_ This paper analyzes Lagrange Multiplier (LM) type tests of STR and STAR type nonlinearity, as well as their use to specify the model to be estimated. Building from work by Luukkonen, Saikkonen and Tedisvirta (Biometrika, 1988) and Terasvirta (J.A.S.A., 1994), we propose the use of second order Tay)or series expansions for exponential models. This results in specifying a nonlinearity test with up to fourth order terms that serves two purposes. The first is a better approximation of the two inflexion points of the exponential transition function and asymmetric models in general. The second is to provide the basis of a more robust decision rule to decide between an ESTAR or a LSTAR model with which to start the estimation process. The test also provides information on non zero thresholds. Monte Carlo simulations show how the proposed test performs comparably well in small samples and has better power properties in larger samples. The decision rules are noticeably more robust in all cases.
Introduction
Nonlinear time series models are being used more frequently in empirical applications, leaving the researcher to confront a virtual infinity of models and parameterizations from which to choose. Nevertheless, certain classes of models have received more attention with regard to the particular applications in each applied field. Sometimes there is some theory that helps the researcher decide which class of nonlinear model could be most appropriate. State dependent models such as the bilinear, exponential autoregressive (EAR), threshold autoregressive (TAR) and the smooth transition autoregressive (STAR) have received special attention. In particular, Terasvirta (1994) , shows how (STAR) models are a more general class, encompassing as particular cases the TAR modelling procedure proposed by Tong(1978) and Tsay (1989) and the EAR model proposed by Haggan and Ozaki (1981) . Even after restricting attention to a certain class, the rich parameterization and flexibility of these models makes the task of specifYing the model difficult.
Model building usually starts by performing a nonlinearity test. If there is not enough evidence of nonlinearity, there is no reason to pursue a model that is much more difficult to specify, estimate and evaluate.
Chang & Tong (1986) discuss the possibility of using a likelihood ratio test statistic for testing linearity against SETAR models. The drawback of this approach is that the distribution of the statistic has to be determined by simulation for each application. Based on work by Tsay (1986), Luukkonen, Saikkonen and Terasvirta (1988) introduce a set of Lagrange Multiplier (LM) type tests that have asymptotic X 2 distributions. Saikkonen and Luukkonen (1988) considered LM tests against bilinear and EAR alternatives. Terasvirta (1994) uses these procedures in several stages ofthe specification of STAR models.
In this paper, we will study the properties of these nonlinearity LM type tests for each of the specific STR-STAR alternatives (logistic or exponential). We will then consider the properties ofthe Taylor approximations needed for these tests and propose a more general version. Building 3 on work by Terasvirta (1994) , this generalization will prove to have better power properties in some cases and special usefulness in specifying the model. In particular, we will show how our test can help choose between LSTAR and ESTAR alternatives as well as help in the specification of a non-zero threshold. We will perform Monte Carlo simulations to support our arguments and then present some useful insights for the empirical practitioner. The usefulness of our results hinges on the simplicity of performing these procedures as opposed to having to perform more complicated non-linear procedures to obtain the same results. Our test provides a more solid starting point to perform the analysis and a way to save computational time.
The paper is organized as follows. Section 2 briefly describes the definition and properties ofSTR and STAR models. Section 3 presents the tests ofnonlinearity and their properties. We will give some insight to the consequences of having to include a non-zero threshold. Section 4 discusses the decision rule proposed by Terasvirta (1994) and then introduces our alternative.
Section 5 presents the simulations with the power properties of our version of the test. We also try out our decision rule for a variety of models that have been suggested in the literature. Section 6 concludes.
Smooth Transition Regression (STR) and Smooth Transition Autoregressive (STAR) Models
Consider the folIowing stationary and ergodic STR and STAR models:
where Yl is a scalar; in STAR models Xl = (1, YI.J, .,. ,y,.p)' = (1, xtF and in STR X, also include exogenous variables (w, ) with maybe some lags of w, and z, is a scalar. In STAR models z, =y, , although in general in STR models z, ., Y, and can be any exogenous variable, or a linear ,., combination ofthem. iI= (1£0.1£1, ... , 1£P) = (1£0, if), e' = (eo, e l , ... , ep) = (eo, e) and 0 < d 4 < P ; Ut is a martingale difference sequence with constant variance. The function F(Zt.d ,y,e) is at least fourth order continuously differentiable with respect to the parameter y.
The variable Z can be a particular lag of the dependent variable, Y, any other exogenous variable different than y, or a linear combination of other exogenous variables. The delay parameter d is assumed to be known and 1< d < pI. The specification can be generalized to include a set of exogenous variables (w t ) in the vector Xt . The class of test statistics that we will discuss here can immediately be extended to cover similar hypothesis testing on the more general class of smooth transition regressions (STR) models 2 .
The transition function F(.) is chosen to be either a logistic or an exponential function.
There are two possible extreme linear regimes. IfF(zt, y,e) = 0 then (2.1) becomesYt = 11'x t + Ut, an AR(P) model with intercept ;Co, while ifF(zt ,y,e) = 1 equation (2.1) becomesYt = (11'+ e')x t + Ut, an AR(p) model with intercept ;Co + eo and different autoregressive parameters. The transition regime between these two extremes depends on the particular function that we consider. Ifit is the logistic function, F(Zt.d ,y,e) = (I + exp(-y(Zt.r e))I 1 , then F(e,y,e) = 1/2. Substituting in (2.1) we get the well known LSTAR model:
Yt
;C' XI + e' xd{1 + exp(-y(Zt.de)) I 1
The term 12 is subtracted because it simplifies the explanation of the testing strategy that will be discussed in the next section. This does not affect any of the basic results. The LSTAR model has one extreme regime to the left ofa neighborhood ofthe threshold point (e) and the other is to the right of it. The sign of the parameter y determines whether the transition function is increasing (y>O) or decreasing (reO) . Its magnitude determines the speed of the adjustment I See Terlisvirta (1994) for a decision rule to select d when it is unknown. 2See Granger and Terlisvirta (1993) , Chapter 6. 5 between the regimes and the size of the neighborhood ofc over which the function is increasing or decreasing. The higher y is, the steeper the slope ofthe transition function is at point c.
For the exponential function, F(Zt ,y,c) = 1exp (-'j{Zt.d -cl) . F(c.y,c) = O. Therefore we do not need to subtract any constant term in deriving the test statistics. Substituting in (2.1) we get the well known ESTAR model:
When eo = c = 0, this model is reduced to the exponential autoregressive model (EAR) ofHaggan and Ozaki (1981) .
In model (2.3), one ofthe two extreme regimes can be associated to the threshold c and the other to the further subsets of points to the left and right of it. The sign of the parameter y determines whether the transition function is v-shaped Cy>O) or bell shaped (yeO) . The magnitude of y determines the speed ofthe adjustment ofthe transition function between the two regimes and therefore how far from c (left and right) are the points ofthe other regime.
It should be noticed that either the logistic or the exponential functions are symmetric around the threshold c. However, in practice, this is not always the case. Ifwe generate data from a LSTAR or a ESTAR, for different values of 7!, 6>. c and y, we can get that the logistic or the exponential transition functions have an asymmetric clustering of data and/or more extreme values around c. This asymmetric characteristic can influence the power of the linearity tests and the ability to discriminate between LSTAR and ESTAR. The variance of Ut and the value of y play an important role in determining whether the transition is smooth or the regimes are well separated.
This will become clear with the results ofthe simulations shown later. 6 
Testing Linearity against STR and STAR Models
By the conditions we have imposed on the nonlinear function, F(Zt,y,c), of equation (2.1), we know that the value of the function is 0 when r= 0. In testing whether the model is linear, we might want to test the nuIJ hypothesis Ho: r = 0. However, we are faced with an identification problem of the parameters 0'. Under Ho. 0 can take any value. One implication is that we cannot directly compute the corresponding test statistic of, for example, the Lagrange Multiplier (lM) test. The IM test is the most commonly used test statistic for this type of problem because it is easy to compute and has good theoretical power properties. However, following Davies (1977) , the computational problem under Ho can solved by deriving anIMtest while keeping 0 fixed, IM(e), and then selecting the value ofthe statistic corresponding to the sup e IM(e)3.
FolJowing Saikkonen and Luukkonen (1988) , Terasvirta, Tjestheim and Granger (1994) and Terasvirta (1994), a convenient procedure for computing the IM test statistic by ordinary least squares (OLS) is as follows:
"
Step 1.-(Linear AR model). Estimate (2.1) under Ho by OLS, get the residuals U I and the sum of squared residuals SSR o .
Step 2.-(Auxiliary regression). Regress UI on x, and d where d , is the derivative of u , " with respect to y (evaluated at r=0), and compute the sum ofsquares residuals, SSR/
Step 3.-(Test statistic). Compute T(SSR o -SSR/)/SSR o which under Ho has asymptotically a X 2 with degrees offreedom equal to the number ofterms in d,.
Usually, it is recommended to use the approximation given by the F-distribution 4 because good size and power properties of the test in small samples. However, to make the results 3 See Saikkonen and Luukkonen (1988) and Terlisvirla (1994) for fUrlher discussion. 4 Seefor example Harvey (1990) pp. 174-175. 7 comparable with previous simulation studies, we will not always use this approximation in the experiments we report.
When applying the IM test to this problem, we are in fact evaluating the significance of the whole nonlinear function, (/xtF(Zt ,y,e) of equation (2.1). This is done by checking if the first order derivatives d" are significantly different than zero in the auxiliary regression described in step 2. This fact will help us clarify the conditions under which these test statistics will have power against STAR models. It is important to realize that the actual nonlinear models against which we are in fact testing Ho are not (2.1), but For the LSTR model (2.2), F.,(Zt.d,y = O,e) = (J/4)(Zt.r e), and substituting above we get that (3.2) can be written as In STAR models Zt.d corresponds toYt.d, (which we use in all of the simulation experiments done with STAR models), and therefore equation (3.4) is reduced to, (3.5) whereJ3J = (fi-e;o(I'4j'c -"-D,e;(l/4)eoJ =fioJ + D,fiJz and D, = (l if i = t-d, 0 otherwise). The null of linearity now becomes Ho : fi:; = 0 and therefore the]M test will have no power against the non linearity generated by a change in the intercept, eo This problem was originally pointed out by Luukkonen, Saikkonen and Terasvirta (1988) . To solve it, they proposed to approximate the transition function of (2.2) by a third-order Taylor series expansion,
Notice that the second-order tenn of the expansion vanishes when the function is logistic and that the corresponding first and third order tenns are, Y,
It is clear that when e = 0 and the transition function is logistic, only the linear and cubic terms in Z'.d should be relevant in (3.7). Furthennore, this is true even ifwe take a fourth-order Taylor series expansion because F",,(Z'.d.y = O,e) = O. This property will be the basis of our new decision rule discussed in the next section.
These results no longer hold ife +0 as shown by expanding the powers of(3.7). 
The preceding is the one used in most of the simulations of LSTAR models. This LM-test is denominated 82 in Luukkonen, Saikkonen and Terasvirta (1988) . We will use this name and specification to base our comparisons in the simulations. The null hypothesis of linearity becomes Ho: ,P2=,P3=ft4=0 against the alternative that HI: 'p2:f 'J, 'p3:f'J and,P4#J. When c = °the' p°3 and,P2z coefficients of(3.8) vanish and equation (3.9) becomes,
with no elements Xt zr-l in it, but the term z,./ which corresponds to'p3z.
For the ESTR and ESTAR models, F,(Z'.d,r = °, c) = (ZI.r cl and (3.2) becomes,
which can conveniently be written as,
(3.12) wherejJo = (1fo-e z ·eoe 2 ), ,P./ = (;r'-r-e z ·'c 2 ), ,Plz= -e z oe02c, ,P./ = -e;'2c, jJ2: = e:·eo and'p/ = e z ·'. The null hypothesis oflinearity becomes Ho: ,PJ:=O. ,P·/=O, ,P2z=0, 'p/=O against a nonlinear alternative HI.' 'plffO, ,P·/fO, 'p2:=!=0, ,P/fO. The LM test ofHo is equivalent to the nonlinearity test ofTsay (1986) . Notice that when c = 0, 'plz =°and'p·2 = 0, ZI.d does not enter linearly in any ofthe terms of(3.12). This is in sharp contrast with the previous result mentioned for the logistic function.
For the ESTAR model since ZI.d =YI.d, the above equation is reduced to H with,PI ='p°I + Dlhz; ,P2='p°2+ D/J2z; and D; = (1 ifi = t-d, 0 otherwise). Following Saikkonen and Luukkonen (1988) , the]M (or Wald) test ofthe null hypothesis of linearity Ho: ,P2=,P3=0 can detect nonlinearities coming from a change in the intercept eo because that change is part of'p2. For this reason, in all the previous studies, they have not considered higher than first-order Taylor series expansions for the exponential STAR models.
However, there are some cases in which equations (3.11) or (3.12) are not a good approximation of (2.3) because the second order polynomial has a single inflexion point, while the exponential function has two. This effect is most remarkable when values of r make the transition smooth and/or the variance of Ut drives enough ofthe observations to be on the two tails ofthe exponential, (remember the inverted bell shape ofthis function). In the logistic case, there is a single infexion point and so the third order Taylor series expansion works well because it generates a third order polynomial in Zt.d and the cubic polynomial approximation have only one inflexion point. Furthermore, for most combinations of O"Wl and r, even when c *0 , the term Frrr!.) will be negligible in magnitude with respect to lower orders.
To improve the quality of the approximation when the funtion is exponential, we suggest taking a second-order Taylor series expansion ofthe transition function of (2.3) around the point y
Substituting the corresponding first and second derivatives of F(Zt.d, y = 0, c) with respect to y, at evaluated y=0, we get,
In the ESTR model when e = 0, only the second and fourth order powers of Zt.d enter in the approximation of the transition function. This is important because it is in sharp contrast with the result obtained for the logistic case, where only first and third order powers ofZt.d matter.
When e +0 equation (3.15) becomes, When e = 0 the coefficients)/z. )·2, )3z. )·3 and)·4 vanish and equation (3.16) becomes,
and as we said before only second and fourth order powers ofZ/.d play a role in the approximation ofthe exponential. This behaviour is in sharp contrast with the logistic case and is the base of the decision rule that we propose in the next section. We will call the testing procedure based on equation (3.18) 54.
Decision Rules for Choosing Between LSTAR and ESTAR
From the properties of the Taylor expansions for the switching function, Terasvirta (1994) suggests the following testing procedure based on equation (3.9), (reproduced here for convenience), in order to choose between a logistic and an exponential STAR.
(3.9) Terasvirta (1994) decision rule (T):
Ifwe reject Ho: jJ2 =)3=)4=0 then use the following sequence oftest, Rejecting H 03 after failiong to reject H 02 is an indication ofthe LSTAR model.
Failing to reject Ho3 can be an indication that the model is an ESTAR, with c=O. A second source of conflict lies in the design of the rule itself At each step of the procedure, the testing is conditioned on setting the terms of the previous stage to zero in order to make the series of tests nested. Because in general, we are dealing with data that are asymmetric around the threshold, this makes the procedure less robust. Take for example a Logistic function.
After conditioning on the cubic terms being zero, the cuadratic terms are left to approximate the shape ofthe function along with the linear terms. When running this regression, the cuadratic terms wiU be significant as can be seen in figure 2, case 2. It is unclear that the significance level of these will be lower than the cubic terms.
Taking these two caveats into consideration, we propose the following rule. A5 we have seen, what really helps in discriminating models is that, when c = 0 , linear and third order terms in the expansion (ie. XtZt.d, X,zr./) are zero for an ESTAR model and cuadratic and fourth order terms (ie. x,zt.l, x,zt./) are zero for a LSTAR model. Furthermore, even when c ;e 0 , as we commented above,. the fourth order term will still be smaller in magnitude. The rule (that we shall call (EJ)) is, 3.-Ifthe minimum p-value corresponds to F;" select LSTAR, if it corresponds to F 6 , select ESTAR Even in the case when c ~ 0, it can be seen from the expansions that, testing the relative joint significance of the linear and cubic coefficients versus the cuadratic and fourth order coefficients, is more robust. As a complement to this rule and to further assist in the specification process, we propose the following rule in order to choose a non·zero threshold c. The rule is conditioned on rejecting the null of linearity, but not necessarily on having selected between a LSTAR or an ESTAR model. In fact, this second rule usually gives some added information to the previous selection:
Decision rule (non-zero threshold, c): ( 3.17) The basic difference between S2 and S4 are the terms xI Zt./ that are included in S4 but not in S2.
The testing procedure consists on testing the significance of P2 ,PJ ,P4 and ps .In general, when testing a series in practice, S2 and S4 are the two alternatives that are worth comparing.
We CUlVes ofthe tests for several parameter values, for all the models in the articles mentioned above,
The graphs show that 82 and 84 have very similar power CUlVes. As was to be expected, 84 has better power the larger the sample size and when the model is a ESTAR. In spite of the small sample sizes used, 84 still performs well when compared to 82 in all cases. We find that in fact, the fourth order tenn, detects the exponential's two inflexion points. Moreover, in general, it also captures asymmetric clustering ofdata around the two regimes. Figures 1 and 2 show descriptive statistics, plots of an example of a series generated from the simulations for the LSTAR and ESTAR models with different parameter values, using Terasvirta's (1994) specifications; the corresponding series for the values that the transition function took in that example; plots of the shape of the function and cubic and fourth order aproximations. Case 1 in figure 1 illustrates how S4 does a better job at picking the 2 inflexion points of the function. S4 also works better when the series are asymmetric because the presence of extreme values are better handled. The cubic terms asintote quickly whereas the fourth order terms track more closely the function in those regions where it is most fundamental to detect the nonlinearity. This is the case with asymmetric LSTAR (Case 3, figure 2 ). In the case where we are dealing with symmetric logistic functions, it is readily evident that the fourth order terms do not add benefits to the approximation. Because of this, as we would expect, we obtain lower power due to the loss of degrees of freedom of the test. Nevertheless, this feature will became extremely useful in discriminating between models.
We also perform an empirical application of our testing procedures. In the economics literature, there are several papers that focus on the asymmetric and nonlinear behaviour of the unemployment series for the U.S. economy. In particular, Neft~i (1984) and Rothman (1991) find evidence of this behaviour for quarterly aggregate unemployment data. We perform both the S2 and the S4 procedures on the series of monthly aggregate unemployment series from 1948: 1 to 1994:4. (Data description is refered to the appendix). Choosing the maximum lag by BIC, we find that S4 detects a LSTAR model with d = 5 with a p-value of 2.28%. S2 fails to reject the null of 18 ----------------" " 1 " 1 linearity for any value ofd. The minimum p-value occurs also for d = 5 but with a value of 12.43%.
We tried the tests on the unemployment series by sector for the same time period. An explanation for S4 detecting nonlinearities better that S2 comes from our simulation results since S4 works better (more power) the larger is the sample size (lOO and 300) and now we have 550 observations.
5.2.-Decision Rules Simulations: T, GT, El rules
In this section and using the same examples as above, we experiment with the decision rules described in section 4., namely (T) and (EJ) . For completeness, we will consider what we will call the Generalized Terasvirta (GT) rule, which is the (T) rule augmented to include fourth order terms as described below:
Conditioned on rejecting Ho: Jh=.fi3=jJ4=jJS=O (linearity) then use the following sequence of test: Using the same articles and models as above, we use 54 to condition on the decision rule simulations. The results are practically the same using 52 so we will not report them here although they are available upon request. These results can be found in Tables L1, L2 , El, E2 and T.
It is readily evident that the (EJ) rule selects the correct model with a significantly higher frequency when dealing with L5TAR D.G.P.'s for the reasons commented above about the (T) rule. As can be seen in Tables L1 and L2 , when the model has no intercepts in any of the regimes and c = 0, the decision rule (El) has a very high succesful selection rate ofthe right model (above 70% for T=50 and above 8()OJO for T=100). This was to be expected since second and fourth order terms are 0 from the derivations in section 3. The selection frequencies for the (T) and (GT) rules are much lower (around 50% most the time). The rule is also quite successful in detecting that c = o.
Tables El and E2 report simulations with ESTAR models. (EJ) still proves to be more successful specially when the model is symmetric (Il = 0) since the fourth order term is picking the 2 inflexion points clearly. In this scenario, the (T) rule works better since the first stage ofthe rule, tests the significance of the cubic coefficient, which as we have seen, is zero if c = O. In fact, the selection frequency in some instances surpases that of our rule in Table 3 . Except for the extreme cases, the c = 0 rule still performs well in both experiments.
Finally, Table T replicates direct decision rule simulations from Terasvirta (1994) . The results described for the LSTAR and ESTAR models above carry over. The selection frequency is very good for the LSTAR and a bit less successful for the ESTAR. The c = 0 rule gives good results with the ESTAR model (with selection frequencies close to 5% when the model c -:t 0 ).
The relative gains ofthe EJ rule versus the T (and GT) rules are most remarkable in the case of the LSTAR model, as was to be expected. We find these results to be very satisfying since these simulations were performed with models that have been used in the literature and were not designed to accentuate those cases where the gain of our procedures could be even more evident.
Using the empirical examples from the previous section, we performed the T and El decision rule 20 test. The models chosen coincided for the Agriculture, Finance and Services and Wholesale and Retail Sectors. However, different models were chosen for Construction and Government (El picks an ESTAR, T picks LSTAR). This is in line with the explanations that we gave above about the weaknesess ofthe T rule.
6.-Conclusion
Our experiments show how the results of section 3 apply in small samples. The 54 test more closely captures the exponential model than the 52 test (when the model is symmetric). Use of the S4 test seems justified in those cases were running out of degrees of freedom is not a problem and where sample sizes are not too small (T<100). In our simulations, we did not find problems with the size ofour test. With some graphs (figs. 1 and 2) we give an intuitive explanation of why and when the LM-test for linearity does not have power against 5TAR alternatives. Our empirical application seems to show that our test may have better power properties. Even though we can not ascertain what the real data generating process is, we feel confident that it is a good illustration of how S4 works with larger samples (in our case T = 550). Therefore, we suggest using S4.
Conditioned on any Non-linear test that the researcher might choose, our proposed decision rule (EJ) provides a more simple and more precise tool with which to choose between ESTAR and LSTAR alternatives. Furthermore, our rule for nonzero thresholds (c ;t 0) works quite well. It can be used to provide a starting value for the algorithm used to estimate the Nonlinear model, or to condition the estimation in order to get faster convergence in the estimation of the parameter y. The interaction between the parameters y and c poses a problem for the convergence of the algorithms, since there are many combinations of these parameters that yield similar values to the maximum of the likelihood. An evaluation of the parameter after estimation of the model is probably the wisest procedure. T.- mentioning that, in spite of these results, some of the series seem to show some sort of "trend".
This could affect the distribution ofour tests. Relative frequencies of correctly choosing the type of model (LSTAR or ESTAR) from the decision rules proposed above. Data were generated by models in Fig. 2 
