Abstract: In the U.S., existing monetary base measures add an adjustment factor for changes in reserve requirement ratios to high-powered money, de facto treating the policy actions as having the same effect. Yet, theory predicts that the effects of changes in reserve requirements on prices and output are different from the effects of changes in high-powered money. We estimate structural VARs, looking at the degree to which the Fed offsets changes in reserve requirements and whether the policy actions have differential effects on output growth and inflation.'
Plosser (1989) and Haslag and Hein (1992) have separately provided evidence suggesting that differences emerge in Granger causality tests. For example, changes in reserve requirements help to predict changes in both output growth and inflation, whereas changes in high-powered money growth only help to predict changes in inflation.
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The importance of the monetary base in policy discussions has increased over recent years. Brunner (1981) , Meltzer (1984) , Poole (1982) , Friedman (1984), and McCallum (1988) In addition to the policy implications, the monetary base is frequently used in empirical studies. By not separating out the effects of changes in reserve requirement ratios and high-powered .money,.empirical work using adjusted monetary base measures , Some people might suggest looking solely at the Federal Reserve's balance sheet, considering high-powered money. The potential problem is that high-powered money could omit important information in the conduct of monetary policy. Haslag and Hein (1989) provide evidence consistent with the notion that changes in high-powered money are coordinated with changes in reserve requirements. Focusing on high-powered money would give a distorted view of monetary policy for those cases: a decrease in high-powered money signals a contractionary monetary policy action. Now suppose that the open market sale offsets a lower reserve requirements. More will said of this type of coordinated monetary policy when we directly test the hypothesis that the Fed uses open market operations to offset changes in reserve requirements.
implicitly impose the condition that the effects of changes in reserve requirement ratios and changes in high-powered money base are equal.
The purpose of this paper is to empirically investigate whether the macroeconomic effects of changes in the Federal Reserve's balance sheet--high-powered money--are significantly different from the effects of changes in reserve requirement ratios. Plosser (1989) and Haslag and Hein (1992) find that different policy actions have different predictive qualities in atheoretical macroeconomic settings.
In contrast to those earlier works, our focus is on interpreting structural differences.' Here, the competing hypothesis--whether differential output growth or inflation effects are indicated in the data--is tested, using a structural VAR. More specifically,
we test the validity of the equality restriction imposed in the monetary base measures, focusing on the monetary policy effects on real GOP growth and inflation, both contemporaneously and over time.
Two main findings are presented in this paper. First, we find evidence that the Fed systematicallY offsets changes in reserve requirements with changes in high-powered money. Thus, the Fed smooths the effects of changes in its blunt instrument--reserve requirements--with open market operations. For example,
• Here, we use the term structural in the sense that the model is motivated by explicit economic theory [see Bernanke (1986) ] .
the Fed partially offsets the amount of reserves freed by lowering reserve requirements with open market sales. Hence, the net effect of lowering reserve requirements is a higher growth rate for the monetary base, but not as much as would be suggested by isolated analysis of reserve requirement changes.
Second, the data are consistent with the hypothesis that there are significant differential effects on both inflation and output growth. These differences are not indicated in the contemporaneous relationships, but emerge over time. Thus, the empirical results suggest that the way in which monetary policy is implemented does matter in the sense that the paths of output growth and inflation differ (significantly) when one changes the contribution to monetary base growth from reserve requirements and high-powered money by equal magnitudes.
The paper is organized as follows.
In section 2, the literature is reviewed and the testable hypothesis are identified. We empirically test the restriction that changes in reserve requirement ratios are equal to changes in high-powered money in section 3. In addition, we specify alternative models to check the robustness of the findings. These studies establish the null and alternative hypotheses for the effects of changes in reserve requirements on inflation.
In short, Freeman's model predicts that changes in reserve requirements and changes in high-powered money will have equalsized effects on the inflation rate. This model provides a theoretical justification for adding the reserve adjustment measures to high-powered money, as is currently done. This is the null hypothesis in our subsequent empirical work.
Conversely, the Romer model predicts differential effects for the different policy actions, establishing the basis for the alternative hypothesis.
Another empirical issue is the relationship between highpowered money and changes in reserve requirements. Dwyer and Saving (1986) In addition to the two hypothesis regarding the effects on inflation and the simultaneous policy actions (H1 and H2), we consider the hypothesis of equal-sized effects on output growth denoted H3.
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The next section implements the strategy to test these hypothesis.
6 Champ and Freeman (1990) find that high-powered money and reserve requirements will have differential effects on investment and output, deriving a closed-form solution for the capital stock. Champ and Freeman assume that agents have a required reserves constraint, not a percentage-of-intermediated deposit constraint. For our purposes, finding differential effects is sufficient to motivate the empirical investigation.
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A literature has developed that examines whether reserve requirements affect the stability of output. The models generally focus on the 0 and 100 percent reserve requirement cases. The basic idea is that reserve requirements stabilize the demand for money, and mitigate the transmission of monetary shocks to the real sector. Baltensperger (1982) , for example, finds that reserve requirements do stabilize the money stock, but not necessarily increase the stability of output growth and inflation. Horrigan (1988) argues that, in general, reserve requirements do affect output variability. However, when the government targets interest rates, he finds that reserve requirements are irrelevant for economic stabilization. These hypothesis are explicitly about the relationship between the variance of output and reserve requirements. Here, we are more interested in the differential effects on the level of output growth, if any, resulting from changes in reserve requirements and changes in high-powered money growth.
Model Estimation
In this section, we estimate structural VARs to test whether the changes in reserve requirements and changes in high-powered money have the same effects on economic activity. We consider several different sets of identifying assumptions, thereby checking the robustness of the results.
In addition to looking at the contemporaneous coefficients estimated in the particular orthogonalization, we use impulse response functions to consider if dynamic differences are suggested by the data.
Three main hypothesis are tested in the empirical section: One property of our definition of the monetary base components is that permanent changes in reserve requirements show up as one-time changes in RSI, and hence, RSI. Note that RSI will follow a pattern identical to a series with infrequent, permanent shocks. Balke and Fomby (1992) show that one will fail to reject the hypothesis of a unit root in time series subject to infrequent, permanent shocks. Constructing our series in percentage-change form relative to the monetary base serves two purposes. First, and most important, the approach permits us to directly test whether a change in monetary base due to a change in reserve requirements has a different effect on macroeconomic " See Haslag and Hein for a detailed description of the RSI measure. We also used the st. Louis RAM to capture the effects of changes in reserve requirements. RSI is not seasonally adjusted since there is no apparent seasonality regarding when the Fed elects to change reserve requirements. The main findings reported in this paper are not affected by substituting RAM for RSI. Tables and charts using RAM instead of RSI are available from the authors upon request.
variables under the assumption that the monetary base should be A A constructed as a simple-sum measure. Second, both RSI and Hare stationary series."
Estimation methodology
The estimation procedure is the structural VAR methodology presented in Blanchard and Watson (1986) , Bernanke (1986), and Sims (1986) . The procedure is employed in two estimation steps.
The first step involves estimating a vector autoregression which is represented as: (9) where In the second step, recall that one can represent the product of structural parameters and the reduced-form errors, u c ' as the structural disturbances (see Bordo, Schwartz, and • Sims, Stock, and Watson (1990) state the conditions in which statistical inference is valid with non-stationary series. While we may suffer from over-differencing from the standpoint of the effects on output and prices, the contributions to monetary base growth due to RSI and high-powered money are appropriate for looking at output growth and inflation. Rappaport (1991), for example); that is, the errors from the structural equations.
Formally, let v< denote the "structural"
disturbances. The reduced-form errors are characterized as v< = then use the observed, reduced-form error terms and the identifying assumptions to estimate the structural coefficients.
The reduced-form error terms are conceptually constructed as unanticipated innovations to the series. Thus, the identifying restrictions are applied to testing the effects of unanticipated innovations on variables and represent a rational expectations model.
10 Table 2 reports the findings from the exclusion restrictions obtained from estimating the first step, namely estimating the unrestricted VAR using four lagged values of the variables. For each variable in the system, the null hypothesis is that coefficients on the lagged values of the excluded variable (the column heading) are jointly equal to zero. The row heading identifies the equation in which we are testing the exclusion hypothesis. Table 2 presents the results obtained when one uses 10 Blanchard and Quah (1989) looked at a structural VAR in which they identified permanent and temporary shocks to output. King, Plosser, Stock and Watson (1991) extended Blanchard and Quah to consider the presence of co integrating relationships between the series in the structural VAR.
In this way, the data identified long-run relationships. Here, we use contemporaneous identifying restrictions in our analysis. We tested for cointegrating relationships between the policy variables (which are non-stationary in levels) and output and prices. The evidence does not support the existence of a long-run relationship of this sort between the policy variables and economic activity. 12 the VAR system described above.
For the null hypothesis that changes in reserve requirement ratios help predict changes in output growth, the F-statistic is 4.01. The five-percent critical value is 2.45. Thus, the evidence from Table 2 suggests that changes in reserve requirement ratios do temporally precede movements in output growth. This finding is similar to that of Haslag and Hein (1992) , although a different VAR system is specified and the measure of reserve requirements (RAM vs. RSI) is different.
In addition, the reduced-form parameters suggest that changes in source base growth provide predictive content for future output growth as the F-statistic is 2.98. However, the Fstatistic is 1.37 under the null hypothesis that changes in highpowered money help to predict changes in the inflation rate, (the 10-percent critical value is 1.99) rejecting the notion that movements in high-powered money temporally precede changes in inflation. There is also evidence suggesting that changes in the M2 money mUltiplier temporally precedes changes in output growth (the F-statistics is 4.62), but none of the money variables help to predict changes in the inflation rate.
We estimate the following structural VAR (note that the letter u with sUbscripted variable names represent the reducedform, or one-step-ahead forecast, errors from the first step estimation). We hereafter refer to this specification as the King and Plosser (1984) argue that base m~mey is responsible for changes in prices. Movements in the money multiplier reflect "real" factors affecting output determination. Thus, a broader money measure (M2, for example, separated into its base and money mUltiplier components) is the appropriate measure to gauge monetary policy in their real business cycle model. We consider the contemporaneous role of each component in affecting output growth and inflation in other structural VARs that are used to monitor the robustness of our findings. Second, the coefficient on high-powered money in the inflation equation is significant at the 10-percent level. The coefficient on RSI is not significant even at marginal levels.
Under the null hypothesis that the coefficient on high-powered money is equal to the coefficient on RSI, the t-statistic is 0.52. Hence, one cannot reject the null hypothesis that the effects of changes in high-powered money have the same contemporaneous effect on inflation as changes in reserve requirement ratios. The middle portion of Table 3 reports the estimated contemporaneous coefficients for a modified version of the model used in Sims (1986) paper. Here, the main modification to Sims structure is that the M1 money supply is separated into its money mUltiplier, high-powered money and RSI components. Other differences include using the implicit price deflator as the price measure and GNP as the output measure.
In addition, the sample period is 1948-90. high-powered money nor RSI has a significant contemporaneous relationship with inflation. More importantly for our purposes, the coefficients are on RSI and H are not significantly different from one another (t-value = -1.14).
Finally, we specify a third structural VAR, one in which supply shocks playa prominent role. In particular, the relative price of energy is included to account for the chief shocks hitting the economy during the 1970s. The bottom portion of Table 3 reports the contemporaneous effects from this supply- 
Dynamic Responses
'2 We tried other structural VARs differing primarily in terms of the contemporaneous reaction functions for both RSI and H. These structural VARs are not reported because they typically did not converge. The Bernanke procedure uses a nonlinear methodology to solve the simultaneous equations. When the models do not converge, standard errors are not obtained and the hypotheses in which we are interested cannot be tested.
Note further that the data do not include the interwar period (1929-45) which may be very different from the results obtained using postwar data. There is some conjecture that the Fed used reserve requirement changes without offsetting open market operations during the 1930s. Here, the result that the Fed typically offsets changes in reserve requirements with high-powered money has important implications. The impUlse response function uses the contemporaneous specifications (the identifying restrictions) and the reduced-form models. One implication is that the impulse response function is conceptually similar to a total derivative, incorporating contemporaneous ("direct") channels and reducedform ("indirect") channels. For our purposes, the contemporaneous relationship between high-powered money growth and RSI indicates an immediate response by to innovations in RSI.
As such, the experiment with an innovation in RSI is not one in which other monetary policy actions are held constant.
In the first set of experiments, we proceed with an innovation in RSI, recognizing the partial offset in H is present.
rndependent monetary policy innovations
In the first experiment, innovations to RSI and to highpowered money are considered. As we found in the contemporaneous equations, a partial offset of changes in reserve requirements is present. with this caveat, we interpret these results as the shows the effects of the increase in high-powered money growth on the inflation rate. As Chart 2 shows, the effect of higher base money growth rises through the first few quarter, and decays slowly as the impulse response function is still significantly above zero 20 quarters after the innovation occurs.
Chart 2 also shows that the effect that an innovation to high-powered money has on output growth. The bottom panel shows
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Lougani and Rush (1991) find evidence that changes in reserve requirements do help to explain movements in output growth and investment. Note that the path for investment spending growth is qualitatively the same as output growth in all of our experiments. As such, our evidence lends further support to Lougani and Rush. Note also that they use the ratio of adjusted monetary base to high-powered money as their measure of changes in reserve requirements. that increases in high-powered money have a negative effect on output growth about 3 years after the innovation occurs. This effect is significant at the 10 percent level (p-value is 0.097).
The economic interpretation is that a one-time change in highpowered money growth has significant, temporary effects on output growth, which first rises and then falls.
Statistically, the pattern of the response probably reflects the fact that the innovation to high-powered money growth is stationary so that the series tends towards it (sample) mean after an innovation occurs.
Charts 3 and 4 plot the same set of impulse response functions presented in Charts 1 and 2, except now using the modified-Sims structure and Supply-shock models, respectively.
The results from both models are qualitatively similar to those reported in the Control model. There is some difference in the timing of the significant effects, but the direction of the significant effects match the main findings presented in the Control model quite closely. The results from the supply-shock differ somewhat. For example, there is no significant decline in output growth to a one-percentage-point increase in RSI.
Just looking at the charts, it is striking how similar the inflation rate and output growth responses are. Specifically, the effects of a change in RSI and in high-powered money are quite similar in shape and magnitude. Generally, the inflation rate response peaks somewhere between the first and second year after the innovation and then slowly decays. In addition, the peak response is between 0.15 and 0.30 percentage points. This pattern is observed regardless of whether the innovation is in RSI or H.
The output growth responses are also quite similar to each type of policy shock. Generally, the output growth response is more like a cycle with the maximum effect observed two quarters after the innovation and output growth falling below zero some time after the first year post-innovation. The peak response is typically between one-quarter and one-half a percentage point.
The similarity in magnitude and shape is, like the inflation rate response, invariant to the source of the innovation. * Indicates that the null hypothesis is rejected at the 10% level. **
Indicates that the null hypothesis is rejected at the 5% level. Step Ahead Forecast Step Ahead Forecast '.90%
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