This study presents how to carry out RBDO when surrogate models are used to represent true performance functions. The Dynamic Kriging (D-Kriging) method is used to generate surrogate models, and stochastic sensitivity analysis is introduced to compute sensitivities of probabilistic constraints with respect to the design variables, which are the mean values of the input independent or correlated random variables. To apply D-Kriging and stochastic sensitivity analysis for the sampling-based RBDO, which requires Monte Carlo simulation (MCS) to evaluate probabilistic constraints and sensitivities, this paper proposes new efficient strategies such as a local window for surrogate model generation, sample reuse, filtering of constraints, and an adaptive initial point for pattern search. Since the D-Kriging can accurately approximate true responses and there is no approximation in the estimation of probabilities, the sampling-based RBDO can yield very accurate optimum design. In addition, newly proposed strategies help find the optimum design very efficiently. Numerical examples verify that the proposed sampling-based RBDO can find the optimum design more accurately and efficiently than existing methods.
Nomenclature d = design vector P[·]
= probability measure 
I. Introduction
eliability-based design optimization (RBDO) has been widely applied to various engineering applications such as stamping 1, 2 , vehicle design with durability 3, 4 , and noise, vibration, harshness (NVH) analysis 5, 6 , where accurate sensitivities of performance functions are available. If accurate sensitivities are available in a complex physical system, then the most probable point (MPP)-based reliability analysis, which includes the First-Order Reliability Method (FORM) [7] [8] [9] [10] , the Second-Order Reliability Method (SORM) 11, 12 , and the MPP-based Dimension Reduction Method (DRM) [13] [14] [15] , can be used for approximately assessing the reliability of the system, which is used as a probabilistic constraint in RBDO.
However, for engineering applications where accurate sensitivities of performance functions are not readily available, such as advanced & hybrid powertrain, robotic systems, multi-physics and multi-scale problems, wind power systems, micro-or nano-mechanics, and fluid-structure interaction, etc., the MPP-based reliability analysis, which uses the sensitivities of performance functions to find the MPP, cannot be directly used. Instead, surrogate models have been widely used to carry out design optimization for the engineering applications where sensitivities are unavailable [16] [17] [18] . Once an accurate surrogate model is available for the design optimization, the Monte Carlo simulation (MCS) 19 can be directly applied to the accurate surrogate model to estimate the reliability of the system without intensive computational burden. To use the reliability of the system for the design optimization, its sensitivities are still required. Even if the surrogate model is very accurate for the response value, the sensitivities obtained from the surrogate model are known to be inaccurate, and accordingly it is not a good idea to use them for the design optimization.
Thus, the main objective of this paper is to propose a new sampling-based RBDO, which uses the D-Kriging method 20 to generate an accurate surrogate model, and stochastic sensitivity analysis using the score function 21 to derive the sensitivities of the reliability of the system with correlated random variables [22] [23] [24] . In addition, several numerical strategies are proposed in the paper to enhance the efficiency and accuracy of the sampling-based RBDO, including a local window for surrogate model generation, sampling strategy, filtering of constraints, sample reuse and local window enlargement, and an adaptive initial point of correlation parameter for pattern search.
Section II briefly reviews the formulation of RBDO, D-Kriging, and stochastic sensitivity analysis using the score function. Section III proposes numerical strategies for accurate and efficient sampling-based RBDO. Section IV uses two numerical examples-a 2-D mathematical example and a 12-D engineering example-to illustrate how the proposed sampling-based RBDO works in terms of efficiency and accuracy. Section V concludes the current study and discusses future research directions.
II. Sampling-Based RBDO
This section explains how to carry out RBDO of engineering applications where accurate sensitivities are not available. Before proposing the sampling-based RBDO, the formulation of RBDO is first briefly explained in Section II.A. Then, Section II.B shows how to approximate true responses using surrogate models generated from the D-Kriging method, and Section II.C explains how to compute sensitivities of probabilistic constraints from the surrogate models generated by the D-Kriging method without using sensitivities of true performance functions and even sensitivities of surrogate models. Section II.D shows how to calculate probability of failure and its sensitivity by applying the MCS to the surrogate models.
A. RBDO Formulation
The mathematical formulation of a general component level RBDO problem is expressed as
P is the target probability of failure for the j th constraint; and nc, nd, and nr are the number of probabilistic constraints, design variables, and random variables or parameters, respectively. A reliability analysis for both the component and system levels involves calculation of the probability of failure, denoted by P F , which is defined using a multi-dimensional integral as
where ψ is a vector of distribution parameters, which usually includes the mean (µ) and/or standard deviation (σ) of the random input
;   P  represents a probability measure; F  is the failure set; ( ; ) f X x ψ is a joint probability density function (PDF) of X; and   E  represents the expectation operator. The failure set is defined
for component reliability analysis of the j th constraint function G j (x), and
for the series system and parallel system reliability analysis of nc performance functions, respectively [25] [26] [27] . ( ) (2) is called an indicator function and defined as 1, ( ) 0,
In this paper, since the mean of X,
 is used as a design vector, the vector of distribution parameters ψ is simply replaced with µ for the computation of the probability of failure in Eq. (2).
To compute the probability of failure in Eq. (2), statistical sampling such as the MCS at a given design needs to be applied to true responses, which is computationally very expensive and almost prohibited. Hence, instead of using true responses, which are usually obtained from computer simulation, surrogate models need to be implemented for the calculation of the probability of failure. To generate accurate surrogate models, this paper introduces the D-Kriging method, which is known to be most accurate among existing methods 21 . The method is explained in detail in the next section.
B. Dynamic Kriging (D-Kriging) Method
In the Kriging method, the outcomes are considered as a realization of a stochastic process. Consider n sample points, 
In Eq. (4), Fβ is called the mean structure of the response where =[ ( )], 1,..., , 1,...,  is the process variance, θ is the correlation parameter that has to be estimated by applying the maximum likelihood estimator (MLE), and ( , , )
i j R θ x x is the correlation function of the stochastic process 28 . Usually, the correlation function is set to Gaussian form in engineering applications and expressed as 
where R is the symmetric correlation matrix with the i-j th component ( , , ), , 1,...,
; λ is the Lagrangian multiplier; and
is the correlation vector between x 0 and samples x i , i=1,…,n. Hence, substituting Eq. (7) into Eq. (6) yields Under the assumption of the Gaussian process, the 1α level prediction interval of the response is given by 
and this prediction interval will be used as an accuracy measure to decide if the surrogate model is accurate or not. Based on the basis functions f k (x) used in Eq. (4), the Kriging method is called the ordinary Kriging method, first-order universal Kriging method, and second-order universal Kriging method, where basis functions with constant terms only, up to first-order polynomial terms, and up to second-order polynomial terms, respectively, are used. For both the ordinary and universal Kriging methods, the basis functions do not change during the surrogate model generation process. However, it is obvious that in general higher-order terms can predict nonlinear mean structure, and thus fixed-order basis functions may not be appropriate to describe the nonlinearity of the mean structure. On the other hand, it is also pointed out that, in some cases, the accuracy of the surrogate model may not be improved by using higher-order terms 29 . Therefore, the problem is how to find the optimal set of polynomial basis functions such that the surrogate model would have the best accuracy.
The D-Kriging method dynamically selects the optimal basis function set at each design point so that the generated surrogate model has the best accuracy. As explained above, the accuracy is measured using the prediction interval bandwidth in Eq. (10) . To apply the D-Kriging method to find the best basis function set, the highest-order P must first be decided. With n samples given, Eq. (8) can be solved when the total number of basis functions is less than n, that is, . After deciding the highest-order P, the genetic algorithm (GA) is applied to find the best basis function set efficiently. A detailed explanation of GA for the D-Kriging method is provided in Ref. 21 .
The D-Kriging method also proposes to use the pattern search algorithm to find the optimal correlation parameter θ for the Kriging method based on MLE. The MLE maximization problem for θ is equivalent to
Since it is not a gradient-based optimization method and guarantees the global optimum, which is proven by Lewis and Torczon 30 , the pattern search algorithm is powerful enough to find the optimal θ, which minimizes Eq. (12) . How to find the optimal θ more efficiently is explained in detail in Section III.E.
Using the GA for the best basis function set and pattern search for the optimal θ, the D-Kriging method can generate the most accurate surrogate models among the existing surrogate model generation methods, including the universal Kriging method, the polynomial response surface method, the radial basis function method, the support vector regression method, and the blind Kriging method 21 .
C. Stochastic Sensitivity Analysis
Taking the partial derivative of probability of failure in Eq. (2) with respect to the i th design variable i
and the differential and integral operators can be interchanged using the Lebesgue dominated convergence theorem 25, 31 , giving
The partial derivative of the log function of the joint PDF in Eq. (14) with respect to i  is known as the first-order score function for i  and is denoted as (1) ln ( ; ) ( ; )
.
Hence, to further derive sensitivities of the probability of failure in Eq. (14), the derivation of the first-order score function in Eq. (15) is required and can be performed using two different inputs − independent and correlated input random variables.
Independent Input Random Variables
Consider a random input
 whose components are statistically independent random variables.
Then, the joint PDF of X is expressed as a multiplication of its marginal PDFs as  is expressed as (1) ln ( ; ) ln ( ; ) ( ; ) .
Since the marginal PDF and the cumulative distribution function (CDF) are available analytically as listed in Table  1 , where ( )   and ( )   are the standard normal CDF and PDF, respectively, given by
the derivation of the first-order score function for the statistically independent random input is very straightforward for the distributions shown in Table 1 . 
For the uniform distribution, deriving the first-order score function is not straightforward since two integration bounds are a function of i  so that the differential and integral operators in Eq. (13) cannot be interchanged; thus, Eq. (14) cannot be available for the uniform distribution. However, using the Leibniz integral rule 32 , the first-order score function for the uniform distribution can be derived and is shown in detail in Ref. 20 .
Correlated Input Random Variables
Consider a bivariate correlated random input
. Then, the joint PDF of X is expressed as 23 
where C is the copula function, ( ; ) and ( ; ) 
Accordingly, using Eq. (19), the first-order score functions in Eq. (15) 
The derivation of the first term of the right-hand side of Eq. (21) is straightforward and is listed in Table 2 , and the second term of the right-hand side of Eq. (21) (1) can be approximated as
where M is the MCS sample size, ( ) m x is the m th realization of X, and the failure set ˆj considered. However, if the failure set is appropriately defined for the system reliability as explained in Section II.A, the same probability of failure and its sensitivity in Eqs. (22) and (23) can be also used for the system RBDO. Hence, in this paper, we will consider the component RBDO only without loss of generality. Error for the MCS to compute Eqs. (22) and (23) is denoted as ε and is given by
For example, if the MCS sample size M is 500,000 and Tar
2.275%
F P  , then the error for the MCS is 1.85% of the target probability of failure, which means that the probability of failure estimated using the MCS will be between 2.233% and 2.317%.
As shown in Eq. (23), the sensitivity calculation using the score function and MCS does not require the sensitivity of the surrogate model, which is known to be inaccurate even if the surrogate model accurately approximates the true response. Furthermore, the computation of the sensitivity using the score function does not include any approximation except the statistical noise due to the MCS shown in Eq. (24), which can be avoided using a sufficiently large MCS sample size. In addition, this sensitivity analysis does not require the transformation from the original design space to the standard normal space, like in FORM or SORM, which usually makes the performance function become highly nonlinear, especially when the random input follows non-Gaussian marginal distribution and is correlated. Therefore, the sensitivity analysis using the score function and MCS will be very accurate and computationally efficient for engineering applications with correlated random input once accurate surrogate models are available. This is achieved in this paper by using the D-Kriging method.
III. Practical Use of Sampling-Based RBDO
This section explains five numerical strategies to accurately and efficiently carry out the sampling-based RBDO described in Section II, which are the local window for surrogate model generation, sampling strategy, filtering of constraints, sample reuse and local window enlargement, and adaptive initial point for pattern search. After explaining the five strategies, this section concludes with showing the overall algorithm flowchart of the sampling-based RBDO.
A. Local Window for Surrogate Model Generation
Instead of using the global window, the local window concept is used for the generation of surrogate models as shown in Fig 4. The length L i of the local window for the i th variable is decided as
where c is the coefficient, which is usually between 1.0 and 1.3, and β t is the target reliability index of RBDO. If β t is different for each constraint, then the maximum β t can be used for Eq. (25) . As shown in Fig. 1 , the local window size is slightly larger than the hyper-sphere for the inverse reliability analysis. 
and generate surrogate models for Eq. }, and {1, x 1 , x 2 , x 1 x 2 , x 1 2 } are selected as the best basis functions at d 1 , d 2 , and d 3 , respectively, to accurately describe the true function. The fact that different basis function sets are selected at different design points means that one basis function set cannot best describe the local nonlinearity of the true function since the local nonlinearity changes as the design point changes. Furthermore, the fact that all six possible basis terms are not selected shows that it is not necessarily good to use all terms available for the generation of surrogate models; this indeed shows the effectiveness of the D-Kriging method.
B. Sampling Strategy
After deciding the size of the local window for the surrogate model generation, N r initial samples are generated in the local window using Latin Centroidal Voronoi Tessellations (LCVT) 34 for evenly distributed samples, and then surrogate models are generated within the local window. The minimum number of the initial samples is decided using Eq. (11). For example, for a 12-D example with first-order polynomial basis functions, the minimum number of N r will be 1 12 1 13 C   . However, for high-dimensional problems, the minimum number of initial samples may not be sufficient to generate accurate surrogate models. In that case, users can define the number of initial samples considering the dimension of problems as shown in Ref. 35 .
The accuracy of the surrogate model generated with the initial samples N r can be estimated using
where
Var y x is the variance of n true responses and is used to normalize the accuracy measure, S is the total number of testing points, and M SE is the predicted mean square error (MSE) from the Kriging model written as
where ( ) (27) is related to the bandwidth of the Kriging model. Hence, the smaller the bandwidth is, the better the surrogate model is. If the accuracy of a surrogate model is satisfactory, which means the accuracy measure in Eq. (27) is less than the target number ε a , then the surrogate model can be used for reliability and sensitivity analyses. However, if the accuracy does not satisfy the target, more samples are sequentially inserted within the local window until the surrogate model satisfies the target accuracy condition. How to do the sequential sample insertion is explained in detail in Ref. 21 .
Equation (27) is the accuracy measure for cases where only one surrogate model is generated. When multiple surrogate models need to be generated as in the RBDO procedure in Eq. (1) where multiple constraint functions are used, then the accuracy measure in Eq. (27) needs to be modified to reflect the effect of multiple modeling. In this paper, the maximum value of accuracy measures for each surrogate model is used as the accuracy measure of multiple surrogate models, and thus the accuracy criterion is given by
where ( ) k j y x and ˆk MSE are the variance of n true responses and the predicted MSE for the k th surrogate model, and nc is the number of surrogate models.
C. Filtering of Constraints
After computer simulations such as durability or stress analysis are carried out at generated sample points in the local window, true function values for each constraint function are saved and are used to determine if constraints are feasible or not. If function values for a certain constraint are negative at all sample points on the local window, which means that the constraint is feasible because we define a constraint as failing if ( ) 0 G  X in Eq. (1), then a surrogate model for the constraint is not generated because we can conclude that the probability of failure for the constraint will be zero without generating the surrogate model. Hence, if a constraint is identified as very feasible, −1 for the constraint value and 0 for the sensitivity of the constraint are assigned without generating a surrogate model to save computation time. −1 for the constraint value comes from the normalized constraint in Eq. (1) I  x will be zero for the constraint, too. Hence, the accuracy measure in Eq. (29) does not include these very feasible constraints because surrogate models for the constraints are not generated. In Section IV.B using a 12-D M1A1 roadarm example, it will be shown how the proposed filtering of constraints works. As in the roadarm example, this filtering of constraints works very well for large dimension problems where a number of initial samples are required.
D. Sample Reuse and Local Window Enlargement
During the design iteration, the local window is scanned to check whether samples exist before generating N r initial samples using LCVT. If there exist samples whose number is denoted as N e in the local window, and if N e is less than N r , then N r −N e samples are generated using LCVT in the local window instead of generating N r samples. If the number of existing samples N e is larger than N r , no samples are generated. Moreover, if N e > 0.9N r , it means that design movement is very small or the current design moves back near the previously existing design, which means the current design is very close to the optimum design. In that case, the local window size is enlarged so that the local window can include more existing samples. For example, c in Eq. (25) is initially set up as 1.0, and if N e > 0.9N r , then c becomes 1.3 so that the local window size is enlarged by 1.3 times. The enlargement of the local window may reduce the accuracy of the surrogate model. However, inclusion of more samples makes the surrogate model more accurate, and the accuracy gain of the surrogate model due to the inclusion of more samples is more significant than the accuracy loss due to the enlargement of the local window. Numbers used in this section, such as 0.9, 1.0, and 1.3, can be decided by users based on their experience.
E. Adaptive Initial Point for Pattern Search
When applying the sampling-based RBDO to complex engineering problems, the number of variables used for surrogate modeling is usually large, i.e., 12 for the M1A1 tank roadarm, which will be shown in Section IV.B. In such cases, the pattern search algorithm to find the optimal correlation parameter θ in Eq. (12) may become computationally expensive. It is known that the computational time of the pattern search is strongly affected by the initial search point. If the pattern search starts from the neighboring area of the true optimum, it can find the optimum θ within remarkably shorter time than if it starts from a point far away from the optimum. Moreover, in RBDO, if the design movement is very small, which means that the current design is near the optimum design, then a surrogate model generated at the current design will be very similar to the one generated at the previous design. This means that two optimum θ will be very similar. Therefore, we can adaptively use the optimal θ obtained in the previous iteration as the initial point for the pattern search of the current iteration instead of using any fixed initial point. This will save computation time for the D-Kriging method in particular when the design approaches the optimum design. Figure 3 shows the overall algorithm flowchart of the sampling-based RBDO using the D-Kriging method for the surrogate model generation and the stochastic sensitivity analysis by the score function. 
IV. Numerical Examples
This section illustrates two numerical examples -a 2-D mathematical example and a 12-D M1A1 Abrams tank roadarm − to see how the proposed sampling-based RBDO using the D-Kriging method for the surrogate model generation and the score function for the stochastic sensitivity analysis works for an RBDO problem. The 2-D mathematical example is used to show the accuracy and efficiency of the proposed method since its analytic functions are given, and thus the MCS is applicable for the comparison of the probability of failure calculation. The 12-D M1A1 Abrams tank roadarm is used to see how the proposed sampling-based RBDO works for a high-dimensional engineering application in terms of accuracy and efficiency.
A. RBDO of 2-D Mathematical Problem
Consider a 2-D mathematical RBDO problem, which is formulated to , and
where three constraint functions are expressed as 
  , and are drawn in Fig. 4 . The properties of two random variables are shown in Table 3 , and they are correlated with the Clayton copula (τ=0.5). As shown in Eq. (30), the target probability of failure ( As shown in Fig. 4 and Table 3 , the initial design is d 0 = [5, 5] T . At the initial design, deterministic design optimization (DDO) is first used to find the deterministic optimum, which is usually close to the RBDO optimum, and the sampling-based RBDO is launched at the deterministic optimum design. This approach is more computationally efficient than launching the RBDO from the beginning 36 . As shown in Fig. 5 , the DDO requires 30 samples, which are marked as asterisks in the figure, for the whole design iteration, and the deterministic optimum design is exactly identical to the optimum design obtained using analytic functions in Eq. (31) . At the deterministic optimum, the sampling-based RBDO is launched with the local window coefficient c=1.0. Near the deterministic optimum, there exist samples used for the DDO, and the number of existing samples N e is larger than the number of required initial samples N r , which is 4 in this example. Hence, the local window coefficient increases to 1.3, and a total of 18 samples are initially used for the first iteration of the sampling-based RBDO. Twenty more samples, which are marked as dots in Fig. 5 , are generated for the sampling-based RBDO whose result is shown in Table 4 . Table 4 compares the numerical results of five different RBDO methods. The first three results are obtained from the so-called MPP-based RBDO, which requires sensitivities of constraint functions for the MPP search and design optimization. This MPP-based RBDO includes the FORM and the DRM with three and five quadrature points, which are denoted in Table 4 as DRM3 and DRM5, respectively. The results of the last two rows are obtained from the sampling-based RBDO, which uses the MCS for the estimation of the probability of failure and its sensitivity. The sampling-based RBDO using the D-Kriging method is the proposed method, and to compare the accuracy of the proposed method, the result of the sampling-based RBDO using the analytic (true) functions given in Eq. (31) is also shown in the table.
From the table, it can be seen that the probability of failure of the second constraint (1.2835%) estimated by the MCS with 50 million samples at the optimum design obtained using the FORM is not close to the target probability of failure (2.275%). This is because the second constraint is highly nonlinear as shown in Fig. 4 , and the FORM uses the transformation from original X-space to standard normalized U-space, which makes the constraint even more highly nonlinear due to the correlated nonlinear input. For highly nonlinear functions, the FORM cannot accurately estimate the probability of failure since it uses the linearization of the nonlinear functions at the MPP in U-space. To improve the accuracy of the probability of failure at the optimum design, the MPP-based DRM with three or five quadrature points can be used; Table 4 shows that the MPP-based DRM indeed improves the accuracy of the probability of failure at the optimum design with more function evaluations. However, to obtain a more accurate optimum design, more quadrature points are required, such as the DRM7, etc. To obtain the optimum design, the FORM uses 52 function evaluations and 52 sensitivity calculations, whereas the MPP-based DRM with five quadrature points uses 146 function evaluations and 102 sensitivity calculations, and the number of function evaluations for the MPP-based DRM will be increased as the number of quadrature points increases.
On the other hand, the sampling-based RBDO shows very accurate optimum design since the optimum design is very close to the optimum design obtained using the analytic functions. However, it requires only 50 samples, which is even less than the FORM, for the accurate optimum design without requiring the sensitivity of the performance functions. The sampling-based RBDO can obtain a very accurate optimum design because it does not use any approximation on the calculation of the probability of failure, unlike the FORM and MPP-based DRM, and the D-Kriging method generates very accurate surrogate models. In addition, it can be said that the proposed efficiency strategies indeed work in this example. Therefore, once surrogate models for constraint functions are accurate enough, the proposed sampling-based RBDO could obtain a very accurate optimum design with good efficiency. 
B. RBDO of M1A1 Abrams Tank Roadarm

Model Description
The roadarm of the M1A1 Abrams tank 15 is used to compare two approaches: the MPP-based RBDO, which requires sensitivities of performance functions, and the sampling-based RBDO, which does not require sensitivities of performance functions, for the component RBDO. The roadarm is modeled using 1572 eight-node isoparametric finite elements (SOLID45) and four beam elements (BEAM44) of ANSYS 37 , as shown in Fig. 6 , and is made of S4340 steel with Young's modulus E=3.0×10
7 psi and Poisson's ratio ν=0. 3 . The durability analysis of the roadarm is carried out using Durability and Reliability Analysis Workspace (DRAW) 38, 39 to obtain the fatigue life contour. The fatigue lives at the critical nodes shown in Fig. 7 , which are chosen as the design constraints of the RBDO. Table 5 and are assumed to be independent random variables. 
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For the standard deviations of S4340 steel, 3% coefficients of variation (COV) for fatigue material properties are assumed as shown in Table 5 . It is known that fatigue strength parameters and fatigue ductility parameters are not correlated each other.
Sampling-Based RBDO Results
The RBDO for the M1A1 Abrams tank roadarm is formulated to Tar   L  U  8  1 2 minimize Cost( ) subject to [ ( ) 0] , 1, ,13 , a n d 
For the sampling-based DDO, 15 samples are used as the initial number of samples in the local window whose size is decided by c=0.3. After 11 iterations, the sampling-based DDO converged to the optimum design, spending 135 samples. The optimum design obtained using the sampling-based DDO is almost identical with the optimum design obtained using the sensitivity-based DDO as shown in Table. 6. The sensitivity-based DDO requires 11 function and 11 sensitivity evaluations. One sensitivity evaluation includes sensitivity calculations for all design variables, so it requires 8 sensitivity calculations in this example, whereas the sampling-based RBDO requires a total of 135 samples for the surrogate model generation using the D-Kriging method. The sampling-based RBDO is launched at the DDO. In this case, samples used for the DDO cannot be used for the RBDO, unlike the mathematical example in Section IV.A because the dimension of the DDO is 8, whereas the dimension of the RBDO is 12. The coefficient for the local window size is starting as 1.0 and will be increased to 1.3 when there are sufficient samples in the local window. The number of initial samples within the local window is 300. It is found that 4 out of 13 performance functions are very feasible at the deterministic optimum. Hence, surrogate models for those performance functions are not generated to save the computation time. Table 6 also compares two RBDO optimum designs obtained using the sensitivity-based and sampling-based RBDO. For the sensitivity-based RBDO, the FORM is used because this example is not highly nonlinear with random inputs given in Table 5 , and thus the results from the FORM and MPP-based DRM are almost identical.
From the table, it can be seen that two optimum designs are very close to each other, which verifies that this example is not highly nonlinear. To obtain the optimum design using the FORM, 85 function and sensitivity evaluations are used. In the RBDO case, 1 sensitivity evaluation includes 12 sensitivity calculations, whereas the sampling-based RBDO uses 842 samples, which means 842 function evaluations, to find the optimum design. Table 7 also shows how 842 samples are generated in the local window at each iteration step in the sampling-based RBDO. At the initial design, which is the deterministic optimum design, 300 samples are generated in the local window since there are no existing samples in it; the coefficient of the local window size is also 1.0. At the second iteration, since there are 36 samples in the local window, 264 samples are newly generated, resulting in spending 564 samples total. At the fifth iteration, since the number of existing samples N e is larger than the number of required samples N r , the local window size is enlarged and no samples are generated. From the fifth iteration on, the sampling-based RBDO uses existing samples only, which means each design is very close to the optimum design, and thus the design movement is very small. Table 8 compares two different initial points to find the optimum θ in Eq. (12) using the patter search algorithm. The first constraint of the M1A1 Abrams tank roadarm is used for the comparison. To apply the adaptive initial point explained in Section III.E, the second design is selected so that the previous optimum opt prev θ can be used as the initial point. As shown in Table 8 , is used as the initial searching point, the pattern search uses 1333 function calls to find the optimum, and the computation time for the optimization is 123.4 sec. On the other hand, if the previous optimum opt prev θ is adaptively used as the initial searching point, the pattern search uses only 763 function calls to find the optimum, and the computational time is reduced to 70.8 sec. In this example, the FORM (85+85) looks better than the sampling-based RBDO (842) in terms of computational efficiency even when the computational cost for the sensitivity calculation is considered. In addition, the sampling-based RBDO requires additional computational time due to the pattern search and genetic algorithm for the D-Kriging method and the MCS for the probability of failure and sensitivity calculation. However, if parallel computing is utilized, the computation time for the sampling-based RBDO can be significantly reduced. For example, if 100 processors are used to generate 300 samples, the computation time for the sample generation becomes one third. Furthermore, the surrogate model generation and the probability of failure and its sensitivity analysis can also be parallelized, which enhances the computation time remarkably. On the other hand, the application of the parallel computing to the sensitivity-based RBDO is very limited because only the MPP search for each constraint can be parallelized, which can utilize at most the same number of processors as the number of constraints. Hence, research on parallel computing for sampling-based RBDO is ongoing.
V. Conclusion
Sampling-based RBDO using the D-Kriging method for surrogate model generation and the score function for probability of failure and its sensitivity analysis is proposed in this study. In addition, to improve the accuracy and efficiency of sampling-based RBDO, numerical strategies such as the local window for surrogate model generation, sampling strategy, filtering of constraints, sample reuse and local window enlargement, and adaptive initial point for pattern search are proposed as well. The proposed sampling-based RBDO does not use any approximation on the calculation of the probability of failure and its sensitivity except for statistical noise due to the MCS, which can be easily solved by increasing the MCS sample set. Furthermore, the proposed method does not use the transformation from the original X-space to the standard normal U-space, which makes performance functions become more highly nonlinear, especially when random inputs are correlated. Therefore, the proposed sampling-based RBDO is more accurate than the sensitivity-based RBDO, which uses approximation and transformation for the probability of failure estimation once surrogate models are sufficiently accurate. The accuracy issue of surrogate models is resolved in this paper by the use of the D-Kriging method. Two numerical examples are illustrated to demonstrate how the proposed sampling-based RBDO works compared with the sensitivity-based RBDO. The 2-D mathematical example shows that the proposed method is more accurate and even more efficient than the sensitivity-based RBDO, which means the proposed method is very powerful when the dimension of problems is low. For high-dimensional problems such as the M1A1 Abrams tank roadarm used in the paper, the sampling-based RBDO still yields an accurate optimum design. However, it may require more function evaluation in such cases. This efficiency issue of the sampling-based RBDO for high-dimensional problems can be resolved by parallelizing the computation procedure, which is an ongoing topic for the authors.
