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Parallel-aligned (PA) liquid-crystal on silicon (LCoS) microdisplays are especially appealing in a wide
range of spatial light modulation applications since they enable phase-only operation. Recently we pro-
posed a novel polarimetric method, based on Stokes polarimetry, enabling the characterization of their
linear retardance and the magnitude of their associated phase fluctuations or flicker, exhibited by many
LCoS devices. In this work we apply the calibrated values obtained with this technique to show their
capability to predict the performance of spatially varying phase multilevel elements displayed onto the
PA–LCoS device. Specifically we address a series of multilevel phase blazed gratings. We analyze both
their average diffraction efficiency (“static” analysis) and its associated time fluctuation (“dynamic”
analysis). Two different electrical configuration files with different degrees of flicker are applied in order
to evaluate the actual influence of flicker on the expected performance of the diffractive optical elements
addressed. We obtain a good agreement between simulation and experiment, thus demonstrating the
predictive capability of the calibration provided by the average Stokes polarimetric technique. Addition-
ally, it is obtained that for electrical configurations with less than 30° amplitude for the flicker retard-
ance, they may not influence the performance of the blazed gratings. In general, we demonstrate that the
influence of flicker greatly diminishes when the number of quantization levels in the optical element
increases. © 2015 Optical Society of America
OCIS codes: (050.1970) Diffractive optics; (120.2040) Displays; (120.5410) Polarimetry; (230.3720)
Liquid-crystal devices; (230.6120) Spatial light modulators; (230.2090) Electro-optical devices.
http://dx.doi.org/10.1364/AO.54.001379
1. Introduction
Phase-only modulation is necessary for many spatial
light modulation applications, such as diffractive
optics [1], optical storage [2,3], optical metrology [4],
reconfigurable interconnects [5,6], wavefront sensing
of structured light beams [7], holographic optical
traps [8], or quantum optical computing [9]. Among
the available spatial light modulator (SLM) technol-
ogies [10], parallel-aligned (PA) liquid-crystal on sil-
icon (LCoS) microdisplays are especially appealing
since they enable phase-only operation without
coupled amplitude modulation. They are electrooptic
devices which can be assimilated to linear variable
retarders. Therefore, their performance is character-
ized by their linear retardance as a function of the
applied voltage. However, it has been found by nu-
merous researchers [11–18] that in general, LCoS
(both parallel-aligned and twisted nematic) produces
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phase flicker and/or depolarization. This is true
for the ones with a digital backplane [13] due to
the pulsed nature of the voltage signal addressed
[12,13], but it may also be true in analogically
addressed due to charge leakage in the pixel between
consecutive refreshing frames.
Recently some methods have been proposed to
characterize not only the linear retardance but also
the magnitude of phase flicker in the optical signal
[19–21] specifically valid for parallel aligned
liquid-crystal devices (LCDs). In particular, we have
demonstrated the predictive capability of a time-
averaged Stokes polarimetric technique [21], and
we have analyzed its robustness and its applicability
to characterize PA–LCoS devices in a wide variety of
working conditions [22].
In Refs. [21,22] the PA–LCoS was addressed by a
uniform voltage image; however, in spatial light
modulation applications spatially varying signals
are actually applied. Then it would be interesting
both to learn about the influence of the phase flicker
and also to check the predictive capability of the cali-
brated values we have obtained when used in more
complex situations. SLMs are widely used in diffrac-
tive optics, and one of the most extensively used
diffractive optical elements (DOEs) is the blazed
grating. Due to its multilevel structure and to its
well-defined spatial frequency it is a very proper in-
crease in complexity with respect to uniform voltage
images. The effects of flicker in blazed gratings were
analyzed in [23]. However, estimated flicker ampli-
tude values used were not that precise as the ones
enabled by average Stokes polarimetry. Additionally,
only a very specific long-period blazed grating was
considered [23]. Focus was also given to the applica-
tion of the minimum Euclidean approach to phase-
only SLMs exhibiting flicker and with a phase
dynamic range smaller than 2π. In this paper the
phase dynamic range is 2π and we consider a much
favorable and precisely measured flicker amplitude
scenario. This enables us to quantitatively analyze
the validity of the calibration previously performed
with the Stokes average method and to use these
more exact values to show the actual influence of
flicker in the behavior of the PA–LCoS device in a
spatially varying spatial light modulation applica-
tion. To this goal we will address 2π phase depth
blazed gratings, with different spatial periodicities
and with different numbers of quantization levels.
Specifically we will apply one pixel per level, so that
an N-level blazed grating has an N-pixel period.
Both the static performance and the dynamic varia-
tion of the diffraction efficiencies will be analyzed,
and a comparison between experiment and simula-
tion will provide us with some profitable conclusions.
2. Retardance and Flicker Calibration
The phase flicker exhibited by LCoS devices within
the frame period has been found to be properly ap-
proximated by a triangular time-dependent profile
as shown in Refs. [16,21]. If we consider the averaged
value for a measurement integration time equal or
larger than the addressing frame period what we
get is that the state of polarization (SOP) for the light
beam reflected by the LCoS may not be fully polar-
ized. This leads us to use the Mueller–Stokes formal-
ism, which enables us to deal both with polarized and
unpolarized light [24] to describe the action of PA–
LCoS displays on the light beam. Applying this
formalism and taking into account the triangular
time-dependent profile for the linear retardance,
we obtained Matrix (1) for a linear variable retarder
with flicker
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where Γ¯ is the average retardance within the frame
period, and a its fluctuation amplitude (defined as
half the maximum-to-minimum value for the fluc-
tuation). To calibrate the values for these two param-
eters in the model we measured the averaged Stokes
vector parameters for an input light beam linearly
polarized light at $45° with respect to the x-axis
(i.e., S0 # 1, S1 # 0, S2 # 1, and S3 # 0). The ana-
lytical expressions for the reflected averaged Stokes
vector hSouti and for the degree of polarization (DoP)
are very simple in this case
hSouti #
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−!sin a∕a" cos Γ¯
!sin a∕a" sin Γ¯
1CCA; (2)
DoP # !sin a∕a": (3)
Eventually, the calibration can be easily accom-
plished using Eq. (3) to obtain the fluctuation ampli-
tude a and the ratio between the third and fourth
Stokes vector components, i.e., −hS3i∕hS2i # tg!Γ¯",
to obtain Γ¯ [21].
In the present work we consider a commercial
PA–LCoS display, model PLUTO distributed by the
company HOLOEYE. It is filled with a nematic
liquid crystal, with 1920 pixels × 1080 pixels and
0.7 in. diagonal, 8 μm pixel pitch, 83% fill factor,
and digitally addressed. By means of a RS-232 inter-
face and its correspondingly provided software,
we can configure the modulator for different applica-
tions and wavelengths. Besides, different pulse
width modulation (PWM) addressing schemes (digi-
tal addressing sequences) can be generated by the
driver electronics [12,25]. We consider two electrical
sequences exhibiting a clearly different scale of fluc-
tuations, whose configuration files are provided with
the software. They correspond to the configurations
labeled as “18-6 633 2pi linear” and “5-5 633 2pi
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linear.” The actual number of quantization values
available with these configuration files is respec-
tively 256 and 92. If necessary, in the case of the
5-5 sequence it is possible to increase the number
of available quantization levels up to 192 as shown
in [25].
The working geometry considered in this paper
corresponds to quasi-perpendicular incidence [22]
(actual angle of incidence is 3°). We note that the di-
rector axis (extraordinary axis) in nematic-based
LCoS generally corresponds to the slow axis. In
the present LCoS the director axis is along the hori-
zontal. In Fig. 1 we show the calibrated values for the
average retardance and its flicker amplitude versus
the gray level addressed (voltage), and for the two
digital sequences considered. We observe that the
retardance range is about 360° for both sequences
with a very good linearity, especially for the sequence
“5-5 633 2pi linear.” The fluctuation amplitude is
clearly smaller for the 5-5 sequence with maximum
values slightly higher than 30°. The various jumps
encountered in the fluctuation amplitude in both
sequences reveal the pulsed nature of the digital
signal addressed onto the LCoS: more jumps are seen
in the 18-6 sequence. For DoP > 1, nonphysical
values, we consider that fluctuation amplitude is 0°,
as can be seen for low gray-level values [21].
3. Numerical and Experimental Realization:
Blazed Gratings
The calibrated values will be used to simulate the
diffraction efficiency for multilevel phase DOEs, in
particular blazed gratings. We want to check the in-
fluence of the fluctuations. We consider a series of
gratings with different number of quantization lev-
els, which due to the pixelated structure of LCoS de-
vices translates into different spatial periodicities:
specifically in this work we consider 1 pixel/level.
In particular the range considered varies from two
to 20 quantization levels, which approaches the limit
of a continuous profile. In all cases the gratings have
a 360° phase depth, so that maximum diffraction
efficiency in the first order (η1) can be reached, which
can be analytically calculated with Eq. (4) [1]
η1 #
!sin!πq"
π
q
"2
; (4)
where q is the number of quantization levels. For ex-
ample, η1 # 0.987 for q # 16 levels, i.e., basically
performs as a continuous profile. On the lower dif-
fraction efficiency limit, η1 # 0.405 for q # 2 levels,
which actually corresponds to a binary phase grating
with a 180° phase depth. We also note that for a 360°
phase depth blazed grating the zero-order diffraction
efficiency is η0 # 0. As an additional remark, in the
simulation, even though the calibration curves for
the retardance in Fig. 1 show a good linearity, we
have applied the appropriate linearization look-up
table for each of the two sequences, so that the
residual nonlinearity is compensated via software.
We want to note that, as shown in Fig. 1, when dis-
playing quantized multilevel elements the available
phase domain may be smaller than 360°, i.e., this
constraint may be relaxed if necessary. In Fig. 2
we show the phase depth required as a function of
the number of quantization levels of the multilevel
diffractive element. The lower limit corresponds to
the case of the binary phase element, where a 180°
phase depth domain is required. For 6 and 12 quan-
tization levels, the phase depth necessary is, respec-
tively, 300° and 330°. We note that first diffraction
efficiency for blazed gratings with 6 and 12 quantiza-
tion levels reaches such high values as η1 # 91% and
η1 # 98%, respectively.
To perform the experiments in the lab, a light
beam from a He–Ne laser at 633 nm is expanded us-
ing a spatial filter and then is collimated with a lens.
As given in Section 2, the angle of incidence onto the
LCoS is 3°. The collimated beam of light passes
through a polarizer whose transmission axis is ori-
ented so that the incident SOP corresponds to lin-
early polarized light along the lab-horizontal, i.e.,
parallel to the director axis of the liquid crystal in
the LCoS: this is the phase-only configuration. We
have checked that there is no need for an analyzer
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Fig. 1. Calculated values for average retardance and fluctuation
amplitude for λ # 633 nm, and for sequences “18-6 633 2pi
linear” (dashed) and “5-5 633 2pi linear” (continuous) at quasi-
perpendicular incidence at 3°.
Fig. 2. Phase depth domain necessary as a function of the
number of quantization levels of the multilevel phase element.
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at the output since the reflected SOP is fully linearly
polarized along the lab-horizontal. A lens focuses the
reflected beam to its focal plane where a detector
connected to a radiometer measures the diffracted
intensity.
We havemeasured both zero- and first-order inten-
sities in the following (I0 and I1, respectively) for a
series of blazed gratings with a spatial frequency
of 2, 3, 4, 8, 12, and 16 pixels/period, thus covering
both a wide spatial frequency and number of quan-
tization levels range. A diaphragm in front of the de-
tector is needed to filter out any unwanted orders in
the measurements. Vertical blazed gratings are
addressed, i.e., the spatial frequency corresponds to
rows/period, since along this direction potential devi-
ations due to the anamorphic frequency-dependent
effect [26–28] are less important. In this paper we
want to isolate as much as possible the flicker from
other degradation effects which may be exhibited by
SLMs. In this sense the anamorphic frequency-
dependent effect has been found both in transmissive
LCDs [26] and in modern LCoS devices, both analog
[27] and digitally [28] driven.
The values obtained, I0 and I1, need to be normal-
ized by the total energy reflected by the LCoS. To this
goal we apply a uniform zero gray-level value screen,
then all the light reflected by the LCoS is sent to the
zero order. We call this intensity value IT1. We note
that due to the pixelated structure of the device,
multiple replicas of the diffraction orders of the
blazed grating are generated, each replica centered
at the position of one of the diffraction orders pro-
duced by the periodic pixelated structure. This is a
well-known consequence of the sampling theory
[29]. We restrict our attention to the zero-order rep-
lica, i.e., the one centered at the position of the zero
order produced by the periodic pixelated structure.
In principle the relative energy deflected to each of
the replicas does not depend on the image being ad-
dressed but only on geometrical characteristics of the
display, basically on the fill factor. However, during
the realization of the experiment in the lab we ob-
served a very clear change of brightness between dif-
ferent replicas when a uniform screen was sent with
respect to sending the blazed gratings. Therefore we
measured the total energy in the zero-order replica in
the following IT2 when addressing a blazed grating:
we open the aperture of the diaphragm in front of the
detector so that only the set of diffraction orders in
the zero-order replica are gathered. Specifically, we
have measured IT2 for the lowest spatial frequency
blazed grating, 16 pixels/period, since aliasing be-
tween neighboring replicas is then reduced; thus
the IT2 value is more robust. In principle, according
to the sampling theory the values IT1 and IT2 should
be the same; however we found their ratio to be
R # IT2∕IT1 # 0.92, i.e., almost a 10% of the energy
was deflected into higher-order replicas. Therefore,
additional care has to be taken when normalizing
themeasurements to compensate for this unexpected
exchange of energy between replicas. Then, the
normalized intensity (or diffraction efficiency) can be
obtained as
ηi #
1
R
Ii
IT1
; (5)
where i is the number of the diffraction order consid-
ered for the blazed grating. Probably the different
exchange of energy between replicas when changing
the image being addressed onto the LCoS is due
to the pixel crosstalk caused by the fringing fields,
i.e., the gradual voltage changes across the border
of neighboring pixels and by elastic forces in the
liquid-crystal material preventing abrupt spatial
variations in the phase modulation [30–33]. Both ef-
fects cause the realized phase modulation of a pixel
to depend also on the voltage applied over adjacent
pixels. This crosstalk phenomenon increases as pix-
els get smaller and as voltage changes between
neighboring pixels are larger.
In Figs. 3(a) and 3(b) we show respectively for the
sequences “18-6 633 2pi linear” and “5-5 633 2pi lin-
ear” the results for the measurements of the instan-
taneous first-order diffraction efficiencies for the
six blazed gratings. In the legend we show the quan-
tization number of levels, q, in each case. All the gra-
tings are measured and optimized for the wavelength
633 nm. The instantaneous values have been ob-
tained by connecting a radiometer model 1830-C
from Newport, that has an analog bandwidth greater
Fig. 3. Instantaneous values for the first-order diffracted inten-
sity for blazed gratings with different quantization levels (q shown
in the legend); (a) sequence “18-6 633 2pi linear;” (b) sequence “5-5
633 2pi linear.” Data for λ # 633 nm and for quasi-perpendicular
incidence at 3°.
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than 30 kHz, to a digital oscilloscope model TDS-
1012b from Tektronix, with a 100 MHz analog band-
width. The first thing we note is that the diffracted
intensity fluctuates, with a period of 8.33 ms, i.e.,
frequency 120 Hz. The amplitude of fluctuations in
Figs. 3(a) and 3(b) is smaller as the number of
quantization levels increases. Additionally, the aver-
age diffraction also increases with q which is the
theoretically expected result. If we compare the plots
for the two sequences, we find that the amplitude in
the oscillations is smaller for the 5-5 configura-
tion file.
Curves in Figs. 3(a) and 3(b) have been acquired
with arbitrary triggers and they do not have the
same starting instant. This is not relevant for the
analysis in the present paper where the various
quantized gratings are not to be addressed simulta-
neously. However it is interesting to note that there
are applications where proper synchronization of ac-
quisition times in the analysis may be an issue as
given by [34], which shows empirically that for poly-
chromatic illumination applications, fluctuations
given by a diffraction grating for the various wave-
lengths may be partly synchronized by addressing
the diffraction grating with the appropriate gray
levels for each separate wavelength.
For the simulations, firstwe calculate the gray level
g to be applied to produce the desired phase valueφ at
each step in the multilevel blazed grating. To this
goal we consider the calibrated values Γ¯!g" given in
Fig. 1, and for each desired φ we look for the closest
available average retardance value Γ¯. Second, the
frame period T is divided in time intervals small
enough so that the fluctuating phase profile of the
blazed grating is accurately sampled. At each time
sample, the staircase phase profile is partly distorted
from the ideal quantized linear ramp since each step,
associated with a specific gray level g, is fluctuating
with a different amplitude a!g", given in Fig. 1. The
various phase steps in the staircase profile fluctuate
in a correlated form with each other, in accordance
with the periodic behavior exhibited by the instanta-
neous values in Fig. 3. As a starting value, at time
t # 0 we have chosen for each phase step φ the phase
value Γ¯!g" − a!g" which then increases linearly with
time until Γ¯!g" $ a!g". Another starting set of values
may be chosen, resulting in different instantaneous
profiles, but since we are interested in averaged
effects this has no relevance on the results. As a third
and final part of the simulation, at each time sample
the Fourier transform of the blazed grating profile is
calculated: this provides the instantaneous diffrac-
tion efficiency. From these instantaneous values we
calculate the averaged one and the amplitude and
standard deviation for its fluctuation. Quantitative
comparisons between simulations and experiment
are presented in the next section.
4. Results and Discussion
We want to perform a complete analysis of the suit-
ability of the calibration performed using the average
Stokes polarimetric technique and also to obtain a
deeper insight on the actual degree of influence of
fluctuations on the performance of blazed gratings,
as a widespread example of a multilevel phase
element. To fulfill these two goals we look both into
average diffraction efficiencies and also the magni-
tude of its variations, i.e., we plan both static and dy-
namic analyses. Depending on the application it is
not only important to maximize first-order diffrac-
tion efficiency and/or to reduce the importance of
the zero order, but it may be also important to gen-
erate stable spots. One such application is holo-
graphic optical tweezers where both intensity and
positional stability is an issue [8]. In the case of an
optical communication link, where the LCoS is play-
ing the role of a reconfigurable optical add–drop mul-
tiplexer (ROADM) [5], these fluctuations lead to a
degradation of the signal-to-noise ratio and a nonde-
sirable increase in the bit-error rate (BER) in the
communication link.
Let us start with the results dealing with the static
analysis, i.e., average diffraction efficiencies. In
Figs. 4(a) and 4(b) we show the diffraction efficiency
for the zero order and for the first order, respectively
as a function of the quantization levels of the blazed
grating and for the two configuration files addressed.
Lines and markers correspond, respectively, to simu-
lated and experimental results. The simulated
results take into account both the average retard-
ance and the flicker amplitude values shown in Fig. 1.
The experimental results correspond to the average
value delivered on the display of the radiometer. In
Fig. 4. Realistic simulations and experimental results for the dif-
fraction efficiency for the two configuration files; (a) zero order;
(b) first order.
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relation with Fig. 4(a) let us remember that for a 2π
phase depth blazed grating the theoretical diffrac-
tion efficiency for the zero order is η0 # 0. The theo-
retical simulation taking into account the existence
of flicker provides values that are nonzero, being
slightly more intense for the 18-6 sequence. We note
that the simulated values decrease with the number
of quantization values. The same tendency can be ap-
preciated in the experimental results, which show
values equal or smaller than 2% for eight quantiza-
tion levels and above, which is a small residual zero
order. For less than five quantization levels the
deviation between simulation and experiment in-
creases. This may be partly due to the aliasing effect
between diffraction orders from neighboring pixela-
tion replicas.
In Fig. 4(b) we show the equivalent plot corre-
sponding to the first-order diffraction efficiency. We
see that the experimental values show a very good
agreement with simulations, especially for quantiza-
tion levels equal or larger than 4. We also note in the
experimental values that the efficiency is slightly
larger for the 5-5 sequence, which agrees with the
simulation results. The theoretical curve given by
Eq. (4) is also included, “ideal” label in the legend,
to show the actual effect of fluctuations on the
diffraction efficiency. We see that for the sequence
5-5, fluctuations have basically no effect in diminish-
ing the diffraction efficiency. To make this important
result more evident, in Fig. 5 we represent the
deviation between the ideal diffraction efficiency
and the realistic numerical simulation, which is nu-
merically calculated for each of the two sequences in-
cluding the calibrated fluctuations, normalized by
the ideal diffraction efficiency. We see that the nor-
malized difference for the sequence 18-6 decreases
from 4.5% to 3% as the number of quantization levels
increase. In the case of the sequence 5-5, the normal-
ized difference shows a constant behavior and the
values are smaller than 1%. Thus, it can be concluded
that for the latter sequence fluctuations are not ac-
tually degrading the performance of the element.
If the amplitude of fluctuations is larger, as it is
the case for the sequence 18-6, it is important to note
that their effect decreases as the number of quanti-
zation levels increase, approaching reasonable val-
ues for five quantization levels or larger.
A possible criticism to the previous analysis re-
garding deviations between ideal values [given by
Eq. (4)] and the realistic simulated values is that the
latter are not only affected by fluctuations, but also
by the mismatch between the required and the avail-
able phase value for each level. This mismatch is
induced by the limited and nonequally spaced quan-
tization levels in the available phase domain. Let us
note that the number of phase levels is limited to 256
for configuration 18-6 and 92 for configuration 5-5 as
commented in Section 2, and they do not need to be
equally spaced in the phase domain. The small pla-
teaus for the average retardance in Fig. 1 show this
limited and nonequal spacing in the available phase
domain. In Fig. 6 we show for the two sequences, the
numerically calculated difference between the ideal
diffraction efficiency and the one actually given by
the available phase domain, normalized by the ideal
diffraction efficiency. In these simulations we con-
sider that there are no fluctuations and only the cali-
brated average retardance values are used, thus the
only deviations result from the mismatch between
required and available phase values for each of the
phase levels. We see that the normalized deviation
is smaller than 0.1%, being slightly larger for the se-
quence 5-5, which is the one with a smaller number
of phase levels. This means that the phase levels mis-
match effect can be disregarded when discussing the
influence of fluctuations on the diffraction efficiency.
In the first paragraph in this section we com-
mented about the necessity for a “static” and a “dy-
namic” analysis of the influence of flicker on the
performance of the elements addressed. Previous
plots dealing with average diffraction efficiencies
focus on the “static” analysis. Next we show in
Figs. 7(a) and 7(b), for the first diffraction order of
the displayed blazed gratings, respectively, the
amplitude of the fluctuations and the standard
deviation values, normalized by the average diffrac-
tion efficiency. Experimentally, the average and the
fluctuating estimation parameters are obtained from
Fig. 5. For each of the two sequences, deviation between the ideal
first-order diffraction efficiency and the realistic numerical simu-
lation (i.e., including the calibrated fluctuations), normalized by
the ideal diffraction efficiency.
Fig. 6. For each of the two sequences, deviation between the ideal
first-order diffraction efficiency and the numerical simulation
(including only the calibrated average retardance), normalized
by the ideal diffraction efficiency.
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the measurements acquired with the digital oscillo-
scope, shown in Fig. 3. Numerically, as commented at
the end of Section 3, the instantaneous values are
simulated applying the triangular time evolution
of the fluctuating retardance using (for each gray
level) the average retardance Γ¯ and its fluctuation
amplitude a (characterized in Fig. 1). From these dif-
fraction efficiency instantaneous values we calculate
the average value, the amplitude, and the standard
deviation for its fluctuation. The amplitude and
standard deviation are then normalized by the
average value.
In Fig. 7(a) simulation and experiment show a
good agreement when using more than eight quanti-
zation levels. Both numerically and experimentally
we obtain that sequence 5-5 shows smaller fluctua-
tions. In Fig. 7(b), where the figure-of-merit is the
standard deviation, the agreement between experi-
mental and numerical results is very good, especially
for more than eight quantization levels. The ten-
dency is clear: to reduce fluctuations generated by
the optical element addressed the number of quanti-
zation levels has to be larger than 5. In this case the
time stability in the spot reaches a low value for the
sequence 18-6 and becomes very good for the se-
quence 5-5. We can conclude that standard deviation
is a much more robust figure-of-merit since it takes a
more averaged estimation of the time fluctuations. It
is important to remark that the results in Fig. 7 are
not dependent on the external normalization factor R
shown in Eq. (5), which is due to the crosstalk effect
between neighboring pixelation replicas. This gives
even more relevance to the excellent agreement be-
tween simulation and experiment in Fig. 7(b) since
they are self-referenced measurements without an
additional parameter which may introduce further
uncertainty in the results.
5. Conclusions
We have shown that the average retardance and its
fluctuation value calibrated by means of the average
Stokes polarimetry technique can be used to predict
the diffraction efficiency for multilevel phase blazed
gratings, not only its average (“static” analysis) but
also its time fluctuation (“dynamic” analysis). This is
very important since it enables calculating in ad-
vance if the specific LCoS device and/or the configu-
ration of the electrical parameters governing its
performance may be the appropriate ones for a spe-
cific application. An interesting result obtained is
that the degradation produced by a sequence pos-
sessing a large amount of flicker can be largely
decreased, even to acceptable values, if the number
of quantization levels in the element is increased, as
we have seen for the sequence 18-6: for five or more
quantization levels the decrease both in the first-or-
der diffraction efficiency and in the magnitude of
time fluctuations was kept small. Then, for the se-
quence 5-5, whose retardance flicker amplitude is
lower than 30°, we have obtained that the diffraction
efficiency results are very close to the ones that may
be expected in the ideal case with no fluctuations. As
a byproduct of the present work we have seen that
care has to be taken in the experiments due to the
crosstalk between neighboring pixelation replicas.
Proper normalization enabled us to uncouple this
crosstalk from the analysis of flicker influence in
spatially varying phase elements.
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