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A Simple Universal Generator for Continuous and
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rete Univariate T-onave Distributions
Josef Leydold
University of Eonomis and Business Administration, Department for Applied Statistis
and Data Proessing
We use inequalities to design short universal algorithms that an be used to generate random
variates from large lasses of univariate ontinuous or disrete distributions (inluding all log-
onave distributions). The expeted time is uniformly bounded over all these distributions. The
algorithms an be implemented in a few lines of high level language ode. In opposition to other
blak-box algorithms hardly any setup step is required and thus it is superior in the hanging
parameter ase.
Categories and Subjet Desriptors: G.3 [Probability and Statistis℄: Random number gener-
ation
General Terms: Algorithms
Additional Key Words and Phrases: non-uniform random variates, universal method, ratio-of-
uniforms method, transformed density rejetion, disrete distributions, ontinuous distributions,
log-onave distributions, T-onave distributions
1. INTRODUCTION
In the last deade several approahes have been introdued for so alled univer-
sal (or blak box) methods for generating non-uniform random variates. Reent
papers propose methods where a hat funtion that approximates the respetive
probability density funtion or probability vetor is onstruted (see e.g. Ahrens
[1993℄, Hormann [1995℄, Ahrens [1995℄, Evans and Swartz [1998℄, Leydold [2000a℄,
Leydold [2000b℄; Hormann and Deringer [1996℄, Hormann and Deringer [1997℄).
These methods have (extremely) fast marginal generation time, but require a setup
step, whih is expensive ompared to the average ost of generating one random
variate. Although this setup step an be made short at the prie of a muh higher
marginal generation time (e.g. Gilks and Wild 1992) the resulting algorithm are
rather omplex.
If only a few random variates are required methods like adaptive rejetion sam-
pling by Gilks and Wild [1992℄ or rejetion from adjusted table-mountain-shaped
hat funtions (e.g. Hormann 1995) have been suggested. However both require a
rather expensive setup step and/or adaptation steps. Thus the approah by De-
vroye [1984℄ and Devroye [1987℄ is muh more appropriate. It uses inequalities that
holds for every log-onave distribution. It is based on the following theorems.
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Theorem 1 (Devroye [1986℄, xVII.2.5,theorem 2.4). If f is a log-onave
density with mode  = 0 and f(0) = 1, then writing q for F (0), where F denotes
the .d.f. of the distribution, we have
f(x) 

min(1; e
1 x=(1 q)
); (x  0)
min(1; e
1+x=q
); (x < 0)
(1)
The area under the bounding urve in (1) is 2.
Remark 1. If F () is not known, a modied universal hat exists with area 4
(see Devroye [1986℄, xVII.2.3). In both ases these universal hats are not optimal.
Devroye [1984℄ derives the properties of the optimal hat and provides a (rather
expensive) generator for the orresponding density. The areas below the optimal
bounding urves are 
2
=6 and 
2
=3, respetively, i.e., about 18% better.
Theorem 2 (Devroye 1987). For any disrete log-onave distribution with a
mode at  and probabilities p
k
, we have
p
+k
 p

min(1; e
1 p

jkj
); for all k: (2)
Remark 2. The expeted number of iterations for a generator that utilizes equa-
tion (2) is 4 + p

. Devroye [1987℄ also gives some hints how this number an be
dereased to 2 + p

in speial ases.
Algorithms that utilize these two theorems an be found in Devroye [1984℄ and
Devroye [1987℄, respetively.
In this paper we introdue an new approah for universal bounding urves based
on the ratio-of-uniforms method. The new algorithm is even simpler and an be
applied to a larger lass of distributions, inluding all log-onave distributions. As
for Devroye's algorithm the expeted number of uniform random numbers does not
depend on the partiular distribution. In opposition to other blak-box algorithms
hardly any setup step is required. Thus it is superior in the hanging parameter
hase.
2. CONTINUOUS DISTRIBUTIONS
2.1 Ratio-of-uniforms
The ratio-of-uniforms method introdued by Kinderman and Monahan [1977℄ is
a exible method that an be adjusted to a large variety of distributions. It has
beome a popular transformation method to generate non-uniform random variates,
sine it results in exat, eÆient, fast and easy to implement algorithms. It is based
on the following (slightly modied) theorem.
Theorem 3 (Kinderman and Monahan 1977). Let f(x) be a positive inte-
grable funtion with support (x
0
; x
1
) not neessarily nite. If (V; U) is uniformly
distributed in
A = A(f) = f(v; u): 0 < u 
p
f(v=u+ ); x
0
< v=u+  < x
1
g; (3)
then X = V=U +  has probability density funtion f(x)=
R
f .
For sampling random points uniformly distributed in A, rejetion from a onve-
nient enveloping region is used. Kinderman and Monahan [1977℄ and others use
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rejetion from the minimal bounding retangle, i.e., the smallest possible retangle
that ontains A. It is given by (see Wakeeld, Gelfand, and Smith [1991℄)
R
mbr
= f(v; u): v
 
 v  v
+
; 0  u  u
+
g (4)
where
u
+
= sup
x
0
<x<x
1
p
f(x)
v
 
= inf
x
0
<x
(x   )
p
f(x)
v
+
= sup
x<x
1
(x   )
p
f(x)
(5)
2.2 A universal envelope
Assume A is onvex. Then it is easy to onstrut a universal bounding retangle
without omputing these boundaries. Let  be the mode of f , then u
+
=
p
f()
and A has the extremal points (0; u
+
), (v
 
; u
l
) and (v
+
; u
r
), for respetive u
l
and
u
r
. Dene A
+
= f(v; u) 2 A: v > 0g and analogously A
 
. Then by the onvexity
of A, the triangle with verties at (0; 0), (0; u
+
) and (v
+
; u
r
) is ontained in A
+
and thus has a smaller area (see gure 1). Consequently
(
v
l
2
;
u
m
2
)
(
v
r
2
;
u
m
2
)
(v
l
; u
m
) (v
r
; u
m
)
(0; u
+
)
(v
+
; u
r
)
(v
 
; u
l
)
v
u
0
 F () v
m
(1  F ()) v
m
Fig. 1. A and universal bounding retangle R and squeeze S for gamma(3) distribution.
1
2
u
+
v
+
 jA
+
j and
1
2
u
+
( v
 
)  jA
 
j
where jA
+
j denotes the area of A
+
. From the proof of theorem 3 (see e.g. Kinder-
man and Monahan [1977℄) it follows immediately that
jA
 
j =
1
2
Z

x
0
f(x) dx =
1
2
F ()
R
f
and
jA
+
j =
1
2
Z
x
1

f(x) dx =
1
2
(1  F ())
R
f:
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Hene if the umulate distribution funtion F (x) at mode  is known, we nd
v
+
 (1  F ()) (
R
f)=
p
f() and v
 
  F () (
R
f)=
p
f():
Therefore we an summarize our result in the following theorem.
Theorem 4. Suppose A = A(f) is onvex for a density funtion f(x) with mode
. Let F denote the .d.f. of the distribution and let
R = f(v; u): v
l
 v  v
r
; 0  u  u
m
g;
Q = f(v; u): v
m
 v  v
m
; 0  u  u
m
g;
(6)
where
u
m
=
p
f()
v
m
= (
R
f)=
p
f()
v
l
=  F () v
m
v
r
= (1  F ()) v
m
(7)
Then A  R  Q and
jRj = 2 jAj and jQj = 4 jAj: (8)
Remark 3. For the lass of all distributions with onvex sets A, R is optimal,
i.e., any other universal enveloping region must ontain R. Analogously for Q
when F () is not known.
Applying theorem 4 results in the following universal algorithm for distributions
with onvex set A. It works with any multiple of the probability density funtion.
Algorithm SROUC
Require: p.d.f. f(x), area
R
f , mode ; .d.f. at mode F () (optional)
= Setup =
1: u
m
 
p
f(), v
m
 (
R
f)=u
m
.
2: if F () is provided then
3: v
l
  F () v
m
, v
r
 v
m
+ v
l
.
4: else
5: v
l
  v
m
, v
r
 v
m
.
= Generator =
6: repeat
7: Generate U uniformly on (0; u
m
).
8: Generate V uniformly on (v
l
; v
r
).
9: X  V=U + .
10: until U
2
 f(X).
11: return X .
Remark 4. By equation (8) the rejetion onstant of algorithm SROUC is 2 when
F () is known and 4 otherwise.
Remark 5. If only upper and lower bounds for
R
f , F (), f() or  are available,
an aordingly modied version of algorithm SROUC still works.
2.3 A universal squeeze
When F () is known we an also onstrut a universal squeeze.
A simple universal generator for T-onave distributions  5
Theorem 5. Suppose A(f) is onvex for a density funtion f(x) with mode .
If F () is given, where F denotes the .d.f. of the distribution, then there exists a
set S = S(f), suh that S  A. We have (V; U) 2 S if and only if either
0 
V
U

v
r
u
m
and U v
r
+ V u
m
 v
r
u
m
(9)
or
0 
V
U

v
l
u
m
and U v
l
+ V u
m
 v
l
u
m
: (10)
where u
m
, v
l
and v
r
are as dened in theorem 4. Moreover
jSj = jAj=2: (11)
Proof. Let S denote the universal squeeze region and assume that A
+
6= ;. Let
 be the triangle dened by the inequalities v > 0, v=u  v
r
=u
m
and u v
r
+v u
m

v
r
u
m
. Hene its verties are (0; 0), (0; u
m
) and (v
r
=2; u
m
=2) (see gure 1). Dene
S
+
= f(v; u) 2 S: v > 0g and R
+
= f(v; u) 2 R: v > 0g. Every straight line
through a point (V; U) 2 R
+
n A
+
that does not interset A
+
, splits R
+
into
two parts suh that (i) A
+
and the edge (0; 0)(0; u
m
) are ompletely ontained
in the left hand part, and (ii) the area of left hand part is at least jA
+
j and
hene annot be smaller than jR
+
j=2 (analogously to equation (8)). S
+
is then
the intersetion of the left hand parts of all suh lines. Consequently S
+
must be
ontained in the triangles with respetive verties at (0; 0), (u; u
m
) and (v
r
; 0), and
(0; 0), (u; u
m
) and (v
r
; u
m
). Sine the intersetion of these triangles is given by ,
we nd   S
+
. Now notie that S
+
is onvex. Furthermore for every suh straight
line that intersets the boundary ofR
+
in the points (a; 0) and (b; u
m
) we must have
(a + b)  v
r
=2, sine otherwise (ii) would be violated. Hene (v
r
=2; u
m
=2) 2 S
+
,
thus   S
+
and equation (9) follows. Analogously we nd S
 
and inequality (10)
for the left hand retangle R
 
. Obviously jSj = jS
 
j+ jS
+
j = jRj=4 = jAj=2.
Remark 6. For the lass of all distributions with onvex sets A, S is optimal, i.e.,
any other universal squeeze region is ontained in S.
Algorithm SROUC an be easily extended to make use of theorem 5.
2.4 T-onave distributions
Stadlober [1989b℄ and Dieter [1989℄ have laried the relationship of the ratio-of-
uniforms method to the ordinary aeptane/rejetion method. It an be viewed as
rejetion from a table-mountain shaped density (see gure 2). Leydold [2000a℄ has
shown a deeper onnetion to the so alled transformed density rejetion method
(see Hormann [1995℄ for a desription of this method). Moreover a full harateri-
zation of all distributions with onvex region A is derived.
Theorem 6 (Leydold 2000a). A(f) is onvex if and only if f(x) is T -onave
with transformation T (x) =  1=
p
x, i.e., if and only if  1=
p
f(x) is a onave
funtion.
Notie that this lass of T -onave distributions inludes all log-onave distribu-
tions [Hormann 1995℄.
We further an use this onnetion to derive universal upper and lower bounds
for T -onave distributions.
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Fig. 2. Universal hat and squeeze for gamma(3) distribution. Original sale (l.h.s.) and trans-
formed sale (r.h.s.)
Theorem 7. For any T -onave density f with T (x) =  1=
p
x and mode  let
u
m
, v
m
, v
l
and v
r
be dened as in theorem 4 and let x
m
= v
m
=u
m
, x
l
= v
l
=u
m
and
x
r
= v
r
=u
m
. Dene
~
h(x) =
(
f() for  x
m
 x    x
m
v
2
m
(x )
2
otherwise
(12)
h(x) =
8
>
<
>
>
:
v
2
l
(x )
2
for x   < x
l
f() for x
l
 x    x
r
v
2
r
(x )
2
for x   > x
r
(13)
s(x) =
8
>
>
<
>
>
>
:

v
l
u
m
v
l
+u
m
(x )

2
for x
l
 x   < 0

v
r
u
m
v
r
+u
m
(x )

2
for 0  x   < x
r
0 otherwise
(14)
~s(x) =

f()=4 for x
l
 x    x
r
0 otherwise
(15)
Then
~
h(x)  h(x)  f(x)  s(x)  ~s(x) for all x: (16)
Proof. (v; u) 7! (v=u+; 1=u) maps A(f) one-to-one onto the region T (f) =
f(x; y): y  T (f(x)) =  1=
p
f(x); x
0
< x < x
1
g [Leydold 2000a℄. Moreover a
straight line a v + b u =  in A(f) is mapped onto the line a (x   ) +  y =  b in
T (f), and onsequently to a urve
y =


b+ a(x  )

2
(17)
in the original sale, sine T
 1
(x) =  1=x
2
. (If  = 0, the line a v+b u = 0 through
the origin is mapped into a line parallel to the y-axis.) We then get upper bounds
by the respetive boundaries of R and Q (with u > 0) in theorem 4. These are
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given by v = v
l
, u = u
m
, v = v
r
, and v =  v
m
, u = u
m
, v = v
m
, respetively.
Thus the upper bounds
~
h(x) and h(x) follow from (17). Analogously we get s(x)
by theorem 5 and eq. (9), (10) and (17). The last inequality follows from the fat,
that s(x
l
+ ) = s(x
r
+ ) = (u
m
=2)
2
 s(x) for all x 2 [x
l
+ ; x
r
+ ℄.
Remark 7. The proof of theorem 3 uses the fat that (v; u) 7! (v=u+; u
2
) maps
A(f) one-to-one onto the region f(x; y): y  f(x); x
0
< x < x
1
g, and that it has
onstant Jaobian 2. An immediate onsequene is that
1
4
Z
~
h(x) dx =
1
2
Z
h(x) dx =
Z
f(x) dx = 2
Z
s(x) dx = 4
Z
~s(x) dx: (18)
Moreover
Z
x
r
+

h(x) dx =
Z
1
x
r
+
h(x) dx: (19)
Completely analogously results hold for the left hand tail of h(x) and for
~
h(x).
We an now use eq. (16) to ompile a universal generator for T -onave distri-
butions based on the aeptene/rejetion tehnique. Algorithm STDR generates
a random variate with propability proportinal to the hat funtion by inversion.
Squeezes are omitted.
Algorithm STDR
Require: p.d.f. f(x), area
R
f , mode ; .d.f. at mode F () (optional)
= Setup =
1: u
m
 
p
f(), v
m
 (
R
f)=u
m
.
2: if F () is provided then
3: A 2
R
f . = Area below hat =
4: a
l
 F ()A=2, a
r
 A=2 + a
l
.
5: v
l
  F () v
m
, v
r
 v
m
+ v
l
.
6: else
7: A 4
R
f .
8: a
l
 A=4, a
r
 3A=4.
9: v
l
  v
m
, v
r
 v
m
.
= Generator =
10: repeat
11: Generate U uniformly on (0; A).
12: if U < a
l
then
13: X   v
2
l
=U + . = Compute X by inversion =
14: Y  U
2
=v
2
l
. = Compute h(X). =
15: else if U  a
r
then
16: X  v
l
=u
m
+ (U   a
l
)=u
2
m
+ .
17: Y  f().
18: else = U > a
r
=
19: X  v
2
r
=(u
m
v
r
  (U   a
r
)) + .
20: Y  (A  U)
2
=v
2
r
.
21: Generate V uniformly on (0; 1).
22: until V Y  f(X).
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23: return X .
Remark 8. Obviously algorithm STDR is more omplex (and slower) than algo-
rithm SROUC. However it has two advantages:
(1) The rejetion onstant an be dereased when the domain of density is given
by (x
0
; x
1
)  R. Just replae (0; A) in step 11 by (A
l
; A
r
), where A
l
=
R
x
0
 1
h(x) dx
and A
r
=
R
1
x
1
h(x) dx.
(2) STDR does not suer from the same (possible) defets when using linear on-
gruential generators (with bad lattie struture) as have been reported for the
ratio-of-uniform methods [Hormann 1994a; Hormann 1994b℄. (However, this does
not guarantee the absene of other deienies.)
2.5 The mirror priniple
Devroye [1984℄ suggests the usage of a hat funtion for f(x) + f( x) when F () is
not known to redue the expeted number of uniform random numbers. To apply
this idea to our situation we need the following result.
Lemma 8. Let g
1
(x) and g
2
(x) be two non-negative funtions with respetive
bounding retangles R
1
and R
2
for A(g
1
) and A(g
2
) with ommon left lower vertex
(0; 0) and the respetive right upper verties (v
1
; u
1
) and (v
2
; u
2
). Then
A(g
1
+ g
2
) 

(v; u): 0  v 
q
v
2
1
+ v
2
2
; 0 < u 
q
u
2
1
+ u
2
2

:
Proof. Let (v; u) 2 A(g
1
+ g
2
). Obviously v  0. By equation (5) u
2

sup(g
1
(x)+ g
2
(x))  sup g
1
(x)+ sup g
2
(x)  u
2
1
+u
2
2
and v
2
 sup(x )
2
(g
1
(x)+
g
2
(x))  sup(x  )
2
g
1
(x) + sup(x  )
2
g
2
(x)  v
2
1
+ v
2
2
as proposed.
Theorem 9. For any T -onave density f with T (x) =  1=
p
x and mode  let
b
R = f(v; u): v
m
 v  v
m
; 0 < u 
p
2u
m
g (20)
where v
m
and u
m
are as dened in theorem 4. Then
A(f(x) + f( x)) 
b
R and j
b
Rj = 4
p
2 jA(f)j: (21)
Proof. Let R(p) = f(v; u): p v
m
 v  (1   p) v
m
; 0 < u  u
m
g. Then by
theorem 4 we nd A(f(x))  R(F ()) and A(f( x))  R(1   F ()). Hene by
lemma 8 A(f(x) + f( x)) 
S
p2[0;1℄

(v; u): v(p)  v  v(p); 0 < u 
p
2u
m
	
=
b
R, where v(p) =
p
p
2
v
2
m
+ (1  p)
2
v
2
m
. Equation (21) follows immediately from
equation (8).
Remark 9.
b
R is not optimal. However the optimal envelope
b
R
opt
is not ret-
angular and ontains the retangles f(v; u): v
m
=2  v  v
m
=2; 0 < u 
p
2u
m
g
and f(v; u): v
m
 v  v
m
; 0 < u  u
m
g. Thus we nd the estimate j
b
R
opt
j 
(1 
1
2
(
p
2  1)) j
b
Rj  0:79 j
b
Rj.
Using theorem 9 we an ompile the following algorithm. It redues the expeted
number of uniform random variates at the expense of more evaluations of f(x).
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Algorithm SROUCM
Require: p.d.f. f(x), area
R
f , mode .
= Setup =
1: u
m
 
p
f(), v
m
 (
R
f)=u
m
.
= Generator =
2: loop
3: Generate U uniformly on (0;
p
2u
m
).
4: Generate V uniformly on ( v
m
; v
m
).
5: X  V=U .
6: if U
2
 f(X + ) then
7: return X + .
8: if U
2
 f(X + ) + f( X + ) then
9: return  X + .
Remark 10. By equation (21) the rejetion onstant of algorithm SROUCM is 2
p
2
in opposition to 4 in algorithm SROUC when F () is not known.
3. DISCRETE DISTRIBUTIONS
Stadlober [1989a℄ has shown that the ratio-of-uniforms method is well suited for
generating from disrete distributions. Indeed, onsiderations from x2 an also
be used to design a universal algorithm for disrete distributions. However some
modiations are neessary.
A disrete distribution with probability vetor p
i
, with support I  Z, is alled
T -onave if
p
i

1
2
(T (p
i 1
) + T (p
i+1
)) for all i 2 I (22)
For log-onave distributions we have T (x) = log(x) and p
2
i
 p
i 1
p
i+1
. Obviously
p
i
is unimodal. Denote its mode by . For the following assume that p
i
is T -onave
with transformation T (x) =  1=
p
x. Let
f
p
(x) =

p
bx
for bx 2 I
0 otherwise
(23)
where bx denotes the largest integer not greater than x. Sine f
p
is a step fun-
tion, A(f
p
) annot be onvex. Consider the onvex hull C of A. Beause of inequal-
ity (22), C ontains the points ((i+1 )
p
p
i
;
p
p
i
) for all i  , and ((i )
p
p
i
;
p
p
i
)
for all i  , with i 2 I  Z (use transformation (v; u) 7! (v=u+; u
2
), see remark
after the proof of theorem 7). These are the \spikes" of A. Let (v
+
; u
r
) be the
right extremal point of A (see (5)).
Lemma 10. Let  be the triangle with verties at (0; 0), (0; u
+
) and (v
+
; u
r
).
Then jj  jA
+
j, where A
+
= f(v; u) 2 A: v > 0g.
Proof. Notie that the edges (0; 0)(0; u
+
) and (0; 0)(v
+
; u
r
) are always on-
tained in the losure of A. Moreover the third edge (0; u
+
)(v
+
; u
r
) is also ontained
in A whenever u
r
= 0 by inequality (22). Then   A and the proposition fol-
lows. Now assume u
r
> 0. Edge (0; u
+
)(v
+
; u
r
) is ontained in the quadrangle Q
with verties in (0; u
+
), (u
+
; u
+
), (v
+
; u
r
) and (v
+
  u
r
; u
r
). Figure 3 shows the
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\worst ase" where equality holds in (22) for all i 2 (;  + v
+
). Notie that edge
(0; u
+
)(v
+
; u
r
) splits Q into two parts with j \ Qj  jQj=2, beause u
r
 u
+
.
Moreover Q in gure 3 an be partitioned into quadrangles eah with two sides
parallel to the v-axis. In eah of these quadrangles the region that is ontained
in A is larger than its omplement. Hene jA \ Qj  jQj=2 and the proposition
follows.
v
u
(0; u
+
)
(v
+
; u
r
)
Fig. 3. Quadrangle Q and edge (0; u
+
)(v
+
; u
r
)
It obvious that an analogous result holds for A
 
and we arrive at the following
proposition. Notie that sup
i<
p
i
= p
 1
.
Theorem 11. Let p
i
, i 2 Z, be a T -onave probability vetor of a disrete
distribution, with T (x) =  1=
p
x and mode . Let F denote the .d.f. of the
distribution and let R
d
= R
 
d
[ R
+
d
with
R
 
d
= f(v; u): F (  1)
P
p
i
=
p
p
 1
 v  0; 0  u 
p
p
 1
g
R
+
d
= f(v; u): 0  v  (1  F ())
P
p
i
=
p
p

; 0  u 
p
p

g
(24)
and Q
d
= Q
 
d
[ Q
+
d
with
Q
 
d
= f(v; u): 
P
p
i
=
p
p
 1
 v  0; 0  u 
p
p
 1
g
Q
+
d
= f(v; u): 0  v 
P
p
i
=
p
p

; 0  u 
p
p

g
(25)
Then A  R
d
 Q
d
and
jR
d
j = 2 jAj and jQ
d
j = 4 jAj: (26)
Remark 11. We set R
 
d
= ; whenever p
 1
= 0.
Algorithm SROUD
Require: p.v. p
i
, area
P
p
i
, mode ; .d.f. at mode F () (optional)
= Setup =
1: u
l
 
p
p
 1
, u
r
 
p
p

.
2: if F () is provided then
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3: v
l
  F ()
P
p
i
=u
l
, v
r
 (1  F (  1))
P
p
i
=u
r
.
4: else
5: v
l
  
P
p
i
=u
l
, v
r
 
P
p
i
=u
r
.
= Generator =
6: repeat
7: Generate V uniformly on (v
l
; v
r
).
8: if V < 0 then
9: Generate U uniformly on (0; u
l
).
10: else
11: Generate U uniformly on (0; u
r
).
12: I  bV=U+ .
13: until U
2
 p
I
.
14: return I .
Remark 12. The rejetion onstant of algorithm SROUD is 2 when F () is known
and 4 otherwise.
Remark 13. Obviously the mirror priniple an also be applied to the disrete
ase.
4. COMPUTATIONAL EXPERIENCES
We have oded versions of srou (with and without using the universal squeeze),
sroum (i.e., using the mirror priniple) and of stdr (with and without using
squeeze ~s(x)) where we have restrited the domain of the hat to the domain of
the given p.d.f. It is obvious that the expeted number of uniform random num-
bers for new algorthms is quite high and the marginal generation time is higher
than that for speialized algorithms or fast universal algorithm that require a more
expensive setup step (e.g., algorithm arou in Leydold [2000a℄, or utdr in [Hormann
1995℄, that uses a semi-empirial rule to onstrut a hat funtion). However, when
only a ouple of random numbers are requested, the new algorithms are superior
both in generation time and the size and omplexity of their odes.
To get an idea of the performane we ran several tests. The expeeted number
of uniform random numbers for both srou and stdr is 8 when the .d.f. at the
mode is not known and 4 otherwise. When using the mirror priniple in the rst
ase, it ould be redued to 5:66. However its usage is only reommended when
the generation of uniform random numbers is (very) expensive ompared to the
evaluation of the p.d.f. As expeted srou is a little bit faster than stdr. However
when the domain of the head funtion is restrited to the domain of the p.d.f. stdr
requires less iterations and less uniform random numbers (e.g. 3:26 for the beta(5,7)
distribution) and is thus faster.
When omparing the total times (inluding setup) for generating 10 random
variates we found that both algorithm have about the same performane as utdr
when .d.f. at the mode is known (and thus are faster, when less random variates
are required). If the .d.f. at the mode is not known, they are at least faster than
arou or the algorithm by Gilks and Wild [1992℄.
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