We propose an information criterion which measures the prediction risk of the predictive density based on the Bayesian marginal likelihood from a frequentist point of view. We derive the criteria for selecting variables in linear regression models by putting the prior on the regression coefficients, and discuss the relationship between the proposed criteria and other related ones. There are three advantages of our method. Firstly, this is a compromise between the frequentist and Bayesian standpoint because it evaluates the frequentist's risk of the Bayesian model. Thus it is less influenced by prior misspecification. Secondly, non-informative improper prior can be also used for constructing the criterion. When the uniform prior is assumed on the regression coefficients, the resulting criterion is identical to the residual information criterion (RIC) of Shi and Tsai (2002) . Lastly, the criteria have the consistency property for selecting the true model.
Introduction
The problem of selecting appropriate models has been extensively studied in the literature since Akaike (1973 Akaike ( , 1974 , who derived so called the Akaike information criterion (AIC). Since the AIC and their variants are based on the risk of the predictive densities with respect to the Kullback-Leibler (KL) divergence, they can select a good model in the light of prediction. It is known, however, that the AIC-type criteria do not have the consistency property, namely, the probability that the criteria select the true model does not converges to 1. Another approach to model selection is Bayesian procedures such as Bayes factors and the Bayesian information criterion (BIC) suggested by Schwarz (1978) , both of which are constructed based on the Bayesian marginal likelihood. Bayesian procedures for model selection have the consistency property in some specific models, while they do not select models in terms of prediction. In addition, it is known that Bayes factors do not work for improper prior distributions and that the BIC does not use any specific prior information. In this paper, we provide a unified framework to derive an information criterion for model selection so that it can produce various information criteria including AIC, BIC and the residual information criterion (RIC) suggested by of Shi and Tsai (2002) . Especially, we propose an intermediate criterion between AIC and BIC using the empirical Bayes method.
To explain the unified framework in the general setup, let y be an n-variate observable random vector whose density is f (y|ω) for a vector of unknown parameters ω. Letf ( y; y) is a predictive density for f ( y|ω), where y is an independent replication of y. We here evaluate the predictive performance off ( y; y) in terms of the following risk:
f ( y; y) f ( y|ω)d y f (y|ω)dy.
(1.1)
Since this is interpreted as a risk with respect to the KL divergence, we call it the KL risk.
The spirit of AIC suggests that we can provide an information criterion for model selection as an (asymptotically) unbiased estimator of the information I(ω;f ) = −2 log{f ( y; y)}f ( y|ω)f (y|ω)d ydy =E ω −2 log{f ( y; y)} ,
which is a part of (1.1) (multiplied by 2), where E ω denotes the expectation with respect to the distribution of f ( y, y|ω) = f ( y|ω)f (y|ω). Let ∆ = I(ω;f ) − E ω [−2 log{f (y; y)}].
Then, the AIC variant based on the predictorf ( y; y) is defined by IC(f ) = −2 log{f (y; y)} + ∆, where ∆ is an (asymptotically) unbiased estimator of ∆.
It is interesting to point out that IC(f ) produces AIC and BIC for specific predictors.
(AIC) Putf ( y; y) = f ( y| ω) for the maximum likelihood estimator ω of ω. Then, IC(f ( y| ω)) is the exact AIC or the corrected AIC suggested by Sugiura (1978) and Hurvich and Tsai (1989) , which is approximated by AIC of Akaike (1973 Akaike ( , 1974 as −2 log{f (y| ω)} + 2 dim(ω).
(BIC) Putf ( y; y) = f π 0 ( y) = f ( y|ω)π 0 (ω)dω for a proper prior distribution π 0 (ω). Since it can be easily seen that I(ω; f π 0 ) = E ω [−2 log{f π 0 (y)}], we have ∆ = 0 in this case, so that IC(f π 0 ) = −2 log{f π 0 (y)}, which is the Bayesian marginal likelihood. It is noted that −2 log{f π 0 (y)} is approximated by BIC = −2 log{f (y| ω)} + log(n) · dim(ω).
The criterion IC(f ) can produce not only the conventional information criteria AIC and BIC, but also various criteria between AIC and BIC. For example, it is supposed that ω is divided as ω = (β t , θ t ) t for a p-dimensional parameter vector of interest β and a qdimensional nuisance parameter vector θ. We assume that β has a prior density π(β|λ, θ) with hyperparameter λ. The model is described as y|β ∼f (y|β, θ), β ∼π(β|λ, θ), and θ and λ are estimated by data. Inference based on such a model is called an empirical Bayes procedure. Putf ( y; y) = f π ( y| λ, θ) = f ( y|β, θ)π(β| λ, θ)dβ for some estimators λ and θ. Then, the information in (1.2) is 3) and the resulting information criterion is
where ∆ is an (asymptotically) unbiased estimator of ∆ = I(ω;
There are three motivations to consider the information I(ω; f π ) in (1.3) and the information criterion IC(f π ) in (1.4).
Firstly, it is noted that the Bayesian predictor f π ( y| λ, θ) is evaluated by the risk R(ω; f π ) in (1.1), which is based on a frequentist point of view. On the other hand, the Bayesian risk is r(ψ;f ) = R(ω;f )π(β|λ, θ)dβ, (1.5) which measures the prediction error off ( y; y) under the assumption that the prior information is correct, where ψ = (λ t , θ t ) t . The resulting Bayesian criteria such as PIC (Kitagawa, 1997) and DIC (Spiegelhalter et al., 2002) are sensitive to the prior misspecification, since they depend on the prior information. Because R(ω; f π ) can measure the prediction error of the Bayesian model from a standpoint of frequentists, however, the resulting criterion IC(f π ) is less influenced by the prior misspecification.
Secondly, we can construct the information criterion IC(f π ) when the prior distribution of β is improper, since the information I(ω; f π ) in (1.3) can be defined formally for the corresponding improper marginal likelihood. Because the Bayesian risk r(ψ; f π ) does not exist for the improper prior, however, we cannot obtain the corresponding Bayesian criteria and cannot use the Bayesian risk. Objective Bayesians want to avoid informative prior and many non-informative priors are improper. The suggested criterion IC(f π ) can respond to such a request. For example, objective Bayesians assume the uniform improper prior on regression coefficients β in linear regression models. It is interesting to note that the resulting variable selection criterion (1.4) is identical to the residual information criterion (RIC) of Shi and Tsai (2002) , which is shown in the next section.
Lastly, this criterion has the consistency property. We derive the criterion for the variable selection problem in general linear regression model and prove that the criterion selects the true model with probability tending to one. The BIC or marginal likelihood are known to have the consistency (Nishii, 1984) , while most AIC-type criteria are not consistent. But AIC-type criteria have the property to choose a good model in the sense of minimizing the prediction error (Shibata, 1981; Shao, 1997) . Our proposed criterion is consistent for selection of the parameters of interest β and selects a good model in the light of prediction based on the empirical Bayes model. The rest of the paper is organized as follows. In Section 2, we obtain the information criterion (1.4) in linear regression model with general covariance structure and compare it with other related criteria. In Section 3, we prove the consistency of the criteria. In Section 4, we investigate the performance of the criteria through simulations. Section 5 concludes the paper with some discussions.
Proposed Criteria

Variable selection criteria for linear regression model
Consider the linear regression model
where y is an n × 1 observation vector of the response variables, X is an n × p matrix of the explanatory variables, β is a p×1 vector of the regression coefficients, and ε is an n×1 vector of the random errors. Throughout the paper, we assume that X has full column rank p. Here, the random error ε has the distribution N n (0, σ 2 V ), where σ 2 is an unknown scalar and V is a known positive definite matrix. We consider the problem of selecting the explanatory variables and assume that the true model is included in the family of the candidate models, that is the common assumption to obtain the criterion.
We shall construct the variable selection criteria for the regression model (2.1) which is of the form (1.4). We consider the following two situations.
[i] Normal prior for β. We first assume the prior distribution of β,
where W is a p × p matrix suitably chosen with full rank. Examples of W are W = (λX t X) −1 for λ > 0 when V is identity matrix, which is introduced by Zellner (1986) , or more simply
where
). Then we take the predictive density aŝ f ( y; y) = f π ( y|σ 2 ) and the information (1.3) can be written as
2) whereσ 2 = y t P y/n and E ω denotes the expectation with respect to the distribution of
Note that β is the parameter of interest and σ 2 is the nuisance parameter, which corresponds to θ in the previous section. Then we propose the information criterion.
If
when n is large.
Alternatively, the KL risk r(ψ;f ) in (1.5) can be also used for evaluating the risk of the predictive density f π ( y|σ 2 ), since the prior distribution is proper. The resulting criterion is
which is an asymptotically unbiased estimator of I π,2 (σ 2 ) = E π [I π,1 (ω)] up to constant where E π denotes the expectation with respect to the prior distribution π(β|σ 2 ), namely
It is interesting to point out that IC π,2 is analogous to the criterion proposed by Bozdogan (1987) known as the consistent AIC, who suggested to replace the penalty term 2p in the AIC with p + p log n.
[ii] Uniform prior for β. We next assume the uniform prior for β, namely β ∼ unif orm(R p ). Though this is improper prior distribution, we can obtain the marginal likelihood function formally:
which is known as the residual likelihood (Patterson and Thompson, 1971) , where
Then we take the predictive density asf ( y; y) = f r ( y|σ 2 ) and the information (1.3) can be written as
whereσ 2 = y t P y/(n − p), which is the residual maximum likelihood (REML) estimator of σ 2 based on the residual likelihood f r (y|σ 2 ). Then we propose the information criterion.
Proposition 2.2 The information I r (ω) in (2.5) is unbiasedly estimated by the infomation criterion
namely, E ω (IC r ) = I r (ω).
Note that y t P y/σ 2 = n−p. If n −1 X t V −1 X converges to p×p positive definite matrix as n → ∞, log |X t V −1 X| can be approximated to p log n. In that case, we can approximately write
when n is large. It is important to note that IC * r is identical to the RIC proposed by Shi and Tsai (2002) up to constant. Since (n − p) 2 /(n − p − 2) = (n + 2) + {4/(n − p − 2) − p} and n + 2 is irrelevant to the model, we can subtract n + 2 from IC * r in (2.7), which results in the RIC exactly. Note the criterion based on f r (y|σ 2 ) and r(ψ; f r ) cannot be constructed because the KL risk of it diverges to infinity.
Extension to the case of unknown covariance
In the derivation of the criteria, we have assumed that the scaled covariance matrix V of the error terms vector are known. However, it is often the case that V is unknown and is some function of the unknown parameter φ, namely V = V (φ). In that case, V in each criterion is replaced with its plug-in estimator V ( φ), where φ is some consistent estimator of φ. This strategy is also used in many other studies, for example in Shi and Tsai (2002) , who proposed the RIC. We suggest that the φ is estimated based on the full model. The method to estimate the nuisance parameters by the full model is similar to the C p criterion by Mallows (1973) . The scaled covariance matrix W of the prior distribution of β is also assumed to be known. In practice, its structure should be specified and we have to estimate the parameters λ involved in W from the data. In the same manner as V , W in each criterion is replaced with W ( λ). We propose that λ is estimated based on each candidate model under consideration because the structure of W depends on the model. We here give three examples for the regression model (2.1), a regression model with constant variance, a variance components model, and a regression model with ARMA errors, where the second and the third ones include the unknown parameter in the covariance matrix.
[1] regression model with constant variance. In the case where V = I n , (2.1) represents a multiple regression model with constant variance. In this model, the scaled covariance matrix V does not contain any unknown parameters.
[2] variance components model. Consider a variance components model (Henderson, 1950) 
for known n × n matrices V 0 and V 1 , and η, v 2 , . . . , v r are mutually independently distributed. The nested error regression model (NERM) is a special case of variance components model given by
where v i 's and η ij 's are mutually independently distributed as
, where j k is the k-dimensional vector of ones, for variance components model (2.8). This model is often used for the clustered data and v i can be seen as the random effect of the cluster (Battese et al., 1988) . For such a model, when one is interested in the specific cluster or predicting the random effects, the conditional AIC proposed by Vaida and Blanchard (2005) , which is based on the conditional likelihood given the random effects, is appropriate. However, when the aim of the analysis is focused on the population, the NERM can be seen as linear regression model and the random effects are involved in the error term, namely we can treat ε = Z 2 v 2 + η, V = V (φ) = φV 2 + I n for (2.1), where φ = τ 2 /σ 2 and
In that case, our proposed variable selection procedure is valid.
[3] regression model with autoregressive moving average errors. Consider the regression model (2.1), assuming the random errors are generated by an ARMA(q, r) process defined by
where {u i } is a sequence of independent normal random variables having mean 0 and variance τ 2 . A special case of this model is the regression model with AR(1) errors satisfying
Consistency of the Criteria
In this section, we prove that the proposed criteria have the consistency property. Our asymptotic framework is that n goes to infinity and the true dimension of the regression coefficients p is fixed. Following Shi and Tsai (2002) , we first show the criteria are consistent for the regression model with constant variance and the prespecified W , and then extend the result to the regression model with general covariance matrix and the case where W is estimated.
To discuss the consistency, we define the class of the candidate models and the true model more formally. Let n × p matrix X consist of all the explanatory variables and assume that rank (X) = p. To define the candidate model by the index j, suppose that j denotes a subset of ω = {1, . . . , p} containing p j elements, namely p j = #(j), and X j consists of p j columns of X indexed by the elements of j. Note that X ω = X and p ω = p. We define the index set by J = P(ω), namely the power set of ω. Then the model j is
where X j is n × p j and β j is p j × 1. The prior distribution of β j is β j ∼ N p j (0, σ 2 W j ). The true model is defined by j 0 and X j 0 β j 0 is abbreviated to X 0 β 0 , which is the true mean of y. J is the collection of all the candidate models and divide J into two subsets J + and J − , where J + = {j ∈ J : j 0 ⊆ j} and J − = J \ J + . Note that the true model j 0 is the smallest model in J + . Let denote the model selected by some criterion. Following Shi and Tsai (2002) , we make the assumptions. 
We can now obtain asymptotic properties of the criteria for the regression model with constant variance. 
The proof of Theorem 1 is given in Appendix B. We next consider the regression model with a general covariance structure and the case where W j is estimated by the data. In this case, V and W j are replaced with their plug-in estimators V ( φ) and W j ( λ j ), respectively.
Theorem 2 Assume that φ − φ 0 and λ j − λ j,0 tend to 0 in probability as n → ∞ for all j ∈ J . In addition, assume that the elements of V (φ) and W j (λ j ) are continuous functions of φ and λ j , and V (φ) and W j (λ j ) is positive definite in the neighborhood of φ 0 and λ j,0 for all j ∈ J . If assumptions (A1)-(A3) are satisfied when X j and ε are replaced with V −1/2 X j and ε * = V −1/2 ε respectively, J + is not empty and the ε * i 's are iid, then the criteria IC π,1 , IC * π,1 , IC π,2 , IC r and IC * r are consistent. For the proof of Theorem 2, we can use the same techniques as those for the proof of Theorem 1.
Simulations
In this section, we compare the numerical performance of the proposed criteria with some other conventional ones, which are AIC, BIC, the corrected AIC (AICC) by Sugiura (1978) and Hurvich and Tsai (1989) . We shall consider the three regression models-regression model with constant variance, NERM, and regression model with AR(1) errors-which are taken as examples of (2.1) in Section 2.2. For the NERM, we consider the balanced sample case, namely n 1 = · · · = n m (= n 0 ). In each simulation, 1000 realizations are generated from (2.1) with β = (1, 1, 1, 1, 0, 0, 0) t , namely the full model is seven-dimensional and the true model is four-dimensional. All explanatory variables are randomly generated from the standard normal distribution. The signal-to-noise ratio (SNR = {var(x t i β)/var(ε i )} 1/2 ) is controlled at 1, 3, and 5. In the NERM, three cases of variance ratio φ = τ 2 /σ 2 are considered with φ = 0.5, 1 and 2. In the regression model with AR(1) errors, three correlation structures are considered with AR parameter φ = 0.1, 0.5 and 0.8.
When deriving the criteria IC π,1 , IC * π,1 and IC π,2 , we set the prior distribution of β as
The hyperparameter λ is estimated by maximizing the marginal likelihood f π (y|σ 2 ), where the estimateσ 2 = y t P y/n of σ 2 is plugged in. The unknown parameter φ involved in V is estimated by some consistent estimator based on the full model. In the NERM, φ = τ 2 /σ 2 is estimated byτ 2PR /σ 2PR , whereτ 2PR andσ 2PR are unbiased estimators proposed by Prasad and Rao (1990) .
Then, the Prasad-Rao estimators of σ 2 and τ 2 arê
. In the regression model with AR(1) errors, the AR parameter φ is estimated by the maximum likelihood estimator based. Note that φ is estimated based on the full model and that σ 2 and λ is estimated based on each candidate model using the plug-in version of V (φ).
The candidate models include all the subsets of the full model and select the model by the criteria. The performance of the criteria is measured by the number of selecting the true model and the prediction error of the selected model based on quadratic loss, namely X β − X 0 β 0 2 /n. Tables 1-3 give the number of selecting the true model by the criteria and the average prediction error of the selected model by each criterion is shown in Tables 4-6 for each of the regression models. From these tables, we can see the following three facts. Firstly, the number of selecting the true model approaches 1000 for all the proposed criteria, that is the numerical evidence of the consistency of the criteria. Though the BIC is also consistent, the small sample performance is not as good as our criteria. Secondly, the proposed criteria are not only consistent but also have smaller prediction error even when the sample size is small. Especially, IC π,1 is the best for the most of the experiments except when both the sample size and SNR are small. AIC and AICC have good performance in that situation in terms of prediction error. Thirdly, IC π,1 and IC r have better performance than their approximation IC * π,1 and IC * r , respectively, but the difference gets smaller as n becomes larger. 
Discussion
We have derived the variable selection criteria for linear regression model relative to the frequentist KL risk of the predictive density based on the Bayesian marginal likelihood. We have proved the consistency of the criteria and have showed that they perform well also in the sense of the prediction through simulations.
We gave some advantages of the approach based on frequentist's risk R(ω;f ) in (1.1). We here explain them more clearly through comparison of the related Bayesian criteria. When the prior distribution π(β|λ, θ) is proper, we can treat the Bayesian prediction risk r(ψ;f ) = R(ω;f )π(β|λ, θ)dβ in (1.5). When λ and θ are known, the predictive densityf ( y; y) which minimizes r(ψ;f ) is the Bayesian predictive density (posterior predictive density)f π ( y|y, λ, θ) given by
When λ and θ are unknown, we can consider the Bayesian risk of the plug-in predictive densityf π ( y|y, λ, θ). Then the resulting criterion is known as the predictive likelihood (Akaike, 1980a) or the PIC (Kitagawa, 1997) . The deviance information criterion (DIC) of Spiegelhalter et al. (2002) and the Bayesian predictive information criterion (BPIC) of Ando (2007) are related criteria based on the Bayesian prediction risk r(ψ;f ).
The Akaike's Bayesian information criterion (ABIC) (Akaike, 1980b ) is another information criterion based on the Bayesian marginal likelihood, given by ABIC = −2 log{f π (y| λ)} + 2 dim(λ), where the nuisance parameter θ is not considered. The ABIC measures the following KL risk:
which is not the same as either R(ω;f ) or r(ψ;f ). The ABIC is the criterion for choosing the hyperparameter λ in the same sense as the AIC. However, it is noted that the ABIC works as a model selection criterion for β because it is based on the Bayesian marginal likelihood.
A drawback of such Bayesian criteria is that we cannot construct them for improper prior distributions π(β|λ, θ), since the corresponding Bayesian prediction risks do not exist. On the other hand, we can construct the corresponding criteria based on R(ω;f ), because the approach suggested in this paper measures the prediction risk in the framework of frequentists. In fact, putting the uniform improper prior on regression coefficients β in the linear regression model, we get the RIC of Shi and Tsai (2002) . Note that the criteria based on improper marginal likelihood works as variable selection only when the marginal likelihood itself does. For the case where the improper priors cannot be used for model selection, intrinsic prior was proposed in the literature (Berger and Pericchi, 1996; Casella and Moreno, 2006, and others) , which is an objective and automatic procedure. As future work, it is worthwhile to consider such an automatic procedure in the framework of our proposed criteria. The first author was supported in part by Grant-in-Aid for Scientific Research (26-10395) from Japan Society for the Promotion of Science (JSPS). The second author was supported in part by Grant-in-Aid for Scientific Research (23243039 and 26330036) from JSPS. The third author was supported in part by NSERC of Canada.
A Derivations of the Criteria
In this section, we show the derivations of the criteria. To this end, we obtain the following lemma, which was shown in Section A.2 of Srivastava and Kubokawa (2010) .
Lemma A.1 Assume that C is an n × n symmetric matrix, M is an idempotent matrix of rank p and that u ∼ N (0, I n ). Then,
It is sufficient to show that the bias correction ∆ π,1 = I π,1 (ω) − E ω [−2 log{f π (y|σ 2 )}] is 2n/(n − p − 2), where I π,1 (ω) is given by (2.2). It follows that
Firstly,
Secondly, noting that nσ
and that P X = 0, we can obtain
Then we can obtain E π E ω (y t Ay/σ 2 − n) → p, which we want to show.
A.3 Derivation of IC r in (2.6)
We shall show that the bias correction ∆ r = I r (ω) − E ω [−2 log{f r (y|σ 2 )}] is 2(n − p)/(n − p − 2), where I r (ω) is given by (2.5). Then,
Since E ω ( y t P y) = (n − p)σ 2 and E ω (1/σ 2 ) = (n − p)/{σ 2 (n − p − 2)}, we get ∆ r = 2(n − p)/(n − p − 2).
B Proof of Theorem 1
We only prove the consistency of IC π,1 . The proof of the consistency of the other criteria can be done in the same manner. Because we see that P ( = j) ≤ P {IC π,1 (j) < IC π,1 (j 0 )} for any j ∈ J \ {j 0 }, it suffices to show that P {IC π,1 < IC π,1 (j 0 )} → 0, or equivalently P {IC π,1 (j) − IC π,1 (j 0 ) > 0} → 1 as n → ∞. When V = I n , we obtain IC π,1 (j) − IC π,1 (j 0 ) = I 1 + I 2 + I 3 , where I 1 =n log(σ , A j = I n − X j (X t j X j + W −1 j ) −1 X t j and H 0 = H j 0 . We evaluate asymptotic behaviors of I 1 , I 2 and I 3 for j ∈ J − and j ∈ J + \ {j 0 }, separately.
[Case of j ∈ J − ]. Firstly, we evaluate I 1 . We decompose I 1 = I 11 + I 12 , where I 11 = n log(σ It can be also seen that log |X [Case of j ∈ J + \ {j 0 }]. Firstly, we evaluate I 1 . From the fact that
it follows that (log n) −1 I 11 =(log n) −1 · n log σ for all j ∈ J + \ {j 0 }.
Combining (B.6) and (B.12), we obtain P {IC π,1 (j) − IC π,1 (j 0 ) > 0} → 1, for all j ∈ J \ {j 0 }, which shows that IC π,1 is consistent.
