The normal distribution based likelihood ratio (LR) statistic is widely used in structural equation modeling. Under a sequence of local alternative hypotheses, this statistic has been shown to asymptotically follow a noncentral chi-square distribution. In practice, the population mean vector and covariance matrix as well as the model and sample size are always fixed. It is hard to justify the validity of the noncentral chi-square distribution for the resulting LR statistic even when data are normally distributed and sample size is large. By extending results in the literature, this paper develops normal distributions to describe the behavior of the LR statistic for mean and covariance structure analysis. A sequence of local alternative hypotheses is not necessary for the proposed distributions to be asymptotically valid. When the effect size is medium and above or when the model is not trivially misspecified, empirical results indicate that a refined normal distribution describes the behavior of the LR statistic better than the commonly used noncentral chi-square distribution, as measured by the Kolmogorov-Smirnov distance. Quantile-quantile plots are also provided to better understand the different distributions.
Introduction
Mean and covariance structure analysis has been widely used in modeling survey data, especially in social and behavioral sciences. Many statistics have been developed for model evaluation (see [15] ). Considering that any model is only an approximation to the real world, the distribution of a statistic under an alternative hypothesis is important from the standpoint of both statistical inference and practical applications. Under the assumptions of a sequence of local alternative hypotheses and normally distributed data, the likelihood ratio (LR) statistic has been shown to follow a noncentral chi-square distribution [5, 7] . Although these assumptions are hard to justify in any real data and models, and evidence exists for the LR statistic not following a noncentral chi-square distribution [4, 17] , it is widely applied in the practice of structure equation modeling (SEM). For example, the default output of most SEM software contains confidence intervals (CIs) of fit indices solely based on the LR statistic following a noncentral chi-square distribution. Research papers using SEM routinely report such CIs to quantify the goodness of the model. The purpose of this paper is to explore approximations to the distribution of the LR statistic in mean and covariance structure analysis under alternative hypotheses for both normal and nonnormal data.
When data are normally distributed and the null hypothesis specifies that the population mean equals a given vector and the population covariance matrix equals a given matrix, Sugiura [8] and Sugiura and Fujikoshi [9] showed that, under a fixed alternative hypothesis, the LR statistic asymptotically follows a normal distribution. When data are not normally distributed, Yanagihara et al. [14] also showed that, under a fixed alternative hypothesis, the normal distribution based LR statistic asymptotically follow a normal distribution. Under a fixed alternative hypothesis in covariance structure analysis, Shapiro [6] showed that the commonly used statistics approach normal distributions rather than chi-square distributions, but he did not consider mean structures. In the context of model comparison, Vuong [11] showed that, under a fixed alternative hypothesis, the LR statistic generally approaches a normal distribution. However, this result has not been applied to mean and covariance structure analysis. Both the results of Shapiro and Vuong are quite general and can be extended/applied to mean and covariance structure analysis. The setup in Vuong [11] is from the standpoint of model comparison and the involved models are not necessarily nested, which is a little more general than the setup of Shapiro [6] . Thus, our development will mainly use Vuong's setup in obtaining a general description to the distribution of the LR statistic for mean and covariance structure analysis. We will relate the general result to those in the literature. By combining the results of Vuong [11] and Shapiro [6] , a refined normal distribution to describe the behavior of the LR statistic will also be obtained.
Another aim of the paper is to empirically compare the noncentral chi-square distribution with the derived normal distributions for the finite sample behavior of the LR statistic under a fixed alternative hypothesis. Such a comparison is of fundamental interest because the LR statistic is the default procedure in essentially all SEM programs (Amos, EQS, LISREL, Mplus, SAS Calis).
In Section 2 of the paper we will provide the technical details for the normal distribution based LR statistic to asymptotically follow a normal distribution, we will also briefly review conditions under which the noncentral chi-square distribution holds. In Section 3, by using Monte-Carlo simulation, the noncentral chi-square distribution will be contrasted with the normal distribution for describing the empirical behavior of the LR statistic across several model misspecifications and sample sizes. In Section 4, we will summarize our results and discuss their implications.
Noncentral chi-square distribution versus normal distribution
Let y 1 , y 2 , . . . , y n be a random sample from a population F (y). In practice F is generally unknown and we choose y i ∼ G(y; ) and hope that F = G with a proper choice of . We would like to distinguish two possible misspecifications in G(y; ). One is that the distribution form of G is misspecified or F = G. For example, G = N(μ, ) and F is a nonnormal distribution. Another is that the model is under-parameterized while the distribution form is correctly specified (G = F ). Suppose the density function of G is g(y; ) and E F {log[g(y; )]} has a unique maximum * ; and letˆ be the corresponding maximum likelihood estimate (MLE The most widely used procedure for comparing G(y; ) and H (y; ) is that G = H and is nested in .
In the context of mean and covariance structure analysis, the interest is to model μ 0 = E(y) and 0 = Cov(y), and the most widely used assumption is G = H = N(μ, ). When μ and are parameterized as μ = μ 1 ( ) and = 1 ( ), the log likelihood function based on G = N(μ, ) is given by
With another parameterization (μ 2 ( ), 2 ( )), possibly nested within (μ 1 ( ), 1 ( )), the LR statistic is
with
whereȳ is the sample mean of
and p is the number of variables in y.
A sequence of local alternative hypotheses is needed in order for the T LR in (1) to follow a noncentral chi-square distribution. Let¯ be a p × p matrix andμ be a p × 1 vector. Suppose (μ 1 ( ), 1 ( )) are correctly specified or saturated and within which (μ 2 ( ), 2 ( )) are nested. Parallel to that in the one-dimensional case (see [10, Theorem 14.7] ), the needed sequence of alternatives is
where
where b and a are the numbers of free parameters in and , respectively. Note that the in (3) does not depend on n due to (2) , which is also the main point of the sequence of local alternatives.
Under a fixed alternative, the result in (3) no longer holds. In the context of general ML with possible misspecified distribution as well as under-parameterization, Vuong [11] showed that T LR / √ n approaches a normal distribution as n → ∞. Specifically, a result in Vuong's Theorem 3.3 can be stated as the following lemma.
Lemma 1.
Under a set of standard regularity conditions,
and does not need to be nested in .
In order to apply Lemma 1 to mean and covariance structure analysis, we need some preparations. For a p × p matrix A, let vec(A) be the p 2 -dimensional vector formed by stacking the columns of A and vech(A) be the p * = p(p + 1)/2-dimensional vector by stacking the elements of the lower triangle of A. There exists a unique p 2 ×p * matrix D p such that vec(A) = D p vech(A) [3, p. 55] . Especially, we have s = vech(S) and = vech( ). Denote
and
When data are normally distributed, = 0 and becomes 
The 1 in (5) follows from (9) and (10) . The appendix provides the outline leading to (6) .
Comparing (4) with (3), both need the sample size n to approach infinity. The result in (4) does not need the assumptions in (2) which are hard to verify in practice. Also, the assumption
is not necessary for (4) . For the result in (4), the larger the n the better the approximation is, but this does not hold for the result in (3). Also, does not need to be nested in in (4), which is more flexible for model comparison. For example, when the CI for 1 sits on the right of zero then the model μ 1 ( ) and 1 ( ) fits the data better than μ 2 ( ) and 2 ( ) statistically. See Vuong [11] for further discussions of comparing nonnested models.
When μ 1 ( ) and 1 ( ) are saturated models, μ * 1 = μ 0 and * 1 = 0 . Then 1 and 2 1 become
Especially, when only a covariance structure model is considered, we have μ * 2 = μ 0 as well. Then 11 and 2 11 further reduce to 12 = tr( 0 * −1 
Eq. (12) corresponds to Theorem 5.4(b) of Shapiro [6] , who showed certain statistics in covariance structure analysis asymptotically follow normal distributions. When data are elliptically distributed with a common kurtosis , = 0 and
When μ 1 ( ), 1 ( ) and μ 2 ( ) are saturated or correctly specified, μ * 1 = μ 0 , * 1 = 0 and μ * 2 = μ 0 . Then 2 13 reduces to
When 2 ( ) is a given covariance matrix or when 2 ( ) specifies that the variables in y are uncorrelated, (13) 
When μ 1 ( ) and 1 ( ) are saturated models, μ * 1 = μ 0 and * 1 = 0 . Then 2 15 reduces to
This corresponds to Theorem 3.2 of Sugiura [8] . When only a covariance structure model is considered, then μ 0 = μ * 2 and 2 16 further reduces to
This corresponds to Theorem 2.2 of Sugiura [8] .
Note that Corollary 1 is a direct application of Lemma 1, which is essentially a result of the central limit theorem. Consider the situation when F = N(μ 0 , 0 ) and μ 1 ( ) and 1 ( ) are saturated as well as when μ 2 ( ) and 2 ( ) are correctly specified but not saturated. Then it is obvious that, in (11), 11 = 0. However, asymptotic statistical theory tells us that
for this situation and (see [12] )
For covariance structure models, Shapiro [6] noted that the asymptotic mean in (12a) can be refined. The refinement is also applicable to Corollary 1 and extra notation is needed for such a purpose. Let
1 , W 0 ) be a block-diagonal matrix, and
are Hessian matrices of the elements of 1 = ( 1ij ) and μ 1 = ( 11 , . . . , 1p ) with respect to .
Parallel notations˙ * 2 , W * 2 , 2 , 2 , M 2 , H 2 , V 2 , and Q 2 will apply to 2 ( ). Further, let
Applying Theorem 5.6 of Shapiro [6] to the statistic T LR in Corollary 1 leads to
and 1 is given by (5) . Thus, we have the following refined result.
Corollary 2. Under the regularity conditions (C1) to (C4) and the fixed alternative hypothesis
, where 2 1 is given in (6) .
Note that Corollary 2 has no conflict with Lemma 1 because the extra term tr[(U 2 − U 1 ) ]/ √ n in Corollary 2 approaches zero. When models or data satisfy certain conditions, special cases for 2 also exist. We can obtain them by adding tr[(U 2 − U 1 ) ]/n to the corresponding 11 or 12 . When μ 1 ( ) and 1 ( ) are correctly specified, * = 0 that satisfies μ 0 = μ 1 ( 0 ) and Notice that P 1 and P 2 are projection matrices with rank b and a, respectively. Consequently,
For correctly specified models, 1 = 0. Thus, (14) can be regarded as a special case of (15) .
The implementation of the correction term in Corollary 2 needs second derivatives of the involved model structures, which are usually quite complicated. When the models are not grossly misspecified, one can drop the terms involving second derivatives and use
j to construct the correction factor. A consistent estimate of 2 1 is also needed for the implementation of the two corollaries. Let x i = vech{(y i −ȳ)(y i −ȳ) }, S xx be the sample covariance matrix of x i , S xy be the sample covariance matrix of x i and y i . A consistentˆ 2 1 follows when replacing μ 0 , μ * 1 , μ * 2 , 0 , * 1 , * 2 , , N and byȳ,
Notice that we cannot replace the unknown parameters in the means in the two corollaries to make the distribution descriptions valid. For example, with the aboveˆ 2 1 we have
But √ n(T LR /n −ˆ 1 )/ 1 generally does not converge to the standard normal distribution even whenˆ 1 is consistent! Actually, T LR /n is consistent for 1 , replacing 1 by T LR /n in (16) leads to a degenerated distribution.
Empirical comparison
In this section we will empirically compare the normal distributions with the noncentral chisquare distribution for describing the behavior of T LR . Because the normal distribution based ML procedure is typically applied in practice regardless of the distribution of the data, we consider both normally and nonnormally distributed data.
Normally distributed data are generated by
where ∼ N( , 1) and ∼ N(0, ) are independent with being a diagonal matrix. So the mean vector and covariance matrix of y are
respectively. Nonnormally distributed y is generated by
where ∼ N(0, 1), ∼ N(0, ) and r ∼ 3 5 /3 are independent. Because E(1/r 2 ) = 1, the mean vector and covariance matrix of the y in (17c) are also given by (17b). Actually, the y in (17c) is elliptically distributed with = 3. In the population, we let = 0.1, 0.2, . . . , 1.0. Because Var( ) = 1, is also the effect size for the latent variable . The selected values of cover the most interesting range of effect sizes defined by Cohen [1] as small = 0.2, medium = 0.5 and large = 0.8. Let = (0.70, 0.70, 0.75, 0.75, 0.80, 0.80) and ii s are chosen so that 0 is a correlation matrix. For each of the normal populations, three sample sizes n = 50, 100, and 300 are chosen. For the nonnormally distributed data, a larger sample size n = 1000 is also included to better understand the convergence in Corollaries 1 and 2. For each of the combinations, 500 replications are performed. Two misspecified models are used. The first is generated by (17a) with H 01 : = 0. That is, the model specifies that the population mean vector equals zero while the covariance matrix is generated by a one-factor model with free loadings and free error variances. So only the mean structure is misspecified in this model. But the misspecification will also affect the estimation of the covariance structure [16] . The second model is generated by (17a) with H 02 : = 0, = ( , . . . , ) and = diag( , . . . , ). That is, the model specifies that the population mean vector equals zero and the six measurements in y are parallel. Both the mean and covariance structures are misspecified in this model. The LR statistic tests each of the models against the saturated model. Thus, μ * 1 = μ 0 and * 1 = 0 in the notations of the previous section; and μ * 2 = 0 and * 2 are generated by the corresponding misspecified models with μ 0n = μ 0 and 0n = 0 . The degrees of freedom are b − a = 15 under H 01 and b − a = 25 under H 02 . The in (3) is evaluated at the finite n instead of n = ∞. Table 1 lists the correspondence of effect size, root mean square error of approximation
and tr(U 2 ) for the simulation conditions with normally distributed data. Thus, 0.3 may not be of great interest according to MacCallum et al. [2] . Power analysis or sample size determination should pay attention to misspecification above = 0.4 or 0.5. Of course, a reliable CI for RMSEA or
2 ) needs an accurate description of T LR at all levels of misspecifications. When assuming normally distributed data, there is only one noncentral chi-square description for T LR , as given in (3). With y ∼ N(μ, ), there are two different population means in the normal distribution description for T LR , given, respectively, by Corollaries 1 and 2. For each of the normal distributions, two consistent estimates of 2 1 can be used. One isˆ 2 16 and the other isˆ 2 11 . Their difference is that y ∼ N(μ, ) is not assumed when obtainingˆ 2 11 usingˆ = S xx andˆ = S xy . So there are four normal distributions to describe the behavior of T LR . Denote We use two discrepancy measures to compare the goodness of the distribution descriptions in (3) and Corollaries 1 and 2. One is the Kolmogorov-Smirnov (KS) distance defined by
whereF (t) = #{t i t}/N for a sample t 1 , . . . , t N . Here, the sample is a collection of values of each statistic in N = 500 replications. The F (t) is the cumulative distribution function of N(0, 1) for T 1 to T 6 or of 2 b−a ( ) for T LR . Using the ordered statistics t (1) t (2) · · · t (N) , the KS is calculated by
Because KS is decided by one point on the real line, it does not tell us the whole picture of the approximation. The other measure we use is the average of the KS i ,
which is a reasonable measure of the average discrepancy betweenF (t) and F (t), and we may call it the average Kolmogorov-Smirnov distance. Table 2 (a) and (b) contain, respectively, the KS and AKS for model 1 with normally distributed data, where KS (j ) and AKS (j ) correspond to T j for j = 1 to 6, KS (7) and AKS (7) correspond to T LR . According to KS or AKS, T 1 is similar to T 2 , T 3 is similar to T 4 , T 5 is similar to T 6 , implying that, for normally distributed data, estimating the extra matrices and in 2 11 does not make T 2 , T 4 and T 6 behave differently from their counterparts T 1 , T 3 and T 5 that have used the normality assumption on y. In each row of Table 2(a), KS (1) or KS (2) is the largest; in each row of Table 2(b), Table 3 (a) Kolmogorov-Smirnov distance and (b) the average Kolmogorov-Smirnov distance, model 2 with normally distributed data n KS (1) KS (2) KS (3) KS (4) KS (5) KS (6) KS ( (1) AKS (2) AKS (3) AKS (4) AKS (5) AKS (6) AKS (7) (b n AKS (1) AKS (2) AKS (3) AKS (4) AKS (5) AKS (6) AKS (7) AKS (1) or AKS (2) is the largest. This implies that the normal distribution in Corollary 1 does not provide a better description for the behavior of T LR than 2 b−a ( ). KS (1) , AKS (1) , KS (2) and AKS (2) decrease as n increases, implying that the law of convergence in Corollary 1 is at work. It is interesting to see that, at a given n, KS (1) , AKS (1) , KS (2) and AKS (2) also decrease as increases, which is not implied by the asymptotic results. Comparing KS (1) , AKS (1) , KS (2) and AKS (2) to KS (3) , AKS (3) , KS (4) and AKS (4) , the normal distribution in Corollary 2 improves that in Corollary 1 greatly. KS (5) , AKS (5) , KS (6) and AKS (6) are also very comparable to KS (3) , AKS (3) , KS (4) and AKS (4) , implying that, for normally distributed data, the quantity tr[(U 2 − U 1 ) ] in Corollary 2 might be replaced by the degrees of freedom b − a.
According to Table 2 , when = 0.1 and n = 50, 2 b−a ( ) describes the empirical behavior of T LR slightly better than the normal distribution in Corollary 2. When 0.2, the normal distribution better describes the behavior of T LR . At = 1.0, KS (7) is about twice the size of KS (3) to KS (6) and AKS (7) is about twice the size of AKS (3) to AKS (6) . When n = 100 and 300, 2 b−a ( ) may better describe the behavior of T LR than the normal distribution in Corollary 2 up to = 0.3. When is above 0.3 or 0.4, the normal distribution is more accurate. When = 1.0, KS (7) or AKS (7) is about 2 to 3 times the size of KS (3) to KS (6) or AKS (3) to AKS (6) .
As increases, KS (7) and AKS (7) tend to increase while the KS and AKS corresponding to T 3 to T 6 tend to be stable, especially AKS.As n increases, the KS or AKS may not necessarily always become smaller for a fixed . This is because there is a lower bound for the limit of N log(log(N ))KS (see [10, p. 268] ). Relating to KS, this bound is given by / 8N log(log(N )) ≈ 0.037 at N = 500. Some of the numbers in Table 2 (a) are below the limit, the variations around the limit should be due to sampling errors. Of course, most of the numbers in Table 2 (a) are above the limit because the t i are not a random sample from F (t). Table 3 contains the KS and AKS when both the mean and covariance structures are misspecified in model 2. The normal distribution in Corollary 1 is still the poorest description for T LR . Table 4 Kolmogorov-Smirnov distance and the average Kolmogorov-Smirnov distance, model 2 with elliptically symmetric data n KS (2) KS (4) KS (6) KS (7) AKS (2) AKS (4) AKS (6) AKS (7) Like in Table 2 , using the fact that y ∼ N(μ, ) does not make the normal distributions in Corollaries 1 and 2 more accurate in describing the behavior of T LR . At n = 50, 2 b−a ( ) describes T LR better than the normal distribution in Corollary 2 when = 0.1 and 0.2. For 0.4 in Table  3 (a) and 0.3 in Table 3 (b), the normal distribution provides a better description for T LR . At n = 300, 2 b−a ( ) describes T LR better when 0.2 in Table 3 (a) and when = 0.1 in Table  3 (b). At n = 100, 2 b−a ( ) better describes the behavior of T LR when 0.6 in Table 3 (a) and when 0.7 in Table 3(b) . Actually, at n = 100, the KSs for = 0.1 to 0.4 are below the lower limit 0.037. This is probably because the conditions in (2) are approximately satisfied by these s. However, because the conditions in (2) do not specify the values ofμ or¯ , we do not know exactly when 2 b−a ( ) can best describe the behavior of T LR . Table 4 behavior of T LR well, though T 6 behaves the best. This is because tr[(U 2 − U 1 ) ] in Corollary 2 involves the fourth-order moment matrix , which accounts for the fourth-order sample moments in T LR . Actually, under the null hypothesis, T LR is approximately a quadratic form of the elements ofȳ and S. For the y in (17c) and model 2, the population quantity tr[(U 2 − U 1 ) ] = tr(U 2 ) ranges from 63.010 to 65.282. When the population kurtosis is larger than that of the normal distribution, sample fourth-order moments generally underestimate their population counterparts (see e.g., [13] ). So the simple correction b − a = 25 makes T 6 performing better than T 4 . Of course, this also reflects the intrinsic difficulty for statistical modeling involving nonnormally distributed data. At n = 100, the normal distribution in Corollary 2 best describes the behavior of T LR according to KS. However, T 6 still performs the best according to AKS. This reflects that T 6 may have a few values that deviate a lot from N(0, 1), these values are usually at the tails. When n = 300 and 1000, the normal distribution in Corollary 2 describes the distribution of T LR the best and T 6 describes the behavior of T LR the second best.
In Table 4 , when either n or increases, both KS and AKS become smaller. The effect of n on KS (2) and KS (4) is the result of asymptotics in Corollaries 1 and 2. The asymptotics also predict the pattern of change in KS (6) because b − a sits between 0 and tr[(U 2 − U 1 ) ] for all the conditions in Table 4 . However, asymptotics cannot predict the pattern of change in KS (7) .
To better understand the difference of the normal distribution and the noncentral chi-square distribution in describing T LR , Figs. 1-3 provide the quantile-quantile (QQ) plots for T 2 , T 4 , T 6 and T LR in model 1 when y ∼ N(μ, ) with n = 50 and = 0.1, 0.5 and 1.0, respectively. When = 0.1, most of the quantiles of T LR in Fig. 1 are greater than the corresponding ones of 2 b−a ( ). At the left tail, 2 b−a ( ) describes the behavior of T LR pretty well, but it poorly describes the behavior of T LR towards the right tail. The quantiles of T 4 and T 6 basically overlap in Fig. 1,  N(0, 1) poorly describes the behavior of T 4 or T 6 at the left tail and around x = 2. The quantiles of T 2 are far above those of N(0, 1) . At = 0.5 in Fig. 2 , the right tail of T LR is still poorly described by 2 b−a ( ) while mainly the left tail of T 4 or T 6 is poorly described by N(0, 1) . The quantiles of T 2 moves towards the corresponding ones of N(0, 1) as increases but they are still far above. At = 1.0 in Fig. 3 , except at the left tail, most of the quantiles of T 4 and T 6 match those of N(0, 1) well; the quantiles of T LR below the median are greater than the corresponding ones of 2 b−a ( ) while those above the median are smaller than the corresponding ones of 2 b−a ( ). The quantiles of T 2 are still far above those of N(0, 1). QQ plots for other conditions follow a similar pattern as in Figs. 1-3 , we will not present them to save space.
As expected, the empirical results in this section do not tell us exactly when the normal distribution in Corollary 2 can better describe the behavior of T LR than 2 b−a ( ). But they give us a pretty good picture of the strength of each distribution.
Conclusion and discussion
The noncentral chi-square distribution has been regularly used to characterize the distribution of T LR in the practice of SEM. By extending the work of Vuong [11] and Shapiro [6] , Corollaries 1 and 2 provide normal distribution characterizations of T LR for mean and covariance structure analysis. Our study indicates that the direct application of Vuong's [11] result to mean and covariance structure analysis, as given in Corollary 1, does not work well. The refined normal distribution in Corollary 2 improves that in Corollary 1 greatly. When data are normally distributed, the refined normal distribution may describe T LR better than the commonly used noncentral chi-square distribution when RMSEA is greater than 0.05 or 0.07 or the effect size of the latent variable is above 0.03 in a one-factor model. For nonnormally distributed data, the refined normal distribution is also preferred when n is not too small.
In practice, we would recommend that CI for model fit indices (e.g., RMSEA or D ML (μ 0 , 0 , μ * 2 , * 2 )) be reported using both the normal and the noncentral chi-square distributions. When a CI for RMSEA is above 0.05 and data are normally distributed, then the CI based on Corollary 2 is more reliable; otherwise, the one based on (3) is more reliable. When data are nonnormally distributed, T LR will no longer asymptotically follow 2 b−a ( ) and its finite sample behavior is hard to predict. When the sample size is large, the refined normal distribution will better describe the behavior of T LR . For medium sized samples, the refined normal distribution in Corollary 2 may not be good enough in describing the behavior of T LR . For nonnormally distributed data, one may use the bootstrap to approximate the distribution of T LR before a better characterization is obtained (see [17] ). When the sample size is small and data are nonnormally distributed, there may not exist any procedure that works well.
