Association schemes coming from minimal flats in classical polar spaces  by Wang, Kaishun et al.
Linear Algebra and its Applications 435 (2011) 163–174
Contents lists available at ScienceDirect
Linear Algebra and its Applications
journal homepage: www.elsevier .com/locate/ laa
Association schemes coming from minimal flats
in classical polar spaces
Kaishun Wanga,∗, Fenggao Li b, Jun Guoc, Jianmin Mad
a
Sch. Math. Sci. & Lab. Math. Com. Sys., Beijing Normal University, Beijing 100875, China
b
Dept. of Math., Hunan Institute of Science and Technology, Yueyang 414006, China
c
Math. and Inf. College, Langfang Teachers’ College, Langfang 065000, China
d
Oxford College of Emory University, Oxford, GA 30054, USA
A R T I C L E I N F O A B S T R A C T
Article history:
Received 6 July 2010
Accepted 11 January 2011
Available online 5 February 2011
Submitted by R.A. Brualdi
AMS classification:
05E30
20C33
Keywords:
Association scheme
Character table
Classical polar space
Let F2νq denote a 2ν-dimensional vector space over a finite field Fq
with a non-degenerate form of Witt index ν , and G denote the cor-
responding isometry group. LetW be a fixedmaximal flat, andΘ be
the set of all theminimalflats not contained inW . The set-wise stabi-
lizer ofW inG acts transitively onΘ and thus this action determines
an association scheme. In this paper, we compute the intersection
numbers and character tables for these schemes.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The classical polar spaces associated with a vector space Fnq carrying a form (symplectic, unitary,
quadratic) is the geometry whose flats are the totally isotropic or singular subspaces. Many interest-
ing association schemes have been constructed by using maximal or minimal flats in classical polar
spaces. The dual polar graphs [Cd(q)], [Bd(q)], [Dd(q)], [2Dd+1(q)], [2A2d(r)], [2A2d−1(r)] have as
vertices the maximal flats and two vertices are adjacent if their intersection has codimension 1 (see
[1, Section 3.6] or [2, Section 9.4 ]). Many strongly regular graphs (two-class association schemes)
have been constructed by using the minimal flats and these are examples of rank 3 graphs [7]. These
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graphs have as vertices the minimal flats in a classical polar space and two vertices are adjacent when
they are conjugate. The complements of these graphs are also strongly regular graphs and they are
termed as the symplectic, unitary, or orthogonal graphs (see [5,10,12,13]). Li and Wang [8] studied
the subconstituents of symplectic graphs. A little earlier, Godsil and Royle [4] initiated the study of the
2-ranks and chromatic numbers for symplectic graphs for the case q = 2.
In this paper, we consider association schemes based on a subset of minimal flats in a classical
polar space. Let W be a fixed maximal flat in a classical polar space associated with a vector space
F
2ν
q carrying a form of Witt index ν . Let G be the group of isometries that preserve the form. Then
the set-wise stabilizer of W in G acts transitively on the set of minimal flats outside W (see Lemma
2.1) and thus determines an association scheme.While these association schemes are obtained in this
uniform manner, they have different class numbers (cf. Theorems 3.3, 3.5, 3.7 and 3.9). A family of
non-symmetric but commutative schemes arises in one of the symplectic case (see Theorem 3.7).
The rest of this paper is structured as follows. In Section 2, we review the basic definitions about
association schemes and the classical polar spaces. In Section 3, we construct a family of association
schemes based on the subsets mentioned in the previous paragraph and calculate the parameters.
2. Preliminary
In this section, we introduce some basic definitions on association schemes and the classical polar
spaces thatwill be used in this paper.We refer to [1] formissing definitions about association schemes
and to [3] and [9] for missing definitions about polar spaces. In fact, we do not use much knowledge
about polar spaces, rather some standard terminology.
2.1. Definition of association schemes
A d-class association schemeXis a pair (X, {Ri}di=0), whereX is a finite set, and eachRi is a non-empty
subset of X × X satisfying the following axioms:
(i) R0 = {(x, x)|x ∈ X};
(ii) X × X = R0 ∪ R1 ∪ · · · ∪ Rd, Ri ∩ Rj = ∅ (i = j);
(iii) tRi = Ri′ for some i′ ∈ {0, 1, . . . , d}, where tRi = {(y, x)|(x, y) ∈ Ri};
(iv) for all i, j, k ∈ {0, 1, . . . , d}, there exists an integer pkij = |{z ∈ X|(x, z) ∈ Ri, (z, y) ∈ Rj}| for
every (x, y) ∈ Rk .
The integers pkij are called the intersection numbers of X, and ki (= p0ii′) is called the valency of Ri.
Furthermore,X is called commutative if pkij = pkji for all i, j, k, andX is called symmetric if i′ = i for all i.
LetX= (X, {Ri}di=0) be a commutative association schemewith |X| = n. The adjacencymatrix Ai of
Ri is the n×nmatrix whose (x, y) entry is 1 if (x, y) ∈ Ri and 0 otherwise. By the Bose–Mesner algebra
A of Xwe mean the algebra generated by A0, A1, . . . , Ad over the complex field. Axioms (i)–(iv) are
equivalent to the following:
A0 = I,
d∑
i=0
Ai = J, ATi = Ai′ , AiAj =
d∑
k=0
pkijAk,
where ATi is the transpose of the matrix Ai, I and J are the identity and all-one matrices of order n,
respectively. Let E0 = 1n J, E1, . . . , Ed be the primitive idempotents ofX, and let
Aj =
d∑
i=0
pijEi, j = 0, 1, . . . , d.
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The character table P of X is the (d + 1) × (d + 1) matrix whose (i, j)-entry is pij . For 0  i  d, the
ith intersection matrix Bi is defined to be the (d + 1) × (d + 1) matrix whose (j, k) entry is pkij . The
matrices Bi’s determine the character table P, and vice versa (see [1, Sections 2.3 and 2.4]).
2.2. Polar spaces
In this paper, each classical polar space is associated with a vector space V = Fnq over a finite field
Fq carrying a non-degenerate, reflexive sesquilinear form of Witt index ν . This form is one of three
types: alternating bilinear, Hermitian, or quadratic. The polar space has the same name as the group
associated with it: symplectic, unitary, or orthogonal, respectively. In a classical polar space, we have
either a form b(−,−) in two variables or a form Q(−) in one variable. In the latter case, b is obtained
by polarizing Q . A subspace of V on which b vanishes identically is called totally isotropic (t.i.), while a
subspace on which Q vanishes identically is called totally singular (t.s.). These subspaces are the flats.
All maximal flats have dimension ν; all minimal flats have dimension 1 and they are referred to as
points. Each 1-dimensional subspace is a span of some non-zero vector u. Sometimes, we write [u] for
the subspace spanned by the vector u.
Let G be the corresponding isometry group on V , which leaves invariant the form. In general, G acts
transitively on the set Ω of points. Moreover, this permutation representation of G has rank 3. See [7,
Section 8]. Therefore, the inducted action of G on Ω × Ω has three orbits:
R0 = {(x, x)|x ∈ Ω}, R1 = {(P,Q)|the form vanishes on span{x, y}}, R2 = Ω − (R0 ∪R1).
So (Ω, {R0, R1, R2}) is a 2-class association scheme. The graphs (Ω, R2) are called symplectic, unitary,
or orthogonal graphs according to the corresponding polar space.
In the restof this section,weestablish the following result,whichwill beneeded for theconstruction
later on.
Lemma 2.1. Let V = F2νq be a 2ν-dimensional vector space over Fq, equipped with a non-degenerate
form of Witt index ν . Let W be a fixed maximal flat and G0 be the set-wise stabilizer of W in the isometry
group G.
(i) For any two points [u] and [x] outside W, there is an isometry τ ∈ G0 such that [u]τ = [x].
(ii) G0 acts transitively on the set Θ of points outside W.
Proof. Clearly, (ii) follows from (i). We prove (i). By themaximality ofW , there exist [z], [y] inW such
that B(u, z) = 0 and B(x, y) = 0. Furthermore, we choose the vector z such that u, z form a hyperbolic
pair, i.e., B(u, u) = B(z, z) = 0, B(u, z) = 1. See [9, Lemma 7.3]. Similarly, we can choose y such that
x, y form a hyperbolic pair. Now let [u]σ = [x] and [z]σ = [y] and extend σ linearly to the subspace
span{u, z}. It can be checked easily that σ is an isometry.
Now choose a subspaceW ′ inW which is a complement to both [z] and [y]:
W = [z] + W ′ = [y] + W ′.
The existence of W ′ follows by the following well-known fact from linear algebra: if Y and Z are
subspaces of a finite dimensional vector space having the samedimension, then there exists a subspace
W which is a complement for both Y and Z.
Now for any vector au + bz + w′ inW + [u] with w′ ∈ W ′, a, b ∈ Fq, define (au + bz + w′)τ =
a(uσ) + b(zσ) + w′. Now it can be checked easily that τ is an isometry, and by Witt’s extension
theorem we complete the proof. 
Lemma 2.2. Let V and W be as given in Lemma 2.1. Set  = 0,−1/2, and−1 for the symplectic, unitary
and orthogonal cases, respectively.
(i) There are (qν − 1)(qν+ + 1)/(q − 1) points in a classical polar space associated with V.
(ii) The number of points not in W is qν+(qν − 1)/(q − 1).
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Proof. See [3, Theorem 6.13] for (i). It is easy to see that W has (qν − 1)/(q − 1) points and (ii)
follows. 
3. Association schemes based on minimal flats
Let V = F2νq be a 2ν-dimensional vector spaces over Fq, equipped with a non-degenerate form of
Witt indexν . LetW be afixedmaximal flat, andΘ be the set of points outsideW , andG0 be the set-wise
stabilizer ofW in G. By Lemma 2.1, (G0, Θ) determines an association scheme. We will determine the
relations of this scheme and calculate its parameters. Note that the size ofΘ is given in Lemma 2.2 (ii).
Wewill employ thematrixmethod in our calculation. Sowe fix the following notation: I(n) denotes
for the identity matrix of order n; 0 represents the number 0, a zero vector or a zero matrix whose
size can be inferred from the context; and e1, e2, . . . denote the row vectors of an identity matrix, the
size of which can also be inferred from the context. We will use upper case letters P,Q , . . . to denote
subspaces and lower case letters x, y, . . . to denote vectors. In a blockedmatrix, wewrite 0 for a block
of all zero entries or leave it blank.
In the rest of this paper, we fixW to be the subspace spanned by e1, . . . , eν .
3.1. Unitary case
In this subsection, we consider the unitary polar space. Let q = p2, where p is a prime power. Then
Fq has an involutive automorphism a → a = ap and the fixed field of this automorphism is Fp. So
Fp = {x + x|x ∈ Fq}. For any matrix A = (aij) we write A = (aij) and A∗ = AT. We choose the
Hermitian form b(x, y) = xHy∗, where
H =
⎡
⎣ 0 I(ν)
I(ν) 0
⎤
⎦ .
So G = U2ν(Fq) is the unitary groupwith respect to the form b, which consists of all 2ν × 2ν matrices
T over Fq satisfying THT
∗ = H.
ByWitt’s extension theorem, G acts transitively on the set of maximal flats. We fix themaximal flat
W . Then the set-wise stabilizer G0 ofW in G consists of matrices with the following form:
T =
⎡
⎣ T11 0
T21
(
T∗11
)−1
⎤
⎦ ,
where T11 ∈ GLν(Fq) and T∗11T21 + T∗21T11 = 0.
Let G1 be the stabilizer of [eν+1] in G0. Then G1 consists of matrices T with the following form:
T =
⎡
⎢⎢⎢⎢⎢⎢⎣
t T12 0 0
0 T22 0 0
0 0 t −1 0
0 T42 T43 (T
∗
22)
−1
⎤
⎥⎥⎥⎥⎥⎥⎦
, (1)
where tT∗43 + T12T−122 = 0 and T∗42T22 + T∗22T42 = 0.
We will need the following well-known fact in the subsequent calculation (e.g. [11, Lemma 5.1]).
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Lemma 3.1. Let Fp and Fq (q = p2) be as given at the beginning of this section. For any λ ∈ Fp\{0},
the equation xx¯ = λ has exactly p + 1 solutions in Fq\{0}. For any λ ∈ Fp, the equation x + x = λ has
exactly p solutions in Fq.
Lemma 3.2. The orbits of G1 on Θ have the following representatives:
[eν+1], [λe1 + eν+1], [e1 + eν+2], [e2 + eν+1], [eν+2], (2)
where λ is a fixed non-zero element of Fq satisfying λ + λ = 0.
Proof. Clearly, {[eν+1]} is an orbit of G1 on Θ . For any [α] ∈ Θ distinct from [eν+1], dim(([eν+1] +[α]) ∩ W) = 0 or 1. We distinguish the following four cases:
Case 1: [eν+1] + [α] is non-isotropic and dim(([eν+1] + [α]) ∩ W) = 1. Then [α] has a spanning
vector ae1 + a2e2 + · · · + aνeν + eν+1 for some a = 0 with a + a = 0. Let A1 = −a−1(a2, . . . , aν)
and
T1 =
⎡
⎢⎢⎢⎢⎢⎢⎣
1 A1
0 I(ν−1)
1 0
−A∗1 I(ν−1)
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Then T1 ∈ G1 carries [α] to [ae1 + eν+1]. Since a−1λ = a−1λ, by Lemma 3.1, there exists a t ∈ Fp\{0}
such that a−1λ = t t¯. Then diag(t, I(ν−1), t−1, I(ν−1))T1 ∈ G1 carries [α] to [λe1 + eν+1].
Case 2: [eν+1] + [α] is non-isotropic and dim(([eν+1] + [α]) ∩ W) = 0. Then [α] has a spanning
vector e1+a2e2+· · ·+a2νe2ν ,where (aν+2, . . . , a2ν) = 0andaν+1+aν+1+∑νi=2(aiaν+i+aν+iai) =
0. There exists an A2 ∈ GLν−1(Fq) such that (aν+2, . . . , a2ν)A2 = (1, 0, . . . , 0). Let
T ′2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 aν+1
1
I(ν−2)
1
−aν+1 1
I(ν−2)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and T2 = diag(1, (A∗2)−1, 1, A2)T ′2. Then T2 ∈ G1 carries [α] to [e1 + b2e2 + · · · + bνeν + eν+2],
where (b2, . . . , bν) = (aν+1, 0, . . . , 0) + (a2, . . . , aν)(A∗2)−1 and b2 + b2 = 0. Pick
T3 =
⎡
⎢⎢⎢⎢⎢⎢⎣
1
I(ν−1)
1
A3 I
(ν−1)
⎤
⎥⎥⎥⎥⎥⎥⎦
, where A3 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
−b2 −b3 · · · −bν
b3
...
bν
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
Then T3 ∈ G1 and T2T3 carries [α] to [e1 + eν+2].
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Case 3: [eν+1]+[α] is t.i. and dim(([eν+1]+[α])∩W) = 1. Then [α] has a spanning vector a2e2+· · ·+aνeν +eν+1, with (a2, . . . , aν) = 0. There exists anA4 ∈ GLν−1(Fq) such that (a2, . . . , aν)A4 =
(1, 0, . . . , 0). Let T4 = diag(1, A4, 1, (A∗4)−1). Then T4 ∈ G1 and T4 carries [α] to [e2 + eν+1].
Case 4: [eν+1] + [α] is t.i. and dim(([eν+1] + [α]) ∩ W) = 0. Then [α] has a spanning vector
a2e2+· · ·+a2νe2ν , where (aν+2, . . . , a2ν) = 0 and∑νi=2(aiaν+i +aν+iai) = 0. There exists an A5 ∈
GLν−1(Fq) such that (aν+2, . . . , a2ν)A5 = (1, 0, . . . , 0). Let T5 = diag(1, (A∗5)−1, 1, A5). Then T5 ∈
G1 carries [α] to [b2e2 + · · · + bνeν + aν+1eν+1 + eν+2], where (b2, . . . , bν) = (a2, . . . , aν)(A∗5)−1
and b2 + b2 = 0. Let
T6 =
⎡
⎢⎢⎢⎢⎢⎢⎣
1
I(ν−1)
1
A3 I
(ν−1)
⎤
⎥⎥⎥⎥⎥⎥⎦
T ′2,
where A3 and T
′
2 are given in Case 2. Then T6 ∈ G1 and T5T6 carries [α] to [eν+2].
It is easy to verify that no two elements in (2) can fall into the same orbit. 
Now we come to the construction of the first series of association schemes in this paper.
Theorem 3.3. Define the partition of Θ × Θ as follows:
R0 = {(P, P)|P ∈ Θ},
R1 = {(P,Q)|P,Q ∈ Θ, P + Q is non-isotropic and dim((P + Q) ∩ W) = 1},
R2 = {(P,Q)|P,Q ∈ Θ, P + Q is non-isotropic and dim((P + Q) ∩ W) = 0},
R3 = {(P,Q)|P,Q ∈ Θ, P + Q is t.i. and dim((P + Q) ∩ W) = 1},
R4 = {(P,Q)|P,Q ∈ Θ, P = Q , P + Q is t.i. and dim((P + Q) ∩ W) = 0}.
ThenX= (Θ, {Ri}4i=0) is a symmetric association scheme with parameters as follows:
⎧⎪⎨
⎪⎩
k1 = qν−1(q1/2 − 1)
k2 = qν−1/2(qν−1 − 1)
k3 = qν−1 − 1
⎧⎪⎨
⎪⎩
p11 1 = qν−1(q1/2 − 2)
p11 3 = qν−1 − 1
p12 4 = qν−3/2(qν−1 − 1)
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
p22 3 = (q − 1)qν−2 − 1
p22 4 = qν−2(qν−1/2 − 2q1/2 + 1)
p33 3 = qν−1 − 2
p11 2 = p12 3 = p13 3 = p23 3 = 0.
The character table ofX is
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 qν−1(q1/2 − 1) qν−1/2(qν−1 − 1) qν−1 − 1 qν−1/2(qν−1−1)
q−1
1 qν−1(q1/2 − 1) −qν−3/2(q − 1) qν−1 − 1 −qν−3/2
1 0 −qν−1 −1 qν−1
1 −qν−1 0 qν−1 − 1 0
1 0 qν−3/2 −1 −qν−3/2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Proof. By Lemmas 2.1 and 3.2,X is a symmetric association scheme. Nowwe calculate the intersection
numbers. We calculate only k2, p
1
24 and p
2
24 by the way of examples, and the others can be treated
similarly.
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For any P ∈ Θ , k2 = |{Q ∈ Θ|(P,Q) ∈ R2}|. By Lemma2.1,wemay choose P = [eν+1]. ThenQ has
a spanning vector of the form e1+∑2νi=2 aiei,where (aν+2, . . . , a2ν) = 0and∑νi=2(aiaν+i+aν+iai) =
−(a¯ν+1+aν+1).Thereareqν−1−1choices for (aν+2, . . . , a2ν) = 0, anda2, . . . , aν canbechosenarbi-
trarily inFq. By Lemma3.1, there are q
1/2 choices for aν+1 for every tuple (a2, . . . , aν, aν+2, . . . , a2ν).
Hence, k2 = qν−1/2(qν−1 − 1).
Now, we calculate p12 4. By Lemma 2.1, we may choose P = [eν+1] and Q = [λe1 + eν+1], where
λ + λ = 0 for some λ ∈ Fq\{0}. Then (P,Q) ∈ R1 and p12 4 is the number of points Z satisfying
(P, Z) ∈ R2 and (Z,Q) ∈ R4. Note that Z has a spanning vector of the form e1 + ∑2νi=2 aiei, where
aν+1 = 1/λ, (aν+2, . . . , a2ν) = 0 and
ν∑
i=2
(aiaν+i + aν+iai) = 0. (3)
Each non-zero vector (a2, . . . , aν, aν+2, . . . , a2ν) satisfying (3) gives aminimal flat in a unitary polar
spaceassociatedwith thevector spaceF
2(ν−1)
q . ByLemma2.2 (i), Eq. (3)has (q
ν−1−1)(qν−3/2+1)non-
zero solutions. It is easy to see that Eq. (3) has qν−1 − 1 non-zero solutions with (aν+2, . . . , a2ν) = 0.
Hence,
p12 4 = (qν−1 − 1)(qν−3/2 + 1) − (qν−1 − 1) = qν−3/2(qν−1 − 1).
Finally, we treat p22 4. Set P = [eν+1] and Q = [e1 + eν+2]. Then (P,Q) ∈ R2 and p22 4 is the number
of points Z such that (P, Z) ∈ R2 and (Z,Q) ∈ R4. Note that Z is of the form either (4) or (6) below:
Z =
⎡
⎣e1 +
2ν∑
i=2
aiei
⎤
⎦ , (4)
where a2 + aν+1 = 0, (aν+3, . . . , a2ν) = 0 and
−a2 − a¯2 +
ν∑
i=2
(aiaν+i + aiaν+i) = 0; (5)
or
Z =
⎡
⎣e1 +
ν+2∑
i=2
aiei
⎤
⎦ , (6)
where
a2 + aν+1 = 0, aν+1aν+2 = 0, a2(a¯ν+2 − 1) + a¯2(aν+2 − 1) = 0.
By [11, Lemma 5.17], Eq. (5) has (qν−1 − 1)(qν−3/2 + 1)+ 1 solutions (a2, . . . , aν, aν+2, aν+3, . . . ,
a2ν), and q
ν−2((q1/2 + 1)(q − 1) + 1) of them have (aν+3, . . . , a2ν) = 0. So the number of points Z
of the form (4) is
((qν−1 − 1)(qν−3/2 + 1) + 1) − qν−2((q1/2 + 1)(q − 1) + 1) = q2ν−5/2 − qν−1/2.
Now we count points Z ∈ Θ of the form (6). Note that a2aν+2 = 0. If aν+2 = 1, then there are q − 1
choices for (a2, aν+2); ifaν+2 = 1, thenbyLemma3.1, thereare (q−2)(q1/2−1)choices for (a2, aν+2).
So thenumberofnon-zerovectors (a2, aν+2) satisfyinga2aν+2 = 0anda2(a¯ν+2−1)+a¯2(aν+2−1) =
0 is (q − 2)q1/2 + 1, and the number of points Z of the form (6) is ((q − 2)q1/2 + 1)qν−2. Hence, we
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have
p22 4 = q2ν−5/2 − qν−1/2 + ((q − 2)q1/2 + 1)qν−2 = qν−2(qν−1/2 − 2q1/2 + 1)
as desired.
All the intersection numbers may be derived by the parameters listed in this theorem (see [1, p.
55]). Since the intersection matrices determine the character table, the intersection matrices produce
the asserted character table. 
3.2. Symplectic case
In this subsection, we consider the symplectic polar space.We choose the alternating bilinear form
b(x, y) = xKyT, where
K =
⎡
⎣ 0 I(ν)
−I(ν) 0
⎤
⎦ .
Then G = Sp2ν(Fq) is the symplectic group on V , which consists of all 2ν × 2ν matrices T over Fq
satisfying TKTT = K .
Note that W is a maximal flat. Let G0 denote the set-wise stabilizer of W in G. Then G0 consists of
matrices with the following form:
T =
⎡
⎣ T11 0
T21 (T
T
11)
−1
⎤
⎦ , (7)
where T11 ∈ GLν(Fq) and TT11T21 = TT21T11.
Let G1 be the stabilizer of [eν+1] in G0. Then G1 consists of matrices T with the following form:
T =
⎡
⎢⎢⎢⎢⎢⎢⎣
t T12 0 0
0 T22 0 0
0 0 t−1 0
0 T42 T43 (T
T
22)
−1
⎤
⎥⎥⎥⎥⎥⎥⎦
, (8)
where tTT43 + T12T−122 = 0 and TT22T42 = TT42T22.
We can prove the following lemma in a similar way as to Lemma 3.2.
Lemma 3.4. The orbits of G1 on Θ have the following representatives:⎧⎨
⎩
[eν+1], [e1 + eν+1], [e1 + eν+2], [e2 + eν+1], [eν+2] if char Fq = 2,
[eν+1], [e1 + eν+1], [ze1 + eν+1], [e1 + eν+2], [e2 + eν+1], [eν+2] if char Fq = 2,
(9)
where z is a fixed non-square element of Fq.
Theorem 3.5. Let char Fq = 2. Define the partition ofΘ ×Θ as in Theorem 3.3. ThenX= (Θ, {Ri}4i=0)
is a symmetric association scheme with parameters
⎧⎪⎨
⎪⎩
k1 = (q − 1)qν−1
k2 = qν(qν−1 − 1)
k3 = qν−1 − 1
⎧⎪⎨
⎪⎩
p11 1 = (q − 2)qν−1
p11 3 = qν−1 − 1
p12 4 = (qν−1 − 1)qν−1
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
p22 3 = (q − 1)qν−2 − 1
p22 4 = (qν − 2q + 1)qν−2
p33 3 = qν−1 − 2
p11 2 = p12 3 = p13 3 = p23 3 = 0.
K. Wang et al. / Linear Algebra and its Applications 435 (2011) 163–174 171
Moreover, the character table ofX is
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 (q − 1)qν−1 (qν−1 − 1)qν qν−1 − 1 (qν−1−1)qν
q−1
1 −qν−1 0 qν−1 − 1 0
1 (q − 1)qν−1 −(q − 1)qν−1 qν−1 − 1 −qν−1
1 0 −qν−1 −1 qν−1
1 0 qν−1 −1 −qν−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Proof. By Lemmas 2.1 and 3.4, X forms a symmetric association scheme. The computation of the
parameters and character table ofX is similar to that of Theorem 3.3, and thus omitted. 
We will need the following lemma for the case q odd. In the rest of this section, let
ζq := (−1) q+12 .
Lemma 3.6. Suppose char Fq = 2. For any non-square element z of Fq, let
Ω1 = {a|a, 1 − a ∈ F2q and a = 0, 1}, Ω3 = {a|a ∈ F2q, 1 − a ∈ zF2q and a = 0, 1},
Ω2 = {a|a, z − a ∈ zF2q and a = 0, z}, Ω4 = {a|a, 1 − a ∈ zF2q\{0}}.
Then
|Ω1| = |Ω2| = (q − 4 + ζq)/4, |Ω3| = (q − 2 − ζq)/4, |Ω4| = (q + ζq)/4.
Proof. Note that a → az is a bijective map from Ω1 to Ω2. So |Ω1| = |Ω2|. First, we count Ω1. Let
a ∈ Ω1. Then wemay write a = x2 and 1− a = y2, i.e., x2 + y2 = 1, where x, y ∈ Fq and x = 0,±1.
So
|Ω1| = |{x2|x2 + y2 = 1, x, y ∈ Fq and x = 0,±1}|.
By [11, Lemma 1.28], the number of solutions of the equation x2 + y2 = 1 is q+ ζq. Note that (±1, 0)
and (0,±1) are solutions of x2 + y2 = 1, and (±x0,±y0) are solutions of x2 + y2 = 1 when (x0, y0)
is a solution of x2 + y2 = 1. So |Ω1| = (q − 4 + ζq)/4.
The computation of |Ω3| and |Ω4| is similar to that of |Ω1|, and will be omitted. 
Let Ri be as in Theorem 3.3. If char Fq = 2, then G0 have two orbits on R1 by Lemma 3.4. Let R(1,1)
(resp. R(1,z)) denote the orbit with representative ([eν+1], [e1 + eν+1]) (resp. ([eν+1], [ze1 + eν+1])).
Theorem 3.7. Let char Fq = 2. ThenX= (Θ, {R0, R(1,1), R(1,z), R2, R3, R4}) is a non-symmetric (resp.
symmetric) association scheme if q ≡ 3 (mod 4) (resp. q ≡ 1 (mod 4)) with parameters as follows:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
p
(1,1)
(1,1),(1,z) = qν−1(q − 4 + ζq)/4
p
(1,1)
(1,z),(1,z) = qν−1(q + ζq)/4
p
(1,1)
(1,1),3 = qν−1 − 1
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
p
(1,1)
2,2 = qν−1(q − 1)(qν−1 − 1)
p
(1,1)
(1,1),2 = p(1,1)(1,z),2 = p(1,1)(1,z),3 = p(1,1)2,3 = p(1,1)3,3 = 0
k(1,1) = k(1,z) = qν−1(q − 1)/2,
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and ki, p
i
j k are as given in Theorem 3.5 for i, j, k ∈ {2, 3, 4}. Moreover, the character table ofX is
P =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1
2
(q − 1) qv−1 1
2
(q − 1) qv−1
(
qv−1 − 1
)
qv qv−1 − 1 (qv−1−1)qv
q−1
1 1
2
(
−1 + ζq
√
−qζq
)
qv−1 1
2
(
−1 − ζq
√
−qζq
)
qv−1 0 qv−1 − 1 0
1 1
2
(
−1 − ζq
√
−qζq
)
qv−1 1
2
(
−1 + ζq
√
−qζq
)
qv−1 0 qv−1 − 1 0
1 1
2
(q − 1) qv−1 1
2
(q − 1) qv−1 − (q − 1) qv−1 qv−1 − 1 −qv−1
1 0 0 −qv−1 −1 qv−1
1 0 0 qv−1 −1 −qv−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Proof. By Lemmas 2.1 and 3.4,X is an association scheme.
Suppose q ≡ 1 (mod 4). In this case −1 is a square element. We show that X is symmetric. It
suffices to show ([e1 + eν+1], [eν+1]) ∈ R(1,1) and ([ze1 + eν+1], [eν+1]) ∈ R(1,z). Set a2 = −1, and
pick
T1 =
⎡
⎢⎢⎢⎢⎢⎢⎣
a 0 0 0
0 I(ν−1) 0 0
−a 0 −a 0
0 0 0 I(ν−1)
⎤
⎥⎥⎥⎥⎥⎥⎦
and T2 =
⎡
⎢⎢⎢⎢⎢⎢⎣
a 0 0 0
0 I(ν−1) 0 0
−za 0 −a 0
0 0 0 I(ν−1)
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Then T1, T2 ∈ G0, ([eν+1], [e1 + eν+1])T1 = ([e1 + eν+1], [eν+1]) and ([eν+1], [ze1 + eν+1])T2 =
([ze1 + eν+1], [eν+1]).
Suppose q ≡ 3 (mod 4). In this case−1 is a non-square element.We show thatXis non-symmetric.
It suffices to show ([e1+ eν+1], [eν+1]) /∈ R(1,1). Otherwise, there is a T ∈ G0 such that ([eν+1], [e1+
eν+1])T = ([e1 + eν+1], [eν+1]), i.e., [eν+1]T = [e1 + eν+1] and [e1 + eν+1]T = [eν+1]. It follows
that T is of the form
T =
⎡
⎢⎢⎢⎢⎢⎢⎣
t 0 0 0
0 T22 0 0
−t 0 −t 0
0 T42 0 (T
T
22)
−1
⎤
⎥⎥⎥⎥⎥⎥⎦
,
where T42T
T
22 = T22TT42 and t2 = −1, a contradiction.
Nowwe compute the parameters of the association scheme.We can obtain the valency kξ by count-
ing the spanning vectors of Q for P = [eν+1] such that (P,Q) ∈ Rξ , where ξ = (1, 1), (1, z), 2, 3, 4.
For example, each Q with (P,Q) ∈ R(1,1) has a spanning vector eν+1 +∑νi=1 aiei, where a2, . . . , aν ∈
Fq and a1 ∈ F2q\{0}. So
k(1,1) = qν−1(q − 1)/2.
We illustrate the calculation of the intersection numbers with p
(1,1)
(1,1),(1,z). Set P = [eν+1] and Q =
[e1+eν+1]. Then (P,Q) ∈ R(1,1) and p(1,1)(1,1),(1,z) is the number of points Z satisfying (P, Z) ∈ R(1,1) and
(Z,Q) ∈ R(1,z). Note that Z has a spanning vector of the form eν+1+∑νi=1 aiei, where a2, . . . , aν ∈ Fq,
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a1 ∈ Ω3. By Lemma 3.6,
p
(1,1)
(1,1),(1,z) = qν−1(q − 2 + ζq)/4,
as desired. 
Remark. By [6] any association scheme with at most 5 classes is commutative, so the action (G0, Θ)
determines a commutative association scheme. If q ≡ 3 (mod 4), X has a pair of non-symmetric
relations R(1,1), R(1,z) with
tR(1,1) = R(1,z). If we combine the relations R(1,1) and R(1,z) in Theorem3.7,
we obtain a symmetric scheme X˜ in which the relations have the same definition as in Theorem 3.3.
It is natural to ask if X˜ comes from a transitive permutation group. In fact, it is indeed so. With the
same K as given at the beginning of this section, the generalized symplectic group GSp2ν(Fq) relative to
K consists of matrices T such that TKTT = yK for some y = 0 in Fq.
Let G˜0 denote the set-wise stabilizer of W in GSp2ν(Fq). Then the stabilizer G˜1 of [eν+1] in G˜0
consists of matrices T with the following form:
T =
⎡
⎢⎢⎢⎢⎢⎢⎣
t T12 0 0
0 T22 0 0
0 0 kt−1 0
0 T42 kT43 k(T
T
22)
−1
⎤
⎥⎥⎥⎥⎥⎥⎦
,
where k ∈ Fq\{0}, tTT43 + T12T−122 = 0 and TT22T42 = TT42T22.
Now we consider the action of G˜1 on Θ . Note that [e1 + eν+1] and [ze1 + eν+1] in Lemma 3.4 fall
into the same orbit of G˜1, so the action (G˜0, Θ) determines the scheme X˜.
3.3. Orthogonal case
In this subsection, we consider the orthogonal polar space. We choose the quadratic form Q(x) =
xSxT on V = F2νq , where
S2ν =
⎡
⎣ 0 I(ν)
I(ν) 0
⎤
⎦ or
⎡
⎣ 0 I(ν)
0
⎤
⎦
according to q being odd or even, respectively. Note that Q hasWitt index ν . The isometry group is the
orthogonal group O2ν(Fq).
Since O2ν(Fq) acts transitively on the maximal flats (of dimension ν), we chooseW = (I(ν) 0(ν))
again as before. Let G0 denote the set-wise stabilizer ofW in O2ν(Fq). Then G0 consists of matrices T
of the form (7), where T11 ∈ GLν(Fq) and TT11T21 + TT21T11 = 0.
Let G1 be the stabilizer of [eν+1] in G0. Then G1 consists of matrices T of the form (8), where
tTT43 + T12T−122 = 0 and TT22T42 + TT42T22 = 0.
Lemma 3.8. The orbits of G1 on Θ have the following representatives:
[eν+1], [e2 + eν+1], [e1 + eν+2], [eν+2]. (10)
Proof. Similar to Lemma 3.4. 
Theorem 3.9. Define the partition of Θ × Θ as follows:
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R0 = {(P, P)|P ∈ Θ},
R1 = {(P,Q)|P,Q ∈ Θ, dim((P + Q) ∩ W) = 1},
R2 = {(P,Q)|P,Q ∈ Θ, P + Q is non-isotropic and dim((P + Q) ∩ W) = 0},
R3 = {(P,Q)|P,Q ∈ Θ, P = Q , P + Q is totally isotropic and dim((P + Q) ∩ W) = 0}.
ThenX= (Θ, {Ri}3i=0) is a symmetric association scheme with parameters
k1 = qν−1 − 1, k2 = (qν−1 − 1)qν−1,
p11 1 = qν−1 − 2, p12 3 = q2ν−3, p22 3 = (qν−1 − 1)qν−2, p11 2 = 0.
The character table ofX is
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 qν−1 − 1 (qν−1 − 1)qν−1 (qν−1−1)qν−1
q−1
1 −1 qν−2 −qν−2
1 −1 −qν−1 qν−1
1 qν−1 − 1 −(q − 1)qν−2 −qν−2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Proof. By Lemmas 2.1 and 3.8,X forms a symmetric association scheme. The computation of parame-
ters and character table ofX is similar to that of Theorem 3.3, and will be omitted. 
Acknowledgments
The authors are indebted to the referees who give us many helpful suggestions. This research is
supported by NSF of China (10871027, 10971052), NCET-08-0052, Hunan Provincial Natural Science
Foundation of China (09JJ3006), and the Fundamental Research Funds for the Central Universities of
China.
References
[1] E. Bannai, T. Ito, Algebraic Combinatorics I: Association Schemes, The Benjamings/Cummings Publishing Company, Inc., 1984.
[2] A.E. Brouwer, A.M. Cohen, A. Neumaier, Distance-Regular Graphs, Springer-Verlag, New York, 1989.
[3] P.J. Cameron, Projective and Polar Spaces, QMWMaths Notes 13, University of London, London, 1991.
[4] C. Godsil, G. Royle, Chromatic number and the 2-rank of a graph, J. Combin. Theory Ser. B 81 (2001) 142–149.
[5] Z. Gu, Z. Wan, Orthogonal graphs of odd characteristic and their automorphisms, Finite Fields Appl. 14 (2008) 291–313.
[6] D.G. higman, Coherent configurations, Geom. Dedicata 4 (1975) 1–32.
[7] X.L. Hubaut, Strongly regular graphs, Discrete Math. 13 (1975) 357–381.
[8] F. Li, Y. Wang, Subconstituents of symplectic graphs, European J. Combin. 29 (2008) 1092–1103.
[9] D.E. Taylor, The Geometry of the Classical Groups, Heldermann Verlag, Berlin, 1992.
[10] Z. Tang, Z. Wan, Symplectic graphs and their automorphisms, European J. Combin. 27 (2006) 38–50.
[11] Z. Wan, Geometry of Classical Groups over Finite Fields, second ed., Science Press, Beijing/New York, 2002.
[12] Z. Wan, K. Zhou, Orthogonal graphs of characteristic 2 and their automorphisms, Sci. China Ser. A 52 (2009) 361–380.
[13] Z. Wan, K. Zhou, Unitary graphs and their automorphisms, Ann. Combin., in press.
