The Convergence of V-Cycle Multigrid Algorithms for Axisymmetric Laplace and Maxwell Equations by Gopalakrishnan, Jay & Pasciak, Joseph E.
Portland State University
PDXScholar
Mathematics and Statistics Faculty Publications and
Presentations
Fariborz Maseeh Department of Mathematics and
Statistics
2006
The Convergence of V-Cycle Multigrid Algorithms for
Axisymmetric Laplace and Maxwell Equations
Jay Gopalakrishnan
Portland State University, gjay@pdx.edu
Joseph E. Pasciak
Texas A & M University - College Station
Let us know how access to this document benefits you.
Follow this and additional works at: http://pdxscholar.library.pdx.edu/mth_fac
Part of the Analysis Commons, and the Applied Mathematics Commons
This Post-Print is brought to you for free and open access. It has been accepted for inclusion in Mathematics and Statistics Faculty Publications and
Presentations by an authorized administrator of PDXScholar. For more information, please contact pdxscholar@pdx.edu.
Citation Details
Gopalakrishnan, Jay and Pasciak, Joseph E., "The Convergence of V-Cycle Multigrid Algorithms for Axisymmetric Laplace and
Maxwell Equations" (2006). Mathematics and Statistics Faculty Publications and Presentations. Paper 65.
http://pdxscholar.library.pdx.edu/mth_fac/65
THE CONVERGENCE OF V-CYCLE MULTIGRID ALGORITHMS
FOR AXISYMMETRIC LAPLACE AND MAXWELL EQUATIONS
JAYADEEP GOPALAKRISHNAN AND JOSEPH E. PASCIAK
Abstract. We investigate some simple finite element discretizations for the axisym-
metric Laplace equation and the azimuthal component of the axisymmetric Maxwell
equations as well as multigrid algorithms for these discretizations. Our analysis is tar-
geted at simple model problems and our main result is that the standard V-cycle with
point smoothing converges at a rate independent of the number of unknowns. This is
contrary to suggestions in the existing literature that line relaxations and semicoarsening
are needed in multigrid algorithms to overcome difficulties caused by the singularities
in the axisymmetric Maxwell problems [6]. Our multigrid analysis proceeds by apply-
ing the well known regularity based multigrid theory. In order to apply this theory, we
prove regularity results for the axisymmetric Laplace and Maxwell equations in certain
weighted Sobolev spaces. These, together with some new finite element error estimates
in certain weighted Sobolev norms, are the main ingredients of our analysis.
1. Introduction
In this paper, we prove the optimality of the standard multigrid V-cycle applied to
certain finite element discretizations of axisymmetric Laplace and Maxwell equations. In
particular, it follows from our results that it is not necessary to do line smoothing or semi-
coarsening to obtain optimal multigrid convergence, in spite of the singular coefficients in
the partial differential operators. This is contrary to suggestions in the existing literature
that line relaxations and semicoarsening are needed in multigrid algorithms to overcome
difficulties caused by the singularities in axisymmetric problems.
In the presence of axisymmetry, the three dimensional Laplace equation −∆u = f
reduces to the following two dimensional partial differential equation:
(1.1) −1
r
∂
∂r
(
r
∂u
∂r
)
− ∂
2u
∂z2
= f, on D.
For simplicity, we shall only consider the case when the domain D is the unit square.
Note that the {r = 0} line intersects the boundary ∂D, so the coefficients in (1.1) are
truly singular. Herein lies the difficulty in analysis of this problem. While the reduction
from three to two space dimensions obviously results in substantial computational savings,
the introduction of singular coefficients in the differential operator was thought to be a
problem, at least in the analysis of iterative solution by multigrid methods. But as we
shall show, a standard multigrid V-cycle with point smoothing converges uniformly at a
rate independent of the number of unknowns.
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When using multigrid algorithms for second order problems that are not uniformly
elliptic, it is well known that, in many cases, one needs to perform line smoothing to
obtain optimal algorithms [4, 8, 9, 10, 14, 15]. A rigorous proof of the optimality of the
V-cycle with line smoothing for a discretization of the operator
(1.2) − ∂
∂x
(
a(x, y)
∂
∂x
)
− ∂
∂y
(
b(x, y)
∂
∂y
)
,
when a(x, y) > 0 is of unit size and b(x, y) > 0 is allowed to be arbitrarily close to zero, is
given in [8, 14]. Clearly, the partial differential operator in (1.1) is not a specific instance
of the operator considered in [8], although there are some similarities. Our contention is
that although line relaxation may be necessary to obtain uniform multigrid convergence
for (1.2) with degenerate b, it is not necessary for the operator in (1.1).
The paper [5] considers equations of the form (1.2) where the coefficients a and b are
given in tensor product form and have different types of singularities near x = 0. There
they suggest line smoothing and semicoarsening. While this may be necessary for some
examples considered in [5], as we shall see, neither is necessary for (1.1).
We also study the case of the axisymmetric Maxwell equations. In the presence of
axisymmetry, it is well known that the three dimensional vector Maxwell equations de-
couple into two systems of equations, one for the azimuthal component and another for
the meridian components [2, 6]. The equation for the azimuthal component is
(1.3) − ∂
∂r
(
1
r
∂
∂r
(ru)
)
− ∂
2u
∂z2
= f.
This scalar equation can be analyzed by techniques somewhat similar to the axisymmetric
Laplace equation (1.1). We will investigate two distinct finite element discretizations for
this equation, one using bilinear elements and another using a finite element space of linear
combinations of r, 1/r, rz and z/r. Both discretizations yield systems for which we can
prove that the multigrid V-cycle converges uniformly at a rate independent of the mesh
size. Multigrid algorithms for the azimuthal Maxwell equation (1.3) have been studied
previously in [6]. However, the algorithm considered there resorts to line smoothing as
well as semicoarsening. As in the case of the axisymmetric Laplace equation, neither is
necessary.
While spectral discretizations of certain axisymmetric problems have been thoroughly
studied [3], finite element approximations seem to have been less studied. Before proceed-
ing to multigrid analyses, we therefore introduce the weak formulations of our problems
in certain weighted Sobolev spaces and prove new finite element approximation estimates.
In particular, our estimates bound the finite element error in weighted Sobolev spaces us-
ing norms of the data that are appropriate for multigrid analyses. Our multigrid analysis
proceeds by verifying the well known conditions of the regularity based multigrid theory.
In order to apply this theory, we prove regularity results for the axisymmetric Laplace
and Maxwell equations in certain weighted Sobolev spaces. While most of our regularity
estimates are consequences of the well known regularity results for the three dimensional
problems, one (Theorem 4.1) appears to be peculiar to the axisymmetric case.
Weighted Sobolev spaces have been used to obtain optimal multigrid convergence es-
timates. For example, [17] used weighted Sobolev spaces to analyze the behavior of
multigrid when applied to problems with point singularities such as those resulting from
second order problems with re-entrant corners.
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The outline of the remainder of the paper is as follows. We first introduce the weak set-
ting for the axisymmetric Laplace problem and prove finite element estimates (Section 2).
In Section 3, we introduce the weak formulation of the azimuthal Maxwell problem, prove
a regularity estimate, and prove finite element convergence. In Section 4, we continue
our investigation into azimuthal Maxwell problem by proving convergence of a different
finite element discretization. The multigrid convergence analysis is given in Section 5.
Numerical experiments illustrating the theoretical results are given in Section 6. Finally,
proofs of technical lemmas are gathered in Appendix A.
2. The axisymmetric Laplace equation
In this section, we consider the axisymmetric Laplace equation on the unit square D
in the r-z plane (so the {r = 0} line intersects ∂D). Let Γ0 be the part of ∂D along
the z-axis and Γ1 be the remainder of ∂D. We then formally have the following partial
differential equation:
(2.1)
Lu = f on D,
u = 0 on Γ1,
where
L = −1
r
∂
∂r
(
r
∂
∂r
)
− ∂
2
∂z2
.
If the solution is smooth, the axial symmetry implies the boundary condition ∂ru = 0
on Γ0. A weaker natural boundary condition is imposed in a subsequent variational formu-
lation. We shall approximate this problem using bilinear finite elements. Note that more
general domains can be handled, e.g., by employing standard linear triangular elements
away from Γ0 and bilinear elements near Γ0. Then the analysis can proceed by combining
the new estimates we shall develop near Γ0 with the standard finite element estimates for
triangular elements. We omit such generalizations in the interest of simplicity.
2.1. The weak solution. The variational formulation that we consider is selected so that
its solutions coincide with the meridian trace of the axisymmetric solutions of the weak
form of the three dimensional Laplace equation (2.1). Let L2r(D) denote the weighted
Lebesgue space of all measurable functions on D for which ‖u‖L2r(D) ≡
∫
D
u2 r drdz < ∞.
The weighted Sobolev space Hkr (D) consists of all functions in L
2
r(D) whose distributional
derivatives of order k are also in L2r(D). Sobolev seminorms and norms are denoted in
the standard way, e.g.,
|v|2H1r (D) =
∫
D
(|∂rv|2 + |∂zv|2) r drdz
|v|2H2r (D) =
∫
D
(|∂rrv|2 + |∂rzv|2 + |∂zzv|2) r drdz.
The following properties of these weighted spaces will be useful:
Proposition 2.1.
(1) C∞(D¯) is dense in Hkr (D).
(2) For all v ∈ H1r (D), on any horizontal edge Ea = {(r, a) ∈ D : 0 < r < 1},
(2.2)
1
2
∫
Ea
r v2 dr ≤ ‖v‖2L2r(D) + ‖∂zv‖2L2r(D).
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Figure 1. The computational domain and its revolution
(3) For all v ∈ H1r (D) with v|Ea = 0 for some 0 < a < 1,
‖v‖L2r(D) ≤ ‖∂zv‖L2r(D).
The first assertion of the proposition is a well known fact (see e.g. [13, Theorem 11.2]).
It is easy to verify (2.2) for all v ∈ C∞(D¯), so the result follows by the density asserted
in the first part. Note that it follows from Proposition 2.1(2) that traces exist on z = 0
and z = 1 edges of ∂D (in a one dimensional weighted L2 space). Traces obviously exist
on the r = 1 edge as in a neighborhood of that edge the function is actually in a standard
Sobolev space. Note that traces of H1r (D) functions do not exist, in general, on the r = 0
edge of ∂D. The last inequality of Proposition 2.1 is a Poincare´ inequality which also can
be easily established using the density of smooth functions.
Now we introduce the first variational problem that we shall study. Define
ar(v, w) =
∫
D
r (∂rv∂rw + ∂zv∂zw) drdz,
(v, w)r =
∫
D
r vw drdz, and
V = {v ∈ H1r (D) : v|Γ1 = 0}.(2.3)
By Proposition 2.1(2), V is well defined. We are interested in approximating u ∈ V
satisfying
(2.4) ar(u, v) = (f, v)r, for all v ∈ V,
for some f ∈ L2r(D). By Proposition 2.1(3), the conditions of the Lax-Milgram lemma
are verified so there is a unique weak solution u in V .
As is well known, the weak solution of (2.4) is related to the solution of a three dimen-
sional axisymmetric Dirichlet problem. Let Ω = {(r, θ, z) : 0 ≤ r < 1, 0 < z < 1, 0 ≤
θ < 2pi}, where (r, θ, z) are cylindrical coordinates (so Ω is the revolution of D about the
z-axis – see Figure 1). We denote the subspace of axisymmetric elements of Hk(Ω) by
H˘k(Ω) and L˘2(Ω) ≡ H˘0(Ω) (for definitions of axisymmetric Sobolev spaces see [3]). The
restriction map g(r, θ, z) 7→ gD(r, z) given by
(2.5) gD(r, z) = g(r, 0, z), for all (r, z) ∈ D,
is well defined for smooth functions and extends to an isometry from L˘2(Ω) onto L2r(D):
(2.6) 2pi‖gD‖2L2r(D) = ‖g‖2L2(Ω).
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The action of the inverse of the restriction map g 7→ gD will be denoted by superscripting
functions with Ω, e.g., (gD)
Ω = g. Then, if U is the solution of the three dimensional
Dirichlet problem
(2.7) −∆U = fΩ on Ω, U = 0 on ∂Ω,
it is easy to see that [3, Proposition II.4.1]
(2.8) uΩ = U.
where u solves (2.4). The following regularity estimate will be useful in our subsequent
multigrid analysis.
Theorem 2.1. There is a constant Creg such that for all f ∈ L2r(D) the solution u of (2.4)
satisfies
|u|H2r (D) ≤ Creg‖f‖L2r(D).
Proof. Since Ω is convex, by a standard regularity result, the solution U of (2.7) is in
H2(Ω) and there is a constant Creg such that
(2.9) ‖U‖H2(Ω) ≤ Creg‖fΩ‖L2(Ω).
Thus,
|U |2H2(Ω) =
∫
Ω
(|∂2xU |2 + |∂2yU |2 + |∂2zU |2 + 2|∂x∂yU |2 + 2|∂y∂zU |2 + 2|∂z∂xU |2) dxdydz
=
∫ 2pi
0
∫ 1
0
∫ 1
0
r
(
|∂2zU |2 + |∂2rU |2 + 2|∂r∂zU |2 +
∣∣∂rU
r
∣∣2) drdzdθ(2.10)
= 2pi
∫
D
r
(
|∂2zu|2 + |∂2ru|2 + 2|∂r∂zu|2 +
∣∣∂ru
r
∣∣2) drdz
≥ 2pi|u|2H2r (D),(2.11)
and the result follows by (2.6), (2.8) and (2.9). 
2.2. An approximation estimate. We use bilinear finite elements to discretize (2.4).
Let the domain D = (0, 1)2 be partitioned into squares with vertices (ih, jh), h = 1/n.
This forms the mesh Th. Let Vh ⊆ V denote the standard bilinear finite element space
with respect to mesh Th. The finite element approximation of u is the function uh ∈ Vh
satisfying
(2.12) ar(uh, vh) = (f, vh)r for all vh ∈ Vh.
To obtain an error estimate, as well as for multigrid analysis later, we need to construct
an interpolation operator with approximation properties in the weighted norms. Define
Πh : H
2
r (Ω) 7→ Vh element by element as follows: On every element K whose boundary
does not intersect Γ0, (Πhv)|K is the unique bilinear function whose value at the four
vertices of K coincides with that of v. The remaining elements are of the form (0, r1) ×
(z0, z1). On such an element K, (Πhv)|K is defined to be the unique bilinear function
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satisfying
(Πhv)(r1, z0) = v(r1, z0),
(Πhv)(r1, z1) = v(r1, z1),∫ r1
0
ρ1/2(∂rΠhv)(ρ, z0) dρ =
∫ r1
0
ρ1/2∂rv(ρ, z0) dρ,∫ r1
0
ρ1/2(∂rΠhv)(ρ, z1) dρ =
∫ r1
0
ρ1/2∂rv(ρ, z1) dρ.
Note that Πhv is defined for all v ∈ H2r (D) because each of the right hand sides above
define a continuous functional in H2r (D), e.g., the functional v 7→
∫ r1
0
ρ1/2∂rv(ρ, z0) dρ,
is continuous on all H2r (D) by Proposition 2.1(2), while the functional v 7→ v(r1, z0) is
continuous because a Sobolev inequality holds away from r = 0. It is also easily seen
that the linear system defining Πh on each element is uniquely solvable and that Πhv is
a continuous function on D. The change in the definition of Πhv on elements with an
edge on the r = 0 axis is necessitated by the fact that v 7→ v(0, zi) is not a continuous
functional on H2r (D).
We prove an approximation estimate for Πh using a few intermediate lemmas. In these
lemmas, K ⊆ D is the square given by
(2.13) K = {(r, z) : r0 < r < r1, z0 < z < z1},
where z1 = z0 + h and r1 = r0 + h. Proofs of all lemmas are in Appendix A.
Lemma 2.1. Let v ∈ H1r (K) satisfy any one of the following conditions:∫ z1
z0
v(r1, ζ) dζ = 0.(2.14) ∫ r1
r0
v(ρ, z0) dρ = 0 and r0 > 0.(2.15) ∫ r1
r0
ρ1/2v(ρ, z0) dρ = 0 and r0 = 0.(2.16) ∫ r1
r0
ρ v(ρ, z0) dρ = 0.(2.17)
Then
‖v‖2L2r(K) ≤ 3h2|v|2H1r (K).
Lemma 2.2. For all v ∈ H2r (K),
‖∂rz(Πhv)‖2L2r(K) ≤
3
2
‖∂rzv‖2L2r(K).
Theorem 2.2. For all v ∈ H2r (D)
|v − Πhv|H1r (D) ≤
√
15h|v|H2r (D).
As a consequence, the discrete solution uh approximates the exact solution u of (2.4):
|u− uh|H1r (D) ≤ Ch‖f‖L2r(D).
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Proof. Since ∂z(v − Πhv) satisfies (2.14) and ∂r(v − Πhv) satisfies (2.15) or (2.16), by
Lemma 2.1 we have
|v − Πhv|2H1r (K) ≤ 3h2(‖∂rr(u− Πhu)‖2L2r(K) + ‖∂rz(u− Πhu)‖2L2r(K))
+3h2(‖∂rz(u− Πhu)‖2L2r(K) + ‖∂zz(u− Πhu)‖2L2r(K)).
Since ∂rr(Πhv) = ∂zz(Πhv) = 0, this implies
(2.18) |v − Πhv|2H1r (K) ≤ 3h2‖∂rrv‖2L2r(K) + 3h2‖∂zzv‖2L2r(K) + 6h2‖∂rz(v − Πhv)‖2L2r(K).
By Lemma 2.2,
‖∂rz(v − Πhv)‖2L2r(K) ≤ 2‖∂rzv‖2L2r(K) + 2‖∂rz(Πhv)‖2L2r(K)
≤ 5‖∂rzv‖2L2r(K).
The interpolation error estimate of the theorem follows by using this estimate in (2.18).
The second estimate of the theorem follows from the first and the regularity estimate of
Theorem 2.1. 
3. The azimuthal Maxwell problem
In this section, we shall study a finite element discretization for the azimuthal compo-
nent of the axisymmetric Maxwell equations. Formally, the governing partial differential
equation is
(3.1)
Lθu = f on D,
u = 0 on ∂D,
where
Lθv = − ∂
∂r
(
1
r
∂
∂r
(rv)
)
− ∂
2v
∂z2
.
We investigate two approaches to a finite element discretization of this equation, one
using standard bilinear elements, and another using a finite element space built using
linear combinations of r, 1/r, rz and z/r. In this section, we will investigate the latter.
The next section is devoted to the former. Just as linear functions are in the kernel of the
standard Laplace operator ∂rr + ∂zz, the span of r, 1/r, rz and z/r is in the kernel of Lθ.
Hence considering finite elements built using the span of r, 1/r, rz and z/r is as natural as
considering linear finite elements for Laplace equation. We begin by specifying the weak
problem and associated spaces.
3.1. A weak formulation. To give a variational formulation of (3.1) together with ap-
propriate boundary conditions, we start with an appropriate Sobolev space. Let H˜1r (D)
denote H1r (D) ∩ L21/r(D) where L21/r(D) is the set of all measurable v for which
‖v‖2L2
1/r
(D) ≡
∫
D
r−1v2drdz < ∞.
H˜1r (D) is a Hilbert space with the norm
‖v‖  H1r (D) =
(
‖v‖2H1r (D) + ‖v‖2L21/r(D)
)1/2
.
Lemma 3.1. The set of C∞(D¯) functions which vanish in a neighborhood of Γ0 (the
{r = 0} line segment) is dense in H˜1r (D).
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As before, proofs of all lemmas are in Appendix A. In order to clarify the nature of
traces of H˜1r (D) as well as for later arguments, the following lemma will be useful.
Lemma 3.2. Let K be a square contained in D with vertices as in (2.13). For all
v ∈ H˜1r (K), the trace of v on a vertical line segment Sa = {(a, z) ∈ K : z0 < z < z1}
exists for any a ∈ [r0, r1] and
‖v‖2L2(Sa) ≤ ‖∂rv‖2L2r(K) +
r1 + h
h
‖v‖L2
1/r
(K).
The lemma shows that unlike H1r (D), functions in H˜
1
r (D) have traces in L
2 even on the
r = 0 edge. Moreover, since functions in C∞(D¯) which vanish in a neighborhood of Γ0
have zero traces on this edge, by the density given by Lemma 3.1, traces of all functions
in H˜1r (D) must vanish on that edge. Traces on the remainder of ∂D obviously exist by
Proposition 2.1.
Proposition 3.1. For all v ∈ H˜1r (D), ∂r(rv) is in L21/r(D) and satisfies
‖∂rv‖2L2r(D) + ‖v‖2L21/r(D) ≤ ‖∂r(rv)‖
2
L2
1/r
(D) ≤ 2‖∂rv‖2L2r(D) + 2‖v‖2L21/r(D).
Proof. The upper inequality is obvious for smooth functions so by Lemma 3.1, ∂r(rv)
exists in L21/r(D) (and satisfies the same inequality).
For the other direction, note that if v ∈ C∞(D¯) and vanishes in a neighborhood of Γ0,∫
D
2v∂rv drdz =
∫ 1
0
∫ 1
0
∂r(v
2) drdz =
∫ 1
0
v2(1, z) dz ≥ 0.
Hence, ∫
D
r
∣∣∣∣∂r(rv)r
∣∣∣∣2drdz = ∫
D
r
(
|∂rv|2 + v
2
r2
+ 2
v
r
∂rv
)
drdz
≥
∫
D
r
(
|∂rv|2 + v
2
r2
)
drdz.
Using Lemma 3.1, we get the lower inequality for all v ∈ H˜1r (D). 
Now we can state a well posed weak problem for the azimuthal Maxwell equation with
electric boundary conditions. Defining
(3.2) V θ = {v ∈ H˜1r (D) : v = 0 on ∂D},
the weak problem can be stated as follows for any given f ∈ L2r(D): Find u ∈ V θ satisfying
(3.3) aθ(u, v) = (f, v)r for all v ∈ V θ,
where
aθ(v, w) =
∫
D
1
r
∂r(rv)∂r(rw) drdz +
∫
D
r(∂zv)(∂zw) drdz.
This bilinear form is continuous by Proposition 3.1 and coercive by Proposition 2.1(3).
Hence by the Lax-Milgram lemma, there is a unique u ∈ V θ satisfying (3.3).
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Now we give a regularity result for the weak solution. Let
|v|2 
H2r (D)
=
∣∣r−1∂r(rv)∣∣2H1r (D) + |∂zv|2H1r (D),(3.4)
‖v‖2 
H2r (D)
= |v|2 
H2r (D)
+ ‖v‖2 
H1r (D)
+ ‖∂zv‖2L2
1/r
(D),
H˜2r (D) = {v ∈ H˜1r (D) : ‖v‖2 H2r (D) < ∞}.
The following regularity theorem is a straightforward consequence of the well known
regularity estimates for static Maxwell equations in three dimensions. It will be useful to
recall that if v = vr er + vθ eθ + vz ez in cylindrical coordinates then
(3.5) curl v =
(
1
r
∂vz
∂θ
− ∂vθ
∂z
)
er +
(
∂vr
∂z
− ∂vz
∂r
)
eθ +
1
r
(
∂
∂r
(rvθ)− ∂vr
∂θ
)
ez.
Here er, eθ and ez denote unit vectors in the r, θ and z directions, respectively.
Theorem 3.1. If u solves (3.3) for an f ∈ L2r(D), then u ∈ H˜2r (D) and
‖u‖2 
H2r (D)
≤ C‖f‖2L2r(D).
Proof. Let D(D) denote the space of compactly supported infinitely differentiable func-
tions on D. If u solves (3.3) with an f ∈ L2r(D), then the distribution Lθu satisfies
(Lθu, rφ) = aθ(u, φ) = (f, rφ)
for all φ ∈ D(D). Since D(D) is dense in L2r(D), this implies that Lθu and f coincide
as functions in L2r(D). Now note that (Lθu)
Ω is the θ-component of curl curluθ where
uθ = u
Ω
eθ. Since the equality Lθu = f holds in L
2
r(D), a corresponding identity holds in
the isometric space L˘2(Ω):
(3.6) curl curluθ = f
Ω
eθ.
Moreover,
div uθ = 0 on Ω,(3.7)
uθ × n = 0 on ∂Ω.(3.8)
Hence by standard regularity estimates for vector potentials on convex domains [1],
‖curluθ‖2  1(Ω) + ‖uθ‖2  1(Ω) ≤ C‖f‖2L2r(Ω).
By (3.5), curluθ = −(∂zu) er + r−1∂r(ru) ez. Since the r, θ, and z components of
H
1(Ω) are isometrically equivalent to H˜1r (D), H˜
1
r (D), and H
1
r (D), respectively [2, Propo-
sition 3.17],
1
2pi
(‖curluθ‖2  1(Ω) + ‖uθ‖2  1(Ω)) =
‖∂zu‖2 H1r (D) +
∥∥∥∥1r∂r(ru)
∥∥∥∥2
H1r (D)
+ ‖u‖2 
H1r (D)
≥ ‖u‖2 
H2r (D)
.
This completes the proof of the theorem. 
AXISYMMETRIC PROBLEMS 10
3.2. A finite element space. As mentioned earlier, we will consider two suitable finite
element spaces for discretizing the weak problem, one in this section, and another in the
next. The space we consider in this section is
V˜ θh = {v ∈ V θ : v|K is in the span of r, 1/r, rz and z/r for all K ∈ Th},
where, as before, Th is the mesh of square elements that partition D. Note that locally
constant functions are not in this space, yet we shall prove approximation properties by
direct arguments. The finite element approximation is defined as the unique function
uh ∈ V˜ θh satisfying
(3.9) aθ(uh, vh) = (f, vh)r, for all vh ∈ V˜ θh.
To prove that uh approximates u, we first prove an approximation property of V˜
θ
h using
a nodal interpolation operator
Π˜θh : H˜
2
r (D) 7→ V˜ θh.
On every element K, (Π˜θhv)|K is defined as the unique function in the span of r, 1/r, z,
and z/r satisfying
(3.10) (Π˜θhv)(ri, zj) = v(ri, zj), i, j = 0, 1,
where the notation for coordinates of vertices of K is as in (2.13). The following propo-
sition shows that Π˜θh is well defined on all functions in H˜
2
r (D).
Proposition 3.2. For all w ∈ H˜2r (D) and any point (r, z) ∈ D,
|w(r, z)| ≤ C‖w‖  H2r (D)
Proof. For any vertical edge E containing (r, z) we apply Lemma 3.2 with K = D and
v = ∂zw to get that
‖∂zw‖2L2(E) ≤ C(‖∂zw‖2L2
1/r
(D) + ‖∂rzw‖2L2r(D)) ≤ C‖w‖2 H2r (D).
Now by a standard Sobolev inequality for H1(E),
|w(r, z)| ≤ C(‖∂zw‖2L2(E) + ‖w‖2L2(E))
Applying Lemma 3.2 again to bound ‖w‖2L2(E) and combining these inequalities completes
the proof of the proposition. 
It is easy to see that Π˜θhw is a continuous function on D and vanishes on ∂D. We will
now prove an approximation estimate for Π˜θh using the following lemma.
Lemma 3.3. For all v ∈ H˜2r (D),∑
K∈   h
∣∣Π˜θhv∣∣2 H2r (K) ≤ 12|v|2 H2r (D).
Theorem 3.2. Let ‖v‖aθ = aθ(v, v)1/2. For all v ∈ H˜2r (D),
‖v − Π˜θhv‖aθ ≤ Ch|v|  H2r (D).
Consequently, if u satisfies (3.3) and uh satisfies (3.9), then
‖u− uh‖aθ ≤ Ch‖f‖L2r(D).
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Proof. Let ε = v − Π˜θhv. Since r−1∂r(rε) satisfies (2.17) and ∂z(rε) satisfies (2.14), by
Lemma 2.1, we have
‖r−1∂r(rε)‖2L2r(K) ≤ Ch2|r−1∂r(rε)|2H1r (K)
‖∂zε‖2L2r(K) ≤ Ch2|∂zε|2H1r (K).
Summing over all elements we have
‖v − Π˜θhv‖2aθ ≤ C
∑
K∈   h
h2|v − Π˜θhv|2 H2r (K).
Using Lemma 3.3 we finish the proof of the first inequality of the theorem. The second
follows from the first by the orthogonality property of the Galerkin method and the
regularity estimate of Theorem 3.1. 
4. The azimuthal Maxwell problem: Bilinear elements
In this section, we consider the same Maxwell problem and the same weak formulation
as the one in the previous section. However, we study a different discretization. We
discretize (3.3) using the standard bilinear finite element space
(4.1) V θh = {v ∈ V θ : v|K is bilinear in r and z for all K ∈ Th},
instead of V˜ θh. Now, instead of (3.9), the finite element solution is defined as the unique
function uh ∈ V θh satisfying
(4.2) aθ(uh, vh) = (f, vh)r for all vh ∈ V θh .
Considering that bilinear elements are standard and may be easier to implement than the
elements of the previous section, this discretization may be preferred over (3.9).
To analyze the bilinear element, we shall need a stronger regularity result. This is
because it is not possible to control the error in nodal bilinear interpolation of u using
the norm |u|  H2r (D). Indeed, if u = 1/r on an element K away from Γ0, then |u|  H2r (K) = 0,
but the error in the bilinear interpolation is not zero. Such a problem did not arise in the
previous sections. We will overcome this problem by controlling the interpolation error
using an additional derivative of u, namely ∂rru. In order to do this, we first prove a
regularity result stronger than Theorem 3.1 whereby such derivatives can be controlled
by data.
4.1. A regularity estimate. To prove an improvement of Theorem 3.1, we begin by
showing that solutions of (3.3) can be approximated by smooth functions. Smooth ap-
proximating functions are particularly easy to construct in the case of our simple geometry.
Let Jν(r) denote the Bessel function of the first kind of order ν. Define
jm(r) =
√
2
|J2(βm)|J1(βmr),
where βm denotes the m-th positive zero of J1. Define
sn(z) =
√
2 sin(npiz).
Then by classical completeness results for Bessel functions (see [12, Ch. 8], cf. [16, § 18.5])
the set of functions emn(r, z) = jm(r)sn(z) for all m, n ∈ N forms a complete orthonormal
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basis for L2r(D). These functions are eigenfunctions of Lθ. Indeed, letting λmn = β
2
m +
(npi)2 we have Lθemn = λmnemn. Consequently, expanding u and f in terms of emn,
u =
∑
m,n∈  
cmnemn and f =
∑
m,n∈  
dmnemn,
we observe that Lθu = f implies cmn = dmn/λmn. Now consider the partial sums
u` =
∑`
m,n=0
cmnemn and f` =
∑`
m,n=0
dmnemn.
The functions u` are smooth approximations to u as shown below:
Proposition 4.1. The sequence u` converges to u in H˜
2
r (D).
Proof. Clearly u− u` satisfies
Lθ(u− u`) = f − f`, on D,
u− u` = 0, on ∂D,
By Theorem 3.1,
‖u− u`‖  H2r (D) ≤ C‖f − f`‖L2r(D).
Since f` → f in L2r(D), we have the result. 
We can now give the improvement of Theorem 3.1.
Theorem 4.1. If u satisfies (3.3) for some f ∈ L2r(D) then
‖u‖H2r (D) + ‖u‖  H2r (D) +
∥∥∂r(u
r
)∥∥
L2r(D)
≤ C‖f‖L2r(D).
Proof. Let u` be as in Proposition 4.1 and g` = ∂rr
−1∂r(ru`). Our proof is based on the
identity
(4.3) ∂r(
u`
r
) = − 1
r3
∫ r
0
s2g`(s, z) ds.
This identity follows by integration by parts:
− 1
r3
∫ r
0
s2g`(s, z) ds = − 1
r3
(
r∂r(ru`)−
∫ r
0
2∂r(ru`)(s, z) ds
)
= − 1
r3
(
r∂r(ru`)− 2ru`
)
= ∂r(u`/r).
The operations above are justified because u` is smooth. Now we apply the Hardy in-
equality [11], ∫ 1
0
rα
∣∣∣∣1r
∫ r
0
F (s) ds
∣∣∣∣2 dr ≤ 4(1− α)2
∫ 1
0
rα |F (r)|2 dr
with α = −3 and F (s) = s2g`(s, z) to bound the right hand side of (4.3). This yields∥∥∂r(u`
r
)∥∥2
L2r(D)
≤ 1
4
‖g`‖2L2r(D).
Since f` = −g` − ∂zzu` and since Theorem 3.1 gives ‖∂zzu`‖L2r(D) ≤ C‖f`‖L2r(D), we have
(4.4)
∥∥∂r(u`
r
)∥∥2
L2r(D)
≤ C‖f‖2L2r(D).
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Now, by standard arguments using Proposition 4.1, it follows that the distributional
derivative ∂r(u/r) exists in L
2
r(D) and
(4.5) ‖∂r(u
r
)‖2L2r(D) ≤ C‖f‖2L2r(D).
It now only remains to prove that
(4.6) ‖∂rru‖L2r(D) ≤ C‖f‖L2r(D).
This follows from (4.5) and the identity
∂rru = ∂rr
−1∂r(ru)− ∂r(u/r)
since ‖∂rr−1∂r(ru)‖L2r(D) ≤ C‖f‖L2r(D) by Theorem 3.1. 
Remark 4.1. Note that although Theorem 4.1 shows that the second derivatives ∂rru, ∂rzu
and ∂zzu are in L
2
r(D), it is not true in general that u
Ω ∈ H2(Ω). This is because H˘2(Ω) is
not isomorphic to H2r (D) (see [3] for more results in this direction). Indeed, as indicated
by (2.10), one would also need ∂ru ∈ L21/r(D) for uΩ to be in H˘2(Ω), a condition not given
by Theorem 4.1.
4.2. An approximation estimate. Now consider the finite element approximation de-
fined by (4.2) using the bilinear space V θh defined in (4.1). First we prove approximation
properties of V θ in the required norms using the nodal interpolant Πθh : H˜
2
r (D) 7→ V θh . On
every element K, (Πhv)|K is defined as the unique function in the span of 1, r, z, and rz
satisfying
(Πθhv)(ri, zj) = v(ri, zj), i, j = 0, 1,
where the notation for coordinates of vertices of K are as in (2.13). Proposition 3.2 shows
that Πθh is a well defined operator on H˜
2
r (D). Error estimates for this interpolant and the
resulting finite element error estimates are given by the next theorem.
Theorem 4.2. For all v ∈ H2r (D) ∩ H˜2r (D) we have
‖v − Πθhv‖aθ ≤ Ch
(|v|H2r (D) + |v|  H2r (D)).
Consequently, if u satisfies (3.3) and uh satisfies (4.2), then
‖u− uh‖aθ ≤ Ch‖f‖L2r(D).
Proof. Let ε = u−Πθhu. First let us estimate ε on elements K with an edge on the {r = 0}
axis. A simple calculation shows that
(Π˜θhv)|K = (Πθhv)|K
on all such elements (where Π˜θh is as defined in (3.10)). Consequently, by the same
arguments as in the proof of Theorem 3.2, we have
|ε|  H1r (K) ≤ Ch|v|  H2r (K).
Now consider the remaining elements. By Proposition 3.1,
C‖ε‖aθ ≤ |ε|H1r (D) + ‖ε‖L21/r(D).
On the elements under consideration,
(Πhv)|K = (Πθhv)|K
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where Πh is as defined in Section 2. Consequently, by the same arguments as in Theo-
rem 2.2, we obtain that
|ε|H1r (D) ≤ Ch|ε|H2r (D).
Therefore it only remains to estimate ‖ε‖L2
1/r
(D). If K has coordinates as in (2.13), by
standard estimates (in non-weighted Sobolev spaces) for the interpolant, we have
‖ε‖2L2
1/r
(K) ≤ C
1
r0
‖ε‖2L2(K) ≤ C
1
r0
h4|u|2H2(K) ≤ Ch2
(h2
r20
)|u|2H2r (K).
Since h/r0 ≤ 1 for the elements under consideration now, the interpolation error estimate
of the theorem follows. The finite element error estimate follows as a corollary using also
Theorem 4.1. 
5. Multigrid analysis
All the discretizations that we considered in the previous sections were based on the
mesh Th. Now we assume the standard geometric multigrid setting: The mesh on which
solution is sought, namely Th ≡ TJ , is obtained by successive refinements of a coarse mesh
T1. We assume that T1 is a mesh of congruent square elements, and Tk is obtained from
Tk−1 (k ≥ 2) by dividing each square element of Tk−1 into four congruent squares. We
will analyze the convergence of the multigrid V-cycle algorithm in this setting for all of
the previous applications.
Let Vk denote one of the previously defined finite element spaces Vh, V
θ
h , or V˜
θ
h on the
mesh Tk. Then Vk is a subspace of the Sobolev space V which we take to be as defined
by (2.3) for the Laplace application, and as defined by (3.2) for the Maxwell application.
Then
V1 ⊂ V2 ⊂ · · · ⊂ VJ ⊂ V.
Let a(·, ·) denote one of the previously defined bilinear forms on V × V (a is either ar or
aθ). To state the multigrid V-cycle in a form suitable for both the applications, define
Qk : L
2
r(D) 7→ Vk, Pk : V 7→ Vk, and Ak : Vk 7→ Vk by
(Qkw, φ)r = (w, φ)r, for all φ ∈ Vk and w ∈ L2r(D),
a(Pkw, φ) = a(w, φ), for all φ ∈ Vk and w ∈ V,
(Akw, φ)r = a(w, φ), for all φ and w ∈ Vk.
We want to compute the finite element solution uh = A
−1
J QJf efficiently using the stan-
dard V-cycle multigrid algorithm. For any g ∈ VJ , the V-cycle iterates v(i) approximating
v = A−1J g satisfy the linear iteration
(5.1) v(i+1) = v(i) + BJ(g − AJg),
where BJ : VJ 7→ VJ is the operator defined recursively below:
(1) B1 = A
−1
1 .
(2) If k > 1, define Bk : Vk 7→ Vk by Bkg = v1 where v1 is computed as follows:
(a) Pre-smoothing: v1/3 = Rtkg.
(b) Coarse grid correction:
v2/3 = v1/3 + Bk−1Qk−1(g − Akv1/3).
(c) Post-smoothing: v1 = v2/3 + Rk(g − Akv2/3).
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In the above algorithm, the operator Rk represents a point Gauss-Seidel or Jacobi
smoother and Rtk denotes its adjoint with respect to (·, ·)r. Specifically, Rk is defined
using a splitting of the finite element space as follows: Let Nk = dim(Vk) and let xi,
i = 1, 2, . . . , Nk, be any enumeration of the vertices of the mesh Tk which are degrees of
freedom. Let Dk,i denote the domain formed by the four or two elements connected to the
vertex xi. Let Vk,i denote the set of functions in Vk which are supported on Dk,i. Define
Qk,i : L
2
r(Dk,i) 7→ Vk,i, Pk,i : V 7→ Vk,i, and Ak,i : Vk,i 7→ Vk,i, by
(Qk,iw, φ)r = (w, φ)r, for all φ ∈ Vk,i and w ∈ L2r(Dk,i),
a(Pk,iw, φ) = a(w, φ), for all φ ∈ Vk,i and w ∈ V,
(Ak,iw, φ)r = a(w, φ), for all φ and w ∈ Vk,i.
Define the the additive Jacobi smoother by
Jk =
Nk∑
j=1
A−1k,jQk,j,
and the multiplicative Gauss-Seidel smoother by
(5.2) Gk =
(
I − (I − Pk,Nk)(I − Pk,Nk−1) · · · (I − Pk,1)
)
A−1k .
We can set Rk in the V-cycle to either αJk for some scaling factor α, or Gk.
Remark 5.1. In the above presentation of the multigrid algorithm, it appears that one is
required to compute the action of Qk−1. The mass matrix inversion associated with this
can be avoided in implementation due to the special form of the smoothers. In addition,
the action of Gk is not implemented as presented in (5.2). In fact, its implementation
avoids the computation of A−1k . For details on these implementation issues, see, e.g., [7].
Local estimates enable us to prove the following basic two sided bound on the additive
operator. This will be an important ingredient in the multigrid analysis. Similar estimates
are well known for standard applications in non-weighted Sobolev spaces.
Lemma 5.1. There is a constant C   independent of k such that for all v ∈ Vk,
1
4
a(v, v) ≤ (J−1k v, v)r ≤ C  
1
h2k
(v, v)r,
where hk is the mesh size of Tk.
With the help of this lemma, we can now prove the uniform convergence of V-cycle for
the axisymmetric Laplace and Maxwell equations.
Theorem 5.1. The multigrid V-cycle with the smoother Rk set to either the scaled Jacobi
smoother αJk with 0 < α < 1/2 or the Gauss-Seidel smoother Gk converges at a rate
independent of h: There is a δ < 1 independent of k such that
(5.3) 0 ≤ a((I −BkAk)v, v) ≤ δa(v, v), for all v ∈ Vk.
Proof. The case of the Jacobi smoother: According to [8, Lemma 2.1], once we prove that
the spectrum
(5.4) σ(I − RkAk) ⊆ [−θ, 1), for all k,
AXISYMMETRIC PROBLEMS 16
and
(5.5) (R−1k (I − Pk−1)v, (I − Pk−1)v)r ≤ CP ‖v − Pk−1‖2a, for all v ∈ Vk,
then (5.3) follows with
(5.6) δ =
γCP
1 + γCP
, with γ = max
(
1
2
,
θ2
1− θ
)
.
To verify (5.4), note that by Lemma 5.1, σ(αJkAk) ⊂ (0, 4α], so
σ(I − αJkAk) ⊂ [1− 4α, 1).
If we choose 0 < α < 1/2, then (5.4) holds with θ = 4α− 1.
To verify the second condition (5.5), we first use a duality argument. Let w ∈ V satisfy
a(w, φ) = (v − Pk−1v, φ)r, for all φ ∈ V.
Then, using Theorems 2.2, 3.2, or 4.2, as appropriate,
‖w − Pk−1w‖a ≤ Chk‖v − Pk−1v‖L2r(D).
Hence,
(v − Pk−1v, v − Pk−1v)r = a(w, v − Pk−1v)
= a(w − Pk−1w, v − Pk−1v)
≤ ‖w − Pk−1w‖a‖v − Pk−1v‖a
≤ Ch‖v − Pk−1v‖L2r(D)‖v − Pk−1v‖a.
Thus,
(5.7) ‖v − Pk−1v‖L2r(D) ≤ Chk‖v − Pk−1v‖a.
The proof of (5.5) can now be completed using (5.7). Indeed,
(α−1J−1k (I − Pk−1)v, (I − Pk−1)v)r ≤
C  
αh2k
‖v − Pk−1v‖2L2r(D), by Lemma 5.1,
≤ C‖v − Pk−1v‖2a, by (5.7),
so (5.5) holds.
The case of the Gauss-Seidel smoother: According to [8, Lemma 2.2], once we verify
that
(5.8) ‖I − RkAk‖a ≤ 1,
and
(5.9) (R
−1
k (I − Pk−1)v, v − Pk−1v)r ≤ CM‖(I − Pk−1)‖2a, for all v ∈ Vk,
where Rk = Rk + R
t
k − RtkAkRk, the convergence estimate (5.3) follows with
(5.10) δ =
CM
1 + CM
.
Inequality (5.8) follows from the product representation
I − GkAk = (I − Pk,Nk) · · · (I − Pk,1),
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so it suffices to prove (5.9). Using standard arguments [7] utilizing the fact that a basis
function “interacts” with at most eight other basis functions, it is easy to see that
(5.11)
Nk∑
i=1
a(Pk,iv, v) ≤ 92 a(GkAkv, v).
Since (5.11) implies that a(JkAkv, v) ≤ 92 a(GkAkv, v), by Lemma 5.1, we obtain
h2k
C  
(w, w)r ≤ (Jkw, w)r ≤ 92(Gkw, w)r, for all w ∈ Vk.
Consequently,
(G
−1
k (v − Pk−1v), v − Pk−1v)r ≤
C   92
h2k
‖v − Pk−1‖2L2r(D)
≤ C‖v − Pk−1v‖2a, by (5.7),
so (5.9) follows. 
6. Numerical results
In this section, we give the results of numerical experiments illustrating the convergence
rates of the V-cycle multigrid algorithm. We report three numerical experiments, one for
the axisymmetric Laplace problem and two for the azimuthal Maxwell problem. In all
cases, we divide the unit square into n×n square elements with n = 2k and use the finite
element discretizations which we have previously discussed. The boundary conditions are
as described in the previous sections.
We implemented the V-cycle multigrid algorithm with one sweep of point Gauss-Seidel
smoothing as described in Section 5 for all cases. One can use the V-cycle multigrid
operator BJ in two ways. One obvious way to use it is in the linear iteration (5.1). By
Theorem 5.1, this iteration will converge at a rate independent of the number of unknowns.
The rate of convergence in the energy norm is at most δJ ≡ ‖I − BJAJ‖a. Another way
to use the V-cycle is to use BJ as a preconditioner for AJ in a preconditioned conjugate
gradient iteration. In this case the convergence is determined by the condition number of
the preconditioned system κ(BJAJ). Note that by Theorem 5.1,
(1− δJ)a(v, v) ≤ a(BAv, v) ≤ a(v, v),
so κ(BJAJ) ≤ 1/(1 − δJ). Since δJ is bounded away from one independently of J , the
condition number is bounded from above independently of J .
In Table 6.1, we report the values of κ(BJAJ) and the convergence rate ‖I −BJAJ‖a.
These values were computed using estimates of the largest and smallest eigenvalues of
BJAJ provided by a few iterations of the Lanczos method. As we see from the tables,
the observed convergence rates are almost identical and clearly demonstrate a rate of
convergence independent of the number of levels.
Appendix A. Proofs of the lemmas
Proof of Lemma 2.1. In view of Proposition 2.1, it suffices to prove the required estimate
for smooth functions v.
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Bilinear elements 〈r, 1/r, z, z/r〉-elements
Laplace equation Maxwell equation Maxwell equation
J κ(BJAJ) ‖I − BJAJ‖ar κ(BJAJ) ‖I −BJAJ‖aθ κ(BJAJ) ‖I − BJAJ‖aθ
2 1.13 0.12 1.08 0.08 1.08 0.08
3 1.19 0.16 1.17 0.14 1.17 0.14
4 1.20 0.17 1.20 0.17 1.20 0.17
5 1.21 0.17 1.21 0.17 1.21 0.17
6 1.21 0.17 1.21 0.17 1.21 0.17
7 1.21 0.17 1.21 0.17 1.21 0.17
8 1.21 0.17 1.21 0.17 1.21 0.17
9 1.21 0.17 1.21 0.17 1.21 0.17
10 1.21 0.17 1.21 0.17 1.21 0.17
Table 6.1. V-cycle convergence rates
(i) Suppose (2.14) holds. Integrating the equation
v(r, z)− v(r1, Z) = −
∫ r1
r
∂rv(ρ, Z)dρ +
∫ z
Z
∂zv(r, ζ) dζ
over Z ∈ (z0, z1) and using (2.14) we obtain
hv(r, z) = −
∫ z1
z0
∫ r1
r
∂rv(ρ, Z) dρdZ +
∫ z1
z0
∫ z
Z
∂zv(r, ζ) dζdZ, so
h2|v(r, z)|2 ≤ 2h ln(r1
r
)
∫ z1
z0
∣∣∣∣ ∫ r1
r
ρ|∂rv(ρ, Z)|2 dρ
∣∣∣∣dZ + h2 ∫ z1
z0
∫ z
Z
|∂zv(r, ζ)|2 dζdZ.
Hence
h2‖v‖2L2r(K) ≤ 2h2‖∂rv‖2L2r(K)
( ∫ r1
r0
r ln
r1
r
dr
)
+ h4‖∂zv‖2L2r(K).
It is easy to show that ∫ r1
r0
r ln
r1
r
dr
{
= h2/4 if r0 = 0,
≤ h2/2 if r0 > 0,
so the result follows.
(ii) Suppose (2.15) holds. Then, since
(A.1) v(r, z) = v(R, z0) +
∫ z
z0
∂zv(R, ζ) dζ +
∫ r
R
∂rv(ρ, z) dρ,
integrating over R ∈ (r0, r1) and utilizing (2.15), we find that
hv(r, z) =
∫ r1
r0
∫ z
z0
∂zv(R, ζ) dRdζ +
∫ r1
r0
∫ r
R
∂rv(ρ, z) ∂ρdR, so
h2|v(r, z)|2 ≤ 2h ln(r1
r0
)‖∂zv‖2L2r(K) + 2
( ∫ r1
r0
∣∣∣∣ ln rR
∣∣∣∣dR)(∫ r1
r0
∣∣∣∣ ∫ r
R
ρ∂r|v(ρ, z)|2 ∂ρ
∣∣∣∣dR).
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Since ln(r1/r0) = ln(1 + (h/r0)) ≤ h/r0 and
(A.2)
∫ r1
r0
∫ r1
r0
r
∣∣∣∣ ln rR
∣∣∣∣ dRdr = r0r1h + 512h3 − ln(r1r0 )(r30 + 12(3r20h + r0h2)) ≤ 11h
3
12
,
we obtain after further integration that
h2‖v‖2L2r(K) <
3
2
h4‖∂zv‖2L2r(K) + 2h4‖∂rv‖2L2r(K),
from which the needed estimate follows.
(iii) Suppose (2.16) holds. Multiplying (A.1) by R1/2 and integrating over R gives
2
3
h3/2v(r, z) =
∫ r1
0
∫ z
z0
R1/2∂zv(R, ζ) dζdR +
∫ r1
0
∫ r
R
R1/2∂rv(ρ, z) dρdR.
Proceeding as before, we find that
4
9
h3‖v‖2L2r(K) ≤ h5‖∂zv‖2L2r(K) + h2‖∂rv‖2L2r(K)
∫ r1
0
∫ r1
0
r
∣∣∣∣ ln rR
∣∣∣∣dRdr.
The integral can be evaluated by taking the limit as r0 → 0 in the equality of (A.2). Then
we get the required inequality.
(iv) Proof of the last case is similar to the one above. 
Proof of Lemma 2.2. It is easy to verify that
∂rz(Πhv) =

3
2h5/2
∫ h
0
∫ z1
z0
ρ1/2∂rzv(ρ, ζ) dρdζ if r0 = 0,
1
h2
∫ r1
r0
∫ z1
z0
∂rzv(ρ, ζ) dρdζ if r0 > 0.
The estimate of the lemma follows taking norms on both sides and applying the Cauchy-
Schwarz inequality. 
Proof of Lemma 3.1. Let u ∈ H˜1r (D). First, we extend u to a function u˜ on the right half
plane R2+ ≡ {(r, z) : r > 0} such that
(A.3) ‖u˜‖  H1r (  2+) ≤ C‖u‖
 
H1r (D)
.
This can be done as follows: (i) Reflect u about the {z = 0} line to get a function
in the rectangle {0 < r < 1,−1 < z < 1}. It can be easily seen that the standard
arguments that prove that reflection gives bounded extensions apply to our weighted
Sobolev space as well. (ii) Next, reflect the combined function about the {z = 1} line to
get a function in {0 < r < 1,−1 < z < 3}. (iii) Now reflect about the {r = 1} line to
get a function in {0 < r < 3/2,−1 < z < 3}. Note that this reflection does not reflect
the values of u near the {r = 0} line to the r > 1 side. (iv) Finally, u˜ is obtained by
multiplying the function resulting from the previous steps with a smooth cut off function
that is identically one in a neighborhood of D and has compact support in the extended
rectangle {0 < r < 3/2,−1 < z < 3}. This function satisfies (A.3).
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Next we cut off the function u˜ to zero smoothly near the {r = 0} line. Let χε(r) ∈
C∞(R2+) be a cutoff function satisfying
0 ≤ χε ≤ 1(A.4)
χε(r) =
{
1 if r ≥ ε,
0 if r ≤ ε/2,(A.5)
|∂rχε(r)| ≤ C/ε for all r,(A.6)
and define
u˜ε = χε(r) u˜(r, z).
Then, if Sε denotes the strip {(r, z) : 0 < r < ε}, we have
‖u˜ε − u˜‖2L2
1/r
(   2
+
) ≤ ‖u˜‖2L2
1/r
(Sε)
,
‖∂r(u˜ε − u˜)‖2L2r(   2+) =
∫
 
2
+
∣∣∣∣∂ru˜(1− χε) + u˜ ∂r(1− χε)∣∣∣∣2rdrdz
≤ 2‖∂ru˜‖2L2r(Sε) + C ‖u˜/r‖
2
L2r(Sε)
,
‖∂z(u˜ε − u˜)‖2L2r(   2+) ≤ ‖∂z(u˜ε − u˜)‖
2
L2r(Sε)
.
Since ‖u˜‖  H1r (Sε) → 0 as ε → 0, we find that given any  > 0 we can find ε > 0 for which
(A.7) ‖u˜ε − u˜‖  H1r (   2+) ≤ .
Finally, we mollify the function u˜ε obtained above. Let
φδ(r, z) =
{
cφ,δ e
−( δ
2
δ2−r2−z2
)
if r2 + z2 < δ2
0 otherwise,
where the constant cφ,δ is chosen such that
∫
 
2 φδ(r, z) drdz = 1. Define
u˜εδ = u˜ε ∗ φδ.
If we choose δ < ε/4 then
‖u˜εδ − u˜ε‖L2
1/r
(   2
+
) ≤
4
ε
‖u˜εδ − u˜ε‖L2(   +).
Moreover, by the well known properties of mollifiers, ‖u˜εδ− u˜ε‖H1(   2) → 0 as δ → 0. Now
choosing δ > 0 further smaller if necessary, we can ensure that
‖u˜εδ − u˜ε‖L2(   +) ≤ ε and ‖u˜εδ − u˜ε‖H1(   +) ≤ ,
so that
‖u˜εδ − u˜ε‖  H1r (   2+) ≤ 5.
Combining this with (A.7) we conclude that for the arbitrarily given , there exist ε and
δ such that
‖u˜εδ − u‖  H1r (D) ≤ 6
and u˜εδ ∈ C∞(D¯) ∩ L21/r(D). 
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Proof of Lemma 3.2. Because of Lemma 3.1, it suffices to prove the stated inequality for
v ∈ C∞(D¯) ∩ L21/r(D). For such v,
v(r, z)2 − v(a, z)2 =
∫ r
a
∂rv
2(ρ, z) dρ.
Integrating with respect to z we get∫ z1
z0
v(a, z)2 dz =
∫ z1
z0
v(r, z)2 dz −
∫ z1
z0
∫ r
a
2v(ρ, z)∂rv(ρ, z) dρ dz.
Applying the Cauchy-Schwarz inequality and integrating both sides with respect to r,
h‖v‖L2(Sa) ≤ ‖v‖2L2(K) + 2h‖v‖L2
1/r
(K)‖∂rv‖L2r(K)
≤ r1‖v‖2L2
1/r
(K) + h‖v‖2L2
1/r
(K) + h‖∂rv‖2L2r(K).
Hence the lemma is proved. 
Proof of Lemma 3.3. On any element K (with coordinates as in (2.13)), the following
identities hold:
∂r
1
r
∂r(rΠ˜
θ
hu) = 0,(A.8)
∂z
1
r
∂r(rΠ˜
θ
hu) =
2
h2(r1 + r0)
∫
K
∂rz(ru) drdz,(A.9)
∂zzΠ˜
θ
hu = 0,(A.10)
∂rzΠ˜
θ
hu =
1
h2(r1 + r0)
[
(1 +
r1r0
r2
)
∫
K
∂rz(ru) drdz(A.11)
− hr1r0
r2
∫ z1
z0
(∂zu(r1, ζ) + ∂zu(r0, ζ)) dζ
]
.
These identities hold even when r0 = 0. Taking L
2
r(K)-norms on both sides of (A.9) and
applying the Cauchy-Schwarz inequality gives
‖∂z 1
r
∂r(rΠ˜
θ
hu)‖2L2r(K) ≤ ‖
1
r
∂rz(ru)‖2L2r(K) ≤ |u|2 H2r (K).
For (A.11), we take L2r(K)-norms on both sides, apply triangle inequality, and estimate
the line integrals using Lemma 3.2:
‖∂rzΠ˜θhu‖2L2r(K) ≤ 4‖
1
r
∂rz(ru)‖2L2r(K) + 4
r1 + h
r1 + r0
‖1
r
∂zu‖2L2r(K) + 4
h
r1 + r0
‖∂rzu‖2L2r(K).
Summing over all elements and applying Proposition 3.1 completes the proof of the lemma.

Proof of Lemma 5.1. Since
a(JkAkv, v) =
Nk∑
j=1
a(Pk,iv, v) =
Nk∑
j=1
a(Pk,iv, Pk,iv) ≤
Nk∑
j=1
|v|2H1r (Dk,i) ≤ 4a(v, v),
the lower inequality is proved.
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To prove the upper inequality, we apply a well known characterization of additive
operators [7]. Specifically, for any v ∈ Vk decomposed as v =
∑Nk
i=1 vi with vi ∈ Vk,i, we
have
(J−1k v, v) =
Nk∑
i=1
a(vi, vi).
Hence it suffices to show that
(A.12)
Nk∑
i=1
a(vi, vi) ≤ C
h2k
‖v‖2L2r(D).
This inequality will follow (by summing) once we prove the local inequality
(A.13) aK(vi, vi) ≤ C
h2k
‖v‖2L2r(K),
for all K and i such that vi is nonzero on K. Here a
K(·, ·) denotes the restriction of the
integrals appearing in a(·, ·) to K. We split the proof of (A.13) into several cases (wherein
we omit the multilevel subscript k for convenience).
We first consider elements K which intersect Γ0, i.e., K = [r0, r1]× [z0, z1] with r0 = 0.
The analysis proceeds by mapping to the unit square and using the equivalence of norms
on a fixed finite dimensional subspace of bilinear functions defined on the unit square.
For example, if a = ar,
aK(vi, vi) = h
∫ 1
0
∫ 1
0
rˆ(|∂rˆvˆi|2 + |∂zˆvˆi|2) drˆdzˆ
≤ Ch‖vˆ‖L2rˆ((0,1)2) = Ch
−2‖v‖L2r(K).
Here rˆ = r/h and zˆ = (z − z0)/h. The above argument also works for a = aθ with the
bilinear approximation space V θh . It also works for the approximation space V˜
θ
h, because
on the elements under consideration, the span of r, 1/r, rz and z/r reduces to bilinear
functions.
For r0 > 0, bilinear elements with a = ar and a = aθ are treated using the analogous
well known results for bilinear finite elements in unweighted norms. For example, if a = ar,
aK(vi, vi) ≤ r1
∫
K
(|∂rvi|2 + |∂zvi|2) drdz
≤ Cr1
h2
‖v‖2L2(K) ≤
Cr1
r0h2
‖v‖2L2r(K).
The estimates for a = aθ are similar.
Finally, we need to consider the case of r0 > 0 and V˜
θ
h. We begin by observing that for
any function w in V˜ θh, the function q(r, z) ≡ rw(r, z)|K is a linear combination of r2, 1, zr,
and z. Let rˆ = (r− r0)/h, zˆ = (z− z0)/h, and qˆ(rˆ, zˆ) = q(r, z). Let Vˆ denote the span of
rˆ2, rˆ, rˆzˆ, zˆ, 1 on the unit square. We clearly have qˆ ∈ Vˆ . Because Vˆ is finite dimensional,
scaling arguments show that there are constants C1 and C2 independent of h and q such
that
(A.14) C1‖q‖2L2(K) ≤ h2
1∑
i=0
2∑
j=0
q(r0 + jh/2, z0 + ih)
2 ≤ C2‖q‖2L2(K).
AXISYMMETRIC PROBLEMS 23
Without loss of generality, let xi = (r0, z1) be the vertex corresponding to vi. Then,
letting p(r, z) ≡ rvi(r, z), we have by (A.14),
‖rvi‖2L2(K) = ‖p‖2L2(K) ≤ Ch2r20v(r0, z1)2
≤ Ch2
1∑
i=0
2∑
j=0
(r0 + jh/2)
2 v(r0 + jh/2, z0 + ih)
2
≤ C‖rv‖2L2(K).(A.15)
To prove (A.13), we use inverse inequalities for quadratic functions. Since rvi is qua-
dratic on K,
aKθ (vi, vi) ≤
1
r0
∫
K
(|∂r(rvi)|2 + |∂z(rvi)|2) drdz
≤ 1
r0h2
‖rvi‖2L2(K) ≤
C
r0h2
‖rv‖2L2(K)
≤ Cr1
r0h2
‖v‖2L2r(K).
This completes the proof of the lemma. 
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