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Abstract
In this paper we review some of the main achievements of the semiring-
theoretic approach to MV-algebras initiated and pursued mainly by the
present authors and their collaborators. The survey focuses mainly on the
connections between MV-algebras and other theories that such a semiring-
based approach enabled, and on an application of such a framework to
Digital Image Processing.
We also give some suggestions for further developments by stating
several open problems and possible research lines.
1 Introduction
A fuzzy set (class) A in X is characterized by a membership (char-
acteristic) function fA(x) which associates with each point x in X a
real number in the interval [0, 1], with value fA(x) at x representing
the “grade of membership” of x in A.
This was the original definition of fuzzy set given by Lotfi A. Zadeh [65]
in 1965. The simplicity of such a definition is now well known to be only
apparent; indeed many questions about fuzzy sets — especially those regarding
their proper logical and algebraic settings — do not have ultimate answers and
still nowadays are a matter of study.
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Indeed, while classical set theory finds its natural algebraic framework in the
theory of Boolean algebras and its proper logical setting in Classical Logic, the
class of fuzzy subsets of a given set may have many different algebraic structures
and corresponding logics. Concerning fuzzy logic, two main directions have to
be distinguished (cf. [66]): fuzzy logic in the broad sense and in the narrow
one. The former serves mainly as a mathematical framework for fuzzy control,
analysis of vagueness in natural language, and several other applications. It
is developed more from a technical point of view, rather than a theoretical
one, being in fact one of the techniques of soft-computing. Fuzzy logic in the
narrow sense is a class of logical systems with a comparative notion of truth,
whose theories are developed respecting the rules and the spirit of symbolic logic
(syntax, semantics, axiomatization, truth-preserving deduction, completeness,
etc.), thus being special cases of many-valued logics (cf. [33]).
In this paper we shall focus our attention on fuzzy logic in the narrow sense
and in particular to the class of MV-algebras [8], the algebraic semantics of
Łukasiewicz propositional logic. Fuzzy logic in the narrow sense still has plenty
of realizations in different formal systems; they are essentially the logics whose
standard algebraic semantics is the real unit interval equipped with the usual
order relation and a left-continuous t-norm which is meant to interpret the
logical strong conjunction (hence a strong intersection, from a set-theoretic point
of view) [33].
Łukasiewicz logic [47–49] is one of the longest-known many-valued logics.
The algebraic semantics of such a logic, and connected structures, boasts a wide
literature which is developed in (obviously term-equivalent) different fashions
such as, for example, Wajsberg algebras, bounded hoops, and MV-algebras —
the latter being the one we shall refer to (see, e.g., [16, 17, 23–25, 27, 28, 42, 43,
50–55]).
Among the various fuzzy logics (and corresponding algebras), Łukasiewicz
logic and MV-algebras are — in our opinion — the ones that best preserve
some properties of symmetry. This statement can be better explained by the
following observations.
In any Boolean algebra 〈B,∨,∧,∗ , 0, 1〉, the conjunction ∧ is a residuated
operation, thus it defines a residuum→ which has the following properties: x→
0 = x∗ and x→ y = x∗∨y. Analogously, in any MV-algebra 〈A,⊕,,∗ , 0, 1〉, the
strong conjunction  is residuated and its residuum→ verifies similar equations:
x→ 0 = x∗ and x→ y = x∗ ⊕ y.
The equation x → 0 = x∗ also means that the logical equivalence between
“not ϕ” and “ϕ implies False”, which holds in classical logic and is intuitively
well-founded and justified, is still verified in Łukasiewicz fuzzy logic. Moreover,
in [33, page 28], the author states:
Note that the dual notion of a t-conorm [. . . ] will not play any
important role in this book. This is because conjunction and dis-
junction do not have any dual relation to the implication.
In fact this is true for all of the best-known fuzzy logics except Łukasiewicz
one. Indeed, in Łukasiewicz logic, (strong) conjunction and disjunction have, as
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standard algebraic semantics, a t-norm and its dual t-conorm — such a duality
involving negation and implication too.
Last, De Morgan’s laws for Boolean algebras have MV-algebraic analogues:
(x ∨ y)∗ = x∗ ∧ y∗ (x⊕ y)∗ = x∗  y∗
(x ∧ y)∗ = x∗ ∨ y∗ (x y)∗ = x∗ ⊕ y∗.
In [18], the authors initiated a further approach to the study of MV-algebras
by looking at these structures as a special class of idempotent semirings. This
approach was eventually enforced in [3] where the authors defined a category of
idempotent semirings, called MV-semirings, proved that it is isomorphic to the
one of MV-algebras, and furthermore characterized the class of commutative
rings whose ideals form an MV-semiring.
The theories of semirings and idempotent semirings are nowadays well-
established and find applications in many fields, such as discrete mathematics,
computer science, computer languages, linguistic problems, finite automata, op-
timization problems, discrete event systems, computational problems (see, for
instance, [11, 30–32, 37–41, 45, 46]), and fuzzy sets too [44]. The theory arising
from the substitution of the field of real numbers with the “max-plus” (or “trop-
ical”) semifield 〈R ∪ {−∞},max,+,−∞, 0〉 is often referred to as idempotent or
tropical mathematics. In this area, relevant works the reader may refer to are —
among others — [32,59].
The aforementioned papers [3, 18] made clear that looking at MV-algebras
as special idempotent semirings gives the opportunity of importing results and
techniques from the theory of semirings and, consequently, in some cases from
ring theory too.
Therefore the main aim of subsequent studies such as, in particular, [4]
and [21] was precisely to use the semiring-theoretic viewpoint as an inspiration
and a tool for the study of MV-algebras.
The results achieved so far are very encouraging. Moreover, besides serving
MV-algebra theory they suggest a possible “payback,” namely, that MV-algebras
can on their turn give ideas and tools to semiring and semifield theories. It is
worth noticing also that, as well as MV-algebras, various other logic-related al-
gebraic structures can be viewed as special idempotent semirings, and therefore
this approach could be further extended.
In this paper we basically review the results achieved in [4], [20] and [21]
by adopting the semiring-theoretic viewpoint on MV-algebras. Furthermore we
pose several problems and questions with the aim of stimulating their investi-
gation. The paper is organized as follows.
In Section 2 we recall the basic definitions and results on Łukasiewicz logic
and MV-algebras while Section 3 contains preliminaries about semirings, MV-
semirings, and their respective semimodules.
In Section 4 we recall the characterization of finitely generated projective
MV-semimodules that allows to construct of the Grothendieck group K0A of
any MV-algebra A and to prove that K0 defines a functor from the category of
MV-algebras to the one of Abelian groups.
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Section 5 is devoted to the connection between MV-semirings and idem-
potent semifields with a strong order unit (u-semifields, for short) which is
basically a different presentation of Mundici’s categorical equivalence between
MV-algebras and Abelian u`-groups, the latter category being isomorphic to
the one of idempotent u-semifields. Such a reformulation has two merits. On
the one hand, MV-semirings and u-semifields are both subcategories of the one
of idempotent semirings and, for any u-semifield F and corresponding MV-
semiring A, we have that the latter is also homomorphic image of the former in
the larger category. On the other hand, such a quotient morphism from F to A
induces a strong relationship between the respective categories of semimodules;
more precisely, A-sMod turns out to be, up to a natural isomorphism, a full
subcategory of F -sMod .
In Section 6 we report the main construction and result of [4], that is, the
representation of any MV-semiring (and therefore of any MV-algebra) as the
semiring of the global sections of its own Grothendieck sheaf.
An application of MV-semirings and semimodules to Digital Image Process-
ing was presented in [20]. We briefly review that algorithm in Section 7.
Last, in Section 8 we add some concluding remarks and above all we pose
some questions indicating directions for future research.
2 Łukasiewicz logic and MV-algebras
The language of Łukasiewicz Propositional Logic (ŁPL) consists of a denumer-
able set of variables Var = {xi | i ∈ ω}, the binary connective → and the unary
one ¬, and parentheses. Well-formed formulas are built recursively as usual:
(F1) every variable is a formula,
(F2) if ϕ is a formula, so is ¬ϕ,
(F3) if ϕ and ψ are formulas, so is ϕ→ ψ,
(F4) all formulas are built by iterative applications of (F1–F3).
The only inference rule for ŁPL is Modus Ponens
MP
ϕ ϕ→ ψ
ψ
,
and the set AxŁ of axioms is determined by the following four axiom schemes:
(Ł1) ϕ→ (ψ → ϕ),
(Ł2) (ϕ→ ψ)→ ((ψ → χ)→ (ϕ→ χ)),
(Ł3) ((ϕ→ ψ)→ ψ)→ ((ψ → ϕ)→ ϕ),
(Ł4) (¬ϕ→ ¬ψ)→ (ψ → ϕ).
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An MV-algebra is an algebra 〈A,⊕,∗ , 0〉 of type (2, 1, 0) that satisfies the
following equations
(MV1) x⊕ (y ⊕ z) = (x⊕ y)⊕ z;
(MV2) x⊕ y = y ⊕ x;
(MV3) x⊕ 0 = x;
(MV4) (x∗)∗ = x;
(MV5) x⊕ 0∗ = 0∗;
(MV6) (x∗ ⊕ y)∗ ⊕ y = (y∗ ⊕ x)∗ ⊕ x.
On every MV-algebra it is possible to define another constant 1 and two
further operations as follows:
• 1 = 0∗,
• x y = (x∗ ⊕ y∗)∗,
• x	 y = x y∗,
• x→ y = x∗ ⊕ y.
The following properties follow immediately from the definitions
(MV7) 1∗ = 0,
(MV8) x⊕ y = (x∗  y∗)∗,
(MV9) x⊕ x∗ = 1,
while (MV5) and (MV6) can be reformulated as follows
(MV5) x⊕ 1 = 1,
(MV6) (x	 y)⊕ y = (y 	 x)⊕ x.
MV-algebras are known to be the equivalent algebraic semantics (in the sense
of Blok and Pigozzi [5]) of ŁPL via the interpretation of each ŁPL formula ϕ
as the equation τ(ϕ) ≈ 0∗ in the language of MV-algebras, where τ(ϕ) is the
MV-algebraic term in the same variables of ϕ obtained recursively by applying
the following rules:
• τ(xi) = xi, for any variable xi,
• τ(ψ → ξ) = τ(ψ)∗ ⊕ τ(ξ) for any two formulas ψ and ξ,
• τ(¬ψ) = τ(ψ)∗ for any formula ψ.
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It is well known that MV-algebras are naturally equipped with an order
relation defined as follows
x ≤ y if and only if x∗ ⊕ y = 1. (1)
Moreover it is easy to verify that x∗ ⊕ y = 1 is indeed equivalent to each of the
following conditions
• x y∗ = 0;
• y = x⊕ (y 	 x);
• there exists an element z ∈ A such that x⊕ z = y.
The order relation also determines a lattice structure on A, with 0 and 1
respectively bottom and top element, and ∨ and ∧ defined as follows
x ∨ y = (x y∗)⊕ y = (x	 y)⊕ y, (2)
x ∧ y = (x∗ ∨ y∗)∗ = x (x∗ ⊕ y). (3)
It is worth noticing that ⊕, , and ∧ distribute over any existing join and,
analogously, ⊕,  and ∨ distribute over any existing meet, in any MV-algebra
A. In other words, for any family {bi}i∈I of elements of A for which there exists∨
i∈I bi, for any family {ci}i∈I for which there exists
∧
i∈I ci, and for any a ∈ A,
– a •∨i∈I bi = ∨i∈I a • bi, for • ∈ {⊕,,∧},
– a •∧i∈I ci = ∧i∈I a • ci, for • ∈ {⊕,,∨}.
The best-known example of MV-algebra is the real unit interval [0, 1] with
the sum x⊕ y := min{x+ y, 1} and the involution x∗ := 1− x. The product is
then defined by xy := max{x+y−1, 0}, and the resulting lattice structure is
the natural totally ordered one. For a comprehensive exposition of MV-algebra
theory, we refer the reader to [10].
It is well known that the MV-algebra [0, 1] generates the whole class of
MV-algebras both as a variety and as a quasi-variety. This means that, in
order to determine whether an equation or a quasi-equation holds or not in all
MV-algebras, it suffices to do it for [0, 1]. Moreover, it is known as well that
Łukasiewicz propositional calculus is standard complete, that is, the following
soundness and completeness theorem — which comes essentially from results by
Rose and Rosser [60] and Chang [6–8] — holds.
Theorem 2.1. Let ϕ be a well-formed formula of Łukasiewicz propositional
logic. The following conditions are equivalent:
(a) ϕ is provable in ŁPL;
(b) ϕ is valid in all MV-algebras;
(c) ϕ is valid in all totally ordered MV-algebras;
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(d) ϕ is valid in the MV-algebra [0, 1].
We also recall that, for any non-empty set X, [0, 1]X with pointwise defined
operations is an MV-algebra as well, and it is often referred to as the MV-algebra
of fuzzy subsets of X [2].
It is worth recalling the following representation theorem for MV-algebras
[14,15].
Theorem 2.2. Every MV-algebra A is, up to an isomorphism, a subalgebra
of ([0, 1]?)X , the latter being the algebra of functions from some set X to an
ultrapower (which depends only on the cardinality of A) [0, 1]? of [0, 1].
We need also to recall some facts about ideals of MV-algebras. A subset I
of an MV-algebra A is called an ideal if it is a downward closed submonoid of
〈A,⊕, 0〉, i.e. if it satisfies the following properties:
• 0 ∈ I;
• I is downward closed, that is, for all a ∈ I and b ∈ A, b ≤ a implies b ∈ I;
• a⊕ b ∈ I for all a, b ∈ I.
It is self-evident that {0} and A are ideals; an ideal I is called proper if I 6= A
or, that is the same, if 1 /∈ I. The set Id(A) of all ideals of an MV-algebra A
is partially ordered by set-inclusion and is closed under arbitrary intersections.
For any subset S of A, the ideal generated by S, denoted by (S], is defined as the
intersection of all ideals of A containing S; it is characterized by the following
well-known result.
Proposition 2.3 (cf. [10]). For any non-empty subset S of A,
(S] = {a ∈ A | a ≤ x1 ⊕ · · · ⊕ xn, for some n ∈ ω and x1, . . . , xn ∈ S}.
An immediate consequence of Proposition 2.3 is the following.
Corollary 2.4. Let A be an MV-algebra and S a subset of A. Then the ideal (S]
generated by S is proper if and only if, for any n ∈ ω and for any a1, . . . , an ∈ S,
a1 ⊕ · · · ⊕ an < 1.
It is also known that any non-trivial MV-algebra has maximal ideals; more
precisely, any proper ideal of an MV-algebra is contained in a maximal one.
The set of all maximal ideals of A is denoted by MaxA, the intersection of all
maximal ideals of A — which is, on its turn, an ideal — is called the radical
of A: RadA :=
⋂
MaxA. Semisimple algebras, as usual, are defined as the
subdirect products of simple algebras. However, in the theory of MV-algebras,
they can be characterized as (non-trivial) algebras whose radical is {0}, and
such a characterization is most often used as definition. It is worth noticing
that Boolean algebras are all semisimple MV-algebras.
Let P be an ideal of an MV-algebra A. If a ∧ b ∈ P implies that a ∈ P or
b ∈ P , for any a, b ∈ A, then P is called prime. Usually the set of all prime
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ideals of A is denoted by SpecA; here we shall denote it byMVSpecA in order to
distinguish it from the set of prime ideals of the semiring reducts of A which will
be introduced in next section. MVSpecA can be naturally equipped with the
Zarisky topology, namely with the topology generated by the basis of compact
open sets {U(a) | a ∈ A}, where U(a) := {P ∈MVSpecA | a /∈ P} for all a ∈ A.
Such a topological space is called the spectral space of the MV-algebra A.
Ideals and congruences of an MV-algebra A are in one–one correspondence.
Indeed, for any congruence ∼, 0/ ∼ is an ideal and, conversely, for any ideal I,
the relation ∼I defined by “a ∼I b iff d(a, b) := (a  b∗) ⊕ (b  a∗) ∈ I” is a
congruence on A— it is, in fact, the only one for which the class of zero is equal
to I. Therefore, in MV-algebras, the congruence whose corresponding ideal is I
is often denoted by I itself, and the congruence classes and the quotient algebra
are denoted, respectively, by a/I (for all a ∈ A) and A/I. The following result
is a well-known characterization of congruence classes of quotient MV-algebras.
Lemma 2.5. Let A be an MV-algebra and I ∈ Id(A). For all a ∈ A, a/I =
{(a⊕ b) c∗ | b, c ∈ I}.
The bijective correspondence between ideals and congruences in MV-algebras
implies also that simple MV-algebras, i.e. those algebras whose congruence
lattice is the two-element chain, have no non-trivial ideals, that is, Id(A) =
{{0}, A}. It may be worth recalling that ideals and filters are, in MV-algebras
as well as in Boolean algebras, in one–one correspondence to each other. In this
paper, following the tradition of MV-algebras, we shall deal with ideals, but all
the results and constructions presented can be suitably reformulated in terms
of filters.
Besides the fact that Boolean algebras are MV-algebras, it is worth mention-
ing that the so-called Boolean elements of any MV-algebra play an important
role in the whole theory. Hereafter we recall their definition and basic properties.
• An element a of an MV-algebra A is called idempotent or Boolean if a⊕a =
a.
• For any a ∈ A, a⊕ a = a iff a a = a.
• An element a is Boolean iff a∗ is Boolean.
• If a and b are idempotent, then a ⊕ b and a  b are idempotent as well;
moreover we have a⊕ b = a ∨ b, a b = a ∧ b, a ∨ a∗ = 1 and a ∧ a∗ = 0.
• The set B(A) = {a ∈ A | a ⊕ a = a} is a Boolean algebra, usually called
the Boolean center of the MV-algebra A.
• For any a ∈ A and u ∈ B(A), a = (a⊕ u) ∧ (a⊕ u∗) = (a u) ∨ (a u∗).
3 Idempotent semirings and semimodules
In this section we recall some definitions and properties of idempotent semir-
ings and semimodules over them, and we show how MV-algebras and semirings
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are connected. Besides the very basic notions (most of which can be found
in [31]), we shall recall mainly material which will be needed in the next sec-
tions. Throughout the paper, by free or projective structure (semiring, semi-
module, etc.) we shall always mean the corresponding categorical notion, i.e.,
respectively, a free or projective object in the corresponding category.
Definition 3.1. A (unital, idempotent) semiring 〈S,∨, ·, 0, 1〉 is an algebraic
structure with two binary operations and two constants such that
(S1) 〈S,∨, 0〉 is a semilattice with identity,
(S2) 〈S, ·, 1〉 is a monoid,
(S3) · distributes over ∨ from both sides,
(S4) a · 0 = 0 = 0 · a for all a ∈ S.
A semiring S is called commutative if so is the multiplication, and a division
semiring if 〈S \ {0}, ·, 1〉 is actually a group. A commutative division semiring
is called a semifield.
Given two semirings S and S′, a semiring homomorphism from S to S′ is
any map f : S → S′ that preserves the two binary operations and the two
constants.
Henceforth, by a “semiring” we shall always mean an idempotent unital
semiring, except when differently specified.
Definition 3.2. Let 〈S,∨, ·, 0, 1〉 be a semiring. An S-semimodule is a bounded
semilattice 〈M,∨, 0〉 with an external operation with coefficients in S, called
scalar multiplication, · : (a, x) ∈ S ×M 7→ ax ∈ M , such that the following
conditions hold for all a, b ∈ S and x, y ∈M :
(SM1) (ab) · x = a · (b · x),
(SM2) a · (x ∨ y) = (a · x) ∨ (a · y),
(SM3) (a ∨ b) · x = (a · x) ∨ (b · x),
(SM4) 0 · x = 0 = a · 0,
(SM5) 1 · x = x.
Let S be a semiring and M,N be two S-semimodules. A map f : M → N
is an S-semimodule homomorphism if f(x ∨ y) = f(x) ∨ f(y), for all x, y ∈M ,
and f(ax) = af(x), for all a ∈ S and x ∈M .
If S is a semiring and X is a set, the support of a map f : X → S is the set
supp f = {x ∈ X | f(x) 6= 0}. We have the following well-known result.
Proposition 3.3 (cf. [31]). For any set X, the free S-semimodule FreeS(X)
generated by X is the set — denoted by S(X) — of functions from X to S with
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finite support, equipped with pointwise join and scalar multiplication, and with
the map χ : x ∈ X 7→ χx ∈ S(X), where χx is defined, for all x ∈ X, by
χx(y) =
{
0 if y 6= x
1 if y = x . (4)
In particular, for any natural number n, the n-generated free S-semimodule is
up to isomorphisms Sn.
Obviously, every S-semimodule is homomorphic image of a free one.
In order to show next result, we introduce the following notation. Given a
semiring S, let SX×(Y ) be the bounded semilattice of functions from X × Y to
S — equipped with pointwise join — with finite support in the second variable,
i.e. the functions k : X×Y → S such that, for any fixed x ∈ X, the one-variable
map k(x,—) : Y → S has finite support.
It is easy to see that SX×(Y ) also enjoys a structure of S-semimodule, in an
obvious way. We present the next result along with its proof in order to better
illustrate the situation. Moreover, the construction presented in the proof is
useful also for the characterization of finitely generated projective semimodules.
Theorem 3.4. Let S be a semiring and S(X) and S(Y ) free S-semimodules.
The two S-semimodules homS(S(X), S(Y )) and SX×(Y ) are isomorphic.
Proof. Let, for any k ∈ SX×(Y ),
hk : S
(X) → S(Y )
f 7→ ∨x∈X f(x)k(x,—); (5)
hk is easily seen to be well-defined (since f has finite support) and a semimodule
homomorphism.
Conversely, let us observe that, for any f ∈ S(X), f = ∨x∈X f(x)χx, with
the maps χx defined by (4). Then, for all h ∈ homS(S(X), S(Y )),
h(f) = h
( ∨
x∈X
f(x)χx
)
=
∨
x∈X
f(x)h(χx).
Hence h = hk — as defined in (5) — with k : (x, y) ∈ X × Y 7→ h(χx)(y) ∈ S,
and k has, clearly, finite support in the second variable.
So let η : k ∈ SX×(Y ) 7→ hk ∈ homS(S(X), S(Y )); we shall now prove that η is
bijective. The fact that η is surjective has just been proved. If k 6= l ∈ SX×(Y ),
there exists a pair (x, y) ∈ X × Y such that k(x, y) 6= l(x, y); then we have
hk(χx)(y) = k(x, y) 6= l(x, y) = hl(χx)(y),
whence η is injective.
The fact that η is a semimodule homomorphism is trivial.
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Now let us restrict our attention to endomorphisms of finitely generated free
semimodules. For any semimodule M , the set EndS(M) of its S-semimodule
endomorphisms has a natural structure of semiring with pointwise join, map
composition, 0-constant endomorphism and identity map. In what follows,
by the endomorphism semiring of a semimodule we shall mean the structure
〈EndS(M),∨, ·, 0, idM 〉 where · is the composition in the reverse order, namely,
fg := g ◦ f .
In order to present the representation theorem for finitely generated free
semimodule endomorphisms, let us denote, for all n ∈ N, by Mn(S) the set of
all n×n square matrices of elements of S. It is easy to verify that the structure
〈Mn(S),∨, ?, o, ι〉, where
• o is the 0-constant matrix,
• ι is the matrix whose components are defined by idij =
{
1 if i = j
0 otherwise ,
• ∨ is the componentwise join,
• the operation ? is defined by (aij) ? (bij) = (
∨n
k=1 aikbkj),
is a semiring, called the semiring of n× n square matrices over S.
Theorem 3.5 (cf. [21]). The semirings Mn(S) and EndS(Sn) are isomorphic,
for any semiring S and any natural number n.
Theorem 3.6. An n-generated S-semimodule M is projective if and only if
there exist u1, . . . ,un ∈ Sn such that M ∼= S · {ui}ni=1 and the matrix (uij) is a
multiplicatively idempotent element of the semiring Mn(S).
Let S = 〈S,∨, ·, 0, 1〉 be a semiring. An ideal of S is a nonempty subset
I ⊆ S such that
• a ∨ b ∈ I for all a, b ∈ I,
• ab ∈ I for all a ∈ I and b ∈ S.
I is proper if I 6= S or, that is the same, if 1 /∈ I. An ideal P of S is prime
if a ∈ P or b ∈ P whenever ab ∈ P . As in the case of MV-algebras, the set
sRSpecS of all prime ideals of a semiring S is endowed with the Zarisky topology
whose basis is {U(a) | a ∈ S}, where U(a) := {P ∈ sRSpecS | a /∈ P}, for all
a ∈ S.
Now we have all the necessary notions for linking MV-algebras and semirings.
Proposition 3.7 (cf. [18]). Let A be an MV-algebra. Then A∨ = 〈A,∨,, 0, 1〉
and A∧⊕ = 〈A,∧,⊕, 1, 0〉 are semirings. Moreover, the involution ∗ : A→ A is
an isomorphism between them.
Thanks to Proposition 3.7, we can limit our attention to one of the two
semiring reducts of A; therefore, whenever not differently specified, we will
refer only to A∨, all the results holding also for A∧⊕ up to the application of
∗.
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Definition 3.8 (cf. [3]). An MV-semiring, or Łukasiewicz semiring, is a com-
mutative, additively idempotent semiring 〈A,∨, ·, 0, 1〉 for which there exists a
map ∗ : A→ A— called the negation — satisfying, for all a, b ∈ A, the following
conditions:
(i) ab = 0 iff b ≤ a∗ (where ≤ is naturally defined by means of ∨);
(ii) a ∨ b = (a∗ · (a∗ · b)∗)∗.
Proposition 3.9 (cf. [3]). If A is an MV-semiring, we can define the operation
⊕ by
a⊕ b = (a∗ · b∗)∗ for all a, b ∈ S.
Then the structure A⊕ = 〈A,⊕,∗ , 0〉 is an MV-algebra.
Let A be an MV-algebra. It is immediate to verify that MVSpecA do not
need to coincide with
sRSpecA∨. Moreover, the corresponding topological
spaces need not be homeomorphic. We refer the reader to [4] for a detailed
discussion about the relationship between such spaces.
By an MV-semimodule we mean a semimodule on an MV-semiring. The
presence of the involution ∗ on MV-semirings allows the introduction of a spe-
cial class of MV-semimodules. The defining property of such semimodules is
basically a good behaviour of the scalar multiplication with respect to the MV-
algebraic involution ∗.
Definition 3.10. Let A be an MV-semiring and M an A-semimodule. M is
said to be a strong A-semimodule provided it fulfils, for all a, b ∈ A, the following
additional condition:
a · x = b · x for all x ∈M implies a∗ · x = b∗ · x for all x ∈M. (6)
Example 3.11. For any MV-algebra A, 〈A,∨, 0〉 is a strong A∨-semimodule
as well as 〈A,∧, 1〉 is a strong A∧⊕-semimodule. It is easy to see also that any
free MV-semimodule is strong.
Example 3.12. Let A be the MV-algebra [0, 1] and consider the join-semilattice
M =
〈[
0, 12
]
,∨, 0〉 as an A-semimodule with  as the scalar multiplication. For
any a ≤ 1/2, ax = 0x for all x ∈M but, if we set for example a = x = 1/2,
a∗  x = 0 while 0∗  x = 1/2. Hence M is not a strong MV-semimodule.
Proposition 3.13 (cf. [21]). Let A be an MV-semiring andM a semilattice with
neutral element. Then M is a strong A-semimodule if and only if EndsL(M) —
which in general is not an MV-semiring — contains an MV-subsemiring that is
homomorphic image of A (inMV).
The proof of the following proposition is trivial.
Proposition 3.14 (cf. [21]). The following hold for any MV-algebra A.
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(i) For any MV-ideal I, the semilattice reduct of the quotient MV-algebra A/I
is a strong semimodule over A with
· : A×A/I → A/I
(a, x/I) 7→ (a x)/I.
(ii) If B is an MV-algebra and h ∈ homMV(A,B), every strong B-semimodule
N is a strong A-semimodule with
·A : A×N → N
(a, x) 7→ h(a) ·B x.
We close this section by recalling the important relationship existing between
lattice-ordered groups and idempotent division semirings which will be used in
Section 5.
A division semiring (neither necessarily idempotent nor commutative) is a
semiring for which there exists a multiplicative inverse for each non-zero element.
A commutative division semiring is called a semifield.
A partially ordered group
〈
G, ·,−1, 1,≤〉 is a group endowed with an order
relation which is compatible with the binary operation, i.e., such that a ≤ b
implies ca ≤ cb and ac ≤ bc for all a, b, c ∈ G. If the order relation defines
a lattice structure, then the group is called a lattice-ordered group, `-group for
short.
It is well known that a non-trivial `-group is necessarily infinite and un-
bounded; so let
〈
G, ·,−1, 1,∨,∧〉 be an `-group and let us add a bottom element
⊥ to G. If we set x · ⊥ = ⊥ = ⊥ · x for all x ∈ G = G∪ {⊥}, then the structure〈
G,∨, ·,−1,⊥, 1〉 is an idempotent division semiring. The same can be done by
adding a top element and setting ∧ instead of ∨ as the semiring sum; in this
case we obtain the idempotent division semiring
〈
G ∪ {>},∧, ·,−1,>, 1〉.
Conversely, let
〈
F,∨, ·,−1,⊥, 1〉 be an idempotent division semiring. So〈
F \ {⊥}, ·,−1, 1〉 is a group and the semilattice order defined by ∨ is compatible
with ·. Moreover, it is immediate to verify that, for all x, y ∈ F \ {⊥}, x ∧ y =
(x−1 ∨ y−1)−1 and, therefore, 〈F \ {⊥}, ·,−1, 1,∨,∧〉 is a lattice-ordered group.
We notice that the constructions above actually define a categorical isomor-
phism, and its inverse, between `-groups, with `-group homomorphisms, and
idempotent division semirings with semiring homomorphisms.
4 The Grothendieck group: toward a K-theory
of MV-algebras
In the present section the construction of the K0 group of unital semirings,
with emphasis on MV-semirings, is shown, and it is proved that such a con-
struction defines a functor from the category of unital semirings to the one of
Abelian groups. As it is well known, algebraic K-theory is a deep and pow-
erful part of homological algebra. Although semiring theory presents relevant
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differences with respect to ring theory, the construction of the K0 functor is
totally analogous to the classical case. Moreover, MV-algebras are, in some
sense, more “friendly” semirings, and we believe that the study of K0-invariants
of MV-algebras may give new and unexpected information on the subject.
Let S be a (not necessarily commutative) unital semiring, 〈PF(S),⊕, [{0}]〉
the Abelian monoid of isomorphism classes of finitely generated projective (left)
S-semimodules, and J = FreeGAb(PF(S)) the free Abelian group generated
by such isomorphism classes. For any finitely generated projective left S-
semimodule P , we denote by [P ] its isomorphism class. Let H be the subgroup
of J generated by all the expressions [P ] + [Q] − [P ⊕ Q]. The Grothendieck
group K0S of a semiring S is the factor group J/H.
Since the two semiring reducts of an MV-algebra A are isomorphic and the
Grothendieck groups of isomorphic semirings are obviously isomorphic, it is
possible to set the following:
Definition 4.1. The Grothendieck group K0A of an MV-algebra A is the one
of either of its semiring reducts.
Lemma 4.2 (cf. [21]). For any semiring S, if we consider GAb as a concrete
category over the one — MAb — of Abelian monoids, K0S is MAb-free over
〈PF(S),⊕, [{0}]〉, with associated monoid morphism
kS : [P ] ∈ PF(S) 7→ [P ]/H ∈ K0S. (7)
The following result, which is the core of the main result of the section
(Theorem 4.4), is presented with its full proof in order to give the reader a
better clue of how the K0 functor works.
Lemma 4.3 (cf. [21]). Let A and B be two MV-algebras. Any MV-algebra
homomorphism f : A → B induces a monoid homomorphism from PF(A) to
PF(B).
Proof. By Theorem 3.6, finitely generated projective semimodules over a semir-
ing can be identified with multiplicatively idempotent square matrices with val-
ues in the same semiring. It is immediate to verify that, ifM ∼= A·(uij)mi,j=1 and
N ∼= A · (vij)ni,j=1 are finitely generated projective A-semimodules, the finitely
generated projective A-semimodule M ⊕N is isomorphic to A · (wij)m+ni,j=1 with
wij =
 uij if i, j ≤ mv(i−m)(j−m) if i, j > m
0 otherwise
. (8)
Moreover, ifM andN are isomorphic, we can assume the corresponding matrices
to have the same size. Indeed, suppose m < n, M ∼= M⊕{0} ⊕ · · · ⊕ {0}︸ ︷︷ ︸
n−m times
, hence
the m×m matrix (uij) generates a semimodule isomorphic to the one generated
by the n×n matrix (u′ij) which coincides with (uij) on every entry ij such that
i, j ≤ m and is constantly equal to zero elsewhere.
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Let now (uij) be an idempotent n× n A-matrix and consider the B-matrix
(f(uij)). Since f is an MV-homomorphism, it preserves all the MV-algebraic
operations and the lattice structure, hence it is also a semiring homomorphism.
So we have(
n∨
k=1
f(uik) f(ukj)
)
=
(
f
(
n∨
k=1
uik  ukj
))
= (f(uij)),
whence (f(uij)) ? (f(uij)) = (f(uij)) and (f(uij)) is an idempotent n × n B-
matrix.
Now assume that M ∼= A · (uij)ni,j=1 and N ∼= A · (vij)ni,j=1 are isomor-
phic finitely generated projective A-semimodules. Then, for all i = 1, . . . , n,
there exist ai1, . . . , ain, bi1, . . . , bin ∈ A such that (ui1, . . . , uin) =
∨n
k=1 aik ·
(vk1, . . . , vkn) and (vi1, . . . , vin) =
∨n
k=1 bik · (uk1, . . . , ukn). So each vector
f(ui) = (f(ui1), . . . , f(uin)) can be expressed as a linear combination of the
vectors {f(vi)}ni=1 with the scalars f(ai1), . . . , f(ain) ∈ B and, conversely, each
f(vi) can be expressed as a linear combination of the vectors {f(ui)}ni=1 with
the scalars f(bi1), . . . , f(bin) ∈ B; this means that the subsemimodules of Bn
generated respectively by {f(ui)}ni=1 and {f(vi)}ni=1 are isomorphic.
The above guarantees that
fˆ : PF(A) → PF(B)
[A · (uij)] 7→ [B · (f(uij))] (9)
is a well-defined map. The fact that fˆ ([{0}]) = [{0}] is obvious. On the other
hand, given two classes
[
A · (uij)mi,j=1
]
,
[
A · (vij)ni,j=1
] ∈ PF(A), the semimodule
A · (uij)⊕A · (vij) is isomorphic to A · (wij)m+ni,j=1 with (wij) defined by (8), and
f(wij) =
 f(uij) if i, j ≤ mf(v(i−m)(j−m)) if i, j > m
f(0) = 0 otherwise
,
whence
fˆ ([A · (uij)⊕A · (vij)]) = [B·(f(uij))⊕B·(f(vij))] = fˆ ([A · (uij)])⊕fˆ ([A · (vij)]) ,
and the assertion is proved.
Thanks to Lemma 4.3, we can easily obtain the following result.
Theorem 4.4 (cf. [21]). K0 is a functor fromMV to GAb.
5 MV-algebras and idempotent semifields
In this section we shall deal with the celebrated Mundici categorical equivalence
between MV-algebras and lattice-ordered Abelian groups with a distinguished
strong order unit. The main objective of the section is to show that looking
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at such an equivalence from the viewpoint of idempotent semiring theory gives
new information and results. In order to better explain the latter statement, we
need first to recall a few definitions which are necessary to our discussion.
For a lattice-ordered Abelian group G, an element u > 0 is called a strong
order unit if, for all x ∈ G, x > 0, there exists n ∈ N such that nu > x. In
the category `GAbu of Abelian `-groups with a distinguished strong order unit
the morphisms are `-group homomorphisms which send the distinguished strong
unit of the domain to the one of the codomain.
In a well-known paper of 1986 [54], Daniele Mundici proved that the category
MV of MV-algebras, with MV-algebra homomorphisms, is equivalent to `GAbu ,
namely, the category of lattice-ordered Abelian groups with a distinguished
strong order unit whose morphisms are lattice-ordered group homomorphisms
that preserve the distinguished strong unit. The two functors that form such an
equivalence are usually denoted by Γ : `GAbu →MV and Ξ :MV → `GAbu ; while
the former is very easy to present and shall be recalled hereafter, the latter
requires more work and the details of its construction are not really relevant
to our discussion. However, a detailed yet relatively concise presentation of
Mundici categorical equivalence is presented in [10, Chapter 2].
Let 〈G,+,−, 0,∨,∧, u〉 be an Abelian u`-group with distinguished strong
order unit u. Then the MV-algebra Γ(G) is 〈[0, u],⊕,∗ , 0〉 with x⊕y := (x+y)∧u
and x∗ := u− x for all x, y ∈ [0, u]. The mapping Γ : G ∈ `GAbu 7→ Γ(G) ∈ MV
is a full, faithful and isomorphism-dense functor.
As we observed in the previous sections, the category `GAb is isomorphic to
the one of idempotent semifields; therefore, it is natural to call u-semifield an
idempotent semifield 〈F,∧,+,−,>, 0, u〉 with an element u > 0 (u 6= >) such
that, for all x ∈ F , 0 < x < >, there exists n ∈ N s.t. nu > x. So, given
a u-semifield 〈F,∧,+,−,>, 0, u〉, we obtain an MV-algebra by applying the
Γ functor to the Abelian u`-group 〈F \ {>},+,−, 0,∨,∧, u〉, with ∨ defined by
means of ∧ and −. In what follows, given a u-semifield 〈F,∧,+,−,>, 0, u〉, with
a slight abuse of notation we shall denote by Γ(F ) the MV-algebra 〈[0, u],⊕,∗ , 0〉.
First of all, it must be noticed that we can now see Mundici’s functors as
an equivalence between two subcategories of the same category. Moreover, as
we shall see, the functor Γ naturally defines a semiring homomorphism from
any u-semifield F to its corresponding MV-semiring Γ(F ). Now, using well-
known results on the tensor product of semimodules it is possible to show that
this situation results in a full embedding of the category Γ(F )-sMod into the
category F -sMod . It is worth remarking also that the left-inverse of such an
embedding somehow “truncates” F -semimodules to Γ(F )-semimodules similarly
to how Γ truncates idempotent u-semifields to MV-algebras. In order to present
such results, we need to briefly recall some properties of tensor products of
semimodules.
Definition 5.1. Let S be a semiring,M andN S-semimodule, and L a bounded
semilattice. A map f : M × N → L is called an S-bimorphism if, for all
x, x1, x2 ∈M , y, y1, y2 ∈ N , a ∈ S, the following conditions hold:
(i) f(x1 ∨ x2, y) = f(x1, y) ∨ f(x2, y),
16
(ii) f(x, y1 ∨ y2) = f(x, y1) ∨ f(x, y2),
(iii) f(xa, y) = f(x, ay).
The S-tensor product M ⊗S N is the codomain of the universal bimorphism
with domain M ×N .
Now recall that for any set X the free bounded semilattice over X is the
setPF (X) of the finite subsets of X equipped with set-theoretic union and the
bottom element ∅. For a semiring S, and S-semimodules M and N , the tensor
product M ⊗S N is, up to isomorphisms, the quotient PF (M ×N)/ ≡R of the
free semilattice generated by M ×N with respect to the semilattice congruence
generated by the set R:
R =

({(∨X, y)} ,⋃x∈X{(x, y)})(
{(x,∨Y )} ,⋃y∈Y {(x, y)})
({(xa, y)}, {(x, ay)})
∣∣∣∣∣∣∣
X ∈PF (M), y ∈ N
Y ∈PF (N), x ∈M
a ∈ A
 . (10)
The tensor product M ⊗S N naturally inherits a structure of S-semimodule
from the ones defined on M and N :
? :
(
a,
n∨
i=1
xi ⊗ yi
)
∈ S × (M ⊗N) →
n∨
i=1
(a · xi)⊗ yi ∈M ⊗N.
Lemma 5.2. Let S and T be semirings and h : S → T a semiring homomor-
phism. Then h induces a structure of S-semimodule on any T -semimodule. In
particular, h induces structures of S-semimodule T itself.
Proof. Let N be a T -semimodule with scalar multiplication ·. It is easy to verify
that
·h : (a, x) ∈ S ×N 7→ h(a) · x ∈ N (11)
makes N into an S-semimodule. Since T is a semimodule over itself, the second
part of the assertion follows immediately.
The operation performed in (11) is well known in the theory of ring modules
as restricting the scalars along h. In fact it defines a functor
H : B-sMod → A-sMod
N 7→ Nh (12)
having both a right and a left adjoint. In particular, the left adjoint of H is the
functor
Hl : S-sMod → T -sMod
M 7→ T ⊗S M .
In the special case where h is an onto semiring homomorphism we have
Theorem 5.3 (cf. [21]). Let h : S → T be an onto semiring homomorphism.
Then the functor H defined in (12) is a full embedding. Moreover the left adjoint
Hl is, up to a natural isomorphism, the left inverse of H, that is, Hl ◦H and
the identity functor IdT -sMod are naturally isomorphic.
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Now we can apply the constructions and results above to MV-algebras and u-
semifields. As a first step, we observe that the functor Γ defines a canonical onto
semiring homomorphism from any idempotent u-semifield to its corresponding
MV-algebra.
Lemma 5.4 (cf. [21]). Let F be an idempotent u-semifield. Then the function
γ : F → Γ(F )∧⊕
a 7→ (a ∨ 0) ∧ u
is a semiring onto homomorphism.
By Lemmas 5.2 and 5.4, the homomorphism γ defines an adjoint and coad-
joint functor
G : Γ(F )-sMod → F -sMod (13)
for any idempotent u-semifield F . Combining Theorem 5.3 with Lemma 5.4 we
obtain the following immediate result.
Corollary 5.5. The functor G defined in (13) is a full embedding and its left
adjoint Gl is its left inverse.
Now we shall explain what does it mean that the functor Gl “truncates”
F -semimodules to Γ(F )-semimodules similarly to how Γ truncates idempotent
u-semifields to MV-algebras. Let 〈F,∧,+,>, 0, u〉 be an idempotent u-semifield,
A = Γ(F ) and F (X) be the free F -semimodule over a given set X. Moreover,
let us denote by χx and χ′x the maps defined in (4) respectively for F (X) and
A(X).
Let us consider the function
f : (a, α) ∈ A× F (X) 7→ a⊕
∧
x∈suppα
γ(α(x))⊕ χ′x ∈ A(X),
and let α, α′ ∈ F (X) and a, a′ ∈ A. We have:
f(a ∧ a′, α)
= (a ∧ a′)⊕
( ∧
x∈suppα
γ(α(x))⊕ χ′x
)
=
(
a⊕ ∧
x∈suppα
γ(α(x))⊕ χ′x
)
∧
(
a′ ⊕ ∧
x∈suppα
γ(α(x))⊕ χ′x
)
= f(a, α) ∧ f(a′, α),
similarly f(a, α ∧ α′) = f(a, α) ∧ f(a, α′). Now let b ∈ F ; if b 6= > then
suppα = supp(b+ α) and we have
f(a, b+ α)
= a⊕ ∧
x∈suppα
γ(b+ α(x))⊕ χ′x
= a⊕ ∧
x∈suppα
γ(b)⊕ γ(α(x))⊕ χ′x
= a⊕ γ(b)⊕ ∧
x∈suppα
γ(α(x))⊕ χ′x
= f(a⊕ γ(b), α).
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If b = > then f(a,>+ α) = a⊕ 1 = 1 = f(a⊕ 1, α) = f(a⊕ γ(>), α).
So f is an F -bimorphism (see Definition 5.1), hence it defines a semilattice
homomorphism ϕ : A ⊗F F (X) → A(X) which is actually an A-semimodule
homomorphism for the commutativity of A. Let us now consider the map
ψ : A(X) → A⊗F F (X)
α 7→ 0⊗ ∧
x∈suppα
α(x) + χx .
It is self-evident that ϕ ◦ ψ = idA(X) ; on the other hand, for any tensor a⊗ α ∈
A⊗F F (X),
a⊗ α = a⊗
( ∧
x∈suppα
α(x) + χx
)
=
∧
x∈suppα
(a⊗ (α(x) + χx))
=
∧
x∈suppα
((a ·γ α(x))⊗ χx)
=
∧
x∈suppα
((a⊕ γ(α(x)))⊗ χx)
and
(ψ ◦ ϕ)(a⊗ α) = (ψ ◦ ϕ)
( ∧
x∈suppα
(a⊕ γ(α(x)))⊗ χx
)
=
∧
x∈suppα
(a⊕ γ(α(x))⊕ (ψ ◦ ϕ)(0⊗ χx))
=
∧
x∈suppα
(a⊕ γ(α(x))⊕ ψ(0⊗ χ′x))
=
∧
x∈suppα
(a⊕ γ(α(x)))⊕ (0⊗ χx)
=
∧
x∈suppα
(a⊕ γ(α(x)))⊗ χx,
whence ψ ◦ϕ = idA⊗FF (X) . It follows that A(X) and A⊗F F (X) are isomorphic.
In the general case, if M is an F -semimodule and X is a set of generators
for it, then M is homomorphic image of F (X), that is, there exists an onto
homomorphism f : F (X) → M . So, as in the previous case, we can define
the map f ′ : (a, α) ∈ A × F (X) 7→ a ⊗ f(α) ∈ A ⊗F M which is easily seen
to be an onto F -bimorphism and, therefore, induces an onto A-semimodule
homomorphism ϕ′ : A ⊗F F (X) → A ⊗F M . Hence ϕ′ ◦ ψ is an A-semimodule
onto homomorphism and A ⊗F M turns out to be homomorphic image of the
free A-semimodule over the same set of generators X via a sort of truncation of
the original morphism f : F (X) →M .
6 A semiring-based sheaf representation of MV-
algebras
In the last decades, several sheaf representations of MV-algebras were presented
(see, for example, [22, 26]). Usually, such representations use special classes of
MV-algebras for the “localization” at each point of the underlying topological
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space. In this section we recall the sheaf representation of MV-semirings pre-
sented in [4]. Such a representation differs from all the previous ones exactly in
the class of objects which locally represent the algebra at each point of the un-
derlying space. Indeed, as we shall see, the main result presented in [4], which is
strongly based on Chermnykh’s sheaf representation of semirings [9], represents
each MV-algebra as a sheaf of idempotent semirings which, in general, may not
be MV-semirings.
Let 〈S,∨, ·, 0, 1〉 be a semiring and D a submonoid of 〈S \ {0}, ·, 1〉. The
semiring SD is constructed in the following way from S and D.
Let (a, b), (c, d) ∈ S ×D and define (a, b) ∼ (c, d) if and only if there exists
k ∈ D such that adk = bck. It is easy to verify that ∼ is an equivalence relation.
Now let SD the quotient set S×D/ ∼, and let us denote by a/b the equivalence
class of the pair (a, b), for all a ∈ S and b ∈ D. By [4, Proposition 42], SD is a
semiring with the following operations:
• a/b ∨ c/d := (ad ∨ bc)/bd,
• (a/b) · (c/d) := ac/bd,
• the additive identity 0 is the class 0/1 and the unit 1 is the class 1/1.
Let P ∈ sRSpecS and set D = S \ P . D is a multiplicative monoid and
SD is a local semiring, that is, a semiring with a unique maximal ideal. In this
situation we will write SP instead of SD in order to underline the role of the
prime ideal P , and we will call such a semiring the localization of S at P .
Remark 6.1. If A is an MV-algebra and P ∈ sRSpecA∨, (A∨)P need not be
an MV-semiring, as shown in [4, Example 45].
Let S be a semiring, the Grothendieck sheaf of S is the triple G(S) =(sRSpecS,ES , piS) where ES = ⋃{SP × {P} | P ∈ sRSpecS} and piS : ES →
sRSpecS is a local homeomorphism defined by piS(a/b, P ) = P . Henceforth we
denote by [s/t]P the element (s/t, P ) ∈ ES and by Sˆ the semiring of all global
sections, i.e. the semiring of the continuous functions of type sˆ : P ∈ sRSpecS 7→
[s/1]P ∈ ES , whose operations are defined by
• sˆ∨ˆtˆ := ŝ ∨ t, and
• sˆˆ·tˆ := ŝ · t,
with 0ˆ and 1ˆ as the respective identities.
The semiring-based sheaf representation of an MV-algebra relies on the fol-
lowing theorem due to Chermnykh.
Theorem 6.2 (cf. [9]). For any commutative semiring the map ϕ : s ∈ S 7→
sˆ ∈ Sˆ is a semiring isomorphism.
Then we have the following result.
Theorem 6.3 (cf. [4, Theorem 50]). Any MV-algebra A is isomorphic to the
MV-algebra of all global sections of the Grothendieck sheaf of its semiring reduct.
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It is worth stressing that the stalks of such a representation, i.e. the semir-
ings (A∨)P , are not necessarily MV-semirings but only commutative idem-
potent semirings. Nonetheless, the algebra of all global sections is again an
MV-semiring and therefore an MV-algebra.
7 The ŁTB algorithm for image compression
In the present section we present an application of MV-semimodules to Digital
Image Processing. In [20] the authors defined the fuzzy transform in Łukasiewicz
algebra — Łukasiewicz transform for short — as a particular homomorphism
between semimodules over the MV-semiring [0, 1] and a special case of fuzzy
transform [56] which was also implemented as an algorithm for compressing and
reconstructing digital images. This research line is an extremely active one (see,
e.g. [34–36,57,58,64]), although the present authors did not continued working
in it, and the Łukasiewicz transform received the attention of several authors
both from the area of Image Processing and the one of Fuzzy Equations (see, for
example, [1,12,13,29]). In order to make the presentation more appropriate for
the present survey, we shall limit our attention to the case of finitely generated
semimodules.
According to Theorem 3.4, for any givenm,n ∈ N, a homomorphism between
anm-generated and an n-generated free [0, 1]-semimodule can be identified with
an m × n matrix. Let p ∈ [0, 1]m×n be defined, for all i = 1, . . . ,m and j =
1, . . . , n, as follows
p(i, j) =

(n− 1) i−1m−1 − (j − 2) if j−2n−1 ≤ i−1m−1 ≤ j−1n−1
−(n− 1) i−1m−1 + j if j−1n−1 ≤ i−1m−1 ≤ jn−1
0 otherwise
. (14)
Then the Łukasiewicz transform Hn from [0, 1]m to [0, 1]n is defined by
Hm,n : (fi)
m
i+1 ∈ [0, 1]m 7−→
(
m∨
i=1
f(i) p(i, j)
)n
j=1
∈ [0, 1]n, (15)
and its inverse transform Λm,n by
Λm,n : (gj)
n
j=1 ∈ [0, 1]n 7−→
 n∧
j=1
p(i, j)→ gj
m
i=1
∈ [0, 1]m. (16)
It is worth noticing that, although the matrix p was presented in its analytical
form here (and restricted to the finite case), its definition actually comes from
important syntactic objects of Łukasiewicz logical calculus, as discussed in the
original paper [20]. Indeed, the one-variable functions p0, . . . , pm−1 ∈ [0, 1]n,
defined by pi(j) = p(i+1, j), for j = 0, . . . ,m−1, are the McNaughton functions
corresponding to the critical separating class of formulas which allows to define
normal forms in Łukasiewicz logic. The interested reader may refer to [19].
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The application of the transform in order to compress a digital image pro-
ceeds, grossly speaking, in the following way.
Any (greyscale) image of m × n pixels can be formalised as a [0, 1]-valued
matrix, each entry of the matrix meaning the value (0 = black, 1 = white) of
the pixel in the same position. Such a matrix is divided in submatrices of a
fixed size a × b, hence in subimages of a × b pixels (a, b ∈ N). Each block is
now a matrix (ahk)(h,k)∈a×b, and we rewrite such a matrix as a function from
m = ab to [0, 1], i.e., as an m-vector a as follows:
ahk = a(h−1)b+k, for all h = 1, . . . , a and k = 1, . . . , b.
Then we choose two natural numbers c < a and d < b and set n = cd. Now
we can apply the Łukasiewicz transform Hm,n to each a (and, possibly, rewrite
Hm,n(a) back as a c × d matrix, namely, as an image of c × d pixels, thus
composing a compressed image by rejoining the blocks).
Then the reconstructed block will be (Λm,n◦Hm,n)(a), and the reconstructed
image will be obtained by “gluing” together the reconstructed blocks. In the case
of RGB colour images, we need to apply the same process to three matrices, each
of which representing a “channel,” i.e., one of the three fundamental colours.
As observed in the original paper, there is a consistent gap between JPEG
and ŁTB in terms of performance. However, the latter possesses the interesting
distinguishing feature of being lossless if applied to an image which has been
previously compressed and reconstructed. In other words, the ŁTB algorithm
is lossy just for the first process and lossless for the subsequent ones. Moreover,
ŁTB showed to have a lower running time w.r.t. JPEG in most of the tested
images. Besides that, JPEG is composed of two compression processes, one of
which is lossless, while ŁTB has a single, lossy, process.
We show hereafter some concrete applications of the algorithm, the ρ mean-
ing the compression ratio (see Figs. 1–6).
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Figure 1: Bridge
Figure 2: Bridge compressed and re-
constructed by ŁTB, ρ = 0.5
Figure 3: Bridge compressed and re-
constructed by ŁTB, ρ = 0.25
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Figure 4: Mandrill
Figure 5: Mandrill compressed and re-
constructed by ŁTB, ρ = 0.5
Figure 6: Mandrill compressed and re-
constructed by ŁTB, ρ = 0.25
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8 Conclusion
In this paper we reviewed some of the main results of the semiring-theoretic
approach to the theory of MV-algebras initiated by Di Nola and B. Gerla [18]
and developed by several researchers.
Even if the results overviewed in this paper are mostly of algebraic and
categorical nature, several applications of MV-semirings have been already pre-
sented. The reader interested in this aspect may refer, for example, to [20, 61–
63].
Moreover, we can say that the results achieved so far only scratched the
surface on what can be done by applying semiring theory to MV-algebras. We
conclude the paper with a series of open problems and suggestions for further
investigations.
In Section 4 we showed the construction of the Grothendieck group of an
MV-algebra. The functorial character of such a construction is easily proved
by means of the matrix-based characterization of finitely generated projective
semimodules (Theorem 3.6). Unfortunately, idempotent MV-algebraic matrices
are almost completely unknown; therefore such a characterization of projective
semimodules is not really easy to handle and, above all, does not really provide
information on the K0 group. Hence the following problems naturally arise.
Problem 8.1. Characterize idempotent matrices over MV-algebras.
Problem 8.2. Describe the Grothendieck groups of MV-algebras and find in-
variants under the K0 functor.
More in general, these problems seem to indicate also the need for a devel-
opment of a linear algebra over MV-semirings.
The connection between MV-semimodules and semimodules over idempotent
u-semifields established in Section 5 let us catch a glimpse of a connection of the
theory of MV-semimodules with the world of tropical geometry — the former
being a sort of local version of the latter.
Problem 8.3. Which results and techniques, if any, can be borrowed from
tropical geometry in order to obtain information on MV-algebras? Conversely,
can MV-algebras make their own contribution to tropical geometry?
As a whole, the results and constructions of Sections 4 and 5 show that
the method of gathering information on a structure by studying its actions on
external objects, as in classical ring theory, can be applied to MV-algebras if
we look at them as special semirings. So, the general question is obviously on
how far this approach can lead us. In particular, the following problems can be
immediately posed.
Problem 8.4. In [40] the authors extended the notion of Morita equivalence to
semirings and presented several characterizations of Morita equivalent pairs of
semirings. Basically, two semirings S and T are said to be Morita equivalent if
the respective categories S-sMod and T -sMod of left semimodules are equivalent.
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So it would be natural to look for a specific characterization of Morita equiv-
alent pairs of MV-semirings. Moreover, the existence of a special subcategory
of semimodules, namely, the one of strong semimodules, suggests a possible re-
finement of the notion of Morita equivalence and a specific investigation of such
a concept.
Problem 8.5. Develop a homological theory of MV-algebras starting from the
general semiring-theoretic results of [39].
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