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LECTURES ON SHIFTED POISSON GEOMETRY
PAVEL SAFRONOV
Abstract. These are expanded notes from lectures given at the États de la Recherche
workshop on “Derived algebraic geometry and interactions”. These notes serve as an intro-
duction to the emerging theory of Poisson structures on derived stacks.
Introduction
Higher Poisson structures. Poisson and symplectic structures go back to the works of La-
grange and Poisson on classical mechanics. Classical mechanical systems describe individual
particles and as such are examples of 1-dimensional classical field theories.
A precursor to the theory of higher Poisson structures is the work [BV83] of Batalin and
Vilkovisky on field theories with symmetries. Their work shows how to endow the (derived)
critical locus of an action functional with a (−1)-shifted symplectic structure such that an
introduction of a symmetry corresponds to a (−1)-shifted symplectic reduction. The first
explicit occurrence of higher symplectic geometry in relation to classical field theories is the
work [Ale+97] describing how to obtain action functionals of n-dimensional topological field
theories from NQ manifolds equipped with a symplectic structure of degree (n−1) (a smooth
analog of the notion of an (n − 1)-shifted symplectic stack). We can informally summarize
the AKSZ construction as follows:
• All classical topological field theories of dimension n arise from (n− 1)-shifted sym-
plectic stacks.
For instance, the case of classical mechanics corresponds to n = 1 in which case we have 0-
shifted (i.e. ordinary) symplectic manifolds. The work of Batalin and Vilkovisky corresponds
to n = 0 in which case we have (−1)-shifted symplectic stacks.
In a different direction, the theory of multiplicative Poisson structures (Poisson-Lie groups
and Poisson groupoids) gave rise to the notions of Courant algebroids and Dirac structures,
see [LWX97]. In turn, Courant algebroids and Dirac structures were later interpreted in
terms of higher symplectic geometry by Roytenberg [Roy02] and Ševera [Šev05].
Deformation quantization. Another motivation to study higher Poisson structures is the
theory of deformation quantization. In quantum mechanics observables form an associative
algebra which is supposed to be a deformation (with deformation parameter ~, the Planck’s
constant) of the Poisson algebra of functions on the classical phase space. Once we generalize
commutative algebras to commutative dg algebras, it is natural to consider Poisson algebras
with the bracket of a nonzero cohomological degree. These are known as Pn-algebras so that
a P1-algebra is the same as a dg Poisson algebra.
Let us now consider an n-dimensional topological field theory. As we have mentioned,
such a field theory on the classical level is determined by an (n− 1)-shifted symplectic stack
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whose algebra of functions has a Pn-structure. The operator product expansion endows
the cohomology of local quantum observables with a commutative product. It turns out
that on the chain level the product is not coherently commutative but instead forms what
is known as an En-algebra. We refer to [CG17] for an explanation of related ideas. For
instance, an E∞-algebra is a commutative dg algebra and an E1-algebra is an associative
algebra. Similar to the previous case, it is expected that the En-algebras of local quantum
observables are deformation quantizations of the Pn-algebras of functions on the clasical
phase space described by the (n− 1)-shifted symplectic stack.
An example of higher deformation quantization is given by the theory of quantum groups
which can be considered as deformation quantizations of the 2-shifted symplectic stack BG,
the classifying stack of a reductive group G.
The theory of higher deformation quantization is still in its infancy, so we will not discuss
it in the main body of the text. Let us just mention several recent articles that deal with
this topic: [Toë14b], [Cal+17, Section 3.5], [MS17, Section 5], [Pri15], [Pri16a] and [Pri16b].
Implications for classical geometry. So far we have explained why one is interested in
generalizations of Poisson geometry to the derived setting. However, the derived perspective
can also be useful for questions involving only classical geometric objects.
In Donaldson–Thomas theory one considers moduli spaces Mst(X) of stable sheaves on a
Calabi–Yau threefold X. The Donaldson–Thomas invariants can be computed in terms of a
symmetric obstruction theory on Mst(X), see e.g. [BF08] and [Beh09]. The moduli spaces
Mst(X) are open substacks in the classical truncation of the derived moduli stack Perf(X) of
perfect complexes on X. In turn, the symmetric obstruction theory on Mst(X) is a shadow
of the (−1)-shifted symplectic structure on Perf(X), see [Pan+13, Section 3.2]. Even though
the symmetric obstruction theory is enough to define ordinary Donaldson–Thomas invariants,
for their categorification one needs to consider the full (−1)-shifted symplectic structure on
Perf(X), see [Ben+15]. Moreover, the existence of the (−1)-shifted symplectic structure on
Perf(X) implies thatMst(X) can be covered by charts given by a critical locus of a function.
Another fruitful application is the construction of Poisson structures on several moduli
spacesM. Classically it proceeds as follows. First, one restricts to an open subspaceMsm ⊂
M consisting of smooth and non-stacky points. Second, it is usually easy to define a bivector
on Msm. The final step involves a nontrivial computation to show that the bivector satisfies
the Jacobi identity.
Suppose one can realize M as a classical truncation of a derived mapping stack. Then
it inherits shifted symplectic and shifted Lagrangian structures by the AKSZ construction.
Using a relation between shifted symplectic and shifted Poisson structures one can endow
M with a 0-shifted Poisson structure which then gives an ordinary Poisson structure on the
smooth locus Msm. We refer to [Pan+13, Section 3.1] which treats the Goldman Poisson
structure [Gol84] on the character variety and the symplectic structure on the moduli of
bundles on a K3 surface [Muk84] and to section 3.3 for the case of the Feigin–Odesskii
Poisson structure [FO98].
Conventions.
• Throughout the notes we will freely use the language of ∞-categories. We refer
to [Lur09] and [Lur16] as foundational texts which use quasi-categories as models
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for ∞-categories and to [Gro10] as an introduction to the theory. This language is
indispensable in dealing with higher homotopical structures and descent questions.
• We will work in the framework of derived algebraic geometry, see [TV08] for details
and [Cal14], [Toë14a] and [Toë09] for an introduction. We work over a base field k
of characteristic zero.
In this text we mainly review the papers [Cal+17], [MS16], [MS17] and [Pri17] on shifted
Poisson geometry without many technical details to simplify the exposition. We refer to
[PV16] which treats certain topics omitted in this review.
Acknowledgements. The author would like to thank A. Brochier, D. Calaque, G. Ginot,
V. Melani, T. Pantev, B. Pym, N. Rozenblyum and B. Toën for many conversations about
shifted Poisson structures. In particular, the author thanks B. Pym for reading a draft of
the notes and making several useful suggestions. While writing this overview, the author
was supported by the NCCR SwissMAP grant of the Swiss National Science Foundation.
1. Shifted Poisson algebras
In the first lecture we review what Poisson and Pn-algebras are, explain how to relate
Pn-algebras for different n using Poisson additivity and discuss the definition of an n-shifted
Poisson structure on a derived Artin stack.
1.1. Classical definitions. Let X be a smooth scheme over a field k and OX the structure
sheaf.
Definition 1.1. A Poisson structure on X is the data of a Lie bracket
{−,−} : OX ⊗k OX → OX
satisfying the Leibniz rule {f, gh} = {f, g}h+ {f, h}g for any f, g, h ∈ OX .
If X is affine, a Poisson structure on X in the above sense can be equivalently stated in
terms of a Lie bracket on the algebra of global functions O(X).
Example 1.2. Suppose Y is a smooth affine scheme and consider X = T∗Y . Then
O(X) ∼= Γ(Y, Sym(TY )).
It is generated as a commutative algebra by O(Y ) and Γ(Y,TY ). By the Leibniz rule the
Poisson bracket is uniquely determined on generators and we let
{f, g} = 0, f, g ∈ O(Y )
{v, f} = v.f, f ∈ O(Y ), v ∈ Γ(Y,TY )
{v, w} = [v, w], v, w ∈ Γ(Y,TY )
Here is a slight reformulation of the above definition. A Poisson structure on X gives rise
to an antisymmetric biderivation on OX , i.e. an element
pi ∈ Γ(X,∧2TX).
More generally, define
Pol(X, 0) = Γ(X, Sym(TX [−1])),
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the graded commutative algebra of polyvector fields. We call the Sym grading the weight
grading, e.g. vector fields have weight 1 and bivectors have weight 2. The algebra Pol(X, 0)
has a Lie bracket of cohomological degree −1 called the Schouten bracket which is given
by formulas similar to those of example 1.2.
Proposition 1.3. A Poisson structure on X is equivalent to the data of an element pi ∈
Pol(X, 0) of weight 2 satisfying
[pi, pi] = 0.
One has yet another equivalent definition of a Poisson structure given as follows.
Definition 1.4. A symplectic Lie algebroid on X is the data of a Lie algebroid L over
X equipped with an isomorphism α : L ∼−→ T∗X satisfying
ιa(l)α(l) = 0(1)
α([l1, l2]) = La(l1)α(l2)− ιa(l2)(ddRα(l1)).(2)
Proposition 1.5. A Poisson structure on X is equivalent to the data of a symplectic Lie
algebrod L on X.
Proof. Suppose X has a Poisson structure pi. Let L = T∗X . Define the anchor a : L → TX
to be l 7→ ιl(pi). Given two differential forms l1, l2 ∈ L we define the bracket (the so-called
Koszul bracket) to be
[l1, l2] = La(l1)l2 − La(l2)l1 − ddRpi(l1, l2).
We leave it to the reader to check that L is a symplectic Lie algebroid.
Conversely, given a symplectic Lie algebroid L, the composite
T∗X ∼= L a−→ TX
defines an element pi ∈ Γ(X,TX ⊗TX). The equation (1) is equivalent to the antisymmetry
of pi and equation (2) is equivalent to the Jacobi identity for pi. 
To summarize, we have the following three definitions of a Poisson structure on a smooth
scheme X:
(1) As an enhancement of the structure sheaf of X to a sheaf of Poisson algebras. The
derived version is given by definition 1.51.
(2) As a bivector satisfying the Jacobi identity. The derived version is given by proposi-
tion 1.55.
(3) As a symplectic Lie algebroid. We refer to conjecture 3.2 for its derived version.
1.2. Shifted Poisson algebras. We are now going to explain what higher Poisson struc-
tures are. We will discuss only the affine case deferring to section 1.5 for the case of derived
stacks.
One can generalize the notion of a Poisson algebra to the dg setting by considering a
commutative dg algebra equipped with a bracket satisfying the Leibniz rule and graded
antisymmetry. Since we have a grading, it is also natural to consider a generalization where
we allow the degree of the bracket to be arbitrary.
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Definition 1.6. A Pn-algebra is a commutative dg algebra A over k equipped with a
bracket
{−,−} : A⊗k A→ A[1− n]
which gives a Lie bracket on A[n− 1] satisfying
{f, gh} = {f, g}h+ (−1)|g||h|{f, h}g, ∀f, g, h ∈ A.
Our next goal is to study all ways of endowing a commutative dg algebra A with a Pn-
bracket. We can consider the set of such lifts which we temporarily denote by P˜ois(A, n−1).
It is clear that an isomorphism of commutative dg algebras A1 ∼= A2 induces an isomorphism
of sets P˜ois(A1, n− 1) ∼= P˜ois(A2, n− 1).
In derived algebraic geometry we are also interested in the behavior of properties under
quasi-isomorphisms A1 → A2 and in this case there is no obvious relation between the sets
P˜ois(A1, n− 1) and P˜ois(A2, n− 1). Nevertheless, by the homotopy transfer theorem [LV12,
Section 10.3] given a Pn-algebra structure on A1 we can transfer it to a homotopy Pn-algebra
structure on A2 which is uniquely defined modulo ∞-quasi-isomorphisms. Thus, we should
replace P˜ois(A, n− 1) by the set of ∞-quasi-isomorphism classes of homotopy Pn-structures
on A which are compatible with the given commutative algebra structure on A. Instead of
passing to equivalence classes we will construct an∞-groupoid Pois(A, n− 1) whose objects
are homotopy Pn-structures on A and (higher) morphisms are given by (higher) homotopies.
Such an ∞-groupoid can be constructed quite explicitly by hand; instead, we will define it
in a more concise way using the ∞-category of Pn-algebras.
We will now switch to the language of dg operads for which the reader is referred to [LV12].
The above definition of a Pn-algebra gives a quadratic dg operad Pn generated by two binary
operations: multiplication of degree 0 and bracket of degree 1 − n, so that a Pn-algebra is
an algebra over the dg operad Pn.
Notation 1.7. Let O be a dg operad such as the associative operad Ass or the commutative
operad Comm.
• We denote by AlgO the category of O-algebras in complexes. We also introduce the
notations
Alg = AlgAss, CAlg = AlgComm
for the categories of associative and commutative dg algebras.
• Let W ⊂ AlgO be the wide subcategory consisting of quasi-isomorphisms, i.e. those
morphisms of O-algebras A1 → A2 which induce isomorphisms H•(A1)→ H•(A2).
Definition 1.8. The ∞-category of O-algebras is the localization
AlgO = AlgO[W
−1].
Similarly, we have
Alg = AlgAss, CAlg = AlgComm.
We have a functor AlgPn → CAlg given by forgetting the bracket which after localization
induces a functor of ∞-categories
AlgPn → CAlg.
Given an ∞-category C we denote by C∼ the underlying ∞-groupoid of objects where we
throw away non-invertible morphisms.
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Definition 1.9. Let A be a commutative dg algebra. The ∞-groupoid Pois(A, n) of n-
shifted Poisson structures on A is the fiber of the forgetful map
Alg∼Pn+1 −→ CAlg∼
at A ∈ CAlg∼.
In other words, an object of Pois(A, n) is given by a pair of a Pn+1-algebra A˜ and a
quasi-isomorphism of commutative dg algebras A˜ ∼−→ A.
Remark 1.10. We will use the terms “∞-groupoid” and “space” interchangeably as both
will refer to objects of equivalent ∞-categories. In the model of ∞-categories as simplicial
categories, we can take the relevant ∞-category S to be that of Kan complexes.
Remark 1.11. The same definition of the ∞-groupoid of n-shifted Poisson structures can be
given for a commutative algebra in a general enough symmetric monoidal dg category M
(see [Cal+17, Section 1.1] for precise assumptions). This will be used to extend this notion
to the non-affine setting in section 1.5.
1.3. Additivity. A natural question is whether Pn-algebras for different n are related in
some way. To explain the relation, let us recall the following result.
Let En the topological operad of little n-disks. That is, the space of m-ary operations
En(m) is the space of rectilinear embeddings of m n-dimensional disks into a fixed n-
dimensional disk. For instance, in the case n = 1 E1(m) is the space of embeddings of
m intervals [0, 1] into [0, 1]. Such a space retracts to Sm and hence the operad E1 is equiva-
lent to the associative operad. Thus, an E1-algebra in complexes is simply an associative dg
algebra. In the opposite limit the space E∞(m) is weakly contractible, so E∞ is equivalent
to the commutative operad and an E∞-algebra in complexes is a commutative dg algebra.
Given any symmetric monoidal ∞-category C we can consider the ∞-category AlgEn(C)
of En-algebras in C. The following is [Lur16, Theorem 5.1.2.2].
Theorem 1.12 (Dunn–Lurie). One has an equivalence of symmetric monoidal∞-categories
AlgEn+m(C)
∼= AlgEn(AlgEm(C)).
Let R be a commutative dg algebra over k and denote by ModR the ∞-category of dg
R-modules defined as
ModR = ModR[W
−1].
We can also consider the ∞-category of Pn-algebras in ModR by defining
AlgPn(ModR) = AlgPn(ModR)[W
−1],
where ModR is the dg category of R-modules. The following is [Saf16, Theorem 2.22] and
was previously proved independently by Rozenblyum (unpublished).
Theorem 1.13. One has an equivalence of symmetric monoidal ∞-categories
AlgPn+m(ModR)
∼= AlgEn(AlgPm(ModR)).
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Remark 1.14. The statement in [Saf16] was proved in the case R = k, but the proof can be
generalized to any commutative dg algebra over k.
Let us sketch the construction of the equivalence in theorem 1.13. The reader unfamiliar
with the theory of operads can safely skip to the corollaries of the construction (proposi-
tion 1.20 and proposition 1.21).
Given a Lie algebra g and an element x ∈ g we denote by adx : g → g the adjoint action
[x,−].
Definition 1.15. An n-shifted Lie bialgebra is a dg Lie algebra g equipped with a degree
−n Lie cobracket δ : g⊗ g→ g[−n] satisfying the relation
δ([x, y]) = (adx ⊗ id + id⊗ adx)δ(y)− (−1)n+|x||y|(ady ⊗ id + id⊗ ady)δ(x)
for any x, y ∈ g.
Definition 1.16. A dg Lie coalgebra g is conilpotent if for every x ∈ g there is an N so
that the N -fold application of δ to x gives zero.
Denote by BiAlgLien the category of n-shifted Lie bialgebras conilpotent as Lie coalgebras.
Then one has a bar-cobar adjunction
Ω: BiAlgLien−1
// AlgPn+1 : Boo
constructed as follows. Suppose g is an (n− 1)-shifted Lie bialgebra. Then A = Sym(g[−n])
is endowed with the Chevalley–Eilenberg differential coming from the Lie coalgebra structure
on g. Moreover, the Lie bracket on g induces a Pn+1-structure on A. Given an R-module V
we denote by coLie(V ) the cofree conilpotent Lie coalgebra cogenerated by V .
If A is a Pn+1-algebra we can endow coLie(A[1])[n− 1] with the Harrison differential and
an (n − 1)-shifted Lie bialgebra structure, see [Saf16, Section 2.4] for details. We call the
functor Ω the cobar construction and B the bar construction.
We also have another bar-cobar adjunction
CoAlgPn+1
// AlgPn+1oo
between Pn+1-coalgebras and Pn+1-algebras constructed in a similar way.
Both categories BiAlgLien−1 and CoAlgPn+1 have a class of weak equivalences which are
those morphisms which become quasi-isomorphisms after applying Ω.
Lemma 1.17. The bar-cobar adjunctions
Ω: BiAlgLien−1
// AlgPn+1 : Boo
and
CoAlgPn+1
// AlgPn+1oo
induce equivalences on the underlying ∞-categories.
Recall that given a Lie algebra g its universal enveloping algebra U(g) is a cocommutative
bialgebra. Moreover, we have an equivalence of categories
AlgLie
U−→ Alg(CoAlgComm),
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where Alg(−) is the category of associative algebras and Alg(CoAlgComm) is the category
of conilpotent cocommutative bialgebras. Similarly, if g is an (n − 1)-shifted Lie bialgebra,
U(g) inherits a natural Pn-cobracket which induces an equivalence of categories
BiAlgLien−1
U−→ Alg(CoAlgPn).
The composite
AlgPn+1
B−→ BiAlgLien−1
U−→ Alg(CoAlgPn)
after passing to underlying ∞-categories induces the required functor
(3) AlgPn+1 −→ Alg(AlgPn).
Note that the category AlgPn+1 has an involution given by flipping the sign of the bracket.
Under the bar complex B it goes to the same involution of BiAlgLien−1 . Applying the universal
enveloping algebra U it goes to the involution of Alg(CoAlgPn) given by passing to the
opposite algebra.
Remark 1.18. The ∞-category Alg(AlgPn) has two involutions: passing to the opposite
associative algebra and passing to the opposite Pn-algebra. The antipode of U(g) gives a
natural isomorphism of the two involutions of Alg(AlgPn).
Proposition 1.19. The Poisson additivity equivalence (3) intertwines the involution of
AlgPn+1 given by flipping the sign of the bracket and the involution of Alg(AlgPn) given
by passing to the opposite algebra.
Let us present some corollaries of this construction of the additivity functor. Observe that
the additivity functor gives rise to a forgetful functor
forgetnn+1 : AlgPn+1
∼−→ Alg(AlgPn) −→ AlgPn
which has the following properties.
Proposition 1.20. Let g be an (n−1)-shifted Lie bialgebra and A = Ωg the associated Pn+1-
algebra. Denote by A0 ∈ AlgPn the same commutative dg algebra with the trivial bracket.
Then an equivalence of Pn-algebras forgetnn+1(A) ∼= A0 is the same as an equivalence of
Pn-coalgebras U(g) ∼= Sym(g).
Observe that U(g) is the algebra of distributions on the formal Poisson-Lie group G in-
tegrating g and Sym(g) is the algebra of distributions on the completion ĝ0. Thus, the
forgetful functor forgetnn+1 is closely related to the theory of formal linearizations of Poisson-
Lie groups; we refer to [Saf17a, Proposition 2.17] for more details.
Even though the forgetul functor forgetn−1n : AlgPn → AlgPn−1 is nontrivial, the iterated
forgetful functors forgetn−mn : AlgPn → AlgPn−m for m ≥ 2 are essentially trivial, i.e. the
corresponding Pn−m-algebra is automatically commutative.
Proposition 1.21. The choice of a Drinfeld associator gives a homotopy commutativity
data in the diagram
AlgPn+1
forget $$
forgetn−1n+1 // AlgPn−1
CAlg
triv
::
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Proof. Let g be an (n−1)-shifted Lie bialgebra and A = Ωg the corresponding Pn+1-algebra.
The functor AlgPn+1 → AlgE2(AlgPn−1) is given by
A 7→ UE2(g),
where UE2(−) is the E2 enveloping algebra.
Given a Drinfeld associator, by the results of [Tam03] we obtain an equivalence of Hopf
operads C•(E2) ∼= P2 and hence an equivalence of universal enveloping functors UE2(g) ∼=
UP2(g). The latter object can be identified with
UP2(g)
∼= Sym(g[−1])
as Pn−1-coalgebras. But Sym(g[−1]) ∈ CoAlgPn−1 corresponds under Koszul duality to the
Pn−1-algebra A with the trivial bracket. 
1.4. Polyvectors. Now we are going to give a way to compute the ∞-groupoid Pois(A, n)
of n-shifted Poisson structures on A. Let us recall from [Lur16, Section 5.3] the notion of a
centralizer in a symmetric monoidal ∞-category C.
Definition 1.22. Let f : A → B a morphism in C. The centralizer of f is the universal
object Z(f) ∈ C equipped with the following data:
(1) A morphism 1→ Z(f),
(2) A morphism Z(f)⊗ A→ B,
(3) A commutativity data in the diagram
Z(f)⊗ A
$$
A
::
f // B
Definition 1.23. For an object A ∈ C its center Z(A) is the centralizer Z(id : A→ A).
Note that a centralizer may not exist in general; we will say that C admits centralizers
if any morphism f in C has a centralizer Z(f) ∈ C.
Example 1.24. Suppose C is a closed symmetric monoidal ∞-category. Then it admits
centralizers given by Z(f) = HomC(A,B), the internal Hom.
Example 1.25. Consider the symmetric monoidal ∞-category Alg(Ch) of dg algebras. The
center of a dg algebra A ∈ Alg(Ch) is an object Z(A) ∈ Alg(Alg(Ch)) which by the Dunn–
Lurie additivity theorem 1.12 is the same as an E2-algebra. One can show that this E2-algebra
is equivalent to the Hochschild complex CH•(A,A) (see e.g. [Gin15, Section 7.2]). When A
is concentrated in degree 0, the zeroth cohomology of the Hochschild complex CH•(A,A) is
isomorphic to the ordinary center of A as an associative algebra. Thus, we see that Z(A) is
a derived generalization of this notion.
Example 1.26. Let X = SpecA be a smooth affine Poisson scheme. Then Z(A) is quasi-
isomorphic to the complex Γ(X, Sym(TX [−1])) equipped with the differential [piX ,−], i.e.
the Poisson cohomology of X. Its zeroth cohomology coincides with the space of Casimir
functions of A, i.e. elements f ∈ A such that {f, g} = 0 for every g ∈ A.
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Suppose C admits centralizers and consider a sequence of morphisms A f−→ B g−→ C in C.
From the universal property we obtain an action morphism
Z(f)⊗ Z(g)→ Z(g ◦ f).
In particular, we can upgrade Z(A) = Z(id) to an object of Alg(C). We have the following
result given by [Lur16, Theorem 5.3.1.14]:
Theorem 1.27. Suppose O is a coherent ∞-operad and C is a symmetric monoidal ∞-
category whose tensor product preserves colimits. Then AlgO(C) admits centralizers.
At the moment the above statement is not known for dg operads (see, however, the recent
preprint [CH17] which discusses the appropriate notion of a linear∞-operad). Nevertheless,
we have the following statement whose proof will appear in a future paper.
Theorem 1.28. Let R be a commutative dg algebra over k. Then the symmetric monoidal
∞-category of R-linear Pn-algebras AlgPn(ModR) admits centralizers.
We are now going to construct the algebra of n-shifted polyvector fields.
Definition 1.29. A graded dg Lie algebra is a dg Lie algebra g equipped with a weight
grading g =
⊕
n gn such that the Lie bracket has weight −1.
Similarly, one can define a graded Pn-algebra to be a Pn-algebra equipped with an extra
weight grading such that the Lie bracket has weight −1. Thus, both Lie and Pn lift to
operads in graded complexes. We denote by AlggrPn the ∞-category of graded Pn-algebras.
We denote by
trivPn : CAlg −→ AlggrPn
the functor which sends a commutative dg algebra A to the graded Pn-algebra concentrated
in weight 0 with the zero bracket.
Definition 1.30. Let A ∈ CAlg be a commutative dg algebra. The algebra of n-shifted
polyvector fields on A is
Pol(A, n) = Z(trivPn+1(A)) ∈ Alg(AlggrPn+1).
In particular, using theorem 1.13 we see that Pol(A, n) ∈ AlggrPn+2 . The following statement
gives a control over Pol(A, n) as a graded commutative dg algebra.
Proposition 1.31. Let A be a commutative dg algebra and LA ∈ModA its cotangent com-
plex. Then we have an equivalence of graded commutative dg algebras
Pol(A, n) ∼= HomA(SymA(LA[n+ 1]), A).
One can think of the Lie bracket on Pol(A, n) as a generalization of the Schouten bracket
of polyvector fields. A weight 2 element of Pol(A, n) is a bivector on A and by proposition 1.3
one can describe Pn+1-brackets on A in terms of bivectors pi satisfying [pi, pi] = 0.
Now let k(2)[−1] ∈ AlggrLie be the trivial graded dg Lie algebra concentrated in weight
2 and cohomological degree 1. Then a bivector pi satisfying [pi, pi] = 0 is the same as a
morphism of graded Lie algebras k(2)[−1] → Pol(A, n)[n + 1]. In fact, this gives the whole
∞-groupoid of n-shfited Poisson structures as shown in [Mel16].
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Theorem 1.32. One has an equivalence of ∞-groupoids
Pois(A, n) ∼= MapAlggrLie(k(2)[−1],Pol(A, n)[n+ 1]).
To get a more concrete understanding of the previous statement, let us recall the notion
of a Maurer–Cartan space from [Hin97] and [Get09]. Let Ωn = Ω(∆n) be the commutative
dg algebra of polynomial differential forms on the n-simplex. Explicitly, it is given by
Ωn = k[t0, . . . , tn, dt0, . . . , dtn]/(
∑
ti = 1,
∑
dti = 0),
i.e. the de Rham algebra of k[t0, . . . , tn]/(
∑
ti = 1), the commutative dg algebra of polyno-
mial functions on the n-simplex. The simplices ∆• form a cosimplicial simplicial set, so Ω•
form a simplicial commutative dg algebra. Therefore, if g is a dg Lie algebra, g ⊗ Ω• is a
simplicial dg Lie algebra.
Definition 1.33. Let g be a nilpotent dg Lie algebra.
• The set of Maurer–Cartan elements of g is the set MC(g) of elements x ∈ g of
degree 1 satisfying
dx+
1
2
[x, x] = 0.
• The Maurer–Cartan space of g is the simplicial set
MC•(g) = MC(g⊗ Ω•).
The term “Maurer–Cartan space” indicates that we have an∞-groupoid, i.e. the simplicial
set MC(g) is a Kan complex. This is a theorem of Hinich and Getzler, see [Get09, Proposition
4.7].
Example 1.34. Suppose g is a nilpotent Lie algebra concentrated in degree 0. Then MC(g)
is weakly equivalent to the nerve of the groupoid ∗/ exp(g), where exp(g) is the unipotent
group with Lie algebra g. Thus, MC(−) can be thought of as an integration functor.
Definition 1.35. Let g be a dg Lie algebra. It is pronilpotent if it admits a cofiltration
g0  g1  . . .
where g = limn gn and gn is nilpotent.
Definition 1.36. Let g be a pronilpotent dg Lie algebra. The Maurer–Cartan space of
g is the simplicial set
MC(g) = lim
n
MC(gn).
Again, for a pronilpotent dg Lie algebra, MC(g) is a Kan complex by [DR17, Proposition
4.1] and [Yal16, Proposition 2.6]. Given a graded dg Lie algebra g, its completion g≥2 in
weights at least 2 is pronilpotent: it is obtained as the inverse limit of the system
g≥2/g≥3  g≥2/g≥4  . . .
of nilpotent dg Lie algebras.
Note that a morphism of graded Lie algebras k(2)[−1] → g is the same as an element
x2 ∈ g of weight 2 and cohomological degree 1 which satisfies [x2, x2] = 0 up to coherent
higher homotopies. The following statement proved in [MS16, Proposition 1.19] shows that
the higher homotopies can be encoded by finding x = x2 + x3 + . . . where xn ∈ g has weight
n such that x satisfies the Maurer–Cartan equation.
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Proposition 1.37. Let g be a graded dg Lie algebra. Then we have a natural equivalence of
∞-groupoids
MapAlggrLie(k(2)[−1], g) ∼= MC(g
≥2).
1.5. Globalization. So far we have defined the∞-groupoid of n-shifted Poisson structures
Pois(A, n) on a commutative dg algebra A. We are now going to sketch how this definition
extends to the general setting of derived Artin stacks. Such an extension will be provided
using the technology of formal localization developed in [Cal+17]. We refer the reader to
[PV16] for a more detailed account of formal localization, while here we will just indicate
some general ideas.
Let Ch≤0 be the ∞-category of chain complexes of k-vector spaces concentrated in non-
positive cohomological degrees (i.e. connective chain complexes). The ∞-category of con-
nective commutative dg algebras is denoted by CAlg(Ch≤0). There is a notion of étale maps
and covers in CAlg(Ch≤0).
Definition 1.38.
• A derived prestack is a functor of ∞-categories X : CAlg(Ch≤0) → S where S is
the ∞-category of spaces.
• A derived stack is a derived prestack X which satisfies étale descent: for any étale
cover A→ B in CAlg(Ch≤0) the natural morphism
X(A) −→ Tot( X(B) // // X(B ⊗A B) ////// . . . )
is an equivalence.
The following definition is an informal rephrasing of [TV08, Definition 1.3.1]:
Definition 1.39.
• A derived stack X is (−1)-geometric if it is equivalent to an affine derived scheme,
i.e. it is a representable functor CAlg(Ch≤0)→ S.
• A derived stack X is n-geometric if the diagonal X → X ×X is (n− 1)-geometric
and it admits a smooth cover
∐
Ui → X where Ui are affine.
• A derived stack X is a derived Artin stack (sometimes just called a geometric
stack) if it is n-geometric for some n.
Alternatively, one can say that X is n-geometric if there is a smooth groupoid
Y0 Y1oo
oo . . .oooo
oo
where each Yi is (n−1)-geometric and X is equivalent to colimY•, the quotient of Y0 by this
groupoid.
Let us also recall the notion of a derived stack locally of finite presentation:
Definition 1.40. A derived stack X is locally of finite presentation if for any filtered
system of connective commutative dg algebras Ai ∈ CAlg(Ch≤0) the natural morphism
colimX(Ai) −→ X(colimAi)
is an equivalence.
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Given a commutative dg algebra A ∈ CAlg(Ch≤0) and an A-module M , denote by A⊕M
the corresponding square-zero extension. Let us recall that the cotangent complex LA ∈
ModA is defined by the universal property
MapModA(LA,M) ∼= MapCAlg(Ch≤0)/A(A,A⊕M),
where CAlg(Ch≤0)/A is the ∞-category of connective commutative dg algebras with a map
to A. Note that the right-hand side simply represents derivations from A to M .
Similarly, for a derived stack X one can define an analogous universal property for the
cotangent complex LX ∈ QCoh(X), but this object is not guaranteed to exist.
Proposition 1.41. Suppose X is a derived Artin stack. Then it admits a cotangent complex
LX ∈ QCoh(X). If we assume moreover that X is locally of finite presentation, then LX is
perfect.
Proof. The first statement is given by [TV08, Corollary 2.2.3.3].
To prove the second statement, consider f : S → X where S is an affine derived scheme.
Consider a filtered diagram M• : I → QCoh(S) and let us denote by
S[Mi] = Spec(O(S)⊕Mi)
the square-zero extension.
Denote by MapS/(−,−) the mapping space in the ∞-category of derived stacks under S.
By the universal property of the cotangent complex,
MapS/(S[Mi], X)
∼= MapQCoh(S)(f ∗LX ,Mi).
Therefore, we get a diagram of spaces
colim MapS/(S[Mi], X) //
∼

MapS/(S[colimMi], X)
∼

colim MapQCoh(S)(f
∗LX ,Mi) // MapQCoh(S)(f ∗LX , colimMi)
So, if X is locally of finite presentation, the top horizontal morphism is an equivalence and
hence the bottom horizontal morphism is an equivalence, i.e. f ∗LX ∈ QCoh(S) is compact
and hence dualizable.
By [Lur16, Corollary 4.6.1.11] this implies that LX ∈ QCoh(X) itself is dualizable, i.e. it
is perfect. 
Example 1.42. Suppose G is an affine algebraic group. Its classifying stack BG is defined
to be the colimit of the groupoid G ⇒ pt in the ∞-category of derived stacks. Note that
by construction it is a derived Artin stack. One has an equivalence of symmetric monoidal
categories
QCoh(BG) ∼= RepG,
where RepG is the dg category of G-representations. Under this equivalence the cotangent
complex LBG ∈ QCoh(BG) corresponds to g∗[−1] ∈ RepG, the coadjoint representation in
cohomological degree 1.
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Definition 1.43. Suppose X is a derived stack which admits a perfect cotangent complex.
Its tangent complex is
TX = L∨X = Hom(LX ,OX) ∈ QCoh(X).
Definition 1.44. Let X be a derived prestack. Its de Rham prestack XdR is given by
XdR(S) = X(H
0(S)red).
The construction X 7→ XdR preserves limits, so if X is a derived stack, then so is XdR.
Note, however, that XdR is almost never a derived Artin stack. Nevertheless, it admits a
cotangent complex which is in fact trivial since by definition XdR does not have infinitesimal
deformations.
Proposition 1.45. Let X be a derived prestack. Then LXdR = 0.
Example 1.46. Suppose X is a smooth scheme. In particular, it is formally smooth, i.e.
p : X → XdR is an epimorphism. Therefore,
XdR ∼= colim
(
X X ×XdR Xoo oo . . .oooooo
)
We can identify X×XdRX ∼= X̂ ×X∆, the formal completion of X×X along the diagonal.
Therefore, XdR is a quotient of X by its infinitesimal groupoid.
As the above example shows, XdR is a kind of a formal derived stack. Such objects
were studied in [GR17] and [Cal+17, Section 2.1]. Consider the projection p : X → XdR.
Even though p is not affine, it is a family of formal affine stacks (see [Cal+17, Definition
2.1.5]). It was shown in [Cal+17] that one can enhance p∗OX to a prestack of graded mixed
commutative dg algebras so that many geometric structures on X can be recovered from it.
We can summarize it in the following slogan:
• A formal affine stack is determined by its graded mixed commutative dg algebra of
global functions.
Definition 1.47. A graded mixed complex is a graded complex V =
⊕
n V (n) equipped
with a square-zero endomorphism  of weight 1 and cohomological degree 1.
Denote by Chgr, the ∞-category of graded mixed complexes.
Definition 1.48. A graded mixed commutative dg algebra is a commutative algebra
in Chgr,.
Definition 1.49. Suppose A is a graded mixed commutative dg algebra.
• Its realization is
|A| =
∏
n≥0
A(n)
equipped with the differential dA + .
• Its Tate realization is
|A|t = colim
m→−∞
∏
n≥m
A(n)
equipped with the differential dA + .
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One can also encode Tate realization in terms of the usual realization as follows. There is
a certain ind-object in graded mixed complexes k(∞) which is defined in [Cal+17, Section
1.5]. Given any other graded mixed complex V , we denote
V (∞) = V ⊗ k(∞).
Then we can identify
|A|t ∼= |A(∞)|.
Let us stress that the introduction of the twist by k(∞) will merely allow us to omit Tate
realizations in what follows.
Given a formal affine stack X, [Cal+17] introduce a graded mixed commutative dg algebra
D(X) such that
|D(X)| ∼= O(X).
Definition 1.50. Let X be a derived stack.
• The crystalline structure sheaf DXdR is a prestack of graded mixed commutative
dg algebras on XdR defined as
(SpecA→ XdR) 7→ D(SpecA).
• The sheaf of principal parts BX is a prestack of graded mixed commutative dg
algebras on XdR defined as
(SpecA→ XdR) 7→ D(X ×XdR SpecA).
Note that by construction we have a morphism DXdR → BX . Moreover, we have equiva-
lences of prestacks of commutative dg algebras on XdR
|BX | ∼= p∗OX , |DXdR | ∼= OXdR .
If X is a derived Artin stack locally of finite presentation, many geometric structures on
X can be reconstructed from DXdR → BX : the dg category of perfect complexes Perf(X),
cotangent complex LX etc. We refer to [PV16] and [Cal+17, Section 2] for details.
We are now ready to define shifted Poisson structures on a derived Artin stack.
Definition 1.51. Let X be a derived Artin stack locally of finite presentation. The ∞-
groupoid Pois(X,n) of n-shifted Poisson structures on X is
Pois(X,n) = Pois(BX(∞)/DXdR(∞), n).
In other words, an n-shifted Poisson structure on X is defined to be a lift of BX(∞) from
a DXdR(∞)-linear commutative algebra to a DXdR(∞)-linear Pn+1-algebra.
Remark 1.52. In the definition of Pois(X,n) we consider BX(∞) as a commutative alge-
bra in the dg category of prestacks of graded mixed DXdR(∞)-modules on XdR. See also
remark 1.11.
Remark 1.53. One may also consider a “non-Tate”, version of n-shifted Poisson structures on
X defined as Pois(BX/DXdR , n). Even though the two definitions agree for derived schemes,
they are different in general and, for instance, proposition 1.55 fails for X = BG as the
non-Tate version does not “see” all polyvectors.
16 PAVEL SAFRONOV
In a way, definition 1.51 asserts that an n-shfited Poisson structure on X is the same as
a fiberwise n-shifted Poisson structure on X → XdR. Such a definition is sensible since the
natural inclusion of fiberwise n-shifted polyvector fields along X → XdR into all n-shifted
polyvector fields on X is an equivalence since TXdR = 0 by proposition 1.45.
Similarly, under the same assumption one can define a graded Pn+2-algebra Pol(X,n) of
n-shifted polyvectors on X using BX .
Proposition 1.54. One has an equivalence of graded commutative dg algebras
Pol(X,n) ∼= Γ(X, Sym(TX [−n− 1])).
Proposition 1.55. One has an equivalence of spaces
Pois(X,n) ∼= MapAlggrLie(k(2)[−1],Pol(X,n)[n+ 1]).
Example 1.56. Suppose X is a (possibly singular) scheme over k. Its cotangent complex
LX is connective, so the weight p part of Pol(X,n) is concentrated in cohomological degrees
[p(n+1),∞). Therefore, by proposition 1.55 the spaces Pois(X,n) are contractible for n > 0,
i.e. every n-shifted Poisson structure for n > 0 is canonically zero. The same computation
shows that Pois(X, 0) is identified with the set of ordinary Poisson structures on X.
Remark 1.57. The book [GR17] presents a slightly different formalism for treating formal
stacks in terms of inf-schemes. Given a derived Artin stack X, the morphism p : X → XdR
is proper, so p∗ is left adjoint to the symmetric monoidal functor
p! : IndCoh(XdR)→ IndCoh(X),
where IndCoh(−) is the ∞-category of ind-coherent sheaves. In particular, p∗ acquires an
oplax symmetric monoidal structure. Therefore, we get a cocommutative coalgebra
p∗ωX ∈ IndCoh(XdR).
One may define an n-shifted Poisson structure on X as a lift of the cocommutative structure
on p∗ωX to a Pn+1-coalgebra structure. It would be interesting to compare such a definition
to definition 1.51. Such a definition might be useful to deal with derived stacks not locally
of finite presentation.
Recall that in section 1.3 we have defined a forgetful functor
forgetn−m+1n+1 : AlgPn+1 → AlgPn−m+1 .
Since it is compatible with the forgetful functors to CAlg, it induces a forgetful map
(4) Pois(X,n) −→ Pois(X,n−m)
for any derived stack X. By proposition 1.21, the forgetful map (4) is trivial for m ≥ 2, i.e.
it sends any n-shifted Poisson structure on X to the zero (n−m)-shifted Poisson structure
on X. We refer to conjecture 2.43 and proposition 3.12 for examples of the forgetful map
Pois(X,n)→ Pois(X,n− 1).
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2. Coisotropic and Lagrangian structures
In the second lecture we explain how to define n-shifted coisotropic structures in terms of
relative Poisson algebras and, after a brief reminder on shifted sympletic geometry, explain
the relationship between shifted Poisson and shifted symplectic structures.
2.1. Relative Poisson algebras. Recall the equivalence of∞-categories from theorem 1.13:
AlgPn+1
∼= Alg(AlgPn).
Given a symmetric monoidal ∞-category C we denote by LMod(C) the ∞-category of
pairs (A,M) of an associative algebra A in C and an A-module M . By definition (see
[Lur16, Definition 5.3.1.6]), if C admits centralizers, we can identify LMod(C)∼ with the
space of pairs of an associative algebra A ∈ Alg(C), an object M ∈ C and a morphism of
associative algebras A → Z(M). We will now give a similar characterization of the whole
∞-category LMod(AlgPn).
Definition 2.1. Let B ∈ AlgPn be a Pn-algebra. Its strict center is
Zstr(B) = HomModB(SymB(Ω
1
B[n]), B)
with the differential twisted by [piB,−].
The strict center is equipped with a Pn+1-algebra structure where the bracket is a gener-
alization of the Schouten bracket of polyvector fields. The term “strict center” is explained
by the following proposition which will be proved in a future paper.
Proposition 2.2. Assume B ∈ AlgPn is cofibrant as a commutative dg algebra. Then we
have an equivalence of objects of AlgPn+1 ∼= Alg(AlgPn):
Zstr(B) ∼= Z(B),
where Z(B) is the center of B in the sense of definition 1.23.
We are now ready to define relative Poisson algebras introduced in [Saf15] under the name
“coisotropic morphism”.
Definition 2.3. A P[n+1,n]-algebra is a triple (A,B, F ), where
• A is a Pn+1-algebra,
• B is a Pn-algebra,
• F : A→ Zstr(B) is a morphism of Pn+1-algebras.
The above definition gives rise to a two-colored dg operad P[n+1,n] of relative Poisson
algebras. The following statement is proved in [Saf16, Theorem 3.8].
Proposition 2.4. One has an equivalence of ∞-categories
AlgP[n+1,n]
∼= LMod(AlgPn).
One can introduce a forgetful functor (see [MS16, Section 3.5])
(5) U: AlgP[n+1,n] −→ AlgPnun+1
from relative Poisson algebras to non-unital Pn+1-algebras. Given (A,B) ∈ AlgP[n+1,n] , this
construction has the following properties:
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(1) One can identify as non-unital commutative dg algebras
U(A,B) ∼= fib(A→ B).
(2) One has a fiber sequence of Lie algebras
B[n− 1] −→ U(A,B)[n] −→ A[n],
i.e. we have a pullback square
B[n− 1] //

U(A,B)

0 // A[n]
The natural projection Z(B)→ B is a morphism of commutative dg algebras, so we also
get a forgetful functor
AlgP[n+1,n] −→ Arr(CAlg),
where Arr(C) = Fun(∆1,C). After localization it induces a functor of ∞-categories
AlgP[n+1,n] −→ Arr(CAlg).
Definition 2.5. Let f : A → B be a morphism of commutative dg algebras. The space
Cois(f, n) of n-shifted coisotropic structures on f is the fiber of
Alg∼P[n+1,n] −→ Arr(CAlg)∼
at f ∈ Arr(CAlg).
By construction we have forgetful maps
Cois(f, n)
vv ''
Pois(B, n− 1) Pois(A, n)
We have a natural involution
opp: Pois(B, n− 1) −→ Pois(B, n− 1)
induced by the automorphism of the operad Pn given by flipping the sign of the Poisson
bracket. We denote by B the opposite Pn-algebra.
The next statement shows that a derived intersection of n-shifted coisotropic morphisms
carries an (n− 1)-shifted Poisson structure.
Proposition 2.6. Suppose A → B1 and A → B2 are two morphisms of commutative dg
algebras. We have a morphism of spaces
Cois(A→ B1, n)×Pois(A,n) Cois(A→ B2, n) −→ Pois(B1 ⊗A B2, n− 1).
Moreover, given two n-shifted coisotropic morphisms A→ B1 and A→ B2, the projection
B1⊗B2 → B1⊗A B2 is compatible with the (n− 1)-shifted Poisson structures on both sides.
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Proof. By proposition 1.19, we have a diagram of ∞-categories
LMod(AlgPn)
∼ //

RMod(AlgPn)

AlgPn
opp // AlgPn
The relative tensor product [Lur16, Section 4.4] gives rise to horizontal functors
RMod(AlgPn)×Alg(AlgPn ) LMod(AlgPn)
∼ //

BiMod(AlgPn)
//

AlgPn

RMod(CAlg)×Alg(CAlg) LMod(CAlg) ∼ // BiMod(CAlg) // CAlg
Using [Lur16, Proposition 2.4.3.9] we can identify
LMod(CAlg) ∼= Arr(CAlg), RMod(CAlg) ∼= Arr(CAlg)
and the claim follows by passing to fibers of the vertical functors. 
Given a morphism f : L → X of derived Artin stacks locally of finite presentation we
can define the space Cois(f, n) using the formalism of formal localization as in section 1.5.
Moreover, the previous statement admits a generalization to derived Artin stacks, see [MS17,
Theorem 3.6].
Proposition 2.7. Suppose L1, L2 → X are two morphisms of derived Artin stacks locally
of finite presentation. Then we have a diagram of spaces
Cois(L1 → X,n)×Pois(X,n) Cois(L2 → X,n) //

Pois(L1 ×X L2, n− 1)

Pois(L1, n− 1)× Pois(L2, n− 1) opp×id // Pois(L1, n− 1)× Pois(L2, n− 1)
This is known as a coisotropic intersection theorem.
2.2. Poisson morphisms.
Definition 2.8. Let f : A1 → A2 be a morphism of commutative dg algebras. The space
Pois(f, n) of n-shifted Poisson structures on f is the fiber of
Arr(AlgPn+1)
∼ −→ Arr(CAlg)∼
at f ∈ Arr(CAlg).
One can similarly define the space Pois(f, n) for a morphism of derived Artin stacks locally
of finite presentation.
Recall that a morphism of smooth Poisson schemes f : X1 → X2 is Poisson iff its graph
g : X1 → X1×X2 is coisotropic, whereX1 isX1 equipped with the opposite Poisson structure.
We have a similar statement in the derived context as well, see [MS17, Theorem 2.8].
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Proposition 2.9. Let f : X1 → X2 be a morphism of derived Artin stacks locally of finite
presentation and let g : X1 → X1 ×X2 be its graph. One has a fiber square of spaces
Pois(f, n) //

Pois(X1, n)× Pois(X2, n)
id⊕opp

Cois(g, n) // Pois(X1 ×X2, n)
2.3. Relative polyvectors. In this section we generalize results of section 1.4 to the relative
setting.
Let f : A → B be a morphism of commutative dg algebras. The center Z(trivPnB) is a
graded Pn+1-algebra and we get a natural morphism of graded Pn+1-algebras
trivPn+1(A) −→ Z(trivPn(B)).
Also recall that we denote by Pol(B/A, n − 1) the graded Pn+1-algebra of polyvectors of
B ∈ CAlg(ModA).
Proposition 2.10. One has an equivalence of graded Pn+1-algebras
Pol(B/A, n− 1) ∼= Z(trivPn+1(A)→ Z(trivPn(B))).
From the previous statement and the universal property of centralizers we obtain that
(Pol(A, n),Pol(B/A, n− 1)) ∈ LMod(AlggrPn+1).
Definition 2.11. Let f : A→ B be a morphism of commutative dg algebras. The algebra
of relative n-shifted polyvector fields is
Pol(f, n) = U(Pol(A, n),Pol(B/A, n− 1)) ∈ AlggrPnun+1 .
Given this definition, we have the following explicit way to compute the space of n-shifted
coisotropic structures.
Proposition 2.12. Let f : A→ B be a morphism of commutative dg algebras. One has an
equivalence of spaces
Cois(f, n) ∼= MapAlggrLie(k(2)[−1],Pol(f, n)[n+ 1]).
As in section 1.5, we can generalize relative polyvectors to morphisms of derived Artin
stacks.
Proposition 2.13. Let f : L → X be a morphism of derived Artin stacks locally of fi-
nite presentation. The image of the pair (Pol(X,n),Pol(L/X, n − 1)) under the functor
AlggrP[n+2,n+1] → Arr(CAlggr) is equivalent to the composite
Γ(X, Sym(TX [−n− 1])) −→ Γ(L, Sym(f ∗TX [−n− 1])) −→ Γ(L, Sym(TL/X [−n])).
Proposition 2.14. Let f : L→ X be as before. Then one has an equivalence of spaces
Cois(f, n) ∼= MapAlggrLie(k(2)[−1],Pol(f, n)[n+ 1]).
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Example 2.15. Let f : L→ X be an embedding of a closed subscheme. As in example 1.56,
from we see that the weight p part of Pol(f, n) is concentrated in cohomological degrees
[p(n + 1),∞). Therefore, by proposition 2.14 the spaces Cois(f, n) are contractible for
n > 0. Moreover, for n = 0 we recover the set of Poisson structures on X for which L is
coisotropic in the usual sense, i.e. for which the bivector piX ∈ Γ(X,∧2TX) vanishes under
the restriction
Γ(X,∧2TX) −→ Γ(L,∧2NL/X).
Example 2.16. If X is a smooth Poisson scheme, the identity inclusion X → X is coisotropic.
In the derived setting one can show that there is a unique coisotropic structure.
Let X be an n-shifted Poisson stack and consider the identity map id : X → X. By the
property (2) of the forgetful functor U: AlgP[n+2,n+1] → AlgPnun+2 given in section 2.1 we have
a fiber sequence of Lie algebras
Pol(X/X, n− 1)[n] −→ Pol(id, n)[n+ 1] −→ Pol(X,n)[n+ 1].
By proposition 1.54 we can identify Pol(X/X, n − 1) ∼= Γ(X, Sym(TX/X [−n])) as graded
commutative dg algebras and since TX/X = 0, the graded complex Pol(X/X, n − 1) is
concentrated in weight 0. In particular, the morphism Pol(id, n)≥2 → Pol(X,n)≥2 is an
equivalence and hence the forgetful map
Cois(id, n) −→ Pois(X,n)
is an equivalence of spaces. In other words, there is a unique n-shifted coisotropic structure
on the identity map compatible with the given n-shifted Poisson structure on X.
Using the previous example we get a diagram Pois(X,n) ∼←− Cois(id, n)→ Pois(X,n− 1)
and hence a forgetful map Pois(X,n)→ Pois(X,n− 1).
Proposition 2.17. The forgetful map Pois(X,n)→ Pois(X,n−1) defined above is equivalent
to the one given by (4).
2.4. Shifted symplectic structures. In this section we briefly remind some facts about
shifted symplectic structures. The reader is referred to [Pan+13] and [Cal14] for a more
complete treatment.
Definition 2.18. Let A be a commutative dg algebra. Its de Rham complex is the graded
mixed commutative dg algebra
DR(A) = SymA(LA[−1])
with weights given by the Sym grading and the mixed structure given by the de Rham
differential.
Definition 2.19. Let X be a derived stack. Its de Rham complex is the graded mixed
commutative dg algebra
DR(X) = lim
SpecA→X
DR(A).
Definition 2.20. Let X be a derived stack.
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• The space of two-forms of degree n on X is
A2(X,n) = MapChgr(k(2)[−1],DR(X)[n+ 1]).
• The space of closed two-forms of degree n on X is
A2,cl(X,n) = MapChgr,(k(2)[−1],DR(X)[n+ 1]).
From the definition we get a morphism
A2,cl(X,n) −→ A2(X,n)
which extracts the underlying two-form.
Note that by pulling back differential forms to affines we obtain a natural morphism of
graded commutative dg algebras
(6) Γ(X, Sym(LX [−1])) −→ DR(X).
Unfortunately, for a general derived stack X we do not know if this morphism is an equiva-
lence. However, we have the following statement, see [Pan+13, Proposition 1.14].
Proposition 2.21. Suppose X is a derived Artin stack. Then the morphism of graded
commutative dg algebras (6) is an equivalence.
In particular, under the previous assumptions we see that a two-form ω ∈ A2(X,n) is the
same as a morphism of complexes
k → Γ(X, Sym2(LX [−1]))[2 + n].
If we assume LX is perfect, by adjunction this morphism gives rise to a morphism
ω] : TX → LX [n].
Definition 2.22. Let X be a derived Artin stack locally of finite presentation. A two-form
ω ∈ A2(X,n) is nondegenerate if the morphism ω] : TX → LX [n] is an equivalence.
Definition 2.23. Let X be a derived Artin stack locally of finite presentation. The space
of n-shfited symplectic structures on X is the subspace Symp(X,n) ⊂ A2,cl(X,n) of
closed two-forms whose underlying two-form is nondegenerate.
Example 2.24. Suppose Y is a derived Artin stack locally of finite presentation. Then for
any n the n-shifted cotangent stack
T∗[n]Y ∼= SpecY Sym(TY [−n])
has an exact n-shifted symplectic structure by [Cal16].
If f : L → X is a morphism of derived stacks, we get an induced morphism of graded
mixed commutative dg algebras
f ∗ : DR(X) −→ DR(L)
given by pulling back differential forms. An n-shifted isotropic structure on f is then given
by a closed two-form ω on X of degree n and the nullhomotopy of f ∗ω.
Definition 2.25. Let f : L→ X be a morphism of derived stacks. The space of n-shifted
isotropic structures on f is
Isot(X,n) = MapChgr,(k(2)[−1], fib(f ∗ : DR(X)→ DR(L))[n+ 1]).
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Suppose f : L→ X is a morphism of derived Artin stacks locally of finite presentation. It
is easy to see that given an n-shifted isotropic structure on f we obtain a null-homotopy of
the composite
TL −→ f ∗TX ω
]−→ f ∗LX [n] −→ LL[n].
Definition 2.26. Let f : L → X be a morphism of derived Artin stacks locally of finite
presentation. The space of n-shifted Lagrangian structures on f is the subspace
Lagr(f, n) ⊂ Isot(X,n) of those n-shifted isotropic structures whose underlying closed two-
form on X is nondegenerate and such that the sequence in QCoh(L)
TL −→ f ∗TX −→ LL[n]
is a fiber sequence.
Equivalently, an n-shifted isotropic structure λ induces a morphism λ] : TL/X → LL[n−1]
and it is Lagrangian if λ] is an equivalence.
Example 2.27. Suppose Z → Y is a morphism of derived Artin stacks locally of finite
presentation. Then we have an n-shifted conormal stack
N∗[n](Z/Y ) = SpecZ Sym(TZ/Y [1− n]).
We have a natural morphism
SpecZ Sym(TZ/Y [1− n])→ SpecZ Sym(f ∗TY [−n])→ SpecY Sym(TY [−n]) = T∗[n]Y
and it is shown in [Cal16] that N∗[n](Z/Y )→ T∗[n](Y ) carries an exact n-shifted Lagrangian
structure.
Note that by construction we have a forgetful map
Lagr(f, n) −→ Symp(X,n).
Fix two maps fi : Li → X for i = 1, 2. Suppose X carries a closed two-form ω of degree
n and we have two null-homotopies f ∗i ω ∼ 0. Then the intersection L1 ×X L2 carries two
null-homotopies of the pullback g∗ω where g : L1 ×X L2 → X. The difference between the
two null-homotopies is a closed two-form of degree (n − 1) on L1 ×X L2. This procedure
in fact preserves nondegeneracy as shown in [Pan+13, Section 2.2], i.e. given two n-shifted
Lagrangians L1, L2 → X, their intersection L1 ×X L2 has an (n − 1)-shifted symplectic
structure.
Proposition 2.28. Suppose L1, L2 → X are two morphisms of derived Artin stacks locally
of finite presentation. Then we have a map of spaces
Isot(L1 → X,n)×A2,cl(X,n) Isot(L2 → X,n) −→ A2,cl(L1 ×X L2, n− 1).
This map preserves nondegeneracy, i.e. it induces a map of spaces
Lagr(L1 → X,n)×Symp(X,n) Lagr(L2 → X,n) −→ Symp(L1 ×X L2, n− 1).
This is known as the Lagrangian intersection theorem
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Example 2.29. Suppose X is a smooth symplectic scheme and L ⊂ X is a smooth Lagrangian
subscheme. Using the Koszul complex we can identify
L×X L ∼= N[−1](L/X).
Since L is Lagrangian, N(L/X) ∼= T∗L and hence
L×X L ∼= T∗[−1]L.
The derived scheme L ×X L is a Lagrangian intersection and so by proposition 2.28 it
inherits a (−1)-shifted symplectic structure. One can show that the equivalence L ×X L ∼=
T∗[−1]L is compatible with the (−1)-shifted symplectic structures on both sides.
2.5. Shifted Poisson and shifted symplectic structures. If X is a smooth scheme, a
symplectic structure on X is the same as a nondegenerate Poisson structure, i.e. a Poisson
structure which induces an isomorphism T∗X → TX . This is clear on the level of linear algebra
and the only nontrivial computation is that closedness of the two-form ω is equivalent to the
Jacobi identity for the bivector pi = ω−1. In the derived context the same result is far from
obvious since we need to show that closedness of the two-form up to coherent homotopy is
equivalent to the Jacobi identity for the bivector which again holds up to coherent homotopies.
Nevertheless, we still have an equivalence between nondegenerate n-shifted Poisson structures
and n-shifted symplectic structures.
Definition 2.30. Let X be a derived Artin stack locally of finite presentation.
• Suppose pi is an n-shifted Poisson structures on X. It is nondegenerate if the
morphism
pi] : LX −→ TX [−n]
induced by the underlying bivector is an equivalence.
• Denote by Poisnd(X,n) ⊂ Pois(X,n) the subspace of nondegenerate n-shifted Poisson
structures.
The following is proved in [Cal+17, Theorem 3.2.4] and [Pri17, Theorem 3.13].
Theorem 2.31. One has an equivalence of spaces
Poisnd(X,n) ∼= Symp(X,n).
The proof given in [Cal+17] first proceeds by a reduction to a local statement and then
using a strictification provided by a Darboux lemma one shows the equivalence. We will
sketch an alternative proof given in [Pri17] in the affine case.
The theorem in both papers is proved by going through an intermediate space of compat-
ible pairs. Let pi be an n-shifted Poisson structure on A, a commutative dg algebra. Then
[pi,−] defines a mixed structure on the graded Pn+2-algebra Pol(A, n). Denote by Polpi(A, n)
the underlying graded mixed commutative dg algebra. By the universal property of the de
Rham complex, one has a unique morphism of graded mixed commutative dg algebras
DR(A) −→ Polpi(A, n)
given by the identity A→ A in weight 0 and which sends fddRg 7→ f [pi, g] in weight 1.
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Splitting the n-shifted Poisson structure pi = pi2 + pi3 + . . . according to the weight, we
have a natural morphism of graded mixed complexes
σ : k(2)[−1] −→ Polpi(A, n)[n+ 1]
given by
1 7→
∑
m≥2
(m− 1)pim.
Definition 2.32. Let ω ∈ A2,cl(A, n) be a closed two-form of degree n on A defining a
morphism
ω : k(2)[−1] −→ DR(X)[n+ 1]
of graded mixed complexes. Let pi be an n-shifted Poisson structure onA. The compatibility
between ω and pi is a commutativity data in the diagram of graded mixed complexes
k(2)[−1] σ //
ω &&
Polpi(X,n)
DR(X)
88
We denote by Comp(A, n) the space of such compatible pairs. We have natural forgetful
maps
Comp(A, n)
ww ''
A2,cl(A, n) Pois(A, n)
Lemma 2.33. Let (ω, pi) ∈ Comp(A, n) be a compatible pair on A. Then the composite
LX
pi]−→ TX [−n] ω
]−→ LX pi
]−→ TX [−n]
is homotopic to pi].
Let Compnd(A, n) ⊂ Comp(A, n) be the subspace of compatible pairs (ω, pi) where pi is
nondegenerate. In particular, by the previous Lemma we get that ω is nondegenerate as
well, so we obtain projections
Compnd(A, n)
vv ((
Symp(A, n) Poisnd(A, n).
Lemma 2.34. The projection Compnd(A, n)→ Poisnd(A, n) is an equivalence.
Proof. If pi is nondegenerate, the induced morphism of graded mixed commutative dg alge-
bras
DR(A) −→ Polpi(A, n)
is an equivalence and hence there is a unique extension of pi to a compatible pair. 
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Therefore, we just need to show that Compnd(A, n)→ Symp(A, n) is an equivalence. The
strategy used in [Pri17] is to employ the natural filtrations on both spaces and prove the
statement by obstruction theory.
That is, let DR≥(m+1)(A) be the truncation of DR(A) in weights at least m+ 1. Let
Symp≤m(A, n) ⊂ MapChgr,(k(2)[−1],DR(A)/DR≥(m+1)(A))
be the subspace of nondegenerate forms. Since
DR(A) = lim
m
(
DR(A)/DR≥(m+1)(A)
)
,
we have
Symp(A, n) = lim
m
Symp≤m(A, n).
One can similarly define Poisnd,≤m(A, n) and Compnd,≤m(A, n). Then we can prove a
stronger statement:
Lemma 2.35. The projection Compnd,≤m(A, n)→ Symp≤m(A, n) is an equivalence.
This statement is proved by induction as follows. First, for m = 2 the statement reduces
to a problem in linear algebra: given a nondegenerate two-form ω, by lemma 2.33 we have
to show there is a unique non-degenerate bivector pi such that
pi] ∼= pi] ◦ ω] ◦ pi].
By nondegeneracy of pi] this is equivalent to pi] ∼= (ω])−1. The inductive statement requires
one to construct obstruction spaces.
Definition 2.36. Suppose
(7) O
p

X
s1
oo
s2oo
is a diagram of simplicial sets together with homotopies p ◦ s1 ∼= idX and p ◦ s2 ∼= idX . Its
vanishing locus is the limit of
X O
poo X
s1
oo
s2oo
In other words, the vanishing locus of the diagram (7) consists of a point x ∈ X and
a homotopy s1(x) ∼ s2(x) in p−1(x). It is called a vanishing locus since the section s2 in
examples will be a “zero section” in some sense.
Studying the problem of lifting a Poisson structure pi ∈ Pois≤m(A, n) to Pois≤(m+1)(A, n)
one naturally encounters obstructions. Indeed, suppose
pi = pi2 + · · ·+ pim ∈ Pois≤m(A, n).
Its lift
pi′ = pi2 + · · ·+ pim + pim+1 ∈ Pois≤(m+1)(A, n)
satisfies the Maurer–Cartan equation
dpi′ +
1
2
[pi′, pi′] = 0
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in the truncation Pol≤(m+1)(A, n). Since pi satisfies the Maurer–Cartan equation up to weight
m, we need to check the Maurer–Cartan equation only in weight (m+ 1) which gives
dpim+1 +
1
2
∑
i+j=m+2
[pii, pij] = 0.
Thus, the fiber of Pois≤(m+1)(A, n)→ Pois≤m(A, n) at pi consists of null-homotopies of
obs(pi) =
1
2
∑
i+j=m+2
[pii, pij] ∈ Polm+1(A, n).
Denote by Obs(Pois,m + 1) → Pois≤m(A, n) the trivial local system over Pois≤m(A, n)
with fiber Polm+1(A, n). Then we have two sections: the zero section and obs(−). Thus, we
obtain an obstruction diagram as in (7). One similarly constructs obstruction diagrams
Obs(Symp,m+ 1)
))
Symp≤m(A, n)
obs
oo
0oo
and
Obs(Comp,m+ 1)
))
Comp≤m(A, n)
obs
oo
0oo
These obstruction diagrams restrict to obstruction diagrams for nondegenerate pairs. Then
one proves the following key lemmas.
Lemma 2.37. The vanishing locus of
Obs(Comp,m+ 1)
))
Comp≤m(A, n)oooo
is equivalent to
Comp≤(m+1)(A, n) −→ Comp≤m(A, n)
and similarly for Symp and Pois.
Lemma 2.38. The square
Obs(Comp,m+ 1) //

Compnd,≤m(A, n)

Obs(Symp,m+ 1) // Symp≤m(A, n)
is Cartesian.
This proves the inductive step and hence theorem 2.31.
One also has a relative analog of theorem 2.31. Given an n-shifted coisotropic structure
(pi, γ) on f : L → X, where pi is an n-shifted Poisson structure on X, one has an induced
morphism
γ] : LL/X −→ TL[−n].
Definition 2.39. Let f : L → X be a morphism of derived Artin stacks locally of finite
presentation.
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• Suppose (pi, γ) is an n-shifted coisotropic structure on f . It is nondegenerate if the
n-shifted Poisson structure pi on X is nondegenerate and γ] : LL/X → TL[−n] is an
equivalence.
• Coisnd(f, n) ⊂ Cois(f, n) is the subspace of nondegenerate n-shifted coisotropic struc-
tures.
The following result was proved in [Pri16b] for n = 0 and [MS17, Theorem 4.22] for any
n.
Theorem 2.40. Suppose f : L → X is a morphism of derived Artin stacks locally of finite
presentation. Then one has an equivalence of spaces
Coisnd(f, n) ∼= Lagr(f, n)
fitting into a diagram
Coisnd(f, n)
∼ //

Lagr(f, n)

Poisnd(X,n)
∼ // Symp(X,n).
Under this equivalence the diagram
LL/X [−1] //
γ]∼

f ∗LX //
pi]∼

LL
γ]∼

TL[−n] // f ∗TX [−n] // TL/X [1− n]
induced by a nondegenerate n-shifted coisotropic structure (pi, γ) is inverse to the diagram
TL[−n] //
λ]∼

f ∗TX [−n] //
ω]∼

TL/X [1− n]
λ]∼

LL/X [−1] // f ∗LX // LL
induced by the corresponding n-shifted Lagrangian structure (ω, λ).
Corollary 2.41. Under the previous assumptions we have a forgetful map
Lagr(f, n) ∼= Coisnd(f, n) −→ Pois(L, n− 1).
Given a Lagrangian structure (ω, λ) on f , the induced (n−1)-shifted Poisson structure on
L has bivector given by the composite
LL −→ LL/X (λ
])−1−−−→ TL[1− n].
Example 2.42. Suppose f : L → X is a smooth Lagrangian subscheme of a 0-shifted sym-
plectic scheme X. We have an exact sequence
0 −→ TL −→ f ∗TX −→ NL/X −→ 0
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of vector bundles on L which gives rise to an extension class H1(L,N∗L/X ⊗ TL). Since L is
Lagrangian, we have an isomorphism N∗L/X ∼= TL. Therefore, we obtain an element
piL ∈ H1(L,TL ⊗ TL)
which can be shown to be symmetric. We see that piL, the bivector underlying the (−1)-
shifted Poisson structure on L, measures the obstruction for the normal bundle to L being
split.
Let g be a complex equipped with a nondegenerate pairing of degree n. Then Ŝym(g∗[−1])
becomes a Pn+3-algebra. A cyclic L∞ structure on g can be encoded in a potential h ∈
Ŝym(g∗[−1])[n+ 3] which is a Hamiltonian for the vector field defining the L∞ structure, see
e.g. [BL15, Section 3].
Suppose (X,ω) is a smooth symplectic scheme. Kapranov [Kap99] has defined a cyclic L∞
structure on TX [−1] with a pairing of degree −2 given by ω whose potential is an element
of Γ(X, Ŝym
≥3
(TX)) of cohomological degree 1.
Conjecture 2.43. Suppose (X,ω) is a smooth symplectic scheme. The (−1)-shifted Poisson
structure on X obtained as the image of ω under the forgetful map Pois(X, 0)→ Pois(X,−1)
gives the potential for the cyclic L∞ structure on TX [−1].
For instance, we claim that the bivector underlying the (−1)-shited Poisson structure on
X is trivial. It can be seen as follows. The diagonal X → X×X is Lagrangian and the image
of ω under Pois(X, 0) → Pois(X,−1) coincides with the image of the Lagrangian structure
on the diagonal under
Lagr(X → X ×X, 0)→ Pois(X,−1).
The normal bundle to the diagonal embedding is split, so by example 2.42 the bivector
underlying the (−1)-shifted Poisson structure is trivial.
3. Examples
In the last lecture we give examples of shifted Poisson and shifted symplectic structures.
3.1. Symplectic realizations. Recall from corollary 2.41 that given a morphism f : L→ X
of derived Artin stacks locally of finite presentation one has a forgetful map
(8) Lagr(f, n) −→ Pois(L, n− 1).
Definition 3.1. Let L be a derived Artin stack equipped with an (n − 1)-shifted Poisson
structure. A symplectic realization of L is the data of an n-shifted Lagrangian f : L→ X
which lifts the (n− 1)-shifted Poisson structure on L along (8).
The following statement is currently being investigated by Costello–Rozenblyum and
Calaque–Vezzosi.
Conjecture 3.2. For a shifted Poisson stack L there is a unique symplectic realization
L→ X for which L→ X is a nil-isomorphism, i.e. an isomorphism on reduced stacks.
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Remark 3.3. In fact, generalizing proposition 1.5 one can define the space Pois(X,n) in terms
of such formal symplectic realizations. Such a definition allows one to reduce questions about
shifted Poisson structures to questions about shifted symplectic structures which are signifi-
cantly easier to work with. For instance, the coisotropic intersection theorem and the Poisson
version of the AKSZ construction ([Pan+13, Theorem 2.5]) follow almost immediately from
the corresponding statements for shifted symplectic structures.
To motivate this notion, let us recall the following definition from [CDW87].
Definition 3.4. Let G⇒ X be a smooth algebraic groupoid. It is a symplectic groupoid
if one is given a multiplicative symplectic structure ω on G for which the unit section X → G
is Lagrangian.
Lemma 3.5. Suppose G ⇒ X is a symplectic groupoid. Then its Lie algebroid L is a
symplectic Lie algebroid.
In particular, given a symplectic groupoid G over X one has an induced Poisson structure
on X by proposition 1.5.
Proposition 3.6. Let G ⇒ X be a smooth algebraic groupoid over a smooth scheme X.
Then the space Lagr(X → [X/G], 1) is equivalent to the set of symplectic structures ω on G
endowing it with the structure of a symplectic groupoid.
A symplectic groupoid G⇒ X lifting a given Poisson structure on X gives an example of
a symplectic realization of X in the sense of [Wei83]. Thus, the forgetful map
Lagr(X → [X/G], 1) −→ Pois(X, 0)
gives a different interpretation of the underlying Poisson structure on X.
Let us also explain some geometric consequences one can extract from a symplectic re-
alization. Suppose that L → X is a 1-shifted Lagrangian such that L is a smooth Poisson
manifold. The Lagrangian structure gives an isomorphism
λ] : TL/X
∼−→ T∗L.
By corollary 2.41 the underlying Poisson structure is given by the composite
T∗L
(λ])−1−−−→ TL/X → TL.
The image of the Poisson bivector under T∗L → TL gives a foliation of L by the symplectic
leaves of the Poisson structure which we see is the same as the tangent foliation TL/X → TL.
More generally, given a symplectic realization L → X of an n-shifted Poisson structure on
L we can think of it as follows:
• X is the moduli space of symplectic leaves of the n-shifted Poisson structure on L.
• The fibers of L→ X are the symplectic leaves.
Example 3.7. Suppose g is a finite-dimensional Lie algebra of an algebraic group G and
consider the Poisson scheme g∗ equipped with Kirillov–Kostant Poisson structure. It is well-
known that the symplectic leaves of g∗ are given by coadjoint orbits. In fact, it admits a
symplectic realization
g∗ −→ [g∗/G].
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This 1-shifted Lagrangian can be constructed as follows. We can identify [g∗/G] ∼= T∗[1](BG)
which endows it with a 1-shifted symplectic structure. The above Lagrangian can be identi-
fied with the 1-shifted conormal bundle of the basepoint pt→ BG which carries a 1-shifted
Lagrangian structure as in example 2.27.
The corresponding symplectic groupoid can be extracted as
g∗ ×[g∗/G] g∗ ∼= T∗G⇒ g∗
which coincides with the standard symplectic groupoid integrating the Poisson structure on
g∗.
3.2. Classifying stacks. Given a group G and a polyvector p ∈ ∧k(g) at the unit of G, we
can extend it using left or right translations to elements we denote by pL, pR ∈ ∧k(TG).
Definition 3.8. Let G be an affine algebraic group. A quasi-Poisson structure on G is
the data of a bivector pi ∈ ∧2TG, a trivector φ ∈ ∧3(g) satisfying
pi(g1g2) = Lg1,∗pi(g2) +Rg2,∗pi(g1)
1
2
[pi, pi] + φL − φR = 0
[pi, φL] = 0.
Given a quasi-Poisson structure (pi, φ) on G and a bivector λ ∈ ∧2(g) we can construct
a new quasi-Poisson structure on G via a procedure called twisting. We have the following
interpretation of quasi-Poisson structures in terms of shifted Poisson structures (see [Saf17a,
Proposition 2.5] and [Saf17a, Theorem 2.8] for details).
Proposition 3.9. Let G be an affine algebraic group.
(1) The space Pois(BG, 2) is equivalent to the set Sym2(g)G.
(2) The space Pois(BG, 1) is equivalent to the groupoid of quasi-Poisson structures on G
with morphisms given by twists.
Let us briefly explain how one computes the spaces Pois(BG, n). Recall from example 1.42
that under the identification QCoh(BG) ∼= RepG we have LBG ∼= g∗[−1]. Moreover, the
functor of global sections Γ(BG,−) corresponds to taking the group cochains C•(G,−) valued
in a representation. The algebra of polyvectors is then quasi-isomorphic to
Pol(BG, n) ∼= C•(G, Sym(g[−n])).
By proposition 1.55 we can compute n-shifted Poisson structures on BG in terms of
Maurer–Cartan elements of weight ≥ 2 in Pol(BG, n)[n + 1]. Observe that the weight p
part of Pol(BG, n) is concentrated in cohomological degrees [pn,∞) for n ≥ 0. We get the
following cases:
• For n > 2 all Maurer–Cartan elements are trivial for degree reasons since in this case
pn− n− 1 > 1 for p ≥ 2.
• For n = 2 a Maurer–Cartan element has to be concentrated in weight 2, i.e. it is
given by an element c ∈ C0(G, Sym2(g)). The Maurer–Cartan equation forces it to
be a cocycle, i.e. it has to be G-invariant.
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• Finally, for n = 1 a Maurer–Cartan element is given by a pair of elements pi ∈
C1(G,∧2(g)) and φ ∈ C0(G,∧3(g)). The Maurer–Cartan equation boils down to the
quasi-Poisson relations in definition 3.8.
Definition 3.10. Let G be an affine algebraic group. A Poisson-Lie structure on G is
the same as a multiplicative Poisson structure pi on G. Equivalently, it is a quasi-Poisson
structure (pi, φ = 0).
The Lie algebra g of a Poisson-Lie group G inherits a Lie bialgebra structure. Let us
denote by Ĝ the corresponding formal group. Then a Poisson-Lie structure on Ĝ is the same
as a Lie bialgebra structure on g. The following statement is shown in [Saf17a, Corollary
2.10].
Proposition 3.11. Let G be an affine algebraic group.
(1) The space Pois(pt→ BG, 1) is equivalent to the set of Poisson-Lie structures on G.
(2) The space Pois(pt→ BĜ, 1) is equivalent to the set of Lie bialgebra structures on g.
These statements essentially follow from the description of the space of 1-shifted Poisson
structures on BG given by proposition 3.9. Indeed, recall that for a Poisson manifold X
the inclusion of a point pt → X is Poisson iff the Poisson structure vanishes at the point.
Thus, Pois(pt → BG, 1) consists of 1-shifted Poisson structures on BG which vanish at the
basepoint. The restriction to the basepoint on the level of polyvector fields is given by
Pol(BG, 1) ∼= C•(G, Sym(g[−1])) −→ C0(G, Sym(g[−1])),
so all such 1-shifted Poisson structures have φ = 0.
There is also an interesting interpretation of maps (4) given by forgetting the shift. Given
an element c ∈ Sym2(g)G ⊂ g⊗ g we denote by c12 ∈ (Ug)⊗3 the element c⊗ 1 ∈ g⊗ g⊗Ug
and similarly for c23. Then one can see that [c12, c23] ∈ g⊗3. More concretely, pick a basis
{ei} of g with structure constants fkij so that
[ei, ej] =
∑
k
fkijek.
Let c =
∑
i,j c
ijei ⊗ ej. Then
[c12, c23] =
∑
i,j,k,l,a
cijcklfajkei ⊗ ea ⊗ el.
The following statement combines [Saf17a, Proposition 2.15] and [Saf17a, Proposition 2.17].
Proposition 3.12. Let G be an affine algebraic group.
(1) The map Pois(BG, 2)→ Pois(BG, 1) sends c ∈ Sym2(g)G to a quasi-Poisson structure
with (pi = 0, φ) where
φ = −1
6
[c12, c23] ∈ ∧3(g)G.
(2) The image of a Lie bialgebra structure under Pois(pt→ BĜ, 1)→ Pois(pt→ BĜ, 0)
is trivial iff the formal Poisson-Lie group G∗ integrating g∗ is formally linearizable,
i.e. it is Poisson isomorphic to the completion of g∗ at the origin.
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Now supposeH ⊂ G is an abelian subgroup equipped with a nondegenerate pairing. Given
a function r : H → g⊗ g, its differential ddRr defines a function H → h⊗ g⊗ g. We denote
by Alt(ddRr) the function H → ∧3(g) given by its complete antisymmetrization.
Definition 3.13. LetG be an affine algebraic group andH ⊂ G a closed subgroup. A quasi-
triangular classical dynamical r-matrix with base H is an H-equivariant function
r : H → g⊗ g satisfying
(1) [r12, r13] + [r12, r23] + [r13, r23] + Alt(ddRr) = 0.
(2) The symmetric part of r is a constant element of Sym2(g)G.
Note that the quotient [H/H] has a canonical 1-shifted symplectic structure. Indeed, it
can be written as a Lagrangian self-intersection of the diagonal
BH ×BH×BH BH,
where BH carries a 2-shifted symplectic structure, to which we can apply proposition 2.28.
Alternatively, we can identify
[H/H] ∼= Map(S1B,BH)
and use the AKSZ construction given by [Pan+13, Theorem 2.5] to transgress the 2-shifted
symplectic structure on BH to a 1-shifted symplectic structure on [H/H]. Finally, since H
is abelian, we can identify [H/H] ∼= H ×BH and write in coordinates a 1-shifted symplectic
structure which pairs H and BH.
Using the 1-shifted symplectic on [H/H] we can turn it into a 1-shifted Poisson structure
on [H/H] using theorem 2.31.
Proposition 3.14. The set of quasi-triangular classical dynamical r-matrices with base H
is equivalent to the space of pairs:
(1) A 1-shfited Poisson map
[H/H] −→ BH −→ BG
compatible with the given 1-shifted Poisson structure on [H/H].
(2) A lift of the underlying 1-shifted Poisson structure on BG to a 2-shifted Poisson
structure.
3.3. Moduli of bundles. Let G be a split simple group, let B ⊂ G be the Borel sub-
group and H ⊂ B the Cartan subgroup. Choose a nondegenerate pairing in Sym2(g∗)G ∼=
Sym2(h∗)W which defines 2-shifted symplectic structures on BG and BH. The following is
shown in [Saf17b, Lemma 3.4].
Proposition 3.15. The correspondence
(9) BB
|| ""
BH BG
has a unique 2-shifted Lagrangian structure.
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Let E be an elliptic curve and denote by Bun(−)(E) = Map(E,B(−)) the moduli stack
of principal bundles on E. Applying [Pan+13, Theorem 2.5] we get a 1-shifted Lagrangian
correspondence
BunB(E)
xx &&
BunH(E) BunG(E)
In particular, we get a 0-shifted Poisson structure on BunB(E) known as the Feigin–
Odesskii Poisson structure introduced in [FO98], see [HP17] and [Saf17a, Example 4.11] for
more details.
Example 3.16. Let G = PGL2, so H = Gm. Fix a line bunde L ∈ BunH(E) and let
BunB(E;L) be the fiber of BunB(E)→ BunH(E) at L. Then by the above BunB(E;L)→
BunG(E) has a 1-shifted Lagrangian structure.
The stack BunB(E;L) parametrizes rank 2 vector bundles F on E which fit into an exact
sequence
0 −→ L −→ F −→ O −→ 0.
Such extensions are parametrized by
H1(E;L) ∼= H0(E;L−1)∗.
Suppose deg(L) = −4. Then
BunB(E;L) ∼= [A4/Gm].
It has an open substack given by P3. Therefore, we get a Poisson structure on P3 which is
known as the Sklyanin Poisson structure (introduced in [Skl82]).
The AKSZ construction given by [Pan+13, Theorem 2.5] shows that the functor Map(E,−)
sends n-shifted symplectic stacks to (n − 1)-shifted symplectic stacks. Spaide [Spa16] has
given a version of this construction which shows that the moduli space of framed maps
Mapfr(P1,−) sends n-shifted symplectic stacks to (n − 1)-shited symplectic stacks. Here
Mapfr(P1,−) consists of maps from P1 which have a specified value at the basepoint of P1.
In particular, we get a 1-shifted Lagrangian correspondence
Mapfr(P1,BB)
vv ((
Mapfr(P1,BH) Mapfr(P1,BG).
The stack Mapfr(P1,BH) is a discrete set, so restricting to a fixed component λ ∈
Mapfr(P1,BH), we get a 1-shifted Lagrangian
Mapfr,λ(P1,BB) −→ Mapfr(P1,BG).
One can check that the inclusion of the trivial G-bundle
pt −→ Mapfr(P1,BG)
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is also a 1-shifted Lagrangian, so
Mapfr,λ(P1, G/B) ∼= Mapfr,λ(P1,BB)×Mapfr(P1,BG) pt
has a 0-shifted symplectic structure. The scheme Mapfr,λ(P1, G/B) by a result of Jarvis
[Jar98] (following some work by Donaldson) can be identified with the moduli space of G-
monopoles on R3 with maximal symmetry breaking at infinity.
Finally, let us construct a classical dynamical r-matrix. Applying Map(S1B,−) to the
2-shifted Lagrangian correspondence (9) by [Pan+13, Theorem 2.5] we get a 1-shifted La-
grangian correspondence
[B/B]
zz $$
[H/H] [G/G]
The projection [B/B] → [H/H] is an isomorphism over the locus [Hreg/H] ⊂ [H/H]
where the Weyl group acts freely. For instance, in the case of G = SLn, Hreg ⊂ H consists
of diagonal matrices with distinct eigenvalues. Therefore, we get a 1-shifted Lagrangian
correspondence
[Hreg/H]
xx %%
[Hreg/H] [G/G].
which is a graph of a map [Hreg/H] → [G/G] which is hence a symplectomorphism. The
composite
[Hreg/H] −→ [G/G] −→ BG
therefore has a 1-shifted Poisson structure. So, by proposition 3.14 we obtain a dynamical
r-matrix. One can check that in this way we get the basic trigonometric dynamical r-matrix,
see [ES01, Proposition 3.3].
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