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Abstract
For r ∈ R, r > 1 and n ∈ Z+, the divisor function σ−r is defined by
σ−r(n) :=
∑
d|n d
−r. In this paper we show the number Cr of connected
components of σ−r(Z+) satisfies
pi(r) + 1 ≤ Cr ≤
1
2
exp
[
1
2
r20/9
(log r)29/9
(
1 +
log log r
log r − log log r
+
O (1)
log r
)]
,
where pi(t) is the number of primes p ≤ t. We also show that Cr does not take
all integer values, specifically that it cannot be equal to 4.
1 Introduction
For a complex number c ∈ C, we define the divisor function σc : N→ R by
σc(n) :=
∑
d|n
dc,
where for us N := Z+ := {1, 2, . . .}. In 1986, Laatsch [6] studied the range of σ−1(N).
Laatsch showed it is a dense subset of [1,+∞) and asked if it is equal to Q∩ [1,∞),
to which Weiner ([10]) answered negatively by showing Q ∩ [1,∞) \ σ−1(N) is also
dense in [1,+∞). He asked what can be said about σc(N) — the topological closure
of σc(N) for c ∈ C. For an arbitrary complex c, this set has a complex fractal-like
structure, which Defant studied in [3] and [4].
A special case of the problem is σ−r(N) for r ∈ R, r > 1. It is immediate that
the range of this function is a subset of the interval [1, ζ(r)], where
ζ(r) :=
∑
n∈N
1
nr
1
is the Riemann zeta function. The divisor function is multiplicative, with
σ−r(p
α) = 1 +
1
pr
+ · · ·+
1
prα
=
p(α+1)r − 1
p(α+1)r − pαr
.
We denote the mth prime number with pm. We say pm is r-mighty if
1 +
1
prm
>
∞∏
t=m+1
1
1− p−rt
.
We use Cr to denote the number of disjoint intervals of σ−r(N). Defant shows
[[2], Theorem 2.1] that Cr = 1 if and only if no primes are r-mighty. He proves that
this happens if and only if r ≤ η ≈ 1.8877909, where η is a constant we will call the
Defantstant. The Defantstant is the unique real number in [1, 2] satisfying
2η
2η − 1
3η + 1
3η − 1
= ζ(η).
In 2015, Sanna [9] provides an algorithm to compute σ−r(N) for a given r and also
shows that the number of connected components of σ−r(N) is always finite. In this
paper, we give effective bounds on Cr from above and below.
For a prime p, let σ−r(p
∞) = lim
n→+∞
σ−r(p
n) =
1
1− p−r
. We use Pr to denote the
largest r-mighty prime and set Pr = 0 if there are no r-mighty primes. We denote
the number of r-mighty primes by Nr.
The paper is structured as follows. In the first section, we prove that for any
positive constant w with w < 11/9 , for all sufficiently large r,
r < Pr ≤
(
r
w log r
)20/9
,
π(r) < Nr ≤ π
(
r20/9
(w log r)20/9
)
,
where π(x) is the number of primes less or equal to x. In Section 2, we use these
bounds to deduce bounds for Cr, showing that
π(r) + 1 ≤ Cr ≤
1
2
exp
[
1
2
r20/9
(log r)29/9
(
1 +
log log r
log r − log log r
+
O (1)
log r
)]
.
Lastly, in Section 3 we show that Cr can never be equal to 4.
2 Number of Mighty Primes
As mentioned earlier, Defant shows [[2], Theorem 2.1] that Cr = 1 if and only if there
are no r-mighty primes. In this section, we prove some theorems about r-mighty
primes which will allow us to obtain further bounds on Cr.
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Theorem 2.1. Let w be a positive constant with w < 11/9. Then all primes Q < r
are r-mighty, and for all sufficiently large r (the implicit constant is independent of
w), all primes Q >
r20/9
(w log r)20/9
are not r-mighty.
Corollary 2.2. We have
Pr > r,Nr ≥ π(r − 1)
and for all sufficiently large r (the implicit constant is again independent of w),
Pr ≤
(
r
w log r
)20/9
, Nr ≤ π
(
r20/9
(w log r)20/9
)
.
We will need some lemmas to prove the main results of the section. Let r > η,
m ∈ N, and Q := pm. (We take r > η since otherwise Pr = Nr = 0, as we know
from [2].)
Definition 2.3. For every k,m ∈ N, let
Sk,m(r) :=
∑
(pi1 · · · pik)
−r,
where the sum is taken over all integers i1, . . . , ik such that m < i1 < · · · < ik.
Lemma 2.4. Let r > η. If S1,m(r)− S1,m(r)
2/2 >
1
Qr + 1
, then Q is not r-mighty.
Also, if S1,m(r) <
1
Qr + 1
, then Q is r-mighty.
Proof. By definition,
Q is r-mighty ⇐⇒ (1 +Q−r) >
∞∏
t=m+1
1
1− p−rt
⇐⇒ 1−
1
Qr + 1
<
∞∏
t=m+1
(
1− p−rt
)
⇐⇒
1
Qr + 1
> 1−
∞∏
t=m+1
(
1− p−rt
)
. (1)
We claim that
S1,m(r)− S1,m(r)
2/2 ≤ 1−
∞∏
t=m+1
(
1− p−rt
)
≤ S1,m(r). (2)
3
Clearly, this claim implies the statements of the lemma.
We begin by observing that
∞∏
t=m+1
(
1− p−rt
)
= 1− S1,m(r) + S2,m(r)− S3,m(r) + · · · .
Now, Sk,m(r) > Sk+1,m(r). Indeed, we see that ζ(η) − 1 < ζ(2) − 1 =
pi2
6
− 1 < 1,
and thus
S1,m(r) =
∞∑
t=m+1
p−rt ≤ −1 +
∞∑
n=1
n−r = ζ(r)− 1 ≤ ζ(η)− 1 < 1.
It follows that
Sk+1,m(r) ≤
∞∑
t=m+1
p−rt Sk,m(r) = S1,m(r) · Sk,m(r) < Sk,m(r)
for all k ∈ N. Note also that
S2,m(r) =
∑
i>j>m
(pipj)
−r =
1
2
(∑
i,j>m
(pipj)
−r −
∑
i>m
(
p2i
)−r)
<
S1,m(r)
2
2
.
Thus, since 1−
∞∏
t=m+1
(
1− p−rt
)
= S1,m(r)− S2,m(r) + S3,m(r)− · · · , we see that
S1,m(r)− S1,m(r)
2/2 ≤ S1,m(r)− S2,m(r) ≤ 1−
∞∏
t=m+1
(
1− p−rt
)
≤ S1,m(r).
This proves (2). Combining (2) with (1), we get the statement of the lemma.
We will be working with the following integral form of S1,m(r):
Lemma 2.5. We have
S1,m(r) = r
∫ ∞
Q
π(t)− π(Q)
tr+1
dt.
Proof. Using the Riemann-Stieltjes integral for S1,m(r) and integration by parts, we
get
S1,m(r) =
∞∑
t=m+1
p−rt =
∫ ∞
Q+
1
tr
dπ(t)
4
=
π(t)
tr
∣∣∣∞
Q+
+ r
∫ ∞
Q
π(t)
tr+1
dt
= −
π(Q)
Qr
+ r
∫ ∞
Q
π(t)
tr+1
dt
= r
∫ ∞
Q
π(t)− π(Q)
tr+1
dt
as desired.
We will now prove one of the two statements of Theorem 2.1.
Theorem 2.6. Let r > 1, Q be a prime and suppose Q < r. Then Q is r-mighty.
Proof. First, we check with a computer calculation that 2 is 2-mighty, and hence it
is r-mighty for all r > 2 (see Lemma 4.3). Hence it suffices to check the claim for
Q ≥ 3.
Next, as we see from Lemma 2.4 and Lemma 2.5, it is sufficient to show that for
such Q > 2,
1
Qr + 1
> r
∫ ∞
Q
π(t)− π(Q)
tr+1
dt.
Since Q > 2 is prime, we have that π(t)− π(Q) = 0 when t ∈ [Q,Q+ 2).
Thus:
r
∫ ∞
Q
π(t)− π(Q)
tr+1
dt = r
∫ ∞
Q+2
π(t)− π(Q)
tr+1
dt
≤ r
∫ ∞
Q+2
t−Q
tr+1
dt
= r
∫ ∞
Q+2
1
tr
dt− r
∫ ∞
Q+2
Q
tr+1
dt
=
r
r − 1
1
(Q + 2)r−1
−
Q
(Q+ 2)r
=
1
(Q+ 2)r−1
(
1
r − 1
+
2
Q + 2
)
≤
1
(Q+ 2)r−1
(
1
Q− 1
+
2
Q+ 2
)
5
=
1
(Q+ 2)r
3Q
(Q− 1)
.
Hence, to check thatQ is r-mighty, it is sufficient to check thatQr+1 <
(Q + 2)r (Q− 1)
3Q
.
Multiplying both sides by 3Q/Qr, this inequality becomes
3Q
(
1 +
1
Qr
)
< (Q− 1)
(
1 +
2
Q
)r
.
Since we assumed Q < r, it suffices to show 3Q
(
1 + 1
QQ
)
< (Q− 1)
(
1 + 2
Q
)Q
or,
equivalently,
3
(
1 +
1
Q− 1
)(
1 +
1
QQ
)
<
(
1 +
2
Q
)Q
.
For Q ≥ 3, the left-hand side decreases and the right-hand side grows, so it suffices
to check this for Q = 3, which holds.
We will need the following theorem and two technical lemmas presented below
to prove the other part of Theorem 2.1.
Theorem 2.7 ([5]). For large enough x and y > x11/20,
π(x+ y)− π(x)≫
y
log(x+ y)
,
where f ≪ g means f ≤ O(g) — i.e., that f ≤ c · g as functions, where c is a
positive constant.
Lemma 2.8. For K,M > 1, we have
∫ ∞
M
1
tK log t
dt = −Ei (−(K − 1) logM) ,
where Ei (x) :=
∫ x
−∞
et
t
dt is the exponential integral.
Proof.
∫ ∞
M
1
tK log t
dt =
∫ ∞
M
1
tK−1 log t
d log t
6
=∫ ∞
logM
e(1−K)u
u
du
= (K − 1)
∫ ∞
logM
e(1−K)u
(K − 1)u
du
=
∫ ∞
(K−1) logM
e−v
v
dv
= −Ei (−(K − 1) logM) .
This completes the proof.
Lemma 2.9. We have
e−x
x
−
e−x
x2
≤ −Ei (−x) ≤
e−x
x
.
Proof. Due to [1, p. 229, 5.1.20], we know that, for x > 0,
e−x
2
log
(
1 +
2
x
)
≤ −Ei (−x) ≤ e−x log
(
1 +
1
x
)
.
Note that t− t2/2 < log(1 + t) < t for t > 0. Hence,
e−x
x
−
e−x
x2
≤
e−x
2
log
(
1 +
2
x
)
≤ −Ei (−x) ≤ e−x log
(
1 +
1
x
)
≤
e−x
x
.
We now apply these lemmas to bound S1,m(r) from below.
Lemma 2.10. For sufficiently large r and Q = pm,
S1,m(r)≫
1
r(Q+Q11/20)r−1 logQ
.
Proof. Set Q0 := Q(1+Q
−9/20) for convenience. Using Lemmas 2.5, 2.7 and 2.8, we
get
S1,m(r) = r
∫ ∞
Q
π(t)− π(Q)
tr+1
dt
≥ r
∫ ∞
Q0
π(t)− π(Q)
tr+1
dt
7
≫ r
∫ ∞
Q0
t−Q
tr+1 log t
dt
= r
∫ ∞
Q0
1
tr log t
dt− r
∫ ∞
Q0
Q
tr+1 log t
dt
= r [−Ei (−(r − 1) log(Q0))−Q(−Ei (−r logQ0))]
≥ r [−Ei (−(r − 1) log(Q0))−Q0(−Ei (−r logQ0))] .
Applying Lemma 2.9, we see that
r [−Ei (−(r − 1) log(Q0))−Q0(−Ei (−r logQ0))]
≥ r
[
1
Qr−10 (r − 1) logQ0
−
1
Qr−10 (r − 1)
2 log2(Q0)
−
1
rQr−10 log(Q0)
]
= r
[
1
Qr−10 r(r − 1) logQ0
−
1
Qr−10 (r − 1)
2 log2(Q0)
]
=
1
(r − 1)Qr−10 logQ0
[
1−
r
(r − 1) log(Q0)
]
≫
1
(r − 1)Qr−10 logQ0
.
Note that logQ0 = logQ+ log(1 +Q
−9/11)≪ logQ, so
1
(r − 1)Qr−10 logQ0
≫
1
(r − 1)Qr−1(1 +Q−9/11)r−1 logQ
,
which gives the desired result.
Lemma 2.11. Let 0 < w < 11/9. For sufficiently large r, if Q is prime and
Q >
(
r
w log r
)20/9
, then Q is not r-mighty.
Proof. Since S1,m(r) tends to zero as r goes to infinity, for sufficiently large r,
S1,m(r)− S1,m(r)
2/2 > S1,m(r)/2≫ S1,m(r)≫
1
rQr−1(1 +Q−9/11)r−1 logQ
by Lemma 2.10. Hence, by Lemma 2.4, there exists some positive constant k such
that Q is not r-mighty for Q satisfying
Qr > krQr−1(1 +Q−9/20)r−1 logQ
8
or, equivalently,
Q
logQ
> kr(1 +Q−9/20)r−1. (3)
We claim that for large enough r, (3) holds for Q >
(
r
w log r
)20/9
. When Q > e,
the left-hand side is increasing in Q while the right-hand side is decreasing in Q.
Therefore, it is sufficient to prove the inequality when Q =
(
r
w log r
)20/9
and r is
sufficiently large. In this case, the inequality becomes
(
r
w log r
)20/9
>
20kr
9
(log r − log log r − logw)
(
1 +
w log r
r
)r−1
. (4)
Note that
(
1 +
w log r
r
)r−1
= exp
[
log
(
1 +
w log r
r
)
(r − 1)
]
< exp
[
(r − 1)w log r
r
]
≤ rw.
Hence, the right-hand side of (4) is less than a positive constant times r(1+w) log r.
In the meantime the left-hand side is a positive constant times
r20/9
(log r)20/9
. Since by
assumption 1 + w < 20/9, (4) must hold for large r.
This proves that for any positive constant w with w < 11/9, we have Pr <(
r
w log r
)20/9
for large r.
3 Bounds on the Number of Intervals
Recall that Pr is the largest r-mighty prime and that Nr is the number of r-mighty
primes. Furthermore, recall that for each prime p, we define σ−r(p
∞) =
1
1− p−r
.
In this section, we will estimate the number Cr of connected components of σ−r(N)
using the bounds on Pr and Nr.
Theorem 3.1. We have
Cr ≥ Nr + 1 ≥ π(r) + 1.
9
Proof. Let Q = pm be an r-mighty prime, that is,
1 +Q−r >
∞∏
t=m+1
1
1− p−rt
.
Let N ∈ N. Suppose N has a prime divisor q ≤ Q. Then
σ−r(N) ≥ 1 + q
−r ≥ 1 +Q−r.
On the other hand, suppose that all prime divisors of N are larger than Q. Note
that
∞∏
t=m+1
1
1− p−rt
=
∞∏
t=m+1
(
1 +
1
prt
+
1
p2rt
+ · · ·
)
,
and if we expand the product we will get all possible terms of the form (qα11 · · · q
αk
k )
−r
with prime qi > Q. Hence, in this case
σ−r(N) ≤
∞∏
t=m+1
1
1− p−rt
.
Lastly, note that both 1+Q−r and
∞∏
t=m+1
1
1− p−rt
themselves are in σ−r(N). Indeed,
1 +Q−r = σ−r(Q) ∈ σ−r(N)
and
∞∏
t=m+1
1
1− p−rt
= lim
s→∞
m+s∏
t=m+1
(
1 +
1
prt
+
1
p2rt
+ · · ·+
1
psrt
)
= lim
s→∞
σ−r(p
s
m+1 · · · p
s
m+s) ∈ σ−r(N).
Hence, σ−r(N) has a gap
(
∞∏
t=m+1
1
1− p−rt
, 1 +Q−r
)
(where by a gap of the closed
set K ⊆ R, we mean a bounded connected component of R \ K). It follows that
the total number of gaps of σ−r(N) is at least the number Nr of r-mighty primes,
so the number of connected components Cr is at least Nr + 1. Lastly, by Corollary
2.2, Nr + 1 ≥ π(r) + 1.
10
In order to bound Cr from above, we will use the algorithm of Sanna [9].
Definition 3.2. Define
Nj = {n ∈ N | n has no prime divisors less than pj+1}.
Let Lr ∈ N be the index of the largest r-mighty prime (so Pr = pLr). In [9],
Sanna proved the following theorems.
Theorem 3.3 ([9], Lemma 2.3).
σ−r(NLr) =
[
1,
∞∏
t=Lr+1
1
1− p−rt
]
.
Theorem 3.4 ([9], Lemma 2.4).
σ−r(NK) =
⋃
i∈Z≥0∪{∞}
σ−r(p
i
K+1) · σ−r(NK+1),
where we write a ·X = {ax | x ∈ X} for a number a and a set X.
Theorem 3.5 ([9], Lemma 2.5). Let I = [a, b] be an interval a > b > 1. Let p be a
prime. Let t be the least non-negative integer such that
σ−r(p
t+1)
σ−r(pt)
≤
b
a
.
Then the following is a decomposition into disjoint closed intervals:
⋃
i∈Z≥0∪{∞}
σ−r(p
i) · I =
⋃
0≤i<t
σ−r(p
i) · I ∪
[
aσ−r(p
t), bσ−r(p
∞)
]
.
With these three theorems, Sanna demonstrated a backwards induction algo-
rithm to calculate σ−r(NLr−1), σ−r(NLr−2), . . . , σ−r(N0) = σ−r(N). The algorithm
goes as follows:
1. We know σ−r(NLr) =
[
1,
∞∏
t=Lr+1
1
1− p−rt
]
.
2. Suppose we have calculated σ−r(NK) =
⋃
j∈J Ij for K ∈ N and some index set
J . For each Ij = [aj, bj ], let tj be the smallest t ∈ Z≥0 such that
σ−r(p
t+1
K )
σ−r(p
t
K)
≤
bj
aj
.
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3. Then
σ−r(NK−1) =
⋃
j∈J

 ⋃
0≤i<tj
σ−r(p
i
K) · Ij ∪
[
ajσ−r(p
tj
K), bjσ−r(p
∞
K )
] .
These intervals might be not pairwise disjoint, but there are still finitely many
of them.
Using Sanna’s result, we prove the following.
Theorem 3.6. The number of connected components of σ−r(N)is at most
Lr∏
i=1
⌈
log pLr+1
log pi
⌉
.
Proof. Let
ℓ = maxσ−r(NLr).
We proceed by the same backwards induction process to prove the following.
For 0 ≤ d ≤ Lr, σ−r(NLr−d) consists of at most
d∏
i=1
⌈
log pLr+1
log pLr+1−i
⌉
disjoint intervals,
and each interval [a, b] satisfies a/b ≥ ℓ.
For d = 0, by Sanna’s result
σ−r(NLr−d) =
[
1,
∞∏
t=Lr+1
1
1− p−rt
]
.
Hence there is exactly one interval, and the ratio of its endpoints is exactly ℓ.
Assume d ≥ 1. Suppose σ−r(NLr−(d−1)) is a union of k ≤
d−1∏
i=1
⌈
log pLr+1
log pLr+1−i
⌉
intervals
I1, . . . , Ik with endpoint ratios at least ℓ. For simplicity let p = pLr−d+1. Recall that
by Theorem 3.4,
σ−r(NLr−d) =
⋃
1≤j≤k
⋃
i∈Z≥0∪{∞}
σ−r(p
i)Ij.
The ratio of the endpoints of the interval σ−r(p
i)Ij is the same as that of Ij , which
is at least ℓ. Also, note that the union of two intersecting intervals with endpoint
ratio at least ℓ is an interval with endpoint ratio at least ℓ as well. Hence, if we take
12
the union of all these intervals, the resulting set will be a union of disjoint intervals
which will also have endpoint ratios at least ℓ.
Now we bound the number of intervals. Let I ∈ {I1, . . . , Ik}. We want to bound
the minimal t such that
σ−r(p
t+1)
σ−r(pt)
≤ ℓ. (5)
Note that
σ−r(p
t+1)
σ−r(pt)
=
1 + p−r + · · ·+ p−(t+1)r
1 + p−r + · · ·+ p−tr
= 1 +
1
pr + p2r + · · ·+ p(t+1)r
≤ 1 +
1
p(t+1)r
.
Also, ℓ ≥ 1 + p−rLr+1, so for t ≥
log pLr+1
log p
− 1, we have
(t+ 1) log p ≥ log(pLr+1) =⇒ p
r(t+1) ≥ prLr+1
=⇒ 1 +
1
p(t+1)r
≤ 1 +
1
prLr+1
≤ ℓ.
Hence the smallest t satisfying (5) is at most
⌈
log pLr+1
log p
− 1
⌉
. This implies that
⋃
i∈Z≥0∪{∞}
σ−r(p
i)I is a union of at most
⌈
log pLr+1
log p
⌉
intervals, and hence (recalling
that p = pLr−d+1) we see that σ−r(NLr−d) is a union of at most
k
⌈
log pLr+1
log pLr−d
⌉
≤
d∏
i=1
⌈
log pLr+1
log pLr+1−i
⌉
intervals. This completes the induction step.
Thus, σ−r(N0) = σ−r(N) consists of at most
Lr∏
i=1
log pLr+1
log pLr+1−i
=
Lr∏
i=1
log pLr+1
log pi
intervals.
Theorem 3.7. With Lr as above, we have
Lr∏
i=1
⌈
log pLr+1
log pi
⌉
≤
1
2
exp
[
log 2
pLr+1
log pLr+1
+O
(
pLr+1
log2 pLr+1
)]
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Proof. First, note that
Lr∏
i=1
⌈
log pLr+1
log pi
⌉
≤
Lr∏
i=1
log pLr+1 + log pi
log pi
=
1
2
Lr+1∏
i=1
log pLr+1 + log pi
log pi
=
1
2
exp
[
Lr+1∑
i=1
log log(pipLr+1)−
Lr+1∑
i=1
log log pi
]
.
For simplicity, we put S := pLr+1 and estimate the exponent using the Riemann-
Stieltjes integral. We have
Lr+1∑
i=1
log log pipLr+1 =
∫ S+
2−
log log(Sx) dπ(x)
= π(x) log log(Sx)
∣∣∣S+
2−
−
∫ S+
2−
π(x)
x log(Sx)
dx
= π(S) log log S2 −
∫ S
2
π(x)
x log(Sx)
dx
and similarly
Lr+1∑
i=1
log log pi =
∫ S+
2−
log log(x) dπ(x) = π(S) log logS −
∫ S
2
π(x)
x log(x)
dx.
π(S) log log S2 −
∫ S
2
π(x)
x log(Sx)
dx− π(S) log log S +
∫ S
2
π(x)
x log(x)
dx
=π(S) log
log S2
logS
+
∫ S
2
π(x)(log(Sx)− log x)
x log(Sx) log(x)
dx
=π(S) log 2 +
∫ S
2
π(x) logS
x log(Sx) log(x)
dx.
We now estimate the remaining integral. Since π(x) <
2x
log x
for all x ≥ 2 (see [8]),
∫ S
2
π(x) logS
x log(Sx) log(x)
dx ≤
∫ S
2
2 logS
log(Sx) log2(x)
dx
≤
∫ S
2
2
log2(x)
dx =
(
2 Li(x)− 2
x
log x
) ∣∣∣S
2
= 2Li(S)−
2S
log S
+
4
log 2
,
14
where Li(x) =
∫ x
2
1
log x
dx is the logarithmic integral. We know from the asymptotic
series of Li about ∞ that Li(t)−
t
log t
= O
(
t
log2 t
)
, and hence,
∫ S
2
π(x) log S
x log(Sx) log(x)
dx = O
(
S
log2 S
)
.
Lastly, as a consequence of the Prime Number Theorem, π(S) =
S
logS
+O
(
S
log2 S
)
,
and so
1
2
exp
[
Lr+1∑
i=1
log log(piS)−
Lr+1∑
i=1
log log pi
]
≤
1
2
exp
[
(log 2)π(S) +O
(
S
log2 S
)]
=
1
2
exp
[
(log 2)
S
log S
+O
(
S
log2 S
)]
as desired.
Theorem 3.8. For large r,
Cr ≤
1
2
exp
[
1
2
r20/9
(log r)29/9
(
1 +
log log r
log r − log log r
+
O (1)
log r
)]
.
Proof. As we showed in the first section, for any 0 < w < 11/9,
pLr = Pr ≤
(
r
w log r
)20/9
for large enough r. Since ratios of consecutive primes go to 1, it is also true that for
any 0 < w < 11/9,
pLr+1 ≤
(
r
w log r
)20/9
for large enough r. We will apply this to Theorem 3.6 using the estimate from
Theorem 3.7. Let S =
(
r
w log r
)20/9
for a fixed 0 < w < 11/9. Then
log(2)S
(
1
log S
+
O (1)
log2 S
)
=
log 2
w20/9
r20/9
(log r)20/9
(
1
20/9(log r − log log r)
+
O (1)
(log r)2
)
<
(
9 log 2
20w20/9
)
r20/9
(log r)20/9
(
1
log r − log log r
+
O (1)
(log r)2
)
.
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Since
9 log 2
20(11/9)20/9
< 1/2, we can deduce that for large r,
Cr ≤
1
2
exp
[
1
2
r20/9
(log r)29/9
(
1 +
log log r
log r − log log r
+
O (1)
log r
)]
as desired.
4 Cr is Never Equal to 4
In this section we show that Cr does not take all integer values. We do this by
proving the following theorem:
Theorem 4.1. Let r ∈ R, r ≥ 1, and let Cr be the number of connected components
of σ−r(N). Then Cr 6= 4.
Definition 4.2. For each prime p, let rp := inf{s ∈ R>1 : p is s−mighty}.
Lemma 4.3. For a prime p, rp is finite, and p is s-mighty if and only if s > rp.
Proof. Recall that a prime pm is r-mighty if
1 +
1
prm
>
∞∏
t=m+1
1
1− p−rt
=
∑
k∈Nm
1
kr
,
or equivalently,
1
prm
>
∑
k∈Nm\{1}
1
kr
, (6)
where Nm is again the set of all positive integers k such that all prime factors of k
are greater than pm. Choose r > 1, and let s = r + δ for some δ > 0. If we replace
r with s in (6), then the left-hand side multiplies by
1/psm
1/prm
=
1
pδm
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while each term in the sum on the right-hand side of (6) multiplies by at most
1/psm+1
1/prm+1
=
1
pδm+1
.
Thus the expression on the left of (6) grows 1+Ω(1) times faster than the expression
on the right, which immediately implies the statement of the lemma. (Here 1+Ω(1)
means that there exists δ > 0 such that the statement is true for 1 + δ.))
Corollary 4.4. The number Nr of r-mighty primes is a non-decreasing function of
r.
We now show that the number of connected components of σ−r(N) is never equal
to 4.
Theorem 4.5 ([7]). For n > 25, there is always a prime between n and 6n/5.
Lemma 4.6. If pm ≥ 29, then pm is not 3-mighty.
Proof. Recall from Lemma 2.4 that it is sufficient to show that for pm ≥ 29,
1
p3m + 1
< S1,m(r)− S1,m(r)
2/2,
where S1,m(r) =
1
p3m+1
+
1
p3m+2
+ · · · . Due to Theorem 4.5,
S1,m(r) =
1
p3m+1
+
1
p3m+2
+ · · · ≥
1
p3m(6/5)
3
+
1
p3m(6/5)
6
+ · · · =
1
p3m
(5/6)3
1− (5/6)3
>
1.35
p3m
.
Because S1,m(r) < ζ(3)− 1 < 1 and x− x
2/2 grows on (0, 1), we can deduce
S1,m(r)− S1,m(r)
2/2 ≥
1.35
p3m
−
(1.35)2
2p6m
≥
1.35
p3m
−
(1.35)2
2(29)3p3m
>
1.3
p3m
>
1
p3m + 1
.
Lemma 4.6 allows us to compute r-mighty primes for r < 3 by computer checking
all the primes up to 29. This computer check shows that
r3 < r2 < r5 < r7 < rp for any other p > 7, (7)
and for r = 3 the mighty primes are 2, 3, 5. We now apply Sanna’s algorithm, which
we mentioned earlier, to prove two Lemmas which imply Theorem 4.1.
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Lemma 4.7. Suppose for some r, Lr = 2. Then σ−r(N) consists of at most three
connected components.
Proof. We apply Sanna’s algorithm.
1. By Theorem 3.3, σ−r(N2) =
[
1,
∞∏
j=3
1
1− p−rt
]
.
2. Now we find the smallest t ∈ Z≥0 such that
σ−r(3
t+1)/σ−r(3
t) <
∞∏
j=3
1
1− p−rt
. (8)
Since 3 is r-mighty, by definition t = 0 doesn’t satisfy (8). Because Lr = 2,
we know from 7 that 1.8 < r3 ≤ r < r5 < 2.3. Using that, an easy computer
calculation shows t = 1 satisfies (8).
3. Hence
σ−r(N1) =
[
1,
∞∏
j=3
1
1− p−rt
]
∪
[
1 +
1
3r
,
∞∏
j=2
1
1− p−rt
]
.
4. Now we find the smallest t ∈ Z≥0 such that σ−r(2
t+1)/σ−r(2
t) <
∞∏
j=3
1
1− p−rt
.
We can again do it with a simple computation. Using that 1.8 < r < 2.3, we
find that t = 1.
5. Now we find the smallest t such that
σ−r(2
t+1)
σ−r(2t)
<
∞∏
j=2
1
1− p−rt(
1 +
1
3r
) .
We compute that t = 1.
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6. Hence σ−r(N0) is equal to
[
1,
∞∏
j=3
1
1− p−rt
]
∪
[
1 +
1
3r
,
∞∏
j=2
1
1− p−rt
]
∪
[
1 +
1
2r
,
1
1− 2−r
∞∏
j=3
1
1− p−rt
]
∪
∪
[(
1 +
1
2r
)(
1 +
1
3r
)
, ζ(r)
]
.
7. We find using Mathematica that for r < 2.3,
(
1 +
1
2r
)(
1 +
1
3r
)
< ζ(r)(1− 3−r) =
1
1− 2−r
∞∏
j=3
1
1− p−rt
,
and hence
σ−r(N0) =
[
1,
∞∏
j=3
1
1− p−rt
]
∪
[
1 +
1
3r
,
∞∏
j=2
1
1− p−rt
]
∪
[
1 +
1
2r
, ζ(r)
]
,
which is at most three disjoint intervals.
Lemma 4.8. Suppose for some r there are 3 or more r-mighty primes. Then σ−r(N)
has at least 5 connected components.
Proof. As previously, let Nr and Cr be the number of r-mighty primes and the
number of connected components of σ−r(N), respectively. If Nr ≥ 4, then Cr ≥ 5
by Theorem 3.1. Thus, we may assume Nr = 3. The r-mighty primes must be 2, 3,
and 5. Moreover, r5 ≤ r < r7. Using Mathematica, we see that this implies that
2.2 ≤ r ≤ 2.5. For simplicity, let
um =
∞∏
t=m+1
1
1− p−rt
for m ∈ N. Recall from the proof of Lemma 3.1 that since 2, 3, 5 are r-mighty,
σ−r(N) is guaranteed to have gaps
(u3, σ−r(5)), (u2, σ−r(3)), and (u1, σ−r(2)) (9)
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(recall that a gap of σ−r(N) is a bounded connected component of R \ σ−r(N)). To
complete the proof, we will show that (u3σ−r(2), σ−r(10)) is another gap of σ−r(N).
First, note that σ−r(2) < u3σ−r(2) < σ−r(5)σr−r(2) = σ−r(10). This implies
that (u3σ−r(2), σ−r(10)) is a nonempty interval that is disjoint from the three gaps
listed in (9). We also note that u3σ−r(2) and σ−r(10) are elements of σ−r(N). Thus,
we are left to show that σ−r(N) ∩ (u3σ−r(2), σ−r(10)) = ∅.
Choose a positive integer n. We will show that σ−r(n) 6∈ (u3σ−r(2), σ−r(10)). If
n is odd, then it follows from the argument used in the proof of Lemma 3.1 that
σ−r(n) < u1 < u3σ−r(2). Thus, we may assume n is even. Because 2.2 ≤ r ≤ 2.5,
it is easy to check that σ−r(10) < σ−r(4). If 4 | n, then σ−r(n) ≥ σ−r(4) > σ−r(10).
Therefore, we may assume n = 2k for some odd positive integer k. If 3 | k or 5 | k,
then σ−r(n) ≥ σ−r(10). Consequently, we may assume k is not divisible by 2, 3, or 5.
It follows from the proof of Lemma 3.1 that σ−r(k) < u3. Thus, σ−r(n) < u3σ−r(2)
as desired.
This concludes the proof of Theorem 4.1.
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