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Abstract
Distillation is an effective knowledge-transfer technique that
uses predicted distributions of a powerful teacher model as
soft targets to train a less-parameterized student model. A
pre-trained high capacity teacher, however, is not always
available. Recently proposed online variants use the aggre-
gated intermediate predictions of multiple student models as
targets to train each student model. Although group-derived
targets give a good recipe for teacher-free distillation, group
members are homogenized quickly with simple aggrega-
tion functions, leading to early saturated solutions. In this
work, we propose Online Knowledge Distillation with Di-
verse peers (OKDDip), which performs two-level distillation
during training with multiple auxiliary peers and one group
leader. In the first-level distillation, each auxiliary peer holds
an individual set of aggregation weights generated with an
attention-based mechanism to derive its own targets from pre-
dictions of other auxiliary peers. Learning from distinct target
distributions helps to boost peer diversity for effectiveness of
group-based distillation. The second-level distillation is per-
formed to transfer the knowledge in the ensemble of auxiliary
peers further to the group leader, i.e., the model used for infer-
ence. Experimental results show that the proposed framework
consistently gives better performance than state-of-the-art ap-
proaches without sacrificing training or inference complexity,
demonstrating the effectiveness of the proposed two-level dis-
tillation framework.
Introduction
Modeling with tens of millions of parameters helps deep
neural networks achieve great success in various applica-
tions. However, over-parameterized models are computa-
tionally demanding, making them unsuitable for deployment
with limited resources or a stringent requirement on latency
(Denil et al. 2013; Han, Mao, and Dally 2016). The distilla-
tion technique transfers the knowledge of a teacher model
in the form of soft predictions to improve the generaliza-
tion ability of a less-parameterized student model through
regularization (Ba and Caruana 2014; Romero et al. 2015;
Yim et al. 2017). Compared to hard ground-truth labels,
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the soft predicted distributions carry richer information
that helps to optimize small networks more effectively
(Hinton, Vinyals, and Dean 2015; Chaudhari et al. 2017).
The vanilla Knowledge Distillation (KD) method is a
two-stage process in which a high capacity teacher model
is trained and then used for distillation. This will increase
both training cost and pipeline complexity. Recent attempts
on group-based online knowledge distillation explored less
costly and unified models to eliminate the necessity of
pre-training a large teacher model. (Zhang et al. 2018;
Anil et al. 2018; Lan, Zhu, and Gong 2018;
Song and Chai 2018). The main idea is to train a num-
ber of student models simultaneously by learning from
ground-truth labels as well as distilling from their group-
derived soft targets, which is a specific form of aggregation
of intermediate peer predictions.
With the absence of a powerful teacher model, the group-
derived targets play a key role in transferring group knowl-
edge to each student model. Averaging over predictions of
group members is a simple aggregation to derive the targets
for representing the group knowledge (Zhang et al. 2018;
Anil et al. 2018; Song and Chai 2018). Since the quality of
predictions varies among peers, it is important to treat peers
unequally (Lan, Zhu, and Gong 2018). Unfortunately, naive
aggregation functions tend to cause peers to quickly ho-
mogenize, hurting the effectiveness of group distillation
(Kuncheva and Whitaker 2003; Zhou 2012). In this paper,
we propose a new two-level distillation approach called
Online Knowledge Distillation with Diverse peers (OKD-
Dip), which involves two types of student models, i.e., mul-
tiple auxiliary peers and one group leader. Base distillation is
performed among auxiliary peers equipped with a diversity
holding mechanism. An ensemble of predictions of these di-
verse peers is further distilled into the group leader. Unlike
naive group-based learning where all peers end up with sim-
ilar behaviors, trained peer models in our approach could be
quite different from each other. It is thus unreasonable to ar-
bitrarily select a single peer for inference. The second-level
distillation therefore is necessary to reduce inference cost
using only one student model. With this design, OKDDip
can be effectively trained without a high capacity teacher
network by taking advantages of group distillation and re-
mains efficient for inference.
A key design of OKDDip is that each auxiliary peer as-
signs individual weights to all the peers during aggregation
to derive their own target distributions. We incorporate an
attention-based mechanism (Vaswani et al. 2017) to gener-
ate a distinct set of weights for each peer to measure the
importance of group members. This allows large variation
in derived target distributions and hence boosts peer diver-
sity. Note that asymmetric weights exist in our model, which
differs from simple aggregation and allows quality peers to
excel.
We performed experimental study to evaluate the classifi-
cation performance of the proposed approach on CIFAR-10,
CIFAR-100 and ImageNet-2012 datasets with a variety of
settings based on popular network architectures. Experimen-
tal results show that without increasing cost and complexity,
our two-level distillation approach consistently generalized
better than state-of-the-art online knowledge distillation ap-
proaches as well as the classic teacher-guided KD approach.
Larger peer diversity and stronger ensemble are observed in
our approach when compared to others, demonstrating that
the proposed attention-based mechanism works well for di-
versity holding.
Related Work
Knowledge Distillation. KD provides a succinct but
effective solution for compressing a pre-trained large
teacher model into a smaller student model by steer-
ing the student predictions towards teacher predic-
tions (Bucilua, Caruana, and Niculescu-Mizil 2006;
Ba and Caruana 2014; Hinton, Vinyals, and Dean 2015;
Polino, Pascanu, and Alistarh 2018). Compared to hard
ground-truth labels, fine-grained class information in
soft predictions helps the small model to reach flatter
local minima, which results in more robust performance
and improves generalization ability (Pereyra et al. 2017;
Keskar et al. 2017). Several recent works attempt to
further improve the performance with new formula-
tions of teacher-learned knowledge (Yim et al. 2017;
Chen, Zhang, and Dong 2018; Ahn et al. 2019).
Online Knowledge Distillation. Instead of two-stage
knowledge transfer, recent work focus on more economic
online knowledge distillation without a pre-trained teacher
model. Simultaneously training a group of student mod-
els by learning from peers’ predictions is an effective sub-
stitute for teacher-absent knowledge distillation. Some ap-
proaches use individual networks with each one correspond-
ing to a student model (Zhang et al. 2018; Anil et al. 2018),
while some others ask all student models to share the
same early blocks to further reduce the training cost
(Song and Chai 2018; Lan, Zhu, and Gong 2018). The main
difference in these approaches is the way that each stu-
dent model learns from others. In (Zhang et al. 2018), each
student model learns from the simple average of predic-
tions of all other group members and requires complex
asynchronous updating among different networks. A simi-
lar variants called co-distillation investigated the potential
benefits for online distillation in the distributed learning
(Anil et al. 2018). In (Lan, Zhu, and Gong 2018), all student
models share the same target distribution by averaging pre-
dictions of all the members with weights learned by a fully
connected layer. Unfortunately, simply treating each peer to
be equally important or forcing all the members to learn
from the same targets would hurt the diversity among stu-
dents, which limits the effectiveness of within-group knowl-
edge transfer.
Self-Attention. Attention was introduced in natural lan-
guage processing for encoding each word with others
which are most relevant regarding to the target task
(Bahdanau, Cho, and Bengio 2015). It has been also suc-
cessfully applied to other types of data such as image
and graph with state-of-the-art performance. In particu-
lar, self-attention or intra-attention refers to the mech-
anism of capturing global dependencies by calculat-
ing the response at a position through attending to all
the neighbors (Vaswani et al. 2017). Specifically, the in-
put representation of a position, such as a word in
a sequence (Vaswani et al. 2017), a pixel within an im-
age region (Zhang et al. 2019) or a node in a graph
(Velicˇkovic´ et al. 2017), is linearly mapped into three vec-
tors called query, key, and value. The output of this position
is obtained by averaging the values of its neighbors, e.g.,
words in the same sequence, with different weights, which
are calculated by matching the query of this position to the
keys of neighbors.
Online Knowledge Distillation with Diverse
Peers
Learning with labels
Suppose we are dealing with classification tasks with a la-
beled datasetD = {(xi, yi)}
n
i . The goal of learning is to find
a parameterized mapping f(x, θ) : X 7→ [0, 1]|Y|, which
can generalize to unseen data. A classifier is typically trained
by minimizing the cross entropy between the predicted class
probabilities qi and the one-hot ground-truth label distribu-
tion li of each training sample
Lgt = −
∑
i,j
lij log qij , (1)
where lij = 1 if yi = j, and 0 otherwise. qi = σ(gi, T ) is
calculated with softmax of logits gi, i.e., outputs of the last
fully connected layer, i.e.,
qij =
exp(gij/T )∑
k exp(gik/T )
, (2)
and parameter T is usually set to 1.
Next, we present the detailed formulation of the proposed
approach after a brief review of teacher-required knowledge
distillation.
Distillation with a teacher model
In teacher-presented knowledge distillation, a student model
is trained by the teacher-predicted soft distribution t together
with hard ground-truth labels. The soft distribution or targets
t are calculated with softmax of logits as Equation (2) with
a temperature T > 1. A higher T means softer distributions.
Following the suggestion in (Lan, Zhu, and Gong 2018), we
set T to 3 in this paper for all methods.
Knowledge is transfered by aligning the student predicted
distribution q′ also after softmax with the same tempera-
ture (i.e., T = 3) to the target distribution. Specifically,
Kullback-Leibler (KL) divergence between t and q′ may be
used to define the distillation loss
Ldis = KL(t, q
′) =
∑
i,j
tij log
tij
q′ij
. (3)
With both hard and soft labels, the total loss for training a
teacher-presented distillation model is
LKD = Lgt + T
2Ldis, (4)
where Ldis is multiplied by T
2 before combination
to ensure that the contribution of distillation term
keeps roughly unchanged if the temperature is changed
(Hinton, Vinyals, and Dean 2015). It is worthy to note that
the predicted probabilities of the student model q are com-
puted from the logits with temperature T = 1 when aligning
with hard ground-truth labels but with a higher temperature
when aligning with soft targets in distillation training. To be
more clear, we use q for the T = 1 version, and q′ for the
high temperature version through out this paper.
Two-level distillation
The proposed two-level distillation framework for group-
based knowledge distillation is illustrated in Figure 1. All
the m student models including m − 1 auxiliary peers and
one group leader use the same network architecture, which
consists of a feature extractor to produce high-level features
followed by a classifier to produce logits. For convenience
of denotation, all the student models are indexed from 1 to
m, where 1 tom−1 denote the auxiliary peers andm corre-
sponds to the group leader. The predicted distribution (i.e.,
the high temperature version) of the ath student model is
denoted as q′a with a = 1, . . .m.
Loss function. For the first-level distillation, each auxil-
iary peer for a = 1, 2, . . .m− 1 distills from its own group-
derived soft targets ta, which is computed by aggregating
predictions of all peers with different weights
ta =
m−1∑
b=1
αab · q
′
b, (5)
where αab represents the extent to which the bth member is
attended in derivation ta, and
∑
b αab = 1. We will elabo-
rate on these attention-based weights later. The distillation
loss of all auxiliary peers is then given as
Ldis1 =
m−1∑
a=1
KL(ta, q
′
a), (6)
which could be regarded as weighted regularization for the
output distribution. As pointed in (Pereyra et al. 2017), pe-
nalizing the confident prediction could prevent over-fitting
by increasing the probabilities assigned to incorrect classes.
The group knowledge of those auxiliary peers is distilled
further to the group leader (i.e., themth student model) with
the second distillation
Ldis2 = KL(tm, q
′
m), (7)
which is similar to the classic KD process in the way of
transferring the knowledge of an ensemble to a student
model, but in online fashion. With diversity enhancement by
the first-level distillation, we simply average the predictions
of all auxiliary peers to compute tm.
The overall loss of the proposed approach is given as
LOKDDip =
m∑
a=1
Lgt(a) + T
2Ldis1 + T
2Ldis2, (8)
where the first term is the total cross entropy loss to the
ground-truth labels of all them student models1.
Attention-based weights. With different initializations,
quality of intermediate predictions varies among peer mod-
els, which should contribute different extents in deriving the
soft target distributions for each of the auxiliary peers. Sim-
ply treating all peers equally would make the distilled model
suffer from negative contributions from low quality predic-
tions. We expect the weights to capture the relative impor-
tance of peers to a distilled model.
Inspired by the self-attention mechanism
(Vaswani et al. 2017), we project the extracted features
of each peer model ha into two subspaces separately by
linear transformation
L(ha) = W
T
Lha and E(ha) = W
T
Eha, (9)
where WL and WE are the learned projection matrices
shared by all auxiliary peers. Similar to self-attention, αab
is calculated as Embedded Gaussian distance with normal-
ization
αab =
eL(ha)
TE(hb)
∑m−1
f=1 e
L(ha)TE(hf )
. (10)
The two separate transformation matrices may capture
different semantic information. Weights generated in this
way have the following merits:
• Asymmetric: The asymmetric property provides a possi-
ble way to suppress negative effect in one direction with-
out stopping positive guidance in the other, which is im-
portant for mutual learning between two peers optimized
to different levels. It on the one hand reduces the extent to
which a well-behaved model is affected by a poorly per-
formed peer by assigning a small weight, and on the other
hand allows the less optimized model to learn from the
better optimized one with a large weight.
• Dynamic: The performance of peer models changes dur-
ing training, updating weights in iterations allows each
model to attend a dynamic set of peers adaptively.
1Following (Lan, Zhu, and Gong 2018; Laine and Aila 2017),
the two distillation terms would be multiplied by an iteration-
dependent weighting function during implementation to avoid
large contribution of distillation in early stages.
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Figure 1: An overview of the proposed Online Knowledge Distillation with Diverse Peers (OKDDip). (Left) Two-level dis-
tillation. The first-level distillation performs group-based learning among m − 1 auxiliary peers by learning from their own
targets. The second-level distillation transfers group knowledge of diverse peers to the group leader, i.e., the final model for
deployment. (Right) Attention-based targets derivation. The targets of an auxiliary peer is computed as weighted sum of logits
of group members. Each weight αab for auxiliary peer a to attend member b in deriving its targets is calculated with normalized
Embedded Gaussian distance between their mapped featuresWTLha andW
T
Ehb, whereWL andWE are two linear projection
matrices, ha and hb are original high-level features.
It is shown in our experimental study that the above prop-
erties enable OKDDip to outperform state-of-the-art ap-
proaches as well as its simplified variants.
Why learning with distinct target distributions leads
to diversity? In the first-level distillation, each auxiliary
peer has an individual set of weights to measure the extent
to which it attends all group members from its own point
of view. Such kind of a personalized aggregation increases
the independency between soft target distributions of differ-
ent peers, which is helpful for alleviating diversity degrada-
tion during group-based distillation as demonstrated in ex-
periments later. Next, we provide analytical discussions on
whyLdis1 leads to peer diversity based on its approximation
given below.
If the logits are zero-meaned before computing
q′, the KL-divergence distillation loss in Equation
(6) then is approximated by the Mean-Square-Error
(Hinton, Vinyals, and Dean 2015):
L′dis1 =
1
2
m−1∑
a=1
‖q′a − ta‖
2 =
1
2
m−1∑
a=1
‖q′a −
m−1∑
b=1
αabq
′
b‖
2.
(11)
The above loss function is minimized with αaa = 1 and
αab = 0 for all b 6= a, which means that each peer does
not learn from others at this point. This could be regarded
as an extreme of our approach where all auxiliary peers are
trained independently without any group-based distillation.
Incorporated with such kind of loss into the total objective
function in Equation (8), the proposed approach is able to
keep a proper balance between group sharing and indepen-
dent learning, which allows it to leverage the information
distilled from other peers while preventing quick diversity
diminishing.
Training and deployment. The proposed framework
may be implemented with branch-based or network-based
student models. In a branch-based setting, all student mod-
els share the first several layers to use the same low-level
features, and separate from each other from a certain layer
to have individual branches for high-level feature extraction
and classification. In a network-based setting, student mod-
els are individual networks. All auxiliary peers are discarded
after training and only the group leader is kept for deploy-
ment. There is no additional increase in complexity or cost
compared to other group-based approaches given the num-
ber and architecture of student models are the same.
Experiments
We provide experimental results in this section to evaluate
the performance of the proposed approach for image classi-
fication. In addition to the overall generalization ability, we
also study the diversity maintenance ability for group-based
distillation and conduct several ablation studies on the at-
tention mechanism as well as the two-level strategy. Finally,
we analyze the impact of group size, i.e., the number of stu-
dent models, and extend our method with an additional pre-
trained teacher model. All evaluations are made in compar-
ison with state-of-the-art approaches. More results are pro-
vided in supplementary materials.
Datasets and Architectures. Three image classification
datasets are used in the following evaluations. CIFAR-10
and CIFAR-100 (Krizhevsky and Hinton 2009) both con-
Table 1: Error rates (Top-1, %) on CIFAR-10. OKDDip: network-based (1st column) and branch-based (2nd column).
Network Baseline Ind DML CL-ILR ONE OKDDip
DenseNet-40-12 6.87 ± 0.02 6.97 ± 0.03 6.50 ± 0.02 7.02 ± 0.08 6.85 ± 0.15 5.94 ± 0.05 6.48 ± 0.12
ResNet-32 6.34 ± 0.03 5.99 ± 0.15 6.18 ± 0.05 6.06 ± 0.07 5.94 ± 0.06 5.62 ± 0.07 5.58 ± 0.08
VGG-16 6.12 ± 0.15 6.03 ± 0.01 5.94 ± 0.04 6.22 ± 0.10 6.16 ± 0.08 5.88 ± 0.04 5.87 ± 0.03
ResNet-110 5.46 ± 0.02 4.95 ± 0.02 5.68 ± 0.03 4.88 ± 0.12 5.02 ± 0.04 4.54 ± 0.07 4.56 ± 0.11
WRN-20-8 5.27 ± 0.06 5.35 ± 0.02 5.04 ± 0.08 5.12 ± 0.16 5.29 ± 0.02 4.84 ± 0.07 5.06 ± 0.04
tain 50,000/10,000 training/testing colored natural im-
ages with 32 × 32 pixels, which are drawn from 10/100
classes. ImageNet-2012 (Russakovsky et al. 2015) is a more
challenging dataset consisting of about 1.3 million train-
ing images and 50 thousand validation images from 1000
classes. We adopted a standard augmentation procedure as
(He et al. 2016; Huang et al. 2017; Zhang et al. 2018). For
preprocessing, we normalized all images by channel means
and standard deviations. The size of each training sample
is 32×32 for CIFAR-10/100 and 224×224 for ImageNet-
2012. Six network architectures are used in our exper-
iments, namely VGG-16 (Simonyan and Zisserman 2015),
ResNet-32, ResNet-34, ResNet-110 (He et al. 2016), WRN-
20-8 (Zagoruyko and Komodakis 2016), and DenseNet-40-
12 (Huang et al. 2017).
Settings. We use stochastic gradient descent with Nes-
terov momentum for optimization and set the initial learn-
ing rate to 0.1, momentum to 0.9. For CIFAR-10/CIFAR-
100 dataset, we set the mini-batch size to 128 and weight
decay to 5 × 10−4. The learning rate is divided by 10
at 150 and 225 of the total 300 training epochs for these
two datasets. For ImageNet-2012 dataset, we set the mini-
batch size to 256, the weight decay to 1 × 10−4, and the
learning rate is divided by 10 at 30 and 60 of the to-
tal 90 training epochs. All results are reported in means
(standard deviations) over 3 runs. Codes are available at
https://github.com/DefangChen/OKDDip-AAAI2020.
Approaches compared. We compare the pro-
posed OKDDip to several recently proposed on-
line knowledge distillation approaches, including
network-based DML (Zhang et al. 2018), branch-
based CL-ILR (Song and Chai 2018), and ONE
(Lan, Zhu, and Gong 2018). The “Baseline” approach
trains a model by ground-truth labels only and “Ind”
refers to the degenerated branch-based approach that
trains each student model individually without any group
distillation. The classic teacher-guided KD approach
(Hinton, Vinyals, and Dean 2015) and a high capacity
teacher model are also included for comparison.
For branch-based student models, all student models
share the first several blocks of layers and separate from
the last block for CIFAR-10/100 and the last two blocks
for ImageNet-2012 to form a multi-branch structure as
(Lan, Zhu, and Gong 2018). All group-based online knowl-
edge distillation approaches are comparedwith studentmod-
els of the same architecture and the same number. Results of
group-based approaches are generatedwith 4 student models
except those which are regarding the impact of group size.
Since we keep one student model to serve as group leader in
OKDDip, the number of peers in group-based aggregation is
one less than that of DML, CL-ILR and ONE.
Comparison of classification error rates
Table 1 and Table 2 give the Top-1 classification error
rates (%) on CIFAR-10 and CIFAR-100 based on five dif-
ferent network architectures with parameters range from
0.18M (DenseNet-40-12) to 15.30M (VGG-16). Following
the original papers, the results of compared methods are the
averaged accuracy of different student models, and the re-
sults of OKDDip are generated by the group leader. Two
groups of results are reported for OKDDip with network-
based (1st column) and branch-based (2nd column) imple-
mentation.
From these two tables, it is shown that OKDDip achieved
lower error rates than all other approaches in both types of
student models. Specifically, for the network-based setting,
OKDDip outperformed the “Baseline” and DML by 17%
and 20% in the best case (ResNet-110), showing that the
two-level distillation strategy with attention-based mecha-
nism is more effective than existing ones for group learn-
ing. It is also seen that OKDDip achieved lower error rates
than “Ind”, CL-ILR and ONE by 16%, 8% and 9% in the
best case (ResNet-32/110), respectively, showing that our
framework remains to be effective with the multi-branch set-
ting. Generally, OKDDip gives slightly better results with
network-based student models, which have more indepen-
dent parameters to give a larger room to maintain the diver-
sity of peers. We also found that the compared group-based
online approaches consistently achieved better performance
than the “Baseline” and “Ind” on CIFAR-100 but sometimes
fall behind on CIFAR-10, especially for VGG-16 network
architecture, which indicates that the homogenization prob-
lem tends to become even more severe for dealing with eas-
ier dataset.
Table 3 gives the classification error rates for the Image-
Net-2012. We obtain similar observations as above. For the
following experiments, results of OKDDip are generated
based on the branch-based setting.
Diversity analysis
Next, we evaluate whether OKDDip produces more di-
verse student models compared with other group-based ap-
Table 2: Error rates (Top-1, %) on CIFAR-100. OKDDip: network-based (1st column) and branch-based (2nd column).
Network Baseline Ind DML CL-ILR ONE OKDDip
DenseNet-40-12 28.97± 0.23 29.20± 0.09 26.64 ± 0.17 28.61 ± 0.12 28.76 ± 0.18 26.10± 0.03 28.34± 0.02
ResNet-32 28.76± 0.08 27.84± 0.05 26.47 ± 0.26 27.44 ± 0.05 26.50 ± 0.13 25.40± 0.08 25.63± 0.14
VGG-16 26.19± 0.12 25.81± 0.18 25.33 ± 0.03 25.62 ± 0.11 25.63 ± 0.03 24.88± 0.06 25.15± 0.19
ResNet-110 24.12± 0.20 23.54± 0.15 22.50 ± 0.11 21.56 ± 0.09 21.67 ± 0.12 21.09± 0.17 21.14± 0.14
WRN-20-8 22.50± 0.44 21.85± 0.12 20.21 ± 0.11 20.44 ± 0.13 21.19 ± 0.12 19.63± 0.07 20.06± 0.05
Table 3: Error rates (Top-1, %) for ResNet-34 on ImageNet-
2012. OKDDip: network-based (1st column) and branch-
based (2nd column).
Baseline DML CL-ILR ONE OKDDip
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Figure 2: Peer diversity comparisonwith branch-basedmod-
els during training on CIFAR-100.
proaches. For each method, the diversity is measured by the
average Euclidean distance between the predictions of each
pair of peers.
Figure 4 plots the results of peer diversity comparison
with four approaches for CIFAR-100. The diversity of “Ind”
can be regarded as an upper bound since the student models
are trained independently.
As shown in Figure 4, peer diversity for all the approaches
are very small when starting from random initialization and
climb rapidly after several optimization steps. However, it
drops quickly for CL-ILR and ONE until the learning rate is
decreased (at the 150 epoch), from which it climb again but
with a slower speed. Through the whole epochs, the diver-
sity of peers trained by OKDDip is significantly larger than
CL-ILR and ONE for both the two ResNet architectures, ap-
proaching to those of “Ind”, especially for ResNet-110. This
demonstrates that the self-attention mechanism in proposed
two-level distillation framework works successfully for alle-
viating homogenization during group-based distillation.
To show whether diverse peers lead to a stronger ensem-
ble, we also evaluate the accuracy of averaged predictions of
trained peers, which can represent how powerful the gener-
ated group knowledge to some extent. Therefore, only aux-
Table 4: Error rates (Top-1, %) of ensemble predictions with
branch-based student models on CIFAR-100.
Network CL-ILR ONE OKDDip Ind
VGG-16 25.56 25.54 24.95 25.62
ResNet-32 27.01 24.90 23.45 23.74
ResNet-110 20.19 20.14 19.54 20.18
iliary peers are counted in for OKDDip.
From Table 4, thanks to large peer diversity, more ef-
fective ensemble is observed with OKDDip, which even
achieve lower error rates than the ensemble of individually
trained student models. Together with Table 2 and Figure 4,
we can find that the compared method CL-ILR and ONE
improve the accuracy of individual student models ranging
from 0.7% to 8% while decreasing the diversity among dif-
ferent peers, which sacrifices the effectiveness of ensemble
models. The error rates even increase by 14% and 5% for
ResNet-32. But OKDDip can learn more distinct targets for
each auxiliary peer and thus maintain the diversity, which
further benefit the learning for group leader, leading to the
success for both individual and ensemble models. It is also
shown that diversity only is not enough to ensure a good en-
semble when comparing with the results of “Ind”.
Ablation Study
To further show the benefit of each individual OKDDip com-
ponents, especially for the self-attention (SA) mechanism,
we perform various ablation studies on CIFAR-100 based
on ResNet-32. Specifically, we compare the performance of
OKDDip with the following five ways of ablations.
(1) w/o SA (random).A randomattentionmatrix with nor-
malization is used to put randomly generated belief among
peers. This leads to higher error rates by 2.61% (28.24%-
25.63%).
(2) w/o SA (entropy). In order to validate the effectiveness
of dynamic weight modeling of SA, we completely remove
Ldis1 from objective function and let the peers only learn
from Lgt with an entropy term, i.e., each peer attends only
to itself, which reduces the performance by 1.08%.
(3) w/o SA (mean). Simple average is applied to aggre-
gate the predictions of peers in the first-level distillation.
This causes 0.72% performance drop due to quick homoge-
nization.
Table 5: Ablation study: Error rates (Top-1, %) for ResNet-32 on CIFAR-100
w/o SA (random) w/o SA (entropy) w/o SA (mean) w/o SA (asymmetry) w/o two-level OKDDip
28.24 ± 0.16 26.71± 0.19 26.35 ± 0.14 26.05± 0.17 27.79± 0.14 25.63± 0.14
Table 6: Error rates (Top-1, %) for ResNet-32 with an additional teacher
DataSet Baseline KD OKDDip OKDDip+KD Teacher
CIFAR-10 6.34 ± 0.03 6.08 ± 0.11 5.58 ± 0.08 5.36 ± 0.06 5.27 ± 0.23
CIFAR-100 28.76 ± 0.08 26.51± 0.14 25.63± 0.14 24.92± 0.08 24.12 ± 0.20
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Figure 3: Impact of group size with branch-basedResNet-32
on CIFAR-100.
asymmetry of SA by forcing WE and WL as identity ma-
trices. The weaker performance (0.42% error rate increase)
indicates that the asymmetry merit of OKDDip indeed helps
to alleviate more the negative effect from the poor-optimized
models to the well-behaved models during training.
(5) w/o two-level. The second-level distillation is ablated
by removing the group leader from training and inference
with a randomly chosen student model. This increases the
error rate by 2.16%, which confirms the usefulness of the
second-level distillation.
Impact of the group size
In this section, we evaluate the impact of the group size on
the performance of group-based distillation approaches. We
compare OKDDip with ONE and CL-ILR using ResNet-32
with the branch-based setting. Figure 3 plots the error rates
of the three approaches on CIFAR-100 with respect to the
total number of branches changing from 3 to 8.
It is seen that OKDDip performs the best among the three
in all the cases. OKDDip has a curve that sloped down more
sharply, which means that there is still relative large room for
further improvement if a larger group size is allowed in de-
ployment. Although ONE gave better results than CL-ILR,
further improvement by adding more branches indicates that
increasing the group size does not help much due to the ho-
mogenization problem.
When a teacher is available
Although our approach is mainly designed for teacher-free
deployment, it is still interesting to know that whether it can
be further improved if a pre-trained teacher is indeed avail-
able. Here, we use ResNet-110 as the teacher model, the
multi-branch ResNet-32 as student models of OKDDip. To
make a teacher-guided OKDDip, denoted as OKDDip+KD,
the KL-divergence losses between the predictions of each
student and the teacher are added into the original loss func-
tion of OKDDip for optimization.
Table 6 gives the results of OKDDip+KD compared with
the “Baseline”, the classic KD approach, and the teacher-
free OKDDip. We also included the results of the teacher
model. It is observed that among all the four approaches
with a small student model for inference, OKDDip+KD be-
comes the most competitive one, which approaches the level
of the teacher model and outperforms “Baseline” by 15%
and 13% on CIFAR-10 and CIFAR-100 respectively. This
shows that a powerful teacher is still helpful to further im-
prove the generalization ability of OKDDip. The effective-
ness of using a teacher is also demonstrated by comparing
KD and the “Baseline”. More importantly, it is observed that
with group-based two-level online distillation, the teacher-
absent OKDDip already outperformed the teacher-assisted
KD with significant improvement.
Conclusion
Group-based knowledge distillation is a good substitute
for knowledge transfer when a pre-trained high capacity
model is not easily accessible. It is critical but challenging
for group learning without too much diversity diminishing
among peers. We proposed a novel two-level framework for
effective online distillation. The base distillation works as
diversity maintained group distillation with several auxiliary
peers, which are discarded after training. The second-level
distillation transfers the diversity enhanced group knowl-
edge to the ultimate student model called group leader. Ex-
perimental results show that by distilling from distinct tar-
get distributions derived with weights from an attention-
based component, peer diversity is maintained to a rela-
tive large extent throughout group learning, leading to ef-
fective online knowledge transfer. This finally makes the
proposed approach outperforms the state-of-the-art online
knowledge distillation approaches without additional train-
ing and inference cost. Our results also show that although a
teacher model is still helpful, our teacher-free OKDDip al-
ready achieves higher accuracy by a large margin than the
teacher-presented KD model, making it a promising com-
petitive choice for deployment.
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Supplementary Material
Diversity Analysis
This section provides additional experimental results. We
obtain similar observations as the results in the main sub-
mission.
Ensemble Results
Table 7-9 give the ensemble results for network-based stu-
dent models on CIFAR-10, network-based student models
on CIFAR-100, branch-based student models on CIFAR-10,
respectively.
Table 10 gives the ensemble results of OKDDip+KD
compared with the “Baseline”, the classic KD approach, and
the teacher-free OKDDip. The results of the branch-based
student models for OKDDip and OKDDip+KD are reported
at the first row and the results of the network-based student
models for OKDDip and OKDDip+KD are reported at the
second row.
Table 7: Classification error rates (Top-1, %) of ensemble
predictions with network-based student models on CIFAR-
10.
Network Baseline DML OKDDip
DenseNet-40-12 5.54 ± 0.02 5.83 ± 0.01 5.30 ± 0.07
ResNet-32 5.15 ± 0.08 6.41 ± 0.11 4.94 ± 0.05
VGG-16 5.14 ± 0.09 4.99 ± 0.03 4.92 ± 0.02
ResNet-110 4.39 ± 0.06 4.82 ± 0.05 3.99 ± 0.02
WRN-20-8 4.76 ± 0.02 5.00 ± 0.05 4.67 ± 0.03
Table 8: Classification error rates (Top-1, %) of ensemble
predictions with network-based student models on CIFAR-
100.
Network Baseline DML OKDDip
DenseNet-40-12 24.67± 0.13 25.70± 0.01 23.74 ± 0.12
ResNet-32 28.69± 0.15 26.47± 0.26 22.77 ± 0.01
VGG-16 23.31± 0.02 21.62± 0.16 22.33 ± 0.02
ResNet-110 20.57± 0.09 20.81± 0.15 19.55 ± 0.01
WRN-20-8 20.47± 0.15 19.29± 0.06 19.63 ± 0.07
Table 9: Classification error rates (Top-1, %) of ensemble
predictionswith branch-based studentmodels on CIFAR-10.
Network CL-ILR ONE OKDDip Ind
DenseNet-40-12 7.15 ± 0.11 6.99 ± 0.05 6.65 ± 0.14 7.15 ± 0.15
ResNet-32 5.9 ± 0.05 5.75 ± 0.16 5.32 ± 0.07 5.42 ± 0.25
VGG-16 6.23 ± 0.10 6.15 ± 0.08 5.91 ± 0.03 6.04 ± 0.01
ResNet-110 4.73 ± 0.09 4.83 ± 0.08 4.33 ± 0.04 4.30 ± 0.04
WRN-20-8 5.33 ± 0.12 5.27 ± 0.03 5.18 ± 0.11 5.21 ± 0.01
Table 10: Classification error rates (Top-1, %) of ensemble
predictions with an additional teacher.
DataSet CIFAR-10 CIFAR-100
Baseline 5.15 ± 0.08 28.69± 0.15
KD 5.98 ± 0.15 26.35± 0.19
OKDDip
5.42 ± 0.25 23.45± 0.23
4.94 ± 0.05 22.77± 0.01
OKDDip+KD
5.04 ± 0.03 22.92± 0.10
4.85 ± 0.03 22.49± 0.09
Teacher 4.36 ± 0.02 20.72± 0.13
Diversity Comparison
Figure 4 plots the results of peer diversity comparison with
four approaches for WRN-20-8 on CIFAR-10 and CIFAR-
100. The diversity of “Ind” can be regarded as an upper
bound since the student models are trained independently.
0 50 100 150 200 250 300
Epoch
0.00
0.05
0.10
0.15
0.20
D
iv
er
si
ty
OKDDip
CL-ILR
ONE
Ind
(a) CIFAR-10
0 50 100 150 200 250 300
Epoch
0.05
0.10
0.15
0.20
0.25
0.30
0.35
D
iv
er
si
ty
OKDDip
CL-ILR
ONE
Ind
(b) CIFAR-100
Figure 4: Peer diversity comparison with branch-basedmod-
els during training for WRN-20-8.
