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1. INTRODUCTION
Nonequilibrium surface growth and interface dynamics represent an area of research
that has received much attention in the last two decades [1, 2]. A large number of
discrete atomistic growth models [3, 4, 5, 6, 7, 8, 9, 10] and stochastic growth equa-
tions [11, 12, 13, 14, 15, 16] have been found [17] to exhibit generic scale invariance
characterized by power law behavior of several quantities of interest, such as the
interface width as a function of time (measured in units of deposited layers) and
space- and time–dependent correlation functions of the interface height. Much effort
has been devoted to the classification of growth models and equations into different
universality classes characterized by the values of the exponents that describe the
dynamic scaling behavior implied by these power laws. A variety of experimental
studies [17, 18] have confirmed the occurrence of dynamic scaling in nonequilib-
rium epitaxial growth. Among the various experimental methods of surface growth,
molecular beam epitaxy (MBE) is especially important because it plays a crucial
role in the fabrication of smooth semiconductor films required in technological ap-
plications. Under usual MBE growth conditions, desorption from the film surface is
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negligible and the formation of bulk vacancies and overhangs is strongly suppressed.
It is generally believed that nonequilibrium surface growth under these conditions
is well–described by a conserved nonlinear Langevin–type equation [14, 15, 16] and
related atomistic models [4, 6, 10, 16] that form the so–called “MBE universality
class”.
Surface growth is an example of a general class of problems involving the dy-
namics of non–Markovian, spatially extended, stochastic systems. In recent years,
the concept of persistence [19], which is closely related to first–passage statistics
[20, 21, 22], has proven to be very useful in analyzing the dynamical behavior of
such systems [23, 24, 25, 26, 27, 28, 29, 30]. Loosely speaking, a stochastic variable
is persistent if it has a tendency to maintain its initial characteristics over a long pe-
riod of time. The persistence probability P (t) is typically defined as the probability
that a characteristic feature (e.g. the sign) of a stochastic variable does not change
at all over a certain period of time t. Although the mathematical concept of persis-
tence was introduced a long time ago in the context of the “zero–crossing problem”
in Gaussian stationary processes [31], it is only very recently that this concept has
received attention in describing the statistics of first–passage events in a variety of
spatially extended nonequilibrium systems. Examples of such applications of the
concept of persistence range from the fundamental classical diffusion equation [23]
and diffusion in a random velocity field [24] to the zero temperature Glauber dynam-
ics of the ferromagnetic Ising and q–state Potts models [25, 26, 27, 32] and phase
ordering kinetics [28]. Recently, a generalization of the persistence concept (i.e., the
probability of persistent large deviations) has been introduced [32]. A closely re-
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lated idea, that of sign–time distribution, was developed in Ref. [33]. An increasing
number of experimental results are also available for persistence in systems such as
coalescence of droplets [34], coarsening of two–dimensional soap froth [35], twisted
nematic liquid crystal [36], and nuclear spin distribution in laser polarized Xe129
gas [37].
Recent work of Krug and collaborators [29, 30] has extended the persistence
concept to the first–passage statistics of fluctuating interfaces. Persistence in the
dynamics of fluctuating interfaces is of crucial importance in ultra–small scale solid–
state devices. As the technology advances into the nanometric regime, questions
such as how long a particular perturbation that appears in an evolving interface
persists in time and what is the average time required for a structure to first fluctu-
ate into an unstable configuration become important. The persistence probability
can provide quantitative predictions on such questions. Recent experiments [38, 39,
40, 41] have demonstrated the usefulness of the concept of persistence in the char-
acterization of the equilibrium fluctuations of steps on a vicinal surface. Analysis of
experimental data on step fluctuations on Al/Si(111) surfaces [38, 41], on Ag(111)
films grown on mica [39, 41], and on screw dislocations on the facets of Pb crystal-
lites [39, 40] has shown that the long–time behaviors of the persistence probability
and the probability of persistent large deviations in these systems agree quantita-
tively with the corresponding theoretical predictions. These results show that the
persistence probability and related quantities are particularly relevant for describing
and understanding the long–time dynamics of interface fluctuations. More complex
theoretical models that describe the dynamics of coupled fluctuating interfaces [42],
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for example, can be understood by performing a persistence analysis.
The persistence probability P (t), defined as the probability that the position
(“height”) of the step edge at a point along a fluctuating step does not return to its
initial value (at time t = 0) over time t is found [29, 30, 38, 39, 40] in these studies
to decay in time as a power–law, P (t) ∝ t−θ, for large t, where θ is the so-called
persistence exponent. Similar power-law behavior of the persistence probability has
also been found in experiments for other physical processes [34, 35, 36, 37]. It
turns out that the precise definition of P (t) is absolutely crucial for the power-
law behavior discussed in the recent surface fluctuations literature. If, instead of
considering the probability of not returning to the initial position, one defines a
survival probability, S(t), as the probability of the dynamical step height (at a fixed
but arbitrary spatial location) not returning in time t to its average (“equilibrium”)
level, then, quite surprisingly, it was found in a recent experimental study [38] of
thermal fluctuations of surface steps that S(t) actually manifests, in sharp contrast
to the power-law behavior of P (t), an exponential decay, S(t) ∝ exp(−t/τs), at long
times, where τs is the survival time scale. This exponential behavior of S(t) has been
explained theoretically and verified numerically in Ref. [43] and its generalization is
presented in Ref. [44].
Another quantity of interest in the study of the statistics of spatially extended
systems is the natural analog of the temporal persistence (survival) probability, the
spatial persistence (survival) probability. This idea has been investigated theoreti-
cally [45] in the context of the persistence of (d+1)–dimensional Gaussian interfaces
with dynamics described by linear Langevin equations, where the variable undergo-
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ing stochastic evolution is the height h(x, t) of the interfacial sites (x is the lateral
position along the interface and t is the time). The spatial survival probability of
fluctuating interfaces has not been approached before.
Motivated by the tremendous resources of the first–passage statistical con-
cepts (such as persistence, survival, persistent large deviations and generalized sur-
vival probabilities) for understanding the spatial/temporal evolution of a variety
of stochastic variables, we show in this work how these concepts apply to fluctu-
ating growing surfaces and interfaces and what type of information they provide.
We investigate in detail their scaling behaviors, emphasizing the effect of the sam-
pling procedure on the interpretation of the first–passage probabilities and corre-
lation functions. Below we describe the stochastic growth equations relevant for
surface growth phenomena and interface dynamics, belonging to different universal-
ity classes, and the atomistic models associated with these classes. We also introduce
the definitions of the first–passage statistical concepts mentioned above. In Chapter
2, we show the numerical results for P (t) corresponding to several growth models,
emphasizing the results for the growth models in the nonlinear MBE universality
class. Chapter 3 presents the generalization of P (t) using the concept of persistent
large deviations probability and its associated family of persistent large deviations
exponents. In Chapters 4 and 5, we discuss the survival probability and its general-
ization, respectively. The spatial persistence and survival probabilities are described
in Chapter 6 and finally, in Chapter 7, we show how particular temporal and spatial
first–passage statistical concepts can be related to each other through an isomor-
phic mapping procedure. Our conclusions and outlook for future open questions
5
are presented in Chapter 8. In the Appendix section we present the transient and
steady–state behaviors of the autocorrelation functions relevant for surface growth
phenomena. We also describe the persistence properties of the fractional Brown-
ian motion and give hints on the calculation of the persistence exponent for simple
stochastic processes.
1.1 Stochastic growth equations and dynamic scaling
The dynamic scaling behavior of stochastic growth equations may be classified into
several universality classes. Each universality class is characterized by a set of
scaling exponents [1, 2] which depend on the dimensionality of the problem. These
exponents are (α, β, z), where α is the roughness exponent describing the dependence
of the amplitude of height fluctuations in the steady–state regime (t  Lz) on the
sample size L, β is the growth exponent that describes the initial power law growth
of the interface width in the transient regime (1 t Lz), and z is the dynamical
exponent related to the system size dependence of the time at which the interface
width reaches saturation. Note that z = α/β for all the models considered in this
work. To describe the interface evolution we use the single–valued function, h(r, t),
which represents the height of the growing sample at position r and deposition
time t. The interfacial height fluctuations are described by the root–mean–squared
height deviation (or interface width) which is a function of the substrate size L and
deposition time t:
W (L, t) = 〈(h(r, t)− h¯(t))2〉1/2, (1.1.1)
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where h¯(t) is the average sample thickness. The widthW (L, t) scales asW (L, t) ∝ tβ
for t Lz and W (L, t) ∝ Lα for t Lz [46], Lz being the equilibration time of the
interface, when its stationary roughness is fully developed.
Since it is convenient to write the evolution equations in terms of the devia-
tion of the height from its spatial average value, h(r, t)− h¯(t), from now on we will
denote by h(r, t) the interface height fluctuation measured from the average height.
Extensive studies of dynamic scaling in kinetic surface roughening (for an extended
review see Ref. [17]) have revealed the existence of (at least) four universality classes
that are described, in the long wavelength limit, by the following continuum equa-
tions and sets of scaling exponents (α, β, z), shown for the 1+1(2+1)–dimensional
cases, respectively:
(1) The Edwards–Wilkinson (EW) second order linear equation: 1/2, 1/4, 2 (0 (log),
0 (log), 2)
∂h(r, t)
∂t
= ν2∇2h(r, t) + η(r, t), (1.1.2)
(2) The KPZ second order nonlinear equation: 1/2, 1/3, 3/2 (' 0.4, ' 0.24,
' 1.67)
∂h(r, t)
∂t
= ν2∇2h(r, t) + λ2|∇h(r, t)|2 + η(r, t), (1.1.3)
(3) The Mullins–Herring (MH) fourth order linear equation: 3/2, 3/8, 4 (1, 1/4, 4)
∂h(r, t)
∂t
= −ν4∇4h(r, t) + η(r, t), (1.1.4)
and
(4) The MBE fourth order nonlinear equation: ' 1,' 1/3,' 3 (' 2/3,' 1/5,
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' 10/3)
∂h(r, t)
∂t
= −ν4∇4h(r, t) + λ22∇2|(∇h(r, t)|2 + η(r, t), (1.1.5)
where νi (i=2, 4) and λj (j=2, 22) are constant. The quantity η(r, t) represents the
noise term which accounts for the random fluctuations in the deposition rate. We
assume that the noise has Gaussian distribution with zero mean and correlator
〈η(r1, t1)η(r2, t2)〉 = Dδ(r1 − r2)δ(t1 − t2), (1.1.6)
D being a constant related to the strength of the bare noise. Note that we do not
include the (trivial) constant external deposition flux term in the continuum growth
equations since that is easily eliminated by assuming that the height fluctuation
h is always measured with respect to the average interface which is growing at a
constant rate.
The concepts of universality classes and scaling exponents have been widely
used in the literature to analyze the kinetics of surface growth and fluctuations. Our
study based on persistence probabilities is motivated by the possibility that the con-
cept of persistence may provide an additional (and complementary) tool to analyze
the surface growth kinetics. It addresses fundamental questions such as: is persis-
tence an independent (and new) conceptual tool for studying surface fluctuations
or essentially equivalent (or perhaps complementary) to dynamic scaling? and does
persistence lead to the definition of new universality classes on the basis of the values
of the persistence exponent? To answer these questions, we consider in Chapter 2,
for each of the four universality classes mentioned above (i.e. Eqs. (1.1.2)–(1.1.5)),
at least one growth model and investigate how the associated persistence exponents
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are related to the dynamic scaling exponents mentioned above.
In this work we also consider the 1–dimensional model characterized by β =
1/8 which describes an equilibrium surface relaxing through surface diffusion (known
as the step–edge diffusion (SED) mechanism [47]), corresponding to z = 4, α = 1/2
and volume conserving noise with correlator:
〈ηc(x, t)ηc(x′ , t′)〉 ∝ ∇2〈η(x, t)η(x′ , t′)〉 ≡ ∇2δ(x− x′)δ(t− t′). (1.1.7)
This case applies to low temperature step fluctuations dominated by atomic diffusion
along the step edge, described by a fourth order conserved linear Langevin equation:
∂h(x, t)
∂t
= −∂
4h(x, t)
∂x4
+ ηc(x, t). (1.1.8)
1.2 Atomistic growth models
Besides the stochastic continuum growth equations that describe the interface at
large length scales and focus on its asymptotic coarse–grained properties, one can
also use atomistic growth models to study the kinetics of surface growth and fluc-
tuating interfaces.
In this study we use different atomistic limited–mobility growth models for
simulating surface growth processes. In these models, the substrate consists of a
collection of lattice sites labeled by the index j (j = 1, 2, . . . , Ld) and the height
variables h(xj) take integral values. The term “limited–mobility” is meant to imply
that in these models, each adatom is characterized by a finite diffusion length which
is taken to be one lattice spacing in most of the models we consider here. Thus, a
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deposited atom can explore only a few neighboring lattice sites according to a set of
specific mobility rules before being incorporated into the growing film. The solid–
on–solid constraint is imposed in all these models, so that defects such as overhangs
and bulk vacancies are not allowed. In most of the models considered in this work,
the possibility of desorption is neglected, thereby making the models “conserved”
in the sense that all deposited atoms are incorporated in the film; the noise (given
by Eq. (1.1.6)) is of course nonconserved since the system is open to the deposition
flux.
The deposition process is described by a few simple rules in these models. An
atomic beam drops atoms on the substrate in a random manner. Once a lattice site
on the substrate is randomly chosen, the diffusion rules of the model are applied to
the atom dropped at the chosen site to determine where it should be incorporated.
The allocated site is then instantaneously filled by the adatom. We consider both
(1+1)– and (2+1)– dimensional models (one or two spatial dimensions and one tem-
poral dimension) defined on substrates of length L in units of the lattice spacing.
The deposition rate is taken to be constant and equal to Ld particles per unit time
in our simulations of the Family (F), larger curvature (LC), Das Sarma–Tamborenea
(DT), Wolf–Villain (WV) and controlled Kim–Das Sarma (CKD) models (see be-
low). In these simulations, one complete layer is grown in each unit of time. In the
RSOS Kim–Kosterlitz (KK) and Kim–Park–Kim (KPK) models described below,
the diffusion rules are replaced by a set of local restrictions on nearest-neighbor
height differences, which have to be satisfied after the deposition. The randomly
chosen deposition site is rejected (the atom is not deposited) if these restrictions
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are not satisfied. As a consequence, the number of deposition attempts does not
coincide with the number of successful depositions in the KK model, although they
are linearly related.
All conserved growth models satisfy the conservation law
∂h(r, t)
∂t
= −∇ · j(r, t) + η(r, t), (1.2.1)
where j is the surface current and η is the noise term. Using different expressions,
dictated primarily by symmetry considerations, for the current j, one can obtain all
the conserved Langevin equations discussed in Sec. 1.1. The atomistic growth mod-
els considered in our work provide discrete realizations of these continuum growth
equations.
It is known that some of the discrete growth models we study here have com-
plicated transient behavior [48, 49]. For this reason, obtaining the dynamic scaling
exponents that show the true universality classes of these models is often quite diffi-
cult. To make this task easier, the noise reduction technique [50, 51] was introduced
in simulations of such models. It has been shown [52] that this technique helps in
suppressing high steps in the models and reduces the corrections in the scaling be-
havior, so that the true asymptotic universality classes of the growth models can be
seen in simulations that cover a relatively short time. This makes it interesting to
examine whether the persistence probabilities in these discrete models also exhibit
similar transient behavior, and whether the noise reduction technique can help in
bringing out the true persistence exponents of these models. To investigate this, we
have applied the noise reduction technique to some of the discrete models studied
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in this work.
The noise reduction technique can be easily incorporated in the simulation
of any discrete growth model by a small modification in the diffusion process [52].
When an atom is dropped randomly, the regular diffusion rules for the growth model
are applied and the final allocated site is chosen. Instead of adding the atom at that
final site, a counter at that site is increased by one but the height of that site
remains unchanged. When the counter of a lattice site increases to the value of a
pre–determined noise reduction factor, denoted by m, the height at that lattice site
is increased by one and the counter of that site is reset back to zero. The value
of the noise reduction factor m should be chosen carefully. If m is too small, the
suppression of the noise effect is not enough and the true universality class is not
seen. However, if m is too large, the kinetically rough growth becomes layer–by–
layer growth [53] and the universality class of the model cannot be determined.
The atomistic models considered in our work are defined below.
(i) Family model: The Family (F) model [3] is an extensively studied SOS
discrete stochastic model, rigorously known to belong to the same dynamical uni-
versality class as the EW equation. It allows the adatom to explore within a fixed
diffusion length to find the lattice site with the smallest height where it gets incor-
porated. If the diffusion length is one lattice constant (this is the value used in our
simulations), the application of this deposition rule to a randomly selected site j
involves finding the local minimum height value among the set: h(xj−1), h(xj) and
h(xj+1) (in (1+1)–dimensions). The height of the site with the minimum height is
then increased by one.
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(ii) Larger curvature model: The Kim–Das Sarma model [6] is a more
complex one which allows the atomic surface current j to be written as a gradient
of a scalar field K, j = −∇K, which can depend on h, ∇2h, |∇h|2 and so on. In the
particular case when K = −∇2h, one obtains the so–called larger curvature (LC)
model. As the name suggests, the diffusion rules applied to a randomly selected
site j allow the adatom to get incorporated at the site in the neighborhood of site j
where the local curvature (given by h(xj+1)+h(xj−1)−2h(xj) in (1+1)–dimensions)
has the largest value. The LC model asymptotically rigorously belongs to the MH
universality class described by Eq. (1.1.4).
(iii) Wolf–Villain model: The diffusion rules of the Wolf–Villain (WV)
model [5] allow the adatom to diffuse to its neighboring sites in order to maxi-
mize its local coordination number which, for the (1+1)–dimensional case, varies
between 1 and 3 when the bond with the atom lying below the site under consid-
eration is taken into account. In contrast to the F model, in this case the surface
develops deep valleys with high steps almost perpendicular to the substrate. For the
range of times and sample sizes used in the present study, the WV model may be
considered to belong to the MBE universality class [5, 48] described by Eq. (1.1.5).
However, recent studies [52, 54] have shown that the asymptotic universality class
of this model in (1+1)–dimensions is the same as that of the EW equation. In
contrast, in (2+1)–dimensions, studies based on the noise reduction technique [55]
have revealed that the WV model exhibits at very long times unstable (mounded)
dynamic universality which cannot really be described by any of the continuum
equations (Eqs. (1.1.2)-(1.1.4)) given above.
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(iv) Das Sarma–Tamborenea model: The Das Sarma–Tamborenea (DT)
model [4] is characterized by diffusion rules that are slightly different from those in
the WV model. In this case, the diffusing atom tries to increase its coordination
number, not necessarily to maximize it. For example, if a randomly selected depo-
sition site has its local coordination number equal to 1 (i.e. no lateral neighbor in
(1+1)–dimensions), and the two neighbors of this site have coordination numbers
equal to 2 and 3, the deposited atom does not necessarily move to the neighboring
site with the larger local coordination number: it moves to one of the two neighbor-
ing sites with equal probability (the atom would necessarily move to the site with
coordination number 3 in the WV model). This minor change in the local diffusion
rules actually changes the asymptotic universality class: the (1+1)–dimensional DT
model belongs to the MBE universality class [52, 55] corresponding to the nonlinear
continuum dynamical equation of Eq. (1.1.5). However, the (2+1)–dimensional DT
model asymptotically belongs to the EW universality [55] at very long times.
(v) Controlled Kim–Das Sarma model: The Kim–Das Sarma model men-
tioned above provides a discrete realization of the continuum equation of Eq. (1.1.5)
if the scalar field K is chosen to be K = −∇2h + λ22(∇h)2. However, the discrete
treatment of the spatial gradients produces strong instabilities in the growth pro-
cess due to uncontrolled growth of isolated structures, such as pillars or grooves.
These instabilities can be easily controlled by introducing higher order nonlinear
terms [16]. We call this new model the controlled Kim–Das Sarma (CKD) model.
In this model, the scalar field K is chosen to be K = −∇2h + λ22f(|∇h|2), where
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the nonlinear function f is given by
f(|∇h|2) = 1− e
−c|∇h|2
c
, (1.2.2)
with c > 0 being the control parameter. The CKD diffusion rules for a randomly
chosen deposition site, j, imply the minimization of the scalar field K, using the
standard discretization scheme for the lattice derivatives ∇2h and ∇h:
(∇2h)|j = h(xj+1) + h(xj−1)− 2h(xj) , (1.2.3a)
|∇h|2|j =
1
4
[h(xj+1)− h(xj−1)]2 , (1.2.3b)
in (1+1)–dimensions. By carefully choosing the values for c and λ22 [16], one can
remove the nonlinear growth instabilities completely and ensure an overall behavior
of the CKD model similar to that of the DT model.
(vi) Kim–Kosterlitz and Kim–Park–Kim models: For completeness, we
also present in this chapter the results for the RSOS Kim–Kosterlitz (KK) [8, 9]
and Kim–Park–Kim (KPK) [10] models which are known to belong asymptotically
to the KPZ and MBE universality classes, respectively. The common feature of
these two models is the replacement of the usual diffusion rules of the SOS models
described above by local restrictive conditions controlling nearest–neighbor height
differences.
In the KK model, deposition sites are randomly chosen, but the incorporation
of the adatoms into the substrate is subject to a specific restriction: the deposition
event occurs if and only if the absolute value of the height difference between the ran-
domly selected deposition site, j, and each of its nearest–neighboring sites remains
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smaller than or equal to a positive integer n after deposition (our simulations were
done for n = 1). If this strict constraint is not satisfied, the attempted deposition
of an adatom is rejected, and the random selection of the deposition site is repeated
until the deposition is successfully done. Since every attempt to deposit an adatom
is not successful, the definition of “time” in this model is not quite the same as that
in the other models where every deposition attempt leads to the incorporation of a
new adatom in the growing film. In the KK model, the “time” is equivalent to the
average height, which is not the same as the number of attempted depositions per
site (these two quantities are the same in the other models considered here). The
KK model is known to belong to the KPZ universality class, and in fact provides
the most numerically efficient and accurate method for calculating the KPZ growth
exponents.
Kim et al. [10] discovered that a slight change in the algorithm for choosing
the incorporation site transforms the KK model into a new one, the KPK model,
that belongs to the MBE universality class. The change consists of extending the
search for appropriate incorporation sites (i.e, sites where the constraint on the
absolute values of the nearest–neighbor height differences would be satisfied after the
incorporation of an adatom) to the neighbors of the originally selected deposition site
j. If the original site does not satisfy the constraint, then the neighboring sites (j±1
in (1+1) –dimensions) are checked, and an adatom is incorporated at one of these
sites if the incorporation does not violate the constraint. Otherwise, the search is
extended to the next–nearest–neighbors of j, and so on until a suitable incorporation
site is found. We mention that in our implementation of this process, if, for example,
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both the sites j−k and j+k are found to be suitable for incorporation, then one of
them is chosen randomly without any bias. Application of this algorithm in (2+1)–
dimensions involves extending the search for suitable incorporation sites to those
lying inside circles of increasing radii around the randomly selected deposition site
j. The diffusion and incorporation rules of the KPK model [10] lead essentially to
a conserved version of the Kim–Kosterlitz RSOS model, and as such the continuum
growth equation corresponding to the KPK model is the conserved KPZ equation
(with nonconserved noise), which is precisely the MBE equation; Eq. (1.1.5) is the
conserved version of Eq. (1.1.4) with nonconserved noise in both.
(vii) Racz model: The Racz model, introduced in Ref. [56], provides a dis-
crete realization of the continuum equation of Eq. (1.1.8) with conserved noise,
which means that the volume enclosed by the interface is conserved. In this model
the nearest–neighbor height differences are restricted to:
|hj+1 − hj| ≤ 2. (1.2.4)
In one simulation step a site j is randomly chosen. A diffusion move to a randomly
chosen neighbor takes place if the above restrictive condition is satisfied, otherwise
a new random site is selected and the procedure follows in the same way.
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1.3 First–passage statistics of fluctuating interfaces
1.3.1 Transient and steady–state persistence probabilities
Let us introduce the definitions of the positive and negative persistence probabilities
(P±(t0, t0+t)) for a growing (fluctuating) interface in the transient and steady–state
regimes. These definitions can be extended to any stochastic variable. Here t0 is
the initial time, and we are interested in evaluating the probability of the height
at a fixed position remaining persistently above (P+) or below (P−) its initial value
(i.e. its value at t0 by definition) during the time period between t0 and t0 + t. If
one considers the special case t0 = 0, when the interface is completely flat, then
the quantity of interest is the probability that the interfacial height (measured from
its spatial average) does not return to its initial zero value up to time t. This case
is known as the transient (T) regime. For values of t that are small compared to
the time scale for saturation of the interface width (tsat(L) ∝ Lz), the persistence
probabilities in this regime are expected to exhibit a power law decay in time:
P T± (0, t) ∝
(
1
t
)θT±
, (1.3.1)
where θT± are called the transient positive and negative persistence exponents. In
the particular case of linear continuum growth equations, these exponents are equal
because the symmetry under a change of sign of h(r, t) remains valid at all stages
of the growth process. However, in the case of dynamics governed by nonlinear
continuum equations, the lack of this “up–down” interfacial symmetry implies that
P+ and P− (and therefore, the exponents θT+ and θ
T
−) would, in general, be differ-
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Figure 1.1: Schematic representation of the positive and negative persistence prob-
abilities calculation for a stochastic variable h(xj, t) at a fixed point xj.
ent from each other. No universal relationship between the transient positive and
negative persistence exponents and the dynamic scaling exponents is known to exist
for any one of the four universality classes mentioned above. On the other hand, if
one considers t0 larger than tsat(L), then the quantity of interest is the probability
that the interfacial height at a fixed position does not return to its specific value at
initial time t0 during the subsequent time interval between t0 and t0 + t. Instead of
being flat, the interface morphology at time t0 has completely developed roughness,
which produces persistence exponents that are different from the transient expo-
nents defined earlier. This case is known as the steady–state (S) regime. If t Lz,
one expects to obtain in this regime the steady–state persistence probability with a
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power law decay in time [29]
P S±(t0, t0 + t) ∝
(
1
t
)θS±
, (1.3.2)
where θS± are the steady–state positive and negative persistence exponents. It has
been pointed out by Krug et al. [29] that for systems described by linear Langevin
equation, the steady–state persistence exponents are related to the dynamic scaling
exponent β in the following way:
θS+ ≡ θS− = 1− β. (1.3.3)
The exponent β is well known for linear Langevin equations for surface growth
dynamics, and is given in d–dimensions by β = (1− d/z)/2 for nonconserved white
noise (Eq. (1.1.6)), where z, the dynamical exponent, is here precisely equal to
the power of the gradient operator entering the linear continuum dynamical growth
equation (i.e. z = 2 in Eq. (1.1.2); z = 4 in Eq. (1.1.4)). The relation defined by
Eq. (1.3.3) holds true for the Langevin equations of Eqs. (1.1.2) and (1.1.4), which
are obviously linear, as well as for the special case of the (1+1)–dimensional KPZ
equation of Eq. (1.1.3) [30], which, despite its nonlinearity, behaves as the linear EW
equation in the steady state. Since the positive and negative exponents are expected
to be different for general nonlinear Langevin equations, the relation of Eq. (1.3.3)
can not be valid for both θS+ and θ
S
− in systems described by such nonlinear equations.
Therefore, at least one (or perhaps both) of these two persistence exponents must be
non–trivial in the sense that it is not related to the usual dynamic scaling exponents.
For this reason we pay particular attention to the MBE nonlinear equation and
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investigate in Chapter 2 whether its persistence exponents can be related to the
dynamic scaling exponents.
For a better understanding of the persistence probability concept we show in
Fig. 1.1 two intervals where the height variable is always above its initial value, i.e.,
P+(t1) = 1, ∀ t01 < t′ < t01 + t1, and also always below the original value, i.e.,
P−(t2) = 1, ∀ t02 < t′ < t02+ t2, respectively. In real calculations, the probabilities
are averaged over all the possible choices of the initial times t0n, with n = 1, 2, ...,
and all the realizations of the height stochastic variable.
1.3.2 Generalized persistence: Probability of persistent large
deviations
The step height h(x, t) can be alternatively described by a new stochastic variable,
S(t) ≡ sign [h(x, t0 + t) − h(x, t0)]. We can average it and obtain the so–called
average sign variable, Sav(t) ≡ t−1
∫ t
0
dt′ S(t′). Then, the probability of persistent
large deviations, P (t, s), is defined as the probability for the “average sign” Sav of
the height fluctuation to remain above a certain pre-assigned value “s” up to time
t:
P (t, s) ≡ Prob { Sav(t′) ≥ s, ∀t′ ≤ t }. (1.3.4)
The calculation of P (t, s) is shown schematically in Fig. 1.2. Since Sav(t) ∈ [−1, 1],
the probability P (t, s) is defined for −1 ≤ s ≤ 1. For s = 1 we recover the usual
persistence probability: P (t) ≡ P (t, s = 1) measures the probability of the height
fluctuation remaining above zero (“positive”) throughout the whole time interval.
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Figure 1.2: Temporal evolution of the height variable h(xj, t) at a fixed position
xj (top) and the representation of the associated average sign variable vs. time
(bottom). At time t = τ the persistent large deviations probability vanishes because
the average sign becomes smaller than s.
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For s = −1 the probability P (t, s = −1) is trivially equal to unity for all t. We
will show in Chapter 3 that the evolution of P (t, s) in time follows a power–law,
P (t, s) ∼ t−θl(s), where θl(s) represents the family of persistent large deviations
exponents, making this probability an extremely useful concept for probing the
universality class of the underlying dynamic process. P (t, s) and θl(s) are natural
generalizations of the persistence probability P (t) and the persistence exponent θ,
respectively, to the broader concept of distribution of residence times with limiting
behavior (i.e. s = 1) determining the usual persistence exponent.
1.3.3 Survival probability
Instead of considering the probability of not returning to the initial position, we
define a survival probability, S(t), as the probability of the dynamical step height
(at a fixed but arbitrary spatial location) not returning in time t to its average
(“equilibrium”) level (denoted by h¯). In a recent experimental study [38] of thermal
fluctuations of surface steps, it was found that S(t) has an exponential decay, S(t) ∝
exp(−t/τs), at long times, where τs is the survival time scale. The formal definition
of this probability reads:
S(t) ≡ Prob { h(x, t′) > h¯, ∀ t0 ≤ t′ ≤ t0 + t }. (1.3.5)
The calculation of both persistence and survival probabilities is depicted in Fig. 1.3.
h(t) is the height stochastic variable and δt is the sampling time (i.e., the interval
between two successive measurements of the height value). The persistence/survival
clock ticks as long as the probability remains equal to 1. We see that the persistence
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Figure 1.3: Schematic representation of the survival probability calculation for a
stochastic variable h(t). The clock, shown in the bottom of the figure, runs if the
probability remains 1 (i.e., if the average height level has not been reached). The
persistence probability clock is shown for comparison.
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clock stops at t = 2δt because the height reaches its original value for t > 2δt.
However, the survival clocks continues to run until t = 3δt and afterwards, since the
average value h¯ is reached at t = 4δt, the survival probability vanishes.
1.3.4 Generalized survival probability
For equilibrium step fluctuations, we define the generalized survival probability with
respect to the height reference level R, S(t, R), as the probability for the height
variable to remain consistently above a certain pre-assigned value “R” over time t:
S(t, R) ≡ Prob { h(x, t′) > R, ∀ t0 ≤ t′ ≤ t0 + t }, (1.3.6)
where h(x, t) is the dynamical height of the interface at a fixed lateral position x at
time t, and t0 is the initial time of the measurement. Although the above definition
involves the dynamical variable h(x, t) defined for a particular lateral position x,
we take a statistical ensemble average over all lateral positions to obtain a purely
time dependent stochastic dynamical quantity S(t, R). Obviously, another quantity
that can be measured is the probability for the height stochastic variable to remain
below the reference level up to time t. Since we will consider the dynamics of the
interface fluctuations obeying a linear stochastic equation, the interface preserves
the up-down symmetry along the direction perpendicular to the step edge. As
a consequence, the average of the probabilities of remaining always above R and
below −R, with R ≥ 0, will be our measured generalized survival probability. For
R = 0 we obtain the usual survival probability.
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1.3.5 Spatial persistence and survival probabilities
Obviously, the same type of persistence and survival questions, addressed previously
to the temporal evolution of the variable h(x, t), can now be formulated in terms of
the stochastic spatial evolution at a fixed time. The spatial persistence probability
of fluctuating interfaces, denoted by P (x0, x0 + x), is simply the probability that
the height of a steady-state interface configuration, measured at a fixed time t0,
does not return to its “original” value h(x0, t0) at the initial point x0 within a
distance xmeasured from x0 along the interface. In the long-time, steady-state limit,
the spatial persistence probability, which depends only on x for a translationally
invariant interface, has been shown [45] to exhibit a power-law decay, P (x0, x0+x) ∼
x−θ. One of the interesting results reported in Ref. [45] is that the spatial persistence
exponent θ can take two values determined by the initial conditions or selection rules
imposed on the starting point x0: 1) θ = θSS, the “steady state” (SS) persistence
exponent if x0 is sampled uniformly from all the sites of a steady-state configuration;
and 2) θ = θFIC , the so-called finite-initial-conditions (FIC) persistence exponent if
the sampling of x0 is performed from a subset of steady-state sites where the height
variable and its spatial derivatives are finite. The spatial persistence probabilities
obtained for these two different ways of sampling the initial point are denoted by
PSS(x0, x0 + x) and PFIC(x0, x0 + x), respectively, and their definitions are:
PSS(x0, x0 + x) ≡ Prob { sign [h(x0 + x′)− h(x0)] = constant ,
∀ 0 < x′ ≤ x , ∀ x0 ∈ SSS } , (1.3.7)
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and
PFIC(x0, x0 + x) ≡ Prob { sign [h(x0 + x′)− h(x0)] = constant ,
∀ 0 < x′ ≤ x , ∀ x0 ∈ SFIC } . (1.3.8)
The spatial survival probabilities corresponding to the SS and FIC conditions
are calculated similarly to the corresponding persistence probabilities, except that
the stochastic variable under consideration becomes h(x0 + x
′)− 〈h〉. Thus,
SSS(x0, x0 + x) ≡ Prob { sign [h(x0 + x′)− 〈h〉] = constant ,
∀ 0 ≤ x′ ≤ x , ∀ x0 ∈ SSS } , (1.3.9)
and
SFIC(x0, x0 + x) ≡ Prob { sign [h(x0 + x′)− 〈h〉] = constant ,
∀ 0 ≤ x′ ≤ x , ∀ x0 ∈ SFIC } . (1.3.10)
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2. PERSISTENCE IN NONEQUILIBRIUM SURFACE
GROWTH
As we have seen in Chapter 1, in the context of surface growth and fluctuations, the
persistence probability P (t0, t0 + t) may be defined as the probability that starting
from an initial time t0, the interfacial height h(r, t
′) at spatial position r does not
return to its original value at any point in the time interval between t0 and t0 + t.
This probability is clearly the sum of the probabilities of the height h(r, t′) always
remaining above (the positive persistence probability P+) and always remaining
below (the negative persistence probability P−) its specific initial value h(r, t0) for
all t0 < t
′ ≤ t0+ t. This concept quantifies the tendency of a stochastic field (in our
case the interface height) to persistently conserve a specific feature (the sign of the
interfacial height fluctuations). The persistence probability P (t0, t0 + t) would, in
general, depend on both t0 and t. In the early stage of the growth process starting
from a flat interface (transient regime), the interface gradually develops dynamical
roughness [1, 2] due to the effect of fluctuations in the beam intensity. In this regime,
the choice of the initial time t0 is clearly important: it determines the degree of
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roughness of the configuration from which the interface evolves. At long times, the
growing interface enters into a new evolution stage, called the steady–state regime,
characterized by fully developed roughness that does not increase further in time.
In this regime, the choice of t0 is expected to be unimportant.
The work of Krug et al. [29] shows that for a class of linear Langevin–type
equations for surface growth and atomistic models belonging in the same dynamical
universality class as these equations, the persistence probability decays as a power
law in time for long times in both transient and steady–state regimes. These power
laws define the positive and negative persistence exponents, θT± and θ
S
±, for positive
and negative persistence in the transient and steady–state regimes, respectively. The
h→ −h symmetry of the linear growth equations implies that θT+ = θT− and θS+ = θS−
in these systems. In Ref. [29], it was pointed out that the persistence exponent in
the steady state of these linear models is related to the dynamic scaling exponent
β, that describes the growth of the interface width W as a function of time t in the
transient regime (W ∝ tβ), through the relation θS+ = θS− = 1 − β. The validity of
this relation was confirmed by numerical simulations. Since the exponent β is the
same for all models in the same dynamical universality class, this result implies that
the persistence exponent in the steady–state regime of these linear models is also
universal. Numerical results for the persistence exponent in the transient regime,
for which no analytic predictions are available, also indicate a similar universal-
ity. Kallabis and Krug [30] carried out a similar calculation for (1+1)–dimensional
Kardar–Parisi–Zhang (KPZ) [13] interfaces. They found that the nonlinearity in the
KPZ equation that breaks the h → −h symmetry is reflected in different values of
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the positive and negative persistence exponents, θT+ and θ
T
−, in the transient regime.
The values of the steady–state persistence exponents θS+ and θ
S
− were found to be
equal to each other, and equal to 1−β within the accuracy of the numerical results.
This is expected because the h → −h symmetry is dynamically restored in the
steady state of the (1+1)–dimensional KPZ equation. This is, however, a specific
feature of the (1+1)–dimensional KPZ model, which for nongeneric reasons, turns
out to be up–down symmetric in the steady state. Nonlinear surface growth mod-
els (e.g. the higher dimensional KPZ model, the nonlinear MBE growth model) are
generically expected to have different values of θ± in both transient and steady–state
regimes.
In this chapter, we present the results of a detailed numerical study of the
persistence behavior of several atomistic, solid–on–solid (SOS) models of surface
growth in (1+1) and (2+1) dimensions. While we concentrate on models in the
MBE universality class, results for a few other models, some of which have been
studied in Refs. [29] and [30] are also presented for completeness. The highly non–
trivial nature of the persistence probability, in spite of a deceptive simplicity of
the defining concept, arises from the complex temporal non–locality (“memory”)
inherent in its definition. In fact, there are very few stochastic problems where an
analytical solution for the persistence probability has been achieved. These include
the classical Brownian motion [57], the random acceleration problem [58] and the
one dimensional Ising and q-state Potts models [26]. In general, the highly nonlocal
nature of the temporal correlations in a non–Markovian stochastic process makes
it extremely difficult to obtain exact results for the persistence probability even for
30
seemingly simple stochastic processes1. Even for the simple diffusion equation, the
persistence exponent is known only numerically, or within an independent interval
approximation [23] or series expansion approach [59]. However, it is fairly straight-
forward in most cases to directly simulate the persistence probability to obtain its
stationary power law behavior at large times, and thus to numerically obtain the
approximate value of the persistence exponent. For this reason, we use stochastic
(Monte Carlo) simulations of the atomistic growth models to study their temporal
persistence behavior in the transient and steady–state regimes. These models are
defined in terms of random deposition and specific cellular–automaton–type local
diffusion or relaxation rules. Some of these models are of the “limited–mobility” type
in the sense that the surface diffusion rules or local restrictions limit the character-
istic length over which a deposited particle can diffuse to just one or a few lattice
spacings. The models in the MBE universality class considered in our study are:
the Das Sarma–Tamborenea model [4], the Wolf–Villain model [5] 2, the Kim–Das
Sarma model [6] and its “controlled” version [16], and the restricted solid–on–solid
(RSOS) model of Kim at al. [10]. We also present results for the Family model [3]
that is known to belong to the Edwards–Wilkinson [12] universality class and the
1In the appendix we explain in detail why the analytical calculation of θ is difficult for surface
growth models.
2The asymptotic long–time behavior of the (1+1)–dimensional Wolf–Villain model is known to
be in the Edwards–Wilkinson universality class. However, its behavior in the relatively short–time
regime considered here is expected to be similar to that of other models in the MBE universality
class.
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restricted solid–on–solid (RSOS) model of Kim and Kosterlitz [8] that is in the KPZ
universality class.
The main objective of this chapter is to examine the effects of the nonlinearity
in the MBE growth equation [14, 15] on the persistence behavior. Unlike the (1+1)–
dimensional KPZ equation, the nonlinearity in the MBE growth equation persists
in the steady state in the sense that the height profile exhibits a clear asymmetry
between the positive and negative directions (above and below the average height).
Therefore, the positive and negative persistence exponents θS+ and θ
S
− are expected
to have different values in these models. If this is the case, then the relation between
the steady–state persistence exponent and the dynamic scaling exponent β found
in linear models can not be valid for both θS+ and θ
S
−, indicating that at least one
of these exponents is a new, nontrivial one not related to the usual dynamic scaling
exponents. The values of θS+ and θ
S
− and their relation to β, as well as the values of
the transient persistence exponents θT+ and θ
T
− are the primary questions addressed
in our study. We also investigate the universality of these exponents by measuring
them for several models that are known to belong in the same universality class
as far as their dynamic scaling behavior is concerned. To obtain accurate values
of the exponents, the “noise reduction” technique [52] is employed in some of the
simulations of (1+1)–dimensional models. We also address some questions related
to the methodology of calculating persistence exponents from simulations. Since
the value of the dynamical exponent z is relatively large for models in the MBE
universality class, the time required for reaching the steady state grows quickly as
the sample size L is increased (tsat ∝ Lz). As a result, it is difficult to reach the
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steady state in simulations for large L. It is, therefore, useful to find out whether the
value of the steady–state persistence exponents can be extracted from calculations
of P (t0, t0 + t) with t0  tsat ∝ Lz. Another issue in this context involves the
effects of the finiteness of the sample size L and the sampling time δt (the time
interval between two successive measurements of the height profile) on the calculated
persistence probability. An understanding of these effects is needed for extracting
reliable values of the persistence exponents from simulations that always involve
finite values of L and δt. Understanding the effects of L and δt on the persistence
analysis is not only important for our simulations, but is also important in the
experimental measurements of persistence which invariably involve finite system
size and sampling time.
The main results presented in this chapter are as follows. We find that the
positive and negative steady–state persistence exponents for growth models in the
MBE universality class are indeed different from each other, reflecting the asym-
metry of the interface arising from the presence of nonlinearities in the underlying
growth equation. Our results for these exponent values are: θS+ = 0.66 ± 0.02
and θS− = 0.78 ± 0.02, respectively, in (1+1) dimensions; θS+ = 0.76 ± 0.02 and
θS− = 0.85± 0.02 in (2+1) dimensions. The values of the positive and negative per-
sistence exponents for different models are clearly correlated with the asymmetry
of the “above” and ”below” (defined relative to the mean interface height) portions
of the interface. We show analytically that the smaller one of the two steady-state
persistence exponents should be equal to (1 − β). Thus, the relation θ = 1 − β
derived in Ref. [29] for linear surface growth models is expected to be satisfied by
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θS+ for the nonlinear models considered here. Our numerical results are consistent
with this expectation: we find that the positive persistence exponent is indeed close
to (1 − β), while the negative one is significantly higher. Similar asymmetry is
found for the persistence exponents in the transient regime with θT+ < θ
T
− in MBE
growth. Within the uncertainties in the numerically determined values of the ex-
ponents, they are universal in the sense that different models in the same dynamic
universality class yield very similar values for these exponents. For the models in
the Edwards–Wilkinson and KPZ universality classes, we find results in agreement
with those of earlier studies [29, 30].
Our simulations also reveal that a measurement of the steady–state persistence
exponents is possible from simulations in which the initial time t0 is much smaller
than the time (∼ Lz) required for the interfacial roughness to saturate. A similar
result was reported in Ref. [29] where it was found that the steady–state persistence
exponent may be obtained from a calculation of P (t0, t0+ t) with t t0  Lz. We
find that the restriction t  t0 is not necessary for seeing a power law behavior of
P±(t0, t0+t) – a power law with the steady–state exponents is found even if t is close
to or somewhat larger than t0. We exploit this finding in some of our persistence
simulations for (2+1)–dimensional growth models which are more relevant to exper-
iments. These results, however, also imply that it would be extremely difficult to
measure the transient persistence exponents from real surface growth experiments.
Finally, we show that the dependence of the steady–state persistence probability on
the sample size L and the sampling time δt is described by a simple scaling function
of the variables t/Lz and δt/Lz. This scaling description is similar to that found
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recently [43] for a different “persistence probability”, the survival probability, that
measures the probability of the height not returning to its average value (rather than
the initial value) over a certain period of time. Although the “persistence” and the
“survival” [43] probability seem to be qualitatively similar in their definitions, the
two are mathematically quite unrelated, and in fact, no exponent can be defined
for the survival probability, as we will see in Chapter 4. In this chapter we only
discuss the persistence probability and the persistence exponent for surface growth
processes.
2.1 Simulation results and discussion
2.1.1 Persistence exponents in (1+1) dimensions
Simulations for (1+1)–dimensional discrete growth models were carried out for β =
1/4, 3/8 and 1/3. The value β = 1/4 corresponds to the F model that has a
relatively small equilibration time (of the order of L2). The remaining conservative
models, characterized by β = 3/8 (LC) and ' 1/3 (WV, DT, CKD and KPK), have
a much slower dynamics (with z values 4 or 3). So their corresponding equilibration
time intervals, required for the interface roughness to reach saturation, are of the
order of L4 and L3, respectively. For this reason, the largest values of L for which
the steady state could be reached in reasonable simulation time are considerably
shorter in these models than in the F model. The fastest equilibration occurs in the
KK model (β = 1/3) where z = 3/2.
In calculations of the transient persistence probabilities, the initial configura-
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tion of the height variables is taken to be perfectly flat, i.e. hj(t0) = 0 (j = 1, L).
The lattice size was in the range 104 ≤ L ≤ 106, and the duration of the deposi-
tion process, measured in units of number of grown monolayers (ML), was ∼ 103.
The results were averaged over ∼ 103 independent runs. For measurements in the
steady–state situation, a saturation of the interface roughness was first obtained by
depositing a large number (of the order of Lz) of monolayers and subsequent time
evolution from one of the steady–state configurations obtained this way was used for
measuring the persistence probabilities. A much smaller lattice length (L = 1000
for the F model, L = 500 for the KK model, L = 200 for the KPK model, and
L = 40 for the LC, WV, DT and CKD models) was used in these calculations in
order to reach the steady–state saturation within reasonable simulation times.
The positive (negative) persistence probabilities in both transient and steady–
state regimes were obtained as the fraction of sites that maintain the values of their
heights persistently above (below) their initial values, averaged over a large number
(∼ 104) of independent runs. The persistence exponents were obtained from power
law fits to the decay of these probabilities, as shown in Figs. 2.1–2.4 and 2.6–2.8 for
the transient and steady–state regimes, respectively.
For all the models studied here, we have also measured the value of the growth
exponent β in both transient and steady–state simulations. Since the latter simula-
tions were carried out for smaller values of the system size L, these measurements
provide useful information about the dependence of the measured exponent values
on the lattice size. Similar information is also provided by the values of the tran-
sient persistence exponents obtained from measurements in the initial stage of the
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Model L θT+ θ
T
− β Universality class
F 106 1.57± 0.10 1.49± 0.10 0.25± 0.01 EW
KK 5× 104 1.68± 0.02 1.21± 0.02 0.33± 0.01 KPZ
LC 104 0.84± 0.02 0.84± 0.02 0.37± 0.01 MH
WV 104 0.94± 0.02 0.98± 0.02 0.37± 0.01 MBE
DT 104 0.95± 0.02 0.98± 0.02 0.38± 0.01 MBE
CKD 104 0.98± 0.02 0.93± 0.02 0.35± 0.01 MBE
KPK 104 1.04± 0.02 1.01± 0.02 0.31± 0.01 MBE
Table 2.1: Positive and negative persistence exponents, θ+ and θ−, for the transient
(T ) regime, measured for seven different discrete growth models (identified in the
first column) using kinetic Monte Carlo simulations with relatively large system sizes
(L). The measured growth exponent, β, and the universality class of the model are
indicated in the last two columns, respectively.
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Model L θT+ θ
T
− θ
S
+ θ
S
− β
F 103 1.67± 0.10 1.56± 0.10 0.78± 0.02 0.76± 0.02 0.25± 0.01
KK 5× 102 1.70± 0.02 1.27± 0.02 0.71± 0.02 0.71± 0.02 0.30± 0.01
LC 40 0.98± 0.02 0.96± 0.02 0.67± 0.02 0.67± 0.02 0.32± 0.01
WV 40 0.94± 0.02 0.99± 0.02 0.65± 0.02 0.70± 0.02 0.35± 0.01
DT 40 0.98± 0.02 1.01± 0.02 0.64± 0.02 0.72± 0.02 0.36± 0.01
CKD 40 1.11± 0.02 0.99± 0.02 0.78± 0.02 0.66± 0.02 0.33± 0.01
KPK 2× 102 1.16± 0.02 1.09± 0.02 0.70± 0.02 0.68± 0.02 0.28± 0.01
Table 2.2: Positive and negative persistence exponents, θ+ and θ−, for the transient
(T ) and the steady state (S) regimes of our seven different discrete growth models,
obtained from simulations with relatively small samples sizes (L). To illustrate the
effects of reduced system sizes on the measured exponents, we have shown the values
of β obtained from these simulations in the last column.
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Figure 2.1: Transient persistence probability for the (1+1)–dimensional linear F and
LC growth models. As expected, the positive and negative persistence probabilities
are identical in these models. The system size is L = 106 for the F model and L = 104
for the LC model, and an average over 103 independent runs was performed. The
slopes of the double–log plots yield the values of the transient persistence exponents
shown in Table 2.1.
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steady–state simulations. The transient exponent values obtained from the large–L
simulations are listed in Table 2.1, and both transient and steady–state exponent
values obtained from simulations of relatively small samples are shown in Table 2.2.
The measured values of the growth exponent β are also shown in these Tables.
Estimation of the probable error in the measured values of the growth and
persistence exponents is a delicate task (and surely depends on precisely how the
exponent error is defined), since there is not a traditional accepted method to eval-
uate the error in dynamical simulations. To solve this problem we did the following
simulations. We decreased the number of independent runs used for the averaging
procedure by a factor of 2, keeping the size of the system constant. Under these
circumstances, we have measured the exponents corresponding to the two different
numbers of independent runs and the differences between the obtained values of the
exponents were used as error estimates for β and θ, respectively. Approximately
the same size of the error bar was obtained from the estimations of fluctuations in
the value of the local slope of the double–log plots. We have also noticed that a
reduction of the lattice size (imposed for the steady–state persistence calculations)
produces lower values of the growth exponents, as shown in Table 2.2. This is be-
cause the downward bending (approach to saturation) of double–log width versus
time plots occurs at shorter times in simulations of smaller systems. However, the
smaller–L simulations seem to lower the measured values of the growth exponents
by a maximum of about 10% percent. So we conclude that this effect is not dramatic
and that the steady–state results reported below are reliable.
The measured values of β agree reasonably well with the expected ones (see
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Section 1.1) within their errors. As expected, the agreement is better in the case
of larger values of L. For the larger–L simulations (L ∼ 104), we have found that
the growth exponents of the F, LC and KK models are in excellent agreement with
their corresponding expected values of 1/4, 3/8 and 1/3, respectively (see Table 2.1).
The DT and WV models are found to behave similarly at early (transient) stages of
their interface growth, at least in (1+1)–dimensions, their growth exponents being:
βWV ≈ 0.37 and βDT ≈ 0.38. The closeness of these values to the value of 3/8, which
corresponds to the MH universality class, suggests that the nonlinear term that
appears in the associated dynamic equation (i.e. Eq. (1.1.5)) has a very weak effect
for the range of lattice sizes used in our study. In addition, we have found that the
CKD model characterized by the nonlinear coefficient λ22 = 2 and control parameter
c = 0.02 has a growth exponent βCKD ∼ 0.35, in agreement with Ref. [16]. These
particular parameter values ensured the elimination of any interfacial instability,
thus allowing a calculation of the steady–state persistence properties. Regarding
the conserved KPK model, we have observed that the growth exponent has a value
that is slightly smaller than 1/3, a result that agrees with Ref. [10].
The temporal behavior of the transient persistence probability in our models
is shown in Figs. 2.1–2.4. From these measurements, we obtained the transient
persistence exponents by fitting the linear middle regions (excluding the small–t and
large–t ends, typically using the data for 20 < t < 800) of the double–log plots to
straight lines. As expected, due to the invariance of the interfaces of the F and LC
models (which are characterized by linear continuum equations) under a change
of sign of the height variables, we obtained equal positive and negative transient
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Figure 2.2: Positive and negative transient (bottom two curves) and steady–
state (top two curves, mostly overlapped) persistence probabilities for the (1+1)–
dimensional RSOS KK model. The faster decay of the positive persistence prob-
ability in the transient regime is due to the negative sign of λ2 in the equivalent
continuum equation of Eq. (1.1.3). In the transient case, systems of size L = 5×104
were averaged over 5×103 independent runs. The steady–state simulation was done
for L = 500 and a similar average was performed.
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Figure 2.3: Positive and negative transient persistence probabilities for the (1+1)–
dimensional nonlinear DT and WV growth models. We note that despite the dif-
ference in their local diffusion rules, these two models behave identically as far as
the transient persistence probability is concerned. The curves corresponding to the
DT model have been shifted upward in order to avoid a complete overlap of the
plots for the two models. The system size is L = 104 and an average over 103 inde-
pendent runs was performed. The slopes of the double–log plots yield the transient
persistence exponents given in Table 2.1.
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Figure 2.4: Positive and negative transient persistence probabilities for the (1+1)–
dimensional CKD (the upper two curves) and RSOS (the lower two, almost over-
lapped curves) models that belong to MBE universality class. In both cases the
system size was L = 104 and an average over 103 independent runs was performed.
The slopes of the double–log plots yield the transient persistence exponents given
in Table 2.1.
44
persistence exponents within the error bars, as displayed in Fig. 2.1. However,
we mention that the F model has a rather slow convergence of the positive and
negative exponents towards their long–time value of ∼ 1.55 observed in much longer
simulations. The results for F and LC models, that correspond to β = 1/4 and 3/8,
respectively, agree well with the values reported by Krug et al. [29]. The same level
of agreement is also found in the case of the KK model [30], shown in Fig. 2.2, for
which the transient persistence exponents are θT+ ≈ 1.68 and θT− ≈ 1.21 in (1+1)–
dimensions. We note that the negative persistence probability has a slower decay
than the positive one. This is due to the constant coefficient, λ2, of the nonlinear
term |∇h(r, t)|2 of the KPZ equation (which provides a continuum description of
the KK model) having a negative sign [30].
For the models described by the fourth–order nonlinear MBE equation (i.e.
WV, DT, CKD and KPK models), we expect to find different positive and negative
transient persistence exponents due to the fact that their morphologies violate the
up–down interfacial symmetry with respect to the average level. No information
about how different these two exponents should be is available in the literature.
In most of these growth models, we observe that the two exponents are not very
different from each other, especially during the transient regime. Fig. 2.3 shows the
transient regime results for DT andWVmodels, which are indeed very similar – their
persistence probability curves have almost identical behavior. We note here that
the negative persistence probability has a faster decay than the positive persistence
probability. This indicates a negative sign of λ22, the coefficient that multiplies the
nonlinear term ∇2|∇h(r, t)|2 of the MBE equation. However, the relative order of
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the values of these exponents is reversed when λ22 > 0, which is the case in the
CKD and KPK models, as shown in Fig. 2.4. To clarify this aspect, we show in
Fig. 2.5 the interfacial morphologies of DT and CKD models. We used a lattice
of L = 104 sites (but only a portion of 1000 sites is shown in each case) and the
displayed configurations correspond to a time of 103 ML. The interface of the DT
model is characterized by deep grooves, while the profile in the CKD model exhibits
the distinct feature of high pillars. Both morphologies display strong up–down
interfacial asymmetry, but their representative features (i.e. deep grooves and high
pillars) are opposite in “sign”, indicating a reversal of the sign of the coefficient λ22
(note that a reversal of the sign of λ22 in Eq. (1.1.5) is equivalent to changing the
sign of the height variable h(r, t)).
As summarized in Table 2.1, the DT, WV and CKD models show very similar
values for the transient persistence exponents when the above mentioned effect of
the sign of λ22 is taken into account. However, some deviation from the exponent
values for this group of models is observed in the RSOS KPK model which shows the
smallest difference between the positive and negative persistence exponents. Finite
size effects appear to be stronger in this case. These effects also cause an increase
in the measured values of the persistence exponents above the expected values. A
similar behavior is found in the steady–state results as well, as described below.
Our calculations of WV, DT, CKD and KPK persistence exponents illustrate
the feasibility of studying this type of nonequilibrium statistical probabilities for a
large class of nonequilibrium applications described by nonlinear dynamical equa-
tions. Until now, the only nonlinear equation for which persistence exponents have
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Figure 2.5: Morphologies of the (1+1)–dimensional DT (top) and CKD (bottom)
stochastic models for L = 104 (only a portion of 1000 sites is shown) and t = 103 ML.
In the DT model, we notice a breaking of up–down symmetry due to the formation
of deep grooves, while in the CKD model, the representative asymmetric feature
corresponds to high pillars.
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Figure 2.6: Positive and negative steady–state persistence probabilities for the
(1+1)–dimensional F and LC models which are governed by linear continuum dy-
namical equation. The temporal decay of the persistence probability is slower in
the LC model which has a larger growth exponent (βLC = 3/8, βF = 1/4). We used
L = 1000 and t0 = 4 × 106 ML for the F model, and L = 40, t0 = 106 ML for the
LC model. The displayed results were averaged over 5000 independent runs. The
measured slopes of the double–log plots yield the steady–state persistence exponents
shown in Table 2.2.
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been calculated [30] is the KPZ equation, which is arguably the simplest nonlinear
Langevin equation. Further, the nonlinearity in the KPZ equation becomes irrele-
vant in the steady–state regime in (1+1)–dimensions. So, the effects of nonlinearity
are not reflected in the steady–state persistence behavior of (1+1)–dimensional KPZ
systems. An immediate concern would be that more complex nonlinear dynamic
equations might be less approachable from the point of view of persistence probabil-
ity calculation. Our results for four nonlinear models eliminate this possibility and
illustrate the applicability and usefulness of persistence probability calculations in
the study of surface fluctuations.
Figures 2.6–2.8 display our results for the steady–state persistence probabili-
ties. The values of the growth and persistence exponents obtained from the steady–
state simulations are summarized in Table 2.2. The values of the steady–state
persistence exponents in the F and LC models, corresponding, respectively, to the
∇2 and ∇4 linear equations, (see Fig. 2.6) are consistent with the values of the cor-
responding growth exponents (as predicted by Eq. (1.3.3)) obtained from the same
small–L simulations. For the WV and DT models, as shown in Fig. 2.7, we obtain
very similar positive and negative persistence exponents. In the case of the KK
model we find, as expected, identical positive and negative exponents (θS± ≈ 0.71),
as shown in Fig. 2.2.
Among the models belonging to the MBE universality class, the KPK model
exhibits steady–state persistence exponents that are systematically higher than the
ones obtained for the remaining three (WV, DT and CKD) models. Our study of the
dynamical scaling behavior of the KPK model indicates that both α (∼ 0.9) and z
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Figure 2.7: Steady–state persistence probabilities for two (1+1)–dimensional models
in the MBE universality class – the DT and WV models. As in the transient case,
these two models exhibit almost identical persistence behavior in the steady state.
The effects of the nonlinearity in their continuum dynamical description are not very
prominent for the small lattice sizes considered here. For the data shown, systems
of size L = 40 were equilibrated for t0 = 10
5 ML, and the results were averaged over
5000 independent runs. The persistence plots for the DT model have been shifted
up in order to make them distinguishable from the WV plots. The measured slopes
of the double–log plots yield the steady–state persistence exponents shown in Table
2.2.
50
100 101 102 103
t (ML)
10-3
10-2
10-1
100
P 
 (t
)
CKD: P+
CKD: P-
KPK: P+
KPK: P-
+_
Figure 2.8: Double–log plots of the steady–state persistence probabilities of (1+1)–
dimensional MBE class CKD and KPK (shifted up by a constant amount) models.
While the KPK model does not show a clear effect of nonlinearity in the values of
the persistence exponents, the CKD model shows positive and negative persistence
exponents that are clearly different from each other. Systems of size L = 40 (CKD)
and L = 200 (KPK) were equilibrated for t0 ∼ 105 ML. The results were averaged
over 104 independent runs. The measured slopes of the double–log plots yield the
steady–state persistence exponents shown in Table 2.2.
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(∼ 2.9) in this model are reasonably close to the expected values, in agreement with
Ref. [10]. Therefore, the reason for the differences between the values of the steady–
state persistence exponents for the KPK model and those in the other models in the
MBE universality class is unclear. This discrepancy may very well be arising from
subtle differences in finite size (and time) effects in the simulations for persistence
exponents and dynamic scaling. Further investigation of the applicability of this
RSOS model in understanding MBE growth is beyond the scope of the present
study.
As shown in Fig. 2.8, a nice illustration of the presence of nonlinearity in the
underlying dynamical equation is provided by the steady–state persistence expo-
nents of the CKD model, characterized by distinct values, θS+ ≈ 0.78 and θS− ≈ 0.66,
of the positive and negative exponents. Although one must take into account the
fact that these values might be slightly overestimated (by approximatively 5%) due
to the smallness of the sample sizes used in the steady–state simulations, these ex-
ponents provide a good qualitative account of the nontrivial up–down asymmetric
persistence behavior expected for nonlinear models belonging to the MBE univer-
sality class.
Next we investigate the influence of small sample sizes on the measured values
of the persistence exponents. We mainly used the DT model to answer this question
and we pursued the following two tests. First we decreased the size of the system
from 104 to 100 and then to 40 and found the values of the growth and persistence
exponents, as summarized in Table 2.3. We note that as the lattice length decreases
to 40, the persistence exponents increase by ∼ 2%, while the growth exponents in-
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L θT+ θ
T
− β
104 0.95± 0.02 0.98± 0.02 0.38± 0.01
102 0.96± 0.02 0.99± 0.02 0.37± 0.01
40 0.98± 0.02 1.01± 0.02 0.36± 0.01
Table 2.3: Transient positive and negative persistence exponents, θT±, obtained for
the DT model with different system sizes (L). The effect of the system size on the
measured growth exponent, β, is displayed in the last column. No result for steady–
state persistence exponents is available for system sizes larger than ∼ 100, due to
the impossibility of reaching saturation of the interface width for such values of L
in time scales accessible in simulations. The results shown here were averaged over
500 (for L = 104), 5× 104 (for L = 100) and 105 (for L = 40) independent runs.
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crease by ∼ 5%. As a second test, we have applied the noise reduction technique to
both the DT and WV models. It has been shown [52] that a noise reduction factor
of m = 5 helps the DT model to recover quite accurately the universal exponents
corresponding to the MBE universality class. In addition, the noise reduced WV
model exhibits, at late evolution times, its true EW asymptotic universality, which
is difficult to observe without applying noise reduction. Therefore, the DT model
with the appropriate noise reduction factor is expected to provide the correct per-
sistence exponents associated with the fourth–order nonlinear dynamical equation
for MBE growth. The results obtained from the simulations with noise reduction
are summarized in Table 2.4. We notice that the noise reduction scheme produces
only a minor change in the persistence exponents and in addition, the results ob-
tained for m = 5 agree within the error bars with those for the CKD model. We,
therefore, conclude that the noise reduced DT model and the discrete CKD model
provide a good representation of the MBE universality class, characterized by two
different steady–state persistence exponents: θS+ ∼ 0.66 (positive persistence) and
θS− ∼ 0.78 (negative persistence). These nontrivial persistence exponents for this
class have not been reported earlier, and it would be useful to check these results
from further theoretical or experimental studies. Regarding the noise reduced WV
model we mention that the convergence of θS towards the expected value of 3/4 is
rather slow in the case of the positive exponent and probably a higher value of the
noise reduction factor would be necessary to reveal the true EW universality. We
did not explore this technical issue any further.
We note that among the positive and negative steady–state persistence expo-
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Growth model m θS+ θ
S
−
DT 1 0.64± 0.02 0.72± 0.01
DT 5 0.65± 0.02 0.77± 0.01
WV 1 0.65± 0.02 0.70± 0.01
WV 5 0.68± 0.02 0.75± 0.01
Table 2.4: Positive and negative persistence exponents, θS±, for the steady state of
the DT and WV models for two different values of the noise reduction factor, m.
Systems of size L = 40 were equilibrated for 105 ML and the results were averaged
over 5000 independent runs.
nents for these nonlinear growth models, the smaller one (for example, the positive
exponent in the DT model or the negative exponent of the CKD model), turns out
to be close to (1 − β). In the next subsection, we show analytically that this rela-
tion between the smaller steady-state persistence exponent and the dynamic growth
exponent is, in fact, exact. Our numerical studies suggest a connection of this re-
sult with the morphology that develops in the steady–state regime. As shown in
Fig. 2.5, the characteristic feature of the DT morphology is the presence of deep
grooves, while the CKD model exhibits high pillars. Loosely speaking, in the case of
the DT model, we expect the relation of Eq. (1.3.3) to be more likely to be satisfied
by the positive persistence exponent than the negative one because the preponder-
ant grooves, responsible for the negative persistence exponent, represent the effects
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of the nonlinearity of the underlying MBE dynamics. More work is clearly needed
for a better understanding of the possible relationship between such “nonlinear”
features of the interface morphology and the value of the persistence exponent.
2.1.2 An exact relation between steady-state persistence
exponents and the growth exponent
As mentioned earlier, for interface heights h(r, t) evolving via a Langevin equation
that preserves (h → −h) symmetry (for example, any linear Langevin equation),
the steady state persistence exponents satisfy the scaling relation θS+ = θ
S
− = 1− β,
where β is the growth exponent [29]. In this subsection, we derive a generalized
scaling relation,
β = max
[
1− θS+, 1− θS−
]
, (2.1.1)
which is valid even in the absence of (h→ −h) symmetry. When this symmetry is
restored, Eq. (2.1.1) reduces to the known result [29], θS+ = θ
S
− = 1− β.
To derive the relation in Eq. (2.1.1), we start with a generic interface described
by a height field h(r, t) and define the relative height, u(r, t) = h(r, t)−h(r, t) where
h(r, t) =
∫
h(r, t)dr/V is the spatially averaged height and V is the volume of the
sample. Let us also define the incremental correlation function in the stationary
state,
C(t, t′) = lim
t0→∞
〈[u(r, t+ t0)− u(r, t′ + t0)]2〉. (2.1.2)
It turns out that for generic self-affine interfaces (which do not have to be Gaussian),
this function C(t, t′) depends only on the time difference |t − t′| (and not on the
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individual times t and t′) in a power-law fashion for large |t− t′| [30, 60],
C(t, t′) ∼ |t− t′|2β, (2.1.3)
where β is the growth exponent.
This particular behavior of the correlation function in Eq. (2.1.3) is typical of a
fractional Brownian motion (fBm). A stochastic process x(t) with zero mean is called
an fBm if its incremental correlation function C(t1, t2) = 〈[x(t1)− x(t2)]2〉 depends
only on the time difference |t1− t2| in a power-law fashion for large arguments [61],
C(t1, t2) = 〈[x(t1)− x(t2)]2〉 ∼ |t1 − t2|2H , (2.1.4)
where 0 < H < 1 is called the Hurst exponent of the fBm. For example, ordinary
Brownian motion which evolves as dx/dt = η(t), where η(t) is a Gaussian white noise
with zero mean and a delta function correlator, satisfies Eq. (2.1.4) with H = 1/2.
Thus, an ordinary Brownian motion is a fBm with H = 1/2. It follows clearly
by comparing Eqs. (2.1.3) and (2.1.4) that the relative height u(r, t) of a generic
interface at a fixed point r in space, in its stationary state, is also a fBm with Hurst
exponent, H = β. Note that an fBm is not necessarily Gaussian.
We are then interested in the ‘no return probability’ to the initial value of the
fBm process u(r, t). So, the relevant random process is Y (r, t) = u(r, t+t0)−u(r, t0).
Clearly, Y (r, t) is also a fBm with the same Hurst exponent β since the incremental
correlation function of Y is the same as that of u(r, t). We are then interested in
the zero crossing properties of the fBm Y (r, t). Now, consider the process Y (r, t)
as a function of time, at a fixed point r in space, from time t0 to time t0 + t where
t0 →∞. There are two types of intervals between successive zero crossings in time,
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the ‘+’ type (where the process lies above 0) and the ‘−’ type (where the process
lies below 0).
In general, the statistics of the two types of intervals are different. Only, in
special cases, where one has the additional knowledge that the process Y (r, t) is
symmetric around 0 (i.e., processes which preserve the (h → −h) symmetry), the
+ and − intervals will have the same statistics. For such cases, a simple scaling
argument was given in Ref. [29] to show that the length of an interval of either
type has a power-law distribution, Q(τ) ∼ τ−1−θS (for large τ) with θS = 1−H =
1 − β. Note that this relation between the persistence exponent and the Hurst
exponent is very general and holds for any symmetric fBm, i.e., any stochastic
process with zero mean (not necessarily Gaussian) satisfying Eq. (2.1.4). Recently,
other applications of this result have been found [62, 63]. For general nonsymmetric
processes, however, one would expect that Q±(τ) ∼ τ−1−θS± for large τ , where θS+ and
θS− are, in general, different. Here we generalize this scaling argument of Ref. [29]
(derived for a symmetric process) to include the nonsymmetric cases and derive the
result in Eq. (2.1.1).
The derivation of Eq. (2.1.1) follows more or less the same line of arguments
as that used in Ref. [29] for the symmetric case. Let P (Y, τ) denote the probability
that the process has value Y at time τ , given that it starts from its initial value 0
at τ = 0. Then, it is natural to assume that the normalized probability distribution
P (Y, τ) has a scaling form,
P (Y, τ) =
1
σ(τ)
f
(
Y
σ(τ)
)
, (2.1.5)
58
where σ(τ) is the typical width of the process, σ2(τ) = 〈Y 2(τ)〉. It follows from
Eq. (2.1.3) that σ(τ) ∼ τβ for large τ . The scaling function f(z) is a constant
at z = 0, f(0) ∼ O(1) (note that, in general, f(z) is not a symmetric function of
z) and should decrease to 0 as z → ±∞. So, given that a zero occurs initially,
the probability ρ(τ) = P (0, τ) that the process will return to 0 after time τ (not
necessarily for the first time) scales as
ρ(τ) ∼ 1
σ(τ)
∼ τ−β, (2.1.6)
as τ →∞. This function ρ(τ) indeed is the density of zero crossings between τ and
τ + dτ . Thus, the total number of zeros up to a time T is simply the integral,
N(T ) =
∫ T
0
ρ(τ)dτ ∼ T 1−β, (2.1.7)
for large T .
Next, we relate the persistence probabilities to the number of zeros. Let P±(τ)
denote the probabilities that the process stays positive (or negative) over the interval
[0, τ ], given that it started from a zero. By definition, we have P±(τ) ∼ τ−θS± for
large τ . Then, Q±(τ) = −dP±(τ)/dτ ∼ τ−1−θS± (as τ →∞) denote the probabilities
that the process will cross zero next time (from the positive or the negative side
respectively) between time τ and τ + dτ . Thus, Q±(τ) are also the distribution of
intervals of the two types of length τ .
Now, consider a total length of time T . Let N(T ) denote the total number
of intervals in this period, half of them are + types and the other half − types,
N±(T ) = N(T )/2. Let, n±(τ) denote the number of ± intervals of length τ within
the period T . Thus, the fraction of + (or −) intervals of length τ , n±(τ)/N±(τ), by
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definition, are the two distributions Q±(τ) provided T is large. Thus, for large T ,
we have
n±(τ, T ) =
N(T )
2
Q±(τ) ∼ N(T )τ−1−θS± , (2.1.8)
for 1 << τ ≤ T . On the other hand, we have the length conservation condition (the
total length covered by the intervals must be T ),
∫ T
0
dτ τ [n+(τ) + n−(τ)] = T. (2.1.9)
Substituting the asymptotic behavior of n±(τ) in Eq.(2.1.8) into the left-hand side
of Eq.(2.1.9), we get
N(T )
[
T 1−θ
S
+
1− θS+
+
T 1−θ
S
−
1− θS−
]
∝ T. (2.1.10)
We next use N(T ) ∼ T 1−β for large T from Eq.(2.1.7). This gives, for large T ,[
T 1−θ
S
+
1− θS+
+
T 1−θ
S
−
1− θS−
]
∼ T β. (2.1.11)
Taking T → ∞ limit and matching the leading power of T in Eq. (2.1.11), we
arrive at our main result in Eq. (2.1.1). Note that in the above derivation we have
implicitly assumed a small-t cut-off and focused only on the distribution of large
intervals. Our numerical results obtained for a class of nonlinear interfaces in both
(1+1) and (2+1) dimensions (see Sec. 2.1.4 below) are consistent with the analytical
result in Eq. (2.1.1).
60
2.1.3 Dependence of persistence probabilities on the initial
configuration
We present in this section some surprising simulation results about the dependence
of the persistence behavior (specifically, the values of the persistence exponents) on
the choice of the initial configuration. In particular, we show that the steady–state
exponents may be obtained with a fair degree of accuracy from simulations in which
the interface has not yet reached the steady state. We also present some results
that have bearing on the measurability of the transient persistence exponents from
experimental data.
We recall that in Section 2.1.1 the transient persistence exponents were mea-
sured from simulations in which the initial configuration was completely flat, cor-
responding to t0 = 0. To examine the dependence of the persistence probabilities
on the choice of t0, we evolved samples governed by F and DT atomistic diffusion
rules for t0 = 10, 100 and 1000 ML, starting from perfectly flat initial states and
used the resulting configurations as starting points for measuring the persistence
probability (the probability of the height at a given site not returning to its initial
value at time t0) as a function of t. We show the results of these simulations in
Figs. 2.9 and 2.10 for the F and DT models, respectively. We find that even for
the small value of t0 = 10 ML [see panel a)], the observed persistence probabilities
do not exhibit power law decay in time with the transient persistence exponents,
despite the fact that the expected condition [29] for transient behavior, t  t0,
is well satisfied in a large part of the range of t used in these simulations. These
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Figure 2.9: Log–log plots of the positive and negative persistence probabilities [pan-
els (a)–(c)] for the F model, obtained using different values of the initial time t0.
Systems with L = 104 sites have been averaged over 500 independent runs. Persis-
tence probabilities are computed starting from the configuration corresponding to:
a) t0 = 10 ML. We do not find a clear power law decay of the persistence curves. b)
t0 = 100 ML. As t0 increases, a clearer power law behavior is observed. c) t0 = 1000
ML. The power law decays are recovered and characterized by exponents in agree-
ment with those corresponding to the steady–state regime: θS± ≈ 0.75. d) Log–log
plot of the interface width W as a function of time t (in units of ML). The value of
the slope (equal to the growth exponent β) agrees with the expected value, β = 0.25.
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Figure 2.10: Positive and negative persistence probabilities [panels (a)–(c)] for the
DT model, obtained using different values of the initial time t0. Persistence proba-
bilities are computed starting from the configuration corresponding to: a) t0 = 10
ML. As in the case of the F model, we do not find a clear power law for the persis-
tence curves. b) t0 = 100 ML; c) t0 = 1000 ML: Power law decays are recovered and
characterized by exponents that are approximately equal to those corresponding to
the steady–state regime, θS+ ≈ 0.64 and θS− ≈ 0.71. d) Log–log plot of the interface
widthW as a function of time t (in units of ML). The slope gives a growth exponent
of βDT ' 0.375.
63
results point out a practical difficulty in obtaining experimental evidence for tran-
sient persistence behavior. Since perfectly flat initial configurations can hardly be
achieved experimentally and experimental measurements are always started from a
relatively rough substrate, the transient persistence exponents may very well not
be measurable from experiments if the only way of measuring these exponents is to
start from a perfectly flat morphology.
As the value of t0 is increased to 100 ML, the persistence probabilities tend to
show the expected power law behavior, as shown in Fig. 2.9(b) for the F model and
in Fig. 2.10(b) for the DT model. Most surprisingly, as shown in Figs. 2.9(c) and
2.10(c), we find that for t0 = 1000 ML, one recovers precisely the power law behavior,
P (t0, t0 + t) ∝ t−θS , and the exponents are essentially the same as the previously
obtained steady–state ones shown in Table 2.2. This investigation, thus, reveals
the fact that a measurement of the steady–state persistence exponents does not
require the preparation of an initial state in the long–time steady–state regime where
the interface width has reached saturation: an initial state in the pre–asymptotic
growth regime where the interface width is still increasing as a power law in time [as
illustrated in Figs. 2.9(d) and 2.10(d)] is sufficient for measurements of the steady–
state persistence exponents. A similar result was reported in Ref. [29], but it was
argued there that the measurement time t must be much smaller than t0 for steady–
state persistence behavior to be observed. Our results show that the steady–state
persistence exponents are found even if t is of the order of (or even slightly larger
than) the initial time t0. This observation has an important practical benefit: it
implies that one can easily obtain accurate estimates of the steady–state persistence
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exponents using rather large systems (L ∼ 104), and growing approximately up to
t0 ∼ 103 ML, instead of having to use the very large values (of the order of Lz) of
t0 necessary for obtaining saturation of the interface width. At the same time, this
observation also illustrates the above mentioned difficulty in obtaining the transient
exponents from experimental measurements.
To investigate the effects of random imperfections in the initial substrate
(which are always present in experimental studies) on the persistence behavior, we
carried out simulations in which particles were deposited randomly on a perfectly
flat substrate for 10 ML and the resulting configuration was used for further depo-
sitions using the diffusion rules of the F and DT models. Persistence probabilities
were calculated starting from the configurations obtained after the random depo-
sition of 10 ML. Figures 2.11 and 2.12 show the results for the F and DT models,
respectively. We find that even when the persistence calculation starts from a con-
figuration characterized by random deposition, there is an indication that one can
still obtain the steady–state exponents during the last decade of t where the growth
exponent reaches the values characteristic of the diffusion rules of the specific (F
or DT) model being considered. Indeed, in the time region where the growth ex-
ponents are β = 0.25 for the F model [see Fig. 2.11(b)] and β = 0.375 for the DT
model [see Fig. 2.12(b)], we have calculated the persistence exponents and recovered
values very close to the steady–state ones. These observations confirm our earlier
conclusions about the relatively easy measurability of the steady–state persistence
exponents and the difficulty in measuring the transient exponents in experimental
situations.
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Figure 2.11: a) Positive and negative persistence probabilities for the F model. Dur-
ing the deposition of the first 10 ML, the growth process is random deposition. The
diffusion rules of the F model are then used to evolve the interface. Persistence
probabilities are computed starting from the configuration obtained after the ran-
dom deposition of 10 ML. The positive and negative persistence exponents in the
last growth decade are in the range 0.6 to 0.7, depending on the fitting region. b)
Log–log plot of the interface width W as a function of t (in ML). The slope in the
first decade of t is precisely the random–deposition value, β = 0.5. The second
decade shows a crossover region where the systems undergoes a transformation to-
wards a morphology governed by the F model diffusion rules, and the last decade is
characterized by the expected growth exponent of the F model, β = 0.25.
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Figure 2.12: Positive and negative persistence probability curves for the DT model.
During the deposition of the first 10 ML, the growth process is random deposition.
The diffusion rules of the DT model are used to evolve the interface subsequently.
Persistence probabilities are computed starting from the configuration obtained after
the deposition of the first 10 ML. The positive and negative persistence exponents
in the last growth decade are approximatively equal to 0.66 and 0.79 respectively.
b) Log–log plot of the interface width W as a function of time t (in ML). Beyond
the crossover regime, the last decade in t is characterized by the expected growth
exponent of the DT model, β ' 0.375.
67
2.1.4 Persistence exponents in (2+1) dimensions
Our calculations in (2+1)–dimensions make use of our observation (discussed above)
concerning the possibility of obtaining the correct steady–state exponents from sim-
ulations that avoid the time consuming process of reaching the true steady state
where the interface width has saturated. The result that the persistence exponents
obtained from (1+1)–dimensional simulations using fairly small values of t0 and
t ∼ t0 are quite close to the steady–state values allows us to extract numerically
the steady–state persistence exponents in (2+1)–dimensions using systems with rea-
sonably large sizes. If one had to run systems of size L ∼ 100 × 100 all the way
to saturation in order to measure the steady–state persistence exponents, it would
have been impossible to do the calculations within reasonable simulation time. In
addition, decreasing the system size is not an acceptable solution because the results
then become dominated by finite size effects.
Simulations for (2+1)–dimensional discrete growth models were carried out
for the F model (β = 0) and the DT model (β ' 1/5). Simulations using systems
of size L = 200 × 200 revealed that the growth exponents, obtained from averages
over 200 independent runs, are β = 0.04 ± 0.01 and 0.20 ± 0.01 for the F and DT
models, respectively, in agreement with Ref. [48]. In the DT model, we noticed a
crossover from the initial value of 0.26 to the asymptotic expected value of 0.20,
indicating that no additional noise reduction technique is necessary for obtaining
results that reflect the correct universality class of this model. For both F and
DT models we calculate the transient and steady–state persistence probabilities by
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recording the fraction of sites which do not return to their initial height up to time
t, as in the (1+1)–dimensional case. We used t0 = 0 (perfectly flat initial state) in
the calculation of the transient persistence probabilities, and three different values,
such as t0 = 20 ML, 200 ML and 2000 ML for the F model, in the calculation of the
steady–state exponents.
We report the results for the transient probabilities just for the sake of com-
pleteness: the rapid decay of the persistence probabilities prevents us from obtaining
accurate values of the associated persistence exponents. This fast decay of the tran-
sient persistence probability is a consequence of the reduced roughness of these
higher dimensional models. This effect is particularly pronounced for the F model,
for which the persistence exponent is found to be larger than 6 and the persistence
probability decreases rapidly to zero for any deposition time larger than ∼ 60 ML,
as shown in Fig. 2.13. We also observe that the transient values of the positive and
negative persistence exponents in the DT model are roughly 3 times larger than the
values obtained in the (1 + 1)–dimensional case. The relative difference between
the positive and negative persistence exponents remains approximately the same
as that in the (1+1)–dimensional model. Our results for these (2+1)–dimensional
persistence exponents are summarized in Table 2.5.
We now focus on the steady–state persistence exponents which, as discussed
above, are found using relatively small values of t0 and t ≈ t0. In Fig. 2.14(a), we
show that for t0  t (e.g. for t0 = 20 ML), the persistence probability of the F model
does not exhibit a clear power law decay. However panels b) and c) of Fig. 2.14 reveal
that once t0 becomes of the order of the measurement time t, the expected power
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Figure 2.13: Transient persistence probabilities for the (2+1)–dimensional F and
DT growth models. In the case of the F model, systems of size L = 1000 × 1000
have been averaged over 200 independent runs, while for the DT model, systems of
size L = 500 × 500 have been averaged over 800 independent runs. The transient
persistence probability for the F model exhibits a very fast decay, characterized by
a persistence exponent θT ≈ 6.9 for the last decade of t. More accurate results (see
Table 2.5) are obtained for the exponents in the DT model, although the statistics
is not excellent.
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Growth model L θT+ θ
T
− θ
S
+ θ
S
− β
FM 200× 200 > 6 > 6 1.02± 0.02 1.00± 0.02 0.04± 0.01
DT 200× 200 2.84 2.44 0.76± 0.02 0.85± 0.02 0.20± 0.01
Table 2.5: Transient and steady–state persistence exponents, θ±, for two (2+1)–
dimensional discrete growth models. The measured value of the growth exponent
β is shown in the last column. The transient persistence exponents are measured
with relatively low accuracy due to the rapid temporal decay of the persistence
probabilities.
law is recovered and in addition the steady–state exponent for the linear F model,
θS = 1.01 ± 0.02, which should be equal to (1 − β) with β = 0, is recovered. The
results for the DT model are presented in Fig. 2.15. The steady–state persistence
exponents have been measured from the power law decays shown in Fig. 2.15(b).
In this temporal regime, as shown in panel d), the growth exponent is equal to the
asymptotic value of 1/5. The persistence behavior of the DT model in this regime is
characterized by θS+ ≈ 0.76 and θS− ≈ 0.85, indicating that the relation of Eq. (2.1.1)
holds reasonably well for the (2+1)– dimensional nonlinear MBE dynamics, as in
the (1 + 1)–dimensional case. It is important to mention that the same values of
the persistence exponents have been obtained using a DT system with L = 40× 40,
equilibrated for t0 = 10
5 ML, as required in the traditional method (used in most
of the (1+1)–dimensional simulations) of measuring the steady–state persistence
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probabilities. Thus the “quick and easy” method of obtaining the steady–state
persistence exponent again agrees well with the exponent extracted from the actually
saturated interface, as discussed above.
We have also performed some preliminary persistence calculations for the
(2+1)–dimensional CKD model in order to check the validity of our reported (2+1)–
dimensional MBE persistence exponents. Using L = 100 × 100 and t0 = 1000 ML,
we find that the values of the positive and negative persistence exponents depend
to some extent on the chosen values for the coefficient λ22 of the nonlinear term and
the control parameter c. For example, we obtain θS+ ≈ 0.82 and θS− ≈ 0.77 using
λ22 = 5.0 and c = 0.085, and θ
S
+ ≈ 0.88 and θS− ≈ 0.83 using λ22 = 5.0 and c = 0.13.
Both cases are characterized by a growth exponent of 0.18±0.01, in agreement with
Ref. [64], which is consistent with the expected value of 1/5. The results obtained in
the latter case are displayed in panel c) of Fig. 2.15 for the purpose of illustrating the
similarity between the DT and CKD models. From these observations, we conclude
that the (2+1)–dimensional DT and CKD persistence results are consistent with
each other, and they clearly reflect the nonlinearity of the MBE dynamical equa-
tion in the difference between the values of the positive and negative persistence
exponents as expected for the up–down asymmetric generic nonlinear situation.
2.1.5 Scaling behavior of the persistence probability
Since all the results described above have been obtained from simulations of finite
systems, it is important to address the question of how the persistence probabilities
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Figure 2.14: Persistence probabilities for the (2+1)–dimensional F model of size
L = 200 × 200, averaged over 200 runs, obtained from simulations with different
values of the initial time t0. a) t0 = 20 ML. b) t0 = 200 ML. c) t0 = 2000 ML.
The persistence probability curves in case c) show the expected power law decay
characterized by the exponent values θS+ = 1.02 ± 0.02 and θS− = 1.00 ± 0.02. d)
Log–log plot of the interface widthW vs deposition time t in units of ML. The slope
in the intermediate growth decade is β ' 0.04 and thereafter it decreases to zero,
as expected.
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Figure 2.15: Persistence probabilities for the (2+1)–dimensional DT model of size
L = 200 × 200, averaged over 200 runs, obtained from simulations with different
values of the initial time t0. a) t0 = 200 ML: The persistence probabilities do
not exhibit clear power law decay. b) t0 = 4000 ML: The persistence probability
curves show the expected power law decay characterized by the exponent values
θS+ = 0.77± 0.02 and θS− = 0.85± 0.02. c) Results for the (2+1)–dimensional CKD
model, obtained using L = 100×100, t0 = 1000 ML, λ = 5 and c = 0.13. d) Log–log
plot of the interface width W vs deposition time t in ML for the DT model. The
slope manifests a crossover from an initial value of ∼ 0.26 to the asymptotic value
of 0.20.
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are affected by the finite system size. We have already encountered such effects in
our study of persistence probabilities for (1+1)–dimensional models (see Table 2.3),
where it was found that the measured values of the persistence exponents in the
steady state increase slightly as the system size L is decreased, while the value of
the growth exponent β decreases with decreasing L. We did not investigate finite size
effects in our study of the transient persistence probabilities because these studies
were carried out for large values of L and relatively small values of the time t.
The qualitative dependence of the measured values of the steady–state persis-
tence exponents θS± and the growth exponent β on the sample size L is not difficult
to understand. The steady–state persistence probabilities P S±(t0, t0 + t) exhibit a
power law decay with exponent θS± as long as the time t is small compared to the
characteristic time scale τ(L) of the system which is proportional to Lz. The decay
of P S± becomes faster as t approaches and exceeds this characteristic time scale.
Since this departure from power law behavior occurs at earlier times for smaller
systems, the value of the persistence exponent extracted from a power law fit to
the decay of the persistence probability over a fixed time window is expected to
increase as the system size is reduced. In a similar way, the measured value of β
is expected to be smaller for relatively small values of L because the precursor to
the saturation of the width at long times occurs at shorter values of t in smaller
systems. Thus, the general trends in the system size dependence of the persistence
and growth exponents are reasonable. However, it would be useful to obtain a more
quantitative description of these trends.
Since the characteristic time scale τ(L) (“equilibration” or “saturation” time)
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of a system of linear size L is proportional to Lz, one expects, in analogy with the
theory of finite size scaling in equilibrium critical phenomena, that the steady–state
persistence probability P S±(t) (in this discussion, we omit the initial time t0 in the
argument of P S± because the steady–state persistence probability is independent of
the choice of t0) would be a function of the scaling variable t/L
z. Another time
scale has to be taken into consideration in a discussion of the scaling behavior of
the persistence probability. This is the sampling time δt which is the time interval
between two successive measurements of the height at a fixed spatial point. In our
simulations of the atomistic growth models, the smallest value of δt is 1 ML because
the heights are measured after each deposition of one complete (ideal) monolayer.
However, larger integral values of δt can also be used in the calculation of the
persistence probabilities. Since experimental measurements are also carried out at
discrete time intervals, the presence of a finite value of δt has to be accounted for
in the analysis of experimental data also. Note that the persistence probability
itself is mathematically defined, P (t0, t0+ t), for continuous values of time t whereas
measurements and simulations are necessarily done on discrete time.
It has been pointed out in Ref. [65, 66] that discrete–time sampling of a
continuous–time stochastic process does affect the measured persistence probabil-
ity. Such effects have been investigated in detail [43] in the context of a different
stochastic probability (called the survival probability in Ref. [43]) that measures
the probability of the interface height at a fixed position not returning to its time–
averaged value within time t. As we will see in Chapter 4, we have found that the
survival probability measured for a system of size L with sampling interval δt is a
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function of the scaling variables t/Lz and δt/Lz. We expect a similar behavior for
the steady–state persistence probabilities measured in our simulations. Thus, the
expected scaling behavior of P S±(t, L, δt) is
P S±(t, L, δt) = f±(t/L
z, δt/Lz), (2.1.12)
where the function f±(x1, x2) should decay as x
−θS±
1 for small x1 and x2  1.
To test the validity of this scaling ansatz, we have carried out calculations
of the steady–state persistence probability in the linear F model (the positive and
negative persistence probabilities are the same in this model) using different values
of L and δt. Due to the linearity of the F model, we have computed a persistence
probability P S(t) given by the average value of the positive and negative persis-
tence probabilities. If the scaling description of Eq. (2.1.12) is valid, then plots of
P S(t, L, δt) versus t/Lz for different values of L and δt should coincide if the value
of δt for the different sample sizes are chosen such that the ratio δt/Lz remains con-
stant. As shown in Fig. 16, where we present the data obtained from simulations
of the (1+1)–dimensional F model for three different values (200, 400 and 800) of
L and three correspondingly different values of δt (4, 16 and 64, so that δt/Lz with
z = 2 is held fixed at 10−4), plots of P S(t) versus t/δt (which is proportional to
t/Lz because δt is chosen to be proportional to Lz) for the three different sample
sizes exhibit an excellent scaling collapse. These results confirm the validity of the
scaling form of Eq. (2.1.12).
As shown in Fig. 2.16, the scaling function f exhibits the expected power law
behavior for relatively small values of t/δt. Our results also show signatures of a
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Figure 2.16: Persistence probability, P (t), for the F model shown for different sys-
tem sizes with different sampling times. Panel a): Double–log plot showing three
different persistence curves vs. time corresponding to: L = 100 and δt = 4, L = 400
and δt = 16, L = 800 and δt = 81, respectively. Panel b): Finite size scaling of
P (t, L, δt). Results for persistence probabilities for three different sizes (as in panel
a)) with the same value of δt/Lz (i.e. 1/104) are plotted versus t/δt (z = 2). The
dotted (dashed) line is a fit of the data to a power law with an exponent of ∼ 0.75
(∼ 1.0).
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crossover to a power law decay with exponent 1 as t approaches and exceeds the
characteristic time scale τ(L) (this crossover occurs near t/Lz ' 0.1 in the F model).
We discuss below a possible explanation for this behavior.
Height fluctuations at times t0 and t0+ t are expected to be completely uncor-
related if t is large compared to τ(L). Therefore, the persistence probability P S(t)
for values of t much larger than τ(L) may be obtained by considering a collection of
fluctuating variables which have the same probability distribution (since the system
is in the steady state), and which are completely uncorrelated with one another. Let
x0, x1, x2, . . . represent such a collection of variables (these variables may be thought
of as the height at a particular site measured at regularly spaced times with spacing
larger than τ(L)). For simplicity, we assume that each xi is uniformly distributed
between −a and a. Then, given a particular value of x0, the probability P+(x0, n)
that all the variables xi, 1 ≤ i ≤ n are larger than x0 may be easily obtained as
P+(x0, n) =
[
1
2a
∫ a
x0
dx
]n
= [(a− x0)/(2a)]n. (2.1.13)
The positive persistence probability P+(n) is obtained by averaging this probability
over the probability distribution of x0. Thus, we have
P+(n) =
1
2a
∫ a
−a
P+(x0, n)dx0 =
1
n+ 1
, (2.1.14)
which decays as a power law with exponent 1 for large n. This power law behav-
ior does not depend on the form of the assumed probability distribution for the
fluctuating variables {xi}. Assuming a general probability distribution p(x) with
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∫∞
−∞ p(x)dx = 1, Eq. (2.1.14) can be written as
P+(n) =
∫ ∞
−∞
p(x0)
[∫ ∞
x0
p(x)dx
]n
dx0 =
∫ ∞
−∞
p(x0)
[
1−
∫ x0
−∞
p(x)dx
]n
dx0.
(2.1.15)
For large n, the quantity that multiplies p(x0) in Eq. (2.1.15) is of order unity only
for values of x0 for which
∫ x0
−∞ p(x)dx is of order 1/n. Physically, this means that the
positive persistence probability is nonzero for large n only if the initial value x0 is
very close to the lower limit of the allowed range of values. This effectively restricts
the upper limit of the integral over x0 to y0 where y0 satisfies the requirement that
∫ y0
−∞
p(x)dx = C/n, (2.1.16)
where C is a constant of order unity. Since the quantity that multiplies p(x0) in
Eq. (2.1.15) is of order unity for such values of x0, it follows that
P+(n) ≈
∫ y0
−∞
p(x0)dx0 ∝ 1
n
. (2.1.17)
This simple analysis shows that the simulation results for the behavior of the scaling
function of Fig. 16 for large values of t/δt are quite reasonable.
While we have not carried out similar scaling analyses [Eq. (2.1.12)] for other
models, we expect the scaling form of Eq. (2.1.12) to be valid in general. We expect
that such scaling analysis of the persistence probability as a function of the system
size L and the sampling time δt would be useful in the analysis of numerical and
experimental data in the future. In fact, we believe that a direct experimental
verification of the scaling ansatz defined by Eq. (2.1.12) will be valuable.
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2.2 Concluding remarks
In this chapter, we have investigated the temporal first passage statistics, expressed
in terms of temporal persistence probabilities, for a variety of atomistic models that
provide discrete realizations of several linear and nonlinear Langevin equations for
the stochastic dynamics of growing and fluctuating interfaces [67]. Using extensive
kinetic Monte Carlo simulations, we have obtained transient and steady–state per-
sistence exponents for these (1+1) and (2+1)–dimensional SOS and RSOS growth
models. We have followed the methodology of Krug et al. [29, 30] and extended
their numerical work to the nonlinear MBE dynamical equation by studying the
persistence behavior of the atomistic DT, WV, CKD and KPK models. From these
studies, we have identified two persistence exponents for each of the two temporal
regimes (transient and steady–state) of the persistence probability. The difference
between the values of the two exponents reflects the nonlinearity (and the resulting
lack of up–down symmetry) of the MBE dynamical equation.
Among the models studied here, we find that in (1+1) dimensions and in
the range of system sizes used in our simulations, WV and DT models are hardly
distinguishable from the point of view of transient and steady–state persistence
behavior: the persistence exponents obtained for these two models are very close
to each other. We, therefore, conclude that in the range of simulation parameters
used in this study, the (1+1)–dimensional DT and WV models belong to the same
universality class (namely the MBE universality class) as far as their persistence
behavior is concerned. A separate investigation is required in order to understand
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the universality class of the WV model in (2+1) dimensions. The KPK model
appears not to reflect well the nonlinear feature of the underlying dynamical equation
in the values of the positive and negative persistence exponents. This is probably due
to strong finite size effects arising from the small lattice sizes used in our traditional
steady–state simulations (i.e. using t0 ∼ Lz). These finite size effects appear to
lead to overestimated persistence exponents [and underestimated growth exponent,
consistent with Eq. (1.3.3)].
We have also investigated the CKD model, which is another discrete model
belonging to the MBE universality class, our main goal being a closer examination
of how the nonlinearity of the underlying continuum equation is reflected in values
of the transient and steady–state persistence exponents. In this case we have ob-
tained clearly different values for the positive and negative persistence exponents.
The predictions of the CKD model concerning the persistence exponents have been
checked by applying the noise reduction technique to the DT model. We found that
for the MBE universality class, the steady–state persistence exponents in (1+1) di-
mensions are: θS+ = 0.66 ± 0.02 and θS− = 0.78 ± 0.02. These two values represent
the average of the results obtained for the CKD and the noise reduced DT models.
These results suggest that measurements of persistence exponents can be profitably
used to detect the presence of nonlinearity in the continuum equations underlying
surface growth and fluctuation phenomena.
The observed difference between the positive and negative steady–state per-
sistence exponents for the models in the MBE universality class implies that the
relation of Eq. (1.3.3), known to be valid for linear Langevin equations (our results
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for the linear F and LC models are in agreement with this relation), can not be
satisfied by both these exponents. Thus, it is clear that at least one of these steady–
state persistence exponents is not related to the usual dynamic scaling exponents
in a simple way. We have found that the relation of Eq. (1.3.3) is approximately
satisfied (within the error bars of our numerical results) by the smaller one of the
two steady–state persistence exponents in all the (1+1)– and (2+1)–dimensional
discrete stochastic growth models studied in this study. We have also shown ana-
lytically that this relation between the smaller persistence exponent and the growth
exponent is, in fact, exact. The smaller exponent appears to correspond to the pos-
itive (negative) persistence probability if the top (bottom) part of the steady–state
interface profile is smoother. This observation suggests a deep (and potentially im-
portant) connection between the surface morphology and the associated persistence
exponent, which has no simple analog in the dynamic scaling approach where the
critical exponents (α, β, z = α/β) by themselves do not provide any information
about the up–down symmetry breaking in the surface morphology. Further investi-
gation of this aspect would be very interesting and highly desirable, particularly if
experimental information on persistence properties of nonequilibrium surface growth
kinetics becomes available.
Our investigation of the effects of the initial configuration on the persistence
probabilities indicates that the transient persistence exponents can be obtained only
if the interface is completely flat at the initial time. This restriction puts severe limits
on the possibility of measuring the transient persistence exponents in real experi-
ments where it would be very difficult, if not impossible, to meet the requirement
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of zero initial roughness. We have also found the surprising and useful result that
the steady–state persistence exponents can be accurately measured even if the ini-
tial configuration corresponds to a value of t0 that is much smaller than the time
required for the interface to reach saturation. In other words, the persistence prob-
abilities exhibit their steady–state behavior for measurement times comparable to
the initial time t0 even if the value of t0 is much smaller than L
z. This behavior was
found in both (1+1) and (2+1) dimensions, in all the linear and nonlinear models
we studied. This finding is very useful because it opens up the possibility of nu-
merically calculating the steady–state persistence exponents for large systems and
for higher dimensions as well. In fact, this observation enabled us to calculate the
steady–state persistence exponents for (2+1)–dimensional models belonging to the
EW and MBE universality classes. For the MBE universality class, we have con-
sidered the DT model and found the positive and negative persistence exponents in
the steady–state to be ≈ 0.76 and ≈ 0.85, respectively, in (2+1) dimensions.
We have also examined in detail the dependence of the measured steady–state
persistence probability in the (1+1)–dimensional F model on the sample size L
and the sampling interval δt which is always finite in simulations and experimental
measurements. We found that this dependence is described by a simple scaling
form. The scaling function was found to exhibit power law decay with exponent 1
for times larger than Lz. We have proposed a simple explanation for this behavior.
We believe that such scaling analysis would prove to be useful in future numerical
and experimental studies of persistence properties.
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3. INFINITE FAMILY OF PERSISTENCE EXPONENTS
FOR INTERFACE FLUCTUATIONS
The concept of persistence has been used in Refs. [29, 30, 38, 39, 40] to study the
interesting problem of thermally fluctuating interfaces where steps on vicinal sur-
faces undergo random thermal motion in equilibrium [47]. The step persistence
probability is the probability P (t0, t0 + t) that a given lateral step position x with
a height (i.e. step fluctuation measured from the equilibrium step position) h(x, t0)
at time t0 does not return to this value up to a later time t0 + t. With no loss of
generality we will set t0 = 0 from now on, assuming that thermal equilibrium has
been achieved in the step fluctuations and we are discussing steady-state stationary
properties. The resulting persistence probability P (t) ≡ P (0, t) of fluctuating steps
has recently been studied experimentally using dynamical scanning tunneling mi-
croscopy (STM) in two systems: Al steps on Si (111) surface at high temperatures
∼ 970K [38] and Ag (111) surface at low temperatures ∼ 320K [39]. In the first case,
the step fluctuations dominated by atomistic attachment and detachment (AD) at
the step edge are known [47] to be well described by the coarse-grained second-order
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non-conserved linear Langevin equation
∂h(x, t)
∂t
=
∂2h(x, t)
∂x2
+ η(x, t), (3.1)
where η(x, t) with 〈η(x, t)η(x′ , t′)〉 ∝ δ(x − x′)δ(t − t′) is the usual uncorrelated
random Gaussian noise corresponding to the non-conserved white noise associated
with the random AD process. Low temperature step fluctuations dominated by the
step edge diffusion (SED) mechanism are, on the other hand, described by a fourth
order conserved linear Langevin equation:
∂h(x, t)
∂t
= −∂
4h(x, t)
∂x4
+ ηc(x, t), (3.2)
where ηc(x, t) with 〈ηc(x, t)ηc(x′ , t′)〉 ∝ ∇2δ(x − x′)δ(t − t′) is a conserved noise
associated with atomic diffusion along the step edge. From a quantitative analysis
of the digitized STM step images as a function of time, the persistence exponent
was found to be θ = 0.77 ± 0.03 [38] and θ = 0.87 ± 0.02 [39], respectively, for
the high-temperature AD mechanism and low-temperature SED mechanism. These
measured step fluctuation persistence exponents agree reasonably well with those
found [29] from kinetic Monte Carlo simulations of the corresponding discrete solid-
on-solid models: θ ' 0.75 (for Eq. (3.1)) and θ ' 0.86 (for Eq. (3.2)). These results
are in agreement with the relation θ = 1 − β (in the steady–state regime) since
β = 1/4 for Eq. (3.1) and β = 1/8 for Eq. (3.2).
This striking agreement between experimentally obtained and theoretically
predicted values of the persistence exponent demonstrates the overall excellent con-
sistency among theory, experiment, and simulations in this problem, but also brings
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up a key question regarding persistence studies [29, 38, 39, 40] of surface fluctua-
tions: Is persistence really an independent (and new) conceptual tool in studying
surface fluctuations, or, is it just an equivalent (perhaps even complementary) way
of studying dynamic scaling [1, 47, 68] of height correlations? In this chapter, we
present new theoretical and experimental persistence results on surface step fluctua-
tions that fundamentally transcend any dynamic scaling considerations, establishing
in the process the existence of a novel and nontrivial infinite family (i.e. a contin-
uous set) of persistence exponents for equilibrium step fluctuations. We carry out
quantitative analyses of (digitized) dynamical STM images of step fluctuations both
for high-temperature (Al/Si) and low-temperature (Ag) equilibrium surfaces, and
compare in details the experimental results with those we have obtained from nu-
merical integration of the corresponding Langevin equations and discrete stochastic
Monte Carlo simulations of corresponding atomistic cellular automata type models
in the same dynamical universality classes [1, 47, 68]. All three sets of persistence
results (experimental, continuum Langevin equation, discrete stochastic simulation)
agree very well for both high and low temperature equilibrium step fluctuations, es-
tablishing persistence (particularly, the infinite family of persistence exponents) as a
potentially powerful tool (rivaling, perhaps even exceeding, in utility the well-studied
dynamic scaling approach) in studying dynamical interface fluctuation processes.
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3.1 The generalized persistence probability: persistent large
deviations probability
The infinite family of persistence exponents we study here is based on the concept
of persistence of large deviations introduced recently by Dornic and Godreche [32]
in the context of kinetic Glauber-Ising dynamics of magnetization coarsening (a
closely related idea, that of sign-time distribution, was developed in Ref. [33]). For
equilibrium step fluctuations, we define the probability of persistent large deviations,
P (t, s), as the probability for the “average sign” Sav of the height fluctuation to
remain above a certain pre-assigned value “s” up to time t:
P (t, s) ≡ Prob { Sav(t′) ≥ s, ∀t′ ≤ t }, (3.3)
where
Sav(t) ≡ t−1
∫ t
0
dt′ S(t′), (3.4)
and
S(t) ≡ sign [h(x, t0 + t)− h(x, t0)], (3.5)
where with no loss of generality, we set t0 = 0. Although the dynamical vari-
able S(t) above is defined for a particular lateral position x, we take a statistical
ensemble average over all lateral positions to obtain a purely time dependent dy-
namical quantity P (t, s). Since Sav(t) ∈ [−1, 1], the probability P (t, s) is defined
for −1 ≤ s ≤ 1. For s = 1 we recover our earlier simple definition of persis-
tence used in Refs. [29, 30, 38, 39]: P (t) ≡ P (t, s = 1) measures the probability
of the height fluctuation remaining above zero (“positive”) throughout the whole
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time interval. For s = −1 the probability P (t, s = −1) is trivially equal to unity
for all t. The generalized probability function, P (t, s), defined in Eqs. (3.3) –(3.5)
above, leads to a continuous family or hierarchy of persistent large deviations expo-
nents, θl(s), provided the steady-state decay of P (t, s) in time follows a power law,
P (t, s) ∼ t−θl(s). As we show below, this indeed happens for equilibrium step fluc-
tuation phenomena, allowing us to define and measure the non-trivial persistence
exponent θl(s), −1 ≤ s ≤ 1, that varies continuously between θl(s = −1) ≡ 0 and
θl(s = +1) ≡ θ where θ is the usual persistence exponent. Clearly, P (t, s) and θl(s)
are natural generalizations of the persistence probability P (t) and the persistence
exponent θ, respectively, to the broader concept of distribution of residence times
with limiting behavior (i.e. s = 1) determining the usual persistence exponent.
3.2 Numerical results and discussions
We have carried out the first application of the persistent large deviations concept
to the equilibrium step fluctuations phenomenon. We also report the first experi-
mental measurements of P (t, s) and θl for any stochastic system. Our results for
the two distinct types of step fluctuation processes (the high-temperature AD and
low-temperature ED situations, described [47] by Eqs. (3.1) and (3.2), respectively)
are shown in Figs. 3.1 and 3.2. The details of the experimental procedure for ex-
tracting the persistence probability from the digitized dynamical STM images are
described in Refs. [38, 39] for the same two systems, and are therefore not repeated
here. We only mention that in order to obtain the probability of persistent large
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deviations, we had to use a substantially larger number (∼ 100) of STM data sets
than that used in Refs. [38, 39, 40]. As mentioned earlier, we compare the experi-
mental results with two theoretical models in each case: The continuous Langevin
equation (Eq. (3.1) or (3.2)) and a discrete stochastic model which is theoretically
known [1, 29, 38, 39, 40, 47, 68] to belong to the same universality class (in the dy-
namic scaling sense) as the continuum equation. For the high-temperature AD step
fluctuations, described on a coarse-grained scale by Eq. (3.1) (sometimes referred
to as the Edwards–Wilkinson equation [1]), the discrete stochastic model we use is
the extensively studied solid-on-solid Family model [1, 3]. For the low-temperature
ED case, described on a coarse-grained scale by Eq. (3.2) (sometimes referred to
as the Mullins–Herring equation with conserved noise [1]), the discrete stochastic
model we use is the well-studied Racz model [56]. Our results are obtained from
numerical integration of the Langevin equations using the simple Euler scheme [29],
and standard Monte Carlo simulation [29] of the atomistic models. Typical system
sizes used in the numerical work are ∼ 1000 for Eq.(3.1) and ∼ 100 for Eq.(3.2), and
the number of independent runs used in the calculation of persistence probabilities
is ∼ 1000.
In Fig. 3.1 we show in the top two panels our measured (panel (b)) and calcu-
lated (panel (a), main figure and inset) persistent large deviation probability P (t, s)
as a function of time t for the high-temperature step fluctuations case. Each panel
shows eight different log-log plots of P (t, s) against t for eight different values of
the average sign parameter s (= +1,+0.75, ...,−0.75 from the bottom to the top).
As mentioned before, the case s = +1 (the bottom-most curve) corresponds to
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Figure 3.1: Log-log plots of P (t, s) vs. t for high-temperature surface step
fluctuations via the AD mechanism, shown for different values of s: s =
1.0, 0.75, 0.5, 0.25, 0,−0.25,−0.5,−0.75 (from the bottom to the top). (a) Eq.(3.1)
(main figure) and the Family model (inset); (b) experimental data from STM step
images of Al on Si(111) surface; and (c) comparison of the various sets of results for
θl as a function of s. The error bars shown for the experimental data are obtained
from variations of the local slope of the logP (t, s) vs. log t plots. Simulation results
for two sample sizes are shown to illustrate that the use of small samples leads to
an underestimation of θl(s).
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the usual persistence probability P (t), and therefore the results shown in Fig. 3.1
for s = 1 are already known. The results for all the other values of s are new
and non-trivial. The linearity of the log-log P (t, s) vs. t plots immediately implies
that P (t, s) ∼ t−θl(s). The different sets of results for θl as a function of s are
shown in Fig. 3.1(c). The excellent agreement among the various data sets shown in
Fig. 3.1(c) is the most important new quantitative result of our work. This means
that the high-temperature step fluctuation phenomenon via the AD mechanism is
indeed described by the Edwards–Wilkinson equation (and therefore also by the
discrete Family model), not just in the sense of the dynamical universality class (as
defined by specific exponent values, e.g. β and θ) but more importantly for the
infinite family of persistent large deviations exponents as defined by the continuous
function θl(s). This striking agreement between experiment and theory for a contin-
uous family of exponents definitely establishes persistent large deviations studies as
a new and effective tool for studying dynamical fluctuations of nanoscale systems.
In Fig. 3.2 we present results similar to those in Fig. 3.1, but now for the ED
mechanism step fluctuation data along with the corresponding theoretical results for
the continuum Langevin equation defined by Eq. (3.2) and the discrete stochastic
Racz model which are known [29, 39, 47, 3] to be in the same dynamic universality
class as the low-temperature step fluctuation process. The same description and
explanation given above for Fig. 3.1 apply now to Fig. 3.2 where θl(s = 1) ≈ 0.875,
which agrees with recent experimental measurements [39] of the usual persistence
exponent of low-temperature step fluctuations on Ag and Pb surfaces. The experi-
mental and theoretical results for the continuous function θl(s), shown in Fig. 3.2(c),
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Figure 3.2: The same as in Fig. 3.1 for the low-temperature step fluctuations via
the ED mechanism. (a) The continuum Langevin equation of Eq. (3.2) (main fig-
ure) and the discrete stochastic Racz model (inset); (b) experimental data for the
Ag(111) step fluctuations; and (c) comparison of the three sets of results for θl:
experiment (star), stochastic Racz model (square) and Eq. (3.2) (circle). The inset
shows the time-dependence of the local exponent θl(s, t) obtained from simulations
of the Langevin equation for s = 0.25 and s = 0.50.
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exhibit qualitative agreement, with the experimental exponent values for s < 1 be-
ing slightly larger than the theoretical ones. There are several possible explanations
for this difference between experimental and theoretical results. There are reasons
to expect that increasing the dynamic range of the experimental P (t, s) beyond
two decades in t (this range is limited by noise problems inherent in dynamic STM
imaging) would bring theory and experiment into closer agreement. To illustrate
this possibility, we show in the inset of Fig. 3.2(c) the time-dependence of the local
exponent θl(s, t) = d log[P (s, t)]/d log t, obtained from simulations of the Langevin
equation for two values of s for which the difference between theory and experiment
is large. The local exponent is found to decrease with time before reaching a con-
stant value at large t. We have checked that the experimental data show similar
behavior for all s < 1, which implies that the effective exponent values obtained
from power-law fits of relatively short-time data would be larger than the true long-
time values. Indeed, we have found that fits of the simulation data over the range
20 ≤ t ≤ 200 (this is the range used in obtaining θl(s) from the experimental data)
yield values of θl(s) that are higher and closer to the experimental values. A second
possibility is that the smallness of the sample size used in the simulations leads
to an underestimation of the values of θl(s), as in Fig. 3.1(c). Unfortunately, the
impossibility of equilibrating much larger samples of these models with very slow
dynamics prevents us from checking this explicitly. Another possibility that we can
not rule out is that the Ag(111) equilibrium step fluctuations do not precisely fol-
low the theoretical models of edge-diffusion limited kinetics. Further experimental
and theoretical investigations would be needed for settling this issue. We should
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emphasize, however, that given the severe complexity in measuring any power law
exponents associated with surface step fluctuation dynamics, the overall agreement
between theory and experiment is quite good.
3.3 Conclusion
In summary, we have established the concept (and the usefulness) of an infinite
family of persistent large deviations exponents for height fluctuations in equilibrium
surface step dynamics phenomenon. The impressive agreement between theory and
experiment indicates that the persistent large deviations probability (and the cor-
responding exponents) may very well be an extremely powerful tool in characteriz-
ing and understanding other stochastic fluctuation phenomena, e.g., kinetic surface
roughening in nonequilibrium growth. In contrast to other dynamical approaches,
the technique developed in this chapter leads to a continuous family of exponents
(a continuous function rather than one or two isolated independent exponents, as
in the dynamic scaling approach) and is therefore a much more stringent test of
theoretical ideas, and also perhaps provides a deeper level of probing the dynamics
of fluctuation problems.
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4. SURVIVAL PROBABILITY: A DIFFERENT
FIRST–PASSAGE STATISTICAL CONCEPT
As mentioned before, recent experimental STM measurements of step fluctuations
[38] have revealed that the survival probability of the dynamical step height (at a
fixed but arbitrary spatial location) not returning in time t to its average (“equi-
librium”) level, has an exponential behavior, S(t) ∝ exp(−t/τs), where τs is the
survival time scale. In this chapter, we provide a definitive theoretical explanation
for this exponential temporal behavior of the surface fluctuation survival probability
using rigorous (analytical) arguments and direct (numerical) simulations. We note
that survival and persistence turn out to be identical in problems related to Ising spin
dynamics, where one is interested in the probability that a spin has not changed its
sign (has not “flipped”) up to time t1. This is due to the discrete nature of Ising spin
1Unfortunately, rather confusing terminology has been used in the spin dynamics literature to
describe this probability, including persistence, survival, and non-zero-crossing probability. Further
confusion is caused by the fact that even in the surface dynamics problem, persistence and survival
become the same if one starts from the initial condition of a “flat surface” (which cannot be achieved
experimentally) and defines “survival” with respect to the average surface which is also “flat”
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dynamics, where a spin flip ensures a change of sign with respect to both the initial
and the average (or any other reference) value of the stochastic variable. In contrast,
the continuous nature of surface fluctuation dynamics, where the step height is a
continuous variable, leads to a fundamental qualitative difference between P (t) and
S(t). This qualitative difference was noted as an experimental fact and an unsolved
puzzle in Ref. [38] for equilibrium step fluctuations on Al/Si(111)2. We emphasize
that the probabilities P (t) and S(t) provide completely different physical informa-
tion about surface step fluctuations: while persistence characterizes the universality
class of the dynamical process through the persistence exponent θ, survival, as dis-
cussed in this chapter, provides useful information about the physical mechanisms
(and their characteristic time scales) underlying step fluctuations in the long-time
limit.
Another time scale that invariably enters experimental and numerical mea-
surements of any statistical quantity is the sampling time δt (the interval between
successive measurements of the step position). An understanding of the effects
[65, 66] of a finite δt on the measured survival probabilities is necessary for compar-
ing experimental and numerical results with theoretical predictions.
We present the results of a detailed study of the behavior of S(t) for two linear
Langevin equations that describe [1, 69] step fluctuations under attachment/detachment
(“high-temperature”) and edge-diffusion (“low temperature”) limited kinetics. We
2We point out in this context that in Ref. [38] both of these probabilities were unfortunately
called persistence probability (with respect to the average position and the initial position, respec-
tively) causing perhaps some confusion.
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first show analytically that if the equilibrium autocorrelation function C(t) of height
fluctuations decays exponentially at long times, then S(t) must also decay exponen-
tially with a time scale that is proportional to the correlation time (the time scale
of the decay of C(t)). This prediction is verified from numerical simulations of the
Langevin equations. The simulation results also provide information about the de-
pendence of the measured survival probability on the sampling time δt. We show
that the survival probability S(t, L, δt) exhibits simple scaling behavior in both
models. Finally, we use available experimental data [38, 39, 70] to calculate C(t)
and S(t) for two physical systems that are believed to be described by these two
Langevin equations and show that the experimental results are consistent with our
predictions.
4.1 Autocorrelation function of height fluctuations
High-temperature step fluctuations dominated by atomistic attachment and detach-
ment at the step edge are known [69, 1] to be well described by the second-order
non-conserved linear Langevin equation
∂h(x, t)
∂t
=
Γaβ˜
kBT
∂2h(x, t)
∂x2
+ η(x, t). (4.1)
Here, h(x, t) is the dynamical height fluctuation (position of the step edge measured
from its equilibrium value) at lateral point x along the step and time t, Γa is the “step
mobility”, β˜ is the step-edge stiffness, and η(x, t) is a nonconserved Gaussian noise
satisfying 〈η(x, t)η(x′, t′)〉 = 2Γaδ(x−x′)δ(t−t′). Low-temperature step fluctuations
dominated by the step edge diffusion mechanism are, on the other hand, described
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by the fourth order conserved Langevin equation
∂h(x, t)
∂t
= −Γhβ˜
kBT
∂4h(x, t)
∂x4
+ ηc(x, t), (4.2)
with 〈ηc(x, t)ηc(x′, t′)〉 = −2Γh∇2xδ(x− x′)δ(t− t′).
Space- and time-dependent correlation functions of height fluctuations in these
two linear equations may be calculated [1, 69] easily by Fourier transforms. We
assume that height fluctuations are measured from the spatial average of h(x, t), so
that the k = 0 Fourier component of h(x, t) is zero at all times. The autocorrelation
function of h˜(k, t), the Fourier transform of h(x, t), has the following form in the
long-time equilibrium state:
〈h˜(k, t1)h˜(−k, t2)〉 = kBT
β˜k2
exp(−Γβ˜kz|t1 − t2|/kBT ), (4.3)
where z = 2, Γ = Γa for Eq. (4.1), and z = 4, Γ = Γh for Eq. (4.2). The autocorre-
lation function of height fluctuations at equilibrium is then given by
C(t) = 〈h(x, t1)h(x, t2)〉
=
2kBT
β˜
∫ ∞
kmin
dk
2pi
exp(−Γβ˜kz|t|/kBT )
k2
(4.4)
where t = t1 − t2 and kmin = 2pi/L for a finite system of linear dimension L. This
implies that C(t) exhibits an exponential decay at long times, C(t) ∝ exp(−t/τc)3,
where the correlation time τc is equal to kBTL
z/(2pi)zΓβ˜.
There are other physical mechanisms that may lead to an exponential decay
of C(t) at long times. The fluctuations of a particular step are affected by its
3For details, see Ref. [70]
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interaction with neighboring steps. These interaction effects, which are negligible
at relatively short time scales if the spacing between neighboring steps is large,
may become important at long times. If one assumes that the step fluctuates in a
harmonic confining potential [69], (λ/2)
∫
h2(x)dx, then one obtains an additional
term, −λΓah(x, t)/kBT , in the right-hand of Eq. (4.1), and λΓh∇2xh(x, t)/kBT in
Eq. (4.2). The function C(t) is then given by
C(t) = 2kBT
∫ ∞
kmin
dk
2pi
exp[−Γ(β˜kz + λkz−2)|t|/kBT )]
β˜k2 + λ
. (4.5)
This, again, leads to an exponential decay of C(t) at long times, with the correlation
time τc a function of λ and L.
4.2 Survival probability
There exists a rigorous theorem [71] that states that if the autocorrelation function
C(t) of a stationary Gaussian process decays exponentially in time, then its survival
probability S(t) must also decay exponentially for large t,
S(t) ∝ exp(−t/τs), (4.6)
with the survival time scale τs proportional to the correlation time τc. The con-
stant of proportionality, c ≡ τs/τc, which must be less than unity and independent
of the system size L, is usually nontrivial, being determined by the full functional
form of C(t). Since the height fluctuations in our models represent a stationary
Gaussian process at equilibrium, this rigorous result applies for the survival proba-
bility of these fluctuations. Thus, we arrive at a very general, exact result that the
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survival probability of equilibrium step fluctuations should decay exponentially at
long times if the autocorrelation function does so. This is the first important result
of this chapter. Further, measurements of the ratio c of the two time scales may
provide valuable information about the nature of the processes involved in the step
fluctuations.
4.3 Numerical results
We have investigated these aspects in a detailed numerical study in which a simple
Euler scheme [29] is used to numerically integrate spatially discretized versions of
Eqs. (4.1) and (4.2). All the results reported here were obtained in the equilibrium
regime. S(t) is measured as the probability that the height fluctuation hi at a
particular site i does not cross the average step height (which is conveniently chosen
as the “zero” of the height stochastic variable) over time t, averaged over all sites and
many (∼ 104 − 106) independent runs. C(t) is calculated exactly using discretized
versions of Eqs. (4.4) and (4.5).
Typical results for C(t) and S(t) are shown in Fig. 4.1 (a-c) for Eq. (4.1) and
in Fig. 4.2 (a-c) for Eq. (4.2) [λ = 0 in both cases]. As indicated in the figures,
we used several different values of the sampling time δt in the measurement of S(t)
[C(t) is, of course, independent of δt]. It is clear from the plots that both C(t)
and S(t) decay exponentially at long times. The time scales τc and τs are extracted
from exponential fits shown in the semi-log plots as dashed straight lines. The
dependence of τc on L is given exactly by τc(L) = (L/2pi)
z. The results for different
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values of L shown in Figs. 4.1 and 4.2 indicate that τs also increases rapidly as L is
increased. However, we find that the calculated values of τs extracted from the S(t)
data obtained for different L using the same sampling time δt exhibit small but clear
deviations from the expected proportionality to Lz. These small deviations result
from a weak dependence of S(t) on the sampling time δt. As shown in Fig. 4.1c)
and Fig. 4.2b), the rate of the exponential decay of S(t) at large t depends weakly
on the value of δt used in the measurement of S. This is in accordance with the
analytic predictions of Refs. [65, 66]. Since the only time scale in the problem is τc
(as mentioned above, τs should be proportional to τc), the dependence of S(t) on
the sampling time δt should involve the scaling combination δt/τc. Since τc(L) ∝ Lz
in our models, this argument suggests that the sampling time should be chosen to
be proportional to Lz if the survival probabilities for different values of L are to be
tested for scaling. Indeed, as shown in Fig. 4.1d), the values of S(t) obtained for L
= 100, 200 and 400 using δt = 0.625, 2.5 and 10.0, respectively, (so that δt ∝ Lz
with z = 2) all fall on the same scaling curve when plotted as functions of t/Lz with
z = 2. As shown in Fig. 4.2d), a similar scaling collapse is obtained for Eq. (4.2).
Here, the sampling times for different L are chosen to be proportional to L4, and the
best scaling collapse is obtained when the data for different L are plotted against
t/Lz with z ' 3.95. These results establish that the full function S(t, L, δt) (not
just the asymptotic long-time part) has the scaling form
S(t, L, δt) = f(t/Lz, δt/Lz), (4.7)
where the function f(x, y) decays exponentially for large values of x and the rate of
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Figure 4.1: S(t) and C(t) for the Langevin equation of Eq.(1). The dashed lines are
fits of the long-time data to an exponential form. In panels (a-c), the uppermost
plots show the data for C(t). Panel (a): L = 100, δt = 0.625. Panel (b): L = 200,
δt = 2.5. Panel (c): L = 400, δt = 10.0 (upper plot) and δt = 1.0 (lower plot).
Panel (d): Finite-size scaling of S(t, L, δt). Results for S for 3 different sample sizes
with the same value of δt/Lz (z = 2) are plotted versus t/Lz.
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Figure 4.2: S(t) and C(t) for the Langevin equation of Eq.(2). In panels (a-c), the
uppermost plots show the results for C(t). The dashed lines are fits of the long-time
data to an exponential form. Panel (a): L = 20, δt = 1. Panel (b): L = 40, δt = 16
(upper plot) and L = 40, δt = 1 (lower plot). Panel (c): L = 80, δt = 256. Panel
(d): Finite-size scaling of S(t, L, δt). Results for S for 3 different sample sizes with
the same value of δt/Lz (z = 4) are plotted versus t/Lz.
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this decay increases slowly as y is decreased. This finite-size scaling behavior of S,
which represents the second important result of our study, is similar to that found
[72] for the persistence probability in a coarsening system. However, the dependence
on the sampling time, essential in our scaling considerations, was not analyzed in
Ref. [72].
We have also studied the behavior of C(t) and S(t) for Eq. (4.1) when the
value of τc is primarily determined by the presence of a nonzero λ associated with
step-step interaction (cf. Eq. (4.5) above). By varying λ and δt for a system with
L = 400, we find that S(t, λ, δt) exhibits excellent scaling behavior as a function
of t/τc if the quantity δt/τc is held constant. Therefore, we conclude that S is a
function of the scaling variables t/τc and δt/τc, irrespective of the origin of the finite
value of the correlation time τc.
For λ = 0, the ratio c = τs/τc for Eq. (4.1) decreases from about 0.57 to about
0.41 as the ratio δt/τc is decreased from 0.025 to 2.5× 10−4, indicating that c ' 0.4
in the δt → 0 limit. For relatively large L and nonzero λ, where τc is determined
primarily by the value of λ, we find that c ' 0.47 for δt/τc = 0.025. The difference
between the values of c for the same value of δt/τc in the two cases reflects the
expected dependence of c on the details of C(t). For Eq. (4.2) with λ = 0, the
value of c decreases from about 0.44 to about 0.30 as δt/τc is decreased from 0.01 to
6×10−4. The qualitative behavior of c as a function of δt/τc is similar in all the cases
we have considered, and is consistent with the general predictions of Refs. [65, 66].
We have also used dynamical STM data to calculate C(t) and S(t) for two
experimental systems: Al/Si(111) at relatively high temperatures, which is believed
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Figure 4.3: S(t) and C(t) for two experimental systems. The dashed lines are fits
of the long-time data to an exponential form. Panel (a): Al/Si(111) at T = 970K.
Panel (b): Ag(111) at T = 450K.
[38, 68, 73] to provide a physical realization of Eq. (4.1), and Ag(111) at relatively
low temperatures where the step fluctuations are expected [39, 70] to be governed
by the conserved Eq.(4.2). Some of the results of this analysis are shown in Fig. 4.3.
For Al/Si(111) at 970K we find exponential decay of both C(t) and S(t). The value
of the ratio c obtained from the estimates of τc and τs is close to 0.5. This value is
right in the middle of the range of values of c obtained from our numerical study of
Eq. (4.1). The Ag(111) at 450K data is characterized by c ' 0.34, which is again
in the range of values obtained in the numerical study of Eq. (4.2). We, therefore,
conclude that the available experimental data on S(t) and C(t) are consistent with
our theoretical results.
Experimental data on the Al/Si(111) system are available at several tempera-
tures between 770K and 1020K. As reported in Ref. [38], S(t) decays exponentially
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at long times at all these temperatures, with τs decreasing from 3.6s to 0.9s as T is
increased from 770K to 1020K. Using these values of τs (actually, the corresponding
values of τc obtained from the relation τs/τc ' 0.5) together with the values of the
parameters Γ and β˜ obtained from other measurements [68, 73], we have calculated
an “effective length” Leff that would lead to the observed finite value of τc if it
resulted from a finite length of the sample. The value of Leff is found to decrease
from 4020A˚ to 389A˚ as T is decreased from 1020K to 770K. These values are much
smaller than the nominal step lengths in the experimental sample. The observed
T -dependence of Leff is inconsistent with the possibility that the finite values of
τc are due to a nonzero value of the parameter λ: the length scale associated with
λ should increase [69] as T is decreased. It is possible that Leff is a measure of
the typical length of a step edge between adjacent points that are held fixed by
some kind of pinning centers. Since pinning becomes more effective at low T , this
mechanism would provide a qualitative explanation of why Leff decreases as T is
reduced. Yet another possibility is that Leff is a measure of the length scale over
which step edge fluctuations are effectively equilibrated.
4.4 Conclusion
To conclude, we have shown analytically and numerically that the survival prob-
ability of equilibrium step fluctuations on vicinal surfaces decays exponentially at
long times, and have established a relation between the time scales characterizing
the exponential decay of the survival probability and the autocorrelation function.
107
Our theory explains the puzzling experimental finding of an exponential decay of
S(t) reported in Ref. [38]. We have also shown that the survival probability ex-
hibits simple scaling as a function of the system size and the sampling time, which
plays a very important role in the measurement of S(t). Similar scaling features are
displayed by the generalized survival probability, as we will see in the next chapter.
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5. GENERALIZED SURVIVAL IN EQUILIBRIUM STEP
FLUCTUATIONS
In this chapter, we introduce the concept of a generalized survival probability which
enables us to probe deeper into the nature of the stochastic process of interface
step fluctuations. The generalized survival probability is the probability S(t, R)
that a given lateral step position x with a height (i.e., step fluctuation measured
from the equilibrium step position) h(x, t) at time t does never cross a pre-assigned
reference level of the height, R, throughout the entire evolution. We have seen in
Chapter 4 that the particular case with R = 0 (i.e., the probability of the dynamical
step height not returning in time t to its average (“equilibrium”) R = 0 level)
has been studied [43] both analytically and experimentally, and it has been shown
to exhibit an exponential decay at large times, S(t) ∝ exp(−t/τs), where τs is
the survival time scale that provides information about the underlying kinetics.
The resulting surface step fluctuation survival probability S(t) = S(t, R = 0) and
the associated time scale τs have also recently been studied experimentally using
dynamical scanning tunneling microscopy (STM) on different metallic systems: Al
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steps on Si (111) surface at high temperatures, and Ag and Pb (111) surfaces at
relatively low temperatures [70]. In this chapter, we show numerically that S(t, R)
also has an exponential behavior at large time, S(t, R) ∝ exp(−t/τs(R)), where
τs(R) is the generalized survival time scale. Our study reveals the dependence of
τs(R) on the system size L, sampling interval δt, and reference level position R,
allowing us to establish the complete scaling form of S(t, R). In particular, the
sampling interval [65, 66] turns out to be an essential ingredient inherent in any
real experimental measurement procedure. Also the study of the dependence of the
generalized survival time scale on the choice of the reference level R, which turns out
to be exponential, should have particular importance for understanding the effect
of thermal fluctuations at the nanoscale.
We consider the case of the high-temperature step fluctuations dominated by
atomistic attachment and detachment (AD), where the step edge is known [1] to
be well described by the coarse-grained second-order non-conserved linear Langevin
equation (i.e., the Edwards–Wilkinson (EW) equation [12]).
For equilibrium step fluctuations, we define the generalized survival probability
with respect to the height reference level R, S(t, R), as the probability for the height
variable to remain consistently above a certain pre-assigned value “R” over time t:
S(t, R) ≡ Prob { h(x, t′) > R, ∀ t0 ≤ t′ ≤ t0 + t }, (5.1)
where h(x, t) is the dynamical height of the interface at a fixed lateral position x at
time t, and t0 is the initial time of the measurement.
The generalized survival probability function, S(t, R), defined in Eq. (5.1)
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above, leads to a hierarchy of generalized survival time scales, τs(R), if the steady-
state decay of S(t, R) in time follows an exponential trend, S(t, R) ∼ e−t/τs(R). As
we show below, this indeed is obtained for Edwards–Wilkinson equilibrium step
fluctuation phenomena, allowing us to define and measure the non-trivial survival
time scale τs(R), 0 ≤ R ≤ Rmax, that varies between τs(R = 0) and τs(Rmax),
where τs(R = 0) is the usual survival time scale and τs(Rmax) is the survival time
with respect to the highest reference level Rmax that can be defined for a model
with finite roughness (i.e. rms fluctuations of the height variable with respect to
the average). Rmax is limited by the maximum value of the height fluctuation
amplitude. Obviously, S(t, R) and τs(R) are natural generalizations of the survival
probability S(t) and the survival time scale τs, respectively, to the more complex
concept of distribution of generalized survival times with limiting behavior (i.e.
R = 0) providing the usual survival time.
The exponential decay at large time of S(t, R) that we find numerically is not
surprising. The generalized survival probability with respect to the reference level
R can be regarded as the probability Z(t) of no zero crossing of the new stochas-
tic variable H(x, t) = h(x, t) − R. What we are looking for is the probability for
the stochastic variable H(x, t) to remain positive up to time t (or, equivalently, the
probability for h(x, t) + R to remain negative over time t). This type of question
for the Gaussian stationary processes with zero mean has been addressed by mathe-
maticians for a long time [31]. The no zero crossing probability is traditionally inves-
tigated in conjunction with the autocorrelation function, CH ≡ 〈H(x, t1)H(x, t2)〉
(where 〈...〉 represents an average over all realizations of H(x, t) arising from the
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thermal noise source). It is known [71] that for a stationary Gaussian process (i.e.
CH = f(|t1 − t2|) ≡ f(t)) with an autocorrelation function decaying faster than 1/t
at large t, the asymptotic behavior of the no zero crossing probability is exponen-
tial, Z(t) ∝ exp(−µt). The autocorrelation function CH(t) itself has been shown
[43] to be stationary at late times and to decay exponentially. This, along with the
exponential decay of Z(t), ensures an exponential decay for S(t, R).
5.1 Numerical measurement of S(t, R) for the atomistic
stochastic Family model
In order to numerically simulate the process described by the attachment/detachment
limited kinetics (i.e., Eq. (1.1.2), we have used discrete stochastic Monte Carlo simu-
lations of the corresponding atomistic solid–on–solid model, the extensively studied
Family model [1], which belongs asymptotically to the Edwards–Wilkinson univer-
sality class [12]. The Family model in (1+1)–dimensions (i.e. one spatial variable
and one temporal variable) is characterized by β = 1/4, α = 1/2 and z = α/β = 2
[1], where the growth exponent β is the rate of change of interface width (or rough-
ness) in the transient regime (w(t) ∼ tβ), the roughness exponent α shows the
saturation of the width for a system with fixed size L in the steady state regime
(w(L) ∼ Lα) and z is the dynamical exponent. This model involves the traditional
random deposition (at a rate of one complete monolayer during one unit of time) and
surface relaxation such that the adatoms are searching for the sites with the mini-
mum local height. We have taken the relaxation length to be the lattice constant
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and we have applied the usual periodic boundary conditions. Typical sizes (i.e.,
number of lattice sites) used in this numerical work are 100−900, and the averaging
procedure implies a number of at least 105 independent runs. All the measurements
correspond to the steady state regime where the interface roughness has reached a
time independent equilibrium value (i.e., t0  Lz in Eq. (5.1)). We also mention
that the smallest value for the sampling time is 1. We emphasize that our use of
Family model is just a matter of convenience in simulating the EW equation [1]; our
results are simply an exact discrete stochastic simulation of the EW equation.
Our results for the generalized survival probability and the associated time
scale are presented in Figs. 5.1 and 5.2. S(t, R) is simply computed as the fraction
of sites which, starting above (below) the level R (−R) at time t0, have not crossed
the reference level up to a later time t0 + t. In Fig. 5.1 we show that, as expected,
the generalized survival with respect to an arbitrary reference level R follows an
exponential decay at large times. The only varying parameter in Fig. 5.1 is the
reference level R. We have considered six values for R, R = 0, 1, ..., 5 (only the
first four curves are displayed due to the limitations imposed by the quality of the
statistics, since as R increases it is less probable to have a reasonable number of
lattice sites with height variables above (below) R (−R)). The dashed lines are
fits of the long-time data to an exponential form, S(t, R) ∝ exp(−t/τs(R)). The
upper curve has R = 0 and corresponds to the usual survival probability previously
studied in Ref. [43]. However, all the other curves are new and they prove that the
generalized survival probability decays exponentially in the long-time limit, with
an associated time scale, τs(R), which decreases with the reference level value. As
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Figure 5.1: S(t, R) for the discrete Family model. The dashed lines are fits of the
long–time data to an exponential form. The system size is L = 100, the sampling
time is δt = 1.0 and the reference level R takes four different values: 0, 1, 2 and 3
(from top to bottom). The inset shows the dependence of the generalized survival
time scale τs(R) on the reference level value (up to R = 5). The continuous curve
represents a fit to an exponential decay of τs(R) vs. R.
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shown in the inset of Fig. 5.1, the dependence of τs(R) on R is exponential, but
clearly more work is needed in order to understand this trend.
5.2 Scaling form of S(t, R)
In Fig. 5.2 we have used several lattice sizes, sampling times and reference levels in
order to identify the scaling behavior of S(t, R). In panel (a) we show the generalized
survival with respect to level R = 1, measured using δt = 1, for two system sizes:
L = 100 and L = 200. We observe that the underlying survival time scale increases
rapidly with L. In fact, τs(R) for a fixed R is expected to grow proportionally to L
z
[43]. However, we obtain that τs(R = 1) ' 103 for L = 100, and τs(R = 1) ' 429
for L = 200, so the measured generalized survival time exhibits a small deviation
from the expected value of 103 × 4 = 412. We find that this small effect is due to
the dependence of the generalized survival on sampling time δt. This is clearly seen
in panel (b). It turns out that a system with a fixed size (L = 200) is characterized
by different values of τs(R) if the sampling time of the measurement is adjusted. We
observe that τs(R) increases weakly as the sampling time is increased. One might
argue that this effect is very small and could be neglected, but we have found that
the effect of the sampling time on the measured generalized survival probability has
to be taken into account in order to find the complete scaling function of S(t, R).
In addition, this effect is even stronger for systems with slower dynamics (i.e. larger
z) [43]. Interestingly enough, we note that fixing the reference height level in the
generalized survival probability problem introduces an additional length scale, that
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is related to the steady state value of the interface width, i.e. Lα. Indeed, in panel
(c) we look at three different systems with L = 200, 400 and 900, respectively, and
the generalized survival curves are calculated for R = 1, 2 and 3, respectively, i.e
the level R is varied proportionally to Lα, with α = 1/2 as appropriate for the EW
equation. In addition, the sampling time for each of these three cases is also varied,
δt ∝ Lz (z = 2), so we have considered δt = 1 for L = 100, δt = 16 for L = 400,
and δt = 81 for L = 900, respectively. A perfect collapse of the curves S(t, R)
vs. t/Lz occurs when using z = 2.03, which agrees with the expected value z = 2,
characteristic for the EW dynamics. This numerical analysis allows us to conclude
that the scaling form of the generalized survival probability is
S(t, L,R, δt) = f(t/Lz, R/Lα, δt/Lz), (5.2)
where the function f(x, y, z) decays exponentially for large values of x. The rate of
this decay decreases rather rapidly as y is decreased and increases rather slowly as
z is decreased. Note that for y = 0 we recover the scaling form of the usual survival
probability with R = 0 [43] that has been analyzed in details in the previous chapter.
5.3 Conclusion
To conclude, we have shown that the generalized survival probability of equilibrium
step fluctuations on vicinal surfaces with Edwards–Wilkinson dynamics decays ex-
ponentially at long times. We have investigated the associated generalized survival
time scale that depends on the system size L, sampling time δt, and the choice of the
reference level R. In particular, the dependence of τs(R) on R, which based on our
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Figure 5.2: S(t, R) for the Family model. The dashed lines are fits of the long–time
data to an exponential form. (a): L = 100 (lower curve) and L = 200 (upper curve),
using fixed sampling time δt = 1 and reference level R = 1. (b): δt = 1 (lower plot)
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of the curves with L=100, 400 and 900, respectively, occurs when using z = 2.03.
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preliminary investigations seems to have an exponential trend, should be useful in
understanding the stability of thermally fluctuating interfaces. We have also shown
that the generalized survival probability exhibits simple scaling as a function of L,
δt, and R. Our numerical results on S(t, R) can be easily extended to fluctuating
interfaces characterized by different dynamical evolutions (such as low–temperature
step edge diffusion limited kinetics) belonging to different universality classes. Our
goal here, using the example of the step fluctuations process characterized by the
EW universality class, is to establish the generalized survival probability as an im-
portant statistical concept in studying thermally fluctuating interfaces.
Finally, we mention that the generalized survival probability could be experi-
mentally measured using dynamical STM step fluctuations data, opening the possi-
bility for a direct approach to the crucial issue of interfacial stability. Our theoretical
considerations for S(t, R) should also be useful in understanding the dynamical evo-
lution of other physical processes [34, 35, 36, 37, 74] where a first-passage statistics
has proven to be an useful concept.
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6. SPATIAL PERSISTENCE AND SURVIVAL
PROBABILITIES FOR FLUCTUATING INTERFACES
6.1 Introduction
The concept of temporal persistence [19], which is closely related to first-passage
statistics, has been used recently to study various non-Markovian stochastic pro-
cesses both theoretically [23, 29, 30] and experimentally [34, 35, 36, 37, 38, 39, 74].
On the other hand, very little is known about the behavior of the spatial persistence
and/or survival probability. As explained in Section 1.3.5 there are two exponents,
θSS and θFIC , associated with P (x0, x0 + x). The values of the exponents θSS and
θFIC for interfaces with dynamics described by a class of linear Langevin equations
have been determined in Ref. [45] using a mapping between the spatial statisti-
cal properties of the interface in the steady state and the temporal properties of
stochastic processes described by a generalized random-walk equation. It turns out
that for these systems, θSS is equal to either 3/2 − n for 1/2 < n < 3/2 or 0 for
n > 3/2, where n = (z − d+ 1)/2, d is the spatial dimension, and z is the standard
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dynamical exponent of the underlying Langevin equation. The FIC spatial persis-
tence exponent is found to have the value θFIC = θ(n), where θ(n) is a temporal
persistence exponent for the generalized random walk problem to which the spatial
statistics of the interface is mapped. Two exact results for θ(n) are available in the
literature: θ(n = 1) = 1/2, corresponding to the classical Brownian motion [57] and
θ(n = 2) = 1/4, corresponding to the random acceleration problem [58, 75].
Very recently, experimental measurements of the spatial persistence proba-
bility have been performed [74] for a system (combustion fronts in paper) that is
believed to belong to the Kardar–Parisi–Zhang (KPZ) [13] universality class. How-
ever, the FIC spatial persistence probability is not investigated at all in this work.
Instead, the authors analyze a “transient” spatial persistence (i.e., the probability
is measured by sampling over all the sites of a transient interfacial profile obtained
before the steady state is reached). This transient spatial persistence is completely
different from the FIC spatial persistence which is measured in the steady-state
regime by sampling a special class of initial sites. As a consequence, additional
study is required in order to understand the experimental and numerical possibili-
ties for measuring PFIC and its associated nontrivial exponent θFIC .
In this chapter, we present the results of a detailed numerical study of spa-
tial persistence in a class of one-dimensional models of fluctuating interfaces. Our
interest in analyzing the spatial persistence of fluctuating interfaces is motivated
to a large extent by their important (and far from completely understood) role in
the rapidly developing field of nanotechnology where the desired stability of nan-
odevices requires understanding and controlling thermal interfacial fluctuations. In
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this context, the study of first-passage statistics in general, or of the persistence
probability (both spatial and temporal) [29, 30, 45] in particular, turns out to be
a very useful approach. To address this problem we consider stochastic interfaces
with dynamics governed by the Edwards–Wilkinson (EW) [12] and KPZ equations.
For the EW equation, we consider both white noise (uncorrelated in both space
and time) and “colored”noise that is correlated in space but uncorrelated in time.
The effect of noise in spatially distributed systems is an interesting problem by it-
self and has been widely studied [76]. In this chapter, we investigate the effects of
noise statistics on the spatial structure of fluctuating interfaces using the conceptual
tool of spatial persistence probability. Using the isomorphic mapping procedure of
Ref. [45], we derive exact analytical results for the spatial persistence exponents of
(d + 1)–dimensional EW interfaces driven by power-law correlated noise. We then
compare our analytical results with those obtained from numerical integrations of
the corresponding stochastic equations. The use of power-law correlated noise in the
EW equation allows us to explore the situation where the two spatial persistence
exponents θSS and θFIC are different.
Our numerical study also provides a characterization of the scaling behavior of
spatial persistence probabilities as functions of the system size. Information about
the system-size dependence of persistence probabilities is necessary for extracting
the persistence exponents from experimental and numerical data. In studies of the
scaling behavior of spatial persistence probabilities, one has to consider another
important length scale that always appears in practical measurements: this is the
sampling distance δx which represents the “nearest-neighbor”spacing of the uniform
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grid of spatial points where the height variable h(x, t0) is measured at a fixed time t0.
The sampling distance δx is the spatial analog of the “sampling time” [43, 65] that
represents the time-interval between two successive measurements of the height at
a fixed position in experimental and computational studies of temporal persistence.
Once the effect of a finite δx on the measured spatial persistence is understood,
one can relate correctly the experimental and numerical results to the theoretical
predictions. Our study shows that the spatial persistence probabilities (both SS
and FIC) exhibit simple scaling behavior as functions of the system size and the
sampling distance.
In addition to the temporal persistence probability, the temporal survival prob-
ability [38, 43, 44] has been shown recently to represent an alternative valuable
statistical tool for investigations of first-passage properties of spatially extended
systems with stochastic evolution. In the context of interface dynamics, the tempo-
ral survival probability is defined as the probability that the height of the interface
at a fixed position does not cross its time-averaged value over time t. In contrast
to the power-law behavior of the temporal persistence probability (which, we recall,
measures the probability of not returning to the initial position), the temporal sur-
vival probability exhibits an exponential decay at long times, providing information
about the underlying physical mechanisms and their associated time scales [43]. In
this study, we make the first attempt to analyze the behavior of the spatial survival
probability, S(x0, x0 + x), defined as the probability of the interface height between
points x0 (which is an arbitrarily chosen initial position) and x0+x not reaching the
average level 〈h〉 (rather than the original value h(x0, t0)). We present numerical
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results for S(x0, x0 + x) that show that its spatial behavior in the SS regime is nei-
ther power-law, nor exponential, while in the FIC regime, it becomes very similar
to the spatial persistence probability, PFIC(x0, x0 + x).
The chapter is organized as follows. In Sec. 6.2, we define the models studied
in this work, review existing analytical results about their spatial persistence prop-
erties, and present new analytical expressions for the spatial persistence exponents
for EW interfaces with colored noise in arbitrary spatial dimension. In Sec. 6.3, we
describe the numerical methods used in our study and discuss how the spatial per-
sistence and survival probabilities are measured in our numerical simulations. The
results obtained in our (1+1)–dimensional numerical investigations are described in
detail and discussed in Sec. 6.4, for both discrete stochastic solid-on-solid models
(Sec. 6.4A) and the spatially discretized EW equation with colored noise (Sec. 6.4B).
Sec. 6.5 contains a summary of the main results and a few concluding remarks.
6.2 Stochastic equations for fluctuating interfaces
We have performed a detailed numerical study of the spatial persistence of (1+1)–
dimensional fluctuating interfaces where the dynamics is described by the well known
EW equation
∂h(x, t)
∂t
= ∇2h(x, t) + η(x, t), (6.1)
or alternatively by the KPZ equation
∂h(x, t)
∂t
= ∇2h(x, t) + (∇h(x, t))2 + η(x, t), (6.2)
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where ∇ and ∇2 refer to spatial derivatives with respect to x, and η(x, t) with
〈η(x, t)η(x′ , t′)〉 ∝ δ(x − x′)δ(t − t′) is the usual uncorrelated random Gaussian
noise. The dynamical exponent for Eq. (6.1) is z = 2, and since d = 1 in our
study, the variable n defined in Sec. 6.1 is equal to 1. So, we expect both θSS
and θFIC for this system to be equal to 1/2 [45]. Although the KPZ equation is
nonlinear, characterized by z = 3/2, it is well-known that in the long time limit,
the probability distribution of the stochastic height variable h(x, t) in this equation
is the same as that in the EW equation (i.e. P (h) ∼ exp[ − ∫ dx(∇h)2 ] ) in (1+1)
dimensions. The static roughness exponent, α, is the same (α = 1/2) for both
cases. The 1+1–dimensional KPZ model differs from the EW model in the transient
scaling regime where the interfacial roughness grows as a power-law in time, but
this temporal regime is not involved in the calculation of the spatial persistence
probabilities, as explained in Sec. 6.1. As a consequence, the steady-state spatial
properties of (1+1)–dimensional interfaces governed by Eq. (6.2) can be mapped, as
for Eq. (6.1), into a stochastic process with n = 1. So, the expected values of θSS
and θFIC for the (1+1)–dimensional KPZ universality class are also equal to 1/2.
Thus, studies of (1+1)–dimensional KPZ and EW interfaces do not bring out the
interesting possibility of different values for the spatial persistence exponents θSS
and θFIC .
To examine the theoretical prediction [45] of a possible difference between the
values of θSS and θFIC , we consider the case when the interface dynamics is governed
by a EW-type equation with long-range spatial correlations in the noise. Specifically,
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we consider Eq. (6.1) with Gaussian colored noise [77] with variance given by
〈ηc(x, t) ηc(x′, t′)〉 = gρ(x− x′)δ(t− t′), (6.3)
where 0 ≤ ρ < 1/2 is a parameter that characterizes the spatial correlation of the
noise, and
gρ(x− x′) =

|x− x′|2ρ−1 if |x− x′| 6= 0
gρ(0) if x = x
′
(6.4)
We have chosen gρ(0) as in Ref. [77] (i.e. gρ(0) = 1/ρ(1/2)
2ρ). As discussed be-
low, the SS and FIC spatial persistence exponents for (1+1)–dimensional interfaces
described by the EW equation with this kind of colored noise are expected to be
different from one another. This system, thus, provides an opportunity to examine
in detail the role of the choice of the initial points in determining the form of the
decay of the spatial persistence probability.
By applying the isomorphic mapping recipe of Ref. [45] to the (d+1)–dimensional
version of Eq. (6.1) with colored noise ηc whose statistics is defined by Eqs. (6.3)
and (6.4), we obtain the result n = (z − d + 1)/2 + ρ with z = 2, implying the
following analytical expressions for the spatial persistence exponents:
θSS =
d
2
− ρ (6.5)
and
θFIC = θ
(
3− d
2
+ ρ
)
. (6.6)
Thus, the value of θSS is completely determined by the noise correlation parameter
ρ. However, based on the range of values for ρ, we can only infer that θFIC varies
(presumably in a continuous manner) between θ(3−d
2
) and θ(4−d
2
) as the parameter
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ρ is increased from 0 to 1/2. For d = 1, this implies a change from the value
θ(1) = 1/2 to θ(3/2), expected to lie between 1/2 and θ(2) = 1/4, as ρ changes
from 0 to 1/2. Since the value of θSS for d = 1 goes to 0 as ρ approaches the
value 1/2, it is clear that the values of the two spatial persistence exponents must
be different for a general value of ρ in the range [0,1/2). This difference would be
small for ρ near zero (the two persistence exponents have the same value for ρ = 0),
and maximum for ρ near 1/2. Therefore, the model with ρ substantially different
from zero provides a numerically tractable situation where the interesting theoretical
prediction of the existence of two different nontrivial spatial persistence exponents
can be tested. We also mention that the usual dynamical scaling exponents take the
following ρ-dependent values in the model with colored noise: α = (2 − d + 2ρ)/2,
β = (2− d + 2ρ)/4. Thus, the general result [45], θSS = 1− α, is satisfied for all d
and ρ.
We have investigated these aspects in a detailed numerical study of models
that belong in the universality classes of the Langevin equations of Eqs. (6.1) and
(6.2). For Eq. (6.1) with uncorrelated white noise, we have used a discrete stochastic
solid-on-solid model (the Family model [3]) which is rigorously known to belong to
the same dynamical universality class. For Eq. (6.2) with uncorrelated white noise,
we have also used a discrete solid-on-solid model (the Kim–Kosterlitz model [8]).
Finally, for the EW equation with colored noise, the numerical results were obtained
from a direct numerical integration of the spatially discretized stochastic differential
equation.
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6.3 Numerical methods
Simulations of the atomistic Family and Kim-Kosterlitz models are carried out using
the standard Monte Carlo method for implementing the stochastic deposition rules
of each model. Numerical integration of the EW equation with colored noise is
performed using the simple Euler method [29, 78]. We solve the (1+1)–dimensional
Eq. (6.1) with spatially long-range correlated noise for the real variable h(xj, tn),
where tn = n∆t (n = 0, 1, . . .) and xj = j∆x (j = 0, 1, . . . , L − 1), with periodic
boundary conditions. Here, ∆t and ∆x are the spatial and temporal grid spacings,
respectively. Using the forward-time centered-space representation [78], Eq. (6.1)
becomes:
h(xj, tn+1)−h(xj, tn) = ∆t
[
h(xj+1, tn)− 2h(xj, tn) + h(xj−1, tn)
(∆x)2
]
+
√
∆t ηc(xj, tn).
(6.7)
We have chosen ∆x = 1 and ∆t small enough (i.e. ∆t = 0.01) in order to satisfy
the stability criterion 2∆t/(∆x)2 ≤ 1. The spatial correlation of the noise is given
by
〈ηc(xj, tn) ηc(xk, tm)〉 = gρ(xj − xk)δn,m (6.8)
with
gρ(xj − xk) =

|xj − xk|2ρ−1 if 1 ≤ |xj − xk| ≤ L2
(L− |xj − xk|)2ρ−1 if |xj − xk| > L2
gρ(0) if xj − xk = 0
(6.9)
where gρ(0) = 1/ρ(1/2)
2ρ. The colored noise is generated using the recipe from Ref.
[77]. The Fast Fourier Transform operation that is used in the noise-generation
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procedure constrains the system size to be an integral power of 2. Due to the use
of periodic boundary conditions (which are also imposed on the noise correlation
function, see Eq. (6.9)), the range of x over which spatial correlations and persistence
properties are meaningfully measured is of the order of L/2.
The SS spatial persistence probability PSS(x0, x0 + x) is measured at a fixed
time t0 (which is much larger than the time tsat ∼ Lz required for the interface
roughness to saturate) as the probability that the interface height variable does not
cross its value, h(x0, t0), at the initial point x0 as one moves along the interface
from the point x0 to the point x0+ x. This probability is averaged over all the sites
in a steady-state configuration and also over many independent realizations of the
stochastic evolution. Thus,
PSS(x0, x0 + x) ≡ Prob { sign [h(x0 + x′)− h(x0)] = constant ,
∀ 0 < x′ ≤ x , ∀ x0 ∈ SSS } , (6.10)
where sign [y] represents the sign of the fluctuating quantity y, and SSS is the ensem-
ble containing all the lattice sites in a steady-state configuration. The FIC spatial
persistence probability PFIC(x0, x0+x) is obtained in a similar manner, except that
the average is performed over a particular subensemble of the steady-state config-
uration sites, SFIC ⊂ SSS, characterized by finite values of the height variable and
its spatial derivatives:
PFIC(x0, x0 + x) ≡ Prob { sign [h(x0 + x′)− h(x0)] = constant ,
∀ 0 < x′ ≤ x , ∀ x0 ∈ SFIC } . (6.11)
Since the persistence probabilities are averaged over the choice of the initial point x0,
we omit writing x0 explicitly in the arguments of PSS and PFIC from now on, while
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stressing the important fact that the ensemble of initial sites used in the averaging
process determines which one of the two persistence probabilities is obtained. We
consider two different methods for measuring PFIC(x), depending on the type of the
model (atomistic solid-on-solid model or spatially discretized Langevin equation)
being studied. In the former case where the height variables are integers, the FIC
spatial persistence probability measurement involves a sampling procedure from the
subset of sites characterized by a fixed integer value of the height (measured from the
average, 〈h〉, of the heights of all the sites at time t0) which is substantially smaller
than the typical value of the height fluctuations measured by the saturation width of
the interface profile. In calculations using the direct numerical integration technique,
the height variable can take any real value. Thus, the probability of finding a fixed
value of the stochastic height variable is infinitesimally small. For this reason, fixing
a reference level H and sampling over the sites with h(x0, t0) = 〈h〉 +H is useless.
We, therefore, consider in this case a continuous interval of height values (symmetric
with respect to the average height 〈h〉) with width w which is considerably smaller
than the amplitude of the height fluctuations. The positions characterized by a
height variable within this interval represent the subensemble of lattice positions
involved in the sampling procedure necessary for measuring PFIC(x).
The spatial survival probabilities corresponding to the SS and FIC conditions
are calculated similarly to the corresponding persistence probabilities, except that
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the stochastic variable under consideration becomes h(x0 + x
′)− 〈h〉. Thus,
SSS(x0, x0 + x) ≡ Prob { sign [h(x0 + x′)− 〈h〉] = constant ,
∀ 0 ≤ x′ ≤ x , ∀ x0 ∈ SSS } , (6.12)
and
SFIC(x0, x0 + x) ≡ Prob { sign [h(x0 + x′)− 〈h〉] = constant ,
∀ 0 ≤ x′ ≤ x , ∀ x0 ∈ SFIC } . (6.13)
6.4 Results and discussions
6.4.1 Solid-on-solid models
In the solid-on-solid Family and Kim–Kosterlitz models, the interface configuration
is characterized by a set of integer height variables {hi}i=1,L corresponding to the
lattice sites i = 1, . . . , L, with periodic boundary conditions. Since all the measure-
ments of the spatial persistence and survival probabilities are done in the steady-
state regime (i.e. in the regime where the interfacial roughness has reached a time-
independent saturation value), we used relatively small systems with L ∼ 200−3000
in order to be able to achieve the steady state within reasonable simulation times.
The resulting steady-state interfacial profile, corresponding to a final time t0 >> L
z,
is used to compute the spatial persistence and survival probabilities. The calcula-
tion of PSS(x) is relatively simple: it involves measuring the fraction of initial lattice
positions (all possible choices of the initial point are allowed) for which the interface
height has not returned to the height of the initial point (for persistence probabil-
ity) or to the average height level 〈h〉 (for survival probability) over a distance x,
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Figure 6.1: The steady state spatial persistence probability, PSS(x), for (1+1)–
dimensional EW interfaces with white noise, obtained using the discrete Family
model. Panel (a): Double-log plots of PSS(x) vs x for a fixed sampling distance
δx = 1, using three different values of L, as indicated in the legend. Panel (b):
Double-log plots of PSS(x) vs x/δx for a fixed system size, L = 1000, and three
different values of δx, as indicated in the legend.
averaged over many independent realizations (∼ 103 − 104) of the steady state con-
figuration. Measurements of PFIC(x) or SFIC(x) involve, in addition to these steps,
a preliminary selection of a subensemble of lattice sites which are characterized by a
fixed and small value H of the height measured relative to the spatial average. Only
the sites that belong to this subensemble (i.e. only the sites with hi = H + 〈h〉) are
used as initial points in the FIC measurements.
Two distinct length scales have to be taken into consideration in the interpre-
tation of the numerical results for the spatial persistence probability: the size L of
the sample used in the simulation, and the sampling distance δx which denotes the
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spacing between two successive points where the height variables are measured in
the calculation of the persistence probability. The minimum value of δx is obviously
one lattice spacing, but one can use a larger integral value of δx in the calculation of
persistence and survival probabilities. For example, a calculation of the persistence
probability with δx = m would correspond to checking the heights of only the sites
with index i0 + jm, where i0 is the index of the initial site and j = 1, 2, . . .. While
the importance of L in the measurement of P (x) is obvious (it sets the maximum
distance for which P (x) can be meaningfully measured), the effect of δx is rather
intricate and has to be carefully investigated. In Fig. 6.1(a) we start to analyze these
effects by looking at PSS(x) for EW-type interfaces. We note that when PSS(x) is
measured in systems with different sizes, using the smallest possible value for δx
(i.e. δx = 1), the exponent associated with the power-law decay of the persistence
probability does not change, but there is an abrupt downward departure from a
power-law behavior near x = L/2. It is not difficult to understand this behavior
qualitatively: as discussed earlier, measurements of spatial correlations and persis-
tence probabilities in a finite system of size L with periodic boundary conditions are
meaningful only for distances smaller than L/2. In Fig. 6.1(b), we have shown the
results for PSS(x) when L remains fixed and δx is varied. Since the the persistence
probability is, by definition, equal to unity for x = δx (see Eq. (1.3.7)), we have
plotted PSS as a function of x/δx in this figure to ensure that the plots for different
values of δx coincide for small values of the x-coordinate. The plots for different
δx are found to splay away from each other at large values of x/δx, with the plots
for larger δx exhibiting more pronounced downward bending. Again, the reason for
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this behavior is qualitatively clear: since a double-log plot of PSS(x) vs x begins
to deviate substantially from linearity as x approaches L/2 [see Fig. 6.1(a)], the
downward bending of the plots in Fig. 6.1(b) (which are all for a fixed value of L)
occurs at a smaller value of x/δx for larger δx. A more detailed scaling analysis of
the dependence of the persistence probabilities on x and δx is described below.
In Fig. 6.2 we show the results for spatial persistence and survival probabilities
for the discrete Family model. It is obvious from the plots that the spatial persistence
probabilities PSS(x) (panel (a)) and PFIC(x) (panel (c)) exhibit power-law decays
over an extended range of x values. The abrupt decay to zero near x = L/2 is
due, as discussed above, to finite size effects. The spatial persistence exponents are
extracted from the power-law fits shown in the log-log plots as dashed straight lines.
We find that θSS ' 0.51, in good agreement with the expected value 1/2. However,
it is clear that the steady state survival probability SSS(x), shown in Fig. 6.2(a),
does not exhibit a power-law behavior. This is similar to the qualitative behavior
of the temporal survival probability in the steady state of the Family model [43].
We now return to the dependence of the persistence probabilities on the sample
size L and the sampling distance δx. Since L and δx are the only two length
scales in the problem (the lattice parameter serves as the unit of length), it is
reasonable to expect [43] that the persistence probabilities would be functions of
the (dimensionless) scaling variables x/L and δx/L. If this is true, then plots of P
vs. x/L for different sample sizes should show a scaling collapse if the ratio δx/L
is kept constant. A similar scaling behavior of the temporal survival probability as
functions of L and the sampling time δt (in that case, the scaling variables are t/Lz
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Figure 6.2: PSS(x), PFIC(x), and SSS(x), obtained from simulations of the Family
model in (1+1) dimensions. In panels (a) and (b) we show the data for PSS(x) and
SSS(x), while in panels (c) and (d) we display the data for PFIC(x). (a): PSS(x)
and SSS(x) for L = 1000, δx = 1. The dashed line represents the best fit of the
PSS(x) data to a power–law form. (b): Finite-size scaling of PSS(x, L, δx). Three
probability curves are obtained for three different sample sizes with the same value
for the ratio δx/L = 1/200. (c): Scaling of PFIC(x, L, δx,H) for the same values
of L and δx as in panel (b). PFIC is calculated by sampling over lattice sites with
H = 0. (d): Scaling of PFIC(x, L, δx,H) for three different sample sizes with the
same value for the ratio δx/L, sampling over two subsets of lattice sites with the
same value of H/Lα (α = 0.5): 1/
√
200 (upper plot) and 4/
√
200 (lower plot).
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Figure 6.3: The spatial persistence probabilities, PSS(x) and PFIC(x), for the (1+1)-
dimensional Kim-Kosterlitz model which is in the KPZ universality class. As in
Fig. 6.2, in panels (a) and (b) we show the data for PSS(x). Panels (c) and (d) display
the data for PFIC(x). (a): PSS(x) for L = 1000, δx = 1. (b): Finite-size scaling of
PSS(x, L, δx). Three probability curves are obtained for three different sample sizes
with the same value for the ratio δx/L = 1/500. (c): Scaling of PFIC(x, L, δx,H),
obtained by sampling over the lattice sites with H = 0, for three different values
(same as those in panel (b)) of L and δx. (d): Scaling of PFIC(x, L, δx,H) for three
different sample sizes with the same value for the ratio δx/L, sampling over two
subsets of lattice sites with the same value of H/Lα (α = 0.5): 1/
√
300 (upper plot)
and 3/
√
300 (lower plot).
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and δt/Lz) was found in Ref. [43]. As indicated in panels(b-d) of Fig. 6.2, we have
used various values for the sampling distance δx in the measurement of PSS(x) and
PFIC(x). We observe that when the sampling distance is increased in proportion
to the system size (so that δx/L is held fixed), all the PSS(x) curves collapse when
plotted vs. x/L (see panel (b)). This confirms that the scaling form of the steady
state persistence probability is:
PSS(x, L, δx) = f1(x/L, δx/L), (6.14)
where the function f1(x1, x2) shows a power-law decay with exponent θSS as a func-
tion of x1 for small values of x1 and x2  1.
Let us turn our attention to PFIC(x). In the data shown in panel (c) of Fig. 6.2,
we have chosen the subensemble SFIC of sampling positions to contain only the
lattice sites whose height hi is equal to the average value 〈h〉 (i.e. H = 0). Obviously,
in this case the definitions for persistence and survival probabilities become identical,
since the probability that the height variable does not return to the original value
(i.e. hi = 〈h〉) is precisely the probability that the height variable does not reach
the average level 〈h〉. We find that θFIC ' 0.48 using a system with L = 1000
and δx = 1 and considering the subensemble of sites with H = 0. We note that
a remarkable collapse of PFIC(x) vs. x/L curves for different values of L is again
obtained when δx is adjusted to be proportional to the system size L, as shown in
panel (c). More interestingly, we observe that fixing the level H to a nonzero value
introduces a “height” scale in the problem that is related to the steady-state value of
the interface width. Since this width is proportional to Lα, where α is the roughness
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exponent, we expect the dependence of PFIC on H for nonzero values of H to be
described by the scaling variable H/Lα. We observe that if the level H is chosen to
be proportional to Lα, then the calculated values of PFIC for different sample sizes,
obtained using values of δx such that the ratio δx/L is also held constant, exhibit
a perfect scaling collapse, as shown in panel (d) of Fig. 6.2. This observation leads
us to the conclusion that the scaling form of the FIC persistence probability with
nonzero values of the level H is:
PFIC(x, L, δx,H) = f2(x/L, δx/L, H/L
α), (6.15)
where f2(x1, x2, x3) exhibits a power-law behavior with exponent θFIC as a function
of x1 for small x1 if x2  1 and x3 → 0. As the value of x3 is increased, the range
of x1 values over which the power-law behavior is obtained decreases and a more
rapid decay of the probability is noticed.
The predictions concerning the scaling behavior of the spatial persistence prob-
abilities are confirmed by the results for the atomistic Kim–Kosterlitz model. The
same discussion for Fig. 6.2 applies to Fig. 6.3 where we have shown the results
for the Kim-Kosterlitz model. We find that θSS ' 0.52 [see Fig. 6.3(a)], in good
agreement with the expected value of 1/2, and also that θFIC ' 0.47, using a rather
small simulation with L = 300 and δx = 1 and sampling over the subensemble
of sites with height at the average level [see Fig. 6.3(c)]. As shown in Fig. 6.3(b),
the SS persistence probability obeys the scaling form of Eq. (6.14). In Fig. 6.3(d),
we display the results for the measured PFIC for systems with different sizes and
sampling distances such that δx/L remains constant and considering two different
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subsets of sampling sites, each subset being characterized by a fixed value of H/Lα.
These results are in perfect agreement with the scaling form of Eq. (6.15).
Equations (6.14) and (6.15) provide a complete scaling description of the SS
and FIC persistence probabilities for (1+1)–dimensional fluctuating interfaces be-
longing to two different universality classes (i.e. EW and KPZ), modeled using
discrete solid-on-solid models. The associated spatial persistence exponents θSS and
θFIC are in good agreement with the theoretical values [45]. However, these stud-
ies do not illustrate the interesting possibility of a dependence of the persistence
exponent on the sampling procedure used in the selection of the initial sites used
in the calculation of the persistence probability: the two persistence exponents θSS
and θFIC have the same value for (1+1)–dimensional EW and KPZ interfaces. We
present and discuss below the results for a model where these two exponents have
different values.
6.4.2 Edwards–Wilkinson equation with colored noise
In order to measure the spatial persistence and survival probabilities in this system,
we have applied the steps described above on systems of sizes ∼ 28 − 210, using
100–400 independent realizations for averages. While the calculation of PSS(x) and
SSS(x) involves the same method as the one used in the case of the solid-on-solid
models, for measuring PFIC(x) and SFIC(x) we have selected the subensemble of
lattice sites whose heights h(xj, t0) at time t0  Lz satisfy the condition 〈h〉−w/2 ≤
h(xj, t0) ≤ 〈h〉+w/2, where 〈h〉 is the spatial average of the height at time t0. The
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Figure 6.4: Spatial persistence and survival probabilities for the EW equation with
spatially correlated noise. Panel a): PSS(x) and SSS(x) using a fixed system size
L = 29, two values of the noise correlation parameter (ρ = 0.1 and 0.2) and sampling
distance δx = 1. Panel b): PFIC(x) and SFIC(x) (inset), using the same parameters
as in panel a), and sampling initial sites from a band of width w = 0.10 centered
at the average height. The straight lines drawn through the data points in these
double-log plots represent power-law fits.
width w of the sampling window has to be chosen to be much smaller than the
amplitude of the interface fluctuations, but large enough to include a relatively large
fraction of the total number of sites in order to ensure adequate statistics. Under
these circumstances we have computed the fraction of these selected sites which do
not reach the “original” height h(xj, t0) (in the case of persistence probability) or
the average height level 〈h〉 (in the case of survival probability) up to a distance
x from the point xj. The numerical results for these probabilities, along with a
finite-size scaling analysis of their behavior, are shown in Figs. 6.4 and 6.5.
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We find that both SS and FIC spatial persistence probabilities for (1+1)–
dimensional interfaces described by the EW equation with colored noise exhibit
the expected power-law behavior as a function of x, as shown in Fig. 6.4, while
the SS survival probability shows a more complex x-dependence [see Fig. 6.4(a)].
Further work is needed in order to understand the behavior of SSS(x). When a
relatively small system with size L = 29 is used, the numerical results for the
spatial persistence exponents extracted from the power-law fits shown in Fig. 6.4
(for ρ = 0.1, we obtain θSS ' 0.43 and θFIC ' 0.38, while for ρ = 0.2, the exponent
values are found to be θSS ' 0.37 and θFIC ' 0.31) appear to be affected by
finite-size effects. Specifically, the values of θSS extracted from fits to the numerical
data are systematically larger than the theoretically expected values, θSS = 0.4 for
ρ = 0.1 and 0.3 for ρ = 0.2 (see Eq. (6.5)). Similar deviations from the analytical
results are also found for the usual dynamical scaling exponents α and β. We
have checked that simulations of larger samples bring the measured values of the
exponents closer to the expected values, but the convergence is rather slow. These
finite-size effects become more pronounced as the noise correlation parameter ρ is
increased. In Fig. 6.4 we show the results for ρ = 0.1 and ρ = 0.2, but we have
verified from simulations with larger values of ρ that the difference between the
expected and measured values of θSS increases as ρ is increased. This is expected
because the spatial correlation of the noise falls off more slowly with distance as ρ
is increased, thereby making finite-size effects more pronounced. Another possible
source of the discrepancy between the numerical and exact results for the exponent
θSS is the spatial discretization used in the numerical work. The effects of using a
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finite discretization scale ∆x on the observed scaling behavior of continuum growth
equations in the steady state have been studied in Ref. [79] where it was found that
the effective value of the roughness exponent α obtained from calculations of the
local width using a finite ∆x is smaller than its actual value. Since θSS = 1−α, the
values of θSS obtained from our calculations with ∆x = 1 are expected to be larger
than their exact values. Our results are consistent with this expectation. As shown
in the inset of Fig. 6.4(b), the FIC survival probability SFIC(x) behaves similarly to
PFIC(x) for both ρ = 0.1 and 0.2, exhibiting a power-law decay with an exponent
(of 0.38 and 0.33 for ρ = 0.1 and 0.2, respectively) that is very close to θFIC . This is
consistent with the expectation that the FIC persistence and survival probabilities
should become identical as the width parameter w used in the selection of initial sites
approaches zero (in this limit, both persistence and survival probabilities measure
the probability of not crossing the average height). Finally, we point out that both
SS and FIC exponents obtained from the numerical study exhibit the correct trend,
increasing in magnitude as ρ decreases. Also, the measured FIC spatial persistence
exponents satisfy the constraint 1/4 < θFIC ≤ 1/2. Our numerical results also
confirm the interesting theoretical prediction that the SS and FIC spatial persistence
exponents are different for the EW equation with spatially correlated noise.
We have found that the scaling forms of Eqs. (6.14) and (6.15) also provide a
correct description of the numerically obtained persistence and survival probabilities
for the EW equation with spatially correlated noise. This is illustrated in Fig. 6.5.
In Fig. 6.5(a), we show that the results for PSS(x, L, δx) obtained for different values
of L and δx fall on the same scaling curve when plotted against x/L if the ratio
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Figure 6.5: Finite-size scaling of the persistence probabilities, PSS(x) and PFIC(x),
and the FIC survival probability SFIC(x) for the EW equation with spatially corre-
lated noise. The noise correlation parameter is ρ = 0.2 and the sampling interval δx
takes three different values. Panel a): The SS persistence probability PSS(x, L, δx)
for three different sample sizes with a constant ratio δx/L = 1/28. Panel b): The
FIC persistence probability PFIC(x, L, δx, w) with fixed values of the quantities δx/L
(= 1/28) and w/Lα (= 0.1/25.6), where α = 0.7. Inset: Same as in the main figure,
but for the FIC survival probability.
142
δx/L is held fixed. This is precisely the behavior predicted by Eq. (6.14). As shown
in Fig. 6.5(b), the data for PFIC(x, L, δx, w) also exhibit good finite-size scaling
collapse if δx is varied in proportion to L and the width w of the sampling band is
increased in proportion to Lα. This is in perfect analogy with the scaling behavior
of the FIC persistence probability for the discrete stochastic models discussed in
Sec. 6.4.1, with the variable w playing the role of H in Eq. (6.15). This suggests
that the scaling behavior of the FIC persistence probability in the continuum EW
equation is of the form
PFIC(x, L, δx, w) = f3(x/L, δx/L, w/L
α), (6.16)
where the function f3 has the same characteristics as f2 in Eq. (6.15). A similar
scaling description also applies to SFIC(x), as shown in the inset of Fig. 6.5(b).
This scaling description should be useful in the analysis of experimental data on
equilibrium step fluctuations [38, 39] because the images obtained in experiments
provide the values of a real “height” variable (position of a step-edge) at discrete
intervals of a finite sampling distance δx.
6.5 Summary and concluding remarks
In this chapter, we have analyzed the spatial first-passage statistics of fluctuat-
ing interfaces using the concepts of spatial persistence and survival probabilities.
Specifically, we have presented the results of detailed numerical measurements of
the SS and FIC spatial persistence probabilities for several models of interface fluc-
tuations. Results for the spatial survival probabilities are also reported. These
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results confirm that the concepts of persistence and survival are useful in analyzing
the spatial structure of fluctuating interfaces. The exponents associated with the
power-law decay of the spatial persistence probabilities as a function of distance
x are valuable indicators of the universality class of the stochastic processes that
describe the dynamics of surface fluctuations. Our results for these exponents for
(1+1)-dimensional interfaces in the EW and KPZ universality classes are in good
agreement with the corresponding analytic predictions. We have also obtained an-
alytic results for the spatial persistence exponents in the (1+1)-dimensional EW
equation with spatially correlated noise, and reported the results of a numerical
calculation of the persistence and survival probabilities in this system. While the
numerical results show strong finite-size effects, the qualitative trends predicted by
the analytic treatment are confirmed in the numerical work. In particular, the nu-
merical results show evidence for an interesting theoretically predicted difference
between the persistence exponents obtained for two different ways of sampling the
initial points used in the measurement of the spatial persistence probability. We
also find that the steady-state survival probability has a complex spatial behavior
that requires further investigations. In the past, there has been some confusion in
the literature about the distinction between the persistence and survival probabil-
ities [43]. Our study shows that these two quantities are very different in the SS
situation, whereas the distinction between them essentially disappears in the FIC
situation.
The numerical results reported here are for models that exhibit “normal” scal-
ing behavior with the same local and global scaling properties of interface fluc-
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tuations. There are other models of interface growth and fluctuations that ex-
hibit “anomalous” scaling [7], for which the global and local scaling properties
are different. In such models, the “global” roughness exponent αg that describes
the dependence of the interface width in the steady state on the sample size L
(W (t0, L) ∝ Lαg for t0  Lz) is different from the “local” exponent αl that
describes the x-dependence of the height-difference correlation function g(x) ≡
〈[h(x+ x0, t0)− h(x0, t0)]2〉1/2 in the steady state (t0  Lz) for small x (g(x) ∝ xαl
for x  L). The exponent αg is greater than unity (the steady-state interface is
“super-rough”) in such cases, whereas the local exponent αl is always less than or
equal to unity. It is interesting to enquire about the behavior of the spatial persis-
tence probabilities in such models. The numerical results reported in the preceding
sections show that the steady-state persistence probability PSS(x) exhibits a power-
law decay in x only for values of x that are much smaller than the sample size L.
Since the roughness of the steady-state interface of super-rough models at length
scales much smaller than L is described by the local exponent αl, we expect the
steady-state spatial persistence probability in such models to exhibit a power-law
decay with exponent θSS = 1 − αl for x  L. For example, the one-dimensional
Mullins-Herring model [11] is super-rough with αg = 3/2 and αl = 1. For this model,
the above argument suggests that the steady-state spatial persistence exponent θSS
is equal to 0, which agrees with the exact result reported in Ref. [45].
An important feature of our investigation is the development of a scaling de-
scription of the effects of a finite system size and a finite sampling distance on the
measured persistence probabilities. We have also shown that the dependence of the
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FIC persistence and survival probabilities on the reference level H (in atomistic
models) or the width w of the band (in continuum models) used in the selection
of the subset of sampling sites is described by a scaling form. These scaling de-
scriptions would be useful in the analysis of experimental and numerical data on
fluctuations in spatially extended stochastic systems.
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7. MAPPING SPATIAL PERSISTENT LARGE
DEVIATIONS OF NONEQUILIBRIUM SURFACE
GROWTH PROCESSES ONTO THE TEMPORAL
PERSISTENT LARGE DEVIATIONS OF STOCHASTIC
RANDOM WALK PROBLEM
Non-Markovian Gaussian stochastic processes are very widely encountered in a large
variety of nonequilibrium physical problems [80]. As we have mentioned before,
considerable theoretical [81] and experimental efforts have recently been devoted to
understanding the first-passage statistics in such nonequilibrium systems. In this
chapter, we consider the interfaces described by linear Langevin equations of the
type
∂h(x, t)/∂t = −(−∇2)z/2h(x, t) + ξ(x, t), (7.1)
where h(x, t) is the step height fluctuation corresponding to the lateral step po-
sition x, at time t, ξ(x, t) is a white uncorrelated Gaussian noise, and z is the
dynamical exponent. We have seen in Chapter 3 that, in addition to the usual
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persistence probability, more general information can be extracted from the natu-
ral generalization of the persistence through the probability of temporal persistent
large deviations [32], Pt(t, s), where −1 ≤ s ≤ 1. We have also seen in Chapter
6 that the dynamics of the spatially extended systems with fluctuations governed
by stochastic differential equations can be further elucidated by looking at the spa-
tial persistence probability [45, 82], Px(x), and its associated exponents. The aim
of this chapter is to establish numerically the concept of spatial persistent large
deviations probability, Px(x, s) with −1 ≤ s ≤ 1, as a natural generalization of
the spatial persistence probability concept. We also show that Px(x, s) measured
for growth processes in the well-studied Edwards-Wilkinson [12] universality class
[described by Eq. (7.1) with z = 2] can be mapped isomorphically onto Pt(t, s) of
the simple random walk stochastic problem [83]. This mapping possibility is in-
spired by the work of Majumdar and Bray [45], who have shown in a recent Letter
that the spatial persistence probability characteristics of growth processes involv-
ing the interfacial height stochastic variable h(x, t) with the dynamics described by
Eq. (7.1) can be mapped onto the temporal persistence characteristics of the “ran-
dom walk” processes of the type dnx/dtn = η(t), where n = (z−d+1)/2 and η(t) is
a white noise as well. The purpose of the current chapter is to show that this exact
mapping, as expected, works for the generalized (large deviations) persistence prob-
ability and the corresponding continuous family of persistence exponents as well,
and to numerically calculate θx(s) for the important class of processes controlled by
the Edwards-Wilkinson equation.
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7.1 Spatial persistent large deviations
We consider the average sign of the interfacial height stochastic variable measured at
a fixed time t with respect to the original value corresponding to the initial position
x0,
Sav(x) =
1
x
∫ x
0
sgn[h(x0 + x
′, t)− h(x0, t)] dx′. (7.2)
The spatial persistent large deviations probability is defined, in analogy with its
temporal correspondent, as the probability that the average sign Sav remains per-
sistently above a particular value s, with −1 ≤ s ≤ 1, up to a longer distance x
measured from the initial position x0,
Px(x, s) ≡ Prob { Sav(x′) ≥ s, ∀x′ ≤ x }. (7.3)
We provide numerical evidence showing that Px(x, s) has a power law behavior for
x < L, where L is the typical length scale in the numerical simulations (i.e. system
size), independent of the choice of the average sign parameter s,
Px(x, s) ∝ x−θx(s), (7.4)
where the spatial persistent large deviations exponent θx(s) depends continuously on
the parameter s that appears in the definition of the probability. The importance of
Px(x, s) lies in the fact that it provides an infinite family of persistence exponents,
instead of only one exponent as in the case of Px(x). Obviously, Px(x, s = 1) and
its associated exponent θx(s = 1) are precisely the spatial persistence probability
and the nontrivial persistence exponent (θSS or θFIC , depending on the sampling
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procedure applied to x0), respectively. The opposite limit s → −1 is trivial in the
sense that Px(x, s = −1) = 1 independent of x and as a consequence θx(s = −1) = 0.
The s dependence of the temporal persistent large deviations exponents is
known exactly for the simple random walk case, which is one of the few analytically
solved persistence problems [84],
θt(s) =
2θt(1)
pi
arctan
√
1 + s
1− s. (7.5)
The mapping [45] between the temporal properties of the random walker (RW)
problem and the spatial properties of the Edwards-Wilkinson (EW) fluctuating
interfaces implies that the expression of Eq. (7.5) also applies to the distribution of
the spatial persistent large deviations exponent as a function of s. This conjecture
is verified numerically in this study.
7.2 Numerical results
We have carried out the first application of the spatial persistent large deviations
concept to the case of (1+1)-dimensional fluctuating interfaces characterized by the
EW dynamical equation. Using the configuration of the interface corresponding to
a fixed time of the order of the time required by the interface width to saturate
(i.e., t ∼ Lz), we have computed Px(x, s) as the fraction of lattice sites xj (with
j = 1, 2, ..., L−1) which maintained their stochastic variable Sav persistently above a
fixed s value, up to a distance xj+x. The initial measurement points, xj, are sampled
from the entire set of the steady-state interfacial profile. The numerical integration
of the stochastic equation is performed using the simple forward-time centered-space
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representation [78]. We have used numerical systems of size L ∼ 1000, and we have
averaged the results over many (∼ 1000) independent runs to obtain convergent
statistics.
In Fig. 7.1 we show the results for Px(x, s) as a function of x for (1+1)-
dimensional EW interfaces simulated numerically. We display ten log-log spatial
persistent large deviations curves versus the distance x for ten values of the average
sign parameter s (i.e., s = +1, +0.8, . . . , −0.8). We observe that Px(x, s) ∼ x−θx(s)
for x < L/2, while for larger values of x and s ≥ 0 there is a downward deviation of
the probability from the power law behavior due to finite-size limitations. Except for
the curve corresponding to s = 1, which gives the usual spatial persistence exponent
θSS ' 0.50, in agreement with Refs. [45, 82], all the other curves with s < 1 provide
new information concerning spatial behavior of the interface fluctuations.
The temporal persistent large deviations probability of the random walk model
is shown in Fig. 7.2. We have used similar s values, as in the case of Px(x, s) described
above. Pt(t, s) shows a clear power law behavior versus t. We find that Pt(t, s = 1)
is characterized by an exponent of 0.50, in agreement with the theoretical value θt =
1/2. Individual temporal persistent large deviations exponents θt(s) are extracted
from the linear regions of the log-log plots of Pt(t, s) versus t, and they are compared
in Fig. 7.3 to the corresponding spatial set of exponents θx(s) for the EW interfaces.
The level of agreement between Px(x, s) corresponding to the EW dynamical
equation and Pt(t, s) of the RW case can be seen in Fig. 7.3. To generate this figure
we have used an increment of the average sign parameter (s) of 0.1. We observe that
the two sets of exponents, θt(s) and θx(s), overlap very well within the errors of our
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Figure 7.1: Log-log plot of P (x, s) versus x for the EW equation based on the direct
numerical integration of Eq. (7.1) with z = 2, using a system of size L = 1000. The
average sign parameter takes ten different values decreasing from s = 1 (bottom
curve) to s = −0.8 (top curve) with an average sign difference ∆s = 0.2. All
spatial persistent large deviations probabilities show power law decay vs distance
for x < L/2. Finite-size effects are responsible for the deviations of the probabilities
from the power law trend at large values of x.
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Figure 7.2: Log-log plot of simulated Pt(t, s) vs t for the RW problem. The system
size is L = 500 and the average sign parameter takes ten different values decreasing
from s = 1 (bottom curve) to s = −0.8 (top curve) with ∆s = 0.2 between successive
probability curves. All temporal persistent large deviations probabilities show power
law behavior vs time.
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Figure 7.3: θt(s) and θx(s) vs s as extracted from the power-law decay of P (t, s)
(for the RW problem) and P (x, s) (for the EW fluctuating interfaces), respectively.
The increment of the average sign parameter is ∆s = 0.1. The continuous curve
represents the theoretical prediction of Eq. (7.5).
simulations, showing that the mapping procedure involved in this study is perfectly
applicable. Both cases are in agreement with the theoretical prediction of Eq. (7.5).
We have also simulated a discrete stochastic growth model, the so-called Family
model, which is theoretically known to belong exactly to the EW universality class
[67]. The Family model results (not shown here) for Px(x, s) and θx(s) are very
similar to those shown in Fig. 7.1 since they have identical stochastic dynamics.
Despite the downward deviation of the probability Px(x, s) from the power
law behavior due to finite-size limitations, we have checked that larger system sizes
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Figure 7.4: Log-log plot of Px(x, s) for s = 1 corresponding to the EW equation
based on the direct numerical integration of Eq. (7.1) with z = 2, using three
system sizes, as shown in the legend. The straight line represents the fit for L = 104
simulation, providing an exponent equal to 1/2.
would provide a wider range of distances over which the spatial persistence large
deviations exponent can be extracted with a better precision. This can be seen in
Fig. 7.4.
Another case of interest for epitaxial surface dynamics is growth under sur-
face diffusion minimizing the local curvature, which belongs asymptotically to the
Mullins-Herring (MH) [11] universality class [i.e. Eq. (7.1) with z = 4]. The exact
mapping prediction by Majumdar and Bray [45] suggests that the spatial persis-
tence properties of the continuum version of the growth models belonging to this
universality class could be mapped onto the temporal persistence characteristics
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of the random acceleration problem described by the stochastic random equation
d2x/dt2 = η(t) with an analytically known exponent of θt = 1/4 [75]. One expects
to obtain θSS = 0 and θFIC = 1/4 [45] when measuring the steady-state and fi-
nite initial conditions regimes of Px(x), respectively, for the Mullins-Herring surface
growth dynamics. An example of this case is the (1+1)-dimensional model intro-
duced by Kim and Das Sarma [6]. This discrete solid-on-solid atomistic model, the
so-called larger curvature (LC) model [6] is known to belong asymptotically to the
MH universality class. As a consequence, we focus on the measurement of PFIC(x)
for the discrete LC model [6], since PSS(x) is trivially described by a null exponent.
The definition of PFIC(x) involves the selection of the subset of sites characterized
by finite height and height derivatives. One possibility would be to sample over
the subset of sites placed on the average level. However, it turns out that a sys-
tem with L = 200, which is the typical system size in our simulations, usually has
only a couple of discrete positions on the average level. For this reason, we have
sampled over all the lattice sites xj with the height variable (measured with re-
spect to the average level) within a band of values characterized by a width w [i.e.,
−w/2 ≤ h(xj) ≤ w/2], where w is taken to be smaller than the maximum mag-
nitude of interface fluctuations. This selection ensured the possibility of sampling
over a reasonable number of lattice sites presumably sufficient for good statistical
results of PFIC(x).
In Fig. 7.5 we show the x dependence of PFIC(x) corresponding to the LC
discrete model for three values of w: 30, 70 and 110, respectively. The steady-state
probability is shown for comparison. We note that PFIC(x) does not display the
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Figure 7.5: Numerical results of PFIC(x) and PSS(x) for the LC discrete model
with system size L = 200. The measurements are performed from steady-state
configurations. PFIC(x) probabilities have been obtained by using three different
band widths, as shown in the legend. PFIC(x) does not display a power-law behavior
as a function of x over the entire range of system size.
157
expected power-law behavior as a function of x. As the bandwidth w increases,
more and more lattice sites are included in the sampling subset, and PFIC(x) tends
to reach the behavior displayed by PSS(x). In addition, we observe that when using
a numerical system with L = 200, PSS(x) has a rather linear dependence on x, for
50 < x < 200. The impossibility to recover the theoretically predicted behavior
of PFIC(x) may be due to the reduced system size used in our simulations. This
limitation is imposed by the requirement of measuring the probability PFIC(x) us-
ing an ensemble of steady-state configurations that can be achieved only by using
an extensive computational time ∼ L4. We note that reducing or increasing the
system size by a factor of 2 did not produce any qualitative change in the over-
all behavior of PFIC(x) or PSS(x). In addition, we have checked that the direct
numerical integration of Eq. (7.1) with z = 4 provides results consistent with the
discrete LC model. Also, it turns out that similar probability curves are obtained
for solid-on-solid models belonging asymptotically to the molecular beam epitaxy
universality class (such as the (1+1)-dimensional DT model [4]). We believe that
our problem with the spatial persistence Px(x) for the LC model belonging to the
MH universality class [6] arises most likely from the severe finite-size problems in
simulating systems with large values (z = 4) of the dynamical exponent. The large
dynamical exponent implies very slow lateral correlations, which considerably com-
plicates studying steady-state behavior in the MH universality problem. In fact, this
issue is very well known in traditional studies of dynamical scaling involving surface
phenomena characterized by a large value of the dynamical exponent [52, 85]. A
large variety of stochastic discrete models show long-time transients, and they cross
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over very slowly to their corresponding asymptotic behavior. Only extensive sim-
ulations of stochastic discrete models in the MH universality class can provide the
asymptotic dynamical scaling associated with the continuous limit of the Eq. (7.1)
with z = 4. This forbids us from pursuing further measurements of Px(x, s) for the
MH universality class and checking the validity of the mapping procedure, which
remains an interesting open problem.
7.3 Conclusions
To conclude, we have shown numerically that the spatial persistent large deviations
probability represents a possible generalization of the spatial persistence probability,
providing a useful family of spatial exponents for the surface growth phenomena. We
have mapped these exponents into the family of temporal persistent large deviations
exponents obtained from the evolution of a simple stochastic “random walk” process.
We have established the validity of this generalization for the case of fluctuating
interfaces described by the Edwards-Wilkinson evolution equation. However, the
similar problem involving the Mullins-Herring universality class remains open since
the corresponding discrete LC model [6] simulation shows severe finite-size problems.
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8. CONCLUSIONS AND OPEN QUESTIONS
As Watson wrote [86] in a recent Science paper, “persistence pays off in defining
history of diffusion”, since one of the most simple problems in physics, the classical
problem of diffusion, has been characterized by a new exponent [23], the persistence
exponent, and this fact has opened a new and exciting field of research. We would
like to add that, as we have seen in this study, persistence and survival “pay off” in
characterizing surface growth and fluctuations [41, 43, 44, 67, 82, 83] as well. Since
fluctuating interfaces are of crucial importance at very small scales (i.e. nanoscales)
[87] involved in the fabrication of current electronic devices, it is of particular im-
portance to look for new methods to analyze and understand surface fluctuations.
In addition to the traditional way of analyzing various aspects of growth processes
based on the dynamical scaling behavior of the interface width and temporal and
spatial correlation functions [1, 47], we have shown that the persistence and survival
probabilities, along with their generalizations, can alternatively be used to attack
this problem. The nontrivial persistence exponents associated with the power–law
decay of the positive/negative persistence probabilities have been shown in Chapter
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2 to have the potential for identifying the underlying universality class of the dy-
namical process [29] and the presence of the nonlinearities [67] associated with the
dynamical evolution.
Recent experimental studies have shown that the concept of persistence can
be applied to analyze the dynamics of fluctuating steps on Al/Si(111), Ag(111) and
Pb(111) surfaces [38, 39, 40, 70] recorded using STM methods. We believe that in
view of the importance of thermal and shot–noise fluctuations in the dynamics of
growing and fluctuating interfaces, theoretical and experimental studies of persis-
tence would play an important role in the analysis of the dynamics of nonequilibrium
surface growth.
Once the persistence probability behavior is found, one can immediately cal-
culate the asymptotic behavior of the first-passage probability [22], F (t), which
represents the distribution of the time when the stochastic variable under consider-
ation first reaches a fixed reference value: F (t) = −dPt(t)/dt. In addition, one can
also obtain the mean first-passage time which provides the representative time scale
characterizing the stability of the dynamical process. Such a time scale might be of
interest for the study of the evolution of fluctuating interfaces or for understanding
the behavior of a collection of stochastic spin variables. Although the problem of
calculating the mean first–passage time looks simple and solvable, we have already
seen in this study that dealing with the persistence aspects of stochastic processes is
not an easy task; therefore, this interesting open question has to be addressed with
caution.
The persistence probability concept can be generalized, as seen in Chapter 3,
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using the persistent large deviations probability, which represents a valuable tool
because it provides a continuous family of exponents. One interesting problem for
the future would be the analytical calculation of the s–dependence of θl for growth
models or fluctuating interfaces belonging to different universality classes. Some
progress in this direction would make the information provided by P (t, s) extremely
valuable in assigning the universality class of a particular surface growth model or
fluctuating process.
The sampling time effect on the persistence and survival probabilities pre-
sented in this work are of particular importance since any experimental or numeri-
cal technique involves the discretization of the time and/or space scales. Our work
exposed in Chapter 4 about the sampling effects on the survival aspects of step fluc-
tuations has motivated additional studies on the influence of this quantity on other
variables relevant in surface dynamics studies, such as the correlation functions [70].
We have found that the temporal sampling procedure produces an apparent corre-
lation length Leff , governed by the longest wavelength of step fluctuations than can
be sampled in the measurement time interval, which is substantially smaller than
the real spatial limitations of the physical system. In addition, Dougherty and col-
laborators [40] have analyzed systematically the sampling time effect for persistence
and survival in step structural fluctuations. Although P (t) scales simply with t/δt,
the survival probability scales with either system size or sampling time only when
the ratio δt/Lz is kept constant. Since L (which represents the system size in nu-
merical simulations or the effective length of the step set by the longest wavelength
fluctuation) is proportional with t
1/z
m [70], it is clear that the survival probability
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shows scaling with t/δt only when the ratio δt/tm remains constant. Similar scaling
applies to the generalized survival probability, as seen in Chapter 5, except that
the scaling function of S(t, R) also depends on R/Lα because choosing different
reference levels imposes a new length scale (i.e., Lα) in the problem.
Some of the numerical results reported in Chapter 6 (such as the behavior of
the steady state spatial survival probability and the forms of the scaling functions
that describe the dependence of the spatial persistence probabilities on the param-
eters L, δx and H or w) should be amenable to analytic treatment, especially for
the EW equation with white noise, whose spatial properties can be mapped [45]
to the temporal properties of the well-known random walk problem. Further work
along these lines would be very interesting. The spatial persistence and survival
probabilities considered here should be measurable in imaging experiments on step
fluctuations [38, 39, 40, 70]. Such experimental investigations would be most wel-
come.
Finally, we show schematically in Table 8.1 all the statistical quantities mea-
sured in this study related to the first–passage statistics of fluctuating interfaces
and stochastic growth processes and the possible mappings between some of them.
We also indicate the relationship between the steady state (SS) temporal and spa-
tial persistence exponents and the universal exponents provided by the traditional
dynamical scaling analysis. However, as pointed out above, several open questions
are still remaining (and they are indicated by question marks), making this research
field active and interesting.
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Variable Statistical quantity Important relations
hx(t)x Pt(t, s) ∼ t−θt(s) −−→s→1 P (t) ∼ t
−θt θS = 1− β
(T/S regimes)
S(t, R) ∼ exp[−t/τs(R)] −−−→
R→0
S(t) ∼ exp(−t/τs)
ht(x)t Px(x, s) ∼ x−θx(s) −−→s→1 P (x) ∼ x
−θx θSS = 1− αl
(FIC/SS regimes)
S(x,R) ?
SSS(x) ? (no power–law)
SFIC(x) ∼ x−θFIC
[θx(s)]EW ⇐⇒ [θt(s)]RW
?
[θx(s)]MH ⇐⇒ [θt(s)]RA
Table 8.1: Summary of the temporal and spatial first–passage probabilities measured
in this study, along with their behavior at large time/space scales. hx(t) denotes a
temporal stochastic variable, while ht(x) denotes a spatial stochastic variable. RW
stands for random walker and RA stands for random acceleration problem. The
existing open questions are marked with “?”.
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A. AUTOCORRELATION FUNCTIONS FOR SURFACE
GROWTH PROCESSES
The temporal autocorrelation function ah(t1, t2) of the stochastic variable h(r, t),
representing in our study the height of an interface growing on a d-dimensional
substrate, measured at a fixed position r and arbitrary times t1 and t2 is defined in
the following way:
ah(t1, t2) ≡ 〈h(r, t1)h(r, t2)〉, (A.1)
where 〈· · · 〉 denotes the expectation value over all spatial positions r and all real-
izations of the stochastic process. We first want to show that ah(t1, t2) for linear
Gaussian stochastic equations, such as the ones involved in the description of fluc-
tuating interfaces with up-down (h→ −h) symmetry, has the form:
ah(t1, t2) = K[(t1 + t2)
2β − |t2 − t1|2β], (A.2)
where K is a constant and β, as we have seen in Section 1.1, is the universal growth
exponent related to the rate of interface roughness growth in the transient regime.
This result has tremendous importance in understanding the first–passage statistics
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of fluctuating interfaces, and for this reason we start by presenting its derivation.
Let us consider a general linear stochastic evolution equation for (d+1)-dimensional
Gaussian interfaces of the type
∂h(r, t)
∂t
= −(−∇2)z/2h(r, t) + η(r, t), (A.3)
where ∇2 refers to the spatial derivatives and η(r, t) denotes the noise term which
can be characterized by spatial correlations, as we consider below. We mention
that when no specific information is given about the noise we tacitly assume that
the noise is the usual uncorrelated random Gaussian noise [i.e., 〈η(r, t)η(r′ , t′)〉 =
δd(r−r′)δ(t−t′)]. In Eq. (A.3) above z is the universal dynamical exponent related to
the relaxation mechanism of the stochastic process under consideration. We address
again the case z = 2 or the Edwards–Wilkinson universality (where the fluctuations
of steps are driven by high–temperature attachment-detachment (AD) of the atoms
at the step edge), and also the case z = 4 with a conserved noise characterized by the
correlator 〈η(r, t)η(r′ , t′)〉 = −∇2δd(r−r′)δ(t− t′). The latter situation corresponds
to the low–temperature step-edge diffusion (SED) limited kinetics (i.e., the step
fluctuations are driven by the atoms diffusing along the step edge). We mention
that the absence of the incoming particle flux in Eq. (A.3) shows that the interfacial
height variable is measured with respect to the spatial average height value (i.e. in
the interfacial comoving reference frame), 〈h〉 = 1/V ∫ ddr h(r, t). The stochastic
process h(r, t) in Eq. (A.3) for a fixed r, as a function of time t, is Gaussian albeit
non-Markovian. The non-Markovian property arises due to the Laplacian term that
generates interaction between heights at two different space points.
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The traditional method to obtain the temporal autocorrelation function is to
Fourier transform Eq. (A.3) above,
∂h(k, t)
∂t
= −α(k) h(k, t) + η(k, t), (A.4)
where α(k) = |k|z. The Fourier transform of the noise term for the two cases con-
sidered above is described in a compact fashion by the correlator 〈η(k, t)η(k′ , t′)〉 =
(2pi)dkz−2δ(k+ k
′
)δ(t− t′). In Eq. (A.4) we have used that
h(k, t) =
∫
ddr eik·r h(r, t). (A.5)
It is straightforward to show that the solution of Eq. (A.4) is
h(k, t) = e−α(k)th(k, 0) + e−α(k)t
∫ t
0
dt1 e
α(k)t1η(k, t1). (A.6)
Let Ck(t1, t2) ≡ 〈k(k, t1)h(−k, t2)〉, then the temporal autocorrelation function is
given by
〈h(r, t1)h(r, t2)〉 =
∫
ddk
(2pi)d
Ck(t1, t2) e
−a2α(k), (A.7)
where Ck(t1, t2) is
Ck(t1, t2) = e
−α(k)(t1+t2)〈h(k, 0)h(−k, 0)〉
+ e−α(k)(t1+t2)
∫ t1
0
dt
′
∫ t2
0
dt
′′
eα(k)(t
′
+t
′′
)〈η(k, t′)η(−k, t′′)〉,
and a is a ultraviolet cutoff that has to be introduced to ensure finite values of 〈h2〉
in the limit t −→∞. However, for d < 2 the cutoff plays no role since the interface
width roughens with time, therefore we can simply consider a ≡ 0 in that case.
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After some algebra, Ck(t1, t2) becomes
Ck(t1, t2) = e
−α(k)(t1+t2)∆(k)
+
(2pi)dkz−2
2α(k)
[
e−α(k)|t2−t1| − e−α(k)(t2+t1)] , (A.8)
where ∆(k) ≡ 〈h(k, 0)h(−k, 0)〉. Assuming that the initial interface is flat, i.e.
h(r, 0) = 0, and performing the integration over the k−space, Eq. (A.7) becomes:
〈h(r, t1)h(r, t2)〉 = K
[|a2 + t2 + t1|2β − (a2 + |t2 − t1|)2β] , (A.9)
where
2β = (2− d)/z, (A.10)
and K is a constant. For d < 2, we can simply take a ≡ 0 and we obtain the result
shown previously in Eq. (A.2). In addition, if t1 = t2 the interface width is described
by a power-law growth, i.e., 〈h2(r, t)〉 ∼ t2β as t −→ ∞. However, for d > 2 the
interface width saturates, i.e., 〈h2(r, t)〉 ∼ (a2)−(d−2)/z as t −→∞.
With this result for the autocorrelation function ah(t1, t2) in mind, we intro-
duce two different new stochastic variables: H(r, t) = h(r, t0 + t) − h(r, t0) and
G(r, t) = h(r, t0 + t)− 〈h〉, with 〈h〉 being the spatial average height. When H(r, t)
vanishes the variable h(r, t0+ t) reaches its initial value corresponding to the initial
time t0. On the other hand, the zeros of G(r, t) are associated with the discrete
times when h(r, t0+ t) reaches its equilibrium average value. The evolution of these
two variables is closely related to the persistence and survival behavior of surface
fluctuations, respectively. It turns out that by looking at the autocorrelation func-
tions aH and aG of the variables H(r, t) and G(r, t), respectively, one can in fact
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obtain information about the persistence probability, P (t) (i.e. the probability of
not crossing the original configuration up to time t) and the survival probability,
S(t) (i.e., the probability of not crossing the average value up to time t), respec-
tively. The relationship between aG and S(t) has been explained in Chapter 4. We
now focus on the relationship between aH and P (t).
Let us first calculate the steady state value of aH(t1, t2). This is achieved by
considering very large time scales, i.e.,
aSH(t1, t2) = lim
t0→∞
〈 H(r, t0 + t1)H(r, t0 + t2) 〉
= lim
t0→∞
( 〈 h(r, t0 + t1)h(r, t0 + t2 ) 〉 − 〈 h(r, t0 + t1)h(r, t0) 〉
− 〈 h(r, t0)h(r, t0 + t2) 〉 + 〈 h(r, t0)2 〉 )
= lim
t0→∞
[ ah(t0 + t1, t0 + t2) − ah(t0 + t1, t0)
− ah(t0, t0 + t2) + ah(t0, t0)]. (A.11)
Using Eq. (A.2) (i.e., for simplicity we consider that d < 2), the steady state auto-
correlation function of the variable H(r, t) becomes:
aSH(t1, t2) = K [t
2β
2 + t
2β
1 − |t2 − t1|2β]. (A.12)
It is interesting to point out that Eq. (A.12) is precisely the autocorrelation function
of the fractional Brownian motion (fBm) with β = H being the well–known Hurst
exponent, 0 < H < 1. The ordinary Brownian motion is characterized by H =
1/2. Several analytical and numerical results are available in the literature for the
persistence probability of a fBm (see Section A.1), allowing us to understand the
steady state regime of interface fluctuations, as we will show later on in Section A.2.
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The second case of interest is the transient value of the autocorrelation function
obtained using very small values of t0. Without loss of generality, one can assume
that h(r, t0) = 0 (i.e., flat initial interface). By considering the limit t0 → 0,
aTH(t1, t2) is nothing but ah(t1, t2), i.e.,
aTH(t1, t2) = K[(t2 + t1)
2β − |t2 − t1|2β]. (A.13)
We observe that both the transient and the steady state values of aH(t1, t2) do
not depend exclusively on the time difference |t2 − t1|, so the underlying dynamics
(although Gaussian) is not a stationary process. However, it turns out that the
following relatively simple change of variables
X = h(r,t)√〈h(r,t)2〉
T = ln t
(A.14)
transforms the process into a stationary one. Indeed, the new normalized expressions
of the temporal autocorrelation functions in the transient and steady state regimes
read:
AT (T1, T2) ≡ 〈h(r, t1)h(r, t2)〉√〈h(r, t1)2〉〈h(r, t1)2〉
=
[
cosh
(
T2 − T1
2
)]2β
−
∣∣∣∣sinh(T2 − T12
)∣∣∣∣2β , (A.15)
and
AS(T1, T2) ≡ 〈H(r, t1)H(r, t2)〉√〈H(r, t1)2〉〈H(r, t1)2〉
= cosh [β(T2 − T1)]− 1
2
∣∣∣∣2 sinh(T2 − T12
)∣∣∣∣2β . (A.16)
We notice that both the transient and the steady state autocorrelation functions
have the same type of short–time singularity, but their behavior at large time is
170
different if β < 1/2, i.e.,
AT (T ) =

1−O(T 2β) for T −→ 0
e−(1−β)T for T −→∞
(A.17)
and
AS(T ) =

1−O(T 2β) for T −→ 0
e−min(β,1−β)T for T −→∞.
(A.18)
As discussed in Ref. [29], it has been shown a long time ago that the calculation
of the persistence exponent θ for processes with a general autocorrelation function
A(T ) is very difficult [31]. Approximate analytical results can be derived for certain
cases characterized, for example, by AT (T ) = 1 − O(T 2) for T −→ 0 (as in the
case of the diffusion equation) [23]. Also, if AT (T ) = 1 − O(|T |) one can calculate
perturbatively the value of θ [88]. However, when β < 1/2, which is the case of the
dynamical interfaces and growth processes considered in this work, the density of
zero crossings is infinite [31], prohibiting the analytical calculation of θ. Therefore,
the only investigation tools we are left with are the numerical ones. This explains
why the main results presented in this thesis are based on numerical methods.
A.1 The Persistence Exponent of Fractional Brownian
Motion
Before proceeding further, we summarize the definition and the known first–passage
property of a fBm. A stochastic process ξ(t) (with zero mean 〈ξ(t)〉 = 0) is called
a fBm if its two–time incremental correlation function C(t1, t2) = 〈[ξ(t1) − ξ(t2)]2〉
is (i) stationary, i.e., depends only on the time difference |t2 − t1| and (ii) grows
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asymptotically as a power law [61]
C(t1, t2) ∼ |t2 − t1|2H , |t2 − t1| >> 1. (A.19)
The parameter H (0 < H < 1) is called the Hurst exponent that characterizes
the fBm and 〈· · · 〉 denotes the expectation value over all realizations of the process
ξ(t). For the sake of completeness we also mention that, alternatively, a zero mean
stochastic process ξ(t) is called a fBm if its autocorrelation function has the following
expression:
aξ(t1, t2) = 〈ξ(t1)ξ(t2)〉 ∼ t2H1 + t2H2 − |t2 − t1|2H . (A.20)
The zero crossing properties of a fBm have been studied extensively in the past
[89, 90, 91]. In particular, we are interested in the probability P (t) that a fBm
does not cross zero upto time t. It turns out that P (t) decays as a power–law at
large times, P (t) ∼ t−θS with the steady state persistence exponent θS obeying the
relation [91]
θS = 1−H. (A.21)
We note that this relation holds for any zero mean process (not necessarily Gaussian
[90, 92]) that satisfies the requirements (i) and (ii) above. Both analytic arguments
as well as numerical simulations supporting the relation (A.21) have been presented
previously in the literature, as well as throughout this thesis. We present below a
simple derivation of the Eq. (A.21) along the lines of Ref. [29].
Let P (ξ, τ) denote the probability distribution that the process has the value
ξ at time τ , given that it starts from 0 at τ = 0. This probability obeys a very
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simple scaling relation
P (ξ, τ) =
1
σ(τ)
f
(
ξ
σ(τ)
)
, (A.22)
where σ(τ) = 〈(ξ(τ))2〉1/2 ∼ τH for large τ and the scaling function f(y) is a constant
at y = 0. The density of zero crossings in the interval [τ, τ + dτ ] is given by
ρ(τ) = P (0, τ) ∼ 1
σ(τ)
∼ τ−H . (A.23)
In other words, ρ(τ) denotes the probability that the process ξ returns to zero at
time τ , not necessarily for the first time. Thus, the total number of zeros up to a
total time T is
N(T ) =
∫ T
0
dτρ(τ) ∼ T 1−H , T  1. (A.24)
Next, the strategy is to relate the persistence probability P (τ) to the number of
zero crossings. P (τ) is the probability that the process ξ never returns to zero up
to time τ . By definition, P (τ) ∼ τ−θS for large τ . Then Q(τ) = −dP/dτ ∼ τ−(1+θS)
denotes the probability that the process will cross zero next time between τ and
τ + dτ . Q(τ) is in fact the probability distribution of time intervals between zero
crossings. Next, let us consider a large time interval T . Let N(T ) denote the total
number of intervals in this period of time and n(τ, T ) the number of intervals of
length τ within the period T . n(τ, T ) is proportional to Q(τ),
n(τ, T ) = N(T )Q(τ) ∼ N(T )τ−(1+θS), 1 τ  T. (A.25)
The length conservation constraint for the interval T reads
T =
∫ T
0
dτ τ n(τ, T ) ∼
∫ T
0
N(T )τ−θS ∼ N(T )T 1−θS . (A.26)
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This gives N(T ) ∼ T θS and by comparison with Eq. (A.24) we obtain the desired
relation θS = 1−H.
A.2 Hints on How to Compute the Persistence Exponents
for Fluctuating Interfaces
It is well known that the analytical calculation of the persistence exponent is very
hard for a non-Markovian process even if the process is Gaussian [19] and obviously
additional complications appear if the process is non-Gaussian. One escape from
this problem is found when it is possible to map the underlying stochastic process
into a fBm. When this is the case, one can use known results of first–passage statis-
tical properties of fBm such as Eq. (A.21) shown above to calculate the persistence
exponent analytically. This strategy has been applied successfully to several systems
[19, 29, 30, 42, 93].
Indeed, from Eq. (A.12) we see that a fluctuating interface in the limit t0 −→
∞ and for d < 2 is a fBm with a Hurst exponent H = (2− d)/2z. This implies that
the steady state persistence probability has a power–law behavior at large times,
P (t) ∼ t−θS , where
θS = 1−H = 2z + d− 2
2z
. (A.27)
In particular, the 1–dimensional nonconserved noise AD case is described by θS =
3/4, while for the conserved noise SED case the steady state persistence exponent is
7/8. These exact results have been confirmed both experimentally and numerically
[38, 39, 41].
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However, for d > 2 the steady state persistence probability behaves differently
[93]. In this case the interface width saturates to a constant as t −→ ∞ and the
evolution of the stochastic height variable cannot be mapped into a fBm anymore.
Further progress can be made by looking at the Eq. (A.9) in the limit of large t1
and t2, such that |t2 − t1| is kept fixed (and denoted by τ),
ah(τ) ∼ 1
(a2 + τ)(d−2)/z
. (A.28)
Under these approximations h(r, t) becomes a Gaussian stationary process with an
algebraically decaying autocorrelator, ah(τ) ∼ τ−α, with α = (d− 2)/z. Newell and
Rosenblatt have studied such processes a long time ago [71] and provided a set of
bonds on the associated persistence probability. These conditions read:
P (t) ∼ exp[−K1t], α > 1
exp[−K2tα ln t] ≤ P (t) ≤ exp[−K3tα], 0 < α < 1. (A.29)
As a consequence, the persistence probability of interfaces with dimensionality
higher than d = 2 has a stretched exponential behavior for 2 < d < z + 2 and
an exponential behavior for d > z+2. Obviously, these behaviors are different from
the power–law decay P (t) ∼ t−θs for d < 2.
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