We consider the control of partially linear cascade systems using switching control of the states of the linear subsystem. We give su cient conditions under which feedback of the linear states with switching gains guarantees both exponential stability of the linear subsystem and positive invariance of a compact region in state space. Semi-global asymptotic stabilization follows under some additional conditions. Our design does not require linear growth assumptions on nonlinearities or ISS stability assumptions. Simulation results are presented showing the performance of the controller.
Introduction
In this paper we consider the partially linear cascade nonlinear system _ z = f(z; x) (1) _ x = Ax + bu (2) On leave from the Coordinated Science Laboratory, University of Illinois, 1308 W. Main St., Urbana, IL 61801, USA. This research was partially supported by the National Science Foundation under grant ECS-9812591, and by the Alexander von Humboldt Foundation, Bonn, Germany.
with z 2 R n?r , x 2 R r . f(z; x) is assumed to be smooth with f(0; 0) = 0. Without loss of generality we assume that the pair (A; b) is in Brunovsky canonical form. The goal is to stabilize the chain of integrators (2) while keeping the internal dynamics, represented by (1) , bounded. It is well known that constant gain linear feedback of the states of the linear subsystem is insu cient to achieve this goal without further assumptions on the interconnection of the cascaded subsystems. These assumptions may take the form of nonpeaking assumptions, ISS assumptions, or growth conditions on the nonlinearities 10].
The results in this paper are based on the method of Invariance Control 8] , which uses feedback of the states of the linear subsystem (2) with switched gains. No growth or ISS assumptions are made. The switching strategy, which in general is a function of all the states, is chosen to guarantee both exponential stability of the linear subsystem and boundedness of the internal dynamics. Under additional assumptions, for example GAS of the zero dynamics, semiglobal asymptotic stability of the origin in R n of the complete system also follows.
The paper is organized as follows. In Section 2 we derive a switched linear control law for the linear chain of integrators (2) that guarantees exponential stability of (2) under arbitrary switching policies. This is achieved with a simple passivity based linear control. The freedom to allow arbitrary switching in the linear control law is used in Section 3 to guarantee positive invariance of a given state space region for the full cascade and hence boundedness of the internal dynamics. Sections 4 and 5 present some simulation results and conclusions, respectively.
Switched Control of the Linear Subsystem
In this section we derive a switched linear control law to stabilize the chain of integrators (2) under arbitrary switching. The approach is to rst passify the chain of integrators by applying a coordinate transformation and preliminary state feedback, following 10], after which switching control of the passive output achieves exponential stability independent of the switching policy.
Given the r-dimensional linear system (2) we de ne an output y = k In particular, if (t) is determined by logic-based switching, then the system is exponentially stable independent of the switching policy 6]. We will use the freedom to determine the switching policy in the next section to guarantee boundedness of the nonlinear subsystem (1).
Invariance control
After applying the coordinate transformation (5) and the feedback control (9) to the linear system (2), the full system ( We note that in order to satisfy Assumption 2, it is not necessary for the full system to be minimum phase or to satisfy an Input-to-State Stability condition since the inequality ( (27) where it is understood that the right hand side of (27) is evaluated at t = t 1 and hence is a positive constant. Then, immediately after switching, we have _ (z; ; y) < ? . Note that 2 > 1 , since _ is a decreasing function of . The trajectory of the system is now directed strictly to the interior of the invariance region. Hence, either the region G remains positively invariant for = 2 or there is again a smallest time t 2 > t 1 such that the trajectory intersects @G. The above process is repeated, resulting in a sequence of times t 0 < t 1 < : : : and a sequence of gains 1 < 2 < : : : such that the control law v = ? i y ; for t i?1 t < t i (28) renders the region G positively invariant.
Next, since W(z) and f(z; ; y) are smooth by assumption, it follows from continuity and Assumption 2 that @W (z) @z f(z; ; y) < 0 in some neighborhood of @G \ fy = 0g. Since the output y of the linear subsystem converges exponentially to zero independent of the above switching strategy, y(t) will enter any given neighborhood of y = 0 in nite time. Thus there is a time T su ciently large such that _ (t) < 0 for t > T. This implies that the region G is positively invariant for t > T, hence the trajectory will not intersect the boundary, @G, for t > T and no further switching will occur. Therefore, the sequence i is nite and the proof is complete. Corollary (1) shows, that Invariance Control does not require necessarily switching of .
However, using a constant > requires knowledge of and imposing higher computational e orts. Moreover the constant gain control may result in signi cantly higher gain than the switching control law with the well known problems of high energy consumption and additional stability problems in case of measurement noise.
Corollary 2 Suppose the system
is GAS. Let W(z) be a Lyapunov function for (35) and de ne 0 according to (21). Suppose, for every C > 0 there exists k such that (A; b; k T ) is minimum phase and relative degree one and such that Assumption (2) is satis ed. Then there is a switching control v = ? (t)y (36) as above such that the full system is semi-GAS.
Proof: It is enough to note that the switching control guarantees boundedness of z (see 10]).
Simulation Results
For purposes of illustration we apply the Invariance Control design to the cascade system with a cubic nonlinearity from 10] _ z = ?z 
The relative degree and minimum phase assumptions are satis ed by any positive gains k 1 , k 2 . We next de ne W(z) = 
If we take r = 3, then the gains k 1 = 0:4, k 2 = 1:21, satisfy (48). Figure 1 shows the response of the system using the xed controller with these gains and = 1. For the initial conditions z(0) = 2, (0) = ?1, y(0) = 1:99 the system is unstable. Figure 2 shows the response of the system under invariance control with = 1 showing that the states are bounded and converge asymptotically to zero. The gain is computed by setting _ = ? each time the trajectory hits the boundary of G. In Figure 3 we see that the control switched nine times in order to keep the region G positively invariant. In general, the number of switches decreases with increasing while the magnitude of the gain increases with increasing . In Figure 4 the trajectory (z; ; y)(t) is plotted together with a part of the boundary @G. As one can see the trajectory does not leave G.
Conclusions
In this paper we have considered the control of partially linear cascade nonlinear systems using feedback of the linear states. We have given conditions under which switching of the gains of the linear controller can stabilize the cascade. Our condition, Assumption 2 for the existence of an invariance region is weaker than minimum phase or ISS assumptions. Of course, the trade-o is that the switching policy depends on the state of both subsystems. It would be of great interest to investigate the precise relationship between the condition (22) and these familiar notions. For example, in the simulated system (37)-(39), the invariance condition (48) shows that the ratio k 2 k 1 grows with the radius of the invariance region r. The gains of a nonpeaking constant gain controller have this same property 10]. However, since the initial condition for z does not enter into that calculation we have more freedom in design of the gains. It appears, at least in this example, that the switching controller automatically adjusts the output gain to nd a nonpeaking controller.
One of the additional advantages of Invariance Control is that it may also be useful to enforce constraints on the states of the internal dynamics. 
