Abstract-A new digital filter structure is developed for the realization of multidimensional recursive filters used in high-speed processing. The structure possesses a high throughput rate, which depends on the dimensionality m of the filter, but is independent of its order. The features that contribute to its high-speed performance include both parallelism and pipelining. The clock cycle of the proposed filter structure is derived and expressed in terms of the time required for each arithmetic operation.
I. INTRODUCTION
Multidimensional (m-D) signal processing requires an enormous number of arithmetic operations to be performed per second. One of the feasible solutions to this demanding task is to use multiprocessors [l] . However, with a suitable separation of the processing into stages, a fully pipelined parallel-processing architecture can be developed. One-dimensional (1-D) and two-dimensional (2-D) high-speed digital filter structures have been reported in [2]-[SI. In this correspondence, a fast filter structure for the implementation of a general m-D recursive digital filter is proposed.
Due to the speed limitation of data propagation in the feedback loop [2], recursive filters are being considered. The motivation behind this contribution is to provide insight into the dependency of the filter throughput rate on its dimensionality and order.
A HIGH-SPEED STRUCTURE FOR m-D RECURSIVE FILTERS
An m-D casual recursive digital filter is described by the linear difference equation where the x ' s and y 's are the input and the output m-D data, respectively, and ail,iz,. . . ,im and bkl,k2,, . , ,k, are the filter coefficients of the nonrecursive and recursive blocks, respectively. The digital filter described by (1) sity of Toronto, Toronto, Ont., Canada M5S 1A4. is due to the fact that after transposition, the new filter network possesses parallelism, i.e., multipliers operating in parallel, as well as pipelining, i.e., partial sums of products are stored in the delay elements. Mathematically, the transposition can be expressed using Homer's rule [7] . ) can also be expressed as the form in (3 . , z, ' ). Yet, even with the transposed structure, the resulting filter structure does not have the shortest possible critical path [2]. This is due to the fact that every input has to be processed by the nonrecursive and recursive block of the filter; thus, the whole filtering process could be divided into two stages.
To achieve a minimum cycle structure, the original filter transfer function is modified as follows:
The 2;' delay is arbitrarily chosen.
The new output sequence y,,,,,, . . . -ynl -. . ,*. To realize the modified filter transfer function, the simplest way is to insert a unit delay z in the path connecting the nonrecursive and recursive blocks of the filter as shown in Fig. 3 , with output of the nonrecursive block connected to point A . However, this is not desirable because the adder tree will have m + 1 inputs, possibly resulting in an increase of the critical path length. If the connection is made at point B , the number of inputs to the adder tree of the recursive block remains m, and the extra z;' is also eliminated. The two remaining problems are the detailed connection at point B and the critical path length.
The first one is shown in Fig. 4 . The The critical path length given by (7) can be considered to be the worst case. Moreover, the critical path length is only a function of the dimensionality of the filter, not its order. Equation (7) 
( 2 2 )
The critical path consists of one multiplication and two additions, instead of three as given by (7).
The decrease in the number of additions is due to the fact that Q~( z ; ' ) , Q:(z;', z i ' ) , Q?(z;'), and Q;(zF1, z;' ) are zeros. From the figure, it is apparent that for this specific filter, the proposed structure requires only six coefficients for the implementation, taking advantage of the symmetrical properties of the filter.
IV. CONCLUSIONS A high-speed filter structure for the implementation of m-D filters with great modularity, parallelism, and pipelining was proposed. The throughput rate depends only on its dimensionality rn, and does not depend on its order. An example was given to illustrate the effect of cascading more than two blocks. One of the applications of multidimensional filtering -would be in the area of image sequence filtering where temporal filtering would also be involved. This application requires real-time filtering. With the advances in VLSI techology and digital signal processing chips, the proposed structure can be used for the implementation of the 3-D filters required in this amlication.
I. INTRODUCTION
Toeplitz matrices occur in a wide variety of applications. For example, in communication theory, Toeplitz matrices appear as the covariance matrices of stationary random processes. In digital signal processing, they are commonly found in speech analysis, linear prediction, and power spectrum estimation. Recently, there has been a great deal of interest in the eigenvalues and eigenvectors of Toeplitz matrices since they appear in solutions to the harmonic retrieval problem [l] , [2] and have been used to improve linear prediction and power spectrum estimates [3] . Previous work concerned with the eigenvalues of Toeplitz matrices has often emphasized the distribution of eigenvalues as the size of the matrix tends to infinity [4] , [5] . However, there is a growing body of literature on the spectral properties of finite-dimensional Toeplitz matrices 
where the Xi's are the eigenvalues of C,. In linear prediction, one needs to solve a set of linear equations of the form
where C, is a symmetric Toeplitz matrix, el is the unit vector with a 1 in the first position and zeros everywhere else, and E, -is the prediction error associated with a. The Levinson/Durbin recursion, which is used to solve these equations, produces the vector of linear prediction coefficients a = [ 1 al a2 . * a, -] along with a set of reflection coefficients ki, i = 1, 2, . . . , n -1. Thus, with any n X n symmetric Toeplitz matrix, there is an associated set of linear prediction coefficients and a set of reflection coefficients.
Given an n X n Toeplitz matrix C,, consider the family of Toeplitz matrices defined by D( X) = ( C, -XI). For each value of X, D( X) has a set of n -1 reflection coefficients. The reflection coefficients of D( X) may therefore be considered to be a set of n -1 functions of X. It is important to note that X is used as a con-' tinuous real variable and is not necessarily an eigenvalue of C,. If we plot k,-the last reflection coefficient of D( X), as a function of X, we get a plot of the form shown in Fig. 1 . In this example, n = 5 so C, is a 5 X 5 matrix and we are plotting k4 versus X. 
