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RESUMO
A virtualização de funções de rede (NFV - Network Function Virtualization) permite a substituição
de serviços disponibilizados tradicionalmente em hardware por software. Uma função virtualizada
de rede (VNF - Virtual Network Function) é responsável por processar um determinado fluxo da
rede e pode ser executada em hardware de prateleira. A ETSI (European Telecommunications
Standards Institute) propôs a arquitetura NFV-MANO (NFV - Management and Orchestration)
para o gerenciamento e orquestração da NFV. Uma SFC (Service Function Chaining) consiste no
encaminhamento do fluxo da rede para um conjunto de VNFs em uma ordem pré-definida. No
contexto da NFV, esta Tese de Doutorado apresenta o Holistic-Composer para a composição e o
gerenciamento do ciclo de vida de uma SFC que pode ser orquestrada por diferentes plataformas
NFV. Um framework foi definido e permite abstrair as configurações de baixo nível para compor
e executar SFCs através de uma API genérica e única. Um protótipo foi implementado e
experimentos são reportados avaliando a contribuição de forma quantitativa e qualitativa. Ainda
no contexto da NFV, é proposta a Multi-SFC para a composição e execução de SFCs em
múltiplas nuvens de uma federação de domínios orquestrados por diferentes plataformas NFV. A
Multi-SFC utiliza uma abordagem holística e define um framework que fornece abstrações de
alto nível para compor e executar as SFCs. Uma Multi-SFC é formada por segmentos que são
interconectados por túneis implementados como VNFs. Um protótipo foi implementado como
prova de conceito e resultados experimentais mostram que a Multi-SFC apresenta baixa latência
e mantém vazão compatível com o túnel e hardware utilizados. Esta Tese de Doutorado também
apresenta uma contribuição em outra área: as redes de acesso baseadas em rádio (RAN - Radio
Access Network), que têm grande relevância no contexto de redes celulares 5G. Foi proposta uma
estratégia de tolerância a falhas para o controlador RIC (RAN Intelligent Controller) definido
na arquitetura O-RAN (Open RAN). A O-RAN visa padronizar elementos RAN, incentivando
a interoperabilidade e implementações de código aberto. A estratégia de tolerância a falhas
foi proposta tendo em vista os requisitos rígidos de latência e vazão da RAN. O RIC executa
microsserviços diversos, denominados xApps, que permitem customizar o comportamento da
RAN. A estratégia de tolerância a falhas proposta consiste de técnicas de particionamento de
estado com replicação parcial em grupos de xApps e re-roteamento de mensagens com ciência de
papel. Uma biblioteca chamada RFT (RIC Fault Tolerance) foi implementada e disponibilizada
para o desenvolvimento de xApps tolerantes a falhas. Resultados experimentais mostram que os
microsserviços tolerantes a falhas garantem os requisitos de baixa latência e alta vazão impostos
pela RAN.
Palavras-chave: NFV. SFC. Composição. Orquestração. Tolerância a Falhas. O-RAN.
ABSTRACT
Network Function Virtualization (NFV) allows the implementation in software of network
services that are traditionally available as middleboxes deployed on specialized hardware. A
Virtual Network Function (VNF) can be executed on commercial off-the-shelf hardware. The
European Telecommunications Standards Institute (ETSI) has proposed the NFV Management &
Orchestration (NFV-MANO) architecture with the purpose of allowing NFV interoperability.
While a VNF processes a network flow, an SFC (Service Function Chaining) consists of steering
the network flow along a sequence of VNFs in a predefined order. SFCs allow the composition
of VNFs to enable the network to offer complex services. The first contribution of this Thesis
is the the Holistic-Composer, which allows the composition and life cycle management of an
SFC that can be orchestrated by different NFV platforms. A framework was defined which
abstracts the minute low-level details for the composition and management of SFCs through a
single and generic API. We implemented a prototype as a proof of concept, and experiments
were executed to evaluate the solution quantitatively and qualitatively. The second contribution
of the Thesis is the Multi-SFC, which allows the composition and execution of SFCs across
federated clouds and domains orchestrated by different NFV platforms. The Multi-SFC employs
a holistic approach and defines a framework that provides high-level abstractions to compose and
execute SFCs. A Multi-SFC consists of segments that are interconnected by tunnels implemented
as VNFs. We implemented a Multi-SFC prototype as a proof of concept, and experimental
results show that the Multi-SFC presents low latency and high throughput which vary depending
on the tunnel technology and hardware employed. In addition to the NFV, this Thesis also
presents a contribution in another area: Radio Access Network (RAN) which has become highly
relevant in the context of 5G cellular networks. We propose a fault tolerance strategy to the
RAN Intelligent Controller (RIC) defined in the O-RAN (Open RAN) architecture. O-RAN aims
to standardize RAN elements, encouraging interoperability and open source implementations.
The RIC is a platform for implementing RAN control functions as microservices called xApps,
which effectively allows a RAN to be customized. The proposed strategy takes into account
the strict RAN requirements in terms of latency and throughput. We propose techniques that
use state partitioning, partial replication, and fast re-route with role awareness to decrease the
overhead. We implemented the fault tolerance techniques as a library, called RFT (RIC Fault
Tolerance), that xApp developers can employ to implement fault-tolerant xApps. Performance
results show that RFT meets the latency and throughput requirements as the number of xApp
replicas increases.
Keywords: NFV. SFC. Composition. Orchestration. Fault Tolerance. O-RAN.
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1 INTRODUÇÃO
A Virtualização de Funções de Rede (NFV - Network Function Virtualization) permite
a implementação em software de diversas funções das redes que tradicionalmente são executadas
em middleboxes. Uma função virtualizada de rede é denominada VNF (Virtual Network Function)
e pode ser executada por sistemas de virtualização em hardware de prateleira, aumentando a
flexibilidade e diminuindo custos (Chiosi et al., 2013; Martins et al., 2014; Yousaf et al., 2017;
Yi et al., 2018; de Sousa et al., 2019). Cada VNF é responsável pelo processamento específico
de determinado fluxo da rede e pode operar em diferentes camadas da pilha de protocolos.
Nesse contexto, a ETSI (European Telecommunications Standards Institute) propôs a arquitetura
NFV-MANO (NFV - Management and Orchestration) (Quittek et al., 2014) para o gerenciamento
e orquestração de funções virtualizadas de rede.
Um dos principais objetivos do NFV-MANO é coordenar a composição de VNFs para
formar SFCs (Service Function Chains) que permitem prover serviços complexos de rede. Uma
SFC consiste de uma composição de VNFs em uma topologia virtual pela qual o encaminhamento
do tráfego ocorre em uma ordem pré-definida (Halpern e Pignataro, 2015; Garcia et al., 2020).
O tráfego da rede de uma SFC normalmente é encaminhado entre as VNFs com base em um
identificador de fluxo, enquanto que no roteamento convencional as decisões de encaminhamento
geralmente são baseadas no endereço IP de destino. A expressão service chain também é utilizada
para referir-se a uma SFC, ambas são utilizadas como sinônimos no texto.
Esta Tese de Doutorado apresenta contribuições em dois contextos diferentes: a
composição e execução de serviços de rede com múltiplos domínios e orquestradores NFV;
e, a tolerância a falhas para microsserviços do controlador O-RAN que é introduzida mais à
frente. A primeira contribuição deste trabalho no contexto da NFV é o Holistic-Composer
(Huff et al., 2018b,a), que permite a composição e o gerenciamento do ciclo de vida de uma
SFC em diferentes orquestradores NFV. Na abordagem proposta, o gerenciamento do ciclo de
vida da SFC consiste de um conjunto de funções que permitem, por exemplo, a instanciação, o
monitoramento, o encerramento e a alocação dos recursos necessários para a sua execução. O
Holistic-Composer foi definido como uma solução genérica e extensível baseada nos padrões
NFV-MANO especificados pela ETSI. A segunda contribuição também no contexto da NFV é a
Multi-SFC (Huff et al., 2019; Huff et al., 2020). A Multi-SFC é uma abordagem que permite
a composição e execução de SFCs que atravessam múltiplas nuvens em domínios federados e
orquestrados por diferentes plataformas NFV.
A terceira contribuição da Tese vem em outro contexto, que surgiu durante o estágio
sanduíche na AT&T Shannon Labs - Research. O objetivo inicial do estágio sanduíche era
trabalhar com NFV no contexto da plataforma ONAP (2020), da qual a AT&T é uma das
principais mantenedoras. Entretanto, por motivos diversos, optou-se por não seguir aquela
linha e trabalhar em um projeto distinto que tem recebido grande atenção da comunidade
internacional, a O-RAN (Open RAN) (O-RAN Alliance, 2019). A Rede de Acesso por Rádio
(RAN - Radio Access Network) têm promovido uma verdadeira revolução na forma com que
pessoas e máquinas comunicam e interagem (Olwal et al., 2016; Parvez et al., 2018; Habibi
et al., 2019). A tecnologia 5G (Shayea et al., 2020) corresponde a mais recente geração da
RAN e visa fornecer serviços móveis ubíquos com alta qualidade (QoS - Quality of Service).
A tecnologia promete impactar as mais variadas áreas de aplicação como cidades inteligentes,
veículos autônomos, assistência médica, segurança pública, entretenimento, realidade aumentada
e automação industrial e residencial. Vale destacar que a IoT (Internet of Things) (Dorsemaine
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et al., 2015) viabiliza diversas dessas áreas de aplicação e é viabilizada pela RAN (Zayas e
Merino, 2017). A IoT deverá gerar um extraordinário crescimento no volume de tráfego e na
densidade de equipamentos conectados à RAN (Habibi et al., 2019; 3GPP, 2020b). Há previsões
(GSMA, 2020; 3GPP, 2020b) de crescimento entre 2020 e 2025 de 3,8 para 5 bilhões de usuários
que se conectam à Internet em dispositivos móveis; e de 12 para 24,6 bilhões de dispositivos
IoT conectados à RAN. Além disso, a densidade de conexões para a RAN chega a projeções de
1.000.000 de equipamentos por KM2 até 2025.
Recentemente, a O-RAN Alliance (2019) e a O-RAN SC (2020b) (O-RAN Software
Community) vêm liderando esforços para apoiar o desenvolvimento de software de código
aberto para a RAN, considerando diversos requisitos de desempenho, latência, escalabilidade
e alinhamento com os padrões especificados pelo 3GPP (3rd Generation Partnership Project)
(3GPP, 2020a). A O-RAN SC (2020b) também vem definindo uma interface de comunicação
para os elementos da RAN visando permitir que equipamentos proprietários sejam capazes de
expor suas funcionalidades e reportar notificações de forma padronizada. Além disso, a O-RAN
SC (2020b) vêm liderando esforços para a implementação e disponibilização de um controlador
O-RAN de código aberto denominado RIC (RAN Intelligent Controller) (O-RAN SC, 2020a).
O objetivo do RIC é fornecer uma plataforma extensível para executar funções de controle
e customizar o comportamento da RAN. Funções de controle diversas são implementadas e
adicionadas à plataforma RIC como microsserviços chamados xApps. A interação entre os
xApps e os elementos da RAN apresenta requisitos rígidos de latência e escalabilidade (Coletti
et al., 2018; Akman et al., 2020; O-RAN Alliance, 2020c,a).
A terceira contribuição desta Tese é uma estratégia para a tolerância a falhas de xApps
e portanto do próprio controlador RIC. A abordagem para implementar a tolerância a falhas
é baseada na replicação de xApps. São utilizadas técnicas de particionamento de estado com
replicação parcial e re-roteamento com ciência de papel para garantir a disponibilidade e, ao mesmo
tempo, atender aos requisitos de desempenho impostos pela RAN. Uma biblioteca denominada
RFT (RIC Fault Tolerance) foi implementada e disponibilizada para o desenvolvimento de xApps
tolerantes a falhas.
Nas seções seguintes são detalhados os problemas de pesquisa, as hipóteses do trabalho
e as contribuições da Tese, finalizando com uma descrição da organização do texto.
1.1 PROBLEMAS
A segmentação do mercado gera uma grande quantidade de redes de telecomunicações
e operadoras de nuvem que disponibilizam seus serviços em regiões específicas. Isso resulta em
tarefas desafiadoras para implantar infraestruturas de serviços de baixo custo (e.g., serviços de
computação e de conectividade de rede) que podem inclusive abranger vários países. Mesmo
as grandes operadoras de telecomunicações e de nuvem não possuem abrangência global de
infraestrutura (Bernardos et al., 2019). Provedores de serviços geralmente utilizam interfaces de
comunicação exclusivas e proprietárias que resultam em tarefas complexas e lentas para integrar
serviços de rede em múltiplos domínios com base na composição de SFCs (de Sousa et al.,
2019; Cui et al., 2020). Essa abordagem de integração é ineficiente e cara pois requer esforços
significativos de especialistas de rede em cada domínio – idealmente estes especialistas deveriam
concentrar o foco apenas nas regras de negócio durante a composição de um novo serviço.
Embora as operadoras de nuvem e de telecomunicações forneçam serviços de infraes-
trutura virtualizados (e.g., rede, computação e armazenamento), ainda há uma necessidade de
maior integração entre as mesmas para oferecer suporte à composição e orquestração de serviços
de rede que atravessam múltiplas nuvens/domínios/plataformas. As plataformas NFV atuais são
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limitadas e complexas no aspecto de colaboração entre orquestradores NFV para a composição e
execução de serviços de rede inter-domínios (Bernardos et al., 2019; Cui et al., 2020).
As plataformas NFV existentes geralmente permitem que a instanciação e orquestração
das VNFs de uma SFC sejam realizadas em uma mesma plataforma NFV (Tacker, 2020; ETSI,
2020b; Ciena, 2020; Cloudify, 2020; ONAP, 2020; Sonkoly et al., 2015). Embora algumas
plataformas suportem múltiplas instâncias de um mesmo orquestrador NFV, desconhece-se
plataformas NFV que suportem a composição e o gerenciamento do ciclo de vida de uma SFC
em domínios federados que são orquestrados por plataformas NFV de fabricantes distintos.
Conforme múltiplas e diferentes plataformas NFV se tornam disponíveis (Ghaznavi et al., 2017;
de Sousa et al., 2019), é mais do que natural que uma SFC seja composta e orquestrada sobre
plataformas NFV distintas.
Embora a ETSI esteja definindo interfaces para a comunicação entre orquestradores
NFV de diferentes domínios administrativos, o problema ainda não foi resolvido (Haitao e
Mann, 2018; Haitao et al., 2018; Yousaf et al., 2020). Operadores de rede ainda necessitam
lidar com as particularidades de operação e configuração de orquestradores NFV distintos que
também implementam diferentes modelos de dados. A ETSI vem discutindo a composição e
execução de serviços de rede em diferentes domínios administrativos através do encadeamento
de SFCs existentes (i.e., SFCs compostas previamente são aninhadas para formar novas SFCs),
mas não considera a possibilidade de compor novas SFCs a partir de VNFs independentes de
serviços de rede previamente estabelecidos. Destaca-se que esta possibilidade de compor novas
SFCs a partir de VNFs independentes é muito natural, trazendo grande flexibilidade para a
disponibilização de novos serviços sobre redes federadas. Além disso, a estratégia prevista pela
ETSI de aninhar composições de SFCs para criar novos serviços pode gerar desperdício de
recursos computacionais e energia, uma vez que o tráfego da rede pode ter que atravessar VNFs
desnecessárias.
A composição de SFCs com VNFs independentes e que executam em diferentes domínios
administrativos pode ser implementada com o apoio de federações. Uma federação de domínios
possibilita que VNFs sejam instanciadas em diferentes domínios com plataformas NFV distintas
para formar serviços complexos de rede. As instâncias de VNFs em execução também podem
ser compartilhadas por múltiplas SFCs caso o acordo de federação autorizar e as plataformas e
orquestradores NFV suportarem essa funcionalidade.
Mudando para a outra área na qual a Tese apresenta uma contribuição, a RAN está
evoluindo como parte de um conjunto de novas tecnologias (incluindo 5G, IoT, entre outras) que
tem potencial de grande impacto em diversos contextos. Uma RAN tem a tarefa não trivial de
determinar a melhor forma de utilização e gerenciamento do espectro limitado da rede sem fio
para possibilitar a conectividade de equipamentos de usuário (UE - User Equipment). Em redes
5G densas (i.e., muitas estações base e UEs em uma área geográfica limitada) torna-se ainda
mais desafiador alocar recursos de rádio, implementar handovers (i.e., transferir a conexão de um
UE de uma estação base para outra), gerenciar interferências, balancear a carga entre células da
rede, entre outras tarefas que a RAN deve executar. Uma célula consiste em uma determinada
área geográfica em que há cobertura de sinal da RAN (Gudipati et al., 2013; Habibi et al., 2019).
Embora as interfaces de comunicação entre os dispositivos sem fio e os elementos da
RAN sejam definidas por padrões abertos, a maioria das implementações são normalmente
soluções fechadas, proprietárias, desenvolvidas pelos fabricantes de equipamentos (Olwal et al.,
2016; Parvez et al., 2018; Habibi et al., 2019). Nesse contexto, provedores de telecomunicação
enfrentam diversos desafios para realizar aprimoramentos bem como desenvolver novos serviços
e, ao mesmo tempo, torna-se complexo e lento para a comunidade de pesquisa contribuir com
essa importante área das redes de telecomunicações.
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Projetos como o srsLTE (Gomez-Miguelez et al., 2016) e o OAI (Open Air Interface)
(Kaltenberger et al., 2019) iniciaram implementações de código aberto para a RAN considerando
os padrões do 3GPP (3GPP, 2020a). Recentemente a O-RAN Alliance (2019) e a O-RAN SC
(2020b) vêm definindo uma interface de comunicação entre os elementos da RAN e implementado
um controlador para a RAN denominado RIC. As funções de controle da RAN são implementadas
por meio de microsserviços chamados xApps. Os xApps interagem com os elementos da RAN
com requisitos rígidos de latência ao passo que devem prover escalabilidade para processar
dezenas de milhares de requisições por segundo em uma instância do RIC (Coletti et al., 2018;
Akman et al., 2020; O-RAN Alliance, 2020c,a).
A alta disponibilidade é considerada requisito fundamental para a RAN (Habibi et al.,
2019). Um xApp falho pode impedir que milhares de dispositivos sem fio conectem-se à rede
em uma determinada área geográfica. Além de alta disponibilidade, as redes 5G demandam
requisitos rígidos de baixa latência e alta vazão para as funções de controle da RAN (Parvez
et al., 2018; Habibi et al., 2019). A alta disponibilidade pode ser alcançada por meio de técnicas
de replicação e tolerância a falhas. Entretanto, as estratégias empregadas com as técnicas de
replicação tradicionais para fornecer tolerância a falhas, descritas na Seção 5.8, não são capazes
de suportar os requisitos de baixa latência e alta vazão exigidos pelas redes 5G no contexto
do controlador RIC (O-RAN Alliance, 2020c,a). A plataforma RIC está sendo desenvolvida
sob a responsabilidade da O-RAN SC (2020b) e, até onde se sabe, não existem propostas para
tolerância a falhas de xApps e do controlador RIC.
1.2 HIPÓTESES
Esta Tese de Doutorado levanta duas hipóteses fundamentais. A primeira hipótese está
relacionada ao contexto da composição e execução de serviços de rede com múltiplos domínios e
orquestradores NFV. A segunda hipótese está associada ao contexto de tolerância a falhas para o
controlador O-RAN.
A primeira hipótese levantada para conduzir a pesquisa deste Trabalho de Doutorado é
a seguinte:
Hipótese 1: Para aproveitar ao máximo a segmentação do mercado de telecomuni-
cações e a grande quantidade de plataformas e orquestradores NFV disponíveis, estratégias
efetivas e de alto nível devem permitir a composição e execução de serviços complexos de rede
que atravessam múltiplos domínios orquestrados por diferentes plataformas NFV.
Embora as estratégias atuais considerem a segmentação do mercado de telecomunicações
e a disponibilização de diferentes plataformas de nuvem, falham ao desconsiderar que SFCs
podem ser construídas sobre múltiplos orquestradores NFV distintos em uma federação. Ainda
que a ETSI tenha discutido a padronização de interfaces para a comunicação entre orquestradores
NFV e também a composição de SFCs multi-domínio, o foco é no encadeamento de serviços
de rede existentes e disponibilizados previamente pelas interfaces dos orquestradores NFV. Isto
pode restringir, por exemplo, a composição e a implantação de serviços de rede entre domínios
federados que possuem suas próprias implementações de VNFs e apenas têm a necessidade de
locar os serviços da plataforma subjacente de orquestração. Nesse sentido, estratégias mais
flexíveis são necessárias para permitir a escolha do domínio mais adequado que um serviço
de rede – ou parte dele – deve executar (e.g., custo, desempenho, localização). Possibilitar a
execução de um serviço de rede composto por VNFs de múltiplos e diferentes orquestradores
NFV também traz benefícios em outros contextos na NFV, por exemplo permitindo aumentar
18
a flexibilidade de algoritmos de posicionamento de VNFs e SFCs, que podem aproveitar os
múltiplos diferentes domínios/orquestradores da federação.
Um dos objetivos desta Tese de Doutorado é confirmar a Hipótese 1 descrita acima e
responder as seguintes questões de pesquisa:
1. Uma vez que existe uma grande quantidade de plataformas e orquestradores NFV, é
possível abstrair as especificidades dos mesmos para compor e implantar SFCs através
de uma API genérica e única?
2. Ao abstrair as especificidades das plataformas e orquestradores NFV, é possível compor
e executar uma SFC em múltiplos domínios orquestrados por diferentes plataformas
NFV sem a intervenção manual dos operadores de rede de cada domínio?
3. Considerando uma federação de domínios, um usuário com identidade federada é capaz
de compor e executar uma SFC de forma flexível utilizando VNFs independentes dos
serviços de rede providos pelas interfaces dos orquestradores NFV de cada domínio?
A segunda hipótese levantada para conduzir a pesquisa deste Trabalho de Doutorado no
contexto da O-RAN é a seguinte:
Hipótese 2: Para construir um controlador RIC tolerante a falhas e ao mesmo tempo
atender aos requisitos de baixa latência e alta vazão, podem ser utilizadas técnicas de replicação
e particionamento de estados, aliadas a estratégias eficientes de roteamento de mensagens da
RAN para as réplicas apropriadas.
Ao longo dos anos, diversas técnicas de tolerância a falhas baseadas em replicação de
estado foram propostas. Entretanto, a forma como as técnicas de replicação tradicionais são
empregadas para prover tolerância a falhas não suportam os requisitos de baixa latência e alta
vazão requeridas no contexto do controlador RIC da O-RAN.
Esta Tese de Doutorado também objetiva confirmar a Hipótese 2 e responder a seguinte
questão de pesquisa:
4. É possível construir xApps tolerantes a falhas que são capazes de processar mensagens
da RAN com a baixa latência e alta vazão requisitadas?
1.3 CONTRIBUIÇÕES
Este Trabalho de Doutorado apresenta contribuições em dois contextos diferentes de
pesquisa: a composição e execução de serviços de rede com múltiplos domínios e orquestradores
NFV; e, a tolerância a falhas para microsserviços do controlador O-RAN.
A primeira contribuição deste Trabalho de Doutorado é uma abordagem que permite
a composição e o gerenciamento do ciclo de vida de uma SFC que pode ser orquestrada por
diferentes plataformas NFV. No contexto da abordagem proposta, o gerenciamento do ciclo de
vida representa um conjunto de funções que permitem alocar recursos de hardware, instanciar,
monitorar e encerrar uma SFC (ETSI, 2014b). Um framework denominado Holistic-Composer
foi definido e está centrado como uma solução genérica e extensível empregando os padrões
da especificação NFV-MANO da ETSI. O framework é denominado holístico, pois o objetivo
principal é abstrair as especificidades de diferentes orquestradores NFV para a composição de
uma SFC através de uma API genérica e única. A abordagem proposta para o Holistic-Composer
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emprega agentes de comunicação que traduzem as operações genéricas desta API para as
operações específicas dos respectivos orquestradores NFV.
Um protótipo do Holistic-Composer foi implementado e permite realizar a composição
e o gerenciamento do ciclo de vida das SFCs formadas por VNFs que executam o unikernel
Click-on-OSv (da Cruz Marcuzzo et al., 2017) sobre a plataforma de orquestração NFV OpenStack
Tacker (Tacker, 2020). Vale ressaltar que a composição de SFCs formadas por VNFs que executam
outras tecnologias e sistemas operacionais também é permitida. Experimentos foram executados
e permitiram realizar uma avaliação quantitativa e qualitativa. Na avaliação quantitativa é possível
observar que são necessários em média 17,5ms para adicionar novas VNFs na SFC por um
único cliente. A composição de 128 SFCs de forma concorrente foi 4,145 vezes mais rápida
se comparada com a abordagem sequencial. Na avaliação qualitativa é possível verificar que
o Holistic-Composer é capaz de compor uma SFC apenas com a informação da sequência de
VNFs da composição.
A segunda contribuição da Tese é a Multi-SFC: uma abordagem que permite a com-
posição e execução de uma SFC em múltiplas nuvens e domínios orquestrados por diferentes
plataformas NFV em uma federação. A Multi-SFC utiliza uma abordagem holística e define um
framework que fornece abstrações de alto nível para compor e executar as SFCs distribuídas nas
múltiplas plataformas NFV. O bloco de construção básico da Multi-SFC é chamado de segmento,
no qual todas as VNFs estão conectadas em uma determinada nuvem/domínio/orquestrador.
Segmentos são interconectados por meio de túneis baseados em diferentes tecnologias como
VPN (Virtual Private Network) e VXLAN (Virtual eXtensible LAN) que são instanciados como
VNFs nos pontos de entrada e saída dos segmentos SFC sendo conectados. A configuração da
infraestrutura de rede virtual para a interconexão dos túneis também é abstraída pela Multi-SFC.
Foi ainda realizado um levantamento do conjunto de operações que diferentes orquestradores
NFV implementam para compor suas SFCs. Com base nesse levantamento foi definida uma API
genérica que permite abstrair as particularidades de diferentes plataformas NFV para compor e
executar uma SFC que atravessa uma federação de domínios.
Um protótipo da Multi-SFC foi implementado com base nas plataformas NFV Tacker
(Tacker, 2020) e Open Source MANO (ETSI, 2020b), e, com duas versões diferentes do OpenStack
(OpenStack, 2020a) em dois domínios distintos. Resultados experimentais avaliam a Multi-SFC
em termos de interoperabilidade e desempenho da rede, em especial a vazão e latência. Os
resultados mostram que a abordagem da Multi-SFC apresenta baixa latência e mantém vazão
compatível com o túnel e hardware utilizados na execução. A sobrecarga apresentada pelos
túneis VNF está relacionada ao protocolo de comunicação utilizado e varia conforme o tipo de
serviço que cada um deles é capaz de prover (e.g., criptografia).
A terceira contribuição está relacionada ao contexto de tolerância a falhas para micros-
serviços do controlador O-RAN. A contribuição consiste na definição de um conjunto de técnicas
para implementar xApps tolerantes a falhas capazes de suportar os requisitos de baixa latência e
alta vazão na plataforma RIC desenvolvida pela O-RAN SC (2020b). A abordagem necessária
para implementar a tolerância a falhas no controlador RIC é a replicação de xApps. A proposta é
a utilização de técnicas de particionamento de estado com replicação parcial e re-roteamento
com ciência de papel para atender aos requisitos de latência e vazão impostos pela RAN. O
particionamento de estado de um xApp permite que um subconjunto de dados seja mantido por
diferentes réplicas daquele xApp, enquanto que a replicação parcial permite que cópias de cada
subconjunto de dados sejam mantidas por determinadas réplicas de backup. A ciência de papel
possibilita que uma réplica reconheça o papel (i.e., primário ou backup) que exerce sobre um
determinado subconjunto de dados, enquanto que o re-roteamento garante que uma mensagem
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seja encaminhada para uma réplica de backup caso a réplica primária não esteja disponível para
processar uma mensagem da RAN.
As técnicas investigadas foram implementadas e disponibilizadas em uma biblioteca
chamada RFT (RIC Fault Tolerance) (Huff et al., 2020). A RFT visa permitir que desenvolve-
dores de aplicações de controle da RAN implementem xApps tolerantes a falhas. Resultados
experimentais mostram que a RFT é capaz de sustentar os requisitos de latência do RIC e também
fornece uma taxa de transferência escalável de centenas de milhares de requisições por segundo.
1.4 ORGANIZAÇÃO DO TRABALHO
O restante do trabalho está organizado da seguinte forma. O Capítulo 2 descreve os
fundamentos relacionados à NFV, os conceitos de orquestração de funções virtualizadas de rede
e de service chains. No Capítulo 3, são apresentadas a arquitetura, implementação e avaliações
do framework Holistic-Composer. Em seguida, o Capítulo 4 detalha a proposta da Multi-SFC
que provê abstrações para realizar a composição e execução de SFCs distribuídas em múltiplas
nuvens de domínios federados e orquestrados por diferentes plataformas NFV. A proposta de
implementação de xApps tolerantes a falhas no controlador O-RAN é descrita no Capítulo 5. As
conclusões finais e os trabalhos futuros são descritos no Capítulo 6.
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2 VIRTUALIZAÇÃO DAS FUNÇÕES DE REDE
Este capítulo apresenta o paradigma NFV de virtualização de funções de rede. Inicial-
mente são descritas as funções virtualizadas de rede. Em seguida, são apresentados os conceitos
e a arquitetura para o gerenciamento e orquestração de serviços de rede. Por fim, é detalhada a
conceitualização e os componentes lógicos que habilitam a execução de uma SFC.
2.1 FUNÇÕES VIRTUALIZADAS DE REDE
Atualmente as redes de computadores disponibilizam funcionalidades diversas imple-
mentadas por uma variedade grande de dispositivos com finalidades específicas conhecidos
como middleboxes (Martins et al., 2014). Esses dispositivos geralmente combinam hardware
e software de um mesmo fabricante e oferecem funcionalidades importantes como, firewalls,
proxies, balanceadores de carga e otimizadores de tráfego na Internet. Middleboxes têm, em
geral, custo elevado de aquisição e operação, além de oferecerem dificuldades em termos de
escalabilidade conforme aumenta a demanda da rede (Martins et al., 2014).
A Virtualização das Funções de Rede (NFV - Network Function Virtualization) surge
como uma alternativa para substituir os middleboxes, permitindo que as funcionalidades tradicio-
nais da rede sejam implementadas em software, e disponibilizadas por sistemas virtualização
executados em hardware de prateleira (Chiosi et al., 2013; Han et al., 2015). Uma Função
Virtualizada de Rede (VNF - Virtual Network Function) pode realizar tarefas de equipamentos
específicos tais como, dispositivos NAT (Network Address Translation), roteadores, balanceadores
de carga, firewalls, entre muitos outros (Han et al., 2015).
A Figura 2.1 ilustra a abordagem da NFV, na qual é possível visualizar que as funções
de rede normalmente disponibilizadas por fabricantes de hardware específicos (Network Vendor-
Specific Hardware) podem ser implementadas em software, e executadas em hardware de
prateleira (Commercial off-the-shelf ). Além disso, diversos benefícios podem ser alcançados
com a implantação da NFV, dentre eles pode-se destacar: redução de custos com equipamentos e
infraestrutura (CAPEX - CAPital EXpenditures); redução de custos com operacionalização dos
equipamentos (OPEX - OPerational EXpenditures); desacoplamento de hardware e software;
redução na variedade de equipamentos; maior flexibilidade no gerenciamento e orquestração de
funções de rede; recuperação ágil de falhas; agilidade na entrega de funções de rede; e, alterações
na topologia da rede em tempo de execução (Chiosi et al., 2012).
Os paradigmas das Redes Definidas por Software (SDN - Software-Defined Networking)
(Kim e Feamster, 2013) e da Computação em Nuvem (Cloud Computing) (Zhang et al., 2010)
complementam a tecnologia NFV. As redes SDN permitem desacoplar o plano de controle da
rede do plano de dados que somente encaminha pacotes. As funções do plano de controle são
executadas por um controlador externo e submetidas ao dispositivo de encaminhamento por meio
de protocolos padronizados (Trois et al., 2016). Já o modelo da computação em nuvem, permite
o acesso sob demanda e pela rede a recursos computacionais compartilhados que podem ser
rapidamente disponibilizados e liberados com o mínimo esforço de gerenciamento ou interação
do provedor de serviços (Zhang et al., 2010; Mell e Grance, 2011).
Ainda que os mecanismos para o desenvolvimento das funções virtualizadas de rede
não dependam da SDN, a separação do plano de controle do plano de dados pode simplificar a
implantação da NFV com serviços existentes, melhorar o desempenho e facilitar a operação da










Figura 2.1: Abordagem da NFV (Chiosi et al., 2012).
infraestrutura necessária para as aplicações SDN executarem (Chiosi et al., 2012). A infraestrutura
da NFV também pode aproveitar-se das capacidades da computação em nuvem e da virtualização
permitindo que funcionalidades como firewalls, balanceamento de carga, inspeção de tráfego,
entre outras, sejam executadas em software e gerenciadas por um mecanismo de orquestração
(Mijumbi et al., 2016; de Sousa et al., 2019).
2.2 ORQUESTRAÇÃO DE FUNÇÕES VIRTUALIZADAS DE REDE
A gerência e operação das redes tem se tornado mais complexas e, portanto, mais
sujeitas a erros devido à variedade de operações e scripts que devem ser executados. Como
exemplo, pode-se citar o escalonamento e compartilhamento de recursos, gerenciamento de falhas,
interação de VNFs com funções de rede implementadas em dispositivos proprietários e cenários
envolvendo a interoperabilidade de múltiplos datacenters. Além de garantir o desempenho de
VNFs em infraestruturas compartilhadas, também existe a necessidade de prover os serviços
de rede de forma automatizada visando alcançar maior agilidade na entrega destes serviços e
consequentemente reduzir custos (Chiosi et al., 2012; Shen et al., 2015; Han et al., 2015; Mijumbi
et al., 2016; de Sousa et al., 2019).
Visando aumentar a disseminação e a interoperabilidade das funções virtualizadas de
rede, a ETSI (European Telecommunications Standards Institute) criou o grupo NFV ISG (NFV
Industry Specification Group) para propor a padronização de uma arquitetura para a NFV (ETSI,
2014a, 2020a). A Figura 2.2 ilustra o framework NFV em alto nível proposto pela ETSI composto
por três blocos funcionais principais: VNFs, NFVI e NFV Management and Orchestration,
descritos a seguir.
O bloco funcional Virtualized Network Functions (VNFs) representa as funções de rede
que são implementadas totalmente em software e executadas sobre uma ou mais infraestruturas
NFV (NFVI). Cada VNF é então implantada utilizando recursos virtualizados. O bloco NFV
Infrastructure (NFVI) compreende a variedade de recursos de hardware e software que constituem
o ambiente no qual as VNFs são instaladas, gerenciadas e executadas. A abstração dos recursos
físicos é realizada por meio de uma camada de virtualização (Virtualization Layer) que desacopla
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Figura 2.2: Framework NFV em alto nível proposto em ETSI (2014a).
os recursos virtuais do hardware subjacente e garante que as VNFs sejam executadas de forma
independente do hardware utilizado.
O bloco NFV Management and Orchestration da Figura 2.2 é responsável por gerenciar
o ciclo de vida das VNFs, como também administrar os recursos de hardware e software que
formam a NFVI. Diante da complexidade de orquestrar e gerenciar o aprovisionamento de VNFs,
a ETSI também propôs a arquitetura de um framework para o gerenciamento e orquestração da
NFV, denominado NFV-MANO (NFV - Management and Orchestration) (Quittek et al., 2014). O
framework NFV-MANO envolve todos os aspectos do gerenciamento do ciclo de vida das funções
virtualizadas de rede que incluem a instanciação de VNFs em máquinas virtuais, abstração dos
recursos de hardware, elasticidade, alteração de configurações em tempo de execução, atualização
da versão do software das VNFs, bem como encerramento da execução e liberação dos recursos
de hardware na NFVI.
A Figura 2.3 detalha o modelo NFV-MANO com seus blocos funcionais e respectivos
pontos de referência do ponto de vista da orquestração e gerenciamento de NFV. O bloco NFV
Orchestrator (NFVO) tem duas responsabilidades principais: o gerenciamento e orquestração
dos recursos da NFV Infrastructure; e a administração do ciclo de vida dos serviços de rede. O
NFVO também utiliza as funções de gerenciamento e orquestração para coordenar a composição
de VNFs e formar serviços de rede. A composição permite que um conjunto de VNFs realizem
uma tarefa mais complexa, o que implica na instanciação conjunta, a configuração necessária
para a conexão entre estas VNFs, bem como alterações dinâmicas de configuração para escalar
a capacidade do serviço em tempo de execução caso haja necessidade. O NFVO realiza essas
tarefas por meio dos serviços expostos pelas interfaces dos blocos funcionais VNF Manager e
Virtualized Infrastructure Manager.
O bloco funcional VNF Manager (VNFM) ilustrado na Figura 2.3 é responsável pelo
gerenciamento do ciclo de vida das instâncias de VNFs. A maioria das funções realizadas
pelo VNF Manager são de finalidade genérica e aplicáveis a qualquer tipo de VNF. Essas
funcionalidades são consumidas por elementos do framework NFV-MANO e também por
entidades externas. Dentre as funções realizadas pelo VNFM pode-se apontar a gerência de
VNFs por meio de templates de configuração que podem conter informações sobre: endereços
IP; atualização da versão do software da VNF; recuperação de falhas; elasticidade; e recursos
computacionais. O VNFM também tem acesso a um repositório que armazena as VNFs
disponíveis e suas diferentes versões associadas respectivamente aos seus descritores.
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Figura 2.3: O modelo de referência NFV-MANO proposto pela ETSI (Quittek et al., 2014).
O Virtualized Infrastructure Manager (VIM) tem a responsabilidade de realizar o
controle e gerenciamento dos recursos de hardware e software pertencentes à infraestrutura
das operadoras de rede, incluindo recursos para processamento, armazenamento de dados e de
rede. Um VIM pode ser genérico e capaz de gerenciar os vários tipos de recursos, ou específico,
gerenciar apenas ou recursos de computação, ou armazenamento, ou de rede. O VIM ainda
disponibiliza interfaces que possibilitam o gerenciamento dos recursos virtualizados da NFVI e
realiza a interação com diferentes hipervisores e controladores de rede.
O framework NFV-MANO dispõe de uma base de dados para realizar a tarefa de
gerenciamento e orquestração da NFV. Esta base de dados é utilizada pelo NFVO e possui os
seguintes elementos. NS Catalog: representa o repositório de todos os serviços de rede disponíveis
e seus respectivos templates de implantação; NFV Instances: mantém todas as informações
relativas às instâncias de VNFs e serviços de rede, cada VNF e serviço de rede instanciado possui
o seu respectivo registro armazenado neste repositório; VNF Catalog: representa o repositório
com todos os VNF Packages disponíveis, cada VNF Package contém informações como, imagens
de software, descritores das VNFs e arquivos de manifesto; e, NFVI Resources: contempla as
informações de disponibilidade, reserva e alocação dos recursos da NFVI que são abstraídos pelo
VIM. Este repositório tem um papel importante para o NFVO, pois mantém informações dos
recursos da NFVI associados aos serviços de rede e VNFs em execução, os quais são utilizados
na tomada de decisões durante o processo de gerenciamento e orquestração.
Os demais elementos da Figura 2.3 não são considerados parte do framework NFV-
MANO porém trocam informações com os blocos funcionais no NFV-MANO. As linhas
sólidas com setas representam os principais pontos de referência em andamento no escopo
do NFV-MANO. As linhas tracejadas indicam que existem implementações atuais, porém
necessitam de extensões para interoperar com a NFV. A associação entre os elementos VNF e
NFV Infrastructure representa um ponto de referência em que há a execução da NFV. (ETSI,
2014a). O Element Management (EM) é responsável pelas funcionalidades FCAPS (Fault,
Configuration, Accounting, Performance and Security) de gerenciamento da VNF correspondente.
O elemento OSS/BSS (Operations Support System / Business Support System) representa sistemas
utilizados por operadores de rede para gerenciar tarefas administrativas tais como, controle de
clientes, tarifação, controle de inventário e projeto de redes de comunicação (Quittek et al., 2014).
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2.3 SERVICE FUNCTION CHAINING
As redes de computadores atuais geralmente empregam múltiplas funções de rede para
fornecer serviços aos seus usuários. Nesse contexto, a implantação fim-a-fim de serviços de
rede complexos depende da composição de várias funções de rede. Os modelos de implantação
de serviços de rede frequentemente são acoplados à topologia da rede e aos recursos físicos de
hardware, reduzindo ou eliminando consideravelmente a capacidade de um operador de rede
criar novos serviços sob demanda ou modificar serviços e funções de rede existentes.
Esses modelos de implantação de serviços geralmente se apresentam estáticos e pouco
flexíveis. Em consequência disso, a modificação de uma ou mais funções de rede em um
serviço pode afetar o funcionamento de outras funções daquele mesmo serviço de rede (Halpern
e Pignataro, 2015; Yi et al., 2018). O uso da tecnologia NFV permite que as desvantagens
associadas ao acoplamento dos recursos físicos e da topologia da rede sejam suprimidas, uma
vez que a NFV permite justamente separar as instâncias de software do hardware que as executa.
O NFV Orchestrator proposto no modelo NFV-MANO da ETSI pode utilizar funções de
gerenciamento e orquestração da infraestrutura NFV disponibilizado pelo VIM para coordenar a
composição de VNFs e formar serviços de rede (Quittek et al., 2014). No contexto da NFV, uma
função de rede é responsável pelo processamento específico de determinado tráfego da rede e
pode operar em diferentes camadas da pilha de protocolos. A instanciação de um conjunto destas
funções de rede em uma topologia virtual e o encaminhamento do tráfego em uma determinada
sequência através das mesmas forma uma SFC (Service Function Chaining). Uma SFC permite
construir um serviço de rede composto por determinadas funções de rede e a ordem na qual estas
funções são encadeadas (Halpern e Pignataro, 2015; Garcia et al., 2020). A expressão service
chain também é utilizada para referir-se a uma SFC, ambas são utilizadas como sinônimos no
texto.
Diversos esforços vêm sendo realizados para padronizar a composição de serviços de
rede (Chiosi et al., 2013; Quittek et al., 2014; IETF, 2020). A IETF (Internet Engineering Task
Force) criou o IETF SFC WG (IETF Service Function Chaining Working Group) (IETF, 2020)
para discutir a arquitetura e a padronização de protocolos e extensões que permitam realizar a
composição de service chains e a sua interação com os elementos do framework NFV-MANO.
Essencialmente, o modelo definido na arquitetura para a SFC da IETF (Halpern e Pignataro,
2015) faz o encaminhamento do tráfego para próxima função de rede através de um identificador
de fluxo em vez de utilizar o roteamento convencional baseado no endereço IP de destino.
Vários componentes lógicos foram projetados para a arquitetura da SFC da IETF. Dentre
esses componentes destacam-se Classifiers, SFFs (Service Function Forwarders), SFC Proxies
e as próprias funções de rede ilustradas na Figura 2.4. Alguns componentes são responsáveis
por restringir o escopo das service chains operando sobre o tráfego de entrada e/ou saída das
SFCs. Este é o caso dos componentes Classifier, SFF e SFC Proxy que permitem que o fluxo
da service chain seja processado pela sequência correta de VNFs. Uma rede ou região de uma
rede que possui componentes que implementam funcionalidades no contexto de service chains é
conhecida como SFC-enabled Domain (Halpern e Pignataro, 2015). Cada SFC-enabled Domain
possui a sua própria rede representada na Figura 2.4 pelo elemento Network Overlay. Essa rede é
formada por enlaces virtuais e utiliza encapsulamento de tráfego para encaminhar o fluxo da SFC
para as respectivas VNFs (Quinn e Nadeau, 2015).
O componente Classifier opera na borda de entrada de um SFC-enabled Domain e
aplica as políticas e restrições definidas pelos operadores da rede. Um Classifier intercepta e
analisa todo o tráfego baseado nas regras definidas pelo operador de rede para cada service chain
instanciada. Como resultado da classificação, o tráfego é encapsulado em cabeçalhos de rede
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Figura 2.4: Componentes lógicos na arquitetura da SFC da IETF.
que permitem direcionar o fluxo da rede para o SFP (Service Function Path) apropriado. Um
SFP representa o caminho (i.e., sequência de funções de rede) no qual o tráfego da rede deve
atravessar após a classificação, formando um grafo do serviço (Halpern e Pignataro, 2015).
A Figura 2.5 ilustra a associação entre o componente Classifier e o SFP por meio de
encapsulamento. O encapsulamento permite o direcionamento do conteúdo classificado através
de identificadores de fluxo para o Service Function Path, que contém neste exemplo três funções
de rede. Protocolos usados nesse contexto incluem MPLS (Multiprotocol Label Switching), GRE
(Generic Routing Encapsulation) e VXLAN (Virtual eXtensible Local Area Network) (Quinn e
Nadeau, 2015).
Classifier Service Function PathEncapsulation
Classified TrafficNSH
Figura 2.5: Interconexão entre o componente Classifier e um SFP.
É importante destacar que o IETF SFC WG vem realizando esforços para definir
protocolos para o encapsulamento do tráfego e a troca de informações entre os participantes de
um SFP. Um dos protocolos já definido é o NSH (Network Service Header) (Quinn et al., 2018).
O NSH especifica metadados que indicam a qual SFC um determinado fluxo da rede pertence,
bem como identifica as funções de rede que devem processar os dados contidos no campo de
carga útil do mesmo. Vale ressaltar que o encapsulamento realizado pelo cabeçalho do NSH
não é utilizado para o encaminhamento físico dos fluxos na rede, uma vez que o seu objetivo é
carregar informações de contexto da SFC. Sendo assim, o encaminhamento físico dos fluxos da
rede continua sob responsabilidade dos protocolos subjacentes da rede.
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Um SFC-enabled domain requer que os componentes da rede sejam capazes de manipular
as informações contidas no cabeçalho da SFC. Contudo, componentes da rede originalmente
incapazes de manipular o cabeçalho da SFC podem ser conectados a um SFC Proxy para
manipulação externa do cabeçalho, conforme ilustrado na Figura 2.4. O componente SFC Proxy
possibilita que funções de rede tradicionais e sem o conhecimento do cabeçalho da SFC sejam
adicionadas à service chain.
O SFF da Figura 2.4 é responsável pelo encaminhamento do fluxo recebido da rede
através do componente Classifier para uma ou mais funções de rede – virtuais ou físicas – de
acordo com as informações transmitidas no cabeçalho da SFC. Após a função de rede processar
o tráfego, este retorna novamente ao SFF que então realiza o encaminhamento para a próxima
função de rede do SFP. Uma SFC é executada completamente a partir do momento em que o
tráfego tenha sido processado por todas as funções de rede do SFP. O SFF também é responsável
por remover o encapsulamento da SFC e introduzir o tráfego novamente na rede subjacente
depois que a última VNF do SFP processou o tráfego da rede.
A reclassificação do tráfego também pode ocorrer enquanto o fluxo atravessa uma SFC
indicando que a sequência de VNFs originalmente definida foi modificada. O elemento da rede
onde ocorre a reclassificação é chamado de Branching Node. Isso possibilita que mais de um
caminho (i.e., SFP) possa ser utilizado a partir de uma determinada função de rede (Halpern e
Pignataro, 2015). Esse é um caso comum quando o fluxo de rede atravessa sistemas de segurança,
como por exemplo, um IDS (Intrusion Detection System) que pode redirecionar o fluxo da rede
dependendo do resultado de sua análise ou conduzir ao serviço de destino (Alharbi et al., 2017).
As SFCs também podem apresentar fluxos com características simétricas ou assimétricas.
SFCs simétricas indicam que o processamento do fluxo de retorno (i.e., sequência de VNFs
pelas quais o fluxo passa) deve ser exatamente o inverso do fluxo de envio. Por outro lado, SFCs
assimétricas não definem qualquer relação entre os fluxos de envio e retorno (Quinn e Nadeau,
2015). Também existem SFCs híbridas, nas quais o tráfego reverso é necessário apenas em um
conjunto de funções de rede (Halpern e Pignataro, 2015).
2.4 CONCLUSÃO
Este capítulo apresentou o paradigma NFV de virtualização de funções de rede. As
funções virtualizadas de rede são uma alternativa aos middleboxes tradicionais, permitindo que
funcionalidades diversas sejam implementadas em software e virtualizadas em hardware de
prateleira. Serviços complexos de rede podem ser criados por uma composição de funções
virtualizadas de rede formando SFCs que trazem flexibilidade e agilidade na entrega de novos
serviços de rede. O capítulo seguinte apresenta a proposta de um framework holístico para a
composição de SFCs.
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3 COMPOSIÇÃO HOLÍSTICA DE SERVIÇOS DE REDE
Este capítulo descreve o framework Holistic-Composer para a composição e o gerencia-
mento do ciclo de vida de serviços de rede. Um serviço de rede é uma service chain que pode
ser orquestrada por diferentes plataformas NFV. Inicialmente, é apresentada a arquitetura do
framework proposto. Em seguida, são abordados os facilitadores NFV utilizados no desenvolvi-
mento do framework, os detalhes de implementação e a avaliação da abordagem proposta. Por
fim, é realizada uma comparação com outras abordagens.
3.1 O FRAMEWORK HOLISTIC-COMPOSER
O Holistic-Composer permite a definição e o gerenciamento do ciclo de vida de uma
service chain que pode ser orquestrada por diferentes plataformas NFV. Um dos objetivos
principais do Holistic-Composer é reduzir a complexidade de diferentes plataformas NFV na
composição e gerenciamento service chains, de forma que os operadores de rede não necessitem de
conhecimentos específicos de todas as tecnologias e particularidades das respectivas plataformas
NFV. Um framework é proposto para o Holistic-Composer como uma solução genérica e
emprega os padrões da especificação NFV-MANO da ETSI, permitindo o seu uso nas diferentes
plataformas NFV compatíveis com o NFV-MANO e em múltiplas aplicações cliente. O objetivo
final do framework proposto é simplificar a composição de service chains de modo que o operador
de rede compõe a SFC apenas informando a sequência de VNFs e, quando necessário, as conexões
entre as mesmas.
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Figura 3.1: Arquitetura proposta para o framework Holistic-Composer.
A Figura 3.1 ilustra a arquitetura do framework proposto. O framework é dito holístico
no sentido que abstrai as especificidades de diferentes plataformas NFV através de uma API
genérica e única. O framework NFV-MANO da ETSI também é ilustrado na Figura 3.1, visto que
a arquitetura proposta para o Holistic-Composer complementa o NFV-MANO sem a exigência
de modificações e possibilita que as duas arquiteturas possam evoluir em paralelo. É possível
observar que existe um ponto de comunicação entre as duas arquiteturas: Agents → NFVO. Os
agentes de comunicação (Agents) foram utilizados para abstrair as especificidades de interação
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com as diferentes plataformas NFV. Para cada orquestrador NFV existe um agente de comunicação
responsável por implementar as respectivas interações e particularidades.
O SFC-Core é o principal componente do framework proposto e foi desenvolvido
com o propósito de conduzir e validar as operações requisitadas pelas aplicações cliente. Este
componente possibilita abstrair a complexidade na definição e gerenciamento do ciclo de vida
das service chains. O SFC-Core disponibiliza uma interface de comunicação padronizada que
utiliza o modelo REST (REpresentational State Transfer) e permite que os mais variados tipos de
aplicações cliente possam interagir com o framework proposto. Essas aplicações são ilustradas
na Figura 3.1 como REST Clients e incluem aplicações que usam GUI (Graphical User Interface)
e CLI (Command Line Interface).
O SFC-Core também gerencia o repositório local de VNFs representado pelo elemento
VNF Package na Figura 3.1. O formato do VNF Package segue o modelo da ETSI (Kojukhov
et al., 2017) permitindo a interoperabilidade do framework proposto com o maior número de
plataformas NFV compatíveis com o NFV-MANO. Cada VNF Package possui um descritor
da VNF (VNFD) e os respectivos scripts que devem ser executados ao instanciar a VNF na
infraestrutura NFV. O VNF Package também pode conter a imagem do software que irá executar
a VNF (i.e., VM Image), ou, a mesma pode ser utilizada a partir do repositório do NFVO. O
elemento Manifest representa o descritor do VNF Package que contempla informações como o
nome da VNF, o desenvolvedor, a versão e a data de liberação.
O elemento VNF Catalog Descriptor da Figura 3.1 é utilizado pelo SFC-Core para
gerenciar informações de metadados dos VNF Packages armazenados no repositório local. Os
metadados incluem um identificador único, nome, localização, descrição, tipo da função e
categoria da VNF. O tipo da função representa a plataforma que executa a VNF (e.g., Click-on-
OSv ou Linux). O Click-on-OSv, por exemplo, necessita de um Element Management específico
do framework NFV-MANO e requer etapas extras para a configuração da VNF. O tipo da
função também possibilita que VNFs programadas em diferentes plataformas de execução e com
particularidades diversas sejam contempladas pelo framework proposto.
A definição da categoria da VNF no VNF Catalog Descriptor permite diferenciar a
classe de serviço que aquele VNF Package oferece, como por exemplo, firewall, balanceador de
carga, proxy reverso, tunelamento, dentre outros. As classes de serviços oferecidas permitem que
o componente SFC-Core seja integrado com outras soluções capazes de sugerir possíveis VNFs
para a composição, como também pode viabilizar que serviços de rede sejam compostos de forma
automatizada. Também é proposto um catálogo (VNF Instances) com informações das VNFs
gerenciadas pelo Holistic-Composer para permitir a interoperabilidade com diferentes plataformas
NFV e demais soluções para SFC. Este catálogo permite diferenciar as VNFs instanciadas a
partir de ferramentas de terceiros daquelas gerenciadas pelo framework Holistic-Composer.
O catálogo SFC Instances da Figura 3.1 mapeia as instâncias de service chains que
estão executando no orquestrador NFV. As informações das VNFs instanciadas e que fazem parte
da composição das SFCs também são mantidas por este catálogo. A utilização dos catálogos de
VNF Packages, VNF Instances, SFC Instances em conjunto com o mapeamento das instâncias
de VNFs e SFCs possibilita a interoperabilidade com diferentes plataformas NFV e dispensa a
modificação do framework NFV-MANO e suas implementações.
3.2 IMPLEMENTAÇÃO DA ARQUITETURA PROPOSTA
A implantação de serviços de rede em infraestruturas existentes pode ser facilitada
através da utilização de ferramentas de virtualização disponíveis atualmente. Para a ETSI,
ferramentas que contribuem no desenvolvimento e implantação de NFV são chamadas de
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facilitadores de NFV (NFV Enablers) (Chiosi et al., 2012). Embora nem todos os facilitadores
NFV tenham sido desenvolvidos especificamente para a NFV (e.g., OpenStack), esses podem
ser estendidos e aplicados na NFV para atender a diferentes requisitos que podem compreender
desde a virtualização dos recursos físicos até o gerenciamento do ciclo de vida das funções
virtualizadas de rede. A implementação do framework proposto utiliza-se de facilitadores NFV
como OpenStack, Click-on-OSv e Tacker nas tarefas de composição e gerenciamento do ciclo de
vida das service chains.
O OpenStack (OpenStack, 2020a) é uma plataforma para a implementação de infraestru-
turas para computação em nuvem. Sua arquitetura é baseada em componentes diversos que podem
ser implantados em diferentes servidores físicos e cada um responsável por uma função específica
(e.g., nós de computação, rede, armazenamento). Estes componentes integrados disponibilizam
uma infraestrutura de computação em nuvem completa e modular. O OpenStack pode ser
utilizado no contexto da NFV para a virtualizar os recursos físicos utilizados pelas VNFs e atuar
como um VIM no ambiente NFV. A decisão de utilizar o OpenStack como a implementação do
VIM se justifica por ser uma solução estável e com suporte a uma grande quantidade de hardware,
além de ser uma plataforma modular e bastante difundida na comunidade NFV. Vale lembrar
que o framework proposto foi idealizado para executar com diferentes implementações do VIM
embora apenas o OpenStack seja apresentado neste momento.
O Click-on-OSv (da Cruz Marcuzzo et al., 2017) é uma plataforma capaz de executar
funções de rede baseadas no Click Modular Router (Kohler et al., 2000) sobre o unikernel OSv
(OSv, 2020), permitindo a criação de VNFs minimalistas de alto desempenho. O Click-on-OSv
também possui suporte a múltiplos hipervisores (e.g., Xen, KVM, VMWare e VirtualBox) e
possibilita o gerenciamento das funcionalidades FCAPS das VNFs através de uma interface Web
ou API REST. O DPDK (Data Plane Development Kit) (Linux Foundation, 2020a) também é
suportado pelo Click-on-OSv. O DPDK é composto por um conjunto de bibliotecas e drivers
que permitem obter alto desempenho no processamento do tráfego da rede. A capacidade do
Click-on-OSv executar em múltiplos hipervisores também possibilita que a implementação da
arquitetura proposta para o Holistic-Composer seja integrada e aproveitada por uma quantidade
maior de plataformas NFV.
O Tacker (Tacker, 2020) é um projeto oficial da plataforma OpenStack e tem como
objetivo desenvolver funcionalidades de VNF Manager e NFV Orchestrator genéricos para
gerenciar e operar serviços de rede e VNFs em uma infraestrutura NFV. O Tacker é baseado na
especificação NFV-MANO da ETSI e fornece funcionalidades para orquestrar serviços de rede
usando VNFs de ponta a ponta. As funcionalidades incluem desde a administração básica de
VNFs até o gerenciamento do ciclo de vida dos serviços de rede e o monitoramento das instâncias
de VNFs.
A implementação do Tacker utiliza a linguagem descritiva TOSCA (Topology and
Orchestration Specification for Cloud Applications) (Li e Crandall, 2017) para descrever os
serviços de rede e as instâncias das VNFs. Os descritores de VNFs (VNFDs) são armazenados
em um catálogo e utilizados pelo mecanismo de orquestração OpenStack Heat (Heat, 2020) que
é responsável por instanciar e destruir as VNFs e serviços de rede. A virtualização da rede é
gerenciada pelo Tacker através do OpenStack e utiliza o Open vSwitch (Linux Foundation, 2020b)
que implementa o protocolo OpenFlow (ONF, 2020). O Open vSwitch executa as funcionalidades
dos componentes SFF e SFC Proxy descritos na Seção 2.3. O Open vSwitch encaminha o fluxo
da rede entre as VNFs da SFC utilizando os protocolos MPLS e NSH.
Um operador de rede necessita de conhecimentos específicos de plataforma para compor
e gerenciar as service chains, tanto para o uso do Tacker como de outros orquestradores NFV
descritos na Seção 3.5. Além do conhecimento operacional, a compreensão das linguagens
31
de descrição (e.g., TOSCA/YAML ou NETCONF/YANG) utilizadas pelas plataformas NFV
se torna indispensável. O operador de rede ainda necessita conhecer as particularidades e os
conceitos de SFC descritos na Seção 2.3. O descritor utilizado pelo OpenStack Tacker para
formar serviços de rede através da composição de VNFs é o VNFFGD (VNF Forwarding Graph
Descriptor). Um VNFFGD define os diferentes SFPs (Service Function Paths), VNFs, protocolo
de encapsulamento e as políticas de classificação de tráfego da SFC.
A implementação de todos os componentes para o protótipo da arquitetura do framework
Holistic-Composer foi realizada através da linguagem Python. O componente SFC-Core
ilustrado na Figura 3.1 fornece uma interface de comunicação através do modelo REST que
foi implementada com o uso da biblioteca Flask da linguagem Python. Clientes REST dos
mais variados tipos podem ser implementados para interagir com o SFC-Core através dessa
API REST. A API é genérica e possibilita compor e gerenciar o ciclo de vida de service chains
em diferentes plataformas NFV. Todas as informações que os clientes do framework proposto
necessitam permanecem armazenadas em uma base de dados local que é acessada e gerenciada
pelo componente SFC-Core. Nesta base de dados são armazenadas informações sobre os VNF
Packages, VNF Catalog Descriptor, VNF Instances e SFC Instances. Os VNF Packages e seus
recursos são armazenados em diretórios com identificadores únicos gerados pelo SFC-Core.
A implementação do componente SFC-Core também viabiliza que os descritores de
VNFs contidos nos VNF Packages possam utilizar os formatos JSON (JavaScript Object Notation)
ou TOSCA/YAML. Isso se deve ao fato de que orquestradores NFV como o Tacker e o Open
Baton descrito na Seção 3.5, requerem o envio dos descritores em formato JSON. Além disso,
cada registro do elemento VNF Instances armazena o identificador único do VNF Package
utilizado e os identificadores do VNFD e da instância da VNF gerados pelo orquestrador NFV.
As informações armazenadas são utilizadas para destruir as VNFs e seus descritores no momento
em que a service chain é removida do orquestrador NFV.
O elemento SFC Instances armazena informações sobre as instâncias de service chains
que estão ativas no orquestrador NFV e contempla informações como o identificador local e
único da SFC, a lista das instâncias de VNFs envolvidas na composição, bem como o descritor
e o identificador da instância do VNFFG (VNF Forwarding Graph) que está em execução no
OpenStack Tacker. Também foi implementado um agente de comunicação para a troca de
informações entre o framework proposto e a API REST disponibilizada pelo Tacker. Este agente
de comunicação foi implementado com o auxílio da biblioteca Requests da linguagem Python.
Cada agente de comunicação é responsável por traduzir as abstrações do SFC-Core para a
interface de comunicação específica do respectivo orquestrador NFV.
Ainda foi codificada uma aplicação cliente na linguagem Python para avaliar a im-
plementação do framework proposto. Esta aplicação executa através de CLI (Command Line
Interface) e permite compor e gerenciar service chains de maneira simples e objetiva. Também
foi implementado o componente Element Management da especificação do NFV-MANO para
interagir com o Click-on-OSv, uma vez que o VNF Manager implementado pelo Tacker é genérico
e pode gerenciar apenas o contexto do unikernel OSv.
3.3 COMPOSIÇÃO DE SERVICE CHAINS
Tendo em vista a complexidade para abstrair a composição de VNFs para formar SFCs,
a Figura 3.2 demonstra em alto nível a sequência de troca de mensagens requerida entre os
componentes implementados no protótipo e o orquestrador NFV OpenStack Tacker durante o
processo de composição das SFCs. As mensagens estão indexadas em ordem numérica para
facilitar o entendimento da lógica implementada.
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Figura 3.2: Troca de mensagens entre componentes implementados no protótipo e o NFVO Tacker durante a
composição de uma SFC.
Na Figura 3.2 são apresentados os quatro componentes principais envolvidos na
composição de service chains. O componente REST Client representa a aplicação cliente que
interage com a API REST disponibilizada pelo componente SFC-Core. O SFC-Core implementa
a lógica para compor as SFCs abstraindo as especificidades dos diferentes orquestradores NFV e
valida as entradas de dados informadas pelo usuário. O componente responsável por tratar as
particularidades do orquestrador NFV é representado pelo elemento Tacker Agent e o componente
Tacker NFVO corresponde à plataforma NFV OpenStack Tacker. O protótipo implementado
também permite compor SFCs utilizando VNFs implementadas no modelo tradicional (e.g.,
Proxy Reverso em Linux) em conjunto com VNFs que executam sobre o Click-on-OSv.
A mensagem “1: Retrive Catalog VNF List” enviada pelo componente REST Client
ao SFC-Core faz uma requisição solicitando a lista de VNFs disponíveis para a composição. O
SFC-Core executa uma consulta ao catálogo de VNF Packages e responde a requisição informando
a lista completa de VNFs existentes neste catálogo. Em seguida, o componente REST Client
envia a mensagem “2: Retrieve SFC_uuid” ao elemento SFC-Core para obter um identificador
universal único usado para identificar a composição da service chain que está em andamento
em todas as trocas de mensagens seguintes. Isto permite que múltiplas composições de service
chains sejam executadas de forma concorrente.
O operador de rede seleciona uma das VNFs disponíveis no catálogo que é então
submetida pelo REST Client ao SFC-Core através da mensagem “3: Send VNF_id”. Esta
mensagem carrega o identificador único que representa a VNF selecionada pelo operador de
33
rede. O SFC-Core então recupera as informações do respectivo descritor da VNF do repositório
local e em seguida seleciona e valida os Connection Points (CP) da VNF automaticamente.
A especificação do NFV-MANO (Quittek et al., 2014) define que um Connection Point pode
representar uma interface física ou virtual e fornece a conectividade de rede necessária para a
troca de mensagens entre funções e serviços de rede.
A operação de seleção e validação dos Connections Points é desencadeada no SFC-Core
através da mensagem “3.1: Select & Validate CPs”. Os passos descritos a seguir reproduzem a
seleção e validação dos Connection Points apropriados. Inicialmente o componente SFC-Core
busca por um Connection Point que está associado ao mesmo Virtual Link (i.e., nome da sub-rede)
do Connection Point de saída da VNF anterior naquela SFC. Caso um Connection Point com tais
características for encontrado, o mesmo é selecionado para receber o tráfego de entrada da VNF
que está sendo incluída na SFC. Caso não for encontrada nenhuma relação de Virtual Links entre
os Connection Points das duas VNFs, uma mensagem com o estado NACK é retornada ao REST
Client indicando que aquela VNF não pode ser incluída na SFC.
Caso a VNF que está sendo incluída seja a primeira ou até mesmo a única da composição
da SFC, então o primeiro Connection Point válido especificado no descritor daquela VNF
é selecionado. Como os orquestradores NFV possuem redes virtualmente isoladas para o
processamento do tráfego e para o gerenciamento das funcionalidades FCAPS das VNFs, nem
todos os Connection Points são válidos para compor uma SFC. Connection Points associados
às redes de gerenciamento das VNFs são considerados inválidos e por isso não são usados na
composição.
As regras para a seleção e validação de Connection Points de saída das funções de
rede dependem diretamente do orquestrador NFV que está sendo usado para compor a SFC. Na
situação em que a VNF possui apenas um Connection Point e as regras para a seleção do CP de
entrada são satisfeitas, então este mesmo Connection Point é selecionado para tráfego de saída da
função de rede e uma mensagem de confirmação (i.e., ACK) é enviada ao REST Client. Contudo,
outros Connection Points podem existir no descritor de uma VNF. Neste caso, o SFC-Core não
pode inferir o Connection Point de saída da VNF, pois as especificidades do orquestrador NFV
estão implementadas no agente de comunicação. A mensagem “3.1.1: Select VNF cp_out” é
enviada para o agente de comunicação Tacker Agent que então seleciona o Connection Point com
base nas particularidades da plataforma Tacker.
Diferentes regras e particularidades podem ser aplicadas por outros agentes de co-
municação que implementam a interação do SFC-Core com os orquestradores NFV. Outros
orquestradores poderiam, por exemplo, possibilitar a composição de uma SFC em diferentes
sub-redes, ou até mesmo permitir a composição de SFCs utilizando VNFs com diferentes
Connection Points associados ao mesmo Virtual Link. O agente de comunicação aplica uma
das seguintes regras caso múltiplos Connection Points estejam associados ao mesmo Virtual
Link: a) se existir apenas um Connection Point válido, o agente de comunicação seleciona
este Connection Point como interface de saída da VNF e responde com uma mensagem de
confirmação (i.e., ACK); ou b) se existir mais de um Connection Point válido que possa ser
associado na composição da SFC, a mensagem OPTIONS e a lista de Connection Points válidos
e seus respectivos Virtual Links é submetida do agente de comunicação para o SFC-Core que
então encaminha a mensagem para o REST Client. Esta mensagem indica que o operador da rede
deve selecionar o Connection Point desejado manualmente e o bloco alternativo “alt: Options
Mapping Mode”, também ilustrado na Figura 3.2, é executado.
Durante a execução do bloco alternativo, o componente REST Client envia uma
mensagem contendo o Connection Point selecionado pelo operador da rede ao componente
SFC-Core. O SFC-Core então valida o Connection Point de saída da VNF e submete uma
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mensagem de resposta indicando se foi possível incluir a VNF na SFC (i.e., ACK), ou, se o
Connection Point enviado na mensagem está incorreto (i.e., NACK). O padrão de troca de
mensagens, representado pelo bloco “loop” na Figura 3.2, é executado repetidamente até que
todas as VNFs foram incluídas na composição da service chain.
A seleção do Connection Point de saída das VNFs depende diretamente das características
particulares de cada orquestrador NFV, uma vez que cada NFVO implementa a sua própria
abordagem para formar SFCs. VNFs que operam como Branching Nodes nas SFCs também
podem compartilhar múltiplos Connection Points em um mesmo Virtual Link. Outra possibilidade
é uma VNF que opera como Branching Node utilizar diferentes Virtual Links para executar essa
tarefa (i.e., um para cada Connection Point). Cada orquestrador NFV também apresenta restrições
e limitações específicas para compor as SFCs. Por exemplo, a versão Pike do OpenStack Tacker –
utilizada durante a implementação e avaliação do framework proposto – não possibilita a execução
de SFCs que atravessam mais do que uma sub-rede (i.e., todos os Connection Points devem
estar conectados ao mesmo Virtual Link). A mesma versão do OpenStack Tacker também não
permite criar Service Function Paths com VNFs que possuem dois ou mais Connection Points
compartilhando o mesmo Virtual Link na mesma SFC.
Após todas as VNFs serem incluídas corretamente na SFC, a aplicação REST Client
envia a mensagem “5: Retrieve ACL List” ao SFC-Core solicitando as restrições de ACL (Access
Control List) disponíveis. As ACLs definem as políticas e restrições que devem ser aplicadas ao
fluxo de rede pelo componente Classifier para encapsular e direcionar o tráfego da rede para o
Service Function Path apropriado. O OpenStack Tacker permite encapsular o tráfego da rede por
meio dos protocolos MPLS e NSH implementados no Open vSwitch.
O operador de rede então seleciona as restrições da ACL e informa seus respectivos
valores (e.g., ip_proto: 6, destination_port_range: 80-80 e ip_dst_prefix: 10.10.0.5/32). A
mensagem “6: Send Selected ACLs” representa o envio destas restrições ao SFC-Core que
submete a mensagem “7: Retrieve SFC_in ACL” ao Tacker Agent. Esta mensagem visa recuperar
o identificador da porta do Open vSwitch que será a origem do tráfego da SFC. Este identificador
é uma particularidade do Open vSwitch para configurar a ACL do classificador da SFC. O Tacker
Agent recupera o identificador através da mensagem “7.1: Retrieve network_src_port_id ACL”
usando a API REST do Tacker NFVO. O identificador é adicionado na ACL do classificador
assim que o SFC-Core recebe a resposta do componente Tacker Agent.
Para instanciar a SFC, a aplicação REST Client envia a mensagem “8: Start VNFFG”
para o SFC-Core. Na sequência, o SFC-Core envia todos os descritores das VNFs selecionadas
ao agente de comunicação Tacker Agent através da mensagem “9: Send All VNFDs”. O Tacker
Agent então submete e instancia todos estes descritores de VNFs ao Tacker NFVO através de uma
API REST. As operações de envio dos VNFDs e a instanciação das VNFs no OpenStack Tacker
são representadas pela mensagem “10: Send VNFDs & Start VNFs”. O componente SFC-Core
então envia o descritor da SFC (i.e., VNFFGD) ao Tacker Agent por meio da mensagem “11: Send
VNFFGD” após todas as VNFs terem sido instanciadas com sucesso. Por fim, o Tacker Agent
envia o VNFFGD ao Tacker NFVO e solicita a instanciação da SFC através da mensagem “12:
Send VNFFGD & Start VNFFG”. Ainda foram implementadas funcionalidades que permitem
cancelar a composição da SFC e a execução das VNFs (i.e., rollback) caso ocorram erros durante
o processo de instanciação da SFC ou de suas VNFs.
3.4 AVALIAÇÃO DA ARQUITETURA PROPOSTA
Uma avaliação de desempenho foi executada para analisar o tempo que o Holistic-
Composer necessita para compor SFCs nos diferentes cenários descritos abaixo. As avaliações
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foram executadas usando um computador com a seguinte configuração: Intel(R) Core(TM)
i7-6700HQ CPU @ 2.60GHz com 4 núcleos; 12 GiB de RAM DDR4 a 2133 MHz; Linux
Ubuntu 16.04.3 executando o kernel 4.13.0-37-generic x86_64; e, Apache HTTP Server 2.4.18
configurado com o módulo libapache2-mod-wsgi-py3. Este módulo permite o encaminhamento
das requisições recebidas pelo servidor Apache ao componente SFC-Core através de uma interface
WSGI (Web Server Gateway Interface). A biblioteca Flask conecta o SFC-Core à interface
WSGI.
O SFC-Core foi configurado para processar 4 requisições simultâneas (i.e., 4 processos) e
com isso paralelizar a composição das SFCs. O sistema de memória cache distribuída memcached
versão 1.4.25 (Memcached, 2020) foi utilizado para realizar a comunicação inter-processos
durante a composição das SFCs. O banco de dados MongoDB versão 2.6.10 foi empregado para
armazenar os dados manipulados pelo SFC-Core.
Também foi implementado um cliente REST para realizar os experimentos que envolvem
a composição simultânea das SFCs. A aplicação cliente apenas envia requisições REST ao
SFC-Core que é responsável pela lógica da composição e gerenciamento do ciclo de vida das
SFCs. O tempo gasto em cada composição foi computado no código do cliente REST e as
medidas foram realizadas no início da primeira requisição e no recebimento da resposta da última
requisição de cada composição. Todos os experimentos foram executados 100 vezes e as médias
são apresentadas; o intervalo de confiança é de 95%.


























Figura 3.3: Tempo para compor SFCs com diferentes tamanhos.
A Figura 3.3 ilustra o tempo gasto por um único cliente REST para compor SFCs
sequencialmente com tamanho de 1, 2, 5 e 10 VNFs. É possível observar que após adicionar a
segunda VNF são necessários em média aproximadamente 17,5ms extras para incluir cada uma
das VNFs seguintes. Também pode-se verificar que o protótipo implementado necessitou em
média 251ms para compor uma SFC com tamanho de 10 VNFs. Considerando o intervalo de
confiança de 95%, é possível estimar que a variação presente na amostra para compor SFCs com
tamanhos 1, 2, 5 e 10 VNFs foi respectivamente 2,7ms, 2,9ms, 6,6ms e 9,1ms.
A Figura 3.4 mostra o tempo necessário para compor diferentes quantidades de SFCs
cada uma com tamanho de 10 VNFs. Foram usadas duas abordagens: Sequential e Holistic. Na
abordagem Sequential, o cliente REST compõe o número de SFCs sequencialmente e necessitou
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Figura 3.4: Tempos para compor diferentes quantidades de SFCs.
em média 25,485 segundos para compor 128 SFCs neste experimento. A variação do tempo
de execução da amostra para compor as 128 SFCs foi de 100ms observando-se o intervalo de
confiança de 95%. A abordagem Holistic executou a composição das 128 SFCs de forma paralela
e necessitou em média 6,149 segundos para realizar a mesma tarefa. Considerando o intervalo
de confiança de 95%, a variação da amostra obtida com o uso da abordagem Holistic foi de 79ms.
Assim, é possível constatar que neste experimento a abordagem Holistic foi aproximadamente
4,145 vezes mais eficiente se comparada com o tempo de execução da abordagem Sequential.
Também foi realizado um experimento para avaliar o speedup do framework imple-
mentado utilizando o teste de escalabilidade forte que considera o tamanho do problema fixo
(i.e., número de SFCs) e aumenta a quantidade de recursos (i.e., número de processos). Neste
experimento foi avaliada a composição simultânea de 64 SFCs cada uma com tamanho de 10
VNFs. O número de processos usados para atender as requisições em paralelo foi incrementado
de forma exponencial durante a execução dos diferentes cenários do experimento. A Figura 3.5
ilustra o gráfico de speedup do framework proposto. É possível observar que o speedup se mostra
satisfatório até o limite de 8 processos executados em uma máquina com um processador de 4
núcleos. Também foi possível verificar que o incremento do número de processos acima do limite
de 8 processos se torna inviável neste cenário, devido à limitação do grau de aproveitamento dos
recursos de hardware disponíveis (e.g., troca de contextos dos processos em execução, abertura e
encerramento de conexões e troca de mensagens).
Além disso, foi realizada uma avaliação qualitativa, tendo em vista que o objetivo
principal do framework proposto é viabilizar o processo de composição e o gerenciamento
do ciclo de vida de SFCs através de uma interface que eleva o nível de abstração requerido.
A Figura 3.6 ilustra um exemplo dos passos necessários para realizar a composição de uma
service chain através do protótipo da aplicação cliente (i.e., REST Client) executando em linha de
comando. É importante lembrar que a aplicação cliente ilustrada neste exemplo apenas executa
requisições REST ao componente SFC-Core que é responsável por implementar e abstrair a
lógica para a definição das SFCs.
Inicialmente o usuário seleciona a opção “7. Compose SFC” com o intuito de definir
uma nova SFC. A aplicação cliente envia uma mensagem ao SFC-Core solicitando a lista de
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Figura 3.5: Gráfico de speedup do framework proposto.
todas as VNFs disponíveis no catálogo local e as apresenta na tela ao usuário. Em seguida, o
usuário seleciona as VNFs “1 - forwarder” e “2 - firewall” que são encadeadas respectivamente
na SFC pelo SFC-Core. Os componentes SFC-Core e Tacker Agent foram capazes de selecionar
automaticamente os Connection Points de entrada e saída das VNFs, pois o usuário não necessitou
informá-los na aplicação cliente.
Após o usuário encerrar o encadeamento das VNFs na SFC é necessário informar a
origem do tráfego de entrada da SFC. O tráfego de entrada pode ser originado a partir de uma rede
interna (e.g., VNFs gerenciadas pelo Tacker) ou a partir de uma rede externa (e.g., dispositivos
não gerenciados pelo Tacker). Neste exemplo, depois de escolher a origem interna “1 - Internal”
é apresentada a lista de VNFs instanciadas no orquestrador NFV. O usuário então seleciona a
VNF “2 - linux-client” a qual será usada como o dispositivo de origem para o tráfego de entrada
da SFC.
A configuração do tráfego de entrada da SFC neste caso foi realizada automaticamente,
pois a VNF selecionada possui apenas um Connection Point de saída que é associado ao mesmo
Virtual Link do Connection Point de entrada da primeira VNF da SFC. A lista de restrições (i.e.,
ACL) é apresentada ao usuário depois de escolher o dispositivo de origem do tráfego da SFC.
Após a configuração das restrições da ACL, o componente SFC-Core submete e instancia os
descritores da SFC (i.e., VNFFGD) e das VNFs (i.e., VNFD) ao orquestrador NFV OpenStack
Tacker por meio do agente de comunicação.
Com base no exemplo ilustrado na Figura 3.6 é possível constatar que a aplicação
cliente executando por CLI permitiu guiar o usuário durante a tarefa de composição da SFC. A
aplicação cliente realizou a composição de uma service chain consumindo apenas a API REST
provida pelo componente SFC-Core. O SFC-Core foi capaz de compor e instanciar a SFC e
suas VNFs programadas com Click-on-OSv no OpenStack Tacker utilizando apenas a API REST
consumida pelo respectivo agente de comunicação. Logo, para adicionar outras plataformas NFV
na arquitetura proposta necessita-se apenas codificar os respectivos agentes de comunicação.
Também é possível observar que a abordagem do framework proposto permitiu a composição da
SFC informando apenas a sequência de VNFs participantes da SFC. Isto permitiu simplificar as
operações necessárias para compor SFCs e abstraiu as particularidades do orquestrador NFV
 
 
1. Include VNF Package
2. Remove VNF Package
3. Show VNF Catalog
4, Instantiate VNF
5. Destroy VNF Instance
6. Show VNF Instances
7. Compose SFC
8. Destroy SFC
9. Show SFC Instances
0. Exit
> 7
+----- 4-2-5 5-25-22 -----es+
| SEQ | VNF Category | Description |
+----- +---------------+--------------------------------- eee+
| 1 | forwarder | Click-on-OSv forwarder |
| 2 | firewall | Click-on-O05v firewall |
| 3 | loadbalancer | Click-on-OSv Load Balancer |
| 4 | DPI | Click-on-O0Sv Deep Packet Inspection |
|} 5 | Linux | Linux Client |
| 6 | http_server | Linux HTTP Server |
+----- +---------------+--------------------------------- eee+










+----- +---------- 4-2-5 5-5-2 2-5-7 -- 4+---------------- +-------- +
| SEQ | VNF Name | Instance Name | Mgmt Address | Status |
+----- +---------- +---------------+----------------+-------- +
| 1 | GGK98UA5 | http-server | 192.168.120.9 | ACTIVE |
| 2 | 3YIFIUXP | Linux-client | 192.168.120.13 | ACTIVE |
+----- 4---------- 4---------------+----------------+-------- +
Choose a VNF that generates the incoming SFC traffic (-1 to exit)
SEQ > 2
+------------------------+--------------------------------------- +
| ID | Description |
+------------------------+--------------------- +--+ --- +--+ ------ +
| arpop | ARP opcode |
| arpsha | ARP source hardware address |
| arpspa | ARP source ipv4 address |
| arp_tha | ARP target hardware address |
| arp_tpa | ARP target ipv4 address |
| destinationport_range | Target port range |
| ethdst | Ethernet destination address |
| ethsrc | Ethernet source address |
| ethtype | Ethernet frame type (See IEEE 802.3) |
| icmpv4_code | ICMP code |
| icmpv4_type | ICMP type |
| icmpv6_code | ICMPv6 code |
| icmpv6_type | ICMPv6 type |
| ip_dst_prefix | IP destination address prefix |
| ipproto | IP protocol number |
| ipsrcprefix | IP source address prefix |
| ipv6dst | IPv6 destination address |
| ipv6flabel | IPv6 Flow Label |
| ipv6src | IPv6 source address |
| mpls_label | MPLS Label |
| vlan_id | VLAN ID |
$---- eee eee ee e eee +








SFC instantiated successfully!  
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Figura 3.6: Exemplo de composição de uma SFC através do protótipo de uma aplicação cliente.
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OpenStack Tacker. Embora o exemplo não tenha ilustrado, a implementação do SFC-Core
também possibilita que múltiplas composições de SFCs sejam realizadas de forma paralela.
3.5 COMPARAÇÃO COM OUTRAS ABORDAGENS
A importância das tecnologias relacionadas à NFV está refletida nos diversos trabalhos
realizados nesta área. Algumas dessas iniciativas buscam solucionar problemas referentes à
composição de VNFs para formar serviços de rede por meio de Service Function Chaining.
O projeto OSM (Open Source MANO) (ETSI, 2020b) tem como objetivo a implementação
do framework NFV-MANO. Basicamente o OSM está dividido em três componentes principais:
openvim, openmano e openmano-gui. O componente openmano é a referência para o bloco
funcional NFVO do NFV-MANO, utiliza o modelo REST para disponibilizar funcionalidades de
gerenciamento de VNFs, serviços de rede e os respectivos templates. O componente openmano-
gui disponibiliza uma interface gráfica para o usuário modelar os descritores de VNFs e serviços
de rede. O openvim é a implementação de referência para o bloco funcional VIM do framework
NFV-MANO e faz a interface com os nodos computacionais da infraestrutura NFV, além de
utilizar um controlador OpenFlow para prover as funcionalidades da rede por meio de SDN.
Embora o projeto OSM ofereça interfaces para interagir com o openvim e o openmano
através de linha de comando e uma interface gráfica para modelar a composição dos serviços,
seus usuários necessitam lidar com a complexidade de definir a maioria das configurações
dos descritores manualmente, o que implica na necessidade de conhecer as particularidades
da plataforma. O OSM também não permite realizar a composição e execução de service
chains formadas por VNFs com Click-on-OSv, pois não oferece suporte às operações de FCAPS
requeridas por estas VNFs.
O Open Baton (Fokus e Tu, 2020) é um projeto de código aberto que também oferece a
implementação da especificação NFV-MANO da ETSI. Os principais componentes do Open
Baton incluem um NFV Orchestrator e um VNF Manager genérico para gerenciar o ciclo de vida
das VNFs de acordo com os seus respectivos descritores. Também é oferecido um SDK (Software
Development Kit) com um conjunto de bibliotecas que podem ser usadas para implementar
e adicionar VNFMs específicos em sua arquitetura. O componente NFVO foi desenvolvido
na linguagem Java utilizando o framework spring.io e permite a interconexão entre o NFVO
e os diferentes VNFMs por meio de uma API REST. O NFVO utiliza o OpenStack como a
implementação padrão para o componente VIM da especificação NFV-MANO e permite o
registro de múltiplos pontos de presença.
Embora o projeto do Open Baton ofereça uma interface gráfica para gerenciar as VNFs e
os serviços de rede, o gerenciamento das funcionalidades FCAPS é limitado à execução de scripts
na máquina virtual que executa a VNF. O Click-on-OSv executa sobre o sistema operacional
unikernel OSv. Logo, a plataforma Open Baton não suporta a execução das funcionalidades
FCAPS do Click-on-OSv devido a necessidade de executar um processo adicional no OSv para a
troca de mensagens entre o VNFM e o EM.
Em Salsano et al. (2017) é proposto o framework RDCL 3D (Reusable Functional
Blocks Description and Composition Language Design, Deploy and Direct). Este framework
permite editar e validar descritores de serviços e seus componentes, e, implantar serviços de
rede virtualizados com VNFs executando sobre a plataforma ClickOS. O ClickOS (Martins et al.,
2014) também executa as funções de rede baseadas no Click Modular Router, porém sobre o
unikernel Mini-OS. Embora o Mini-OS permita obter alto desempenho no processamento do
tráfego da rede, o Mini-OS somente é capaz de executar sobre o hipervisor Xen. O gerenciamento
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das funcionalidades FCAPS do ClickOS deve ser realizada localmente, pois não oferece uma
API que permita o acesso externo.
Embora o framework proposto por Salsano et al. (2017) também possibilite a composição
de VNFs em diferentes plataformas NFV através de plugins, existe a necessidade da modificação
do openvim para executar o ClickOS, enquanto que na proposta do Holistic-Composer não é
necessário modificar o OpenStack para a execução do Click-on-OSv. Outra distinção entre as
duas propostas refere-se à execução do Click Modular Router, enquanto que Salsano et al. (2017)
optaram por utilizar o ClickOS que executa sobre o Xen Server, a proposta deste trabalho aposta
no Click-on-OSv que é portável e pode ser executado em múltiplos hipervisores como o KVM,
Xen Server, VMWare e VirtualBox.
O framework RDCL 3D utiliza descritores proprietários para descrever seus projetos de
SFC e implementa a lógica para a composição e validação de service chains no lado cliente (i.e.,
GUI). Na proposta do Holistic-Composer, o componente SFC-Core abstrai toda a complexidade
da implementação e validação do processo de composição de service chains no lado servidor
através de uma API REST. Isto propicia a integração desta proposta com uma quantidade superior
de facilitadores NFV que não suportam funcionalidades para compor SFCs.
3.6 CONCLUSÃO
Este capítulo apresentou o framework Holistic-Composer que visa simplificar a compo-
sição e o gerenciamento do ciclo de vida de uma SFC que pode ser orquestrada por diferentes
plataformas NFV. O framework é proposto como uma solução genérica e emprega os padrões
do NFV-MANO da ETSI. A implementação do SFC-Core permitiu disponibilizar uma API
REST única fornecendo operações genéricas para compor e gerenciar o ciclo de vida de SFCs.
A composição de 128 SFCs de forma paralela foi 4,145 vezes mais rápida se comparada com
a abordagem sequencial. Também foi possível compor uma SFC apenas com a informação da
sequência de VNFs da composição abstraindo as particularidades do orquestrador NFV utilizado.
Em seguida, o Capítulo 4 descreve a proposta da Multi-SFC que visa permitir a composição e
execução de SFCs em múltiplos domínios orquestrados por diferentes plataformas NFV.
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4 MULTI-SFC: COMPOSIÇÃO DE SERVIÇOS DE REDE SOBRE MÚLTIPLOS DO-
MÍNIOS E ORQUESTRADORES NFV
Este capítulo descreve uma abordagem que permite realizar a composição e execução
de serviços de rede em múltiplos domínios federados e orquestrados por diferentes plataformas
NFV: a Multi-SFC. Primeiramente, é apresentada a arquitetura da Multi-SFC. Em seguida, são
descritos os detalhes de implementação e avaliação da Multi-SFC. Por fim, é apresentada uma
comparação com outras abordagens de orquestração de serviços de rede.
4.1 A ARQUITETURA MULTI-SFC
Esta seção descreve a funcionalidade e a arquitetura da Multi-SFC, uma abordagem
para a composição e execução de SFCs distribuídas em múltiplas nuvens, orquestradores NFV
e domínios, participantes ou não de uma federação. Para descrever a funcionalidade, são
apresentadas as operações fornecidas pela API da Multi-SFC. Destaca-se que, embora algumas
soluções existentes permitam a execução de serviços de rede em múltiplos domínios, as mesmas
apresentam fortes limitações em termos de interoperabilidade entre diferentes plataformas e
orquestradores NFV. Desta forma, a Multi-SFC é a primeira abordagem que abre caminho
para a construção flexível de SFCs sobre múltiplas nuvens, múltiplos domínios e múltiplos
orquestradores NFV.
Assume-se que um domínio é formado por um conjunto de sistemas e redes operados
por uma única organização ou autoridade administrativa (Quittek et al., 2014). Uma nuvem
compreende um modelo que permite o acesso sob demanda a recursos de computação que podem
ser rapidamente configurados e provisionados/liberados com esforços mínimos de gerenciamento
(Mell e Grance, 2011). Uma ou mais nuvens são hospedadas em cada domínio. Cada nuvem
executa uma plataforma NFV que corresponde a um conjunto de sistemas que implementa a
arquitetura NFV-MANO.
Além disso, uma federação consiste de um grupo de provedores de identidade (IdP -
Identity Provider) e provedores de serviços (SP - Service Providers) que operam em uma relação
de confiança mútua e se comunicam através de canais de comunicação seguros. O objetivo
de uma federação é permitir que os usuários de um determinado domínio sejam capazes de
acessar recursos e serviços de outros domínios com segurança e de forma integrada através de
identidades federadas. A relação de confiança da federação é estabelecida através de acordos
comerciais e permite formar uma aliança de identidades que são compartilhadas por meio de um
protocolo comum entre todos os parceiros envolvidos (Laurent e Bouzefrane, 2015; Keltoum e
Samia, 2017).
A Multi-SFC viabiliza a composição de serviços complexos de rede formados por
VNFs que executam em diferentes nuvens e domínios, federados ou não. O bloco básico de
construção de uma Multi-SFC é o segmento que consiste de um conjunto de VNFs que executam
em uma única nuvem/domínio/plataforma. A Figura 4.1 apresenta o conceito de segmentação
da Multi-SFC. Cada par de segmentos diferentes é interconectado por meio de um túnel VNF.
Os túneis são baseados em tecnologias como VPN e VXLAN, e, instanciados como VNFs nos
pontos de entrada e saída dos segmentos SFC que estão sendo conectados. Após um segmento
ser instanciado em um domínio específico, o mesmo é conectado aos segmentos em execução
de outros domínios que podem fazer parte de uma federação. Na medida em que há grande
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quantidade de plataformas NFV disponíveis, diferentes domínios podem compor seus segmentos
utilizando diferentes tecnologias e plataformas NFV.
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Figura 4.1: Multi-SFC: Segmentação.
O Multi-SFC Orchestrator mostrado na Figura 4.1 é responsável por gerenciar o ciclo
de vida da Multi-SFC que consiste na composição, instanciação, execução e destruição dos
segmentos que são distribuídos em múltiplos domínios/nuvens/plataformas. O Multi-SFC
Orchestrator abstrai a composição e o gerenciamento das Multi-SFCs por meio de uma API
genérica e de alto nível. Esta API possibilita que o operador de rede especifique a composição da
Multi-SFC como uma sequência de VNFs e seja capaz de mapear a nuvem/domínio/plataforma
em que cada VNF será instanciada.
A Figura 4.2 ilustra a arquitetura de uma Multi-SFC composta por dois domínios
(Domain 1 e Domain 2) que fazem parte da mesma federação (Federation). Inicialmente a SFC
é composta por 6 VNFs que estão distribuídas entre dois segmentos divididos em um par de
domínios. Túneis implementados como VNFs são empregados para conectar os segmentos da
Multi-SFC nos múltiplos domínios e tornam-se parte da composição da Multi-SFC. Esta estratégia
permite uma comunicação transparente entre os domínios com uma VNF implementando um túnel
conectado ao final de um segmento (VNF7) e outra VNF implementando o mesmo túnel conectada
ao início do próximo segmento (VNF8). Os túneis que interconectam os diferentes domínios
executam as funcionalidades de SFF (Service Function Forwarder) conforme a nomenclatura da
SFC da IETF (Halpern e Pignataro, 2015). O Multi-SFC Orchestrator realiza a configuração de
rede necessária para encaminhar o tráfego através desses segmentos.
A Figura 4.3 apresenta a arquitetura do Multi-SFC Orchestrator que é proposta como
uma solução genérica e extensível alinhada às especificações da arquitetura NFV-MANO. O
NFV-MANO também é mostrado na figura para ilustrar a sua interação com os módulos do
Multi-SFC Orchestrator. A arquitetura proposta permite a integração de diferentes plataformas
NFV em múltiplos domínios e executando múltiplas aplicações de usuário.
O Multi-SFC Core é o módulo principal do Multi-SFC Orchestrator. Este módulo é
responsável por coordenar a composição das SFCs em múltiplos orquestradores NFV, gerenciar os
túneis da Multi-SFC, bem como validar as requisições executadas pelas aplicações cliente. O Multi-
SFC Core utiliza um EM (Element Management) implementado para realizar a configuração
dos túneis VNF entre os domínios. De acordo com a arquitetura NFV da ETSI (Quittek
et al., 2014), o EM é responsável por realizar as operações FCAPS (Fault, Configuration,
Accounting, Performance, and Security) das VNFs. Uma API de comunicação única e genérica
é disponibilizada pelo Multi-SFC Core e fornece uma interface REST para a composição e o
gerenciamento das Multi-SFCs. Assim, as várias aplicações cliente com arquiteturas diversas
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Figura 4.3: Arquitetura do Multi-SFC Orchestrator.
implementadas em CLI, GUI e outros sistemas podem fazer o uso da Multi-SFC para realizar a
composição e gerenciamento de SFCs que atravessam em múltiplos domínios orquestrados por
diferentes plataformas NFV. Uma visão geral das operações providas pela API do Multi-SFC
Core para as aplicações cliente (Client Applications) é apresentada da Tabela 4.1.
As operações providas pela API do Multi-SFC Core às aplicações cliente para compor
uma Multi-SFC são descritas a seguir:
• GET /msfc/uuid: gera e recupera um identificador único (uuid) para compor uma
nova Multi-SFC (msfc). O identificador único é utilizado em várias operações para
especificar e recuperar informações dos diferentes segmentos que formam uma mesma
Multi-SFC.
• GET /catalog/domains: retorna as informações de todos os domínios armazena-
dos no Domain Catalog. Para cada domínio são retornadas informações de todos os
NFVOs, VIMs e tecnologias de túnel VNF disponíveis naquele domínio. Esta operação
é usada para consultar se um par de domínios corresponde em termos de tecnologias de
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Tabela 4.1: Visão geral das operações da API do Multi-SFC Core.
Operação Descrição
GET /msfc/uuid
recupera um identificador único para compor uma nova
Multi-SFC
GET /catalog/domains
recupera informações de todos os domínios armazenados
no catálogo de domínios
GET /catalog/vnfs/<dom-id>/
<plat-id>
lista todos os pacotes de VNFs de um determinado domí-
nio/plataforma armazenados no catálogo de VNFs
POST /msfc/sfp/compose adiciona uma VNF na composição de um segmento
POST /msfc/source
configura a origem do tráfego de entrada da Multi-SFC
(i.e., interna ou externa)
GET /msfc/acl/<sfc-id>
retorna todas as políticas suportadas pelo classificador da
plataforma NFV do primeiro segmento da Multi-SFC
POST /msfc/acl
configura os classificadores de todos os segmentos ao
longo da Multi-SFC
GET /tunnel/em
retorna a implementação do EM usado para configurar os
túneis VNF
POST /msfc/start
instancia todos os segmentos de uma Multi-SFC nos
diferentes domínios
túnel disponíveis e também para coletar informações sobre os endereços (i.e., endpoints)
e métodos de autenticação disponíveis em cada plataforma NFV.
• GET /catalog/vnfs/<dom-id>/<plat-id>: lista todos os pacotes de VNFs
armazenados no catálogo de VNFs VNF Catalog que pertencem a um determinado
domínio (<dom-id>). Visto que múltiplas plataformas NFV são permitidas e os
pacotes de VNFs podem ter restrições ou requisitos específicos para executar em uma
plataforma NFV em particular, apenas os pacotes de VNF compatíveis (<plat-id>)
são retornados por esta operação. As restrições de execução são configuradas ao
submeter o pacote VNF para o repositório VNF Packages.
• POST /msfc/sfp/compose: realiza a composição de um segmento por meio do
encadeamento de VNFs. Esta operação recebe como entrada o domínio, o segmento e o
identificador do pacote da VNF que está armazenado no VNF Catalog. Uma única VNF
é encadeada em cada requisição desta operação. Além disso, a interface de entrada da
rede da VNF sendo encadeada é conectada com a interface de saída da rede da VNF
anterior já encadeada. Uma lista de interfaces é retornada para o usuário caso a interface
de saída da VNF que está sendo encadeada não possa ser configurada automaticamente.
A interface de saída da rede é escolhida com base nas seguintes regras: se houver apenas
uma interface de rede, a interface de saída é a mesma que a interface de entrada; se
houver mais interfaces de rede (exceto uma interface de gerenciamento), então uma lista
com as interfaces disponíveis é retornada à aplicação cliente para que o usuário escolha
a interface de saída desejada. A interface de saída selecionada é submetida para esta
mesma operação que finaliza o encadeamento da VNF na SFC. Esta estratégia permite
incluir VNFs que adicionam ramificações (i.e., VNF Branching) na SFC e possibilita
que o tráfego seja enviado para diferentes SFPs (Service Function Paths). Analisadores
de Tráfego, Sistemas de Detecção de Intrusão e Balanceadores de Carga são exemplos
de VNFs que podem executar em ramificações de uma SFC.
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• POST /msfc/source: a configuração do tráfego de entrada da Multi-SFC é realizada
após o encadeamento de todas as VNFs nos seus respectivos segmentos. A entrada desta
operação indica se a origem do tráfego da rede do primeiro segmento da Multi-SFC é
interna ou externa. O tráfego interno é gerado a partir de VNFs que executam e são
gerenciadas pela própria plataforma NFV, enquanto que o tráfego externo é gerado a
partir de um elemento de rede que está operando em uma rede não gerenciada pela
plataforma NFV. Para o tráfego interno, o Multi-SFC Core permite ao usuário escolher se
a origem do tráfego será de uma VNF em execução ou de uma VNF que será instanciada
a partir do VNF Catalog. Para o tráfego externo, o Multi-SFC Core configura as políticas
de firewall e roteadores virtuais para permitir que o tráfego de entrada seja encaminhado
para o primeiro segmento da Multi-SFC.
• GET /msfc/acl/<sfc-id>: retorna as políticas suportadas pelo classificador
da plataforma NFV que executa o primeiro segmento da Multi-SFC. As políticas de
classificação do tráfego de uma SFC são definidas por meio de uma Access Control
List (acl) que especifica atributos do tráfego de entrada como endereços de origem e
destino, portas, protocolos, rótulos de fluxo, etc.
• POST /msfc/acl: recebe como entrada as políticas especificadas pelo operador de
rede para o tráfego de entrada da SFC e configura os respectivos classificadores de cada
plataforma NFV utilizada ao longo da Multi-SFC. As políticas de classificação dos
segmentos são mapeadas e configuradas conforme a configuração do classificador do
primeiro segmento e as respectivas plataformas NFV de cada segmento.
• GET /tunnel/em: retorna a implementação do EM usado para configurar os túneis
VNF. Após a VNF que deverá executar o túnel ser instanciada, ela obtém o EM
correspondente para realizar a autoconfiguração. Isso permite que o EM seja atualizado
sem a necessidade de modificar as imagens das VNFs que implementam os túneis.
• POST /msfc/start: instancia todos os segmentos de uma Multi-SFC em seus
respectivos domínios e orquestradores NFV conforme o identificador da Multi-SFC
recebido como argumento. Esta operação executa as tarefas necessárias para instanciar e
configurar a Multi-SFC que incluem enviar pacotes de VNFs e descritores da SFC para
as respectivas plataformas NFV, instanciar as VNFs em seus respectivos segmentos,
configurar os túneis VNF, configurar o roteamento entre os segmentos e configurar as
políticas de segurança em cada plataforma NFV. Esta operação executa efetivamente a
instanciação e configuração de toda a Multi-SFC após as operações anteriores terem
configurado com sucesso os descritores de serviços de rede de cada segmento.
A API do Multi-SFC Core descrita anteriormente não é exaustiva. Outras operações
também incluem administrar pacotes de VNFs, gerenciar descritores de VNFs (i.e., VNFDs) nas
plataformas NFV, bem como operações para instanciar, acessar e encerrar VNFs em múltiplas
nuvens/domínios/plataformas.
A Figura 4.3 também apresenta os módulos NFVO Drivers e VIM Drivers. O módulo
NFVO Drivers é responsável pela abstração da comunicação com diferentes orquestradores
NFV que podem ser utilizados pelo Multi-SFC Core. As operações genéricas do Multi-SFC
Core são traduzidas pelo módulo NFVO Drivers para as operações e particularidades de seus
respectivos orquestradores NFV. Cada NFVO Driver implementa um conjunto de funcionalidades
que permitem a composição e orquestração de SFCs que incluem desde o gerenciamento de
VNFs e descritores das SFCs até a instanciação e destruição das mesmas.
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As operações que um NFVO Driver deve incluir estão relacionadas à instanciação,
monitoramento e destruição de VNFs e SFCs, bem como operações de gerenciamento dos
diferentes SFPs das Multi-SFCs. As operações do módulo NFVO Drivers são descritas a seguir:
• compose_sfp: conecta VNFs de um SFP em um segmento específico da Multi-SFC
usando as informações disponíveis nos respectivos VNF Packages.
• get_sfc_traffic_src: recupera uma lista de VNFs que podem ser configuradas
para gerar o tráfego de entrada do primeiro segmento da Multi-SFC. Somente são
elegíveis as VNFs ou VNF Packages que estão configurados para operar na mesma rede
virtual do primeiro segmento da Multi-SFC.
• configure_traffic_src_policy: configura o classificador SFC para encap-
sular e encaminhar o tráfego de entrada – que pode ser interno ou externo – de cada
segmento. Essa operação seleciona as interfaces de rede da infraestrutura de nuvem que
serão usadas para encaminhar o tráfego interno (VNF Packages ou VNF Instances) e
externo (roteadores virtuais) para a Multi-SFC.
• get_available_policies: retorna a lista de políticas e restrições que podem ser
configuradas em um classificador de um determinado segmento da Muti-SFC. A lista
corresponde à plataforma NFV que executará o respectivo segmento.
• configure_policies: configura os classificadores do tráfego de entrada de cada
segmento da Multi-SFC. Esta operação é responsável por configurar todas as restrições
do tráfego de entrada que foram definidas pelo usuário operador de rede da Multi-SFC.
Uma Multi-SFC é especificada por um conjunto de descritores SFC – um para cada
segmento/plataforma – que fazem parte de uma determinada composição.
• get_configured_policies: retorna a lista de políticas configuradas nos classifi-
cadores da Multi-SFC. O módulo Multi-SFC Core utiliza esta operação para configurar
os classificadores dos segmentos Multi-SFC, túneis VNF e regras de firewall na in-
fraestrutura NFV. A configuração das regras de firewall é necessária para autorizar o
encaminhamento do tráfego da rede aos respectivos segmentos da Multi-SFC.
• create_sfc: implementa as respectivas operações em cada NFVO para instanciar
um determinado segmento da Multi-SFC em uma determinada infraestrutura de nuvem.
• destroy_sfc: encerra um segmento da Multi-SFC e libera todos os recursos que
foram reservados pelo orquestrador NFV durante a instanciação do mesmo.
A lista de operações requeridas pelo módulo NFVO Drivers descrita anteriormente não
é exaustiva. Existem outras operações internas do módulo NFVO Drivers que implementam as
particularidades de cada operação descrita acima.
O módulo VIM Drivers, também apresentado na Figura 4.3, é responsável pela confi-
guração e interoperabilidade multi-domínio e multi-plataforma. Cada VIM Driver configura
as respectivas redes, gerencia as regras de roteamento entre domínios e mantém as políticas
de segurança necessárias para encaminhar o tráfego para cada segmento da Multi-SFC. Cada
VIM Driver implementa as especificidades de um determinado VIM e deve estar à disposição
do Multi-SFC Orchestrator. Uma lista não exaustiva com as principais operações que um VIM
Driver deve implementar é descrita a seguir:
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• configure_networks: verifica e configura os requisitos de rede para um determi-
nado segmento Multi-SFC na infraestrutura de nuvem. Um exemplo é o endereçamento
das sub-redes que não podem ser sobrepostas para evitar problemas na configuração
de roteamento. Neste caso, o VIM Driver deve configurar um intervalo de sub-rede
diferente.
• configure_routes: aplica todas as configurações de roteamento necessárias para
direcionar o tráfego entre os segmentos Multi-SFC.
• get_router_traffic_interface: retorna a interface de rede do roteador a
partir da qual o tráfego da rede externa será encaminhado para o classificador da
Multi-SFC. Esta informação é usada pelo NFVO Driver para configurar as políticas do
tráfego de entrada no classificador da Multi-SFC conforme descrito anteriormente.
• configure_security_policies: configura as restrições de tráfego de entrada
para cada segmento da Multi-SFC em cada domínio. Esta operação configura todas as
regras de firewall necessárias para permitir que o tráfego de entrada da Multi-SFC seja
encaminhado para o classificador e o respectivo segmento.
O elemento VNF Catalog, ilustrado Figura 4.3, gerencia os metadados dos pacotes de
VNFs que estão armazenados no repositório VNF Packages. O elemento Domain Catalog fornece
metadados necessários para a comunicação entre domínios como endereços de rede, tipos de
orquestradores NFV, VIMs disponíveis e informações de autenticação. O elemento VNF Instances
armazena as diferentes instâncias de VNF que estão em execução nas múltiplas plataformas
NFV. Por fim, o elemento Multi-SFC Instances armazena e mapeia as informações relacionadas
a cada instância da Multi-SFC. Cada instância armazenada mantém informações sobre seus
respectivos segmentos e suas VNFs, configuração dos classificadores de cada segmento da SFC e
informações sobre os domínios e plataformas que hospedam os referidos segmentos. Isso permite
identificar a plataforma NFV que um determinado segmento da Multi-SFC está executando e
possibilita que todos os recursos da nuvem sejam liberados ao encerrar uma Multi-SFC.
4.2 IMPLEMENTAÇÃO DO PROTÓTIPO DA MULTI-SFC
Um protótipo da Multi-SFC foi implementado como prova de conceito (Huff et al., 2020).
A implementação utiliza vários facilitadores NFV, em particular: OpenStack (OpenStack, 2020a),
Tacker (Tacker, 2020) e OSM (ETSI, 2020b). A própria Multi-SFC também pode ser considerada
um facilitador SFC, uma vez que abstrai a composição e o gerenciamento do ciclo de vida de
segmentos de uma SFC distribuídos em diferentes nuvens e domínios. A plataforma OpenStack
é empregada como o bloco funcional VIM da arquitetura NFV-MANO, enquanto que ambas as
plataformas Tacker e o OSM implementam as funcionalidades de NFVO e VNFM. O protótipo
da Multi-SFC foi implementado em linguagem Python. A API do Multi-SFC Core disponibiliza
uma interface REST que foi implementada usando a biblioteca Flask da linguagem Python.
O suporte à federação da Multi-SFC foi implementado utilizando o servidor HTTP Apache e
o módulo Shibboleth libapache2-mod-shib2. O Shibboleth emprega a especificação SAML
(Security Assertion Markup Language) (Lockhart et al., 2008) para as identidades federadas.
Dois NFVO Drivers foram implementados usando a biblioteca Requests da linguagem
Python para trocar informações com as plataformas Tacker e OSM. Também foi implementado
um VIM Driver para a plataforma OpenStack usando a biblioteca Requests da linguagem Python.
Ambos os orquestradores (Tacker e OSM) utilizam o OpenStack para gerenciar o ciclo de vida
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das VNFs e SFCs. Um EM foi implementado para gerenciar a configuração dos túneis VNF
e permitir o encaminhamento do tráfego entre os segmentos da Multi-SFC. Foi utilizada a
biblioteca Flask da linguagem Python para implementar o EM e disponibilizar uma API REST
para o gerenciamento do ciclo de vida do túneis da Multi-SFC. O EM implementado é capaz de
configurar túneis utilizando os protocolos IPSec, VXLAN e GRE. O gerenciamento do ciclo de
vida dos túneis VNF foi implementado no módulo Multi-SFC Core. Cada túnel da Multi-SFC é
estabelecido concretamente após todas as VNFs terem sido instanciadas em todos os segmentos
da Multi-SFC.
A implementação da API do módulo NFVO Drivers abstrai a instanciação, consulta e
encerramento dos segmentos da Multi-SFC distribuídos em diferentes domínios e orquestradores
NFV. A implementação da API do módulo VIM Drivers abstrai a configuração de roteamento e
as políticas de segurança necessárias para interconectar e encaminhar o tráfego da Multi-SFC
para os segmentos nos diferentes domínios. Os classificadores dos segmentos da Multi-SFC são
configurados com base nas políticas e restrições definidas pelo usuário operador de rede por meio
de uma aplicação cliente que consome a API REST do Multi-SFC Core. A aplicação cliente foi
implementada usando a biblioteca requests-ecp da linguagem Python que provê autenticação
SAML. Essencialmente, a composição de uma Multi-SFC é transparente para o usuário que
apenas necessita informar a sequência de VNFs de cada segmento e as conexões extras caso uma
VNF possua múltiplas interfaces de rede. A composição das Multi-SFCs é baseada na abordagem
holística descrita na Seção 3.3. O Apêndice A apresenta dois exemplos de composição de
Multi-SFCs utilizando a aplicação cliente.
4.3 AVALIAÇÃO DO PROTÓTIPO IMPLEMENTADO
Os experimentos foram realizados em duas máquinas físicas e outras três máquinas
virtuais executando sobre o sistema de virtualização KVM. Cada uma das máquinas físicas
executa uma versão diferente do OpenStack e representam dois domínios diferentes. Estas
máquinas executam as funcionalidades do bloco funcional VIM da arquitetura NFV-MANO da
ETSI. A primeira máquina utilizada possui a seguinte configuração: CPU Intel(R) Core(TM)
i7-6700HQ @ 2,6 GHz com 4 núcleos; 6144K de cache L3; 12 GiB de RAM; e, Linux Ubuntu
18.04. A segunda máquina possui a configuração: CPU Intel(R) Core(TM) i7-6700 @ 3,40 GHz
com 4 núcleos; 8192K de cache L3; 8 GiB de RAM; e, Linux Ubuntu 18.04. As três máquinas
virtuais executaram em outra máquina baseada no processador AMD Opteron(tm) 6136 @ 2,4
GHz com 24 núcleos; 96 GiB de RAM; e, Linux Ubuntu 20.04.
As plataformas Tacker e OSM desempenharam as funções dos blocos funcionais VNFM
e NFVO nos experimentos realizados, cada um executando em uma máquina virtual independente.
Uma terceira máquina virtual foi empregada como o controlador OpenStack para o OSM,
enquanto que a máquina virtual do Tacker executou tanto o controlador Openstack como o NVFO
e VNFM. Todas as máquinas virtuais foram configuradas com 8 vCPUs, 8 GiB de RAM e
Ubuntu 18.04. As VNFs também são máquinas virtuais e cada uma delas foi configurada para
executar com 1 vCPU, 256 MiB de RAM e Ubuntu Cloud 18.04. As máquinas físicas foram
interconectadas por meio de uma rede Gigabit Ethernet.
A Figura 4.4 ilustra o cenário construído para avaliar a vazão e latência do tráfego da SFC
utilizando a abordagem Multi-SFC. A ferramenta iPerf3 foi utilizada para gerar tráfego e mensurar
o goodput TCP entre o cliente Client de um domínio administrativo e os servidores vServer de
outro domínio administrativo. Mensagens ICMP (ping) foram utilizadas para mensurar a latência
entre a origem e o destino. A VNF Firewall foi implementada utilizando iptables e iproute.
O iptables foi utilizado para filtrar e marcar os pacotes da rede e o iproute para encaminhar
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os pacotes marcados para as diferentes interfaces de rede (i.e., VNF Branching). Ambas as
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Figura 4.4: Cenário de avaliação da Multi-SFC.
Os túneis VNF executaram implementações concretas das tecnologias IPSec, VXLAN e
GRE nos experimentos realizados. A VNF Billing também foi implementada com funcionalidades
de encaminhamento de pacotes. A VNF Load Balancer foi implementada com iptables e distribui
o tráfego para os servidores com base em um hash que é calculado a partir do endereço IP
de origem. Assim, todas as conexões do mesmo cliente são entregues a um mesmo servidor.
O encaminhamento do tráfego para um mesmo servidor é requisito da ferramenta iPerf3 para
mensurar o goodput TCP, uma vez que é necessário o estabelecimento de no mínimo duas
conexões entre o cliente e o servidor iPerf3. Embora o cenário apresente dois vServers, todo
o tráfego do experimento foi encaminhado para um mesmo servidor em cada execução do
experimento.
O primeiro experimento analisa o impacto na vazão da rede entre o cliente (Client) e a
VNF que implementa o túnel (TUN) no primeiro domínio (Domain 1). Também foi mensurada a
vazão entre a VNF que implementa o túnel (TUN) e um vServer no segundo domínio (Domain
2). Este experimento serve de base para a comparação da vazão com os outros experimentos
da Multi-SFC e foi executado sem encadear o tráfego na SFC. O experimento foi executado
30 vezes de 60 segundos cada. A média da vazão TCP no primeiro domínio foi próxima a 37
Gbps, enquanto que no segundo domínio a vazão média atingiu 26 Gbps. Como as VNFs Client,
vServer e TUN executam sobre máquinas virtuais com as mesmas configurações, a diferença na
vazão TCP dos dois domínios está relacionada à diferença nas CPUs das máquinas físicas.
Em seguida foi realizada a composição de dois segmentos SFC e o impacto da vazão
TCP foi mensurada em cada um dos segmentos de forma independente. O tráfego da rede neste
experimento também não foi encaminhado de um domínio para o outro. A vazão TCP no primeiro
segmento (SFC Segment 1) foi em média 16,679 Gbps, enquanto que no segundo segmento
(SFC Segment 2) a vazão atingiu em média 9,648 Gbps. A redução da vazão comparada com o
experimento de base deve-se ao fato de que VNFs adicionais foram instanciadas nos respectivos
segmentos em cada uma das infraestruturas de nuvem. Além disso, o tráfego da SFC deve
ser encaminhado para e processado por cada uma das VNFs nos respectivos segmentos. Os
classificadores de tráfego SFC de cada segmento também impõem uma sobrecarga extra. Ainda,
o componente Open vSwitch (Linux Foundation, 2020b) utilizado pela plataforma OpenStack usa
pares de interfaces veth (dispositivos Ethernet virtuais que se conectam através do kernel). Esses
dispositivos são conhecidos por apresentar desempenho moderado (Panda et al., 2016) e por esta
razão a vazão da SFC é inversamente proporcional à quantidade de VNFs encadeadas na SFC.
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Figura 4.5: Vazão TCP entre domínios utilizando diferentes túneis VNF.
Também foi executado um experimento para avaliar o impacto da vazão TCP executando
uma Multi-SFC completa que consiste nos dois segmentos mostrados na Figura 4.4. Este
experimento forneceu medições desde a origem Client até o destino vServer. O tráfego foi
encaminhado e processado pelas VNFs dos dois segmentos e também entre os dois domínios.
Como o primeiro segmento possui uma ramificação VNF Branching para duas VNFs DPI seguida
de uma interseção para o túnel VNF (TUN), o tráfego desse experimento foi processado por
apenas uma das funções DPI. Os túneis VNF implementados para o experimento correspondem
às tecnologias IPSec, VXLAN e GRE. A Figura 4.5 mostra a média de 30 execuções de 60
segundos cada, com intervalos de confiança de 99%.
Inicialmente foi mensurada a vazão entre as máquinas virtuais que implementam os
túneis entre os dois domínios sem executar as outras VNFs, SFCs e o túnel IP. A vazão TCP
deste experimento foi em média 932,1 Mbps. O resultado deste experimento deve-se ao fato de
que as duas máquinas virtuais estão conectadas por meio de uma rede Gigabit Ethernet. A vazão
entre as máquinas que executam o OpenStack também foi mensurada e obteve-se praticamente os
mesmos resultados.
Também foi executado um experimento de uma Multi-SFC completa empregando o
túnel VNF que implementa a VXLAN. A vazão média atingida neste experimento foi de 779,3
Mbps conforme mostrado na Figura 4.5. Este resultado já era esperado, pois o túnel VXLAN
adiciona uma sobrecarga extra nos pacotes da rede (os tamanhos dos cabeçalhos dos pacotes são
aumentados em 50 bytes cada). As duas VNFs que implementam os túneis IP também adicionam
uma sobrecarga de processamento para encapsular e desencapsular o tráfego da VXLAN. A
vazão de uma Multi-SFC completa executando um túnel VNF implementado com GRE também
foi avaliada como alternativa ao túnel VXLAN. O encapsulamento GRE adiciona pelo menos 24
bytes extras por pacote. A Multi-SFC executando sobre o túnel GRE atingiu em média a vazão
de 774,5 Mbps. Pode-se observar que os túneis GRE e VXLAN obtiveram aproximadamente o
mesmo desempenho.
Ainda foi mensurada a vazão TCP de uma Multi-SFC completa empregando túneis VPN
que implementam IPSec. A vazão média deste experimento atingiu 586,9 Mpbs. Neste caso, a
redução da vazão TCP deve-se ao fato de que as VNFs que implementam o IPSec necessitam
realizar chamadas de sistema para encriptar e decriptar o tráfego da rede (que é caro em termos
computacionais). As tarefas de criptografia e encapsulamento do tráfego elevaram a percentagem
de uso da CPU dos processos qemu-system do KVM próximos a 100% de utilização. Além disso,
as VNFs foram configuradas apenas com uma CPU virtual. O hardware das máquinas físicas em
que o OpenStack foi executado também pode ter influenciado na vazão do IPSec, uma vez que os
quatro núcleos da CPU foram compartilhados entre as VNFs de cada segmento junto com os
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processos necessários para executar o OpenStack. Embora uma das máquinas físicas tenha mais
núcleos de processamento, ela não foi utilizada devido ao seu baixo desempenho para tarefas de
Entrada/Saída (incluindo a rede).
Também foi executado um experimento para mensurar a latência da Multi-SFC. Este
experimento avaliou a latência de uma Multi-SFC completa, na qual o tráfego foi encaminhado
entre os dois domínios utilizando túneis VNFs implementando VXLAN, GRE e IPSec. Os
resultados são mostrados na Figura 4.6. O experimento foi repetido por 30 vezes durante 60
segundos cada. As amostras ICMP foram coletadas a cada intervalo de 1 segundo.
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Figura 4.6: Latência mensurada utilizando diferentes túneis VNF.
Inicialmente foi mensurada a latência entre as máquinas virtuais que implementam os
túneis entre os dois domínios sem executar as outras VNFs, SFCs e o túnel IP. A latência média foi
0,859ms com pouca variação nas diferentes rodadas de execução. A latência de uma Multi-SFC
completa usando túneis VNF que implementam tanto VXLAN e GRE atingiu em média 4,1ms,
enquanto que usando o túnel VNF implementado com IPSec a latência foi em média 4,23ms. A
latência maior para o túnel IPSec também era esperada, uma vez que as VNFs do túnel necessitam
tratar da criptografa dos pacotes e requerem mais ciclos de processamento para executar as suas
tarefas. De modo geral, o aumento da latência foi causado por mensagens que são encaminhadas
e também processadas por todas as VNFs e os túneis da Multi-SFC. Os classificadores também
impõem uma certa latência, uma vez que as VNFs utilizadas desconhecem a existência da SFC
(SFC-unaware) e, portanto, o tráfego necessitou ser reclassificado por um SFC Proxy após sair
de cada uma das VNFs que compõem a SFC. O hardware com um número limitado de CPUs
também influenciou na latência final da Multi-SFC.
Embora a Multi-SFC e a plataforma Openstack Tacker suportem a federação de domínios
utilizando a especificação SAML, a versão utilizada da plataforma OSM (Release Eight) ainda
não oferece suporte a identidades federadas. A API atual da plataforma OSM apenas suporta
autenticação interna e controle de acesso baseado no modelo RBAC (Role-based Access Control)
via Keystone (OpenStack, 2020b). Embora o Keystone suporte identidades federadas e é usado
pelo Tacker e OpenStack, a plataforma OSM ainda não externaliza a API de autenticação e
autorização através de federação. Por este motivo, os experimentos foram executados utilizando
autenticação local em cada uma das plataformas.
4.4 COMPARAÇÃO COM OUTRAS ABORDAGENS
Diversas plataformas NFV implementam o bloco funcional NFVO da arquitetura NFV-
MANO. Entretanto, nenhuma delas oferece suporte para a execução distribuída de SFCs sobre
múltiplas nuvens e domínios orquestrados por diferentes plataformas NFV em uma federação. Os
trabalhos a seguir propõem plataformas e frameworks para solucionar alguns desafios envolvidos.
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Em Francescon et al. (2017) é proposto o framework X-MANO para a orquestração
de serviços de rede em múltiplos domínios. De modo geral, o X-MANO somente permite
acessar recursos e encadear serviços de rede pré-existentes e que foram disponibilizados pelas
interfaces dos orquestradores NFV de cada domínio. Isso pode gerar desperdício de recursos
computacionais e energia, uma vez que o tráfego da rede pode atravessar VNFs desnecessárias.
Embora a arquitetura proposta para o X-MANO envolva a orquestração de serviços de rede que
executam em múltiplos domínios com federação, em Baggio et al. (2017) os autores apresentam
um estudo de caso simples realizado com a plataforma NFV Open Baton (Fokus e Tu, 2020).
As VNFs que fazem a conexão inter-domínios deste estudo de caso devem ser instanciadas
e configuradas manualmente pelos administradores de rede. Além disso, a configuração dos
recursos disponíveis em cada domínio (e.g., redes, VNFs e serviços de rede) é realizada
manualmente no X-MANO, enquanto que na abordagem da Multi-SFC a disponibilização desses
recursos é imediata/automática e podem ser instanciados em qualquer domínio com base na
identidade e autorização do operador de rede na federação.
Um mecanismo para o estabelecimento automatizado de Redes Privadas Virtuais
dinâmicas no contexto da NFV foi recentemente proposto (Gunleifsen et al., 2019). O objetivo é
fornecer criptografia e segurança para conectar as funções de uma SFC. Embora Gunleifsen et al.
(2019) propõem o estabelecimento automático de túneis VPNs, os autores assumem que cada
domínio implementa a sua própria solução de composição e orquestração de SFCs multi-domínio.
Além disso, a abordagem proposta pelos autores requer que as VNFs do túnel implementem o
mesmo protocolo (e.g., NSH, MPLS) usado pela SFC para rotear/encaminhar o tráfego para
destino, enquanto que a abordagem da Multi-SFC é agnóstica. Na Multi-SFC, as VNFs que
implementam o túnel fazem parte da SFC e por isso não necessitam processar o cabeçalho da
SFC. O roteamento entre os segmentos é configurado com base nas informações do classificador
da Multi-SFC. Assim, todo o tráfego com as mesmas políticas do classificador da Multi-SFC é
encapsulado e encaminhado para o túnel e consequentemente para próximo segmento.
Em Salsano et al. (2017), é proposto o framework RDCL 3D (Reusable Functional
Blocks Description and Composition Language Design, Deploy and Direct). O RDCL3D
permite editar e validar descritores de serviços, bem como implantar SFCs compostas por VNFs
executando sobre a plataforma ClickOS (Martins et al., 2014). Embora o RDCL 3D possibilite
a composição de SFCs em diferentes plataformas NFV, são necessárias modificações no VIM
(Virtualized Infrastructure Manager) (e.g., openvim) para executar o ClickOS. Além de não
abordar o contexto de múltiplos domínios, o RDCL 3D também emprega descritores proprietários
para definir as SFCs e implementa a lógica para a composição e validação das SFCs no lado
cliente.
O orquestrador NFV TeNOR (Riera et al., 2016) permite o gerenciamento de serviços
de rede e o controle do ciclo de vida de VNFs sobre infraestruturas virtualizadas distribuídas. O
orquestrador TeNOR automatiza a instanciação de SFCs e gerencia os recursos computacionais
das VNFs que compõem a SFC. Embora uma solução baseada em mapeamento seja fornecida
para instanciar uma SFC em múltiplos PoPs (Pontos de Presença), o TeNOR não permite criar
SFCs em vários orquestradores NFV diferentes e também não suporta federação de domínios.
Open Platform for NFV (OPNFV) (Linux Foundation, 2020c) é um projeto NFV da
Linux Foundation que desenvolve uma plataforma para simplificar e integrar o desenvolvimento
e implantação de componentes NFV. O OPNFV fornece uma plataforma NFV de referência
que permite analisar e testar a interoperabilidade entre soluções NFV e SDN de diferentes
desenvolvedores. No entanto, não é possível compor e executar uma SFC distribuída em
múltiplos domínios orquestrados por diferentes plataformas NFV, uma vez que o OPNFV não
aborda a integração de diferentes orquestradores NFV.
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O Blue Planet MDSO (Multi-Domain Service Orchestration) (Ciena, 2020) propõe um
framework para o gerenciamento e composição de serviços de rede entre múltiplos domínios e
infraestruturas NFV. Apesar de facilitar a configuração e instanciação de SFCs, o framework
não permite a composição e orquestração de uma SFC que atravessa múltiplos domínios com
diferentes plataformas de orquestração NFV.
Em (Sonkoly et al., 2015), os autores empregam a tecnologia SDN para distribuir SFCs
em múltiplas nuvens e domínios administrativos. O sistema permite interconectar diferentes
VIMs e acessar orquestradores de recursos da infraestrutura, mas não permite executar uma
SFC composta por múltiplos diferentes orquestradores de serviços NFV. Além disso, o sistema
depende estritamente de enlaces SDN para interconectar os múltiplos domínios e não considera
federação.
Cloudify (Cloudify, 2020) é um projeto que permite a integração de funções de rede
virtuais e físicas e fornece um NFVO e VNFM genéricos para orquestrar múltiplas nuvens
federadas. O sistema emprega roteadores virtuais pré-configurados para interconectar diferentes
nuvens por meio de túneis. Embora o Cloudify seja capaz de orquestrar várias nuvens, ele não
permite que SFCs sejam construídas em múltiplos e diferentes orquestradores NFV.
A plataforma ONAP (2020) permite a orquestração, gerenciamento e automação de
serviços de rede através de uma implementação agnóstica de fornecedor. A arquitetura da
plataforma ONAP é constituída por diversos subsistemas de software e de forma geral é dividida
em dois frameworks arquiteturais: projeto e execução. O framework de projeto é responsável pela
definição e programação da plataforma. O framework de execução tem a função de processar a
lógica e automatizar as políticas de execução que foram programadas na fase de projeto. Projetar
serviços de rede no ONAP basicamente envolve a definição de políticas que são executadas de
acordo com o comportamento do serviço. Embora a plataforma ONAP implemente frameworks
que são independentes de fornecedor, ela não possibilita a composição e o gerenciamento SFCs
que atravessam múltiplos domínios orquestrados por diferentes plataformas NFV.
O projeto pSmart (Joshi e Kataoka, 2020) concentra-se na composição de SFCs em
vários domínios para reduzir custos de utilização de recursos computacionais. O pSmart também
visa reduzir os riscos de privacidade e segurança e implementa um processo de decisão baseado
em aprendizagem para mapear as SFCs nos diferentes domínios. Os recursos utilizados pelo
pSmart para construir SFCs devem ser previamente mapeados e abstraídos das interfaces de
comunicação específicas de cada orquestrador de domínio. Os enlaces de interconexão entre os
diferentes domínios também devem ser previamente estabelecidos à composição da SFC.
O projeto 5G Exchange (5GEx) (Sgambelluri et al., 2017) tem o objetivo de coordenar
a alocação e o uso eficiente de recursos de computação, armazenamento e rede para implantar
serviços em redes 5G. As informações do catálogo de serviços, a topologia das redes e os
recursos computacionais são compartilhados entre os orquestradores 5GEx MDO (Multi-Domain
Orchestrator) para realizar a implantação dos serviços de rede em múltiplos domínios. Embora
seja possível implantar serviços em múltiplos domínios, o projeto 5GEx não possibilita utilizar
múltiplos diferentes orquestradores NFV e também não aborda o contexto de federações.
Em Uniyal et al. (2020) é proposta a arquitetura 5GUK Exchange (5GUKEx) que tem o
objetivo de prover a orquestração de serviços virtualizados para as redes 5G. O foco é prover
uma solução flexível e leve para criar serviços e redes de múltiplos domínios. Assim como na
Multi-SFC, o 5GUKEx introduz uma camada de orquestração multi-domínio e utiliza o serviço de
orquestração local de operador de rede. Entretanto, o 5GUKEx realiza a composição de serviços
de rede encadeando os serviços pré-existentes em cada domínio e que foram publicados através
de um componente chamado NSB (Network Service Broker). Na Multi-SFC, a composição
é totalmente independente de serviços pré-existentes, um operador de rede pode compor o
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serviço a partir de suas próprias VNFs por toda a federação de domínios garantindo maior
flexibilidade de escolha do provedor de recursos virtualizados. Além disso, o 5GUKEx apenas
suporta o uso da plataforma de orquestração Open Source MANO (OSM) e do controlador
SDN OpenDaylight (ODL), enquanto que a Multi-SFC é multi-plataforma e é independente de
tecnologia de interconexão por utilizar pares de VNFs para implementar os túneis.
Por fim, a plataforma FENDE (Bondan et al., 2019) oferece um ecossistema para
projetar, desenvolver, instanciar e executar serviços de rede baseados em NFV. O ecossistema
FENDE também permite criar SFCs baseadas em VNFs que podem ser adquiridas através de um
Marketplace NFV. A infraestrutura da plataforma FENDE é dividida em três domínios que fazem
parte de uma mesma federação. Embora os usuários da plataforma FENDE possam instanciar
VNFs e compor serviços de rede que executam nos diferentes domínios da federação, apenas
é oferecido o suporte a um orquestrador NFV (Tacker). A Multi-SFC suporta a composição e
execução de SFCs em múltiplos domínios federados e orquestrados por múltiplas plataformas
NFV.
A Tabela 4.2 apresenta uma comparação qualitativa das abordagens NFV descritas
anteriormente. As colunas da tabela de comparação denotam as propriedades comparadas
enquanto que as linhas referem-se às abordagens NFV. O símbolo denota que a abordagem
proposta possui suporte a uma determinada propriedade, enquanto que o símbolo indica que
a proposta não apresenta aquela propriedade. As propriedades comparadas na tabela são as
seguintes:
• Múltiplos VIMs: indica que a abordagem possibilita a execução de VNFs e SFCs sobre
diferentes VIMs;
• Múltiplos Orquestradores: indica se existe suporte à interoperabilidade ou integração
entre diferentes orquestradores NFV. O símbolo indica que são suportados diferentes
orquestradores, porém não é possível compor e executar uma SFC de forma integrada
entre os múltiplos domínios e orquestradores NFV suportados;
• Múltiplos Domínios: indica que a abordagem possui suporte para a execução de VNFs e
SFCs em múltiplos domínios;
• Identidade Federada: denota se a abordagem implementa federação de domínios; e,
• Provisionamento Imediato: indica se um determinado recurso (e.g., VNF, SFC) pode
ser provisionado/instanciado em uma plataforma de outro domínio da federação sem a
necessidade da intervenção manual do operador de rede daquele domínio. O símbolo
indica que a abordagem é dependente de projetos e plataformas adicionais para prover
esta propriedade.
Vários avanços foram realizados no desenvolvimento de plataformas, frameworks e
orquestradores NFV para permitir a execução de SFCs distribuídas sobre múltiplas nuvens/domí-
nios/orquestradores. No entanto, a Tabela 4.2 mostra que, antes da Multi-SFC, até então nenhuma
solução fornece todo o framework para a composição e execução de SFCs que atravessam
múltiplas nuvens em domínios federados orquestrados por diferentes plataformas NFV. Enquanto
a maioria das soluções aborda a execução de SFCs em múltiplos VIMs e domínios, essas são
limitadas em termos de federação e integração de SFCs entre diferentes orquestradores NFV.
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Este capítulo apresentou a proposta da Multi-SFC para a composição e execução de SFCs
que atravessam múltiplas nuvens em domínios federados ou não, e orquestrados por diferentes
plataformas NFV. A Multi-SFC emprega a abordagem holística que abstrai composição e o
gerenciamento do ciclo de vida de SFCs. Os segmentos de uma Multi-SFC são interconectados
por meio de túneis implementados como VNFs que fazem parte da composição da SFC. Um
protótipo foi implementado como prova de conceito utilizando as plataformas Tacker, OSM
e OpenStack. Resultados experimentais mostram que a Multi-SFC apresenta baixa latência
e mantém vazão satisfatória mesmo executando em hardware limitado. A sobrecarga dos
túneis VNF tem relação com o protocolo de comunicação utilizado e varia conforme o tipo
de serviço oferecido (e.g., criptografia). Também foi realizada uma comparação com outras
abordagens NFV. Foi possível verificar que as soluções apresentadas são limitadas em termos
de integração de orquestradores NFV para permitir o provisionamento e execução de SFCs que
atravessam múltiplas nuvens e domínios federados. Embora esteja alinhada com as especificações
NFV-MANO da ETSI, a Multi-SFC pode ser utilizada com outras implementações que não
seguem o NFV-MANO. A premissa é que as implementações correspondentes dos módulos VIM
Drivers e NFVO Drivers disponibilizem operações básicas do ciclo de vida de VNFs e SFCs (i.e.,
composição, instanciação, execução e encerramento).
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5 RFT: MICROSSERVIÇOS ESCALÁVEIS E TOLERANTES A FALHAS PARA O
CONTROLADOR O-RAN
Todos os capítulos anteriores desta Tese de Doutorado tiveram como foco a tecnologia
NFV. Este capítulo descreve uma contribuição que foi desenvolvida em outra área: RAN
(Radio Access Network). Este trabalho começou a ser desenvolvido durante o estágio sanduíche
realizado na AT&T Shannon Labs em New Jersey, USA. Apesar de que o objetivo inicial era
continuar trabalhando com NFV, os planos foram alterados por motivos diversos. Assim, este
capítulo descreve a RFT (RIC Fault Tolerance): uma estratégia que permite a implementação
de microsserviços tolerantes a falhas para o controlador definido nos padrões O-RAN (Open
RAN). No capítulo, inicialmente é apresentada uma contextualização geral da O-RAN e da
replicação com a abordagem máquina de estados. Em seguida, é descrita uma visão geral da
plataforma RIC e dos seus microsserviços que são chamados xApps. A biblioteca RFT para o
desenvolvimento de xApps tolerantes a falhas é então descrita. As técnicas para a gerência do
grupo de réplicas de um xApp são apresentadas. A replicação parcial de estados dos xApps
utilizada pela RFT é descrita na sequência. Uma avaliação empírica é apresentada na sequência.
Por fim, são apresentados os trabalhos relacionados. A API da RFT para a implementação de
xApps tolerantes a falhas é apresentada no Apêndice B.
5.1 CONTEXTUALIZAÇÃO
A RAN (Radio Access Network) é parte fundamental das redes móveis, fornecendo
conectividade para dispositivos sem fio dos mais diversos tipos, denominados UE (User
Equipment). Embora as interfaces de comunicação entre os dispositivos sem fio e os elementos
da RAN sejam definidas por padrões abertos, a maioria das implementações são normalmente
soluções proprietárias fornecidas por fabricantes de equipamentos (Olwal et al., 2016; Parvez
et al., 2018; Habibi et al., 2019). Recentemente, a O-RAN Alliance (2019) e a O-RAN SC
(2020b) (O-RAN Software Community) vêm coordenando esforços para apoiar o desenvolvimento
de software de código aberto para a RAN considerando requisitos de desempenho, escalabilidade
e alinhamento com os padrões especificados pelo projeto 3GPP (3rd Generation Partnership
Project) (3GPP, 2020a). Uma nova interface de comunicação chamada E2 está sendo definida
para permitir que elementos da RAN sejam capazes de expor suas funcionalidades e reportar
notificações ao controlador O-RAN. A O-RAN SC (2020b) vem liderando esforços para a
implementação e disponibilização de um controlador O-RAN de código aberto denominado RIC
(RAN Intelligent Controller). O RIC (O-RAN SC, 2020a) pode ser visto como uma plataforma
para executar microsserviços, chamados xApps, que usam a interface E2 para acessar e controlar
os elementos da RAN.
A interação entre os xApps e os elementos da RAN possui requisitos rígidos em termos
de desempenho, em particular a latência (Coletti et al., 2018; Akman et al., 2020; O-RAN
Alliance, 2020c,a). Para exemplificar, considere um xApp responsável por controlar a admissão
de UEs em uma rede e fornecer proteção contra ataques de DDoS (Distributed Denial of Service)
intencionais ou acidentais no contexto de IoT (Liang et al., 2016; Bhardwaj et al., 2018). Nesse
cenário, a plataforma RIC e os xApps devem apresentar baixa latência para que as operações
válidas não sejam atrasadas e a experiência do usuário não seja prejudicada. A tolerância a falhas
também é um requisito importante, pois um xApp com falhas poderia impedir a conexão de UEs
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legítimos na rede. Assim, é importante ter xApps tolerantes a falhas, mas devem assegurar o
desempenho necessário.
A alta disponibilidade, que é um requisito fundamental para a RAN, pode ser alcançada
com técnicas de replicação e tolerância a falhas. Uma estratégia para alcançar a tolerância a
falhas é utilizar a abordagem de replicação de máquina de estado. Essa abordagem permite a
implementação de um serviço tolerante a falhas através da replicação de diferentes instâncias
daquele serviço. Uma máquina de estado consiste em variáveis que caracterizam o estado e de
comandos, que executados modificam o estado. Cada comando é implementado por um processo
determinístico executado de forma atômica com relação aos outros comandos, produz uma saída
e modifica o estado atual. Clientes da máquina de estado realizam requisições para executar
comandos e fornecem as informações necessárias para a execução daquele comando (Schneider,
1990).
A replicação de uma máquina de estado é geralmente implementada por meio da
replicação de um log, que consiste de uma sequência de comandos que é executada pela máquina
de estado. Cada réplica armazena um log. Cada réplica deve manter os mesmos comandos na
mesma ordem, permitindo que a réplica execute a mesma sequência de comandos das outras
réplicas que resulta no mesmo estado. A consistência dos logs nas diferentes réplicas é garantida
por um módulo que implementa o consenso entre as réplicas, i.e., garante o acordo entre as
réplicas sobre a ordem em que os comandos devem ser executados. O módulo do consenso é
responsável por receber os comandos dos clientes e replicá-los de forma consistente para as
demais réplicas que participam do consenso.
A Figura 5.1 mostra um exemplo de máquina de estado replicada e como ocorre a
replicação de seu log em um conjunto de três processos replicados. As aplicações cliente (Clients)
solicitam a execução de comandos da máquina de estado para o módulo do consenso (Consensus
Module). O módulo do consenso de uma réplica comunica com os módulos do consenso das
outras réplicas para garantir que log que está sendo replicado esteja consistente entre os processos
que participam do consenso.
No exemplo da Figura 5.1, uma aplicação cliente solicita a execução de um comando
(passo 1) para a Réplica 1. Em seguida, o módulo do consenso replica o comando recebido para
as demais réplicas utilizando comunicação multicast (passo 2). O objetivo é chegar a um acordo
para aceitação do comando proposto pelo cliente. Após as réplicas chegarem a um acordo e
decidirem pelo comando proposto (passo 3), a máquina de estado de cada réplica pode executar o
comando que foi acordado. Como o módulo do consenso deve garantir a consistência do log
replicado, todas as réplicas executam os mesmos comandos em ordem até o ponto em que o
log das mesmas se encontra consistente. A execução de um comando geralmente resulta na
atualização das variáveis de estado da máquina de estado (passo 4). A máquina de estado por sua
vez, retorna o resultado para a aplicação cliente que solicitou a execução do respectivo comando
(passo 5).
Este trabalho propõe o uso da replicação de máquina de estado dos xApps para
implementar a tolerância a falhas no RIC. Entretanto, esta estratégia só pode ser aplicada se
for possível manter a latência do RIC em no máximo 2ms, além da escalabilidade necessária
para suportar dezenas de milhares de requisições por segundo (O-RAN Alliance, 2020c,a). O
limite de 2ms para a latência do loop de controle do RIC é derivado da suposição de que uma
requisição deve ser atendida em no máximo 10ms e a latência de comunicação entre o RIC e um
determinado elemento da RAN pode chegar a 4ms em cada sentido da comunicação.
Argumentamos que a utilização de técnicas de particionamento de estado com replicação
parcial aproximada e re-roteamento com ciência de papel permitem atender aos requisitos









































Figura 5.1: Exemplo de uma máquina de estado replicada.
que diferentes conjuntos de dados sejam mantidos por diferentes réplicas daquele mesmo xApp.
Na replicação parcial, um conjunto de dados é mantido por uma réplica dita primária de um
xApp. O mesmo xApp pode ter mais que uma réplica primária: diferentes réplicas primárias são
responsáveis por dados distintos. Os dados de uma réplica primária são replicados para um grupo
de réplicas ditas de backup. A quantidade de réplicas backup e as garantias de consistência podem
ser configuradas, por exemplo a frequência de replicação. O re-roteamento com ciência de papel
permite que uma mensagem seja rapidamente redirecionada para o backup adequado, sempre
que for necessário acessar os dados correspondentes e a réplica primária estiver inacessível ou
mesmo sobrecarregada. O backup então deve ser capaz de processar a mensagem com a ciência
de que o estado pode não refletir exatamente ao estado da réplica primária.
5.2 XAPPS TOLERANTES A FALHAS
Esta seção descreve uma visão geral dos componentes do controlador RIC que são
fundamentais para construir xApps tolerantes a falhas.
5.2.1 O RIC e os xApps
A arquitetura da O-RAN (O-RAN Alliance, 2020a) define que o RIC monitora e controla
os elementos da RAN através da interface E2, que é utilizada pelos xApps para receber eventos
específicos da RAN (e.g., um novo UE tentando se conectar na rede) e para emitir mensagens
de controle (e.g., rejeitar um pedido de conexão ou mover um UE de uma célula para outra).
Uma célula consiste em uma área geográfica limitada em que há cobertura de sinal da RAN.
Cada célula é servida por um transceptor (i.e., equipamento que é capaz de modular sinais de
rádio) a partir de uma estação base (Base Station ou Cell Site). Cada transceptor gerencia um
conjunto de antenas que apontam para diferentes direções (i.e., setores) e utilizam diferentes
faixas de frequência (Habibi et al., 2019). Um Cell Site compreende os equipamentos de rádio e
de rede instalados em um determinado local, utilizados para transmitir e receber dados da RAN.
No contexto deste trabalho, um elemento da RAN é qualquer componente da RAN que troca
mensagens com os xApps através da interface E2.
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Os xApps são executados no RIC e têm como principal objetivo fornecer funções de
controle específicas e bem definidas que permitem customizar e otimizar o comportamento da
RAN. As funções de controle fornecidas pelos xApps são consideradas funções adicionais e
que, portanto, complementam as funcionalidades que já são fornecidas originalmente pelos
elementos da RAN. Cada elemento da RAN exporta as suas funcionalidades para o RIC através
da interface E2, a qual é utilizada pelos xApps para monitorar, suspender/parar, sobrescrever, ou
mesmo controlar o comportamento padrão dos respectivos elementos da RAN (O-RAN Alliance,
2020a,b).
Cada instância do RIC pode gerenciar um número potencialmente grande de elementos
da RAN em uma determinada região geográfica. Os elementos da RAN por sua vez, devem
ser capazes de continuar provendo os seus serviços para a RAN mesmo em uma eventual falha
completa do controlador RIC, resultando apenas na interrupção temporária das funções adicionais
de customização e otimização fornecidas pelo RIC (O-RAN Alliance, 2020a,b). Exemplos de
funcionalidades adicionais que o RIC pode fornecer através de xApps incluem prevenção de
DDoS, transferência de UE entre células (i.e., handover), previsão de congestionamento de
células e otimização de QoS (Quality of Service) baseado na categoria de UEs (e.g., equipamentos
usados por policiais, dispositivos da IoT e veículos conectados). Cada xApp interage com os
componentes da plataforma RIC e outros xApps usando duas interfaces principais:
• RMR (RIC Message Router): uma biblioteca utilizada pelos componentes do controlador
RIC para trocar mensagens em uma mesma instância do RIC. O roteamento das
mensagens é orientado por políticas baseadas em atributos da mensagem, tais como tipo
da mensagem, endereços de origem e destino de elementos da RAN, componentes do
RIC e xApps, e, identificador de assinatura que é utilizado no contexto da comunicação
dentro do paradigma Publish-Subscribe e permite fazer “assinaturas” para receber dados
específicos. A estratégia empregada pelo RMR permite que um remetente simplesmente
preencha alguns atributos da mensagem e a envie sem necessariamente especificar o
destino da mesma. A RFT aproveita esta estratégia para fornecer serviços de tolerância
a falhas de forma transparente aos xApps; e,
• SDL (Shared Data Layer): fornece uma abstração de armazenamento chave-valor e
permite aos xApps armazenar/recuperar informações fornecidas por outros componentes
da plataforma RIC e também por outros xApps.
A Figura 5.2 ilustra os componentes do controlador RIC que são fundamentais para
construir xApps tolerantes a falhas. O componente E2 Term implementa a interface para os
elementos da RAN utilizando o protocolo de transporte SCTP (Stream Control Transmission
Protocol). O payload das mensagens é especificado utilizando ASN.1 (Abstract Syntax Notation
1). O componente Subscription Manager implementa o padrão de troca de mensagens, que ocorre
de acordo com o paradigma Publish-Subscribe. O Subscription Manager permite que xApps
assinem tópicos de interesse que representam eventos específicos que ocorrem na RAN. O Routing
Manager é responsável por atualizar dinamicamente as políticas de roteamento de mensagens
nos componentes da plataforma RIC. A figura assume que xApps podem ser replicados; as =
réplicas de um determinado xApp são referenciadas como G??1..=. É importante destacar que
o RIC inclui vários componentes adicionais e que não são apresentados na Figura 5.2, estando
incluídos apenas os componentes essenciais para descrever a RFT.
O RIC é executado em um cluster Kubernetes (Kubernetes, 2020) e seus componentes
são implantados por meio de Pods que consistem de um ou mais contêineres. O cluster Kubernetes
é geralmente executado em um cluster de servidores de processamento, e seus componentes são
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Figura 5.2: Componentes do controlador RIC.
replicados em diferentes servidores para evitar pontos únicos de falhas. A versão atual do RIC
(i.e., Cherry) não oferece suporte à replicação de xApps.
5.2.2 Informações de Estado dos xApps
As réplicas de um determinado xApp podem executar em máquinas distintas. Cada xApp
é inicializado no RIC com um estado inicial. Os xApps podem ser classificados como stateless ou
stateful. Um xApp stateless requer apenas as informações contidas em cada mensagem recebida
para executar sua função. Deste modo, réplicas de xApps stateless podem processar qualquer
mensagem em qualquer momento sem qualquer informação de estado anterior. Exemplos de
funcionalidades implementadas em xApps que se encaixam na classe stateless incluem aqueles
com funcionalidades tais como:
• traduzir uma mensagem codificada no formato ASN.1 recebida de um elemento da RAN
em uma mensagem correspondente codificada em outro formato;
• decodificar e extrair informações do payload de uma mensagem (e.g., intensidade de
sinal, identificador do UE);
• utilizar a informação de uma mensagem decodificada para calcular uma nova métrica.
Por exemplo, utilizar medições de intensidade de sinal de um UE em várias células
vizinhas para estimar a localização daquele UE.
Desta forma, a replicação de xApps stateless é muito simples. Qualquer réplica pode
processar qualquer requisição/mensagem. Assim, basta utilizar um algoritmo de balanceamento
de carga para distribuir o tráfego entre as várias réplicas. O requisito básico, neste caso, é que
uma réplica falha seja detectada o mais breve possível para que as decisões sejam tomadas
levando em conta as réplicas corretas.
Por outro lado, um xApp stateful depende de informações de estado para processar cada
nova mensagem. O estado de uma réplica individual consiste de um ou mais contextos. Um
contexto inclui informações sobre um elemento específico da RAN. As informações específicas
de cada contexto estão diretamente relacionadas com a lógica de cada xApp, e são determinadas
pelo desenvolvedor do xApp. Exemplos de contexto incluem: o identificador de um UE, de um
grupo de UEs, uma célula específica da RAN, uma estação base (i.e., Cell Site), uma categoria de
UE (e.g., dispositivos IoT, telefones celulares), entre outros. Por sua vez, o estado de um xApp
consiste do conjunto de contextos mantido por todas as réplicas do xApp. Cada réplica do xApp
pode manter informações de contexto referentes a vários elementos da RAN. Réplicas distintas
podem manter contextos distintos.
61
Cada contexto tem um identificador único. As informações mantidas em um contexto
são estruturadas por meio de pares chave-valor. Como exemplo, considere um contexto de um
determinado xApp referente a uma célula. Neste caso, o identificador do contexto é o próprio
identificador daquela célula na RAN. O contexto pode ter informações diversas sobre a célula,
tais como o nível de sinal e a utilização, que são armazenados como pares chave-valor.
Diversos xApps requerem informações de contexto para processar uma mensagem e,
portanto, se encaixam na classe stateful. Exemplos de funcionalidades implementadas por xApps
stateful e as respectivas informações de contexto incluem:
• medir a duração da conexão de um UE: é necessário armazenar tanto o instante de
estabelecimento como de encerramento da conexão daquele UE;
• reportar o número de UEs conectadas em uma determinada célula ou em uma região
coberta por várias células: é necessário o recebimento das mensagens de estabelecimento
e encerramento de conexão de UEs para contabilizar o número presente em um
determinado instante de tempo;
• prever a utilização de uma determinada célula: a partir da utilização é possível por
exemplo evitar sobrecarga, movendo determinados UEs para células vizinhas (i.e.,
handover). Informações de contexto da célula de destino e da células vizinhas são
necessárias.
Os contextos de um xApp podem ser replicados de diferentes maneiras. Por exemplo,
todos os contextos poderiam ser replicados em todas as réplicas do xApp. Entretanto, dependendo
da quantidade de informação dos contextos e da frequência com que itens diferentes de contextos
diferentes são atualizados, esta solução pode ter custo muito alto em termos de desempenho.
Assim, a estratégia proposta nesta Tese é particionar o estado de um xApp em contextos e
replicá-los parcialmente entre as instâncias do xApp. O particionamento permite duas réplicas
distintas de um xApp manter conjuntos diferentes de contextos do xApp. Particionar o estado
dessa forma permite reduzir a quantidade de mensagens que uma instância de um xApp precisa
processar. Diminui também o tempo que a instância precisa para atualizar seu estado a cada nova
requisição recebida.
Além do particionamento, que limita a quantidade de contextos que uma réplica de
um xApp mantém, a replicação parcial de contextos permite que um xApp tenha um conjunto
configurável de réplicas. Antes, uma definição: uma réplica primária é responsável por manter e
atualizar um contexto enquanto uma réplica backup é responsável apenas por manter uma cópia
do contexto. Neste trabalho, os termos primário e backup também são usados como sinônimos
para réplica primária e réplica backup, respectivamente. Na replicação parcial, cada réplica do
xApp pode ser primária para determinados contextos e pode ter um número configurável de
backups daquele contexto entre as demais réplicas do xApp.
A Figura 5.3 apresenta um exemplo de replicação parcial de contextos em que um xApp
possui três réplicas (G??1, G??2 e G??3) e mantém um backup para cada um dos quatro
contextos. Cada uma das réplicas pode ser primária para certos contextos e backup para outros.
No exemplo da figura, a réplica G??1 é primária para os contextos c1 e c2 enquanto é backup
do contexto c4. Por outro lado, a réplica G??2 é primária do contexto c3 e também é backup
dos contextos c1 e c2. Assim, um determinado contexto é replicado apenas para um conjunto
parcial de todas as réplicas de um determinado xApp, i.e., somente uma réplica backup de duas
réplicas disponíveis neste exemplo.
Embora a replicação garanta que o serviço provido por um xApp esteja disponível mesmo




















Figura 5.3: Exemplo de replicação parcial de contextos.
responder uma mensagem com uma requisição referente a um contexto que chega logo após sua
réplica primária ter falhado. O re-roteamento com ciência de papel tem essa funcionalidade,
ou seja, possibilita que a mensagem seja direcionada rapidamente para uma réplica backup.
Especificamente, caso a réplica primária de um determinado contexto não esteja disponível para
processar a mensagem de um elemento da RAN, a mensagem é imediatamente encaminhada para
uma das réplicas backup que possui uma cópia aproximada daquele contexto. O re-roteamento
ciente de papel é usado para re-encaminhar mensagens após falhas. Por exemplo, seja a réplica X
de um determinado xApp primária para um determinado contexto, é possível configurar que Y
e Z são backups daquele contexto. Caso a réplica X falhe, as mensagens são re-encaminhadas
para outra réplica, por exemplo Y, que processa a requisição na mensagem adequadamente. A
réplica backup que recebe a mensagem da RAN estará ciente de sua função como backup para
aquele contexto e pode usar esta “ciência” para processar a mensagem considerando que suas
informações de contexto podem não estar totalmente atualizadas.
Mesmo a replicação parcial também pode ser cara em termos de latência caso seja
realizada de maneira síncrona (i.e., qualquer atualização de contexto é imediatamente processada
pela réplica primária e pelas réplicas backup). Visando reduzir a latência dos xApps, é proposta
a replicação assíncrona de contextos, em que inicialmente, apenas a réplica primária atualiza o
contexto, o que é feito posteriormente pelas réplicas backup. A replicação assíncrona permite
que a réplica primária possa modificar as informações dos contextos e responder as requisições
da RAN sem ter que aguardar confirmações das réplicas backup. Na estratégia de replicação
proposta, após a falha de uma réplica primária para um determinado contexto, uma das réplicas
backup daquele contexto é eleita como sua nova primária.
5.3 RFT: RIC FAULT TOLERANCE
O objetivo da RFT (RIC Fault Tolerance) é definir um conjunto de técnicas para a
implementação de xApps tolerantes a falhas, capazes de sustentar baixa latência e manter a
escalabilidade necessária para suportar dezenas de milhares de requisições por segundo. Como
mencionado na seção anterior, a solução consiste de técnicas de particionamento de estado com
replicação parcial e re-roteamento com ciência de papel. A RFT é implementada e disponibilizada
por meio de uma biblioteca (Huff et al., 2020) que pode ser vinculada à implementação dos xApps
da mesma forma que outras bibliotecas da plataforma RIC, tais como RMR, SDL e bibliotecas
de logging.
A RFT é baseada em uma estratégia de group membership (Cachin et al., 2011). Um
sistema de group membership permite que os membros do grupo tenham uma visão consistente
sobre a composição do grupo. Desta forma, o consenso é usado para que haja um acordo sobre
a composição, i.e., o conjunto de réplicas corretas em um determinado instante de tempo. A
estratégia utilizada pela RFT possibilita a gerência da composição do grupo de réplicas de xApps
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e o roteamento de mensagens que se adapta ao conjunto de membros corretos de um determinado
grupo.
xApps tolerantes a falhas podem ser construídos de forma transparente por meio da
RFT, i.e., o fato de um xApp ser replicado fica transparente para o restante do sistema. Vale
ressaltar que simplesmente depender do Kubernetes para adicionar tolerância a falhas aos xApps
não é uma alternativa viável. Embora o Kubernetes faça monitoramento de Pods (i.e., um grupo
de um ou mais contêineres executando em um cluster), este monitoramento não é suficiente para
implementar toda a lógica de replicação de xApps. Por exemplo, após a detecção da mudança
de estado de um membro do grupo, pode ser necessário modificar os papéis (i.e., primário ou
backup) de determinadas réplicas do xApp. Também são necessárias atualizações nas políticas
de roteamento para encaminhar as mensagens da RAN corretamente às novas réplicas primária e
backup.
A RFT implementa a gerência de grupos de réplicas de xApps utilizando o algoritmo de
consenso Raft (Ongaro e Ousterhout, 2014; Ongaro, 2014). O algoritmo Raft permite manter
a sequência do log da máquina de estado consistente em cada uma das réplicas. Um dos
componentes principais do Raft é referente à eleição de um líder entre os processos que executam
o consenso. Assim, a consistência do log é garantida através do processo líder que gerencia a
replicação de comandos do log para os demais processos. O fluxo de mensagens de replicação do
Raft é sempre executado do processo líder para os demais processos que participam do consenso.
O líder também aceita comandos de processos cliente que são adicionados em sequência no log
e replicados para os demais processos do consenso. Os comandos somente são aplicados (i.e.,
executados) em cada máquina de estado após o líder confirmar que o comando foi devidamente
replicado na maioria dos processos corretos que participam do consenso.
Cada comando que é executado pela máquina de estado é armazenado no log de cada
uma das réplicas. Para evitar que o log cresça indefinidamente e permitir a manipulação de seus
dados de forma eficaz, o Raft define o conceito de snapshot. Um snapshot consiste do conjunto
atualizado de valores de todas as variáveis que compõem o estado. Um snapshot reúne os dados
efetivamente necessários para comunicação entre réplicas, para a qual é serializado. A Figura 5.4
apresenta um exemplo de uma máquina de estado que mantém três variáveis (i.e., a, b e c). Um
snapshot, neste exemplo, consiste na serialização dos valores 2, 7 e 5 respectivamente para as
variáveis de estado a, b e c. A estratégia de serialização de snapshot pode diferir de acordo com
a implementação do algoritmo de consenso (Ongaro e Ousterhout, 2014). Ao ser recebido no








a = 1 b = 7 c = 5 a += 1 ···
Log
Figura 5.4: Exemplo de uma máquina de estado com três variáveis de estado.
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5.4 GERENCIAMENTO DE GRUPOS DE RÉPLICAS
O gerenciamento do grupo de réplicas de um xApp implementado na RFT permite que
as réplicas corretas do xApp tenham uma visão consistente de todos os membros corretos que
participam do mesmo grupo. Um grupo de réplicas de um xApp consiste do conjunto de réplicas
de um determinado xApp que está em execução em uma única instância do RIC. O algoritmo
de consenso Raft implementado na RFT permite manter uma lista de membros corretos de um
grupo consistente em todas as réplicas que pertencem ao mesmo grupo do xApp. Ao invés de
utilizar um sistema externo que oferecesse o serviço de consenso (por exemplo o Zookeeper
(Apache, 2020b)) optou-se por implementar o Raft na própria RFT com o objetivo de simplificar
o desenvolvimento e implantação de xApps tolerantes a falhas usando o mínimo de dependências
externas.
Uma das réplicas é eleita líder do grupo de réplicas de um determinado xApp. A eleição
de líder é executada pelo algoritmo de consenso Raft. A réplica que foi eleita líder do grupo tem
a função de monitorar as demais réplicas que executam o consenso para a detecção de falhas.
O monitoramento das réplicas é realizado por meio de mensagens de heartbeat enviadas pelo
líder periodicamente para as réplicas que são membros do mesmo grupo. Estas réplicas são
chamadas de Raft Followers e respondem as mensagens de heartbeat para o líder. Inicialmente,
as réplicas que são Raft Followers iniciam uma nova eleição de líder (executando o algoritmo
de eleição de líder do Raft, tornando-se Raft Candidates). O mesmo procedimento é também
executado toda vez que haja suspeita de que o líder esteja falho. O líder por sua vez, suspeita que
uma determinada réplica do grupo esteja falha após esta réplica não responder um determinado
número consecutivo de mensagens heartbeat. O líder ainda é responsável por adicionar e remover
as réplicas do xApp que pertencem ao mesmo grupo do líder.
A Figura 5.5 mostra como uma nova réplica é adicionada a um grupo de réplicas
(membership) de um xApp e como as respectivas políticas de roteamento são atualizadas. A
figura mostra a adição de uma nova réplica (G??3) a um grupo de réplicas que já contém a
réplica G??1 e G??2. A figura mostra também o componente do RIC que faz a gerência
de roteamento (Routing Manager) e o componente 2 )4A< que corresponde à interface de
comunicação entre os xApps e os elementos da RAN. Desta forma, o contexto mantido pelo
xApp é referente a um elemento da RAN que usa o componente 2 )4A< para enviar mensagens
para as réplicas do xApp. Considera-se que o líder (G??1) foi eleito previamente entre os
membros do grupo. As réplicas do xApp são monitoradas por meio de mensagens de heartbeat,
que não são mostradas na figura.
Inicialmente, o G??3 envia mensagens para os membros atuais do grupo solicitando a
sua adesão (mensagens 1 e 2). Ao receber esta mensagem, o líder do grupo envia a mensagem
Install Snapshot Request (mensagem 3) para o G??3 com as informações de estado atual do
grupo (i.e., informações de que atualmente o G??1 e G??2 estão no grupo). O snapshot,
neste caso, consiste do estado atual do grupo serializado e é enviado pelo líder sempre que um
novo membro solicita a entrada naquele grupo. Depois que o G??3 finaliza a desserialização
do snapshot, o G??3 envia uma mensagem ao líder confirmando que o snapshot foi instalado
(mensagem 4). Esta mensagem também indica que o líder pode iniciar o monitoramento do
G??3.
Em seguida, a solicitação de adesão ao grupo realizada pelo G??3 é replicada pelo
líder para todos os outros membros do grupo (neste caso, apenas para o G??2), conforme
mostrado na mensagem 5. Após o líder receber a confirmação da replicação da maioria dos
membros do grupo (mensagem 6), o líder efetiva (i.e., commit) as informações locais de estado
do agrupamento (mensagem 7). Na sequência, o líder replica as atualizações de estado do grupo
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2. Membership Request
11. Update Route: RAN-MSG (RAN3) | xApp3 : xApp1
1. Membership Request
5. Replicate (membership state)
6. Replicate Reply
15. RAN-MSG (RAN3) | xApp3 : xApp1
14. RFT-MSG | xApp1; xApp2; xApp3
4. Install Snapshot Reply
Routing Manager E2 Term
10. Update Route: RFT-MSG | xApp1; xApp2; xApp3
3. Install Snapshot Request (membership)
xApp1 xApp2
8. Replicate (membership state)
9. Replicate Reply
12. RFT-MSG | xApp1; xApp2; xApp3
13. RFT-MSG | xApp1; xApp2; xApp3
(leader) xApp3
7. Update membership state
par
Figura 5.5: Uma nova réplica é adicionada ao grupo de um xApp e as políticas de roteamento são atualizadas.
para o G??3, que por sua vez toma o conhecimento de que foi adicionado ao grupo de réplicas
do xApp. As mensagens 8 e 9 representam a replicação da atualização de estado do grupo para o
G??3.
Após o G??3 ter sido incluído no grupo, o líder atualiza as políticas de roteamento
do RMR para permitir que as mensagens de elementos da RAN e mensagens de gerência do
grupo também sejam encaminhadas para o G??3. A RFT emprega dois tipos de mensagens.
As mensagens do tipo RFT-MSG são usadas pelo subsistema de agrupamento de xApps da RFT,
enquanto que as mensagens do tipo RAN-MSG são usadas pelos elementos da RAN para enviar
mensagens aos xApps. Toda comunicação entre as réplicas de um determinado grupo é feita
através de multicast. Com a inclusão da nova réplica é necessário atualizar os destinatários de
cada mensagem multicast, o que é solicitado através da mensagem Update Route que é enviada
para o componente Routing Manager (mensagem 10). Esta atualização informa ao RMR que
todas as mensagens do tipo RFT-MSG devem ser entregues utilizando multicast (i.e., indicado
pelos pontos-e-virgulas) para as réplicas da RFT que executam no G??1, G??2, e G??3.
O líder ainda envia outra mensagem Update Route para o Routing Manager especificando
que todas as mensagens do tipo RAN-MSG originadas pelo elemento da RAN identificado por
RAN3 sejam enviadas para a réplica primária G??3 (considera-se que os contextos do elemento
RAN3 tenham sido alocados para o G??3 na execução da mensagem 7). Caso a réplica G??3
esteja indisponível, a mensagem é re-roteada para a réplica backup G??1 (mensagem 11).
Ao receber as mensagens 10 e 11, o Routing Manager atualiza as políticas de roteamento nos
respectivos membros do grupo do xApp e nos componentes do RIC. Depois que a nova política
de multicast foi instalada (mensagens 12-14), cópias de cada mensagem do tipo RFT-MSG são
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enviadas para o G??1, G??2, e G??3. Após a entrega da mensagem 15 ao componente
2 )4A<, todas as mensagens do tipo RAN-MSG originadas do elemento RAN3 são entregues
à réplica primária G??3, contudo, podem ser entregues à réplica G??1 caso G??3 estiver
inacessível.
Depois de receber uma mensagem de replicação com a atualização do grupo de réplicas
(i.e., nova configuração), cada réplica do xApp seleciona as réplicas backup que devem manter
cópia de seus contextos primários. As réplicas backup são selecionadas com base na sequência
atualizada da lista de membros do grupo do xApp. Cada réplica primária do xApp seleciona
as suas respectivas réplicas backup da seguinte maneira. Seja < o número de réplicas backup
configuradas para um determinado xApp, as próximas < réplicas disponíveis na lista de membros
do grupo são selecionadas como réplicas backup.
A Figura 5.6 mostra como uma réplica falha é removida do grupo de réplicas de um
xApp e as respectivas políticas de roteamento são atualizadas. Assume-se nesta figura que o
contexto mantido pelas réplicas é referente a um elemento da RAN. Também assume-se que a
réplica da RFT que executa no G??1 é líder do grupo e foi eleita anteriormente. O líder do
grupo envia mensagens heartbeat para os outros membros do grupo conforme ilustrado pelas
mensagens 1 e 3. As réplicas da RFT que executam no G??2 e G??3 são Raft Followers e




7. Update Route: RAN-MSG (RAN2, RAN3) | xApp3 : xApp1
4. Replicate (membership state)
5. Replicate Reply
11. RFT-MSG | xApp1; xApp3
10. RFT-MSG | xApp1; xApp3
xApp3 Routing Manager E2 Term
8. Update Route: RFT-MSG | xApp1; xApp3
xApp1
6. Update membership state
(leader) xApp2
X
9. RAN-MSG (RAN2, RAN3) | xApp3 : xApp1par
Figura 5.6: Uma réplica é removida do grupo de um xApp e as políticas de roteamento são atualizadas.
O líder suspeita que uma réplica do xApp esteja falha caso não receba nenhuma
mensagem de heartbeat da respectiva instância da RFT dentro de um tempo limite configurável
(mensagem 3). Ao suspeitar que uma réplica do xApp esteja falha, o líder replica as alterações do
grupo (mensagem 4) para as demais réplicas do grupo que não falharam (G??3 neste exemplo).
Após o líder receber a confirmação da mensagem de replicação da maioria do membros do grupo
(mensagem 5), o líder efetiva (i.e., commit) a remoção da réplica falha do grupo de réplicas
do xApp (mensagem 6). Assume-se na figura que o líder realoca os elementos da RAN e os
respectivos contextos do G??2 para o G??3.
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Depois que o G??2 foi removido do grupo, o líder solicita a atualização das políticas
de roteamento para o Routing Manager de forma que as mensagens da RAN que estavam sendo
endereçadas para o G??2 sejam endereçadas para o G??3 (mensagem 7). O líder também
solicita para o Routing Manager atualizar a política de roteamento multicast removendo a réplica
G??2 do grupo de réplicas do xApp (mensagem 8). O Routing Manager então atualiza as
políticas de roteamento do componente 2 )4A< através da mensagem 9. Esta mensagem
determina que todas as requisições do tipo RAN-MSG originadas pelos elementos RAN2 e RAN3
sejam enviadas para a réplica G??3 (primária). Caso a réplica G??3 esteja indisponível, as
requisições são enviadas para a réplica G??1 (backup). O Routing Manager também atualiza o
roteamento multicast entre os membros do grupo que estão sem falha enviando as mensagens 10
e 11, incluindo o líder. As políticas de roteamento das mensagens 10 e 11 indicam que todas as
mensagens do tipo RFT-MSG devem ser enviadas para as réplicas G??1 e G??3. É importante
evidenciar que as mensagens 9-11 são assíncronas, no sentido de que elas podem ser entregues
em ordens diferentes.
Na versão atual da RFT, dado um grupo de réplicas, a réplica que recebe o primeiro
comando de replicação de um determinado contexto é configurada primária daquele contexto, as
demais são backup, considerando o número de réplicas backup configuradas para aquele grupo.
No futuro é possível adotar outras estratégias para a escolha, levando em conta questões de
desempenho, uso de recursos, latência e outras.
5.5 REPLICAÇÃO PARCIAL DE ESTADOS
A RFT explora uma estratégia de replicação parcial dos xApps. A replicação parcial
permite a cada réplica de um grupo de xApps replicar seus contextos primários a um conjunto de
réplicas backup do mesmo grupo. O número de réplicas backup e a frequência de replicação são
configuráveis. Após ocorrer um evento na RAN (e.g., um UE se conecta a uma célula da rede),
uma mensagem de notificação pode ser enviada para a réplica primária do xApp que realizou a
assinatura do respectivo evento. Caso o primário estiver indisponível, uma das réplicas backup
recebe a mensagem de notificação. Além disso, alguns eventos que ocorrem na RAN podem
ser processados diretamente pelos próprios elementos da RAN, enquanto que outros eventos
são enviados para o RIC. Assim, algumas informações de estado da RAN podem ser mantidas
internamente em um elemento da RAN, outras nos xApps ou ainda em ambos (i.e., elemento da
RAN e xApps) (O-RAN Alliance, 2020b).
Diante disso, os xApps devem ser capazes de executar as suas funções de controle
utilizando informações de estado locais e que podem ser aproximadas se comparadas com o
estado atual da RAN (O-RAN Alliance, 2020a,b). Considere por exemplo, que um xApp esteja
monitorando eventos de conexão de UEs de um conjunto de células vizinhas com o objetivo de
balancear a quantidade de conexões de UEs entre as mesmas. Especificamente, um elemento da
RAN pode receber várias requisições simultâneas de conexão de diferentes UEs em diferentes
células em um curto período de tempo que, consequentemente, alteram as informações de estado
locais no elemento da RAN. Assim, o estado de uma réplica do xApp – mesmo primária – pode
não refletir o estado atual do elemento da RAN (e.g., quantidade de UEs conectados em cada
célula) após a mensagem ter sido processada pela réplica do xApp, pois novas conexões podem
ter ocorrido na RAN mas que ainda não tenham sido notificadas a tempo ao xApp.
A RFT aproveita a característica que os xApps apresentam de processar as mensagens
da RAN com estado aproximado para implementar a replicação parcial de estados dos xApps. Na
RFT, as réplicas primárias atualizam e replicam os contextos primários para as réplicas backup.
As réplicas backup por sua vez, não modificam as informações dos contextos que são cópia de
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um primário, ou seja, as cópias dos contextos são somente leitura. Assim, a consistência entre as
réplicas é garantida, pois o fluxo de mensagens de replicação é executado da réplica primária
para as réplicas backup.
Um ponto importante a mencionar é que a replicação parcial dos xApps não é baseada
no algoritmo Raft. O Raft é empregado para a replicação das informações dos membros do grupo
de um determinado xApp. Concretamente, na replicação parcial de estados, são replicados os
comandos executados pela máquina de estado que corresponde ao xApp. xApps diferentes são
máquinas de estado diferentes. A unidade básica de dados que é replicada é chamada de log
entry e consiste nos seguintes atributos:
• cmd: consiste no comando da máquina de estado do xApp e que deve ser executado na
mesma ordem pela réplica primária e backups atualizando um determinado contexto;
• context: representa o contexto ao qual a mensagem da RAN está associada. Este atributo
consiste no identificador único que representa um determinado elemento ou grupo de
elementos da RAN. Exemplos de contexto incluem o identificador de um UE, de uma
célula, de uma categoria de UEs, entre outros;
• key: as informações mantidas em um contexto são estruturadas por pares de chave-valor.
O atributo key representa a chave que é utilizada para identificar uma informação
específica de um contexto;
• value: consiste na informação necessária para executar o comando da máquina de estado
definido em cmd. O atributo value representa o valor referente a um par chave-valor;
• vlen: representa o tamanho em bytes do atributo value. O tamanho do value é necessário
uma vez que a RFT é agnóstica em termos de dados replicados pelo xApp. O atributo
value consiste apenas de uma sequência de bytes para a RFT; e,
• sequence: consiste de um número de sequência exclusivo que identifica cada log entry
replicado. Este atributo possibilita que as réplicas primária e backup possam controlar a
sequência de log entries que foram replicadas.
Além disso, cada mensagem de replicação pode transportar vários log entries permitindo
reduzir a sobrecarga dos cabeçalhos das mensagens de replicação e também o número de
mensagens de confirmação. Uma mensagem de replicação enviada de uma réplica primária
para um backup é chamada de Replication Request. A mensagem de confirmação da replicação
enviada de uma réplica backup para o primário é chamada de Replication Reply.
Um cenário de replicação parcial de estados é ilustrado na Figura 5.7. As mensagens
são trocadas entre três réplicas de um determinado xApp (cada réplica do xApp executa uma
instância da RFT). Nesse cenário de replicação, pode-se observar que embora a instância da RFT
em G??1 replique contextos para G??2, ela também é réplica backup do G??3. Como o
G??2 possui uma cópia dos contextos do G??1, o G??2 também pode processar mensagens
originalmente endereçadas ao G??1, mas com a ciência de que é backup.
Ao receber uma mensagem Replication Request do primário (G??1), o backup (G??2)
compara se o número de sequência do primeiro log entry recebido na mensagem atual é exatamente
igual ao próximo número de sequência esperado. O número de sequência esperado corresponde
ao maior número de sequência de log entries recebido até o momento, incrementado em uma
unidade. Essa verificação permite ao backup determinar se deve, ou não, aplicar a sequência de
comandos que foram recebidos nos log entries na máquina de estado do xApp, atualizando os
contextos correspondentes.
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Figura 5.7: Replicação parcial de estados: G??2 é réplica backup do G??1 e G??3 é réplica backup do G??2.
Após executar os comandos recebidos, o backup envia uma mensagem Replication
Reply para o primário confirmando o maior número de sequência dos log entries que foram
replicados. Esta informação é então usada pelo primário para determinar o próximo log entry que
será replicado para o backup. Caso o backup receber uma mensagem Replication Request com
um número de sequência inesperado, os log entries recebidos são descartados e uma mensagem
Replication Reply é enviada para o primário informando o maior número de sequência de log
entries replicados até o momento.
Na medida em que novos log entries são replicados pela réplica primária, estes são
adicionados ao log da máquina de estado do xApp que pode crescer indefinidamente. Para evitar
que o tamanho deste log aumente de forma excessiva, a RTF cria snapshots periodicamente em
cada réplica do xApp. Snapshots são usados pela réplica primária para transferir informações de
contexto para um backup, descritos a seguir.
Um snapshot de uma determinada réplica do xApp para um determinado contexto
consiste dos mais recentes log entries do log correspondente. Um snapshot tem tamanho
máximo pré-definido, e é serializado antes de ser transmitido. O tamanho máximo do snapshot é
configurável e depende inclusive do tamanho dos log entries. O tamanho de cada log entry varia
conforme a quantidade de bytes serializados, principalmente do atributo value, que cada comando
da máquina de estado carrega. Um novo snapshot é criado sempre que a soma dos tamanhos dos
log entries produzidos até o momento atingir o limite pré-definido. Dessa forma, um snapshot
estará disponível para transmissão por uma réplica primária para uma réplica backup.
Idealmente, um snapshot equivale a um grande número de atualizações de estado (i.e.,
log entries). A estratégia de enviar snapshots economiza largura de banda de rede e ciclos de
CPU tanto no remetente quanto no receptor, se comparada à alternativa de fazer o mesmo com
log entries individuais. Pois basta serializar/desserializar um único snapshot ao invés de uma
grande quantidade de log entries.
Os snapshots anteriores podem ser descartados após a criação de um novo snapshot.
Os snapshots também permitem manter um log enxuto, descartando os log entries antigos e
desnecessários. O descarte dos log entries é chamado neste trabalho de log cleaning. Depois que
um novo snapshot é criado, todas as atualizações anteriores e, portanto, todos os log entries até
aquele ponto não são mais necessários. A API disponibilizada pela RFT para a implementação
de xApps tolerantes a falhas é apresentada no Apêndice B.
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5.6 ARQUITETURA DA RFT
Nesta seção é apresentada a arquitetura da RFT, organizando todos os componentes
apresentados nas seções anteriores. A Figura 5.8 apresenta a arquitetura da RFT e seus
componentes, bem como a relação em alto nível entre a RFT, o RMR e os xApps (xApp Logic).
Observa-se que ambos o xApp e a RFT compartilham a mesma instância do RMR para enviar e











Figura 5.8: Arquitetura da RFT.
O componente Tasks consiste de uma fila de tarefas que a RFT deve executar em ordem.
As tarefas são representadas nesta fila por meio de mensagens recebidas pela rede e que foram
adicionadas por uma réplica do xApp. As tarefas desencadeiam diferentes operações na RFT, tais
como adicionar um novo membro ao grupo de xApps ou processar uma mensagem de replicação.
A fila de tarefas é assíncrona, no sentido de que as mensagens que estão nesta fila não bloqueiam
o processamento de outras mensagens na réplica do xApp. Novas mensagens (i.e., tarefas) da
RFT podem ser adicionadas nessa fila mesmo que as mensagens anteriores não tenham sido
completamente processadas pela RFT.
O componente Dispatcher distribui as tarefas entre os diferentes componentes da RFT
com base no tipo da mensagem recebida. O tipo da mensagem identifica se a mesma é referente
a replicação de contexto, uma solicitação de adição de membro no grupo, uma mensagem de
monitoramento da RFT, entre outras. Outra funcionalidade do Dispatcher é desserializar o
payload das mensagens recebidas antes de serem encaminhadas para os devidos componentes.
As mensagens referentes ao monitoramento de membros do grupo de xApps são
encaminhadas ao componente chamado Raft, que implementa o algoritmo de consenso Raft
(Ongaro, 2014). O componente Raft permite manter uma visão consistente dos membros corretos
de um grupo de réplicas de um determinado xApp. O Raft replica os comandos da máquina
de estado que modificam a composição do grupo de réplicas de um xApp e também realiza
a eleição de líder entre as réplicas do grupo. Além disso, o componente Raft implementado
na RFT permite adicionar e remover membros do grupo de xApps automaticamente, enquanto
que a versão original do algoritmo Raft requer intervenção manual (Ongaro, 2014). A adição e
remoção de membros do grupo foi descrita na Subseção 5.4.
O componente Configuration é essencialmente uma extensão do componente Raft. O
componente Configuration mantém as informações sobre a composição de um grupo de réplicas
de um xApp e é responsável por selecionar as réplicas backup de uma determinada réplica
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primária do xApp. Uma lista com as réplicas backup é disponibilizada para o componente
Context Replication.
O componente Context Replication basicamente possui duas responsabilidades: replicar
as atualizações de contextos das réplicas primárias para as respectivas réplicas backup; e, aplicar
as atualizações de contextos nas réplicas backup assim que foram recebidas da réplica primária.
O componente Context Replication atualiza as informações de contexto nas réplicas backup
através da função de callback apply. A callback apply é implementada no xApp (xApp Logic) e é
descrita no Apêndice B. A RFT é agnóstica com relação às informações mantidas nos contextos
e processadas pelos xApps. Cada xApp possui contextos diferentes com informações distintas e,
que são processadas de formas específicas.
O componente log mantém em ordem os comandos executados e replicados pela
máquina de estados, incluindo aqueles para gerenciar o grupo de réplicas de um xApp. Os
comandos das máquinas de estados são mantidos em duas filas independentes. Uma fila mantém
os comandos da máquina de estado dos contextos dos xApps que é replicada pelo componente
Context Replication. Outra fila mantém os comandos da máquina de estados do grupo de réplicas
do xApp que é replicada pelo componente Raft. Como descrito acima, os componentes Context
Replication e Raft implementam estratégias diferentes de replicação. O componente Context
Replication replica os comandos da máquina de estados dos contextos dos xApps empregando
replicação parcial assíncrona e não aguarda confirmações das réplicas backup para responder as
requisições de clientes. O componente Raft executa o algoritmo de consenso Raft que aguarda as
confirmações da maioria das réplicas do grupo de um xApp, para então responder as requisições
de clientes. Além disso, o componente log é responsável pela serialização do payload das
mensagens de replicação para ambas as estratégias de replicação. O componente Snapshot por
sua vez, é responsável coordenar o processo de serialização/desserialização dos snapshots. Em
seguida, é apresentada uma avaliação empírica da RFT.
5.7 AVALIAÇÃO EMPÍRICA
Uma avaliação empírica foi realizada para avaliar o desempenho da RFT usando um
xApp seletor de células (Cell Selector xApp) implementado em linguagem C para resolver
um problema prático de seleção de células da RAN. O objetivo deste xApp é selecionar a
melhor célula de destino em operações de handover solicitadas por diferentes UEs e melhorar o
desempenho geral da rede. Especificamente, assume-se que na operação de handover a RAN
irá gerar solicitações de transferência de UE sempre que um UE observar uma célula vizinha
com intensidade maior de sinal do que a sua célula atual. No entanto, o fato de uma célula ter a
maior intensidade de sinal não a torna necessariamente a melhor escolha para transferir o UE
para a mesma. Por exemplo, a célula pode estar congestionada devido a um grande número
de UEs conectados em um determinado momento. O Cell Selector xApp considera também
a utilização de recursos das células que pode ser acompanhada por meio das operações de
conexão e desconexão dos UEs. Um contador simples é usado para controlar o número de UEs
conectados em cada célula. Vale destacar que um xApp seletor de células pode incluir diversas
variáveis adicionais na escolha da célula, tais como, a taxa de transferência dos UEs conectados,
a interferência dentro da célula e a potência total de transmissão e recepção. Entretanto, para
o propósito da avaliação da RFT estas métricas não são realmente necessárias, pois apenas o
cálculo do critério de seleção de células seria alterado.
A RFT utiliza replicação parcial e o estado do Cell Selector xApp é particionado em
contextos, cada um representando uma determinada célula. No experimento, cada réplica do
xApp acompanha a utilização de um conjunto células, diferentes réplicas do xApp acompanham
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diferentes conjuntos. Assim, cada réplica mantém informações atualizadas sobre o grupo
correspondente de células. A biblioteca RFT foi utilizada para gerenciar a replicação dos
contextos entre cada réplica primária do xApp e outra réplica backup.
Os experimentos compararam um xApp implementado com a RFT (que armazena os
contextos localmente) com o mesmo xApp implementado com uma solução baseada no Redis
(Redislabs, 2020) (que mantém os contextos em uma base de dados externa). O Redis pode ser
usado como um banco de dados e permite o armazenamento de estruturas de dados baseadas
em chave-valor em memória principal. A escolha do Redis foi considerada pelo fato de que
ele normalmente fornece armazenamento de alto desempenho e baixa latência, suporta alta
disponibilidade e replicação, possibilita o particionamento automático de estado (e.g., sharding)
e também é utilizado como base para a implementação da SDL no RIC.
5.7.1 Configuração dos Experimentos
Os experimentos foram realizados em ambiente de laboratório no qual os xApps foram
executados em contêineres divididos em duas máquinas físicas chamadas de Server1 e Server2
conectadas a uma rede Gigabit. A máquina Server1 executou Linux Ubuntu 18.04 em um
processador Intel(R) Core(TM) i7-6700HQ @ 2.6 GHz com 4 núcleos, 12 GiB de memória RAM
e 6144K de cache L3. A máquina Server2 executou Linux Ubuntu 16.04 em um processador
Intel(R) Core(TM) i7-6700 CPU @ 3.40GHz com 4 núcleos, 8 GiB de memória RAM e 8192K
cache L3. Cinco contêineres foram executados no experimento da RFT, dois no Server1 e três no
Server2. Cada contêiner executou uma única réplica do xApp. As réplicas backup da RFT foram
selecionadas conforme descrito anteriormente na Seção 5.4.
Cinco réplicas do xApp também foram utilizadas no experimento com o Redis e foram
divididas da mesma forma que no experimento da RFT (dois xApps/contêineres no Server1 e três
xApps/contêineres no Server2). No experimento com o Redis, cada réplica do xApp armazena o
seu estado (i.e., contextos) em uma determinada réplica primária do Redis (master). Cada réplica
primária do Redis executa localmente na mesma máquina da respectiva réplica do xApp. Além
das cinco réplicas primárias do Redis, foram executadas outras 5 réplicas backup do Redis com o
mesmo cenário de réplicas backup usado no experimento com a RFT.
São necessárias cinco réplicas adicionais de backup para o Redis, uma vez que o mesmo
não permite que uma mesma instância execute como réplica primária e backup simultaneamente.
A RFT permite e implementa essa funcionalidade. A configuração de uma instância backup
para cada réplica primária do Redis foi realizada manualmente, caso contrário seria necessário
executar serviços adicionais do Redis gerando maior sobrecarga de processamento. A distribuição
de carga (i.e., três contextos por réplica do xApp e por instância primária do Redis) é a mesma
usada no experimento com a RFT. Vale ressaltar que foram necessários 5 contêineres para
executar o experimento da RFT, enquanto que no experimento com o Redis foram necessários
5 contêineres para as réplicas do xApp e mais 10 contêineres executando o Redis para prover
uma solução de replicação equivalente. O xApp que utiliza a solução do Redis para armazenar o
estado foi implementado utilizando comunicação assíncrona com a réplica primária do Redis. A
API cliente oficial do Redis foi utilizada nesta implementação (Redislabs, 2020).
Também foi implementado um gerador de tráfego na linguagem C para mensurar e
comparar a abordagem da RFT com a abordagem utilizando o Redis em termos de latência e
vazão da rede. Foram executadas cinco instâncias do gerador de tráfego, cada uma delas na
mesma máquina física da respectiva réplica primária do xApp. Cada gerador de tráfego troca
mensagens usando o RMR com a réplica correspondente do xApp e implementa a combinação
das funcionalidades de um elemento da RAN e de um componente E2 Term da plataforma RIC. A
vazão e latência foram mensuradas pelo gerador de tráfego. Além disso, a latência foi mensurada
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nos instantes de envio e recebimento das respectivas mensagens. O experimento foi repetido
50 vezes enviando 100.000 mensagens em cada rodada. Cada mensagem foi enviada em: (i)
intervalos de 1 microssegundo; e, (ii) vazão máxima suportada pelo RMR em cada máquina.
5.7.2 Resultados Experimentais
Inicialmente foi avaliada a vazão do Cell Selector xApp e os resultados são mostrados
na Figura 5.9. As réplicas 1 e 2 do xApp foram executadas no Server1 e as réplicas 3 a 5 foram
executadas no Server2. O motivo para executar 2 réplicas no Server1 e 3 réplicas no Server2 é o
fato de que o Server2 possui uma CPU melhor. Uma única instância do xApp (não replicada) e
uma instância do gerador de tráfego foram consideradas na medição de base (baseline) deste
experimento. É possível observar que a vazão foi em média próxima a 125.000 mensagens por
segundo para a RFT. O xApp equivalente implementado usando Redis atingiu em média uma
vazão de pouco mais de 48.000 mensagens por segundo. É importante lembrar que o Redis
não foi configurado para armazenar os dados no disco. Contudo, o xApp necessitou acessar as
informações de contexto no contêiner Redis que estava executando na mesma máquina que a
respectiva instância do xApp.






















Figura 5.9: Comparação entre a vazão do Cell Selector xApp utilizando a RFT e o Redis.
Também foi mensurada a vazão das abordagens RFT e Redis considerando a replicação
parcial de estados. É possível perceber na Figura 5.9 que ambas as abordagens são capazes de
aumentar a vazão na medida em que o número de réplicas aumenta. Ainda pode-se perceber que
houve um aumento maior na vazão ao adicionar a terceira réplica (que executa no Server2) se
comparada com a adição da segunda réplica (que executa no Server1). O motivo deve-se ao fato
de que o Server2 executa em hardware melhor comparado com o Server1. Esse comportamento
ocorre tanto para o experimento com a RFT quanto para o Redis. Além disso, ao comparar a
vazão da RFT empregando a replicação parcial de estados com vazão da RFT sem replicação
(i.e., 1 instância), pode-se verificar que a taxa de transferência da RFT aumenta em 91,16%,
238,4%, 336,42% e 467% conforme o número de réplicas do xApp aumenta respectivamente
para 2, 3, 4 e 5.
Em seguida foi executado um experimento para avaliar a latência de ida e volta (i.e.,
round-trip) percebida pelo componente E2 Term da plataforma RIC que é implementado nos
experimentos pelo gerador de tráfego. Foi calculado o intervalo de tempo desde o envio de
uma mensagem do gerador de tráfego para a réplica correspondente do xApp até a chegada da
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respectiva resposta. Inicialmente, a latência foi mensurada com o gerador de tráfego enviando
mensagens em um ritmo lento: uma única mensagem foi enviada a cada microssegundo. A
Figura 5.10 mostra a latência média com o intervalo de confiança de 95% calculado. Foram
enviadas 100.000 mensagens em cada execução do experimento que foi repetido por 50 vezes.
















Figura 5.10: Latência média do Cell Selector xApp com carga de 1 mensagem por microssegundo.
É possível notar na Figura 5.10 que a RFT apresentou latência média inferior ao Redis
neste experimento (RFT: 100 microssegundos & Redis: 240 microssegundos), porém ambas as
latências podem ser consideradas baixas o suficiente para os requisitos do RIC. Os xApps que
utilizam o Redis são mais lentos, pois a troca de mensagens na rede impõe maior latência mesmo
executando os contêineres no mesmo hardware. A Figura 5.10 também mostra uma redução
na latência média quando as réplicas que executam no Server2 – que tem melhor CPU – são
adicionadas ao experimento. No próximo experimento, são mostrados os resultados obtidos ao
aumentar quantidade de requisições por segundo.
A Figura 5.11 ilustra a latência média obtida ao aumentar a taxa de requisições (i.e.,
vazão) ao máximo suportado pela combinação do gerador de tráfego e do RMR no Server1 e
Server2. Os resultados apresentados são as médias de 50 execuções de 100.000 mensagens com
o intervalo de confiança de 95%. Conforme o resultado mostrado nessa figura, a RFT foi capaz
de manter baixa latência conforme o número de réplicas aumenta. A média da latência calculada
para uma única instância do xApp foi de 0,944ms. A latência média aumenta para 1,2ms na
medida em que são executadas 5 réplicas do xApp.
Ao executar o experimento usando a mesma taxa de requisições utilizando a abordagem
com o Redis, a latência atingiu em média 80ms mesmo ao executar uma única instância do xApp
e uma réplica do Redis. A latência significativamente maior mostrada na Figura 5.11 deve-se ao
fato de que o Redis não foi capaz de sustentar a vazão de 125.000 requisições por segundo por
réplica de xApp. Na abordagem implementada com o Redis, a réplica do xApp deve aguardar a
resposta do Redis para então enviar a mensagem de resposta ao gerador de tráfego, o que causa o
aumento da latência e diminui a taxa de transferência em comparação com a RFT. Além disso, os
experimentos de latência e vazão apresentados anteriormente referem-se às mesmas execuções.
Os dados calculados para a latência foram obtidos do mesmo conjunto de dados usados para
calcular a vazão. Dessa forma, é possível comparar o comportamento da vazão e da latência na
medida em que o número de réplicas aumenta.
Os resultados dos experimentos confirmam que a abordagem da RFT atende aos
requisitos de latência do RIC (em média abaixo de 2ms) e é capaz de sustentar vazão escalável
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Figura 5.11: Latência média para a vazão máxima de requisições suportada.
para processar centenas de milhares de requisições por segundo. Experimentos específicos de
tolerância a falhas não puderam ser executados devido a algumas limitações do controlador RIC
em seu estágio atual de desenvolvimento. Foram identificados e reportados diversos problemas
(bugs) no desenvolvimento do RIC durante e após o estágio sanduíche. Uma contribuição recente
deste trabalho de doutorado foi correção de um erro que impedia o RMR entregar mensagens
multicast para as réplicas do grupo de um xApp em determinadas situações. Este erro afetava
a eleição de líder da RFT e também componentes da própria plataforma RIC. A seguir, são
apresentados os trabalhos relacionados no contexto de tolerância a falhas.
5.8 TRABALHOS RELACIONADOS
O problema de fornecer tolerância a falhas e ao mesmo tempo garantir baixa latência
e alta vazão foi abordado de diferentes maneiras ao longo dos anos. A tolerância a falhas é
tipicamente alcançada usando replicação. Por exemplo, a LLFT (Low Latency Fault Tolerance)
(Zhao et al., 2013) é baseada em replicação com líder primário. O sistema garante a consistência
forte da réplica e baixa sobrecarga, pois a réplica primária pode responder sem aguardar pelas
respostas das réplicas backup, mas a ordem das mensagens estabelecida pela réplica primária
garante que as outras réplicas atingirão o mesmo estado. Embora o sistema forneça baixa
latência, a vazão é limitada, pois o estado é totalmente replicado e o sistema não pode utilizar
as diferentes réplicas para tarefas distintas simultâneas. Na RFT, o estado é particionado e
parcialmente replicado permitindo que o processamento das requisições seja realizado em
paralelo, no sentido de que as requisições são encaminhadas para as réplicas que possuem as
informações correspondentes a cada requisição.
A replicação em cadeia (chain replication) (van Renesse e Schneider, 2004) atinge alta
disponibilidade com a replicação de um objeto em t réplicas, sendo que t-1 réplicas podem falhar
sem comprometer a disponibilidade do objeto replicado. Enquanto que as operações de leitura
dos objetos são executadas na primeira réplica da cadeia, as atualizações são processadas pela
última réplica da cadeia. A consistência é garantida pelo fato de que a alteração de estado deve
passar por todas as réplicas até chegar à última da cadeia. O desempenho da leitura é beneficiado,
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pois essas operações envolvem apenas uma única réplica, enquanto que atualizações envolvem o
processamento por todas as réplicas, e a latência pode crescer significativamente mesmo para
poucas réplicas.
O sistema descrito em Sherry et al. (2015) apresenta uma solução de alta disponibilidade
para middleboxes usando máquinas virtuais. A estratégia assume que os middleboxes mantêm
estado que deve ser devidamente recuperado após uma falha. O sistema é baseado na estratégia
clássica de rollback recovery. Para aumentar o desempenho é empregada uma estratégia de
logging. Máquinas virtuais executam uma réplica primária e outra de backup enquanto que
dois registradores são utilizados para armazenar o tráfego de entrada e saída em um switch
virtual. Checkpoints periódicos da réplica primária são salvos na memória principal do switch
que são utilizados para inicializar o estado da réplica de backup caso a primária falhe. Os
pacotes da rede somente são liberados pelo switch após todas as informações necessárias para a
retransmissão do pacote terem sido armazenadas. Além disso, a função de rede implementada no
middlebox não é executada enquanto um checkpoint está sendo processado. Portanto, o impacto
na latência é proporcional à quantidade de alterações do estado da aplicação entre os checkpoints
e é inversamente proporcional à largura de banda exigida pelo armazenamento.
Uma alternativa para atingir replicação com desempenho escalável é permitir que dife-
rentes réplicas processem diferentes subconjuntos de mensagens e fragmentem o armazenamento
do estado da aplicação. Na área de banco de dados, a técnica de sharding permite a divisão de
estado em diferentes réplicas (Cattell, 2011). Essas divisões de estado, denominadas shards,
podem ser replicadas tantas vezes quanto necessário e podem ser configuradas para processarem
um maior número de leituras ou atualizações simultâneas.
Em Adya et al. (2016), é proposta uma estratégia que permite que aplicações de
datacenter distribuam a carga de trabalho por meio de um serviço de fragmentação denominado
Slicer. No Slicer, uma tarefa é um processo de uma aplicação que executa de forma simultânea
com processos de outras aplicações em um hardware compartilhado. O Slicer utiliza, além da
fragmentação, o balanceamento de carga na execução das tarefas. O sistema é monitorado para
detectar congestionamento e falhas. O Slicer tem como maior objetivo realizar o balanceamento
de carga uniforme. A fragmentação da carga de trabalho é feita utilizando funções hash. O Slicer
armazena o estado das aplicações em um sistema externo, como o Redis.
Com relação aos esforços da O-RAN em geral, as iniciativas OAI (Open Air Interface)
e srsLTE visam fornecer implementações de código aberto dos padrões 3GPP para a RAN
(Gomez-Miguelez et al., 2016; Kaltenberger et al., 2019; OAI, 2020; O-RAN SC, 2020b). Não
foram encontrados trabalhos que abordam a tolerância a falhas.
5.9 CONCLUSÃO
Este capítulo apresentou a estratégia para a construção de microsserviços tolerantes a
falhas RFT (RIC Fault Tolerance) que visa resolver o problema de tornar um controlador O-RAN
altamente disponível e que, simultaneamente, apresente alta vazão e baixa latência – abaixo
de 2ms. A solução proposta baseia-se no particionamento de estados com replicação parcial
aproximada em grupos de xApps e re-roteamento de mensagens com ciência de papel. As réplicas
primárias replicam as atualizações dos contextos para as réplicas backup. As réplicas backup
processam as mensagens com a ciência de que são backup e podem executar um comportamento
diferente da réplica primária. A RFT foi implementada e disponibilizada como uma biblioteca
que possibilita implementar xApps tolerantes a falhas. Resultados experimentais mostram que a
RFT foi capaz de atender aos requisitos de latência e ao mesmo tempo sustentar vazão de forma
escalável para processar centenas de milhares de requisições por segundo.
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6 CONCLUSÃO
Esta Tese de Doutorado apresentou contribuições em dois contextos diferentes de
pesquisa: a composição e execução de serviços virtualizados de rede sobre múltiplos domínios e
orquestradores NFV; e a tolerância a falhas para microsserviços do controlador O-RAN.
No contexto da NFV, foi primeiro proposto o Holistic-Composer para permitir a
composição e o gerenciamento do ciclo de vida de uma SFC que pode ser orquestrada por
diferentes plataformas NFV. O gerenciamento do ciclo de vida compreende operações de
instanciação, monitoramento, encerramento e alocação dos recursos necessários para a execução
da SFC. Na prática, o Holistic-Composer resolve um problema desafiador, pois a composição
e o gerenciamento do ciclo de vida de uma SFC diferem significativamente entre as diversas
plataformas de orquestração NFV existentes, envolvendo a execução de tarefas detalhadas e
complexas pelos operadores de rede e exigindo conhecimentos específicos de operação de
diversas plataformas existentes. O Holistic-Composer define uma abordagem holística que
permite abstrair as configurações de baixo nível necessárias para a composição e execução da SFC
em diferentes orquestradores NFV. Uma API genérica e única oferece uma abstração genérica
para a composição e orquestração de SFCs. Agentes de comunicação são utilizados para traduzir
as operações genéricas fornecidas pela API para as operações específicas dos orquestradores
NFV correspondentes. A solução é extensível e baseada nos padrões NFV-MANO da ETSI.
Um protótipo do Holistic-Composer foi implementado como prova de conceito para
realizar a composição e o gerenciamento do ciclo de vida de VNFs que executam o Click-on-OSv
sobre a plataforma de orquestração NFV Tacker. Experimentos foram executados e permitiram
avaliar a proposta de forma quantitativa e qualitativa. Na avaliação quantitativa pôde-se verificar
que foram necessários em média 17,5ms para adicionar uma nova VNF na SFC executando um
único cliente, enquanto que foram necessários em média 251ms para compor uma SFC com
10 VNFs. Além disso, a composição de 128 SFCs de forma concorrente foi 4,145 vezes mais
rápida em comparação com a versão sequencial. Foram necessários em média pouco mais de 6
segundos para compor 128 SFCs com tamanho de 10 VNFs de forma concorrente. A avaliação
qualitativa permitiu verificar que o Holistic-Composer é capaz de compor toda a SFC apenas
com a informação de sua sequência de VNFs, possibilitando abstrair as particularidades do
orquestrador NFV utilizado.
Como segunda contribuição da Tese no contexto de NFV, foi apresentada a Multi-
SFC: uma abordagem holística para a composição e execução de SFCs em múltiplas nuvens,
orquestradas por diferentes plataformas NFV, e em múltiplos domínios, que podem ser federados.
Uma Multi-SFC é formada por blocos básicos denominados segmentos. Cada segmento
agrupa todas as VNFs que estão conectadas em uma determinada nuvem/domínio/orquestrador.
Segmentos são interconectados por túneis implementados como VNFs, que passam a fazer
parte da composição. Uma API genérica foi definida, a qual abstrai as particularidades dos
diferentes orquestradores NFV para a composição e execução de SFCs que atravessam múltiplos
domínios, inclusive federados. Pela sua flexibilidade na composição de SFCs, a Multi-SFC
permite que operadores de rede escolham a plataforma/domínio mais adequadas para executar
as VNFs de uma SFC, usando critérios como custo, desempenho e localização. Abordagens
atuais restringem os operadores de rede a compor as suas SFCs utilizando serviços de rede
pré-existentes e providos diretamente pelas interfaces dos orquestradores NFV. A Multi-SFC
adota uma abordagem mais ampla, na qual os domínios que participam do acordo de federação
cooperam com o compartilhamento das plataformas de nuvem e orquestração subjacentes. Assim,
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a execução de uma VNF se torna independente de domínio e possibilita que composições de
SFCs formem serviços de rede distintos.
Embora a arquitetura da Multi-SFC esteja alinhada com a especificação NFV-MANO da
ETSI, a Multi-SFC é flexível no sentido de que ela também pode ser utilizada com plataformas
NFV que não são totalmente compatíveis com o NFV-MANO. Essencialmente, as implementações
dos respectivos drivers para os módulos VIM Drivers e NFVO Drivers devem disponibilizar
operações básicas do ciclo de vida de VNFs e SFCs (i.e., composição, instanciação, execução
e encerramento) e não dependem exclusivamente do NFV-MANO. Em particular, após uma
investigação cuidadosa da literatura da área, é possível afirmar que a Multi-SFC é a primeira
estratégia existente para a construção de uma SFC que permite que mais de um orquestrador
NFV seja utilizado para compor uma SFC em uma federação. Um protótipo da Multi-SFC foi
implementado como prova de conceito utilizando os orquestradores NFV Tacker e OSM e a
plataforma de computação em nuvem OpenStack. Resultados experimentais mostraram que a
Multi-SFC apresenta baixa latência e mantém vazão compatível com a implementação do túnel
e o hardware utilizado. A sobrecarga apresentada pelos túneis está relacionada à tecnologia
utilizada e difere conforme o serviço que cada um deles fornece (e.g., criptografia).
Com base nas evidências apresentadas nesta Tese de Doutorado é possível confirmar a
Hipótese 1 que foi apresentada no Capítulo 1. Dado o cenário apresentado no Capítulo 4 pode-se
afirmar que é possível abstrair as especificidades de diferentes plataformas e orquestradores NFV
para compor e implantar SFCs através de uma API genérica e única. A abordagem holística
empregada pelo Holistic-Composer e a definição da API genérica para a Multi-SFC permitiram
abstrair as particularidades das plataformas de orquestração NFV Tacker e OSM, bem como da
plataforma de nuvem OpenStack. Além disso, a implementação da Multi-SFC e os experimentos
realizados permitiram confirmar que é possível compor e executar uma SFC em múltiplos
domínios orquestrados por diferentes plataformas NFV sem a intervenção manual dos operadores
de rede de cada domínio. Exemplos de composição descritos no Apêndice A corroboram esta
afirmação. Também pode-se afirmar que um usuário com identidade federada é capaz de compor
e executar uma SFC de forma flexível utilizando VNFs que não dependem dos serviços de rede
providos pelas interfaces dos orquestradores NFV de cada domínio. A Multi-SFC representa
uma abordagem mais genérica do que outras abordagens relacionadas existentes.
A terceira contribuição apresentada na Tese vem no contexto da O-RAN: uma estratégia
para a tolerância a falhas do controlador RIC baseada na replicação de xApps. A estratégia
consiste na definição de um conjunto de técnicas para permitir a implementação de xApps
tolerantes a falhas capazes de suportar os requisitos de baixa latência e alta vazão impostos
pela RAN, sobretudo em redes 5G. Foi proposta a utilização de técnicas de particionamento de
estados com replicação parcial em grupos de xApps e re-roteamento de mensagens com ciência
de papel para atender aos requisitos exigidos pelo controlador RIC. As políticas de roteamento
são definidas tendo em vista a composição atualizada do grupo de réplicas correspondente,
possibilitando que as mensagens sejam entregues para a réplica adequada para processar a
mensagem. Uma biblioteca para a construção de microsserviços tolerantes a falhas para o RIC
foi implementada e disponibilizada, denominada RFT (RIC Fault Tolerance). A RFT foi avaliada
para a criação de um xApp seletor de células. A RFT também foi comparada com uma solução
alternativa baseada na base de dados Redis que armazena as informações de estado dos xApps
em memória principal. Resultados experimentais mostraram que apenas o xApp replicado com
a RFT foi capaz de manter os requisitos de latência do RIC e sustentar vazão escalável para
processar um alto volume de requisições por segundo.
As evidências apresentadas nesta Tese de Doutorado também confirmam a Hipótese 2
levantada no Capítulo 1. Pode-se afirmar que é possível construir xApps tolerantes a falhas capazes
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de processar mensagens da RAN com a baixa latência e alta vazão requisitadas pelo controlador
RIC. Os resultados experimentais da RFT apresentados no Capítulo 5 permitem fundamentar
a conclusão anterior, uma vez que o xApp replicado com a RFT foi capaz de responder às
requisições com latência média inferior a 2ms mesmo no cenário de vazão máxima suportada
pelo RMR. Experimentos realizados empregando a estratégia da RFT também confirmaram que
é possível aumentar a vazão de um xApp conforme novas réplicas são adicionadas ao mesmo
grupo, permitindo processar centenas de milhares de requisições por segundo.
Trabalhos futuros no contexto da NFV incluem a investigação de estratégias que
permitem a alocação eficiente de recursos na orquestração de Multi-SFCs, incluindo a elasticidade
e migração de VNFs a fim de otimizar a instanciação e execução dos serviços de rede. Também
está prevista a integração da Multi-SFC com a plataforma NFV CloudStack/Vines (Flauzino
et al., 2020) por meio da implementação de um NFVO Driver para comunicar com o Vines e um
VIM Driver para trocar informações com a plataforma de nuvem CloudStack (Apache, 2020a). O
uso de protocolos como o NSH (Network Service Header) e o SRv6 (Segment Routing v6) para
o encaminhamento do tráfego de uma Multi-SFC também será investigado. Trabalhos futuros
ainda incluem a investigação de estratégias que possibilitem a composição e orquestração de
Multi-SFCs empregando o modelo de especificação de topologias CUSTOM (CUstom Service
TOpology Model) (Garcia et al., 2020). Abstrair a composição de Multi-SFCs com “intenções”
(i.e., intent-based Multi-SFCs) é outra direção promissora de pesquisa.
No contexto da O-RAN, trabalhos futuros incluem a investigação de técnicas para
elasticidade dos xApps tolerantes a falhas da plataforma RIC. Também será investigada a
atribuição e o gerenciamento dinâmico das réplicas primária e de backup para os elementos
da RAN, empregando técnicas de balanceamento de carga e posicionamento de xApps (i.e.,
placement). Pretende-se também melhorar a estratégia de inicialização dos membros do grupo
de um xApp, que atualmente requer que o líder inicial do grupo seja indicado por variável de
ambiente. É objetivo avaliar a RFT para outros xApps na medida em que sejam implementados e
disponibilizados pela comunidade O-RAN. Pretende-se ainda avaliar a RFT utilizando xApps
tolerantes a falhas em uma rede 5G real. Além disso, investigar estratégias que possibilitem
estender a abordagem de tolerância a falhas proposta para a RFT, em particular as técnicas
de roteamento com ciência de papel, para outras áreas se mostra um trabalho futuro bastante
promissor. Por fim, a abordagem de replicação de xApps da RFT está sendo proposta para a
O-RAN SC, visando torná-la estratégia oficial da plataforma RIC em um futuro próximo.
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APÊNDICE A – EXEMPLOS DE COMPOSIÇÃO DE MULTI-SFCS
Este apêndice apresenta dois exemplos de composição de Multi-SFCs utilizando uma
aplicação cliente implementada em Python que consome a interface REST provida pelo Multi-SFC
Orquestrator descrito no Capítulo 4.
O primeiro exemplo mostra a composição de uma Multi-SFC em dois domínios que
são orquestrados por diferentes plataformas NFV. Assume-se que todos os pacotes VNFs foram
adicionados previamente no VNF Catalog do Multi-SFC Orchestrator. A Figura A.1 ilustra o
usuário da aplicação cliente iniciando a composição de uma Multi-SFC que escolhe a opção 7.
Em seguida, usuário informa o domínio no qual o primeiro segmento será instanciado. Neste
exemplo, Domain 1 é escolhido. Também pode-se verificar que a plataforma NFV identificada
como tacker@east é responsável por orquestrar os recursos computacionais providos pelo VIM
identificado como Cloud1. A VNF que implementa o túnel usado para interconectar o domínio
Domain 1 com os outros domínios implementa o protocolo IPSec.
1. Include VNF Package
2. Remove VNF Package
3. Show VNF Catalog
4. Instantiate VNF
5. Destroy VNF Instance
6. Show VNF Instances
7. Compose Multi-SFC
8. Destroy Multi-SFC




| SEQ | Domain | Platform Instance | VIM Name | Tunnel |
+-----+----------+-------------------+----------+--------+
| 1 | Domain 1 | tacker@east | Cloud1 | IPSec |
| 2 | Domain 2 | osm@west | Cloud2 | IPSec |
+-----+----------+-------------------+----------+--------+
Select a domain/platform to compose this Multi-SFC segment
SEQ > 1
Figura A.1: Composição de uma nova instância da Multi-SFC.
A Figura A.2 mostra o próximo passo que consiste em definir a sequência de VNFs (i.e.,
pacotes de VNFs que serão instanciados) que farão parte da composição de um determinado SFP
(Service Function Path) da Multi-SFC. Como o usuário escolheu o domínio Domain 1 que é
orquestrado pela plataforma Tacker, somente são apresentados os pacotes de VNF correspondentes
a esta plataforma. Ainda pode-se perceber que o pacote VNF Forwarder 1 possui restrições
adicionais se comparado com os outros pacotes VNF. As restrições denotam que este pacote VNF
somente pode ser instanciado pela plataforma NFV denominada tacker@east no domínio Domain
1, enquanto que os outros pacotes VNF podem ser instanciados em qualquer domínio e qualquer
uma das plataformas NFV Tacker (caso houver outras). Isso possibilita que pacotes VNF que
tenham restrições específicas de hardware ou determinadas políticas administrativas só possam
ser instanciados por uma plataforma particular em um domínio específico. Neste exemplo, o
usuário realiza o encadeamento dos pacotes VNF Forwarder 1 e Forwarder 2 respectivamente.
Após realizar a composição do primeiro segmento, o usuário adiciona o próximo
segmento da Multi-SFC conforme mostrado na Figura A.3. Neste exemplo, o usuário seleciona a
instância da plataforma osm@west no domínio Domain 2. Também é possível perceber que a API
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+-----+--------------+----------+----------+---------------+
| SEQ | VNF Desc. | Platform | Domain | Plat Instance |
+-----+--------------+----------+----------+---------------+
| 1 | Client | Tacker | ANY | ANY |
| 2 | Forwarder 1 | Tacker | Domain 1 | tacker@east |
| 3 | Forwarder 2 | Tacker | ANY | ANY |
| 4 | IPSec Tunnel | Tacker | ANY | ANY |
+-----+--------------+----------+----------+---------------+






Figura A.2: Encadeamento de VNFs no domínio Domain 1.
do Multi-SFC Core retorna apenas os domínios e plataformas NFV que suportam túneis IPSec,
uma vez que a plataforma do domínio anterior executa túneis VNF que implementam IPSec.





| SEQ | Domain | Platform Instance | VIM Name | Tunnel |
+-----+----------+-------------------+----------+--------+
| 1 | Domain 1 | tacker@east | Cloud1 | IPSec |
| 2 | Domain 2 | osm@west | Cloud2 | IPSec |
+-----+----------+-------------------+----------+--------+
Select a domain/platform to compose this Multi-SFC segment
SEQ > 2
Figura A.3: Inclusão do próximo segmento da Multi-SFC.
Em seguida, uma lista de pacotes VNF é retornada à aplicação cliente, conforme
mostrado na Figura A.4. O Multi-SFC Core retorna apenas os pacotes de VNF que podem
ser instanciados pela plataforma OSM, uma vez que o domínio Domain 2 é orquestrado pela
plataforma NFV osm@west. Pode-se perceber ainda que o pacote VNF HTTP Server só pode ser
executado pela instância da plataforma osm@west no domínio Domain 2, enquanto os outros
pacotes VNF podem ser executados em qualquer domínio e qualquer plataforma NFV OSM.
O usuário da aplicação cliente então encadeia os pacotes VNF Forwarder 3 e Forwarder 4 ao
segmento da Multi-SFC no segundo domínio.
+-----+--------------+----------+----------+---------------+
| SEQ | VNF Desc. | Platform | Domain | Plat Instance |
+-----+--------------+----------+----------+---------------+
| 1 | HTTP Server | OSM | Domain 2 | osm@west |
| 2 | Forwarder 3 | OSM | ANY | ANY |
| 3 | Forwarder 4 | OSM | ANY | ANY |
| 4 | IPSec Tunnel | OSM | ANY | ANY |
+-----+--------------+----------+----------+---------------+






Figura A.4: Encadeamento de VNFs no domínio Domain 2.
As políticas do classificador de tráfego da Multi-SFC são configuradas após o usuário
finalizar a composição dos segmentos de um SFP. A Figura A.5 mostra o usuário informando
que o tráfego de origem da Multi-SFC será gerado por uma VNF da rede interna (Internal) que
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executa na plataforma NFV do primeiro segmento. Na sequência, todas as VNFs instanciadas na
plataforma NFV do primeiro segmento são apresentadas ao usuário. O usuário então seleciona
a instância de VNF denominada linux-client como a origem do tráfego da Multi-SFC. Caso o
usuário informe que o tráfego de origem da Multi-SFC será gerado a partir de uma rede externa
(External), o Multi-SFC Core configura a interface de rede do roteador virtual como a origem do
tráfego para a Multi-SFC. Outro exemplo de composição de uma Multi-SFC que recebe o tráfego
externo é apresentado mais a frente.









| SEQ | Instance Name | Address | VIM Name | Status |
+-----+---------------+---------------+----------+--------+
| 1 | linux-client | 192.168.120.9 | Cloud1 | ACTIVE |
+-----+---------------+---------------+----------+--------+
Choose a VNF that generates the incoming Multi-SFC traffic
SEQ > 1
Figura A.5: Escolha da origem do tráfego da Multi-SFC.
A Figura A.6 mostra as políticas de classificação do tráfego da rede disponíveis para
o primeiro segmento da Multi-SFC. As políticas de classificação dos segmentos seguintes
são mapeadas e configuradas conforme as políticas correspondentes do primeiro segmento da
Multi-SFC. Este exemplo mostra as políticas de classificação disponíveis na plataforma Tacker
que executa no domínio Domain 1. O usuário então informa os critérios de classificação para o
tráfego de entrada da Multi-SFC – neste exemplo, protocolo TCP ( 6 ), porta 80 e endereço de
destino 10.10.0.12/32. A Multi-SFC então é identificada por um nome (example1) e, por fim, a
Multi-SFC é instanciada nas plataformas correspondentes.
É possível perceber no exemplo apresentado que nenhuma informação relacionada
à configuração dos túneis VNF, roteamento entre domínios e restrições de segurança (i.e.,
firewall) é inserida explicitamente pelo usuário durante a composição da Multi-SFC. O Multi-SFC
Core é responsável por realizar essas configurações de forma transparente para o usuário com
base nas informações registradas no Domain Catalog em conjunto com as políticas definidas
no classificador de tráfego da Multi-SFC. Neste exemplo, os túneis IPSec são encadeados e
configurados no final do primeiro segmento e no início do segundo segmento; as regras de
roteamento entre as duas sub-redes são configuradas nos túneis VNF; e, os firewalls de ambas
as infraestruturas de nuvem são configurados para aceitar pacotes TCP ( 6 ) na porta 80 com o
endereço de destino IPv4 10.10.0.12/32.
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+----------------+-------------------------------+
| ID | Description |
+----------------+-------------------------------+
| arp_op | ARP opcode |
| arp_sha | ARP source hardware address |
| arp_spa | ARP source ipv4 address |
| arp_tha | ARP target hardware address |
| arp_tpa | ARP target ipv4 address |
| dst_port_range | Target port range |
| eth_dst | Ethernet destination address |
| eth_src | Ethernet source address |
| eth_type | Ethernet frame type |
| icmpv4_code | ICMP code |
| icmpv4_type | ICMP type |
| icmpv6_code | ICMPv6 code |
| icmpv6_type | ICMPv6 type |
| ip_dst_prefix | IP destination address prefix |
| ip_proto | IP protocol number |
| ip_src_prefix | IP source address prefix |
| ipv6_dst | IPv6 destination address |
| ipv6_flabel | IPv6 Flow Label |
| ipv6_src | IPv6 source address |
| mpls_label | MPLS Label |
| vlan_id | VLAN ID |
+----------------+-------------------------------+








Define a name for this Multi-SFC instance (optional)
Name > example1
Multi-SFC example1 successfully instantiated!
Figura A.6: Definição dos critérios de classificação e instanciação da Multi-SFC.
Em seguida, é apresentado um exemplo de composição de uma Multi-SFC com a
configuração de tráfego externo.
1. Include VNF Package
2. Remove VNF Package
3. Show VNF Catalog
4. Instantiate VNF
5. Destroy VNF Instance
6. Show VNF Instances
7. Compose Multi-SFC
8. Destroy Multi-SFC




| SEQ | Domain | Platform Instance | VIM Name | Tunnel |
+-----+----------+-------------------+----------+--------+
| 1 | Domain 1 | tacker@east | Cloud1 | IPSec |
| 2 | Domain 2 | osm@west | Cloud2 | IPSec |
+-----+----------+-------------------+----------+--------+
Select a domain/platform to compose this Multi-SFC segment
SEQ > 1
+-----+--------------+----------+----------+---------------+
| SEQ | VNF Desc. | Platform | Domain | Plat Instance |
+-----+--------------+----------+----------+---------------+
| 1 | Client | Tacker | ANY | ANY |
| 2 | Forwarder 1 | Tacker | Domain 1 | tacker@east |
| 3 | Forwarder 2 | Tacker | ANY | ANY |
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| 4 | IPSec Tunnel | Tacker | ANY | ANY |
+-----+--------------+----------+----------+---------------+











| SEQ | Domain | Platform Instance | VIM Name | Tunnel |
+-----+----------+-------------------+----------+--------+
| 1 | Domain 1 | tacker@east | Cloud1 | IPSec |
| 2 | Domain 2 | osm@west | Cloud2 | IPSec |
+-----+----------+-------------------+----------+--------+
Select a domain/platform to compose this Multi-SFC segment
SEQ > 2
+-----+--------------+----------+----------+---------------+
| SEQ | VNF Desc. | Platform | Domain | Plat Instance |
+-----+--------------+----------+----------+---------------+
| 1 | HTTP Server | OSM | Domain 2 | osm@west |
| 2 | Forwarder 3 | OSM | ANY | ANY |
| 3 | Forwarder 4 | OSM | ANY | ANY |
| 4 | IPSec Tunnel | OSM | ANY | ANY |
+-----+--------------+----------+----------+---------------+















| ID | Description |
+----------------+-------------------------------+
| arp_op | ARP opcode |
| arp_sha | ARP source hardware address |
| arp_spa | ARP source ipv4 address |
| arp_tha | ARP target hardware address |
| arp_tpa | ARP target ipv4 address |
| dst_port_range | Target port range |
| eth_dst | Ethernet destination address |
| eth_src | Ethernet source address |
| eth_type | Ethernet frame type |
| icmpv4_code | ICMP code |
| icmpv4_type | ICMP type |
| icmpv6_code | ICMPv6 code |
| icmpv6_type | ICMPv6 type |
| ip_dst_prefix | IP destination address prefix |
| ip_proto | IP protocol number |
| ip_src_prefix | IP source address prefix |
| ipv6_dst | IPv6 destination address |
| ipv6_flabel | IPv6 Flow Label |
| ipv6_src | IPv6 source address |
| mpls_label | MPLS Label |
| vlan_id | VLAN ID |
+----------------+-------------------------------+
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Define a name for this Multi-SFC instance (optional)
Name > example2
Multi-SFC example2 successfully instantiated!
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APÊNDICE B – API DE TOLERÂNCIA A FALHAS DA RFT
Este apêndice apresenta a API de tolerância a falhas da RFT. A biblioteca da RFT
disponibiliza um conjunto de operações para os desenvolvedores adicionarem serviços de
tolerância a falhas aos xApps. A RFT pode ser vinculada aos xApps assim como outras
bibliotecas do RIC, tais como RMR e SDL. A API da RFT consiste das seguintes operações:
• init(callbacks): inicializa uma instância da RFT. Uma thread que implementa o
componente Dispatcher (descrito na Seção 5.6) é criada para processar as mensagens
endereçadas para a RFT e três funções de callback devem ser registradas pelo xApp por
meio do parâmetro callbacks. As funções de callback são descritas mais a frente. A
operação init também inicializa o subsistema de gerência do grupo de réplicas do xApp;
• enqueue(msg): adiciona a mensagem msg em uma fila de tarefas (descrita na Seção 5.6)
que a RFT deve executar em ordem. Apenas mensagens específicas e endereçadas
para a RFT, reconhecidas por seus tipos, são enfileiradas pela réplica do xApp usando
esta operação. Posteriormente, as mensagens são retiradas da fila pelo Dispatcher e
distribuídas para os respectivos componentes da RFT também descritos na Seção 5.6;
• get_role(relement): operação que permite que uma réplica do xApp identifique o seu
papel em relação a um determinado elemento da RAN (relement), permitindo que cada
réplica do xApp estabeleça o seu comportamento em uma situação específica. Três
tipos de papéis podem ser retornados por esta operação: primary, backup ou None. O
papel primary significa que a réplica do xApp é responsável por manter e atualizar os
contextos daquele elemento da RAN e que, portanto, as informações dos contextos são
as mais atualizadas. O papel backup denota que a réplica do xApp mantém apenas uma
cópia dos contextos daquele elemento da RAN e que as informações dos mesmos podem
não estar totalmente atualizadas. Uma réplica do xApp que tem o papel backup pode
processar a mensagem de forma diferente do que uma réplica que tem o papel primary.
O papel None significa que aquela réplica do xApp não possui qualquer informação de
contextos sobre aquele elemento da RAN;
• replicate(cmd, context, key, value, vlen): operação chamada pela réplica primária para
executar em sequência e replicar um determinado comando da máquina de estado
implementada no xApp. A operação recebe como parâmetros o comando (cmd) que
deve ser executado na máquina de estado, o identificador do contexto (context), a chave
que será alterada (key), o valor da respectiva chave (value) e o tamanho em bytes (vlen)
transportado em (value). Cada comando da máquina de estado é representado por
um log entry que é adicionado em sequência no componente log também descrito na
Seção 5.4; No backup, a RFT faz a chamada da callback apply e executa o comando
passado em cmd para atualizar as informações da cópia local do contexto;
• (*apply)(cmd, context, key, value, vlen): função de callback registrada pela réplica do
xApp para executar os comandos da sua máquina de estado permitindo atualizar as
informações dos contextos. Os parâmetros desta função são passados para a máquina
de estado no xApp e correspondem aos mesmos parâmetros recebidos na operação
replicate. A função apply é chamada pela RFT em uma réplica primária sempre que
um novo comando da máquina de estados do xApp é adicionado no log através da
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operação replicate. No backup, a callback apply é chamada sempre que uma mensagem
de replicação é recebida da réplica primária;
• (*take_snapshot)(contexts, nctx, data): esta função de callback é chamada pela RFT
para serializar a máquina de estado implementada em uma determinada réplica primária
do xApp. Apenas os contextos que são mantidos e atualizados pela réplica primária
são serializados. A RFT utiliza o parâmetro contexts para informar a lista de contextos
primários que a máquina de estado do xApp deve serializar. O parâmetro nctx indica
a quantidade de contextos primários contidos na lista contexts. O parâmetro data
corresponde à região de memória em que o estado serializado será armazenado. É
responsabilidade da máquina de estados do xApp alocar a região de memória para
armazenar o snapshot em data. A callback take_snapshot ainda deve retornar o tamanho
total do snapshot, em bytes, para a RFT. Um exemplo de serialização da máquina de
estado de um xApp é dividir as variáveis de estado em grupos de bytes. Cada grupo de
bytes pode consistir de “um identificador de contexto e um par de chave-valor” e ser
representado da seguinte maneira: clen|context|klen|key|vlen|value em
que clen, klen e vlen representam respectivamente o comprimento em bytes dos
campos context, key e value. Além disso, a quantidade de grupos de bytes pode
ser adicionada no cabeçalho do snapshot para indicar o número de grupos que foram
serializados; e,
• (*install_snapshot)(data): esta função de callback é chamada pela RFT em uma réplica
backup para desserializar/instalar snapshots recebidos de uma réplica primária. A RFT
disponibiliza o snapshot para a máquina de estado do xApp por meio do parâmetro
data. Considerando o exemplo anterior da serialização, a máquina de estados do xApp
inicialmente faz a leitura do cabeçalho do snapshot (i.e., a quantidade de grupos) e,
em seguida, desserializa cada grupo de bytes e atualiza as informações locais dos
respectivos contextos.
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