We study a simple exogeneity test in count data models with possibly endogenous multinomial treatment. The test is based on Two Stage Residual Inclusion (2SRI). Results from a broad Monte Carlo study provide novel evidence on important features of this approach in nonlinear settings. We …nd di¤erences in the …nite sample performance of various likelihood-based tests under correct speci…cation and when the outcome equation is misspeci…ed due to neglected over-dispersion or nonlinearity. We compare alternative 2SRI procedures and uncover that standardizing the variance of the …rst stage residuals leads to higher power of the test and reduces the bias of the treatment coe¢ cients. An original application in health economics corroborates our …ndings.
Introduction
Instrumental variables (IV) methods are the established solution to the problem of endogeneity of regressors in linear models. However, it is well known that IV estimators imply an e¢ ciency loss that might be substantial with respect to Ordinary Least Squares estimators. This explains the great attention received by the Hausman test for endogeneity (1978) , and by its computationally simple regression-based form. This consists of a two stages procedure: …rst stage residuals are computed from reduced form estimation and are then inserted as additional regressors in the second stage equation for the outcome of interest. This method, known as two stage residual-inclusion (2SRI), tests the null hypothesis of exogeneity of a subset of regressors by way of a variable addition test, i.e. checking whether the coe¢ cients of the …rst stage residuals are equal to zero in the second stage structural equation.
Accounting for endogeneity in non linear models is a challenging issue in econometrics. Wooldridge (2002 Wooldridge ( , 2011 and Terza (2008) point out that the application of IV methods in this context is not straightforward, since two stages estimators are not in general consistent for the structural parameters of interest. Despite some recent contributions suggest distribution free semiparametric approaches (see Abrevaya et al, 2010 , and the references cited there), the most common practice to handle endogeneity in the nonlinear framework consists in formulating some parametric distributional assumptions on both the endogenous regressors and the outcome variable. Inference on the parameters of interest and on the exogeneity status of the regressors is performed through Maximum Likelihood (ML) method, its validity requiring correct speci…cation of the model. Wooldridge (2011) shows that in some non linear models with endogenous regressors ML estimation under misspeci…cation -i.e. Quasi ML estimation-has some robustness properties. Wooldridge (2011) also derives a class of two step tests for exogeneity of multiple -and possibly discrete-regressors. The conceptual and computational simplicity of the two step approach to exogeneity testing in nonlinear models makes it extremely appealing for the applied researcher.
We consider here the problem of endogeneity in count data models. The empirical microeconometrics literature, and health econometrics in particular, devoted much attention to this class of non linear models. For instance they are extensively used to represent healthcare demand through the number of doctor visits. Endogeneity is likely to arise due to unobserved heterogeneity a¤ecting both the outcome and the regressors, possibly stemming from unobserved agents'characteristics or misreporting. Deb and Trivedi (1997) , Kenkel and Terza (2001) , Mullahy (1997) , Windmeijer and Santos Silva (1997) , Van Ophem (2000) , Miranda (2004) , Fabbri and Monfardini (2009) , Cheng and Vahid (2010) , Bratti and Miranda (2011) are some examples dealing with endogenous binary regressors. Recently, some attention has been devoted to the case of count data models with multinomial endogenous regressors. propose a simulation based full maximum likelihood method for single equation count data models (generalized to the case of multivariate counts by Fabbri and Monfardini, 2011) . Zimmer (2010) adopts instead a two step procedure, following the suggestion of Terza et al (2008) . This latter study stresses that in many non linear contexts replacing predicted endogenous variables in the second stage leads to inconsistent estimators, and points to 2SRI to obtain valid inference, including exogeneity tests.
This paper aims at establishing whether exogeneity tests based on 2SRI represent a viable alternative to detect endogeneity in count data models with multinomial endogenous regressors. In this context, 2SRI tests are much easier to implement than maximum likelihood approaches that require simulations and are computationally intensive. We develop a broad Monte Carlo Study to assess the …nite sample properties of 2SRI exogeneity tests. In our framework, endogeneity is represented by alternative speci…c latent factors entering both the count outcome equation and the multinomial treatment model. This formalization of endogeneity is germane to Terza (2008) -based on 2SRI -and Deb and Trivedi (2006) -based on FIML estimation.
Our Monte Carlo experiments produce novel evidence on important features of the 2SRI procedure, enhancing existing simulation studies conducted by Terza (2008) and Staub (2009) for the case of count regressor with dychotomous endogenous explanatory variable. 1 We start by evaluating the performance of di¤erent likelihood based tests, namely Wald and Likelihood Ratio, under correct speci…cation and various form of misspeci…cation, ranging from neglecting over-dispersion to neglecting non-linearity. Then we compare alternative 2SRI tests, adopting alternative de…nitions for the …rst stage residuals, and spot relevant di¤erences in their performance. This is a relevant aspect, since the …rst stage estimation involves multinomial discrete choice models, where no consensus exists on the de…nition of the error term (see Pagan and Vella, 1989) . Finally, we bring our conjectures and …ndings to real data, and apply the 2SRI procedure to an original case study in health economics. We use data from an important French Survey to model the individual annual number of doctor visits allowing for healthcare insurance status to be endogenously determined. The results of this application are coherent with the main …nding of our Monte Carlo investigation.
The remaining of the paper is structured as follows. Section 2 sets a general parametric representation of endogeneity in nonlinear models. Section 3 describes the count regression with multinomial endogenous treatment. Section 4 presents the 2SRI estimator/test we study. The design of the Monte Carlo experiment is illustrated in Section 5, together with the simulation results. Section 6 is devoted to the application of the procedure to a model of healthcare demand with endogenous insurance. Section 7 concludes.
A parametric representation of endogeneity in nonlinear models
We consider the non linear conditional mean of the outcome y:
where M ( ) is a non-linear function, x i is a set of K exogenous regressor, x ei is a set of S covariates (either discrete or continuous) possibly correlated with a set of S unobservable confounders q i , hence endogenous. Following Terza et al. (2008) , we represent endogeneity of regressors x ei by an idiosyncratic in ‡uence of the same latent factors q i on both y i and x ei in possibly non linear reduced form regressions:
where
, and w i is a set of at least S instrumental variables satisfying all the necessary assumptions. In this setting, the hypothesis of exogeneity of regressors x esi ; s = 1; :::; S can be formulated as:
Taking a fully parametric approach to inference, let the density of the outcome conditionally to endogenous regressors, exogenous covariates and latent factors be:
and the marginal density of endogenous regressors conditionally to exogenous covariates x i , identifying instruments w i and latent factors q i be denoted as:
The two above distributions can be combined into a joint distribution of the type:
Unobservability of q i can be handled by way of some parametric distributional assumptions, taking them as i.i.d draws from density h(q i ). Their distribution is integrated out via simulation, obtaining the joint density of the observable variables:
Estimation is performed maximizing a simulated log-likelihood function. Provided that the factor loading parameters 1 ; 2 ; :::; S are identi…ed, a test for exogeneity of the vector x ei can be carried out with the usual maximum likelihood-based tests. This is a full information maximum likelihood (FIML) procedure since all equations are jointly estimated, and it is well known to achieve asymptotic e¢ ciency properties under correct distributional assumptions. Notice, however, that e¢ ciency comes with an heavy computational cost. An easier test for exogeneity of x ei can be carried out resorting to the so called two stage residual inclusion procedure (2SRI). Two Stages Residual Inclusion and Two Stages Prediction Substitution (2SPS) are the non-linear counterparts of the linear Two Stages Least Squares (2SLS) approach. While 2SPS substitutes the endogenous regressors in the structural equation with their consistent estimates obtained in the …rst stage (mimicking 2SLS in the nonlinear case), 2SRI keeps the endogenous regressors in the outcome equation and substitutes the unobservable confounders with residuals obtained from the reduced equation. Wooldridge (2002) and Terza et al. (2008) emphasize that, when the conditional expectation is nonlinear, 2SPS is generally an inconsistent procedure, while 2SRI allows to get consistent estimates of the structural equation parameters. 2 In our case of full parametric assumptions the 2SRI approach involves separate maximum likelihood estimation of both the …rst and the second stage equations (and it amounts to limited information maximum likelihood, cf. Wooldridge, 2011). After estimation of the reduced form equations, predictors of the endogenous regressors are obtained as:
Residuals, which estimate q si , are computed as follows:
and are plugged inside the structural equation. The parameters s s = 1; :::; S are the coe¢ cients associated to the estimated residualsq si , so that the exogeneity test amounts to a variable addition test in the second stage equation, which can be easily performed with likelihood-based tests. When the functions M ( ) and r s ( ) in (1) and (3) are linear, 2SRI coincides with the regression-based exogeneity test proposed by Hausman (1978) , thus the 2SRI procedure can be seen as an extension of the Hausman test to the non-linear framework. Notice that the non linear function r s ( ) allows for endogenous regressors of di¤erent nature in x ei , including multinomial treatment. In this case (3) will describe its relationship with the unobservable confounders as a multinomial response model.
Testing exogeneity of x ei with 2SRI is a more practical alternative with respect to FIML approaches. However, little is known about its properties in …nite samples. Is the two step procedure reliable, so that practitioners can exploit its computational advantages? Are there ways to conduct 2SRI outperforming alternative possibilities? In the following sections we answer to these questions. Despite we analyse the speci…c case of a count outcome, some results of ours might also be informative for other nonlinear models with potentially endogenous multinomial regressors.
A count data model with endogenous multinomial treatment
In the Data Generating Processes we will specify in the next section, the multinomial treatment a¤ects the count outcome equation trough d i , a set of J dummies for the J + 1 mutually exclusive alternatives in the choice set. Endogeneity is pinned down using the same alternative speci…c latent factors q ij , in the treatment and the outcome equations. This formulation adapts the proposal of to the general representation of endogeneity presented in the previous section.
Let the density for the count outcome conditionally to exogenous variables, treatment and latent factors be written as:
In order to accomodate for overdispersion in the data, f ( ) is assumed as a Negative Binomial type-2 density function with rate parameter : Thus, (8) can be re-written as:
where is the overdispersion parameter, and the conditional mean for the outcome takes the usual exponential form:
In the above equation x i is a vector of exogenous observable characteristics of individual i which do not vary among alternatives, and is the conformable vector of coe¢ cients. The multinomial treatment enters the model trough d i , the set of J dummies, d ij indicating the treatment alternatives. q i is a vector of J unobservable latent factors q ij , with associated factor loadings j , which potentially a¤ect both the outcome and the treatment, generating endogeneity in the outcome model.
The equation for the multinomial treatment is derived from a random utility model, according to which each individual chooses the treatment which maximizes her indirect utility. Indirect utility for individual i from alternative j can be expressed as follows:
where z i is a vector including the exogenous covariates in x i in (10) plus a set of instruments, and j is the vector of associated parameters for the alternative j. Alternative j is chosen by individual i i¤ V ij V ik ; 8k 6 = j: The dummy d ij in (10) takes value 1 if alternative j is chosen, 0 otherwise. Utility from alternative j = 0 is normalized so that V i0 = 0.
We specify q ij as i:i:d Type 1 Extreme Value erros (logistic after normalization). This amounts to assume a Multinomial Logit (MNL) representation for the probability of the treatment, which can be written as follows: 
Alternatively, Pagan and Vella (1989) suggest a standardized version of the residuals, with unit variance, we call standardized residuals
In the absence of any guidance on the choice between these two alternatives, in our Monte Carlo study we will compare them, to …nd out whether standardization improves the performance of the exogeneity test.
Second stage
Once the MNL for treatment is estimated, we have available two types of residuals for each alternative (raw, R, and standardized, S), based on expressions (13) and (14), say:
P r (d ij jz i ) f or j = 0; 1; :::; J r = R; S These residuals are then added to structural equation for the outcome, substituting for the unobservable latent factors, so that equation (10), describing the conditional mean for y, can be re-written as follows:
This second stage model is estimated via maximum likelihood and the exogeneity test for the hypothesis H 0 : 1 = ::: = J = 0 is carried out through Wald, Likelihood ratio and Lagrange Multiplier tests under three di¤erent speci…cation scenarios.
Correct speci…cation
The conditional density is assumed to be the NB2 distribution (9), with conditional mean (10).
Neglecting over-dispersion: Poisson estimator
The conditional density is assumed to be a Poisson distribution, setting = 0 in the NB2 distribution (9), while mantaining the same formulation (10) for the conditional mean. Despite this speci…cation does not allow for the existing overdispersion of the data, the Poisson PML estimator is still consistent for the conditional mean of the outcome, which remains the same. Estimating the model with this alternative version of the 2SRI estimator allows us to assess the robustness of the Poisson speci…cation under di¤erent degrees of overdispersion of the outcome.
Neglecting non linearity: OLS estimator
The equation describing the conditional mean for y is substituted by the following linear approximation:
In this setup the exogeneity test is conducted through a F test. This will allows us to evaluate to what extent the count nature of the outcome can be ignored resorting to the linear approximation.
Experimental design
Random utilities are computed by way of a discrete choice model; the j th status dummy assumes value 1 if its utility has the highest value among the J + 1 alternatives, 0 otherwise. After having generated the dummies representing the multinomial treatment, the conditional expectation of the count dependent variable, y, is obtained by random sampling from a Negative Binomial type-2 distribution. This is obtained as a PoissonGamma mixture with parameter i = i i , where i is the conditional mean of a Poisson random variable, taking the usual exponential form, and i is a random draw from a Gamma distribution. The number of alternatives in the multinomial treatment model, J + 1, is set to three: j = 0; 1; 2, so that only two dummies are included inside the conditional mean for the outcome.
In order to evaluate size and power properties of the exogeneity tests, we build two different DGPs under endogeneity and exogeneity of the multinomial treatment. Both DGPs we analyse include logistic latent factors, but they di¤er for the degree of overdispersion. Under DGP2 the count variable is set to be much less overdispersed -i.e. its variance is closer to its mean, compared to the count variable generated under DGP1. 4 The sample size, N , is set to 5.000 observations, which is a realistic size for application of count data models to microeconometric data. The size and power properties of the 2SRI exogeneity tests are evaluated on 5:000 replications of the test statistics.
The following table describes the distribution of the pseudo random variables and the parameter values in our experimental setting.
Description of experimental design DGP 1, DGP 2
Mixing distribution i Gamma( ;
In Appendix 1 we report basic descriptives of the treatment dummy variables and of the count variables under the di¤erent DGPs. Notice that the marginal probability distribution of the dummies is kept constant over the di¤erent data generation processes. DGP2 involves a much lower degree of overdispersion than in DGP1, as it can be observed comparing the variance and the mean of the two count variables. Concomitantly, under DGP2 the count variable displays the "excess of zeros" pattern wich is often encountered in applications.
Results

Exogeneity Test
In Table 1 we report rejection frequencies over the 5000 Monte Carlo replications of the three asymptotycally equivalent Wald, Likelihood Ratio (LR) and Lagrange Multplier (LM) tests under correct speci…cation of the estimated model, i.e. when the estimated model is NB2. We present two versions of the Wald test, the …rst of which is based on a Murphy-Topel corrected Variance-Covariance Matrix. This is evaluated taking into account that the model estimated in the second stage involves generated regressors, namely the …rst stage estimated residuals. We have derived the correction when the …rst stage model is multinomial adapting the procedure suggested by Hole (2006) . 5 The Table reveals a general very good performance of all 2SRI tests, in terms of both size and power for both analysed DGPs. If we compare the test performance among the two de…nitions of residuals we notice an improvement of power properties of Wald corrected test when switching from "raw" to "standardized" version. A very slight power gain is associated to the use of standardized residuals also for the non corrected version of the Wald for the LM test. The improved general performance with standardized residuals is an interesting pattern we spot here and in the following results, and to which will devote further attention later. Table 1 here Table 2 presents the results concerning the e¤ects on exogeneity tests of the …rst misspeci…cation we study. The tests are here obtained estimating a Poisson regression model while both DGPs involve a NB2 process. As the count variable exhibits greater overdispersion under DGP1 than under DGP2, the Poisson estimator, which assumes equidispersion, is "more misspeci…ed" under DGP1. In this latter scheme, the bad consequences of misspecifying overdispersion are serious for all tests but Lagrange Multiplier, which proves to be fairly robust, with higher power still obtained with standardized residuals. The empirical size of the Wald test evaluated without Murphy-Topel correction, and that of the Likelihood Ratio test are dramatically a¤ected by misspeci…cation of overdispersion, with rejection frequencies that imply huge probabilities of …rst type error (reject exogeneity when this is true). Moreover, the Wald test with corrected variance is found to loose any power of spotting true endogeneity. The robustness of LM test means that the quantities involved in its computation (score function of the unrestricted model, restricted estimator) are less a¤ected by overdispersion parameter than the quantities involved in LR (restricted and unrestricted loglikelihood functions) or non-corrected Wald tests (unrestricted estimator). Some di¤erent mechanism is instead likely to a¤ect the Wald test based on Murphy Topel variance, annihilating both its size and power properties. Under DGP2, on the contrary, all tests display reasonable empirical size and power. Remarkably, the best power results of corrected Wald test and LM are still achieved resorting to standardized residuals, con…rming the pattern already spotted under correct speci…cation. Table 2 here Table 3 reports the results obtained when the estimated model is linear, thus neglecting the count nature of the dependent variable. Performing the test within OLS estimation delivers very misleading results. It proves quite important to implement the test specifying a count density, rather than resorting to the linear approximation of the conditional mean implyed by linear regression. Empirical sizes are generally much higher than their nominal counterparts, hindering any reasonable inference on the exogeneity status. Similarly to the Poisson estimator case, failure of the test in recognizing exogeneity of the treatment is likely due to the inability of the estimator to …t the overdispersed structure of the data. Indeed, over-rejection of the true exogeneity hypothesis is less pronounced, despite still serious, under DGP2, where the count is less overdispersed. In this section we analyse more carefully the di¤erent …nite sample performance of the exogeneity tests obtained including the two alternative de…nitions of residuals in the second stage, i.e. raw versus standardized. In Figures 1 and 2 
To get some insights on the source of this gain we exploit our simulation setting to compare the generated errors of the discrete choice model and their two alternative estimates represented by raw and standardized residuals respectively. To this purpose, we perform the following elaborations. First, we regress the generated errors used to simulate the two random utilities attached to alternatives 1 and 2 (named latent 1 and latent 2 in the following graphs) against the two alternative de…nitions of residuals. In the upper part of Figure 3 in Appendix 2 we plot the true latent errors versus the …tted latent errors obtained using as regressor the two alternative de…nitions of residuals. In the bottom part, we plot together the density of the true latent errors, the raw residuals and the standardized residuals.
Taken together, these plots reveal that standardizing the variance of the residuals allows for a better overlap with the range of possible values assumed by the latent error component. Indeed, standardization will always increase the variance of raw residuals, which is lower than one by de…nition. This represents a possible explanation for the better ability of the standardized residuals to approximate the latent utility error and for the better performance of the exogeneity tests based on this de…nition of residuals.
Some remarks on the coe¢ cients estimators
As a by-product of our analysis on the properties of the exogeneity test, we report in Tables A2-A3 in Appendix 3 the mean of the estimated coe¢ cients and their standard errors obtained trhough the 5000 replications of the Monte Carlo experiments. We draw our attention on the behaviour of the dummy coe¢ cients estimators which represent the treatment e¤ects of interest. The coe¢ cients display little bias under exogeneity when the estimation is based on either NB2 (Table A2) or Poisson (Table A3) , con…rming its well known consistency property under correct speci…cation of the conditional mean. 6 However, inference on the treatment coe¢ cients is -not surprisingly-much more di¢ cult under endogeneity. Here, the treatment coe¢ cients exhibit some bias, despite the quite large sample considered (N = 5000), with di¤erent magnitude across DGPs and estimated models. In order to get a measure of the total bias of the two treatment coe¢ cients we build a synthetic measure given by the sum of the absoute value of the bias over the two coe¢ cients. Figure 4 plots the distribution of this measure of total bias of the second stage ML estimators across estimated models and DGPs. Interestinlgy, the bias is always lower when estimation involves the standardized version of the …rst sage residuals, corroborating the inference gain already spotted for the exogeneity test. A …nal remark concerns the Murphy Topel correction. As expected, the corrected standard errors are higher than their non corrected counterpart, but become excessively high in the presence of misspeci…cation. This calls for some caution before basing inference on the modi…ed variance estimator in applied contexts.
An application to healthcare demand
Count data models with possibly multinomial endogenous treatment arise quite easily in the Health Economics literature. Here demand naturally comes as a count (for physician visits or hospital admissions) and polichotomous health insurance status is an endogenous treatment of paramount interest. To provide a vivid example of how the two alternative 2SRI strategies fare in the applied econometrics practice we revisit and update the French case study on the e¤ect of complementary health insurance on health care utilization originally explored by Buchmueller et al. (2004) .
Social Security insurance (Sècuritè Sociale) …nanced out of personal income tax covers most of individual healthcare expenditure for legal residents of France. Co-pay are customarily levied for general practitioner or specialist visits, hospital stay, or prescription drugs to moderate moral hazard. To get rid of most of these copayments French citizens purchase complementary health insurance (CHI) on a voluntary basis (individually purchase) or within an employer-sponsored set-up (employer insured). CHI plans enroll 85% of the French population and fund about 13% of total health care expenditure. Similarly to Buchmueller et al. (2004) our exercise aims at assessing the impact of the CHI status on physician visits'utilization. We di¤er in that we allow for a di¤erential impact of the individually purchased and the employer provided CHI with respect to the benchmark case of no complementary coverage. Accounting for endogeneity of the treatment and modeling the dependent variable as a count represent the biggest improvements on the previous study.
We use data from the 2006 wave of the Enquète sur la Santé et la Protection Sociale (ESPS), a national household survey conducted by IRDES. The full sample contains data for 22725 individuals. We restrict our analysis to individuals aged between 25 and 75. After excluding those who have not completed the 'health' section of the questionnaire or have missing data on key regressors we end up with a …nal estimation sample of 6455 observations. Table 4 presents the distributions of our utilization measure, i.e. counts for visits to any physician (in the 12 months before the interview), and the treatment variable, i.e. availability of a Complementary Health Insurance. 55% of the sample receives CHI as part of work total compensation while 34% purchases it deliberately in the market. 6% of the sample is covered by CMU-C (Couverture Maladie Universelle Complementaire). This plan was introduced in 2000 by the French Government to improve the non-elderly poor access to health care. CMU-C bene…ciaries are asked no co-pay at the point of use. Eligible 13 individuals are those with a household income below a given threshold (e587 per adult equivalent per month in 2005, see Grignon, Perronnin and Lavis, 2008). Upon control for income per adult equivalent we assume this CHI status as conditionally exogenous. Table 4 here
Descriptive statistics for the regressors we control for in our models are provided in Table 5 . Their extended name is self-explanatory on their de…nition. 2004), professional occupational variables and labour market status are used as instruments -and therefore excluded from the visit equation, to avoid indenti…cation being based only on non-linearity. The usual argument here is that di¤erent employment sectors o¤er di¤erent opportunities to enroll into complementary health insurance schemes and also attract individuals with di¤erent degrees of risk aversion (Fabbri and Monfardini, 2011) . Estimated coe¢ cients (presented in Table 6 ) are coherent with theoretical predictions and previous empirical research in the …eld. Income is a good predictor for the CHI status according to a conventional hump shaped relation. Table 6 here Table 7 here Table 7 contains the estimation results for the count regression. Most of the estimated coe¢ cients exhibit the expected signs. The most prominent are those related to health status: self-assessed health, su¤ering from chronic conditions or from some limitation in daily activities. All of them testify that worse health positively correlates with healthcare consumption. Notice, however, that these e¤ects are likely biased by self-reporting (see Bago d'Uva et. al. 2011). Consumption rises, as expected, as the individual ages. Moreover being highly educated is positively correlated with healthcare consumption, a common …nding in the literature. The …rst column displays estimates obtained under exogeneity of health insurance, the second and third columns contain the second stage results with inclusion of raw residuals, with variance matrix non corrected and corrected respectively, while the third and fourth columns corresponds to inclusion of standardized residuals. Under exogeneity, we …nd signi…cant moral hazard e¤ects arising from supplemental insurance coverage either employer provided or individually purchased. Both types of complementary coverage are associated to a 21-24% increase in the conditional mean number of visits with respect to the baseline case of no complementary insurance. Once we allow for the endogeneity of the insurance status results di¤er depending on the de…n-ition of residuals adopted. Following the guidelines emerged from our Monte Carlo Study, we look at the results obtained with standardized residuals with non corrected standard errors. We …nd support to an identi…cation assumption frequently adopted in the literature since Ettner (1997) : adverse selection is typically argued to be a minor problem for employer-provided coverage, while being possibly not negligible for individually purchased plans. Employer insured dummy proves to be exogenous to visits while a positive partial correlation between standardized …rst stage residuals and visits'counts purport the view that individuals are adversely selected into personally purchased plans.
The outcome of di¤erent exogeneity tests appears at the bottom of Table 7 . The most striking feature is represented by the di¤erent conclusions implied by the alternative de…-nition of residuals adopted. While exogeneity of health insurance is not rejected according to raw residuals inclusion, whatever the test approach used, the opposite conclusion is reached with the standarized version of the residuals, with the exception of the Wald corrected test. Since we have reasons to believe that health insurance is endogenous (on both theoretical grounds and existing empirical evidence), we reconcile this result with the higher power displayed in the Monte Carlo study by the 2SRI tests using standardized residuals.
Concluding remarks
We study two stages residuals inclusion (2SRI) approach to testing exogeneity of multinomial treatment in count data models. The procedure involves estimating the residuals from a discrete choice model, and plugging them as additional variables in the structural count regression, where their joint signi…cance can be tested with likelihood based inference.
The results of our Monte Carlo study show that 2SRI exogeneity tests using Wald, LR and LM approaches have good …nite sample properties when the distribution of the outcome is correctly speci…ed. In this case, all tests display proper empirical size and power. We then analyse the performance of 2SRI under misspeci…cation of the second stage model. We …nd that the LM test is the only robust procedure when we ignore overdispersion, but this is a strong feature of the data. We also …nd evidence that in order to apply 2SRI exogeneity tests the practitioners should avoid neglecting nonlinearity and performing OLS estimation.
We investigate also the properties of the testing procedure as sensitive to two alternative de…nitions of residuals: raw and standardized. We observe that the power of the test is generally higher using standardized residuals, which exhibit an higher variance and represent a better …t of the discrete choice model errors. Furthermore, resorting to standardized residuals leads to a smaller bias of the endogenous treatment dummies coe¢ cients.
The patterns emerging from the Monte Carlo investigation are quite revealing when we bring the 2SRI method to real data on a leading case study in health economics: the modeling of visits'count with endogenous health insurance choice. In our empirical analysis, all tests based on standardized residuals are able to detect endogeneity, while the use of raw, non-standardized residuals leads to the -most likely wrong -opposite conclusion that health insurance choice is exogenously determined. Overall bias distribution − DGP2/pois Figure 4 : Overall bias of endogenous dummies coefficients using raw and standardized residuals Note: N. of replications of the Monte Carlo experiment (R) = 5.000; Saple size for each replication (N) = 5.000. Raw residuals and Standardized residuals are computed after estimation of the first stage equations using, respectively: Note: N. of replications of the Monte Carlo experiment (R) = 5.000; Saple size for each replication (N) = 5.000. Raw residuals and Standardized residuals are computed after estimation of the first stage equations using, respectively: 
