We are concerned with the short-and large-time behavior of the L 2 -propagator norm of Fokker-Planck equations with linear drift, i.e. ∂ t f = div x (D∇ x f + C x f ). With a coordinate transformation these equations can be normalized such that the diffusion and drift matrices are linked as D = C S , the symmetric part of C . The main result of this paper is the connection between normalized Fokker-Planck equations and their drift-ODEẋ = −C x: Their L 2 -propagator norms actually coincide. This implies that optimal decay estimates on the drift-ODE (w.r.t. both the maximum exponential decay rate and the minimum multiplicative constant) carry over to sharp exponential decay estimates of the Fokker-Planck solution towards the steady state. A second application of the theorem regards the short time behaviour of the solution: The short time regularization (in some weighted Sobolev space) is determined by its hypocoercivity index, which has recently been introduced for Fokker-Planck equations and ODEs (see [5, 1, 2] ). In the proof we realize that the evolution in each invariant spectral subspace can be represented as an explicitly given, tensored version of the corresponding drift-ODE. In fact, the Fokker-Planck equation can even be considered as the second quantization ofẋ = −C x.
INTRODUCTION
We are going to study the large-time and short-time behavior of the solution of Fokker-Planck (FP) equations with linear drift and possibly degenerate diffusion for g = g (t , y):
We assume that • D ∈ R d×d is non-trivial, positive semi-definite, symmetric, and constant in y, • C ∈ R d×d is positive stable, (typically non-symmetric,) and constant in y.
The goal of this study is to investigate the qualitative and quantitative large time behavior of the solution of (1.1). Several authors (see, e.g., [5] , [6] , [24] , [4] ) have addressed the following questions: Under which conditions is there a non trivial steady state g ∞ ? In the affirmative case, does the solution g (t ) converge to the steady state for t → ∞ in a suitable norm? Is the convergence exponential?
In particular, the large-time behavior of FP equations has been treated in [30] via spectral methods. Instead, entropy methods are used in [6] . From these previous studies it is well known that (under some assumptions that will be defined in the next section) the solution g (t ) converges to the steady state g ∞ with an exponential decay rate, up to a multiplicative constant greater than one. In the degenerate case, where the diffusion matrixD is non-invertible, this property of the solution is known as hypocoercivity, as introduced in [31] .
Optimal exponential decay estimates for the convergence of the solution to the steady state in both the degenerate and the non-degenerate cases has been shown in [5] . Special care is required when the eigenvalues of C with smallest real part are defective. This situation is covered in [4] and [22] . In both cases, the sharpness of the estimate refers only to the exponential decay rate of the convergence of the solution. The issue of finding the best multiplicative constant in the decay estimate for FP equations (1.1) is still open. This is one of the topics of this paper. Even for linear ODEs there are only partial results on this best constant, as for example in [21] and [3] . In particular, [3] gives the explicit best multiplicative constant in the two-dimensional case forẋ = −C x, where C is a positive stable matrix. A very complete solution has been derived in [14] for a special case, the kinetic FP equation with quadratic confining potential. There the propagator norm is computed explicitly. The result can be written as an exponential decay estimate with time dependent multiplicative constant, whose maximal value is the result we are looking for. A related result based on Phi-entropies can be found in [12] , where improved time dependent decay rates are derived.
The main result of this paper is equality of the propagator norms of the PDE on the orthogonal complement of the space of equilibria and of its associated drift ODE. The underlying norms are the L 2 -norm weighted by the inverse of the equilibrium distribution for the PDE, and the Euclidian norm for the ODE. This has two main consequences: First, the sharp (exponential) decay of the PDE is reduced to the same, but much easier question on the ODE level. The second consequence is that the hypocoercivity index (see [5, 1, 2] ) of the drift matrix determines the short-time behavior (in the sense of a Taylor series expansion) both of the drift ODE and the FP equation. As a further consequence for solutions of the FP equation we determine the short-time regularization from the weighted L 2 -space to a weighted H 1 -space. This result can be seen as an illustration of the fact that for the FP equation hypocoercivity is equivalent to hypoellipticity. Finally, it is shown that the FP equation can be considered as the second quantization of the drift ODE. This follows from the proof of the main theorem, where the FP evolution is decomposed on invariant subspaces, in each of which the evolution is governed by a tensorized version of the drift ODE.
The paper is organized as follows: In Section 2 we transform the FP op-eratorL to an equivalent version L such that D = C S , the symmetric part of the drift matrix. The conditions for the existence of a unique positive steady state and for hypocoercivity are also set up. The main theorem is formulated in Section 3 together with the main consequences. The proof of the main theorem requires a long preparation that is split into Sections 4 and 5. In Section 4 we derive a spectral decomposition for the FP operator into finite-dimensional invariant subspaces. This allows to see an explicit link with the drift ODEẋ = −C x. In order to make this link more evident, we work with the space of symmetric tensors, presented in Section 5. In Section 6 we give the proof of the main theorem as a corollary of the fact that the propagator norm on each subspace is an integer power of the propagator norm of the ODE evolution. Finally, in Section 7 the FP operator is rewritten in the second quantization formalism.
PRELIMINARY RESULTS
2.1. Equilibria -normalized form. The following theorem (from [5] , Theorem 3.1 or [20] , p. 41) states under which conditions on the matrices D and C there exists a unique steady state g ∞ for (1.1) and it provides its explicit form. We denote the spectral gap of C by µ( C ) := min{ℜ(λ) : λ is an eigenvalue of C }. Definition 2.1. We say that Condition A holds for the Equation (1.1), iff (1) the matrix D is symmetric, positive semi-definite, (2) there is no non-trivial C T -invariant subspace of ker D, (3) the matrix C is positive stable, i.e. µ( C ) > 0.
Note that condition (2) is known as Kawashima's degeneracy condition [17] in the theory for systems of hyperbolic conservation laws. It also appears in [16] as a condition for hypoellipticity of FP equations (see [31, Section 3.3] for the connection to hypocoercivity).
Theorem 2.2 (Steady state).
There exist a unique (L 1 -normalized) steady state g ∞ ∈ L 1 (R d ) of (1.1), iff Condition A holds. It is given by the (nonisotropic) Gaussian
where the covariance matrix K ∈ R d×d is the unique, symmetric, and positive definite solution of the continuous Lyapunov equation
The natural setting for the evolution equation
Under Condition A the FP equation (1.1) can be rewritten (see Therorem 3.5, [5] ) as
where D := K −1/2 DK −1/2 , C := K −1/2 C K 1/2 , and the steady state is the normalized Gaussian
This is due to the property
which is a simple consequence of (2.2). We shall call a FP equation normalized, if the diffusion and drift matrices satisfy (2.6) .
From now on we shall study the normalized equation (2.4) on the normalized version H := L 2 R, f −1 ∞ of the Hilbert space H . It is easily checked that
holds for the solutions of g and f of (1.1) and, respectively, (2.4), implying that the propagator norms are the same. For later reference we now rewrite ConditionÃ in terms of the matrix C .
Proposition 2.3. The Equation (1.1) satisfies Condition A iff its normalized version (2.4) satisfies Condition A, given by
(1) the matrix C S is positive semi-definite, (2) there is no non-trivial C T -invariant subspace of kerC S , Condition A implies that the matrix C is positive stable, i.e. µ(C ) > 0.
Proof. Equivalence of (1) with (1) of Definition 2.1 follows from C S = K − 1 2 DK − 1 2 . For the second item, let us assume that (2) does not hold.
This implies D C T (K −1/2 v ) = 0, since K −1/2 > 0. But this is a contradiction to (2) in Condition A since it holds that v ∈ kerC S iff K −1/2 v ∈ ker D. With a similar argument the reverse implication can be proven.
For the proof that Condition A implies positive stability of C we refer to Proposition 1 and Lemma 2.4 in [1].
2.2.
Convergence to the equilibrium: hypocoercivity. In [5] , a hypocoercive entropy method was developed to prove the exponential convergence to f ∞ , for the solution to (2.4) with any initial datum f 0 ∈ H . It employed a family of relative entropies w.r.t. the steady state, i.e. e ψ ( f (t )| f ∞ )
where the convex functions ψ are admissible entropy generators (as in [6] and [9] ).
(1) We call the matrix C non-defective if all λ m , 1 ≤ m ≤ m 0 are nondefective, i.e., their algebraic and geometric multiplicities coincide.
For non-defective FP equations, the decay result from [5] provides the sharp exponential decay rate µ > 0, but a sub-optimal multiplicative constant c > 1: Theorem 2.5 (Exponential decay of the relative entropy). Let ψ generate an admissible entropy and let f be the solution of (2.4) with normalized initial state f 0 ∈ L 1
Choosing the admissible quadratic function ψ(σ) = (σ − 1) 2 yields the exponential decay of the H -norm. For this particular choice of ψ, Theorem 2.5 holds also for f 0 ∈ L 1 (R d ) ∩ H , i.e. the positivity of the initial datum f 0 is not necessary. Corollary 2.6 (Hypocoercivity). Under the assumptions of Theorem 2.5 the following estimate holds with the same µ > 0, c > 1:
The hypocoercivity approach in [5] provides the optimal (i.e. maximal) value for µ and a computable value for c, which is however not sharp, i.e. c > c min with (2.10) c min := min c ≥ 1 : (2.9) holds for all f 0 ∈ H with f 0 d x = 1 .
The central goal of this paper is the determination of c min . Actually, we shall go much beyond this: The main result of this paper is to show that the H -propagator norm of (stable) FP equations is equal to the (Euclidean) propagator norm of its corresponding drift ODEẋ(t ) = −C x(t ). Hence, all decay properties of the FP equation (1.1) can be obtained from a simple linear ODE and sharp exponential decay estimates of an ODE carry over to the corresponding FP equation.
The best multiplicative constant for ODE.
In [3] we analyzed the best decay constants for the (of course easier) finite dimensional problem
where C ∈ C n×n is a positive stable and non-defective matrix. In this case we constructed a problem adapted norm as a Lyapunov functional. This allowed to derive a hypocoercive estimate for the Euclidean norm · 2 of the solution:
Here µ > 0 is the spectral gap of the matrix C (and the sharp decay rate of the ODE (2.11)), and c ≥ 1 is some constant.
In [3] we investigated, in the two dimensional case, the sharpness of the constant c. By analogy with (2.10), we define the best multiplicative constant for the hypocoercivity estimate of the ODE as The explicit expression for the best constant c 1 depends on the spectrum of C . In particular, denoting by λ 1 , λ 2 the two eigenvalues of C , we distinguish three cases:
In [3] we treated all the cases for matrices in C 2×2 . The corresponding explicit form of c 1 in the cases (1) and (2) is described in the next theorem. For the case (3) we have, instead, an implicit form, see Corollary 4.3 in [3] . Theorem 2.7. Let C ∈ C 2×2 be positive stable and non-defective with eigenvalues λ 1 , λ 2 . Denoting by α ∈ [0, 1) the cosine of the angle between the two eigenvectors of C T , the best constant for (2.12) in the cases (1) and (2) is
For dimension n ≥ 3, explicit expressions for the best constant c 1 seem to be unknown in general.
2.3.1.
The defective case. So far we have discussed non-defective matrices C ∈ R d . The remaining case has to be treated apart since we cannot obtain both the optimality of the multiplicative constant and the sharpness of the exponential decay at the same time if C is defective. Nevertheless, hypocoercive estimates hold (see Chapter 1.8 in [25] and Theorem 2.8 in [8] ) with either reduced exponential decay rates or with the best decay rate µ, but augmented with a time-polynomial coefficient, as the following theorem claims (see Theorem 2.8 in [8] and Lemma 4.3 in [5] ). 
Moreover, there exists a polynomial p(t ) of degree M − 1 such that
As we did for the non-defective case, we define the best constant c 1,ǫ for the estimate (2.13) with rate µ − ǫ as
We do not attempt to define an "optimal polynomial" p(t ) in (2.14) . In the next section it is shown that these ODE-results carry over to the corresponding FP equation (2.4).
MAIN RESULTS AND APPLICATIONS
With the above review of ODE results we can state in this section one of the main results of this paper: The best decay constants in (2.9) for the FP equation (2.4) (and therefore also for (1.1)) coincide with the best constants for the ODE (2.11). This result is a corollary of the main theorem of this paper. As we have anticipated in Section 2 it claims that the propagator norm of the FP equation coincides with the propagator norm of its corresponding ODE (w.r.t. the Euclidean norm).
First we define the projection operator Π 0 that maps a function in H into the subspace generated by the steady state f ∞ .
∞ and f ∞ the normalized Gaussian (2.5). We define the operator Π 0 : H −→ H as
We introduce the standard definitions of operator norms. 
With these notations we can state the main result of this paper. 
The proof of Theorem 3.4 will be prepared in the following two sections and finally completed in Section 6.
Theorem 3.4 can be seen as a generalization of a result in [14] , where the propagator norm for the kinetic FP equation
with (x, v ) ∈ R 2 and the parameter a > 0, has been computed explicitly. 
where the non-negative factor c a (t ) is given for
with θ := 4a − 1i , and for a = 1/4 by
Note that there is a small typo in the formula for c a (t ), a < 1/4 in [14] that corresponds to (3.4) .
After normalization the drift matrix of (3.2) is given by
Its eigenvalues are λ 1,2 := 1 2 (1 ± θ), with θ as in Theorem 3.5, and the corresponding eigenvectors are v 1,2 = ( a, −λ 1,2 ) T . This shows that the spectral gap is given by
It is easy to check that C a satisfies Condition A for each a > 0. We observe that the value a = 1/4 is critical in the sense that C 1/4 is defective.
With the approach of this work we can employ the results of Section 2.3 for obtaining the best possible constant c 1 in
For a = 1/4 we apply Theorem 2.7 and note that for 0 < a < 1/4 we are in case (2) . We compute α = 2 a, giving the optimal constant
which can also be obtained from (3.4) in the limit t → ∞. For a > 1/4 we are in case (1) and obtain α = (2 a) −1 and
The same is obtained as the maximal value of c a (t ) in (3.5), taken whenever e θt − 1 = 2. Finally, for a = 1/4 the results of Theorems 2.8 and 3.5 agree with c a (t ) ≈ t as t → ∞.
The plot in Figure 1 shows the right-hand side of (3.3) as a function of time for 3 values of a (a = 1/5, a = 1/4, a = 2). Note the non-smooth behavior in the case a = 2. . Then it is also the optimal constant c min in the following hypocoercive estimate
for the Fokker-Planck equation ( 
for the Fokker-Planck equation (2.4) , and it is optimal with c 1,ǫ . Moreover,
where p(t ) is the polynomial of degree M − 1 appearing in (2.14) .
We conclude that the quest to obtain the best decay for (1.1) is reduced to the knowledge of the best decay constants for the corresponding drift ODE.
Short time behavior.
The second application of Theorem 3.4 concerns the short time behavior of the propagator norm of the FP operator. It is linked to the concept of hypocoercivity index, which describes the "structural complexity" of the matrix C and, more precisely, the intertwining of its symmetric and anti-symmetric parts. For the FP equation, the hypocoercivity index reflects its degeneracy structure. As we are going to illustrate in this section, this index represents the polynomial degree in the short time behavior of the propagator norm, both in the FP equation and in the ODE case. Moreover it describes the rate of regularization of the FP-solution from H to a weighted Sobolev space H 1 .
In the literature the definition of hypocoercivity index is given both for FP equations and ODEs (see [5] and [2] , respectively). We will see that these two concepts coincide when we consider the drift ODE associated to the FP equation. We first give the definition for the normalized FP equation and then it will be illustrated that the index is invariant for the general (D = C S ) equation (1.1). Definition 3.8. We define m HC , the hypocoercivity index for the normalized FP equation (2.4) as the minimum m ∈ N 0 such that
Here C AS := 1 2 (C −C T ) denotes the anti-symmetric part of C . Remark 3.9. Lemma 2.3 in [5] states that the condition m HC < ∞ is equivalent to the FP-equation being hypoelliptic. This index can be seen as a measure of "how much" the drift matrix has to mix the directions of the kernel of the diffusion matrix with its orthogonal space in order to guarantee convergence to the steady state. For example, m HC = 0 means, by definition, that the diffusion matrix D = C S is positive definite, and hence coercive. In general, m HC is finite when we are assuming Condition A (see Lemma 2.3, [5] ).
For completeness, we give the definition of hypocoercivity index also for the non-normalized case. For simplicity we will denote it as well with m HC . This is actually allowed since the next proposition will prove that these two definitions are unchanged under normalization. Definition 3.10. We define m HC the hypocoercivity index for the FP equation (1.1) as the minimum m ∈ N 0 such that Proof. The proof is organized in two steps. First we claim that it is equivalent to consider the full matrix C instead of its anti-symmetric part in Definition 3.8. More precisely, for any m ∈ N 0
This result has been proven in Lemma 3.4, [2] . The second step consists in proving that T m > 0 iff
where C = K −1/2 C K 1/2 and D = K −1/2 DK −1/2 = C S are the matrices appearing in the normalized equation and K from (2.2). By substituting we get
Then, it is immediate to conclude that the positivity of the two matrices is equivalent since K > 0. Combining this last equivalence with (3.14) yields (3.13).
Remark 3.12. We shall now compare the hypocoercivity index m HC of the normalized FP equation (2.4) to the commutator condition (3.5) in [31] .
To this end we rewrite
where the adjoint is taken w.r.t. L 2 ( f ∞ ). Here, the vector valued operator A and the scalar operator B are given by
Following §3.3 in [31] we define the iterated commutators
They are vector valued operators mapping from
Hence, the nabla operator in B can be either the gradient or the Jacobian, depending on the dimensionality of the argument of B. One easily verifies that C k = D ·C k AS · ∇, k ∈ N 0 . We recall condition (3.5) from [31] : "There exists N c ∈ N 0 such that
Note that ker(A * A +B) consists of the constant functions, and its orthog-
Clearly, the weighted Poincaré inequality (3.16) holds iff T N c > 0, see §3.2 in [6] , e.g. Hence, the minimum N c for condition (3.15) to hold equals the hypocoercivity index m HC from Definition 3.8 above.
Next we shall link the hypocoercivity index of the FP equation with the hypocoercivity index m HC of its associated ODEẋ(t ) = −C x(t ), which is defined in the same way. At the ODE level, this index describes the short time decay of the propagator norm e −C t B(R d ) as it is shown in the following theorem (see Theorem 3.2, [2] ). 
for some c > 0, where α := 2m HC + 1.
Remark 3.14. We observe that, in the coercive case (i.e., m HC = 0), the propagator norm satisfies an estimate of the form
In that case (α = 1) Theorem 3.13 states that the propagator norm e −C t B(R d ) behaves as g (t ) := 1 − ct for short times. With c = λ, this is the (initial part of the) Taylor expansion of the exponential function in (3.18 
Proof. This result is an immediate corollary of Theorem 3.4 and Theorem 3.13, by recalling that the FP equation and its associated ODE have the same hypocoercivity index. Remark 3.16. As for the ODE case, the equality (3.19) shows that the index m HC describes how fast the propagator norm decays for short times. This is consistent with the fact that the coercive case (m HC = 0) corresponds to the fastest behavior, i.e., with an exponential decay (α = 1). In general, the bigger the index, the slower is the decay of the norm for short times. Example 3.17. In Theorem 1.2 of [14] the authors derive the exact formula for the propagator norm of the FP equation associated to the matrix (3.7), see Theorem 3.5. From that they also conclude the short time behavior of this norm, depending on the parameter a. In the case a > 0, equality (2) in [14] implies
We note that this result is consistent with the equality (3.19) . Indeed, it is easy to verify that for a > 0 the matrix C a has hypocoercivity index m HC = 1. Hence the exponent in the polynomial short time behavior turns out to be α = 3, as above.
In the literature, the hypocoercivity index has also a second implication on the qualitative behavior of FPEs, namely the rate of regularization from some weighted L 2 -space into a weighted H 1 -space (like in nondegenerate parabolic equations). The following proposition was proven in [31] (see §7.3, §A.21 for the kinetic FP equation with m HC = 1. The extension from Theorem A.12 is given without proof and includes a small typo.) and in [5, Theorem 4.8] .
Proposition 3.18. Let f (t ) be the solution of (2.4). Let C satisfy Condition A and m HC be its associated hypocoercivity index. Then, there existc, δ > 0, such that
with α := 2m HC + 1 for all f 0 ∈ H .
So far we have seen that the hypocoercivity index of a FP equation determines both the short time decay and its regularization rate. An obvious question is now to understand the relation of these two qualitative properties. The following proposition shows that they are essentially equivalent for the family (2.4) of FP equations: Proposition 3.19. Let C satisfy Condition A, and let f (t ) be the solution of (2.4). We denote its propagator norm by e −Lt 
The proof of Proposition 3.19 can be found in the Appendix, since it requires results that will be presented in the next sections. Remark 3.21. Proposition 3.18 provides an isotropic regularization rate. We note that this result can be improved for degenerate, hypocoercive FP equations, which give rise to anisotropic smoothing: There the regularization is faster in the diffusive directions of (kerC S ) ⊥ than in the nondiffusive directions of kerC S . "Faster" corresponds here to a smaller exponent in (3.20) .
An example of different speeds of regularization is given in [28, Section 11] for the solution f (t , x, v ) of a kinetic FP equation in T d × R d without confinement potential. In that case the short-time regularization estimate for the v -derivatives is the same as for the heat equation, since the operator is elliptic in v . But the regularization in x has an exponent 3 times as large; this corresponds, respectively, to the two cases m HC = 0, 1 in (3.20) . A more general result about anisotropic regularity estimates can be found in [31, Section A.21.2] . In an alternative description one can fix a uniform regularization rate in time, by considering different regularization orders (i.e. higher order derivatives) in different spatial directions in the setting of anisotropic Sobolev spaces. A definition of these functional spaces and an example of this behaviour is provided in [23] , regarding the solution of a degenerate Ornstein-Uhlenbeck equation.
SOLUTION OF THE FP EQUATION BY SPECTRAL DECOMPOSITION
In order to link the evolution in (2.4) to the corresponding drift ODĖ x = −C x we shall project the solution f (t ) ∈ H of (1.1) to finite dimensional subspaces {V (m) } m∈N 0 ⊂ H with LV (m) ⊆ V (m) . Then we shall show that, surprisingly, the evolution in each subspace can be based on the single ODEẋ = −C x. 4.1. Spectral decomposition of the Fokker Planck operator. First we define the finite dimensional, L-invariant subspaces V (m) ⊂ H . Let the dimension d ≥ 1 be fixed. From §1 we recall that the (normalized) steady state of (2.4) is given by g 0 (x) :
e −y 2 /2 is the one-dimensional (normalized) Gaussian. The construction and results about the spectral decomposition of L that we are going to summarize can be found in [5, Section 5] .
where, for any n ∈ N 0 , H n is the probabilists' Hermite polynomial of order n defined as H n (y) := (−1) n e y 2 2 d n d y n e − y 2 2 , ∀y ∈ R.
Proof. We compute
where we have used the following weighted L 2 -norm of H n : 
Let us consider some examples. If d = 2 we have (1) V (0) = {β 1 g 0 (x), β 1 ∈ R};
(2) V (1) = span {g (1, 0) , (3, 0) , g (2, 1) , g (1, 2) ,
). Hence, also the subspaces V (m) are mutually orthogonal. This yields an orthogonal decomposition of the Hilbert space
Remark 4.5. In [18, §5] an alternative block diagonal decomposition of the FP solution operator (when considered in the flat L 2 (R d )) into finitedimensional subspaces is derived by using Wick quantization.
We also define the normalized version of the basis elements of the subspaces V (m) : Definition 4.6 (Normalized basis). For each fixed α ∈ N d 0 , we denote with g α the normalized functiong
The reason why we need both g α andg α is that we can obtain a "nicer" evolution of f (t ) projected into V (m) in terms of the matrix C with the first ones. Instead, the functionsg α can be used for the equivalence of norms by Plancherel's equality in the Hilbert space H .
Due to the orthogonal decomposition (4.6), we can write
or in terms of the normalized basis,
The Fourier coefficients corresponding to a subspace V (m) are grouped into vectors:
Plancherel's Theorem then yields (4.9)
where we have used the relationd α = g α H d α . Moreover, we denote by (Π m f ) ∈ V (m) the orthogonal projection of f into V (m) . It is given by
It follows that (4.10)
In the next proposition we shall see that the subspaces V (m) are invariant under the action of the operator L, by giving the explicit action of L on each basis element g α . For this purpose we introduce a notation for shifted multi-indices. 
So, for instance, if g α ∈ V (m) and α l > 0, then g α (l −) ∈ V (m−1) and g (α (l −) ) ( j +) ∈ V (m) . Note that cutting off negative values guarantees that α (l −) is always an admissible multi-index. This part of the definition will, however, not influence the following.
The next proposition specifies the action of the operator L on V (m) . It is taken from [5, Proposition 5.1 and its proof]: Proposition 4.8. For every m ∈ N 0 , the subspace V (m) is invariant under L, its adjoint L * and, hence, the solution operator e Lt , t ≥ 0. Moreover, for each g α ,
where C j l are the matrix elements of C . 
Proof. We substitute (4.7) into (2.4) and use (4.11):
In the sum over α on the right hand side we substitute
completing the proof.
As the simplest example we shall first consider the evolution in V (1) . We use the notation S (1) 
In the right hand side of (4.12) with α = α(k) obviously only the terms with j = k are nonzero, (α(k) (k−) ) (l +) = α(l ) and, thus, (α(k) (k−) ) (l +)
and therefore (4.13)ḋ (1) = −C d (1) for d (1) 
We define h(t ) := e −C t B(R d ) . Then (4.13) implies
To analyze the evolution in V (m) , m ≥ 2, it turns out that the representation of d (m) as a vector is not convenient. In the next section we shall rather represent it as a tensor. Not as a tensor of order d , as the number of components of α would indicate, but as a symmetric tensor of order m over R d . This way it will be easier to characterize its evolution -in fact as a tensored version of (4.13).
SUBSPACE EVOLUTION IN TERMS OF TENSORS

Order-m tensors.
In this subsection we briefly review some notations and basic results on tensors that will be needed. Most of their elementary proofs are deferred to the appendix. For more details we refer the reader to [10] and [19] . Let m ∈ N be fixed.
Definition 5.1. For n 1 , ..., n m ∈ N, a function h : 〈n 1 〉 × · · · × 〈n m 〉 → R is a (real valued) hypermatrix, also called order-m tensor or m-tensor, where 〈n k 〉 := {1, ..., n k }, ∀1 ≤ k ≤ m. We denote the set of values of h by an mdimensional table of values, calling it A = (A i 1 ...i m ) n 1 ,...,n m i 1 ,...,i m =1 , or just A = (A i 1 ...i m ). The set of order-m hypermatrices (with domain < n 1 > × · · · × < n m >) is denoted by T n 1 ×···×n m .
We will consider only the case in which n 1 = · · · = n m = d , i.e., A = (A i 1 ...i m ) d i 1 ,...,i m =1 . In this case, we will denote T (m) d := T d×···×d for simplicity. Also, since in our case the dimension d is fixed, we will denote it by T (m) . Then A ∈ T (m) is a function from 〈d 〉 m to R, denoted by A = (A I ) I ∈〈d〉 m .
It will be useful to define some operations on T (m) d :
It is natural to define the operations of entrywise addition and scalar multiplication that make T (m) a vector space in the following way: for any A, B ∈ T (m) and γ ∈ R
Moreover, given m matrices (2) and A ∈ T (m) , we define the multilinear matrix multiplication by A ′ := (B 1 , ..., B m 
For A ∈ T (m) and k ≤ m matrices B 1 , ..., B k ∈ T (2) , we also define the product A ′ := (B 1 , ..., B k ) ⊙ A ∈ T (m) d in the following way:
i.e., the multiplication acts on the first k-indices of A. For simplicity, when B 1 = ... = B k := B, we will denote (B 1 , ..., = (B, B, B ) ⊙ A.
Finally, we equip T (m) with an inner product: 
This induces a norm in T (m) , called Frobenius norm in the natural way: We will use these two properties in the proof of Proposition 5.18, for example to compute the Frobenius norm of a symmetric tensor. We observe that this notion is well-defined since D is symmetric and the property ϕ(I ) = ϕ(σ(I )) holds.
The previous definition shows that there is a one-to-one correspondence between the indices of a symmetric m-tensor and the elements of S (m) . This implies that the dimension of F (m) is equal to the cardinality of S (m) , i.e. Γ m . Hence, for defining D ∈ F (m) we just need to define D α for every α ∈ S (m) .
Next we define the order-m outer product and discuss the rank-1 decomposition of tensors, using a result from algebraic geometry.
We call this operation between m vectors, m-outer product.
In the special case of all the vectors
and we observe that the tensor v ⊗m is symmetric by definition. The minimum s such that (5.2) holds is called the symmetric rank of D.
Remark 5.10. In [10] the result is stated for complex tensors. In that case it is possible to choose all the coefficients λ i in (5.2) equal to one, due to the fact that C is a closed field. We remark that the same decomposition carries over to the real case, i.e. with real coefficients λ i and real vectors v i , by using the same proof [11] .
It is easy to see that this rank-1 decomposition persists under a (constant) multilinear matrix multiplication: 
For rank-1 tensors, their inner product simplifies as follows:
A special case of this lemma is given by
Next we shall derive some results on matrix-tensor products B ⊙ k A:
For B ∈ R d×d , B we will denote in the sequel the spectral norm of B.
Time evolution of the tensors D
. Proposition 4.9 gives the time evolution of each vector d (m) . But for m ≥ 2 it does not reveal its inherent structure. Therefore we shall now regroup the elements of d (m) as an order-m tensor and analyze its evolution. where γ α := m! α! , for α = (α 1 , ..., α d ). For m = 1 we of course have D (1) = d (1) . We illustrate this definition for the case m = d = 2 with Γ 2 = 3:
Elementwise , the evolution of D (m) α easily carries over from Proposition 4.9:
Proposition 5.17. For any α ∈ S (m) , the element D (m) α (t ) evolves according to
Proof. From (4.12) we obtain by substituting the definition (5.8) on both sides:
The claim (5.9) then follows from the relation
, which can be obtained as follows: It is trivial for l = j , and for l = j it follows from the definition of γ α and from the observation that (α ( j −) ) (l +)
The advantage of this new structure consists in two facts:
• The Frobenius norm D (m) (t ) F is proportional (uniformly in t ) to the Euclidean norm d (m) (t ) 2 for which we want to prove a decay estimate like (4.14). • The rank-1 decomposition of D (m) (t ) is compatible with the Fokker-Planck flow in V (m) . I.e., for each symmetric tensor D (m) (0) (considered as an initial condition in V (m) ), we can decompose D (m) (t ) as a sum of order-m outer products of vectors that are solutions of the ODE d d t v (t ) = −C v (t ). Concerning the first property we have Proposition 5.18. Given m ≥ 1, then
Proof. We compute, using Remark 5.6,
where we used the identification D Then, using the definition of D (m) (t ),d α (t ) = g α H d α (t ), and Lemma 4.2, we have
concluding the proof.
Concerning the second property we find that the rank-1 decomposition of D (m) (t ) commutes with the time evolution by the Fokker-Planck equation: 
Then, D (m) (t ), t > 0, the solution to (5.9) with initial condition D (m) (0) = D (m) has the decomposition
Proof. We shall compute the evolution of the symmetric m-tensor
To this end we compute first the derivative d d t (w(t ) ⊗m ) α if the vector w(t ) = (w 1 (t ), ..., w d (t )) T ∈ R d satisfies the ODE with C:
Given α = (α 1 , ..., α d ) ∈ S (m) , we have
and hence, by linearity
This ODE equals the evolution equation (5.9) for D (m) , and hence A(t ) = D (m) (t ) follows. Next we consider the symmetric rank of D (m) (t ), t > 0. If it would be smaller than s, a reversed evolution to t = 0 would lead to a contradiction to the symmetric rank of D (m) .
This theorem allows to reduce the evolution of the tensors D (m) (t ) to the ODE for the vectors v k (t ). This will be a key ingredient for proving sharp decay estimates of D (m) in the next section. Moreover it provides a compact formula for the evolution of D (m) (t ).
Corollary 5.20. Let m ≥ 1 be fixed. Then, D (m) (t ), t>0, the solution to (5.9) follows the evolution
Proof. We shall use the decomposition (5.13) for D (m) (t ). First, we com-
In the last equality we have used, with w := C v (t ), the general formula
that can be proven with a straightforward computation. By using the linearity of Sym in T (m) , we obtain
).
DECAY OF THE SUBSPACE EVOLUTION IN V (m)
First we shall rewrite our main decay result, Theorem 3.4 in terms of tensors for all subspaces V (m) . We recall h(t ) := e −C t B(R d ) , which satisfies
We have shown in (4.14) that the inequality (6.7), see below, holds with m = 1, since D (1) (t ) = d (1) (t ) satisfies the evolutionḋ (1) = −C d (1) . Next we extend the estimate (6.7) to general m ≥ 1. To this end we will show in the next theorem that the propagator norm in each V (m) is the m-th power of the propagator norm of the ODEẋ = −C x. This will be used to derive the decay estimates for e −Lt , and D (m) (t ) defined as in (5.8) , the following estimate holds:
Moreover,
Proof. Given the initial condition D (m) (0) ∈ F (m) , Theorem 5.19 provides its rank-1 decomposition as (6.4)
with v k (t ) = e −C t v k , for k = 1, ..., s, where we have used Lemma 5.11 in the last equality. Using (5.7) then yields:
In order to prove the equality (6.3) we choose initial data of the form D (m) (0) := v ⊗m , v ∈ R d . In this case the Frobenius norm factorizes, i.e.
We conclude by observing that
The key step in the above proof is to write the evolution of the tensor D (m) (t ) as in (6.4) , which allows for the simple estimate (6.5). In contrast, using the rank-1 decomposition in D (m) (t ) 2 F would not be helpful, since the vectors v k (t ) are in general not orthogonal.
We conclude this chapter with the proof of our main result, Theorem 3.4, by using Theorem 6.1.
Proof of Theorem 3.4. The first step consists in proving the inequality
, ∀t ≥ 0. We can derive the estimate (6.6) from the same ones that hold for the tensors D (m) (t ) at each level m. More precisely, (6.6) holds if
where D (m) (t ) is defined as in (5.8) . Indeed,
where we have used the orthonormal decomposition of f (t ), formulas (4.9), (5.12) , and that the coefficient d 0 (t ) ≡ 1, (with the index 0 ∈ N d 0 ), is constant in time since Lg 0 = 0 and the normalization R d f 0 d x = 1. Let us assume (6.7) . Then,
Next, the proof of (6.7) is a direct consequence of Theorem 6.1 and h(t ) ≤ 1, yielding
Now that (6.6) has been proved, we need to show that it is actually an equality, in order to conclude the proof of (3.1). For this purpose, we observe that for m = 1, D (1) ∈ R d evolves according to the ODEẋ = −C x (see (4.13) ). Then, it is sufficient to choose an initial datum f 0 ∈ V (1) to achieve the equality, concluding the proof.
SECOND QUANTIZATION
In this last section we are going to write the FP operator L in (2.4) in terms of the second quantization formalism. This "language" was introduced in quantum mechanics in order to simplify the description and the analysis of quantum many-body systems. The assumption of this construction is the indistinguishability of particles in quantum mechanics. Indeed, according to the statistics of particles, the exchange of two of them does not affect the status of the configuration, possibly up to a sign. Since we are dealing with symmetric tensors, we are going to consider the case in which the sign does not change, i.e. the wave function is identical after this exchange. This is the case of particles that are called bosons.
The functional spaces of second quantization are the so-called Fock spaces, that we are going to define in this section. When a single Hilbert space H describes a single particle, then it is convenient to build an infinite sum of symmetric tensorization of H in order to represent a system of (up to) infinitely many indistinguishable particles, i.e. the Fock space over H.
In the first part of this section the definitions of the Boson Fock space and second quantization operators are given. These constructions will be needed in order to write the FP operator L as the second quantization of its corresponding drift matrix C . This will be the main result of the second part of this section as an application of well known results in the literature.
The Boson Fock space.
In the next definition we will use the notion of m-fold tensor product over a Hilbert space H. This is a generalization of the space of order-m hypermatrices T (m) defined in §5, where the Hilbert space was the finite dimensional space R d . In the quantum mechanics literature, the role of the Hilbert space is often played by L 2 (R 3 ; C), in order to describe the wave function of a quantum particle. For a more complete explanation of tensor products of Hilbert spaces and Fock spaces we refer to §II.4 in [26] .
In the literature, Fock spaces are mostly considered for Hilbert spaces over the field C. But since the FP equations (1.1) and (2.4) are posed on R d (and not over C d ), we shall use here only real valued Fock spaces. Moreover, these FP equations are considered here only for real valued initial data, and hence real valued solutions. Then, an element ψ ∈ F (H) can be represented as a sequence
Here · H (m) denotes the norm induced by the inner product in H (m) (see Proposition 1, §II.4 in [26] ).
As we anticipated, we will rather work with a subspace of F (H), the so-called Boson Fock space that we are going to define. First we need to define the m-fold symmetric tensor product of H as follows:
Let P m be the permutation group on m elements and let {φ k }; k = 1, ..., dim H, be a basis for H. For each σ ∈ P m , we define its corresponding operator (we will still denote it with σ) acting on basis elements of H (m) by
Then σ extends by linearity to a bounded operator on H (m) . With the previous definition ( For our purposes, we will deal with H = R d . In this case it is easy to check that S m H (m) corresponds to the space of symmetric m-tensors F (m) that we defined in §5, equipped with the Frobenius norm. 
and equal to the identity when restricted to H (0) . In order to prove the above existence of Γ(A), the estimate Γ(A) ↾ S m H (m) ≤ A m is first showed in [29] . This allows to extend the operator Γ(A) to the Boson Fock space by continuity, and by remaining a contraction. In the case A = e −C t and H = R d , the operator Γ(A) will be useful to show the link between the Fokker-Planck solution operator e −Lt and the second quantization operators, defined in the following way: In [29] the following property of the second quantization operator can be found (see I.41):
Let A generate a C 0 -contraction semigroup on H. Then the closure of d Γ(A) generates a C 0 -contraction semigroup on F s (H) and (7.7) e −dΓ(A)t = Γ(e −At ) ∀t ≥ 0. 7.3. Application to the operator e −Lt . In the last part of this section we will show that the Fokker-Planck operator L is the second quantization of C . First, we shall identify the Hilbert space
The spectral decomposition and the tensor structure that we introduced in §5 suggest to consider the Boson Fock space over the finite dimensional Hilbert space R d , whose elements have components in the space of symmetric tensors F (m) . Indeed, we can define an isomorphism Ψ between L 2 (R d , f −1 ∞ ) and F s (R d ) as follows: Let f ∈ L 2 (R d , f −1 ∞ ). As we saw in §4, f admits the decomposition f (x) = m∈N 0 α∈S (m) d α g α (x), for some coefficients d α ∈ R. For each m ≥ 1, we define the symmetric tensor D (m) ∈ F (m) with components D (m) α := d α m! γ α ∈ R (see (5.8) ), ∀α ∈ S (m) . For m = 0 we choose D (0) := 〈 f , f ∞ 〉 L 2 ( f −1 ∞ ) . Hence, by observing that F (m) = S m H (m) , H := R d , we define the isometry
. It remains to check that ψ F s (R d ) < ∞. This follows from the Plancherel's equality together with (5.12) . It leads to
Hence, up to an isomorphism, we can consider the FP operator L also as acting on the Fock space F s (R d ). We conclude the section with the next proposition that allows to write L in the second quantization formalism.
Proposition 7.5. Let L be the Fokker-Planck operator defined in (2.4) and let C ∈ R d×d be its corresponding drift matrix. Then, L, now considered as acting on F s (R d ), is the second quantization of C , considered as an operator from the Hilbert space R d to itself, i.e., L = d Γ(C ).
Proof. Due to the relation (7.7), it is sufficient to prove that the FP solution operator e −Lt (considered on F s (R d )) satisfies the equality (7.9) e −Lt = Γ(e −C t ), ∀t ≥ 0, or, equivalently, on each S m H (m) , m ≥ 1, (7.10) e −Lt (ψ (m) ) = (e −C t ψ i 1 ) ⊗ · · · ⊗ (e −C t ψ i m ), for any ψ (m) = m k=1 ψ i k , basis element of F (m) . Given an initial condition f 0 ∈ L 2 (R d , f −1 ∞ ) and its corresponding solution f (t ) = e −Lt f 0 of (2.4), the isometry Ψ maps then to Ψ f 0 = ψ 0 = { D (m) (0)} ∞ m=0 ∈ F s (H) and Ψ f (t ) = ψ(t ) = { D(t ) (m) } ∞ m=0 ∈ F s (H), respectively. Then, the factored evolution formula (6.4) for D (m) (t ) = m! D (m) (t ) proves the equality (7.10), for each m ≥ 1. Since the generator of a C 0 -semigroup is unique, we obtain L = d Γ(C ).
While C is a bounded operator with domain G(C ) = R d , its second quantization d Γ(C ) is unbounded with dense domain G(d Γ(C )) F s (H), just like L is unbounded on L 2 (R d , f −1 ∞ ). Finally, our main result, Theorem 3.4 reads in the language of second quantization Proof of Lemma 5.12. By definition,
From the hypothesis onh, we deduceh(t ) ≤ 1−c 1 t α on 0 ≤ t ≤ δ for some 0 < c 1 ≤ c and some δ > 0. Then (A.5) can be estimated further by
where we used the elementary inequality m(1−c 1 t α ) 2m ≤ 1 ec 1 t −α , m ∈ N 0 . The main assertion of part (a) then follows from (A.4).
Finally we turn to the optimality of α: If (3.20) would hold for all f 0 ∈ H with some α 1 ∈ (0, α), then part (b) of this proposition would implyh(t ) ≤ 1 −c 2 t α 1 . But this would contradict the assumptionh(t ) = 1 −ct α +o(t α ). Hence, α/2 is indeed the minimal regularization exponent in (3.20) .
(b) For f 0 ∈ V (m) , m ∈ N we compute, by using (A.5) and (3.20) ,
Then, by taking in (A.6) the supremum w.r.t. the set {0 =d (m) (0) ∈ R Γ m } and using (6.3), (5.12) we obtain the family of estimates (A.7)
h(t ) 2m = sup with δ 2 := min{t 1 , t 1/α 2 }. Finally we turn to the minimality of α: Ifh would even satisfy the decay estimateh(t ) ≤ 1 −c 2 t α 1 with some α 1 ∈ (0, α) andc 2 > 0, then (the proof of) part (a) of this proposition would imply the regularization estimate (3.20) with the exponent α 1 /2. But this would contradict the assumption on α being minimal in that estimate. 
