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We study the power spectra and entropy of two-field warm inflationary scenario with canonical
condition which is described by many-dimensional stochastic differential equations. The field per-
turbations are analytically calculated via a Volterra integral equation of the second kind, based on
which we obtain a spectra with leading order and first order of slow-roll parameters. We also find
the evolutions of background are not independent but relying on dissipative coefficients, which is
distinguished from that in cold inflation. Then, we calculate the entropy on the basis of statistical
physics theory by introducing an entropy matrix. On super-horizon scale, the entropy matrix follows
the fluctuation-dissipation relation consistent with the scale-invariance of spectra or the stationarity
of field perturbations. The entropy perturbation vanishes at both super-horizon and sub-horizon
scale, while narrow peaks generate at a specific scale which could be considered as horizon. In
addition, the second law of thermodynamics is followed as well.
PACS numbers: 98.80.-k, 98.80.Bp, 98.80.Es 05.40.a 05.70.Ce
I. INTRODUCTION
Warm inflation model was established as a candidate
scenario to overcome some defects in cold inflation [1, 2].
However, it was realized a few years after its original
proposal that the idea of warm inflation was not easy
to be realized in concrete models and even is simply not
possible [3, 4]. Some problems were mentioned in such
a scenario. Shortly afterwards, many successful models
of warm inflation were established, in which improved
method is based on the theoretical model that the infla-
ton indirectly interacts with the light degrees of freedom
through a heavy mediator fields instead of being coupled
with a light field directly [5–7]. In such a scenario, the
evolution of inflaton field can be properly determined in
the context of the in-in form, or Schwinger closed-time
path functional formalism [8]. This formalism leads an
stochastic differential equation which contains a dissipa-
tive term and a Gaussian stochastic noise term as a type
of generalized Langevin-like equation of motion [9, 10].
Recently, series of work has been done to distinguish
warm inflationary scenario from the cold one. The warm
little inflation scenario can lead to different realizations
of warm inflation on being both dynamically and obser-
vationally consistent [11]. Within the warm inflationary
scenario, the modifications to the primordial perturba-
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tion spectrum induced by dissipative and thermal effects
generically lead to a more blue-tilted scalar spectrum
with respect to cold inflation models with the same po-
tential functions. A more suppressed tensor component
is also obtained in previous work [12] compared with cold
inflation which is another method to distinguish the two
models. Besides, the warm inflation model with appro-
priate dissipative coefficient, like Γ(φ) = Γ2φ
2, dramati-
cally increases the possibility of the occurrence of infla-
tion [13].
Compared with the predictions of cold inflation that
primordial density fluctuations mostly from quantum
fluctuation and thermal bath are only generated at the
end of inflation [14], warm inflation model suggests that
our Universe is hot during the whole inflation when infla-
ton fields couple with the thermal bath and the primary
source of density fluctuations comes from thermal fluc-
tuations [15–17]. The equation of motion for warm infla-
tion can be written as a stochastic Lengevin equation, in
which there is a dissipation term to describe the inflaton
fields coupling with thermal bath and there is also a fluc-
tuation term described by a stochastic noise term [9, 18].
The fundamental principles of warm inflation have been
reviewed recently in Ref. [19].
Besides single-field inflationary scenario, a different
possible way to generate perturbations in agreement with
observations is so-called multi-field inflationary model.
Multi-field inflationary scenarios usually involves several
fields which play a dynamical role during inflation [20–
27]. Previously, two-field inflation with canonical kinetic
term was investigated by decomposing field perturba-
2tions into perturbations parallel to background trajectory
in field space (the adiabatic or curvature perturbation)
and orthogonal to the background trajectory (the isocur-
vature or entropy perturbation) [28]. Recently, such a
model has been successfully generalized to the warm in-
flationary scenario [29].
In previous works, relevant results have been obtained
under noncanonical situation [30–32], but in this paper
we only concentrate on the canonical situation since it
allows analytical expressions. We will continue to focus
on multi-field warm inflation but some areas have been
improved. First, the field perturbations are obtained by
a description of many-dimensional stochastic differential
equations which is equivalent to an integral equation set.
Second, we study the entropy perturbation via stochastic
physical method by which we introduce a symmetric and
non-negative matrix.
The organization of this paper is the following. In
Sec. II, from a phenomenological stochastic differential
equation set which describe the evolution of field per-
turbations, a scale-invariant spectra is derived. Sec. III
is devoted to the study of entropy on both super-horizon
and sub-horizon scale based on which discussions on rele-
vant properties have also been made. Finally, in Sec. IV,
we conclude our work and give some further discussions
about our results.
II. SPECTRA OF MULTI-FIELDS WARM
INFLATION
In warm inflationary scenario, a inflaton Φ(x, t) is com-
posed of a unperturbed background field φ(t) and a per-
turbed field δφ((x), t) which follow the equations
∂2φ
∂t2
+ [3H +Υ]
∂φ
∂t
+ V,φ (φ) = 0, (2.1){ ∂2
∂t2
+ [3H +Υ(φ)]
∂
∂t
− 1
a2
∇2 +
Υφ(φ)φ˙ + Vφφ(φ)
}
δϕ = ξT , (2.2)
where Υ is the dissipation coefficient and ξT is the ther-
mal noise fluctuation. In this paper, we consider only the
case of de Sitter space-time, where a(t) = exp(Ht) and H
is regarded as a constant. According to the fluctuation-
dissipation theorem, dissipation coefficient Υ and fluctu-
ation noise ξT follow the relation
〈ξT (x, t)ξ∗T (x, t′)〉 = 2ΥTa−3δ3(x− x′)δ(t− t′). (2.3)
The Fourier transformation of Eq. (2.3) is
〈ξT (k, t)ξ∗T (k′, t′)〉 = 2(2pi3)ΥTa−3δ3(k− k′)δ(t− t′).
(2.4)
Now extend the single field warm inflationary model
to multi-field condition which is described by a phe-
nomenologically multi-dimensional Langevin equation.
The background fields follow the equations
∂2φ
∂t2
+ [3H +Υφ(φ, χ)]
∂φ
∂t
+ V,φ (φ, χ) = 0,(2.5a)
∂2χ
∂t2
+ [3H +Υχ(φ, χ)]
∂χ
∂t
+ V,χ (φ, χ) = 0,(2.5b)
where V (φ, χ) = V1(φ) + V2(χ) + VI(φ, χ) is potential
function. The perturbed fields follow the Langevin equa-
tions
{ ∂2
∂t2
+ [3H +Υφ]
∂
∂t
+
k2
a2
+Υφ,φφ˙+ V,φφ
}
δφ
+V,φχ δχ+Υφ,χφ˙δχ = ξφ, (2.6a){ ∂2
∂t2
+ [3H +Υχ]
∂
∂t
+
k2
a2
+Υχ,χχ˙+ V,χχ
}
δχ
+V,φχ δφ+Υχ,φχ˙δφ = ξχ.(2.6b)
ξφ and ξχ are Gaussian fluctuating forces which also fol-
low the fluctuation-dissipation relation and ,φ denotes
the partial derivative with respect to φ. To be con-
venient, we remark the symbols as a recognizable way:
the physical symbols concerned with δφ or φ are la-
belled as 1 while δχ or χ are labelled as 2. For ex-
ample, ϕ = δφi = (δφ, δχ)
T ≡ (δφ1, δφ2)T , or φ =
φi = (φ, χ)
T = (φ1, φ2)
T , where operator T represents
a transpose operation. Based on the slow-roll approxi-
mation, write the background fields in Eq. (2.5) as the
form
3H(1 + ri)φ˙i + V,i (φj) = 0, (2.7)
where ri are the ratio between the dissipation coefficients
Υi and Hubble parameter H , i.e. ri ≡ Υi/3H . As gen-
eral, it’s necessary to introduce some parameters to de-
scribe the slow-roll condition in warm inflation
ε =
1
16piG
(V,φ
V
)2
≪ 1, (2.8a)
ηii =
1
8piG
V,ii
V
≪ 1 + ri, (2.8b)
and
βi =
1
8piG
Υi,i V,i
ΥiV
≪ 1 + ri. (2.8c)
The term Υφ,χ φ˙/H
2 is also a parameter much smaller
than the unit but a little differs from slow-roll parameter
βi:
Υφ,χ φ˙
H2
≃ −
Υφ,φ
∂φ
∂χ φ˙
8piGVΥφ(1 + rφ)
Υφ
H
= −3β1r1 tan θ
1 + r1
,(2.9)
where tan θ ≡ φ˙/χ˙ and it will be seen as below that θ
is not an independent variable but a constant relaying
on dissipative coefficients Υi. Define a new variable z ≡
k/aH , thus the partial derivative with respect to cosmic
time is equivalent to
∂
∂t
= −(1− ε)zH ∂
∂z
. (2.10)
With Eqs. (2.8)∼(2.10), the multi-dimensional Langevin
equations (2.6) turn into
3δφ′′1 +
1
z
(
1− 22 + 3r1 − 3ε
2
)
δφ′1 +
(
1 +
3(η1 + β1r1/(1 + r1))
z2
)
δφ1 =
1
z2H2
ξ1 − 3
z2
η˜12δφ2, (2.11a)
δφ′′2 +
1
z
(
1− 22 + 3r2 − 3ε
2
)
δφ′2 +
(
1 +
3(η2 + β2r2/(1 + r2))
z2
)
δφ2 =
1
z2H2
ξ2 − 3
z2
η˜21δφ1, (2.11b)
where η˜12 = η12 − β1r1 tan θ/(1 + r1), η˜21 = η21 −
β2r2 cot θ/(1+r2) and prime
′ denotes the derivative with
respect to z. Now using t = H−1 ln(k/Hz) together with
δ(f(x)) =
∑
{x0}
δ(x− x0)
|f ′(x0)| , (2.12)
where x0 are zero points of f(x), the fluctuation-
dissipation relation of ξi becomes
〈ξi(k, z)ξ∗j (k′, z′)〉 = 2Qij
H4
k3
z4δ3(k− k′)δ(z − z′).
(2.13)
The correlation matrix Qij is symmetric and non-
negative.
Applying Green’s function method [33], the solution of
differential equation (2.11a) is
δφ1(k, z) =
∫ ∞
z
dz′g11(z, z
′)
1
z′2(
H−2ξ1(k, z
′)− 3η˜12δφ2(k, z′)
)
,(2.14)
where
g11(z, z
′) =
zα1
z′α1
1
2/piz′
(
Jν1(z)Yν1(z
′)
−Jν1(z′)Yν1(z)
)
for z′ > z, (2.15)
with
α1 = 3(1 + r1 − ε)/2, (2.16a)
ν1 =
√
α21 −
3β1r1
1 + r1
− 3η11. (2.16b)
A detailed description of solution (2.14) is given in
Ref. [12]. Similarly, the solution of differential equation
(2.11b) is obtained in the same way:
δφ2(k, z) =
∫ ∞
z
dz′g22(z, z
′)
1
z′2(
H−2ξ2(k, z
′)− 3η˜21δφ1(k, z′)
)
.(2.17)
Inserting Eq. (2.17) into Eq. (2.14) leads to a Volterra
integral equation of the second kind for δφ1(k, z)
δφ1(k, z)
=
∫ ∞
z
dz′H−2
[
g˜11(z, z
′)ξ1(k, z
′)− 3η˜12g˜12(z, z′)ξ2(k, z′)
]
−9η˜12η˜21H−2
∫ ∞
z
dz′g˜12(z, z
′)δφ1(k, z
′), (2.18)
where g˜11(z, z
′) = g11(z, z
′)/z′2 and
g˜12(z, z
′) =
∫ z′
z
dz′′g˜11(z, z
′′)g˜22(z
′′, z′). (2.19)
The solution of δφ2(k, z) is an analogue of the formula
above. The analytical solution of integral equation (2.18)
is a chronological exponential form [34, 35], which, how-
ever, may be not helpful to the calculation on power
spectra. Then the spectra could be obtained in a more
straightforward way. Define the autocorrelation matrix
Pij(z, z
′) ≡ 〈δφi(k, z)δφ∗j (k′, z′)〉 and the Green’s Func-
tion matrix
g(z, z′) =
(
g11(z, z
′) −3η˜12g12(z, z′)
−3η˜21g21(z, z′) g22(z, z′)
)
.(2.20)
If consider only second order of η˜ij , the autocorrelation
matrix simplifies to
Pij (z, z) = 〈ξ˜i(k, z)ξ˜∗j (k, z)〉
−18η˜12η˜21H−2
∫ ∞
z
dz′g12(z, z
′)Pij(z, z
′).(2.21)
In the equation above, for convenience, we have intro-
duced a new stochastic variable:
ξ˜i(k, z) =
∫ ∞
z
dz′H−2g˜ij(z, z
′)ξj(k, z
′), (2.22)
with sum on j. Obviously, Eq. (2.21) is another integral
equation. But, fortunately, only when the second order
of η˜ij has a significant impact on the total spectra that
we need to solve this complete equation, for the leading
order of spectra is just the zero order of η˜ij .
With the discussion above, the autocorrelation matrix
is written as
Pij( z ) = P
(0)
ij (z, z) + P
(1)
ij (z, z) +O(η˜2)
= 〈ξ˜i(k, z)ξ˜∗j (k, z)〉+O(η˜2)
= H−4
∫ ∞
z
dz′
∫ ∞
z
dz′′[g˜(z, z′)]ik ×
〈ξk(k, z′)ξ˜∗l (k′, z′′)〉[g˜†(z, z′′)]lj +O(η˜2)
= 2δ3(k− k′)
∫ ∞
z
dz′
∫ ∞
z
dz′′
[g(z, z′)Qg†(z, z′′)]ijδ(z
′ − z′′) +O(η˜2)
= 2δ3(k− k′)
∫ ∞
z
dz′[g(z, z′)Qg†(z, z′)]ij +O(η˜2).
(2.23)
4According to the fluctuation-dissipation relation, the cor-
relation matrix Qij , generally, consists of dissipative co-
efficients Υi in the form of a diagonal matrix. The cor-
relation matrix, as the most general type, exhibits
Q =
(
(2pi)3kBTΥ1 0
0 (2pi)3kBTΥ2
)
, (2.24)
Then, the autocorrelation matrix shows an integral form
P(z) =
6(2pi)3H2
k3
kBT
H
δ3(k− k′)
∫ ∞
z
dz′
(
r1
[
g11
]2
+O(η˜2) −3η˜12
[
r1g11g12 + r2g12g22
]
−3η˜21
[
r1g21g11 + r2g22g21
]
r2
[
g22
]2
+O(η˜2)
)
(z, z′). (2.25)
where we have used a succinct form [gijgjk](z, z
′) to sim-
plify the format of function gij(z, z
′)gjk(z, z
′). Noting
that
∫ ∞
z
dz′[g11g12](z, z
′) =
∫ ∞
z
dz′[g21g11](z, z
′) (2.26)
(the proof is in Appendix A) and autocorrelation matric
P(z) is symmetric, one finds η˜12 = η˜21, which leads to a
specific relation about θ defined in Eq. (2.9):
θ = arctan
√
1 + r1
1 + r2
r2
r1
β2
β1
. (2.27)
The spectra usually tends to scale-invariant at large
scale, i.e., z ≪ 1, or saying at the end of inflation (for
1/aH → 0). Since zαJν(z)→ 0 and zαNν(z) tending to
a constant when z → 0, one can ignore the integration
containing Neumann function Yν(z
′) and needs only to
consider the term [zα]2
∫∞
z
dz′z′2−2αJ2ν (z
′) in the inte-
gration
∫∞
z dz
′[g11]
2(z, z′). On the other hand, the inte-
grand z′2−2αJ2ν (z
′) almost equals to zero except a narrow
peak distributing at z & 1, so one can treat the lower
limit of integral as 0 when z < 1, which is presented
to illustrate the fact that the multi-fields warm inflation
exhibits a scale-invariant spectrum as well. Thus,
∫ ∞
z
dz′z′2−2αJ2ν (z
′)
≃ Γ(α− 1)Γ(ν − α+
3
2 )
2
√
piΓ(α− 12 )Γ(α+ ν − 12 )
≃ Γ(
3
2r1 +
1
2 )
4Γ(32r1 + 1)Γ(3r1 +
5
2 )
. (2.28)
In the equations above, we have used the Schafgeitlin
integral formula for double Bessel functions [36, 37] and
relevant properties of Gamma functions, together with
slow-roll conditions Eqs.(2.8a)∼(2.8c). Introduce a new
function
I (r1) ≡ 16pi
3
2pi2
pi2
4
· 3HkBT [zα1Yν1(z)]2
∣∣
z→0
×
∫ ∞
z
dz′z′2−2αJ2ν (z
′)
≃ 24piH2 kBT
H
23r1r1[Γ(
3
2r1 +
1
2 )]
3
(3r1 + 1)Γ(
3
2r1 + 1)Γ(3r1 +
5
2 )
,(2.29)
where the approximation of Neumann function
Yν(z) ≈ −Γ(ν)
pi
(2
z
)ν
(ν > 0, z → 0+) (2.30)
is applied.
For multi-field inflationary model, the evolution for
double scaler field perturbations could be decomposed
along two directions: one is parallel to trajectory of the
evolution for background fields, which is called adiabatic
or curvature component, another is orthogonal to the tra-
jectory, which corresponds to the entropy or isocurvature
component [28]. The essential idea to describe the adia-
batic field is to introduce the linear combination of per-
turbed fields δφi
δσ ≡ sin θδφ+ cos θδχ = ϕ†θ, (2.31)
where
sin θ ≡ φ˙√
φ˙2 + χ˙2
and θ ≡ (sin θ, cos θ)T . (2.32)
It is obvious why we define the ratio between φ˙ and χ˙ as
a tangent relation in Eq. (2.9).
In order to quantify the spectra, we define the power
spectra of the perturbed fields
〈δφi(k, z)δφj(k′, z)〉 ≡ 2pi
2
k3
Pijδ3(k− k′). (2.33)
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FIG. 1: Power spectra for P
(0)
R which is normalized as(
H
σ˙
)2 ( H
2pi
)2
= 1 and set to kBT/H ≃ 1/8 [38].
The spectra of adiabatic field is written as
Pδσ = P(0)δσ + P(1)δσ +O(η˜2)
=
k3
2pi2
∫
d3k′〈δσ(k, z)δσ(k′, z)〉∣∣
z→0
=
k3
2pi2
∫
d3k′〈ϕ†θθ†ϕ〉
∣∣
z→0
=
k3
2pi2
∫
d3k′tr(θθ†P)
∣∣
z→0
. (2.34)
Inserting Eqs. (2.25), (2.29) and (2.32) into the equation
above, we obtain the i′th order of the spectra
P(0)δσ = I(r1) sin2 θ + I(r2) cos2 θ, (2.35)
and
P(1)δσ = −6 sin θ cos θη˜12 ×∫ ∞
0
dz′
[
r1g11g12 + r2g12g22
]
(z, z′).(2.36)
However, the variable δσ is not physical. The comov-
ing curvature perturbation with spatially flat gauge with
observations is given by [29]
R = H φ˙δφ+ χ˙δχ
φ˙2 + χ˙2
= H
δσ
σ˙
. (2.37)
Finally, we get the spectra of curvature perturbation
PR = k
3
2pi2
〈R(k, z)R∗(k′, z)〉∣∣
z→0
=
(
H
σ˙
)2
Pδσ. (2.38)
The analytical result of P(0)R is plotted in Fig. 1 while the
approximate numerical result of P(1)R is plotted in Fig. 2.
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FIG. 2: Approximate numerical result of Power spectra for
P
(1)
R which is also normalized as
(
H
σ˙
)2 ( H
2pi
)2
= 1 and set to
kBT/H ≃ 1/8.
What needs to be pointed out is that the curvature
perturbation seems independent on the inflation back-
ground, but that’s not the case. In statistical physics, the
perturbation can not be independent of the background
within equilibrium or near equilibrium system. Once a
θ is determined, the trajectory to the evolution of back-
ground fields φ˙ and χ˙ is determined as well. Thus the
background trajectory leads to the unique perturbation
of inflatons δφ and δχ. So there exists a one-to-one map
between background (tan θ) and curvature perturbation
or isocurvature perturbation. In fact, we can also get a
similar result from Eq. (2.27). The ratio between φ˙ and
χ˙ is determined by r1, r2 and alow-roll parameters β1
and β2, which contains the massage of background tra-
jectory. In a word, the curvature perturbation or isocur-
vature perturbation depends uniquely on the background
trajectory.
III. ENTROPY OF MULTI-FIELD WARM
INFLATION
As the previous work in multi-fields inflation, the en-
tropy is defined as a linear combination [28]. But, in this
section, we study the entropy in a statistical physical
method.
Warm inflationary scenario assume the early Universe
is immersed into a thermal bath instead of being cold.
Based on such an assumption, the probe on cosmic mi-
crowave background shows our Universe is almost on
thermal equilibrium state [39]. Thermodynamics shows
the entropy, acquiring a maximum value at complete
equilibrium, represents a quadratic form in the near equi-
librium regime. If the perturbed physical quantities have
a phenomenologically multi-dimensional linear Langevin
6equation representation, the entropy reads [40, 41]:
S(kp, δφi(t))
= S0 +
∂S
∂φi
∣∣∣
δφi=0
δφi +
1
2
∂2S
∂φi∂φj
∣∣∣
δφi,j=0
δφiδφj
= S0 − 1
2
kBδφi(kp, t)Eij(t)δφj(kp, t). (3.1)
In the equations above, S(kp, δφi(t)) denotes the en-
tropy on physical wave-number kp and E denotes en-
tropy matrix in terms of symmetric and non-negative
form. In the following discussion, we will see the entropy
matrix E depends on slow-roll parameters and correla-
tion matrix Q instead of an independent physical vari-
able. The probability of occupying the state δφi(kp, t)
is W (δφi(kp, t))/W0, where W0 denotes full equilibrium.
Using the definition of entropy S = kB lnW (δφi(kp, t)),
the distribution satisfies the Boltzmann-Planck formula:
f(δφi) =
(detE)
1
2
2pi
exp
[
− 1
2
δφi(t)Eij(t)δφj(t)
]
. (3.2)
Based on slow-roll approximation, the second deriva-
tive could be ignored and the multi-dimensional Langevin
equations become
˙δφ1 +
(
1
3(1 + r1)
k2
a2H2
+
η1
1 + r1
− β1r1
(1 + r1)2
)
δφ1 +(
η12
1 + r1
− β1r1 tan θ
(1 + r1)2
)
δφ2 =
ξ1
3(1 + r1)H2
,
(3.3a)
˙δφ2 +
(
1
3(1 + r2)
k2
a2H2
+
η22
1 + r2
− β2r2
(1 + r2)2
)
δφ2 +(
η12
1 + r2
− β2r2 cot θ
(1 + r2)2
)
δφ1 =
ξ2
3(1 + r2)H2
.
(3.3b)
These are just the relations acquired in Eq. (3.1) as linear
stochastic differential equations. To simplify Eq. (3.3),
we introduce a new variable
a(t) = R−1ϕ(t) (3.4)
with
R =
(
1
3(1+r1)
0
0 13(1+r2)
)
, (3.5)
and a new matrix
G =
(
η11
1+r1
− β1r1(1+r1)2
η12
1+r1
− β1r1(1+r1)2 tan θ
η12
1+r2
− β2r2(1+r2)2 cot θ
η22
1+r2
− β2r2(1+r2)2
)
.
(3.6)
Thus, the analytical solution to Eq. (3.3) reads
ai(t) = [e
−Gt]ijaj(0) +
∫ t
0
[e−G(t−s)]ij ξ˜jds
−z2
∫ t
0
[Re−G(t−s)]ijaj(s)ds (3.7)
with z ≡ kp/H = k/aH . The stochastic force ξ˜i ≡
H−2ξi also follows the fluctuation-dissipation relation
〈ξ˜i(t)ξ˜∗j (t′)〉 = 2Qija−3(t)δ(t − t′), and the exponential
map of matrix in Eq. (3.7) represents e−G ≡ exp[−G].
As the discussion in Sec. II, the multi-field warm in-
flation exhibits a scale-invariant spectra on large scale,
which means the autocorrelation matrix of Eq. (2.21) is
invariant with time, or statistic physically speaking, vari-
able a3/2δφi follows a stationary process. Next we will
prove this conclusion via statistic physical method.
A. Entropy on large scale
A large scale condition means that the parameter z
tends to be zero, so the last term in Eq. (3.7) is neglected.
Thus, we simplify it as a tight form:
a˙+Ga = ξ˜. (3.8)
The solution to differential equation (3.8) reads
a(t) = e−Gta(0) +
∫ t
0
e−G(t−s)a(s)ds. (3.9)
The initial states a(0) is determined by the Gaussian
distribution of Eq. (3.2). The two time autocorrelation
matrix χij(t1, t2) is introduced as statistical average on
two perturbed fields at different times, for t1 > t2:
7χij(t1 , t2) ≡ {〈ai(t1)aj(t2)〉}
= [e−Gt1 ]ik[e
−Gt2 ]jl{〈ak(0)al(0)〉}+
∫ t1
0
ds1
∫ t2
0
ds2[e
−G(t1−s1)]ik[e
−G(t2−s2)]jl〈ξ˜k(s1)ξ˜l(s2)〉
= [e−G(t1−t2)]ik[e
−Gt2E˜
−1
(0)e−G
†t2 ]kj + 2[e
−G(t1−t2)]ik
∫ t2
0
ds[e−G(t2−s)Qe−G
†(t2−s)e−3s]kj
= [e−G(t1−t2)]ik[e
−{G,·}†t2E˜
−1
(0)]kj + 2[e
−G(t1−t2)]ik
∫ t2
0
ds[e−{G,·}†(t2−s)Qe−3s]kj , (3.10)
In the equations above, E˜ ≡ RER, 〈· · · 〉 denotes stochas-
tic average and {· · · } denotes the stochastic average on
initial state a(0). The matrix operator {G, ·}† is defined
by
{G,Q}† ≡ GQ+QG†. (3.11)
When applied to double iterated, there exist
{G, ·}2†Q = {G, {G,Q}†}†
= G2M+ 2GMG† +M(G†)2. (3.12)
The identity
e−GtQe−G
†t = e−{G,·}†tQ (3.13)
is also applied in Eq. (3.10). According to the detailed
calculations in Appendix B. Two time autocorrelation
matrix of Eq. (3.10) is finally written as
{〈ai(t1) aj(t2)〉} = [e−G(t1−t2)]ik[e−{M,·}†t2 E˜−1(0)]kj
+[e−G(t1−t2)]ik
[
−2 e−3t
λ−Lˆ
Q+ 2 e
−tLˆ
λ−Lˆ
Q
]
kj
,
(3.14)
with λ = 3 and Lˆ = {G, ·}†. Setting t1 = t2 = t, the
statistical variance matrix of ai(t) reads
{〈ai(t)aj(t)〉}
= E˜−1ij (t) = χij(0)
=
[
e−tLˆE˜−1(0)− 2 e
−3t
λ− LˆQ+ 2
e−tLˆ
λ− LˆQ
]
ij
.(3.15)
The unique solution to Eq. (3.15) is obvious
E˜
−1
(t) = −2 e
−3t
λ− LˆQ = 2
e−3t
Lˆ− λQ, (3.16)
which leads to a relation Eij(t) = a
3(t)Eij(0). When
applying λ = 0, Eq. (3.16) degenerates to Minkowski
condition {G,E−1} = 2Q [35, 42, 43]. Thus, two time
autocorrelation matrix of Eq. (3.10) simplifies to
{〈ai(t1)aj(t2)〉} = 2[e−G(t1−t2)]ik
[
e−3t2
Lˆ− λQ
]
kj
.(3.17)
Obviously, two time autocorrelation matrix χ˜ij(t1−t2) ≡
a3/2(t1)a
3/2(t2){〈ai(t1)aj(t2)〉} exhibits a stationary pro-
cess which means a stationary expectation variance in-
variant with time [44]. In other words , the spectra is time
invariant on super-horizon scale which is self-consistent
with the discussions in Sec. II. Using the conclusions
above, we will get more interesting results on both small
and cross-horizon scale.
B. Small and cross-horizon scale
Turn to the discussion on small and cross-horizon scale.
The parameter z in solution of Eq. (3.7) becomes essen-
tial under this condition, so the last term containing z2
could not be ignored. We are now looking for the exact
analytical solution to Eq. (3.3). Using successive ap-
proximation method [45, 46], the solution to Eq. (3.7)
decomposes into the terms as follow:
a(t) = a0(t)− z2a1(t) + (−z2)2a2(t) + · · · , (3.18)
where
a0(t) = e
−Gta(0) +
∫ t
0
e−G(t−s)ξ˜(s)ds ≡ f(t),(3.19a)
a1(t) =
∫ t
0
ds R e−G(t−s)a0(s), (3.19b)
· · ·
an(t) =
∫ t
0
ds R e−G(t−s)an−1(s). (3.19c)
After a tedious calculation (see Appendix C), we get the
expression of an(t) as
(−z2)nan(t) = −z2R
∫ t
0
ds
(−z2)n−1
(n− 1)! [h(G,R, t− s)]
n−1
×e−G(t−s)f(s), (3.20)
where
h(G,R, t− s) =
∫ t−s
0
ds′e−[G,·]−s
′
R
=
∞∑
n=0
(t− s)n+1
(n+ 1)!
[G, ·]n−R (3.21)
8with [G, ·]−R ≡ GR − RG. Sum on n leads to the
expression
a(t) = f(t)− z2R
∫ t
0
ds e−z
2h(G,R,t−s)e−G(t−s)f(s).
(3.22)
It employs the variance matrix
Ξ(t) ≡ 〈a(t)a†(t)〉. (3.23)
To be convenient on calculation, we decompose matrix Ξ
into three components. The first component reads
Ξ1 ≡ 〈f(t)f†(t)〉 = 2e
−3t
Lˆ− λQ, (3.24)
where we have used the conclusion in Eq. (3.17). The
second is defined as
Ξ2(t)
= 〈(−z2)R
∫ t
0
ds e−z
2h(G,R,t−s)e−G(t−s) f(s) f†(t)〉
= −z2R
∫ t
0
ds e−z
2h(G,R,t−s)e−3s
×e−G(t−s) 1
Lˆ− λQ e
−G†(t−s)
= −z2e−3tR
∫ t
0
ds e3se−z
2h(G,R,s)
×e−Gs 1
Lˆ− λQ e
−G†s. (3.25)
While, the third is
Ξ3(t) = (z
2)2e−3tR
∫ t
0
ds e3se−z
2h(G,R,s)
×e−Gs 1
Lˆ− λQ e
−G†se−z
2[h(G,R,s)]†R. (3.26)
The problems next focus on the integration in Eqs. (3.25)
and (3.26). However, it’s almost impossible to get analyt-
ical results, so the numerical results are given for second
order of perturbed entropy δ2S(t). It employs δ2S(t) as
(sum on i, j)
δ2S(t) = −1
2
kB〈δφi(t)Eij(t)δφj(t)〉
= −1
2
kBtr(E(t)〈ϕϕ†(t)〉)
= −1
2
kBtr(E(t)〈R a(t) a†(t) R〉)
= −1
2
kBtr(E˜(t) Ξ(t)). (3.27)
In Fig. 3, we plot the a three-dimensional picture to
illustrate the relations among second order of perturbed
entropy δ2S(t), dimensionless scaler variable z and di-
mensionless cosmic time t, which shows several inter-
esting properties. The perturbed entropy almost van-
ishes at both extremely large and extremely small scale.
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FIG. 3: The second order of perturbed entropy δ2S(t) as a
function of z and t. We have set the parameters as r1 =
r2 = 0.5, η11/(1+ r1) = 0.08, η22/(1 + r2) = 0.05, η11 = 0.05,
β1 = 0.1 and β1 = 0.05, which leads to matrix G = (0.1733 −
0.0271; −0.0271 0.1167). The correlation matrix Q is in the
form of diagonalization same as the one in Eq. (2.24).
The former is because the perturbations of fields are
freeze-out outside horizon and perturbations no longer
increase, which could be treated as an equilibrium state.
The latter is because of a sufficient interaction inside
horizon, which could be treat as a thermal equilibrium.
While, it could be also found a narrow peak locating at
z = 3
√
1 + r1 approximately. As shown in Eq. (B4), the
value of integrations of Eqs. (3.25) and (3.26) rely on
the norm of matrix z2R +G. If z = z∗ = 3
√
1 + r1, it
means ‖z2R + G‖ = 3, which exhibits a singularity of
the approximate integration
Ξ3(t) = (z
2)2e−3tR
∫ t
0
ds e3se−{z
2h(G,R,s),·}†
×e−{G,·}†s 1
Lˆ− λQ
∝ R
∫ t
0
ds e3se−{(z
2
R+G),·}†s
1
Lˆ− λQ.(3.28)
So z∗ is something like the cross-horizon scale. On the
other hand, another factor that has an obvious effect on
δ2S(t) is the slow-roll parameter η12. Setting η12 > 1
(strong interaction situation), it yields ‖z2R +G‖ > 3
no matter how z changes, which shows such evolving
curves that the shape peak almost vanishes for any z
(see Fig. 5). This effect is owning to the strong inter-
action that leads to a obvious departure from slow-roll
condition, which, in other words, declares slow-roll con-
dition brings to the generations of entropy. The detailed
data also illustrate the increasing of perturbed entropy
δ2S(t) with time t for any z, which follows the second
law of thermodynamics. In Fig. 4, we shows a different
situation for r1 = 1.0, r2 = 0.4. Two peaks generate
at z1 = 3
√
1 + r1 and z2 = 3
√
1 + r2 respectively and a
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FIG. 4: The second order of perturbed entropy δ2S(t) as a
function of z and t. We have set the parameters as r1 = 1.0,
r2 = 0.4, η11/(1 + r1) = 0.08, η22/(1 + r2) = 0.05, η11 =
0.05, β1 = 0.1 and β1 = 0.05, which leads to matrix G =
(0.1650 − 0.0251; −0.0358 0.1194). The correlation matrix
Q is a diagonal form.
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FIG. 5: The second order of perturbed entropy δ2S(t) with
parameters the same as in Fig. 3 except a strong interaction
parameter η12 = 3. The amplitude is much smaller and there
is a oscillation at horizon scale.There is a similar situation
with r1 6= r2.
weak oscillation exists between z1 and z2.
IV. CONCLUSION
In this paper, we have studied the two-field warm in-
flationary scenario with canonical condition described by
a many-dimensional linear stochastic differential equa-
tions for it allows an analytical solution. Based on such
a model, we calculate its power spectrum and entropy.
First, in Sec. II, we have calculated analytically the
power spectra on super-horizon scale. The perturbed
fields is obtained as a form of Volterra integral equation of
the second kind. Thus the power spectrum is written as
a integral equation as well, but we don’t need to solve the
complete equation if only considering the leading order
and the first order of slow-roll parameter η12. Generally,
the variance of curvature perturbation is introduced as
a combination of two perturbed fields whose coefficients
are dependent on the background fields. The symmetry
of spectra for two perturbed fields leads to a relation be-
tween the coefficients and the background fields, or the
evolutions of the background fields rely on the dissipa-
tive coefficients which is distinguished from those in cold
multi-field inflation.
Second, in Sec. III, we have calculated analytically the
entropy of warm multi-fields inflation on super-horizon
scale and sub-horizon scale, as well as cross-horizon scale.
In the previous research, the entropy is defined as a lin-
ear combination of perturbed fields analogous with the
curvature perturbation, but in this paper we introduce it
via a symmetric and non-negative matrix which is called
entropy matrix. This method has been widely studied
in thermodynamics and statistical physics. Similar with
the result in flat space-time, the entropy is not an inde-
pendent parameter but relying on the slow-roll matrix
G and correlation matrix Q which is called dissipative-
fluctuational relation on super-horizon scale. By solv-
ing an integral equation, we obtain analytically the sec-
ond order of perturbed entropy δ2S(t). Then, via nu-
merical analysis, we find several interesting properties of
δ2S(t). The perturbed entropy almost vanishes at both
super-horizon and sub-horizon scale with some appropri-
ate slow-roll parameters. While narrow peaks generates
at specific scale interpreted as cross-horizon scale. In ad-
dition, the increasing of entropy shows the second law of
thermodynamics is followed.
Finally, an extended question, which mentioned at the
beginning of this paper, would be investigated how it will
be if we extend the multi-field warm inflationary scenario
to a noncanonical condition. This question deserves a
further researching.
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Appendix A: Proof to Eq. (2.26)
We can prove this equation in such method below. Set-
ting Lˆ(λ) is a differential operator with parameter λ, the
Green’s functions G1(z, z
′) and G2(z, z
′) satisfy
Lˆz(λ1)G1(z, z
′) = δ(z − z′), (A1)
Lˆz(λ2)G2(z, z
′) = δ(z − z′). (A2)
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Consider these functions:
Lˆz′(λ1)f(z
′) = G2(z
′, z˜), (A3)
Lˆz′(λ2)f
′(z′) = G1(z
′, z˜), (A4)
where z˜ is an arbitrary with z˜ > z′. The solutions to
Eqs. (A3) and (A4) read
f(z′) =
∫ z′
z
dz′′G1(z, z
′′)G2(z
′′, z˜), (A5)
f ′(z′) =
∫ z′
z
dz′′G2(z, z
′′)G1(z
′′, z˜). (A6)
Apply the operator Lˆz′(λ2) on the both sides of Eq. (A3)
and Lˆz′(λ1) on Eq. (A4), then we have
Lˆz(λ2)Lˆz(λ1)f(z) = δ(z − z′), (A7)
Lˆz(λ1)Lˆz(λ2)f
′(z) = δ(z − z′). (A8)
Lˆz′(λ) is a differential operator of the Bessel’s type, there
obviously exist
Lˆz(λ1)Lˆz(λ2)g(z) = Lˆz(λ2)Lˆz(λ1)g(z), (A9)
for any g(x) ∈ C∞((0,+∞)). According to the unique-
ness theorem of the solution, it’s obviously f(z′) = f ′(z′).
Finally set z˜ → z′, thus we prove the formula in Eq.
(2.26):
g12(z, z
′) = g21(z, z
′). (A10)
Appendix B: Proof to Eq. (3.14)
Let’s start from a theorem widely used in functional
analysis and spectral theory of linear operator [47, 48]:
Theorem B.1. Assume linear operator T is a map from
a Banach space X to X itself, if the norm of the operator
‖T ‖ < 1, there exist
1
I − T =
∞∑
n=0
T n. (B1)
The integration in Eq. (3.10) reads
∫ x
0
ds e−(x−s)Lˆe−3s
=
∞∑
n=0
Lˆn
n!
∫ x
0
(s− x)ne−λsds
=
∞∑
n=0
Lˆn
n!
∫ x
0
xn(
s
x
− 1)ne−λsds
=
∞∑
n=0
Lˆn
n!
∫ 1
0
xn+1(s′ − 1)ne−λxs′ds′
=
∞∑
n=0
Lˆn
n!
(−1)n
∫ 0
1
xn+1sne−λx(1−s)(−ds)
=
∞∑
n=0
Lˆn(−1)n
n!
xn+1e−λx
∫ 1
0
sneλsxds
=
∞∑
n=0
e−λx
Lˆn(−1)n
n!
xn+1
n!
(−λx)n+1
×
(
1−
n∑
m=0
(−λx)m
m!
eλx
)
=
∞∑
n=0
− Lˆ
n
λn+1
(e−λx −
n∑
m=0
(−λx)m
m!
)
=
∞∑
n=0
− Lˆ
n
λn+1
∞∑
m=n+1
(−λx)m
m!
=
∞∑
m=1
− (−λx)
m
m!
m−1∑
n=0
(Lˆ)n
λn+1
=
∞∑
m=1
− (−λx)
m
m!
1− ( Lˆλ )m
λ− Lˆ
=
∞∑
m=0
− (−λx)
m
m!
1− ( Lˆλ )m
λ− Lˆ
=
e−xLˆ
λ− Lˆ −
e−λx
λ− Lˆ . (B2)
In the calculations above, we have applied Theorem B.1
and the integration
∫ 1
0
xne−axdx =
n!
an+1
(
1−
n∑
m=0
(−λx)m
m!
eλx
)
. (B3)
In the discussions above, it acquires ‖Lˆ‖ < λ, which, in
fact, is quite easy to get satisfied:
‖Lˆ‖ = sup
E6=0
‖GE+EG†‖
‖E‖ 6
‖G‖‖E+ ‖E‖‖G†‖
‖E‖
= ‖G‖+ ‖G†‖ = 2maxλi < λ = 3, (B4)
where λi are eigenvalues of matrix G.
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Appendix C: Proof to Eq. (3.20)
In this Appendix, we calculate the analytical solution
to integral equation (3.7). Based on successive approxi-
mation, the expression of an(t) in Eq. (3.19) reads
an(t) = R
∫ t
0
dt1e
−G(t−t1)
×
∫ t1
0
dt2Re
−G(t1−t2) · · ·
×
∫ tn−1
0
dtne
−G(tn−1−tn)a0(tn)
= (−z2)R
∫ t
0
dt1
∫ t1
0
dt2 · · ·
×
∫ tn−1
0
dtne
−G(t−t1)ReG(t−t1)e−G(t−t2)
×ReG(t−t2)e−G(t−t3) · · ·
×ReG(t−tn−1)e−G(t−tn)f(tn) (C1)
Note that the integrand is symmetric on ti for 1 6 i < n.
Exchanging order of integration, we have∫ t
0
dt1
∫ t1
0
dt2 · · ·
∫ tn−2
0
dtn−1
∫ tn−1
0
dtn · · ·
=
∫ t
0
dt1 · · ·
∫ tn−3
0
dtn−2
∫ tn−2
0
dtn
∫ tn−2
tn
dtn−1 · · ·
=
∫ t
0
dt1 · · ·
∫ tn−3
0
dtn
∫ tn−3
tn
dtn−2
∫ tn−2
tn
dtn−1 · · ·
=
∫ t
0
dt1 · · ·
∫ tn−3
0
dtn
∫ tn−3
tn
dtn−1
∫ tn−1
tn
dtn−2 · · ·
=
∫ t
0
dt1 · · ·
∫ tn−4
0
dtn
∫ tn−4
tn
dtn−3
×
∫ tn−3
tn
dtn−1
∫ tn−1
tn
dtn−2 · · ·
=
∫ t
0
dt1 · · ·
∫ tn−4
0
dtn
∫ tn−4
tn
dtn−1
×
∫ tn−1
tn
dtn−2
∫ tn−2
tn
dtn−3 · · ·
= · · ·
=
∫ t
0
dtn
∫ t
tn
dtn−1
∫ tn−1
tn
dtn−2 · · ·
∫ t2
tn
dt1 · · · . (C2)
With Eqs. (C1) and (C2), an(t) is simplified to
(−z2)nan(t)
= (−z2)nR
∫ t
0
ds
∫ t
s
dtn−1 · · ·
∫ t2
s
dt1
×
[
e−G(t−t1)ReG(t−t1)
]
· · ·
×
[
e−G(t−tn−1)ReG(t−tn−1)
]
e−G(t−s)f(s)
= (−z2)nR
∫ t
0
ds
∫ t
s
dtn−1
∫ t
s
dtn−2 · · ·
×
∫ t
s
dt1
1
(n− 1)!
[
e−G(t−t1)ReG(t−t1)
]
· · ·
×
[
e−G(t−tn−1)ReG(t−tn−1)
]
e−G(t−s)f(s)
= (−z2)R
∫ t
0
ds
(−z2)n−1
(n− 1)!
×
[∫ t
s
ds′e−G(t−s
′)ReG(t−s
′)
]n−1
e−G(t−s)f(s).
(C3)
Further more
h(G,R, t− s) =
∫ t
s
ds′e−G(t−s
′)ReG(t−s
′)
=
∫ t−s
0
ds′
∞∑
n=0
e[G,·]−s
′
R
=
∞∑
n=0
(t− s)n+1
(n+ 1)!
[G, ·]n−R,
where we have used the relation
eABe−A = e[A,·]−s
′
B
=
∞∑
n=0
(t− s)n+1
(n+ 1)!
[A, ·]n−B
with [G, ·]−R ≡ GR − RG. According to Eq. (3.18),
finally, the solution to Eq. (3.7) is written as
a(t) = f(t)− z2R
∫ t
0
ds
∞∑
n=1
(−z2)n−1
(n− 1)!
×
[∫ t
s
ds′e−G(t−s
′)ReG(t−s
′)
]n−1
e−G(t−s)f(s)
= f(t)− z2R
∫ t
0
e−z
2h(R,G,t−s)e−G(t−s)f(s)ds.
(C4)
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