In this paper, we are concerned with the problem of approximating a solution of an ill-posed biparabolic problem in the abstract setting. In order to overcome the instability of the original problem, we propose a modi ed quasi-boundary value method to construct approximate stable solutions for the original ill-posed boundary value problem. Finally, some other convergence results including some explicit convergence rates are also established under a priori bound assumptions on the exact solution. Moreover, numerical tests are presented to illustrate the accuracy and e ciency of this method.
To our knowledge, the literature devoted to this class of problems is quite scarce, except the papers [1] [2] [3] [4] [5] [6] . The study of this case is caused not only by theoretical interest, but also by practical necessity. In particular, the biparabolic model is used in mathematical modeling to describe specials features of the dynamics of deformable water-saturated porous media during their ltration consolidation subject to applied loads [7] [8] [9] .
It is well-known that the classical heat equation does not accurately describe the conduction of heat [10, 11] . Numerous models have been proposed for better describing this phenomenon. Among them, we can cite the biparabolic model proposed in [12] , the fractional biparabolic model [13] , for a more adequate mathematical description of heat and di usion processes than the classical heat equation. For physical motivation and other models we refer the reader to [14] [15] [16] [17] [18] [19] [20] [21] .
This work is a continuity of the work developed recently by Lakhdari and Boussetila [2] , where the strategy of regularization which will be used is completely di erent that used in [2] . Our new strategy is motivated by the simplicity of the method, as well as the numerical results obtained, which are better compared to those obtained using a variant of an iterative regularization [2] . More precisely, we propose an improved modi ed quasi-boundary-value method with two parameters α > and r ≥ , where the parameter α is introduced to lter the high frequencies, and the second parameter r to include the regularity of the solution of the original problem. The advantage of the multi-parameter regularization is such that it gives more freedom in attaining order optimal accuracy [22] [23] [24] [25] [26] [27] [28] [29] .
The quasi-boundary value method, also called non-local auxiliary boundary condition, introduced and developed by Showalter [30, 31] , is a regularization technique by replacing the nal condition or boundary condition by a nonlocal condition such that the perturbed problem is well-posed.
The main advantage of the quasi-boundary-value method is that it gives a well-posed problem, where the di erential equation has not been changed, only the boundary values have been modi ed. Therefore, we can exploit various numerical methods to approach the problem in question, for arbitrary geometry
where Ω is a sub-set of R n , n ≥ .
This method has been used to solve some ill-posed problems for parabolic, hyperbolic and elliptic equations; for more details, see [22, [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] and the references therein.
Ill-posedness of the problem and a conditional stability result
We point out here some results established in [2] .
Let use consider the following well-posed problem.
where ξ ∈ D(A).
Theorem 2.1 ([2]).
For any ξ ∈ D(A), problem (2) admits an unique solution
given by
Remark 2.2. It is easy to check that
. Ill-posedness of the problem (1) 
In this case,
From this representation we see that u(t) is unstable in [ , T[. This follows from the high-frequency
Remark 2.4.
-In the classical backward parabolic problem
the unique formal solution is given by
where
In this case, the high-frequency θ n (t, λ n ) is equal to e (T−t)λ n and the problem is severely ill-posed.
-In the case of biparabolic model, we have σ n = r n θ n , where
is the relaxation coe cient resulting from the hyperbolic character of the biparabolic model.
and
From this remark, we observe that the degree of ill-posedness in the biparabolic model is relaxed compared to the classical parabolic case.
. Conditional stability estimate
We would like to have estimates of the form
Since the problem of determining u(t) from the knowledge of {u(T) = g, u ′ ( ) = } is ill-posed, an estimate such as the above will not be possible unless we restrict the solution u(t) to certain source set M ⊂ H.
In our model, we will see that we can employ the method of logarithmic convexity to identify this source set:
M ρ = {w(t) ∈ H ∶ w obeys (1) and Aw( ) ≤ ρ < ∞}.
On the basis {φ n } we introduce the Hilbert scale (H s ) s∈R (resp. (E s ) s∈R ) induced by A as follows
We give here a result of conditional stability. The demonstration is given in the paper [2] . 
Moreover, if u(t) ∈ M ρ , then we have the following Hölder continuity
Regularization and error estimates
In this work, we propose a modi ed quasi-boundary value method (MQBVM) to solve the inverse problem 1, i.e., replacing the nal condition u(T) = g with the functional time nonlocal condition,
to form an approximate regularized problem
where r > is a real parameter and α > is the regularization parameter.
Remark 3.1. The case r = , corresponds to the classical quasi-boundary value method.
Denoting by u α (t) the solution of 16. By the separation of variables and the formula (3), we show the wellposedness of (16), and its solution can be expressed by
Theorem 3.2. For all g ∈ D(A) and r > , the approximate problem 16 admits an unique solution u α given by
Moreover, the following inequality holds
Proof. We compute
andH
Our goal here is to prove that
Indeed, we have
Now to estimateH (λ), we proceed as follows Hence, we get sup
If λ ≥ λ * , we can writeH
Putting C = (rT) r , C = r, C = max (C , C ).
• If < r < and < α < , we observe that
Then, for α su ciently small, we have
Therefore,
• If r ≥ and < α < , we have lim
α su ciently small, we have
and thus
From (26) and (27), we obtain the desired estimate:
Theorem 3.3. If u ( ) ∈ H and u( ) ∈ D(A), i.e., u( ) + Au( ) < ∞, then we have
Proof. We have
From this equality we can write
thus we get
We have 
We observe thatF (λ n ) = αλ r n αλ r n +( +Tλ n )e −Tλn ≤ , then we can write
The other quantity can be estimated as follows
It is clear thatF 
Which shows that u α ( ) → u ( ) , as α → .
To complete the proof, it remains to show that
We compute
We have
Tλ n + Tλ n g n < +∞.
For ε > , we choose N > such that
Then, we can write
Tλ N Au ( ) .
If we choose the parameter α such that αλ
Which shows that A (u ( ) − u α ( )) → , as α → .
In conclusion, 
Tλ n λ
where β = α λ θ−r . Now by (23), we conclude that
If θ ≥ , we can write
By virtue of (23), we obtain
Combining (33) and (36), we obtain
where C = λ θ−r and C = λ − + .
We conclude this paper by constructing a family of regularizing operators for the problem 1.
De nition 3.6. A family {R
is called a family of regularizing operators for the problem (1) if for each solution u(t), ≤ t ≤ T of (1) with nal element g, and for any η > , there exists α(η) > , such that
De ne R α (t) = (I + tA) αA r + ( + TA) e −TA − e −tA . It is clear that R α (t) ∈ L(H) (see (19) ). In the following we will show that R α (t) is a family of regularizing operators for the problem 1.
Theorem 3.7.
Under the assumption g ∈ E , the condition (40) holds.
We observe that
Choose α = η r if < r < , and α = √ η if r ≥ , it follows
Now, by Theorem 3.3 we have
uniformly in t. Combining (41) and (42) we obtain
This shows that R α (t) is a family of regularizing operators for the problem 1.
Numerical results
In this section we give a two-dimensional numerical test to show the feasibility and e ciency of the proposed method. Numerical experiments where carried out using MATLAB. We consider the following inverse problem
where f (x) = u(x, ) is the unknown initial condition and u(x, ) = g(x) is the nal condition. It is well known that the operator
is positive, self-adjoint with compact resolvent (A is diagonalizable). The eigenpairs (λ n , φ n ) of A are
In this case, the formula (7) takes the form
In the following, we consider an example which has an exact expression of solutions (u(x, t), f (x)).
is the exact solution of the problem (43) . Consequently, the data function is g(x) = u(x, ) = π e sin(x). By using the central di erence with step length h = 
where A h is the discretisation matrix stemming from the operator A = − d dx : 
Adding a random distributed perturbation (obtained by the Matlab command randn) to each data function, we obtain the vector g δ : 
The discret approximation of (18) takes the form 
Conclusion and discussion
Numerical results are shown in Figures 1-8 and Tables 1-2 . In this paper, we have proposed an improved two-parameter regularization method (MQBVM) to solve an illposed biparabolic problem. The convergence and stability estimates have been obtained under a priori bound assumptions for the exact solution. Finally, some numerical tests show that our proposed regularization method is e ective and stable. According to the numerical tests, we observe the following regularizing e ect: • In the case r = , ε = . and α = .
(resp. r = , ε = . and α = . ), the approximate solution is far from the exact solution. But for the case r = , , , we observe that the solution becomes precise and very near to the exact solution (in particular for r = , ). This shows that our approach has a nice regularizing e ect and gives a better approximation with comparison to the classical QBV-method. 
