Abstract: A geometric method for the design of a minimal-order dynamic feedforward compensator cancelling the minimum-phase invariant zeros of a linear multivariable system, while preserving the properties of controllability, observability, and right invertibility is discussed. The method is illustrated for continuous-time, non-strictly proper systems. Nonetheless, it also applies to strictly-proper systems.
INTRODUCTION
The problem of zero cancellation is a classical problem in system and control theory. However, since the solution is nonunique in general, it lends itself to a number of formulations, with different additional specifications. Hence, it is the object of a wide, also recent, literature. A report on the state of the art of pole-zero cancellation in the middle nineties can be found in Douglas and Athans (1996) . In their contribution, Douglas and Athans also propose a technique for zero cancellation, in square and invertible linear multivariable systems, based on the so-called zero directions. However, their technique does not encompass the case of zeros with multiplicity greater than one.
A comprehensive treatment of the zero displacement problem in terms of transfer function matrices and corresponding realizations is given in Oarȃ and Andrei (2009) , where some previous results from Van Dooren (1990) and from Dym and Nevo (2005) are also embraced and extended. Namely, Oarȃ and Andrei (2009) deals with the problem of cancelling the zeros of a rational matrix function from an arbitrary region of the complex plane, possibly including infinity, by multiplying the original rational matrix function with another rational matrix function which satisfies the condition of being invertible. The original rational matrix fuction may also be improper or polynomial. The solution, nonunique in general, features further properties, like, e.g., having minimum McMillan degree or being Junitary and J-inner, either with respect to the imaginary axis or the unit circle. The approach of Oarȃ and Andrei (2009) is strictly polynomial and exploits a computational procedure aimed at evaluating a specific spectral decomposition of the original system.
A more pragmatic approach to zero cancellation in linear multivariable systems is presented in Wan et al. (2009) . A procedure for the design of a precompensator cancelling finite, possibly multiple, invariant zeros, while preserving stabilizability, right-invertibility, and left-invertibility, is set forth for strictly-proper, continuous-time systems. The procedure, developed in the state space, relies on the use of the special coordinate basis (see, e.g., Saberi and Sannuti (1987) ; Saberi et al. (1995 Saberi et al. ( , 2007 ). The technique presented in Wan et al. (2009) yields a two-stage precompensator whose dynamic order is not necessarily minimum.
In this work, the problem of invariant zero cancellation in linear multivariable systems is tackled in the framework of the geometric approach (see, e.g., Basile and Marro (1992) ). A linear map which is a friend of the maximal output-nulling controlled invariant subspace and three similarity transformations point out a basis matrix of a key subspace and, consequently, the structure of the invariant zeros to be cancelled, in terms of an observable pair of matrices. Those matrices will respectively define the system matrix and the output distribution matrix of the feedforward compensator, which, therefore, turns out to have the minimal dynamic order. Since the structure of the invariant zeros to be cancelled is captured by the pair of matrices mentioned above, their order of multiplicity is taken into account implicitly. The geometric method applies to linear time-invariant systems with direct feedthrough terms, which are those explicitly referred to, and also to strictly-proper systems as a special case: i.e., the maximal output-nulling controlled invariant subspace and the minimal input-containing conditioned invariant subspace reduce to the maximal controlled invariant subspace contained in the null space of the output and the minimal conditioned invariant subspace containing the image of the input, respectively. The geometric method maintains the basic properties of the original system, like controllability, observability, and right-invertibility, in the resulting cascaded system. The emphasis is placed on right-invertibility, since zero cancellation is herein considered in the context of control. Nevertheless, if the focus is on reconstruction, a filter to be connected in cascade with the original system can be obtained with duality arguments as in Marro and Zattoni (2010) .
GEOMETRIC APPROACH BACKGROUND
The continuous-time linear time-invariant systeṁ
is considered, where t ∈ R is the time variable and x ∈ X = R n , u ∈ R p , y ∈ R q , with p ≤ n and q ≤ n, are the state, the input, the output, respectively. A, B, C, D are constant real matrices of appropriate dimensions. B D and [ C D ] are full-rank matrices. Geometric objects extensively used in this work are B, the image of B, C, the kernel of C, min J (A, B) , the minimal A-invariant subspace containing B, max J (A, C), the maximal A-invariant subspace contained in C, V * = max V (A, B, C, D) , the maximal output-nulling controlled invariant subspace of (1), (2), S * = min S (A, B, C, D) , the minimal input-containing conditioned invariant subspace of (1), (2), R V * = V * ∩ S * , the controllability subspace on V * . The following geometric properties are extensively used in this work. A subspace V ⊆ X is an output-nulling controlled invariant subspace of (1), (2) if and only if at least one linear map F exists, such that (A + BF )V ⊆ V and V ⊆ ker (C + DF ). A subspace S ⊆ X is an input-containing conditioned invariant subspace of (1), (2) and V * ⊆ ker (C + DF ), then (A + BF )R V * ⊆ R V * and R V * ⊆ ker (C + DF ) hold with the same F . The spectrum of (A + BF )| R V * is assignable. The spectrum of (A + BF )| V * /R V * is fixed. The spetrum of (A + BF )| V * /R V * is also known as the set of the internal unassignable eigenvalues of V * or, equivalently, as the set of the invariant zeros of (1), (2), and is also denoted by Z (A, B, C, D) . With a slight abuse of terminology, the invariant zeros of (1), (2) lying in C − are called the minimum-phase invariant zeros of (1), (2) and their set is denoted by Z MP (A, B, C, D) . Similarly, the invariant zeros of (1), (2) lying in C + are called the nonminimum-phase invariant zeros of (1), (2) and their set is denoted by Z NMP (A, B, C, D) . The set of the invariant zeros of (1), (2) lying in C 0 is denoted by Z 0 (A, B, C, D) . Further crucial notions are those of rightinvertibility and left-invertibility of a system. A geometric condition equivalent to the property of system (1), (2) of being right invertible is V * + S * = X . A geometric condition equivalent to the property of system (1), (2) of being left invertible is V * ∩ S * = {0}.
PROBLEM STATEMENT
Let system (1), (2) satisfy the following assumptions:
is the controllable subspace of (A, B); A 2. observability: i.e., Q = {0}, where
is the unobservable subspace of (A, C); A 3. right-invertibility: i.e., V * + S * = X , where
C, D) and S * = min S(A, B, C, D).
Assumptions A 1 and A 2 guarantee that the state-space representation (1), (2) is minimal. Assumption A 3 is required in many control problems, like, e.g., reference tracking. Hence, it should not be affected by zero cancellation.
The aim of this work is to provide a geometric procedure for the synthesis of a feedforward compensator, ruled bẏ
such that the cascade of (3), (4) and the original system (1), (2) be represented by a system likė
satisfying the following conditions: C 1. controllability: i.e., R e = X e , where R e = min J (A e , B e ) is the controllable subspace of (A e , B e ) and X e is the state space of (5), (6) 
In other words, from the input-output point of view, the feedforward compensator is required to cancel the minimum-phase invariant zeros of the original system while maintaining right invertibility. The procedure described in the following can also be refined so as to enable cancellation of any subset of the set of the minimum-phase invariant zeros.
SYNTHESIS OF THE MINIMAL-ORDER FEEDFORWARD COMPENSATOR: DEFINITION OF THE KEY SUBSPACE
In this section, Lemmas 1-4 and Theorem 5 are aimed at pointing out the key subspace, denoted by V * S , for the synthesis of the precompensator. Corollary 6 relates the subspace to properly defined matrices, to be used in the state-space representation of the precompensator. The proofs of the lemmas are merely technical, hence they will be omitted for the sake of brevity. Lemma 1. Consider system (1), (2). Let Assumption A 3 hold. Let the linear map F be such that (A + BF )V * ⊆ V * and V * ⊆ ker(C + DF ). Perform the similarity transfor-
Remark 2. The set of the internal eigenvalues of R V * is equal to the set of the eigenvalues of A 11 : i.e., σ((A + BF )| R V * ) = σ(A 11 ). The set of the internal unassignable eigenvalues of V * , or, equivalently, the set of the invariant zeros of system (1), (2), is equal to the set of the eigenvalues of A 22 : i.e., σ((
Refer to (7), (8) and perform the simi-
, and T 2 = X In 2 O , with X denoting the solution of the Sylvester equation
Refer to the linear map A 22 introduced in Lemma 1. Let J S be the maximal A 22 -invariant subspace such that
0 . These subspaces will be used in the following statement. Lemma 4. Consider system (1), (2). Let Assumption A 3 hold. Let the linear map F be such that ( (10), (11) and perform the similarity transformation
with
A more detailed representation of A F and C F , necessary to state the next theorem, is 
Refer to (15), (16) and let the subspace V * S be consistently defined by
S is an output-nulling controlled invariant subspace of (1), (2); (ii) the set of the internal eigenvalues of V * S is equal to the set of the minimum-phase invariant zeros of (1), (2) (A, B, C, D) .
Proof. Proposition (i): Equation
2 Corollary 6. Consider system (1), (2). Let Assumption A 3 hold. Let the linear map F be such that ( 
hold with W = A 22S and L = F V * S . Proof. Owing to (7), (8), (10)- (13) and the definitions of T and V * S , the following relations hold: (18) and (19) can also be written asT
Therefore, one gets (20) and (21) 
SYNTHESIS OF THE MINIMAL-ORDER FEEDFORWARD COMPENSATOR: PROPERTIES OF THE CASCADED SYSTEM
It is henceforth understood that Assumption A 3 and the conditions on F hold even though they are not explicitly mentioned. Let the feedforward compensator be defined by (3), (4) with
Then, the cascade of the feedforward compensator (3), (4), with (22), (23), and the original system (1), (2) is ruled bẏ
Theorem 8, that follows, introduces an IO equivalent representation of the cascade (24), (25), with (26), (27) . Lemma 7 sets the basis for the similarity transformation used to prove Theorem 8.
Lemma 7. Consider system (24), (25), with (26), (27). Let
Then, (i) J is an A c -invariant subspace; (ii) J c is an A cinvariant subspace; (iii) J ⊕ J c = X c , where ⊕ stands for the direct sum of subspaces and X c denotes the state space of (24), (25).
Proof. Proposition (i) is implied by
A c J = JA, which holds by virtue of (26) and (28). Proposition (ii) is implied by A c J c = J c A f , which holds by virtue of (26) and (29), in light of (20), (22), and (23). Proposition (iii) follows from the comparison of the respective basis matrices J and J c of J and J c , defined by (28) and (29). 2 Theorem 8. Consider system (5), (6). Let
Then, system (5), (6) with (30), (31) is an IO-equivalent representation of (24), (25) with (26), (27): i.e., the controllable and observable subsystem of (5), (6) is the same of (24), (25). (28) and (29), respectively. Owing to Proposition (iii) of Lemma 7, T c is square and nonsingular. Let the similarity transformation T c be applied to (24), (25) with (26), (27). In the new coordinates, the matrices of the quadruple become
Proof. Let T c = [J J c ], where J and J c are defined by
where (20), (21), (22), and (23) have been taken into account. Then, one gets the quadruple (A e , B e , C e , D e ), defined by (30), (31), from the quadruple (A c , B c , C c , D c ) , defined by (32)- (33), by dropping the subsystem described by the triple (A f , I, O) , which is unobservable. This implies that (5), (6), with (30), (31), is an IO-equivalent representation of (24), (25), with (26), (27) . 2 The following statements concern the connections between some properties of the original system (1), (2) and the corresponding properties of the cascade (5), (6), with (30), (31). Definitions (30), (31) imply that (5), (6) satisfies Condition C 1 if Assumption A 1 on (1), (2) holds. Similarly, Definitions (30), (31) imply that (5), (6) satisfies Condition C 2 if Assumption A 2 holds. Therefore, (5), (6), with (30), (31) is in minimal form if the original system is in minimal form. As to right-invertibility and invariant zeros, a slightly more involved reasoning is required. Theorem 11 will show that (5), (6) satisfies Condition C 3 if Assumption A 3 holds. Moreover, Theorem 13 will show that the (5), (6) satisfies Condition C 4. In order to prove Theorems 11 and 13, a comparison between the basic subspaces of the original system and those of the cascade is necessary. This is carried out in Lemmas 9, 10, and 12, with an extensive use of the geometric tools surveyed in Appendix A. Lemma 9. Consider system (1), (2) and system (5), (6) 
S ⊆V * by construction. Therefore, the thesis follows from the equation above and Proposition 16.
2 Lemma 10. Consider system (1), (2) and system (5), (6) 
Hence, by applying Algorithm 2 to the extended triple (Â e ,B e ,Ĉ e ) and taking into account Proposition 17, 
S , which imply the thesis. 2 Theorem 13. Consider system (1), (2) and system (5), (6), with (30), (31). Let Z NMP (A, B, C, D) be the set of the nonminimum-phase invariant zeros of (1), (2). Let Z 0 (A, B, C, D) be the set of the invariant zeros of (1), (2) lying on C 0 . Let Z(A e , B e , C e , D e ) be the set of the invariant zeros of (5) (A, B, C, D) ∪ Z 0 (A, B, C, D ) and is independent of F e . Let F be such
) and is independent of F . Therefore, the thesis follows from the comparison of the equations above, in light of (30), (31), Lemma 9, and Lemma 12.
2
The arguments developed so far have shown a geometric procedure for designing a feedforward compensator that cancels all the minimum-phase invariant zeros of the original system while preserving controllability, observability, and right-invertibility. It is worth noting that the compensator has the minimal order, since the system matrix exactly replicates the dynamics of the minimum-phase invariant zeros. The following remark draws attention to flexibility of the geometric method. Remark 14. A slight modification of the procedure leads to a feedforward compensator cancelling a subset of the minimum-phase zeros of the original system -even only one zero with its multiplicity. The similarity trasformation T , considered in Lemma 4, must be defined in such a way that matrix A 22 turns out to be in Jordan form. Then, the definition of the key subspace V * S , given in Theorem 5, must be modified so that the basis matrix V * S have an identity matrix that selects the Jordan blocks of A 22 corresponding to the minimum-phase zeros to be cancelled. Still, V * S is an output-nulling controlled invariant subspace of (1), (2) and Corollary 6 points out the structure of the minimum-phase invariant zeros to be cancelled. Remark 15. The dynamic system for zero cancellation can alternatively be derived in the form of a filter to be connected in cascade of the original system, by means of simple duality arguments. In that case, the property of the original system which is preserved, along with controllability and observability, is left-invertibility.
CONCLUSION
A geometric method for the synthesis of a minimalorder feedforward compensator that cancels the minimumphase invariant zeros of a (possibly non-strictly-proper) linear multivariable system, while preserving controllability, observability, and right-invertibility, was discussed. A slight modification of the procedure aimed at obtaining a feedforward compensator cancelling only a subset of the minimum-phase invariant zeros was suggested. The derivation of a dynamic system that cancels the minimumphase invariant zeros while maintaining left-invertibility by means of duality arguments was mentioned. Proof. The zero matrix inV * is due to Algorithm 1 and the structure ofĈ. Moreover, (Â,B)-controlled invariance ofV * is equivalent to the existence of a linear mapF such that (Â +BF )V * ⊆V * , which, in turn, is equivalent to the existence of matricesF , X such that (A.7) Equations (A.6), (A.7) are equivalent to the existence of a linear map F such that (A + BF )V * ⊆ V * and V * ⊆ ker (C+DF ), which, in turn is equivalent to V * being an output-nulling controlled invariant subspace of (1), (2). In addition, V * is the maximal output-nulling controlled invariant subspace of (1), (2), as is proved by contradiction with the following arguments. Let V * = im V * be an output-nulling controlled invariant subspace of (1) 
