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ABSTRACT 
INVESTIGATIONS OF VARIABLE IMPORTANCE MEASURES 
WITHIN RANDOM FORESTS 
By 
Andrew C. Merrill, Master of Science 
UTAH STATE UNIVERSITY, 2009 
Major Professor: Dr. D. Richard Cutler 
Department: Statistics 
Random Forests (RF) (Breiman 2001; Breiman and Cutler 2004) is a completely nonparametric 
statistical learning procedure that may be used for regression analysis and. A feature of RF that 
is drawing a lot of attention is the novel algorithm that is used to evaluate the relative 
importance of the predictor/explanatory variables. Other machine learning algorithms for 
regression and classification, such as support vector machines and artificial neural networks 
(Hastie et al. 2009), exhibit high predictive accuracy but provide little insight into predictive 
power of individual variables. In contrast, the permutation algorithm of RF has already 
established a track record for identification of important predictors (Huang et al. 2005; Cutler et 
al. 2007; Archer and Kimes 2008). Recently, however, some authors (Nicodemus and Shugart 
2007; Strobl et al. 2007, 2008) have shown that the presence of categorical variables with many 
categories (Strobl et al. 2007) or high colinearity give unduly large variable importance using 
the standard RF permutation algorithm (Strobl et al. 2008). This work creates simulations from 
multiple linear regression models with small numbers of variables to understand the issues 
raised by Strobl et al. (2008) regarding shortcomings of the original RF variable importance 
algorithm and the alternatives implemented in conditional forests (Strobl et al. 2008). In 




Random Forests (RF) (Breiman 2001; Breiman and Cutler 2004) is a statistical learning 
procedure that may be used for regression analysis and classification in situations in which 
there are large numbers of potentially highly collinear explanatory variables and complex 
interactions among the explanatory variables. Random Forests is a fully non-parametric 
procedure so it does not require that the data meet stringent distributional assumptions that 
parametric statistical procedures do. This makes RF appealing to data analysts in fields in which 
data are often highly skewed and contaminated, and rarely anything close to normal in 
distribution. Random Forests is already widely used in a number of fields, including the analysis 
of microarray data (Diaz-Uriarte and de Andres 2006; Diaz-Uriarte 2007; Archer and Kimes 
2008), oncology (Cutler et al. 2008), predicting heart failure etiology using gene expression 
profiles (Huang et al. 2005), and ecology (Carlisle et al. 2009; Lawler et al. 2009; Ode et al. 
2009), and seems to be gaining popularity rapidly . 
In addition to predictive accuracy, one feature of RF that is drawing a lot of attention is 
the novel algorithm that is used to evaluate the relative importance of the 
predictor/explanatory variables (Cutler and Breiman 2004). Other machine learning algorithms 
for regression and classification, such as support vector machines and artificial neural networks 
(Hastie et al. 2009), exhibit high predictive accuracy but provide little insight into predictive 
power of individual variables. In the situation of having many more predictor variables than 
observations, traditional parametric methods fail or, at best, require significant preprocessing 
of the predictor variables to reduce the dimension of the predictor space. In contrast, the 
permutation algorithm of RF may be applied "off the shelf" and has already established a track 
record for identification of important predictors (Huang et al. 2005; Cutler et al. 2007; Archer 
and Kimes 2008). Recently, however, some authors (Nicodemus and Shugart 2007; Strobl et al. 
2007, 2008) have identified situations in which the RF variable importance algorithm does not 
work so well due to, for example, the presence of categorical variables with many categories 
(Strobl et al. 2007) or because of correlations among the predictor variables (Strobl et al. 2008). 
Strobl et al. (2007, 2008) proposed a modification to the RF algorithm that they called 
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conditional forests or cForests to address the problems in the original algorithm . The purpose 
of the research reported here is to understand how the variable importance measures in RF are 
affected by model changes and by the selection of user defined parameters for the RF 
algorithm. As the primary model for our investigations we have chosen to use simulations from 
multiple linear regression models with small numbers of variables. We have taken this 
approach in part because regression is very well understood compared to classification, and in 
part because we wanted to understand the issues raised by Strobl et al. (2008} regarding 
shortcomings of the original RF variable importance algorithm and the alternatives 
implemented in cForest, with which the Strobl et al. (2008} paper uses regression models as its 
basis. To evaluate one aspect of the dependence of RF variable importance values on user 
defined parameters we also include one small application dataset from ecology. 
2. Methods 
We begin by describing regression trees, then RF, and then the RF permutation variable 
importance algorithms. 
2.1. Regression Trees 
Classification and regression trees work by recursive binary partitioning of the data, using 
the predictor variables, into increasingly homogeneous groups with respect to the response 
variable as measured by residual sum of squares . The homogeneous regions defined by the 
predictor variables are called nodes. The value of a regression tree at a specific node is the 
average of the response variable values for observations in that node. Thus, regression trees 
are piecewise constant over subregions of the data space defined by the nodes. 
At each step in fitting a regression tree, an optimization is carried out to select a node, a 
predictor variable, and a cut-off (for a numeric variable) or group of codes (for a categorical 
variable) that result in the most homogeneous subgroups for the data, as measured by the 
residual sum of squares (Breiman et al. 1984}. The splitting process continues until further 
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subdivision no longer reduces the residual sum of squares. Such a regression tree is said to be 
fully grown, and the final regions are called terminal nodes. Often there is a terminal node for 
each distinct combination of values of the predictor variables. The lower branches of a fully 
grown classification tree model sampling error, so algorithms for pruning the lower branches on 
the basis of crossvalidation error have been developed (Breiman et al. 2004). A typical pruned 
regression tree has 3-12 terminal nodes, although the exact number of terminal nodes in a 
tree depends on a variety of factors including the size of the dataset. 
2.2. Random Forests 
As the name suggests, a random forest is a collection of regression or classification 
trees. RF fits many trees to a dataset, and then combines the predictions from all the trees in 
order to obtain more accurate predictions . The algorithm for RF regression is as follows 
(Breiman 2001; Breiman and Cutler 2004): 
1. Many bootstrap samples (that is, samples of the same size as the original dataset but 
drawn with replacement) are drawn from the data. Because a bootstrap sample is 
drawn with replacement, each observation can occur 0, 1, 2, 3 or more times in the 
sample. In a typical bootstrap sample, approximately 63% of the original observations 
occur at least once. Observations in the original data set that do not occur in a 
bootstrap sample are called out-of-bag observations. In the implementation of RF used 
in our analyses the default number of bootstrap samples is 500 . 
2. A regression tree is fit to each bootstrap sample, but at each node, only a subset of 
randomly selected variables is available for the binary partitioning. In the 
implementation of RF that we used, the default value for the proportion of variables 
available for splitting at each node is 1/3. 
3. The trees are fully grown and each is used to predict the out -of-bag observations for 
that bootstrap sample/classification tree. 
4. The predicted value for an observation is the average of the out-of-bag predictions for 
that observation. By using only the out-of-bag predictions in computing a predicted 
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value for an observation, RF avoids overfitting and the predictions from RF are 
comparable to crossvalidated predicted values from other regression procedures. 
Random forests is a variation on the idea of bootstrap aggregating or "bagging" 
{Breiman 1996}. Random forests is an ensemble method {Hathorn 2005; Hastie et al. 2009} 
because it combines the information from many regressions. Other examples of ensemble 
methods in the literature are adabost (Freund and Shapire 1996, 1997}, gradient boosting 
machines (Friedman 2001, 2002}, and the nearest neighbor ensemble method of Steele (2000}. 
The heuristic argument for ensemble methods is that if one starts with a method that has low 
bias but high variability, and then averages over many bootstrap samples, one can expect that 
the variability will be reduced without increasing the bias. The formal justification of bagging 
may be found in Breiman (1996}. 
2.3 Variable Importance in Random Forests 
Variable importance is calculated in two ways in RF. The first method, which is the 
primary subject of this report, works as follows. For a given bootstrap sample and its fitted 
tree, each out-of-bag observation has a predicted value and the squared difference of the true 
response variable value and the prediction contributed to the overall residual sum of squares. 
To evaluate the importance of a particular variable, the values on that variable for the out-of-
bag observations are randomly permuted, new predictions made using the fitted tree, and new 
contribution to the residual sum of squares computed. The difference of these two residual 
sum of squares contributions is computed, then averaged over all bootstrap samples for which 
the observation is out-of-bag, and then averaged over all observations. The average-average 
difference is then standardized by a standard error. Following Liaw and Wiener (2002} we refer 
to this as %1ncMSE, even though it is not, technically, a percentage. The idea behind this 
variable importance measure is that if the variable is an important predictor of the response 
then permuting the values of that variable should lead to a sharp increase in residual sum of 
squares, but if the variable is unimportant to the prediction of the response variable, then 
permuting its values should have little effect on the predictions and hence the residual sum of 
squares. 
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The second measure in variable importance is the decrease in residual sum of squares at a node 
by splitting on the variable of interest, averaged over all nodes in which the variable is split and 
over all trees. This measure is analogous to residual sum of squares based methods for 
multiple linear regression and is applicable for all tree-based methods, including adaboost and 
gradient boosting machines (Hastie et al. 2009}. Again, following Liaw and Wiener (2002}, we 
refer to this variable importance measure as Node purity . 
2.4. Conditional Forests 
Conditional Forests regression is based on the same algorithm as RF for prediction but 
uses a slight variation for computing variable importance measures. Strobl et al. (2008) argue 
that variables that are highly correlated are given unduly high variable importance using the 
standard RF permutation algorithm. (Forests uses the following algorithm to evaluate variable 
importance . Variables to condition on are selected based on empirical correlations greater 
than 0.2. Cut points in the regression trees due to variables to be conditioned on are replaced 
with a bisection of the sample space created by their removal. Within this new grid , the out -of-
bag values for the variable of interest are permuted and then an increase in the residual mean 
squared error is computed . For additional details of the conditional forests algorithm, see 
Strobl et al. (2007, 2008} . 
2.5 . Simulation Study Outline 
This work will look at between model variation, within model variation, accuracy and 
stability of variable importance measures resulting from ordinary least squares, random forests, 
and conditional forests . Between model variation will be measured by the change in variable 
importance measures across model parameters . Specifically changes due to correlated 
variables, error magnitude, type of error, and sample size. Within model variation will consist 
of changes due to user defined parameters within random forests and cforests. Namely, 
changes in the number of trees generated in the forest and the number of randomly selected 
variables to try to split at each node. Stability measures will be based on the rank of the 
variable importance measures from each method . The proportion of times that a specific 
variable was ranked the same across replicates will be used as a gauge of stability. Rank 
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accuracy will be considered in the simulations. It will be measured by the proportion of time 
the variable of interest was given the true rank according to the model design . 
2.6. Simulation Study Design 
We conducted a large simulation study in order to evaluate the effects discussed in 2.5. 
We used the same linear model with three error structures in the simulations . The first error 
structure we used was normal errors with standard deviations 1 and 10. The purpose of using 
the two standard deviations is to see if there are differences between "high noise" and "low 
noise" situations. The second error structure we used was a student's t-distribution with 2 
degrees of freedom. The t2 distribution is a long -tailed distribution for which the variance does 
not exist. We would expect second moment based methods, such as ordinary least squares, to 
fail with this error distribution, and perhaps RF too, because the loss function used in RF is 
residual sum of squares. The third error distribution we used was the Cauchy distribution 
which is, in some senses, the most extreme distribution one could use and for which even the 
mean does not exist. 
Model 1: 
y = µ + 1x1 + Sx2 + 10x 3 + 1x4 + Sx5 + 10x 6 + 1x 7 + Sx8 + 10x 9 + E 
where E~N(0, O"), O" E {1,10} 
Model 2: 
y = µ + 1x1 + Sx2 + 10x 3 + 1x4 + Sx5 + 10x 6 + 1x 7 + Sx8 + 10x 9 + KE 
where E~t 2 , KE {1,10} 
Model 3: 
y = µ + 1x1 + Sx2 + 10x 3 + 1x4 + Sx5 + 10x 6 + 1x 7 + Sx8 + 10x 9 + KE 
where E~Cauchy(0,1), KE {1,10} 
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In order to understand the findings of Strobl et al. (2008) and evaluate the effects of 
collinearity on RF variable importance, the nine predictor variables are formed into three 
groups of three variables. Each group of predictor variables is statistically independent of the 
other groups. Within the first group of predictors, the three predictors were also independent 
of each other. Within the second group the pairs of predictors had correlation 0.45, and in the 
third group of predictors had pairwise correlations of 0.90. Individually the predictors were 
unit normal so the nine predictors jointly are multivariate normal with mean O and covariance 
matrix 
------------------------
1.00 0 0 0 0 0 0 0 0 
0 1.00 0 0 0 0 0 0 0 
: 
0 0 1.00 0 0 0 0 0 0 
------------------------,-------------------------, 
0 0 0 1.00 0.45 0.45 0 0 0 
0 0 0 0.45 1.00 0.45 0 0 0 
: 
0 0 0 0.45 0.45 1.00 0 0 0 
'------------------•••••••L---•••--------•••••••••• 
0 0 0 0 0 0 1.00 0.90 0.90 
0 0 0 0 0 0 : 0.90 1.00 0.90 
: 
0 0 0 0 0 0 0.90 0.90 1.00 
-------------------------
From each error distribution and scale factor (1 and 10), and for each of the sample sizes N = 
50, 100, and 400, fifty samples were generated. These samples were used to illustrate 
between-sample variability . RF was applied to each sample with combinations of ntree = 
SO, 100,400, 1600 and mtry = 1, 3, 5, 7. 
In order to characterize within-sample variability, one sample of 100 observations is 
taken from each model. RF is then applied to each of these samples 50 times for the same 
combinations of ntree and mtry. 
Both within-sample and between-sample variability were viewed by looking at the 
change in the numerical value of the variable importance measure resulting from each 
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algorithm. Stability was measured by the variability in the rank of the measures. This is 
represented by a 9x9 matrix TT9 x 9 where each element rri,j is the proportion of the cases in 
which variable i is given rank j. As a measure of rank accuracy the matrix TT9 x 9 is then 
multiplied by distance matrix Li9x 9 which is represented as follows. 
0 -1 - 2 0 -1-2 0 -1- 2 
0 -1 - 2 0 -1- 2 0 -1- 2 
0 -1 - 2 0 -1- 2 0 -1- 2 
1 0 -1 1 0-1 1 0 -1 
Li = 1 0 -1 1 0-1 1 0 -1 
1 0 -1 1 0-1 1 0 -1 
2 1 0 2 1 0 2 1 0 
2 1 0 2 1 0 2 1 0 
2 1 0 2 1 0 2 1 0 
Each element on the resulting matrix R9 x9 = TTL\ is a penalized measure of rank 
accuracy. To understand this measure better a case study follows. Suppose Variable 1 is given 
a rank of one 45% of the time, a rank of two 35% of the time, a rank of three 10% of the time, a 
rank of five 7.5% of the time, and a rank of seven 2.5% of the time. Thus ni=l = ( .45, .35, .1, 
0, .075, 0, .025, 0,0). The penalization occurs when multiplying ni=l by the first column of /1. 
By simulation design, variable one can be correctly ranked as 15\ 2nd , or 3rd . A rank of 4th , 5th , or 
6th will incur a penalty of +1 since the variable has been ranked one term higher that the truth. 
The penalty is larger as the distance between the true rank of the covariate and the rank of the 
variable importance measure of interest increases. To increase interpretability negative 
elements are used in Li to show whether the algorithm over or under ranked the importance 
measure . In the case study above the resulting penalized values are Ki=l = ni=l/1 = (.125, -
0.875, -1.875, 0.125, -0.875, -1.875, 0.125, -0.875 , -1.875). The first value K11 is of the most use 
in this paper. It gives the proportion of the times Variable 1 is not ranked as first, second, or 
third with increased penalty for rankings above 7. Comparing the diagonal elements of two 
penalized rank accuracy matrices (R) produced by separate algorithms serves as an accuracy 
comparison method between the algorithms. Values closer to O represent less error in the rank 
of the variable importance measures. 
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2.7. Application 
In addition to the simulations described in section 2. 7, a real dataset was used to 
illustrate some of the issues related to variable importance. The data set was collected in seven 
national forests and adjoining BLM lands in Oregon and southern Washington between 1993 and 2003 
in connection with a larger survey of lichens for the purposes of monitoring air quality in the Pacific 
Northwest (Geiser 2004). The data were collected at Current Vegetation Survey (CVS) sites on a 
randomly started 5.4 km grid that covers all public lands in the Pacific Northwest . The air quality (AQ) 
dataset contains observations from 840 CVS sites. Variables in the data set used in our analyses are 
listed and described in Table 1. Aspect is a circular variable . Values of 1 and 359 are both very close to 
due north, yet are very different in value. To treat this problem we applied the trigonometric 
transformation of Roberts and Cooper (1989) to Aspect. The transformed values lie between O and 1, 
with O being 30 degrees west of south and the values for 30 degrees north of west and 30 degrees south 
of east being 0.5. 
Table 1: Names and Descriptions of predictor variables used in air quality dataset, 
Variable Type Variable Name Variable Description Units 
Bioclimatic TempAve Monthly average temperature D( 
TempDiff Average Winter - Summer DC 
temperature difference 
VapPressAve Monthly average vapor pressure Pa 
RelHumidAve Monthly average relative humidity % 
PrecipAve Average Monthly Precipitation cm 
PrecipDiff Average Winter - Summer cm 
difference in precipitation 
Topographical Elevation Elevation m 
Slope Percent Slope % 
TransAspect Transformed Aspect Ratio 
Vegetation ACONIF Age of the dominant conifer Years 
PlotAge Age of the 5 largest trees on the plot. Years 
9 
Dbh8 Average diameter at breast height for 
8 trees closest to center of plot. 
Table 2 gives the pairwise correlations among the explanatory variables. As expected, 
the bioclimatic variables are highly correlated . The topographical features have smaller 
correlation values and the vegetation variables have little correlation with other covariates. 
Table 2: Pairwise correlations among predictor variables for air quality data 
ACONIF Slope Elevation Prec i p Ave PrecipDiff RelHumidAve 
ACONIF 1.00 0. 07 0 .13 -0 02 -0 07 -0. 06 
Slope 0.07 1.00 -0 15 0 . 25 0.20 0.24 
Elevation 0.13 -0 15 1.00 -0 18 -0 23 -0.36 
PrecipAve -0 02 0.25 -0 18 1.00 0.97 0.79 
PrecipDiff -0 07 0.20 -0 23 0.97 1. 00 0.81 
Rel Humid.Ave -0 06 0.24 -0 36 0 . 79 0 . 81 1.00 
TempAve -0 11 0 .11 -0 91 -0 12 -0.10 0.01 
TempDiff -0 09 0.20 -0 57 0.38 0.42 0.56 
VapPressAve -0 10 0.08 -0 87 -0 22 -0.20 -0 09 
TransAspect -0 04 -0 03 0.06 -0 05 -0. 04 -0 04 
PlotAge 0.92 0.04 0 .18 -0 02 -0.08 -0 06 
Variable importance measures were 
calculated using random forests to get an initial 
estimate on the possible grouping and order of 
covariates . This is shown in Figure 2.7.a. These 
values come from a forest with 5000 trees using 
the default value for mtry {the number of 
variables divided by 3). This initial screening 
suggests that the most important variable in 
determining the average diameter at breast 
height is plot age followed closely by the age of 
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Figure 2.7.a 





























the dominant conifer within that plot. Note that these two vegetation parameters are highly 
correlated with each other but not with other explanatory variables (Table 2). Next we have a 
combination of the bioclimatic variables which are also highly correlated, interspersed with the 
topographic features of elevation and slope, which exhibit mild correlation with the bioclimatic 
variables. The remaining topographical feature, transformed aspect ratio, has very little 
correlation to all other covariates and is given a very small %1ncMSE. The selection of the three 
or four variables with highest variable importance in RF coincides with what one would expect: 
all other things being equal, older trees tend to be larger and tree size decreases with elevation 
which, in turn, is highly correlated with temperature. 
To view within-sample and between sample stability of RF variable importance, 50 
bootstrap samples were drawn from the AQ data set. Ordinary least squares regression, RF, 
and cForests were applied to each bootstrap sample. Between-sample variability was 
measured by looking at variability in variable importance values across the 50 bootstrap 
samples. Within-sample variability in variable importance measures was evaluated by 
repeatedly applying RF to the same bootstrap sample of the original data (also 50 times) . In 
both cases we also evaluated the effect of the number of trees in the random forest, ntree, 
and the number of variables available for splitting at each node, mtry) . We fit RF to all 50 
bootstrap samples and to the same bootstrap sample 50 times, for all combinations of 
ntree E {SO, 100,400, 1600} and mtry E {2, 3, 4, 5} . 
2.8. Computer Software 
All analyses for this report were carried out in the R statistical package (R Core 
Development Team 2008). We used the R package randomForest (Liaw and Wiener 2002) to 
fit RF in all cases. Two user defined parameters in this implementation of RF are mtry, the 
number of variables that are available to be split on at each node, and ntree, the number of 
bootstrap samples generated and fit by trees. The default value of mtry is the integer value of 
1/3 of the total number of predictor variables to be used, and the default value of ntree is 500. 
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3. Results 
Because there are so many factors that are being varied in our simulations we have 
elected to present the results graphically, in most cases using boxplots . Rank Accuracy is 
examined by looking at lines plots of change in the diagonal elements of the K matrix (discussed 
in 2.6) versus user defined parameters . Stability across parameters of interest is considered by 
maximum proportion across the rows of the stability matrix n (also discussed in 2.6}. In the 
case of the simulation where the true beta values represent 3 clusters (/Ji, /34 , {37 = 
1; /32, /35, /38 = 5; /33, /36 , /39 = 10) the stability is measured by the proportion of times the 
variable of interest was within each cluster. For all plots and comparison each parameter is 
varied through the selected values discussed in 2.6 and 2.8 while holding all other parameters 
constant. 
3.1. Between Model Parameters 
Between model replicates were produced by taking 50 samples from the models in 2.6. 
The parameters explored in this section are sample size, scale of the error term, and error 
distribution. Specific values are shown below : 
3.1.1. Effect of Sample Size 
NE [SO, 100 ,40 0} 
rJ E [l,10} 
Error Types E [Normal(0,1), t 2 , Cauchy} 
How sample size affects importance measures is often of interest . This is evident in 
power calculations where the statistician makes a decision a priori regarding how many 
subjects should be sampled to enable a clear distinction between groups of interest. Here no 
specific power calculations are used since this paper is looking at variable importance measures 
and not specific outcomes. Instead, presented is a visual look at how accuracy, variability and 
stability are changed with regard to sample size. 
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Figure 3.1.1.a shows how the coefficient estimates (/J) from the OLS procedure applied 
to Model 1 with a = 1 are affected by changes in sample size. As expected, when the sample 
size N increases, the variability in the coefficient estimates decreases . This would correspond 
to the greater rank accuracy and cluster stability as seen in figures 3.1.1.b and 3.1.1.c. Also 
evident in figure 3.1.1.a is the increase in the coefficient variability among the correlated 
coefficients in the model. This increased variability corresponds with the lower cluster stability 
displayed in figure 3.1.1.c. For ordinary least squares, larger sample sizes exhibit more stable 
and accurate variable importance measures. 
Figure 3.1.1.a 
OLS Beta Hat Values vs Sample Size 
s<...,-- - --------------------------------~ 
• N = 50 
• N = 100 
• N=400 
--~ ' : 
~ 0 :-~ .... i ~ 
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variables (.45) to those with high correlation (0.9) there isn't an overall increase of the variable 
importance (Vimp) value, as seen when between correlation O and .45. Rather there is an 
averaging out of the importance over the highly correlated variables. Correlation also affects 
the variability of the importance value. Similar to OLS (figure 3.1.1.a) an overall increase in the 
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Comparing figures 3.1.1 .g and 3.1.1.j we see differences between the variable 
importance measures of node purity and %1ncMSE. Node purity measures are more susceptible 
to sample size. Larger samples produce larger values and larger variability within those values . 
%1ncMSE measures show smaller variability as the sample size increases and less susceptibility 
to changes in sample size for f3 coefficients of 1 and 5. Although when the magnitude of the 
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Figure 3.1 .1.I 
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As with %IncMSE, Node purity values increase in stability as sample size increases but 
there is little difference in the rank accuracy with larger samples . Mildly correlated variables 
seem to benefit most from increased sample size but it seems to come with some expense to 
the non-correlated variables . This suggests that large data sets (400 observations} offer no 
great advantage to small data sets (SO observations} in terms of RF rank accuracy . 
Conditional forests variable importance measures with the same parameterization as 
used by RF above are shown in figure 3.1.1.m. This plot is almost identical to that produced by 
random forests %IncMSE. The collinear variables may show some slight penalty but there is still 
higher importance placed on correlated values . In this case conditioning on correlated values 
does not seem to yield a significant difference in variable importance measures. (Forests 
exhibits the same accuracy and stability patterns in relation to sample size as seen in the 
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As expected, when looking at each method of variable importance, correlated variables 
affect both accuracy and stability. Increasing the sample size creates more stable measures in 
each method, especially the mildly correlated variables. Sample size does not seem to be an 
important factor for tree based methods when evaluating rank accuracy. There are some slight 
improvements among correlated variables gained from larger sample sizes but not as much as 
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seen in the beta-hat estimates where there is clear improvement in accuracy with sample size 
increase. 
3.1.2. Effect of Error Magnitude 
One of the reasons tree based methods are becoming more popular is their non-
parametric design. There are no underlying model assumptions that need to be met as in OLS 
regression. It is expected that as more noise is entered into a statistical model the worse that 
model will perform and the less valuable the variable importance measures becomes. The 
purpose of this section is to explore the magnitude of that effect on variable importance 
measures. This is done by comparing each choice of error magnitude a E {1,10} in Model 1 
across variable importance algorithms . 
Figure 3.1.2a clearly illustrates the effect of increased model noise on the beta-hat 
values produced by OLS. The variability of the beta-hat values drastically increases with the 
magnitude of the error. This directly corresponds with a decrease in accuracy and stability as 
shown in figures 3.1.2.b and 3.1.2.c. 
Figure 3.1.2.a 
OLS Beta Hat Values vs Error Magnitude 
0 
~ I: Error= 1 I 0 Error= 10 
" -· --· "T. 0 
8 -I 
~ -- --0 ...... -- ~1 
~ 
I I I I I I 
10 10 10 10 10 10 10 10 10 
P1 = l P2 = s p3 = 10 P. = l Ps = s p6 = 10 P1 = l Pa= s p9 = 10 
Uncorrelated (0) Mildly Correlated {.45) Highly Correlated (.9) 
- 1-0 
- - 5-0 
· · . • 10-0 
-1-M 
- - 5-M 
···· 10-M 
-1- H 
- - 5-H 
10-H 
Figure 3.1.2 .b 
Beta Hat Accuracy Measure 
----
··-~=""""""""" 



















Beta Hat Max Proportion 

















' ' ' ' 
8 10 
This increased variability inversely affects the t-statistics (figure 3.1.2.d). High error 
rates produce low t-statistics and increased correlation reduces the overall magnitude of this 
relationship. Because of this additional noise, rank and stability are also increased (figures 
3.1.2.e and 3.1.2.f). These changes in OLS variable importance measures due to increased error 
magnitude are exactly as expected. Increased variability and less power are caused by 
additional noise in the model. 
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Figure 3.1.2.d 
OLS t-Statistics Values vs Error Magn itude 
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The suite of tree based variable importance measures did not show changes as extreme 
as those seen in OLS. Change in error magnitude had little to no effect on Random Forests' 
%1ncMSE and conditional forests variable importance measures (figures 3.1.2 .g and 3.1.2 .m). 
Random Forests node purity values (figure 3.1.2.j) changed slightly with the increase in error 
but not with the same magnitude as OLS measures . 
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Also unchanged with error magnitude was the accuracy of the rank of the variable 
importance values. Figures 3.1.2.h, 3.1.2.k, and 3.1.2.n show no visual evidence of significant 
change in rank accuracy due to error magnitude. Stability of Random Forest and cForest 
variable importance measure seems to decrease slightly as error magnitude increases , but 
there is a major difference when comparing the tree-based methods (figure 3.1.2.i, 3.1.2.1 and 
3.1.2.o) with OLS measures (figure 3.1.2.c and 3.1.2.f). 
Figure 3.1.2.g 
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There is no evidence given here that suggests one tree -based algorithm has more 
stability or rank accuracy over change in error than any other. Each seems to fluctuate in a 
similar manner. This section does provide visual evidence that tree based variable importance 
measures are less susceptible to changes in error magnitude than ordinary least squares 
estimates . 
3.1.3. Effect of Error Type 
Classification trees are known to be robust to outliers . Although Random Forests are 
based on classification trees for predictive purposes they are not completely unaffected by 
outliers. Random Forests regression uses group means when selecting cut points and thus may 
not be robust to multiple extreme observations . This section is designed to compare resistance 
of variable importance measures to outliers. Normal, t 2, and Cauchy distributed error terms 
were considered as shown in Model 1, Model 2, and Model 3. The t 2 distribution was chose for 
its lack of finite variance and the Cauchy was chosen for its lack of finite mean . Each algorithm 
was applied to each model with the same replicate structure as mentioned in 3.1. 
As the distribution becomes increasingly long tailed the variability of the OLS beta-hat 
values increases . The large difference seen in normally distributed errors and errors from the 
Cauchy distribution seen in figure 3.1.3.a are anticipated. Since the presence of extreme 
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outliers in the Cauchy distribution dominates the mean, any estimate is bound to have a large 
amount of variability . This large amount of variability also negatively impacts the accuracy and 
stability ofthe importance measure {figures 3.1.3.b and 3.1.3 .c}. 
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Similar to the error magnitude changes as discussed in 3.1.2 the presence of outliers 
increases the variability in the OLS importance measures, beta-hat and t-statistics. Increased 
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Figure 3.1.3.d 
variability causes less t-statistic power (figure 3.1.3 .d) affecting the rank accuracy and stability 
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Random Forests variable importance measures do not exhibit the same robustness 
against error magnitude change in the presence of outliers as seen in 3.1.2 . Comparing errors 
distributed normally with those sampled from the Cauchy distributions there is a large 
difference in variation . RF variable importance values show huge inflation under Cauchy 
distributed errors (figures 3.1.3.g and 3.1.3 .j) . It is interesting to note that although the 
variability in the values increases tremendously it seems to have little impact on the rank 
accuracy (figures 3.1.3 .h. and 3.1.3.k) and only a slight decrease in stability (figures 3.1.3.i and 
3.1.3.I). This suggests that although the values of variable importance vary greatly the ordering 
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Figure 3.1.3.k 
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Initial inspection of figure 3.1.3.m suggests that conditional forests is failing to work 
with Cauchy Distributed errors . The magnitude of the variable importance measures created by 
the cForest algorithm drastically decreases but they are still present and logically ordered. A 
closer look at the importance values produced with Cauchy errors is shown in figure 3.1.3.p. 
Notice that similar to Random Forests, the rank accuracy (figure 3.1.3 .n) shows little change 
across error types . There is a decrease in stability due to imposed Cauchy error but again not as 
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Again we see visual evidence that those variable importance measures from RF 
structures show flexibility to error type. Although the value of the measures produced by the 
different error models show significant differences the interior relationships among variables 
stays relatively unchanged . Thus the rank is preserved and stability and rank accuracy show 
little change. 
3.2 . Within Model Parameters 
Within model replicates were produced by selecting a sample of 100 observations once 
from Model 1 with a = l. Random forests and conditional forests were then repeatedly 
applied to this sample , 50 times, and variable importance calculations for each user defined 
parameter combination were collected . Parameters were assigned from the following sets. 
ntree E {50,100,400 ,1600} mtry E {1,3,5,7} 
Increases in these parameters result in large increases in run times for both the RF and 
cForest algorthim. Thus a parsimonious solution is preferred . This is substantially so for the 
cForest algorithm since it also tries to condition on correlated values . 
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One of the complaints of the random forest algorithm is its dependence on these 
parameters. The purpose of this section is to gain an understanding of what affect each 
parameter has on stability and rank accuracy of variable importance values. 
3.2.1. Effect of Number of Trees 
The number of trees in the random forest has been shown to have an effect on 
predictive accuracy. Although it has been argued that in some cases of predictive analysis as 
few as 50 trees will still give an accurate prediction. Initial belief is that for variable importance 
measures it is necessary to have a large number of trees (1000} to obtain the desired stability 
and rank accuracy . Because RF is computationally intensive, large values of ntree significantly 
increase the run time especially with large sample sizes or many explanatory variables. This 
section is designed to explore the effect of increasing the number of trees on the stability and 
accuracy of the variable importance measures. 
Figure 3.2.1.a shows the effect of the number of trees in the random forest on the 
%1ncMSE variable importance measure. Increasing the number of trees decreases the 
variability of the importance value while the mean stays relatively unchanged. This implies that 
as the number of trees increases so would the stability of the measures . This relationship is 
evident in figure 3.2.1.c. Notice that this same relationship does not exist for rank accuracy . 
Figure 3.2.1.b displays little change in rank accuracy as the number of trees in the forest 
increases. In terms of the simulation model chosen in this work this means that variables are 
settling into an established rank but that rank does not necessarily have the correct clustering. 
Also noteworthy is the fact that in figure 3.2.1.c highly correlated variables required more trees 
to become stable . This may suggest that the number of trees chosen for optimal stability may 
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Node purity and cForest measures of variable importance exhibited the same behavior 
as %1ncMSE (figures 3.2.1.d-i). Increasing the number of trees created by the random forest 
increases stability but has little effect on the rank of the importance values . If empirical 
correlation is high, a larger value of ntree may be required to gain stability among those 
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variables . %IncMSE exhibited the most stability and ability to quiet down correlated variables . 
This is seen when comparing figures 3.2.1 .c to 3.2.1.f and 3.2.1.i. 
3.2.2 Effect of Mtry 
Mtry is a user defined parameter that sets the number of predictors to be explored at 
each node . Mtry variables are randomly selected and an optimal split that maximizes the node 
purity is found within those variables . Brieman 2006 has also suggested that this value may 
need to be increased in the presence of colinearity . Again it is important to find a parsimonious 
solution since large values of mtry substantially increase the run time of the random forest and 
cforest algorithm. 
Figure 3.2.2.a shows that the variability of %incMSE is not changed in reiation to the 
choice of mtry. Values of mtry shift the means of the distributions . For model coefficients of 
1 and 5 larger values of mtry lowers the importance value . For the model coefficient of 10 the 
variable importance is increased with larger values of mtry. This work has no explanation for 
this change based on the magnitude of the coefficient . Further work will need to be done to 
understand the phenomena better. Figures 3.2.2.a and 3.2.2.b demonstrate that 1 is not a very 
stable or accurate value for mtry. This is reasonable since restricting the random forest 
algorithm to select only one variable at each split seems extreme. After a mtry value of 3 






• miry= 1 
• miry= 3 
• miry= 5 
• miry= 7 
; 
/31 = l /32 = 5 /33 = 10 
- 1-0 
- - 5-0 
10-0 
- 1-M 
- - 5-M 
Uncorrelated (0) 
Figure 3.2 .2.b 
¾lncMSE Accuracy Measure 
Figure 3.2.2.a 
RF ¾lncMSE Values vs Mtry 
~ ' : ~ • 
~ 0 
/34 = 1 /35 = 5 /36 = 10 



















f • . 11: _;_ 
' ~ 
/37 = 1 /38 = 5 /39 = 10 
Highly Correlated (.9) 
Figure 3.2 .2.c 
¾lncMSE Max Proportion 
- 1-0 
- - 5-0 .. . 10-0 
- 1-M 
- - 5-M 
10-M 
- 1-H 




Regrettably the value of mtry for node purity values and cforests reveals little more 
about the selection of this parameter . Node purity and cforest importance values show the 
same pattern that is seen with %1ncMSE {figures 3.2.2 .d and 3.2.2.g). Although this is not the 
case when comparing stability between %1ncMSE versus node purity and cForests values . 
There are substantial differences in figures 3.2.2.c, 3.2.2.f, and 3.2.2 .i. In these cases stability 
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sporadically changes with different values of mtry. It is of interest that these change s with 
larger values of mtry achieved greater rank accuracy as exhibited in figures 3.2.2.e and 3.2.2.h. 




























• miry::: 1 
• mlry= 3 
• mlry=5 
• miry= 7 
0 • 0 • o ++ 
Figure 3.2.2.d 
RF Node Impur ity Values VS Mtry 




/31 = 1 /32 = 5 /33 = 10 /34 = 1 /35 = 5 /36 = 10 
Uncorrelated (0) 
Figure 3.2.2.e 
Node Impurity Accuracy Measure 
- 1-0 
- - 5-0 
10-0 
- 1-M 
- - 5-M 
















/37 = 1 /J8 = 5 /39 = 10 
Highly Correlated (.9) 
Figure 3.2.2.f 




- - 5-0 
10-0 
-1 -IA 








• mtry= 1 
• miry = 3 
• mtry=5 
• mlry= 7 
/31 = l /32 = 5 /33 = 10 
- 10 
- - 5-0 
10-0 
- 1-M 
- - 5-M 
Uncorrelated (0) 
Figure 3.2.2.h 
cForest Accuracy Measure 
Figure 3.2.2.g 





/34 = 1 /35 = 5 /36 = 10 















0 ' ' •~ __:_ 
__:_ -' -'I-
~ -
/37 = l /38 = 5 /39 = 10 
Highly Correlated (.9) 
Figure 3.2.2 .i 
cForest Max Proportio n 
Miry 
\ 
- \ 1-0 
- - 5;0 
.•.. 1~0 
- 1-1) 
- - 5-M\ 
10-M 
- 1-H 
- - 5-H 
· · · 10-H 
To try and ascertain a better understanding of the parameter mtry, stability and 
accuracy measures were applied to 50 samples taken from Model 1 while varying the value of 
mtry as before. The results of this process are shown in figures 3.2 .2.j and 3.2.2 .k. Here it is 
evident that for %1ncMSE measures of variable importance larger mtry values slightly increase 
rank accuracy but have no marked effect on stability. 
41 
Figure 3.2 .2.j 
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Mtry seems to exhibit case specific behavior. An additional exploration of its value will 
be considered in the application portion of this paper (section 3.3). Further research will need 
to be performed to better understand the effect of restricting the number of variables to try at 
each node on variable importance measures. 
3.2.3. Algorithm Comparison 
Of interest in this work is how the variable importance measures of %1ncMSE, Node 
purity, and cForest compare to one another. Figures 3.2.3.a and 3.2 .3.b give rank accuracy and 
stability measures of %1ncMSE, Node purity, and cForest. These values were obtained from 50 
random forest runs on model 1 with parameters ntree = 400 and mtry = 3. OLS beta hat 
accuracy and stability measures are also included for reference . 
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Figure 3.2.3.a 
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Based on the simulated data sets there is little difference between these tree based 
variable importance measures. Each make the same errors in rank and each show similar 
patterns of stability. Correlated variables are more commonly incorrectly ranked and unstable 
in each method . 
3.3. Air Quality Application 
The Air Quality {AQ) contains 840 observations with three groups of correlated variables 
as discussed in 2.7. Vegetation, bioclimatic , and topographical features are all pairwise 
correlated at different levels {table 2). 
Distributions of the ordinary least squares regression coefficients estimates {/J) and t-
statistics are shown in figures 3.3.a and 3.3.b. It is important to note that the /J values were 
obtained by scaling the data. This is necessary to ensure that the scale of the observations does 
not dominate the magnitude of the coefficients . 
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Figure 3.3.a 
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These plots in addition to the random forest variable importance plot (figure 2.8.a) give 
a preliminary analysis of variable importance for this data. Note that the vegetation factors are 
given significant importance in both cases. These are followed by some assemblage of the 
topographical and bioclimatic features. 
Here, as in the simulated data set, the OLS regression outcomes of S values and t-
statistics will be compared with tree based variable importance measured created by Random 
Forests and Conditional Forests. Between sample variation will be evaluated by considering the 
differences between separate bootstrap samples as discussed in 2.7. Within sample variation 
will be explored by repeatedly applying the algorithms of interest to a single bootstrap sample. 
Because in this application we cannot vary correlation, sample size, error magnitude, or type of 
error, only the user defined parameters will be permuted . 
3.3.1. Effect of the Number of Trees 
Figure 3.3.1.a shows the between bootstrap samples variation of %IncMSE measures 
aggregated over number of tree levels. Notice this is different than what was explored 
previously. All images of the effect of tree size were considered by repeated random forest 
runs on a single sample. The variation in the importance values remains constant between 
bootstrap samples, but as seen in Figure 3.3.1.b, decreases when applied to a single bootstrap 
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sample. This implies that as the number of trees increases a more stable measure of variable 
importance is given for a single sample. This is also illustrated by comparing the between 
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Figure 3.3 .1.d 
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Notice that the vegetation variables were consistently given the highest rank and thus 
had perfect stability (Figures 3.3.1.c-d). The mixture of bioclimatic and topographical factors 
had greater instability, but in the case of the single bootstrap sample, as the number of trees 
increased the stability increased. 
Node purity measures exhibited a similar pattern to that of %IncMSE (figure 3.3 .1.e and 
3.3.1.f). Although there seemed to a greater instability among all variables both between 
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Conditional forests also produced very similar variable importance measures as RF 
(figures 3.3.1.i and 3.3.1.j). Which is interesting since the two highest ranked variables {ACONIF 
and Plot Age) have an emperical correlation of 0.92. In the single bootstrap sample case cforest 
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Overall it appears that changes in the number of trees in the forest increases stability 
within a single sample . The consistency of variability between bootstrap samples gives 
evidence that this stability is not due to outside effects. 
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3.3.2. Effects of Mtry 
Plots of variability and stability changes due to mtry are included as figures 3.3.2.a-.l. 
Once again there are no clear results from the application of mtry . At times importance 
increases at others it decreases. Stability measure reflect no change when looking at multiple 
samples. Within a single sample the pattern of stability seems happenstance and 
unpredictable . Here again is an example of where more information is needed to understand 
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3.3.3. Algorithm Comparison 
5 0 
Again it is of interest to compare the stability of variable importance measures across 
algorithms. For the AQ data random forests' %1ncMSE variable importance measure is more 
stable on almost every variable than beta hat values, t-statistics, node purity measures, and 
conditional forests importance values . This is shown in figure 3.3.3a. These values were 
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obtained from 50 replicates between bootstrap samples with tree based parameters 
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This study was designed to be an exploration of the effect of correlated variables, 
between -sample parameters , and user defined within -sample parameters on variable 
importance measures in random forests . The variable importance measures explored in this 
paper were %1ncMSE and Increase in Node Purity . These were compared to OLS variable 
importance estimates of P and t-statistics and Conditional Forests variable importance 
measures . The findings of this work can be outlined by 6 main subsections . 
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1. Effects of Correlation among Predictor Variables 
The importance of correlated predictor variables was exaggerated in all variable 
importance algorithms . Highly collinear covariates were often misclassified (in terms of 
importance rank) and had the most instability. Larger sample sizes helped every 
algorithm stabilize the importance values for collinear variables by some degree. 
Stability for tree-based variable importance measures also increased as the number of 
trees used in the model increased. Stability did not imply rank accuracy. Correlated 
variables were often given increased rank in Random Forest measures. In highly 
correlated cases %1ncMSE measures seemed to average out the variable importance 
value. Conditional forests did not seem to improve this phenomenon . The number of 
variables selected for each node split was a factor in increasing the rank accuracy of the 
importance measure when looking at highly correlated variables but did not necessarily 
improve overall rank accuracy of the model. 
2. Effects of Sample Size 
Increased sample size improved the stability of the variable importance values, 
especially those of correlated predictor variables. It is not as large of a factor in tree-
based approaches as it is in OLS. RF and cForest measures remained relatively 
unchanged in rank accuracy as sample sizes increased. 
3. Effects of error distribution and scale 
Tree based variable importance measures exhibited more resistance to error 
changes than seen in ordinary least squares. Even though Cauchy errors created 
extremely different importance values the rank relationship between variables was 
preserved. This resulted in stability and rank accuracy plots that showed very little 
change across error type and magnitude . 
4. Effects of the Number of Trees ( ntree) 
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Variable importance stability increases and the number of trees grown in the 
forest increases . This is due to the decrease in variability of the importance measures 
with large amounts of trees. Although stability increases, rank accuracy shows little 
dependence on the number of trees. 
5. Effect of the number of variables selected at each node (mtry). 
Mtry seemed to have the largest effect on the rank ordering of the predictor 
variables. Larger values of mtry showed greater rank accuracy among the correlated 
variables. Though there were no large changes in overall rank accuracy. This suggests 
that collinear values were correctly ranked at the cost of incorrectly ranking other 
variables . No reliable pattern emerged to assess an optimal value ofmtry . 
6. Algorithm Comparison 
Random Forests' %1ncMSE variable importance exhibited greater rank stability when 
applied to the AQ data set. In the simulated data there were no noticeable differences 
between the performances of the tree-based methods . Run time is a large factor when 
choosing between these algorithms . Conditional Forests had the largest run time 
followed by Random Forests %1ncMSE and then RF Node purity measures . Run time 
differences between these algorithms were significantly different. Tree based variable 
importance measures showed indifference to error type, magnitude, and sample size. 
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