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Definición
¿Qué es un sistema de QA? 
Sistemas de QA 
? QA: question answering o búsqueda de 
trespues as.
? A partir de un una consulta expresada en 
lengua natural, un sistema QA debe devolver 
la propia respuesta.
? No un documento que sea relevante (RI)
Sistemas de QA 
? Entrada del sistema QA:
? Una necesidad de información concreta formulada 
en la lengua natural del usuario.
A dif i d RI l b l?  erenc a e : no pa a ras c ave.
? A diferencia de EI: no plantillas.
d f d l ú d? A i erencia e consu tas a BD: ning n tipo e 
lenguaje formal o sintaxis artificial.
Sistemas de QA 
? Salida del sistema QA:
? La respuesta es una cadena que está ya contenida 
en una amplia colección textual (corpus) o 
multimeidal.
? La respuesta no es generada: se parte de la idea de 
que la respuesta está formulada perfectamente en       
algún documento.
? Procesos básicos: localización y extracción.   
? Ámbito de la Recuperación y Extracción Información.
Sistemas de QA 
? A diferencia de RI, los sistemas QA utilizan de 
f i t té i d PLNorma crec en e cn cas e .
? A diferencia de los sistemas de IR convencionales, 
tili té i bá i t t dí tique u zan cn cas s camen e es a s cas.
? Necesidad de analizar y procesar en profundidad el 
contenido de la pregunta y de los textos       .
? La Recuperación de la información 
(I f ti R t i l IR)n orma on e r eva , 
? Un sistema de IR tiene por misión devolver, dada 
lt l t d i luna consu a p an ea a por un usuar o, os 
documentos más relevantes de acuerdo a la 
consulta.
? Los documentos pueden pertenecer a una 
colección o biblioteca digital o ser localizados por        
algún buscador de Internet.
Arquitectura
Arquitectura QA 
La mayoría de los sistemas de QA se 
organizan en 4 subtareas
T t i t d l tra am en o e a pregun a
IR de los documentos relevantes
Segmentación en pasajes
Extracción de la respuesta. 
Arquitectura QA 
Tratamiento de la pregunta Términos relevantes 
Tipo de pregunta
Foco
IR de los documentos
relevantes
...
Documentos relevantes
Segmentación en pasajes y
 
    
ranking Pasajes relevantes
Extracción de la respuesta Respuesta
Tratamiento de la pregunta 
• Transformación de la cadena de la pregunta en una 
Información a obtener:
representación más útil para localizar la respuesta
  
• Clase de la pregunta: qué, quién, dónde, cuándo, 
etc.
• Clase de la respuesta a obtener: objeto, persona, 
lugar, definición, etc.  
• Términos relevantes para efectuar la consulta al 
sistema de IR
• Contexto semántico de la respuesta (clase 
semántica)
Tratamiento de la pregunta 
• Técnicas empleadas:
• técnicas rudimentarias 
• bag of words
• stemming o lematización
• eliminación de stopwords
• NLP
áli i i tá ti fi i l l t• an s s s n c co, super c a  o comp e o
• Gramáticas regulares o incontextuales (CFG)
• Gramáticas de dependencias
• chunkers ligados por relaciones sintácticas
• obtención de representaciones semántica (lógica, 
roles semánticos, etc.)
Tratamiento de la pregunta 
• Sistemas de clasificación de la pregunta     
• clasificación simple en un conjunto (pequeño) de 
clases (Who, Where, ...) 
t t l j• es ruc uras comp e as 
• FALCON
• DIOGENE 
• Webclopedia, [Hovy et al, 2000]
• Técnicas de NLP y de ML
• Uso de Ontologías  
• WordNet
Tratamiento de la pregunta 
• Aspectos importantes
• Localización de entidades con nombre (Named Entity
Recognition, NER) y su clasificación posterior (NEC)
d é l l b• Reconocimiento e t rminos mu tipa a ra
• Tratamiento de siglas, abreviaturas, fechas, 
cantidades etc, .
• Importancia de la estructura sintáctica:
• Q: ¿Quién mató a Lee Harvey Oswald?
• R1: Jack Ruby mató a Lee Harvey Oswald
• R2: Lee Harvey Oswald mató al presidente de EEUU
Expansión términos consulta
• Utilización de WordNet
• incluyendo en la consulta sinónimos (y a veces hipónimos o 
hiperónimos) de alguno de los términos
• Utilización de enciclopedias o gazetteers   
• para expandir los términos, por ejemplo con siglas, nombres 
de países, nombres completos de personas, etc.
Recuperación documentos 
Técnicas y sistemas generales de IR
• Indiciación a partir de palabras
li i ió t d• e m nac n s opwor s
• Indiciación a partir de lemas o raíces
• Localización e indiciación de términos multiplabras     
• Índices alternativos de palabras, de entidades con 
nombre clasificadas y de tipos de entidad. 
Utilización de Internet u otras fuentes voluminosas
• Multitext (U.Waterloo)
• Clarke et al, 2001, 2002
• Structured data
• biographies (25,000), Trivial Q&A (330,000), Country 
locations (800), acronyms (112,000), cities (21,000), 
animals (500), previous TREC Q&A (1393), ...
• 1 Tb of Web data
• Altavista
• AskMSR (Microsoft)
• Brill
Recuperación documentos 
¿Cuántos documentos se deben recuperar en esta fase?
• En general se recupera un número fijo      
• 10, 50, 100
• A veces se utiliza un umbral para aceptar sólo 
l d l i los ocumentos cuya re evanc a superara ta  
umbral
• A veces si no existe un número suficiente de         
documentos que superen el umbral se modifica 
la consulta (incorporando sinónimos o 
i ) l ú fi ivar antes  para ograr un n mero su c ente.
Selección pasajes 
Tamaño y características de los pasajes
• Los pasajes pueden ser de tamaño fijo
• 100 palabras 200 bytes n líneas ,  ,  
• o variable
• párrafo, oración, párrafo...
• A veces los pasajes se solapan (p.ej. una oración, la 
anterior y la siguiente) y otras veces no. 
ó á• A veces la segmentaci n es puramente sint ctica y 
en otras se detectan los cambios de tema. 
Selección pasajes 
Selección de los pasajes relevantes
• Una vez obtenida la segmentación de los documentos 
    
se puede utilizar de nuevo un algoritmo de IR para 
obtener los segmentos más relevantes
De nuevo se pueden utilizar sistemas convencionales•        
de IR aunque en este caso se utilizan también 
técnicas y métricas específicas tanto para la 
indiciación como para la recuperación.
• Ej. Indización por patrones sintácticos.
Extracción de la respuesta
• Localización de la respuesta en los fragmentos       
relevantes
• En esta fase se concentran los esfuerzos de la mayoría 
de los sistemas y las técnicas más variadas.
• Problema: de qué forma a partir de la información de la 
t d i f i i f ió b l tpregun a pue e n er rse n ormac n so re a respues a.
• Tipo de respuesta esperada
• Clase semántica de la respuesta    
• Etc.
Extracción de la respuesta
Análisis de los pasajes relevantes
• En general se utilizan técnicas de análisis 
superficial (shallow parsing) 
• Especial énfasis en el reconocimiento de 
entidades con nombre. 
• En algunas ocasiones se han utilizado 
gramáticas específicas para cada uno de los 
tipos de respuesta a buscar.    
• Representación semántica (lógica, etc.) 
Extracción de la respuesta ?
Extracción de la respuesta
• Técnicas simples de pattern matching ( [Ittycheriah et al, 
2001]:
• Establecen diferentes medidas según el tipo de atributo 
(coincidencia de términos densidad de términos  ,    
relevantes, dispersión, etc.) que luego se combinan
• [Prager et al, 2000] presentan un sistema de Predictive         
Annotation (que luego refinan para las preguntas más 
difíciles, de tipo "what is ..." en el llamado Virtual 
Annotation [Prager et al 2000]),   , 
Extracción de la respuesta
• [Agichtein et al, 2001]
• a partir de un corpus de pares pregunta/respuesta, obtenido a partir 
de ficheros de FAQ, y utilizando técnicas de ML, aprende los 
términos, frases y patrones que se espera aparezcan en los 
documentos a recuperar. 
• [Lee et al, 2001] SiteQ
361 t lé i á ti l li l t•  pa rones x co-sem n cos para oca zar a respues a. 
Ejemplos de sistemas QA.
Ejemplos: sistemas QA
? Algunos sistemas de QA accesibles a través de Internet: 
START O ib? , mn ase
? http://www.ai.mit.edu/projects/infolab/globe.html
? IO search engine
? http://www.ionaut.com:8400/
? Webclopedia
? http://www.isi.edu/natural-language/projects/webclopedia/
? AskJeeves
? http://www.ask.com
LCC?
? http://www.languagecomputer.com/
? AnswerBus
? http://www.answerbus.com
Ejemplos: sistemas QA
? Aparición en las competiciones del TREC a partir del 
TREC 8 (1999)-  
? Antecedentes:
Sistemas de consulta a BD?     
? Dominios específicos
? LUNAR (Woods & Kaplan 1972) STUDENT      
(Winograd 1977)
Ejemplos: sistemas QA
? Disciplinas relacionadas
R ió d l i f ió? ecuperac n e a n ormac n
? Basados en FAQ:
Dada una base de preguntas y respuestas (como las?          
habituales FAQ) se trata de localizar la (s) pregunta (s) 
más próximas a la planteada para devolver su (s) 
respuesta (s)
? FAQ Finder: http://infolab.cs.uchicago.edu/faqfinder/
(B k t l 1997)ur e e  a .
? START (Katz 1997):
Preguntas simples en la web?     
? Base de conocimiento
ATT Abney et al 2000
QA-LaSIE
LASSO M ld t l 2000
  , 
Humphreys et al, 1999
FALCON
QAS (LCC)
o ovan e  a , 
Harabagiu et al, 2001, a
H b i t l 2001 b 
PiQASso
M ltiTe t
Attardi et al, 2001
Cl k t l 2001 2002
ara ag u e  a , , 
u x
QALC
W b l di
ar e e  a , ,
Ferret et al, 2001
H t l 2001 2002
Algunos 
ejemplos
e c ope a
U. Alicante
IBM Itt h i h
ovy e  a , ,
Vicedo, 2002
Itt h i h t l 2001, yc er a
IBM, Prager
h
yc er a  e  a , 
Prager et al, 2001
Insig t
AskMSR
Soubbotin et al, 2001
Brill et al, 2001, 2002
La evaluación de sistemas de 
QA. Conferencias TREC y CLEF 
Evaluación de sistemas de QA 
Foros de Evaluación: Motivación y Objetivos
? Estimular la investigación
? Marcar líneas de trabajo comunes    
? Generar recursos de evaluación (y de 
entrenamiento)
? Poder comparar diferentes aproximaciones
? Proporcionar un punto de encuentro, 
colaboración e intercambio
Evaluación de sistemas de QA
Metodología
G b l ió? enerar preguntas so re una co ecc n
? Obtener respuestas de los sistemas participantes
? Respuesta + Doc  
? Juzgar las respuestas
? Incorrecta, No soportada, Inexacta, Correcta
? Medir el comportamiento
? Nº Preguntas respondidas correctamente
? Nº Preguntas sin respuesta correctamente detectadas     
? MRR (Mean Reciprocal Rank): Media del inverso de la posición 
de cada respuesta correcta. 
Comparar resultados entre sistemas?    
Evaluación de sistemas de QA
Consideraciones en la definición de las tareas de 
evaluación
? Recursos disponibles: 
? Colecciones de documentos (noticias vs. patentes) 
? Generación de preguntas de test (humanos)
? Juzgar la corrección de las respuestas (humanos)
? Eval Cuantitativa vs Tipo de preguntas.  .   
? “¿Cuáles fueron las consecuencias de la II Guerra Mundial?”
? Grado de corrección, completitud, exactitud
P t l bl? regun as eva ua es
? Comportamiento de los sistemas
? Elección de medidas de evaluación, respuestas NIL, ...
? Permitir o no el uso de recursos externos (Web)
Evaluación de sistemas de QA
Evolución TREC-8 / 9
1999 / 2000
TREC-10
2001
TREC-11
2002
CLEF 2003
  
Número de preguntas 200 / 693 500 500 200
Número de respuestas 5 / 5 5 1 3
Preguntas sin respuesta 0 / 0 49 46 20
Tamaño máx. respuesta 50, 250 50 exacta 50 / exacta
Idiomas Inglés 
(72% 77%)
Inglés Inglés Español (43%)
(Preguntas contestadas 
correctamente
% mejor)
,
/
(66%,86%)
(69%) (83%) Italiano (50%)
Holandés (44%)
* -> Inglés (46%)
Evaluación de sistemas de QA
En español... (CLEF 2003)
? Tareas
? Respuesta contenida en 50 caracteres
R t t? espues a exac a
? (3 respuestas permitidas por pregunta)
? Generación de la colección de test     
? >200.000 noticias EFE, 1994
? 450 preguntas candidatas (incluidas en DISEQuA corpus)
? 200 seleccionadas (20 sin respuesta)
Evaluación de sistemas de QA
Recursos disponibles e información
? TREC
? http://trec nist gov/data/qa html. . .
? CLEF
? http://clef-qa.itc.it
? DISEQuA Corpus: Dutch, Italian, Spanish, English
? Español
? http://nlp.uned.es/QA
Qué leer
? Documentos de las conferencias TREC
? TREC-8 http://trec nist gov/pubs/trec8/t8 proceedings html . . _ .
? …
? TREC 14 2005 http://trec.nist.gov/pubs/trec14/t14_proceedings.html
? ...
? TREC 16 2007 http://trec.nist.gov
http://www.isi.edu/natural-language/projects/webclopedia/
http://www.utdallas.edu/~sanda/
http://www.languagecomputer.com/
• M. Pasca (2003) Open-Domain QA from large text collections. CSLI 
Publications
• Maybury (ed) (2004) New directions in QA. MIT Press
