We study certain degenerations of flag varieties, which we call linked flag schemes.
Introduction
In this paper, we introduce a class of projective schemes called linked flag schemes. Our motivation is multi-fold. First of all, they produce interesting examples of degenerations of classical flag varieties. Secondly, they also produce geometrically interesting examples of quiver Grassmannians thus building a connection with representation theory. On the other hand, the well-known Mustafin varieties are linked flag schemes over spectra of discrete valuation rings. Last but not Xiang He is supported by the Einstein Institute of Mathematics at the Hebrew University of Jerusalem. Naizhen Zhang is supported by the DFG Priority Programme 2026 "Geometry at infinity" and was supported by the Methusalem Project Pure Mathematics at KU Leuven during much of the preparation of this work. least, they play a central role in constructions of various moduli spaces of limit linear series over reducible nodal curves. Such moduli spaces have been proved to be useful in the study of moduli of curves via degeneration.
Degenerations of flag varieties form a classical topic which stands in the crossroad of algebraic geometry, representation theory and combinatorics. They often turn out to be the common incarnation of seemingly unrelated mathematical phenomena. The linked flag schemes also enjoy such interdisciplinary feature. For example, when the base scheme is the spectrum of a discrete valuation ring, the special fiber of a linked flag scheme is a quiver Grassmannian whose topological properties can be studied using tools coming from representation theory.
A quiver Grassmannian Gr(e, M ) is a projective scheme parametrizing sub-representations of a quiver representation M of fixed dimension vector e. Historically, it first appeared in [Sch92] and turned out to be a very useful construction in both representation theory and algebraic geometry. However, it is well-known that quiver Grassmannians at large are too general to be interesting. A theorem of Reineke (Theorem 0.1, [Rei13] ) shows that every projective variety can be realized as a quiver Grassmannian, with the underlying quiver having at most three vertices. With this in mind, some geometric fibers of linked flag schemes actually produce interesting examples of quiver Grassmannians where the ambient representations enjoy special properties.
On a different end, based on an earlier work of Mumford ([Mum72] ) for curves, Mustafin ([Mus78] ) introduced certain kind of flat degenerations of projective spaces, in order study nonarchimedean uniformization of varieties. His construction, now known as Mustafin varieties (cf. [CHSW11] ), was further further generalized by Häbich ([Häb14] ) to the notion of Mustafin degenerations which produce flat degenerations of classical flag varieties. These constructions produced prototype examples of what we think should be "linked flag schemes". Roughly speaking, for us linked flag schemes should be schemes over nice bases that are locally modelled after Mustafin degenerations. We give the precise definition in Section 2.
Our original motivation for considering linked flag schemes comes from research in degenerationtheoretic approach towards moduli of linear series on algebraic curves a.k.a. moduli of limit linear series. Just as the moduli of linear series on a smooth projective curve can be defined as a closed sub-scheme of certain Grassmannian scheme, the construction of moduli of limit linear series involves certain flat degeneration of Grassmannian schemes originally due to Osserman ([Oss06] ) which goes under the name linked Grassmannian. Recently the authors (joint with E. Cotterill) studied the moduli of inclusion of limit linear series ( [CHZ19] ). The notion of linked chains of flags naturally arose in the main construction loc. cit. Thus it was natural for the authors to start thinking about a construction that both generalizes Osserman's original definition and could be applicable to other constructions in related moduli problems.
During our investigation on the subject, we come to realize that our construction should be examined in a broader context. More precisely, it would be nice to give answers to the following questions. First of all, in Mustafin varieties (which are prototype examples for us), a key input is a convex point configurations in a Bruhat-Tits buildings. Can one give a global analogue to this notion of convexity and thus give a more explicit definition of a linked flag scheme? 1 Secondly, can one give a moduli interpretation of linked flag schemes just as in the case of Mustafin degenerations? Thirdly, when base-changing to the spectrum of a discrete valuation ring, one sees a quiver with relations which governs the topology of the special fiber. Does this quiver play a more intrinsic role in the definition when the base scheme is not the spectrum of a DVR to start with?
To answer the aforementioned questions requires going beyond the scope of the current paper and therefore suggests a subsequent project. Insofar as this paper is concerned, we give the general definition and some basic properties of linked flag schemes. We also give simple descriptions of the irreducible components of special fibers of the linked flag schemes in some cases to illustrate the connection with representation of quivers. Meanwhile, we are able to prove a certain smoothing theorem for limit linear series over curves not necessarily of compact type, the definition of which was introduced by Osserman in [Oss14] , where the smoothing theorem is only proved for limit linear series on curves of pseudo-compact type, i.e. a special class on non-compact type curves. Such smoothing theorems are key technical ingredients for applications towards studying moduli of curves. Besides, they also provide potential tools for lifting divisors on the graph G associated to a regular smoothing family X (Definition 4.11) to divisors on the generic fiber X η of the same rank. More precisely, this can be achieved by showing that the moduli space of limit linear series has expected dimension ( [Oss16, Liu18, He18a] ), lifting the divisor on a graph to a limit linear series on the special fiber X 0 , and applying the corresponding smoothing theorem of limit linear series. A similar approach can be found in [He19, §5] . See also [BJ16, §10] for a survey on this problem, and [He18b] for results of lifting divisors while preserving both the rank and ramifications. We expect to extend the lifting results to graphs G beyond those mentioned in [BJ16] by applying our new smoothing theorems.
Roadmap. The plan for the remainder of this paper is as follows. In Section 2 we first give a functorial interpretation (Definition 2.1) for Mustafin degenerations ( [Häb14] ) in full generality. This is the key step (Theorem 2.6) for concluding these prototype linked flag schemes are integral and flat over the base and their special fibers are equidimensional. This is achieved via analyzing the generators of the ideals defining Mutafin degenerations inside a multi-projective space and eventually reducing the general case to the case involving only two lattice points in a Bruhat-Tits building. The general definition of a linked flag scheme is given in Definition 2.12 and its basic properties are summarized in Proposition 2.13. We then describe a some examples including Osserman's Linked Grassmannian and the standard local model of certain Shimura varieties. Section 3 is mostly dedicated to studying the geometry of the special fiber of a linked flag scheme over the spectrum of a DVR via quiver representation. We first review some basics on quiver representation and quiver Grassmannians. The results are well-known to experts, but we reproduce the proofs making it clear that the statements are valid for quiver not necessarily acyclic. Then, by viewing the special fiber of Osserman's linked Grassmannian as a quiver Grassmannian associated to the L(n) quiver (Notation 1.2) and identifying all isomorphism classes of sub-representations of the ambient representation (Proposition 3.8), we manage to determine the irreducible components of the linked Grassmannian and give explicit description of the points in each component (Theorem 3.7, Proposition 3.12), thus answering a question of Osserman (Question A.19, [Oss06] ).
In Section 4, we apply our results on linked Grassmannians over spectra of DVRs to establish a certain smoothing theorem for limit linear series on arbitrary reducible nodal curves (Theorem 4.15). This is done in the following way: the moduli scheme of such limit linear series is known to be a determinantal locus inside a quasi-projective scheme, towards which there exists a natural projection from a linked flag scheme 2 (Proposition 4.13). This eventually allows us to conclude that the ambient quasi-projective scheme is irreducible and has the expected dimension, which then leads to a smoothing theorem for limit linear series on arbitrary reducible nodal curves (Theorem 4.15) under some technical assumption. As a byproduct, we comment that the construction of this linked flag scheme from the theory of limit linear series gives rise to a tropically convex configuration in the tropical projective space ( §4.2).
Finally, in Section 5 we show using a concrete example that the technical assumptions we made in Section 4 are attainable (Proposition 5.3). The underlying curve is a three-component cycle curve ( Figure 1) , which is not a pseudo-compact type. This is again done by establishing topological relations between certain linked flag scheme and the moduli of limit linear series. In particular, we show that in this case the moduli space of limit linear series attains the expected dimension. On the other hand, we are able to obtain more refined topological descriptions of the moduli space in this particular case by studying the special fiber of the corresponding linked flag scheme via representation theory (Proposition 5.5, 5.7).
Notations and Conventions.
Notation 1.1. Let ℓ be a path in a directed graph. We denote s(ℓ), t(ℓ) for its source and target respectively. Notation 1.2. We denote L(n) = (L(n) 0 , L(n) 1 ) to be the finite quiver whose vertex set is L(n) 0 = {1, 2, ..., n} and whose edge set is L(n) 1 = {a i , b i | i = 1, ..., n − 1}, where a i : i → i + 1 and b i : i + 1 → i. Notation 1.3. For any quiver Q = (Q 0 , Q 1 ), we denote by ·, · the Euler form on Z Q0 , which is defined by
Notation 1.4. For a discrete valuation ring R, fix a d-dimensional vector space V over its fraction field K. We denote B d (R) for the Bruhat-Tits building associated to PGL(V ) (cf. [AB08] ). We also denote B 0 d (R) to be the set of homothety classes of lattices in V . We will mainly use the notion of B 0 d (R), and drop the reference to the DVR R whenever it is clear from the context. Notation 1.5. Given a quiver Grassmannian Gr(e, M ), we denote by S N the locus of all subrepresentation of M of dimension e isomorphic to a given sub-representation N and S c N its closure.
Convention on quiver representations. Throughout the paper, quiver Grassmannians are defined over κ which is an algebraically closed field of characteristic zero. For a representation M of a quiver Q = (Q 1 , Q 2 ) whose dimension vector is α = (α i ) i∈I , we shall assume that the underlying vector spaces are always (κ αi ) i∈I and hence the data of a representation is given in the
Linked flag schemes: a general definition
In this section we shall give the general definition of a linked flag scheme. The prototype examples come from the theory of Mustafin varieties originally developed by Mustafin in [Mus78] , which provides flat degenerations of projective spaces. This was later generalized by Häbich [Häb14] to the notion of Mustafin degenerations providing flat degenerations of flag varieties. Heuristically, a linked flag scheme should be a a projective scheme which is generically isomorphic to a classical flag scheme and locally modeled after a Mustafin degeneration. The motivation for considering this definition is two-fold: on one hand, it is well-known that Mustafin degenerations enjoy nice topological and geometric properties: they are integral, flat and projective over the base and the special fibers are connected and equidimensional (Theorem 2.2, [Häb14] ). On the other hand, in the study of certain moduli problems we encounter natural constructions which are not Mustafin degenerations per se, but nevertheless behave locally like them in some sense.
2.1. The prototype: Mustafin Degenerations. We start by considering the prototype case, that is, Mustafin degenerations. However, for reasons which will become self-evident later on we do not just recall the original definition. Rather, we give a moduli interpretation for functor of points of Mustafin degenerations. This is initially motivated by the result of Faltings in [Fal01, §5] where he gave a moduli interpretation for Mustafin varieties, as well as the application of Faltings' Theorem by Hahn and Li in [HL17] .
Let R be a discrete valuation ring with quotient field K and residue field κ. Fix a uniformizer π of R. Let V be a vector space of dimension d over K.
d be a convex collection of homothety classes of lattices in V . Recall that Γ is called convex if for any two representatives L 1 , L 2 ∈ Γ we have [L 1 ∩ L 2 ] ∈ Γ. Let d = (d 1 , ..., d m ) where 0 < d m < · · · < d 1 < d are positive integers. We now define a moduli functor which will be proven to be represented by the Mustafin degenerations. 
For each pair (i 1 , i 2 ) ∈ I 2 let n i1,i2 be the minimal integer such that π ni 1 ,i 2 L i1 ⊂ L i2 . This induces a map f i1,i2 : L i1 → L i2 . Then LF d (Γ) is the closed subscheme of the R-fiber product Li∈Γ Flag d (L i ) which is the intersection of the vanishing loci of the composition of the morphisms
for all 1 ≤ j ≤ m and (i 1 , i 2 ) ∈ I 2 .
We now show that LF d (Γ) coincides with the join of the flag schemes Flag d (L i ) over R for L i ∈ Γ, namely the Mustafin degeneration associated to Γ, which we denote by M d (Γ). We first recall the description of M d (Γ) by equations in [Häb14] . For each lattice L the flag scheme Flag d (L)
is embedded into the product of projective spaces P = l1,...,lj = e i l1 ∧ · · · ∧ e i lj : 1 ≤ l 1 < · · · < l j ≤ d} 1≤j≤m . Fix a reference lattice L and basis e 1 , ..., e d . We define p l1,...,lj similarly as above and let A i j be the matrix such that A i j p l1,...,lj = p Example 2.3. Suppose |Γ| = 2, then Γ consists of two adjacent lattices L 1 , L 2 . We may assume that πL 1 ⊂ L 2 ⊂ L 1 . Note that [L 1 ] and [L 2 ] lie in the same apartment of the building B d , namely, we can pick basis e 1 , ..., e d of V such that L 1 = R e 1 , ..., e d and L 2 = R π ǫ1 e 1 , ..., π ǫ d e d , where ǫ i ∈ {0, 1} and 0 < ǫ j < d.
Assume further that m = d m = 1. It is easy to check that, choosing L 1 as the reference ideal,
On the other hand, the inclusion L 2 ⊂ L 1 gives rise to an ideal β 1 for LF d (Γ) generated by {π ǫj x i x j − π ǫi x j x i } 1≤i,j≤d . Similarly the inclusion πL 1 ⊂ L 2 gives rise to an ideal β 2 generated by {π 1−ǫj x i x j − π 1−ǫi x j x i } 1≤i,j≤d . It is easy to check that α = β 1 + β 2 , hence M d (Γ) = LF d (Γ). Fix non-negative integers a 1 ≤ · · · ≤ a d . Let α be the ideal of A generated by {π ai x i y j − π aj x j y i } 1≤i<j≤d . Then the ideal α ∩ B of B is generated by {x i y j − π aj −ai x j y i } 1≤i<j≤d .
Proof. Let X i,j = x i y j − π aj −ai x j y i and α be the ideal of B generated by all X i,j . Consider
We may assume that all coefficients of all f i,j 's have negative valuations, and the least among which is n. In order to proof the lemma we reduce the number of all monomial items in all f i,j 's with n-valued coefficients by subtracting elements in α.
If all items X i,j · g, where g is a monomial item in f i,j with n-valued coefficient, satisfy that a i = a j , then we are done since the summation of all those X i,j · g is zero. Now let g be a monomial term in f i,j with n-valued coefficient such that a i < a j . Suppose the item x i y j · g is cancelled by an item in X k,l · h, where h is a monomial term in f k,l with n-valued coefficient. We may assume {i, j} = {k, l}, and x i y j · g is cancelled by x k y l · h.
(1) First assume that {i, j} ∩ {k, l} contains one element.
(1.1) i = k. Let s = g/y l = −h/y j . Then
where ǫ = 1 if j > l and ǫ = −1 otherwise.
(1.2) i = l. This is similar to the case (2.4).
( (2.1) k > i and l > j then X i,j · g + X k,l · h = s(−π aj −ai x j y i x k y l + π a l −a k x l y k x i y j ) = s(−π aj −ai x k y i X j,l + π a l −a k x l y j X i,k ) (2.2) k > i and j > l and a k = a i then
3) k > i and j > l and a k > a i then
= s(−π aj −ai x j y l X k,i − π aj −a k x j y k x i y l + π a l −a k x l y k x i y j ) = s(−π aj −ai x j y l X k,i + ǫx i y k π min {aj ,a l } X min {j,l},max {j,l} )
where ǫ = 1 when l < j and ǫ = −1 otherwise. Each time we reduced the number of items with n-valued coefficients at least by one.
Notation 2.5. In the following for a λ × µ matrix A and a set S ⊂ {1, 2, ..., λ}, we denote by A r S the |S| × µ matrix whose rows are the rows of A labelled by S which preserves the ordering. Similarly for S ⊂ {1, 2, ..., µ} we denote by A c S the λ × |S| matrix whose columns are the columns of A labelled by S. For I ⊂ {1, ..., λ} and J ⊂ {1, ..., µ} such that |I| = |J| = l, denote by A I,J the l × l submatrix of A induced by I and J. We use | · | to denote the determinant of a square matrix, if no confusion is caused. For I ⊂ J ⊂ Z >0 with J = {a 1 , ..., a n } and I = {a k1 , ..., a km } where a 1 < · · · < a n and k 1 < · · · < k m set sgn(I, Since every inclusion L i ⊂ L j can be extended to a sequence
of inclusions of adjacent lattices, by construction it is enough to consider the case |Γ| = 2. On the other hand, since the inclusion of F d (L) into P factors through the product of Grassmannians m j=1 Gr(d j , L), it is enough to consider the case m = 1. We now assume Γ = {L 1 , L 2 } and L 1 ⊂ L 2 . Since [L 1 ] and [L 2 ] is contained in the same apartment, we may pick basis e 1 , ..., e d of L 2 such that L 1 = 1≤i≤d Rπ ǫi e i , where 0 ≤ ǫ i ≤ 1 and
Consider the chart of G = Gr(d 1 , L 1 ) × Gr(d 1 , L 2 ) parametrizing respectively subspaces E 1 ⊂ L 1 and E 2 ⊂ L 2 represented by (reorder the basis e 1 , ..., e d if necessary)
and Y such that, for some 1 ≤ j 1 < · · · < j d1 ≤ d and
.., d}\J . Let ∆ 1 (resp. ∆ 2 ) be the d × d diagonal matrix whose j-th diagonal is π ǫi (resp.π 1−ǫi ). Denote D = {1, ..., d} and D 1 = {1, ..., d 1 }.
According to Lemma 2.4, the pullback of I M to G is generated by
we replace ∆ 1 and ǫ i with ∆ 2 and 1 − ǫ i respectively and switch x i,j , y i,j and I, I ′ .
On the other hand, let Y ). Then the ideal of LF d (Γ) in G induced by L 1 ⊂ L 2 is the ideal generated by the entries of X∆ 1 Y nul , while the ideal induced by πL 2 ⊂ L 1 is the ideal generated by the entries of Y ∆ 2 X nul . It now suffices to show that each M I,I ′ is contained in the ideal α of R[x i,j , y i,j ] generated by the entries of X∆ 1 Y nul and Y ∆ 2 X nul . In the following proof we allow 0
(1) We first reduce to the case that D = D 1 ∪J . Take t ∈ D not contained in D 1 ∪J and suppose t ∈ I. By symmetry, switching (∆ 1 , ∆ 2 ) and (ǫ i , 1 − ǫ i ) and (x i,j , y i,j ) and (I, I ′ ) respectively if necessary we may assume ǫ t = 1. Then, expanding the determinant of ( X∆ 1 ) c I along the t-th column, we have
The item in the big bracket of the last equality is the (s, t − d 1 )-th entry of −adj( Y c I ) · Y ∆ 2 X nul , where s is the number such that i s = t and adj(M ) denotes the adjugate matrix of M . Hence M I,I ′ is contained in α.
(2) We reduce to the case D 1 ∩ J = ∅, hence d = 2d 1 . Take t ′ ∈ D 1 ∩ J . Argue as in (1) we may assume ǫ t ′ = 0. We proceed by induction on d 1 .
(2.1) Suppose t ′ ∈ I ∩ I ′ and t ′ = j s ′ , then
Note that after removing the t ′ -th row and t ′ -column of X, the t ′ -th row and t ′ -th column of ∆ i , and the s ′ -th row and t ′ -column of Y , the set of the entries of our new X∆ 1 Y nul and Y ∆ 2 X nul is contained in the set of the entries of the original ones. Hence by induction on d 1 we know that
Then expanding the determinant of ( X∆ 1 ) D1,I along the t ′ -th row we have
Moreover, the item in the big bracket of the last equality is the inner product of the t ′ -th row of X∆ 1 and a length-d vector that lies in the column space of Y nul as the later is the null space of Y . Hence M I,I ′ is contained in α.
(2.
3) The case when t ′ ∈ I ∪ I ′ can be reduced to the case (2.2) by the same argument as in (2.2).
(3) We reduce to the case that ǫ 1 = · · · = ǫ d1 = 1 and ǫ d1+1 = · · · = ǫ 2d1 = 0. Suppose we have ǫ t ′′ = 0 for some 1 ≤ t ′′ ≤ d 1 . Then, by definition, for any point p ∈ LF d (Γ), the elements y 1,t ′′ , ..., y d1,t ′′ generate O LF d (Γ),p . Hence y a,t ′′ is invertible in a neighborhood of p for some 1 ≤ a ≤ d 1 . After a suitable coordinate change on the chart Y of Gr(d 1 , L 2 ) we are back to case (2), where t ′′ ∈ D 1 ∩ J .
(4) Now assume j l = d 1 + l for 1 ≤ l ≤ d 1 , ǫ 1 = · · · = ǫ d1 = 1 and ǫ d1+1 = · · · = ǫ 2d1 = 0. We proceed by induction on µ = |D 1 ∩ I| + |D 1 ∩ I ′ |. If ǫ ij = ǫ i ′ j , we may assume ǫ ij < ǫ i ′ j . Then I = D 1 . Taking t ′ ∈ D 1 \I and arguing as in (2.2) we know that M I,I ′ ∈ α. Note that here we may not have ǫ t ′ = 0 and need to replace π ǫ l with π ǫ l −ǫ t ′ in the formulae of (2.2). However, the argument still works.
If
We know that M I,I ′ is contained in the localization α η of α. The fact that the reduction M I,I ′ is contained in the reduction α 0 of α follows from Lemma 2.7. Hence M I,I ′ is contained in α.
Lemma 2.7. In the proof of Theorem 2.6, suppose d = 2d 1 and
Proof. For a subset S of D 1 let S c denote its compliment. Let C x and C x ′ (resp. R x and R x ′ ) be the subsets of columns (resp. rows) of X, which we identify with D 1 , such that
Similarly let C y and C y ′ (resp. R y and R y ′ ) be the subsets of columns (resp. rows) of Y , which we also identify with D 1 , such that
It is easy to verify that C
Hence, for some A ∈ β we have
We set
By a similar argument we know that
Here
Hence, in order to show that M ′′ I,I ′ is contained in β, it remains to show that the signs match, namely
By symmetry, it suffices to show that
Example 2.8. The following is an example of X, Y , X nul and Y nul in the case of Theorem 2.6 for d 1 = 4, d = 8 and J = {3, 4, 7, 8}. Note that the missing entries are all assumed to be zero. (1) S is integral and admits a flat, finite-type morphism p to B;
(2) For any closed point x in the special fiber S 0 , there exists a section σ of p such that
In other words, S is an integral model for S η with enough sections to cover S 0 .
Remark 2.11. We are aware that the second condition may not be the most natural condition to impose. However, it is a valid condition in cases where the residue field κ is algebraically closed or where S = B. In particular, it is consistent with the construction for our application in Section 4. We may re-investigate our definition in a subsequent paper. 
(2) for any section σ of S, the base-change along σ, X σ is isomorphic to LF d (Γ), for some convex collection Γ of homothety classes of lattices in V := K d .
Based on previous discussions, we list some basic properties of linked flag schemes:
Proposition 2.13. Let X be a linked flag scheme of index d over some admissible base p : S → B.
We have
(1) X is of relative dimension dim Flag d (V ) over S.
(2) X is irreducible and generically reduced.
(3) ∀σ : B → S a section of S/B, (X × p,S,σ B) 0 is a quiver Grassmannian whose number of irreducible components is at least |Γ|, where Γ is the convex set of lattice classes given in Definition 2.12.
2.3.
Examples. It is needless to say that Mustafin degenerations are special cases of linked flag schemes with S = B. However, we point out that this simple fact also makes Osserman's Linked Grassmannians and the standard local models of Shimura varieties of PEL-type special examples of linked flag schemes.
). Let S be an integral and Cohen-Macaulay scheme, E 1 , ..., E n be vector bundles on S, each of rank d. Suppose f i : E i → E i+1 and g i : E i+1 → E i are maps of locally-free sheaves satisfying the following conditions:
This gives an s-linked vector bundle E on S of type L(n) and rank d. Fix r < d and set d = (r). Let LG d (E) be the functor associating to each S-scheme T the set of sub-bundles V 1 , ..., V n of When s is non-zero at a point x, the fiber of LG d (E) at x is isomorphic to a usual Grassmannian. Hence, we are most interested in cases where s vanishes. In that case, the fiber parametrizes a collection of equidimensional vector subspaces V i of equidimensional ambient vector spaces E i,x and We continue using the notations R, π, K, B as before. Furthermore, assume the residue field κ is perfect.
Let e 1 , ...e d be the standard basis of K d and L i be the R-lattice spanned by π −1 e 1 , ..., π −1 e i , e i+1 , ..., e n .
The standard local model, denoted M loc , is the B-scheme parametrizing the functor M from (Sch/B) to (Sets) such that for any B-scheme S, M (S) is the set of all isomorphism classes
where F i is a sub-bundle of rank r of L i,S . Notice that Γ = ([L 0 ], ..., [L d−1 ]) clearly gives a convex collection of lattices as we have L 0 ⊂ L 1 ⊂ ... ⊂ L d−1 ⊂ π −1 L 0 . One then sees that M agrees with the functor LF d (Γ) defined in 2.1 with m = 1 and d = (r): for any B-scheme S, denote F to be the composition L 0,S → ... → L d−1,S → L 0,S ; the inclusion π ℓ L a → L b can be seen as induced by the composition
and thus maps π ℓ F a to F b . The case r = 1 was discussed in Theorem 5.1 of [HL17] , where Hahn and Li showed that M loc are Mustafin varieties in this case by applying Faltings' functorial description of Mustafin varieties in [Fal01] . Given Theorem 2.6, we are now able to establish the general statement and thus by Theorem 2.9 recover the flatness portion in Görtz's Main theorem in [Gör01] .
Another important example comes from studying degeneration of moduli spaces of linear series on algebraic curves. This was the original motivation for us to propose a definition more general than the original definition of Mustafin varieties. We only sketch the general idea here as the details will be carried out in Section 4.
Example 2.16. The notations R, π, K, B are used as in the previous example, although we now assume R is complete and the residue field κ is algebraically closed.
We start with a relative curve X/B whose special fiber is a reducible nodal curve (Definition 4.11). In this case, S is taken to be some relative Picard scheme over X/B. The assumption that R is complete and κ is algebraically closed is made to guarantee that S/B has enough sections. We then take a specific linked flag schemeG 2 over S in the sense of Definition 2.12 (cf. Proposition 4.13). It turns out that there exists a natural projection fromG 2 to another projective B-scheme G 2 inside which one can construct the moduli scheme of limit linear series over X/B. Such a description of the moduli of limit linear series eventually allows us to prove a certain smoothing theorem of limit linear series over arbitrary nodal curves (cf. Theorem 4.15).
Geometry of the special fiber of linked flag schemes as linked Grassmannians
One interesting feature of linked flag schemes is that when base-changed to spectra of discrete valuation rings, their special fibers become quiver Grassmannians for quivers with extra relations. As we have mentioned in the introduction, to further investigate the interplay between quiver representation and the geometry of linked flag schemes goes beyond the scope of the paper. We nevertheless illustrate in this section via an example why it should be interesting to launch an investigation in this direction. More concretely, we show how application of quiver representation leads to a simple analysis of the topological properties of linked Grassmannians defined by Osserman in [Oss06] .
Running assumption. Throughout this section, all schemes are assumed to be κ-schemes, where κ is an algebraically closed field of characteristic zero.
3.1. Background on Quiver Representations and Quiver Grassmannians. In this subsection, we briefly review some basic results from representation theory of quivers. The main emphasis is that the dimension of a quiver Grassmannian is usually understood via studying spaces of maps between (indecomposable) representations of a given quiver. In practice, dimension estimate is a first step towards analyzing whether a quiver Grassmannian may be realized as a flat degeneration of a classical flag variety.
Our investigation in this field was largely inspired by the results of Irelli, Fang, Feigin, Fourier and Reineke in [IFF + 19], as well as of Irelli, Feigin and Reineke in [CIFR12] , where these authors studied degenerations of flag varieties in terms of quiver Grassmannians associated to type-A n quivers. With quite different geometric motivation in mind, we hope to establish similar results for quiver Grassmannians with respect to quivers not necessarily acyclic but satisfying some nice relations. We start by recalling the scheme-theoretic definition of quiver Grassmannians: Definition 3.1. Fix a finite quiver Q = (Q 0 , Q 1 ) and a representation M = (f ℓ ) ℓ∈Q1 of Q whose dimension vector is α = (α i ) i∈Q0 . Let e = (e i ) i∈Q0 to be a vector of positive integers. The quiver Grassmannian, Gr(e, M ) is the closed sub-scheme of i∈Q0 Gr(e i , α i ) defined by the linear
Just as the notion of a classical Grassmannian can be generalized to a relative setting, quiver Grassmannians can be easily defined in a relative setting as well: Definition 3.2 (relative quiver Grassmannian). Let X be a κ-scheme and Q = (Q 0 , Q 1 ) be a finite quiver. Fix (finite rank) locally-free sheaves (E i ) i∈Q0 over X andM := (Φ ℓ : E s(ℓ) → E t(ℓ) ) ℓ∈Q1 to be morphisms of locally-free sheaves. Fix a vector e = (e i ) ∈ Z Q0 ≥0 . The relative quiver Grassmannian Gr(e,M ) to be the closed sub-scheme of the fibered product of Gr(e i , E i ) over X defined by the incidence relations U s(ℓ) ) → E t(ℓ) /U t(ℓ) , where U i is the pull-back of the universal sub-bundle on Gr(e i , E i ) and E i the pull-back of E i . Throughout this paper, we are not going to study or make use of relative quiver Grassmannians in any essential way. However, it gives us convenience in terminologies. More precisely, we take X = ℓ∈Q1 Hom(κ α s(ℓ) , κ α t(ℓ) ) to be the affine space of all representations with a given dimension vector α = (α i ) i∈Q0 and E i = O αi X . Take Φ ℓ to be the morphism induced by the universal matrix over Hom(κ α s(ℓ) , κ α t(ℓ) ). Any representation M of Q over the base field κ can be seen as a closed point x in X and Gr(e, M ) is nothing but the fiber of Gr(e,M ) over x.
One of our main concerns is the dimensions of the fibers (over closed points) of Gr(e,M ). A basic fact due to Irelli, Feigin, Reineke is the following: Proof. In [CIFR12] , the authors made the general assumption that the quivers they consider are acyclic. We comment that the given statement is independent of this condition. Indeed, Gr(e i , O αi X ) ∼ = X × κ Gr(e i , α i ) and hence the fibered product Gr(e i , O αi X ) ∼ = X × i∈Q0 Gr(e i , α i ) admits a natural projection to i∈Q0 Gr(e i , α i ). Let p be the restriction of this projection to Gr(e,M ). The conclusion of Irelli et. al. in loc. cit. that p : Gr(e,M ) → i∈Q0 Gr(e i , α i ) identifies Gr(e,M ) with the total space of a rank-ℓ∈Q1 (α s(ℓ) α t(ℓ) − e s(ℓ) (α t(ℓ) − e t(ℓ) )) vector bundle over i∈Q0 Gr(e i , α i ). 3 Definition 3.4. We shall refer to e, α − e as the expected dimension of Gr(e, M ).
However, it is clear that in general e, α − e may be negative, which indicates that for a general representation M of Q with dimension vector α, Gr(e, M ) is empty. Yet we are mostly interested in quiver Grassmannians associated to special representations of Q.
As far as dimension issue is concerned, one can focus on the underlying set of closed points of a quiver Grassmannian. Irelli et. al. showed that the latter admits a natural decomposition into a disjoint union of irreducible locally closed subsets each of which corresponding to an isomorphism class of representations of Q with the dimension vector e: Proof. Again, we comment that the validity of this statement is independent of the assumption that the underlying quiver is acyclic, made be Irelli et. al. in [CIFR12] . More concretely, suppose (f ℓ ) ℓ∈Q1 is a given representation of Q of dimension α. Let Hom 0 (e, M ) denote the quasi-affine sub-variety of Y := ℓ∈Q1 Hom(κ e s(ℓ) , κ e t(ℓ) ) × i∈Q0 Hom(κ ei , κ αi ) defined by the relations F t(ℓ) • g ℓ = f ℓ • F s(ℓ) for all ℓ ∈ Q 1 , as well as the conditions that F i are all injective (((g ℓ ) ℓ∈Q1 , (F i ) i∈Q0 ) ∈ Y ). Then, the following morphisms exist regardless of whether the underlying quiver is acyclic:
where p 1 is the forgetful map and p 2 sends ((g ℓ ) ℓ∈Q1 , (F i ) i∈Q0 ) to (F i (κ ei )) i∈Q0 . Moreover, still independent of the acyclicity assumption, denote GL e = i∈Q0 GL ei (κ), there exist a GL e -action on Y and a free GL e -action Hom 0 (e, M ) turning p 1 into a GL e -equivariant morphism: let (φ i ) i∈Q0 be an element in GL e , it sends (
respectively. Also, p 2 realizes Gr(e, M ) as a geometric quotient: take (V i = F i (κ ei )) i∈Q0 and (F i ) i∈Q0 such that F i is an injective map in Hom(κ ei , κ αi ) and
) is an element in Hom 0 (e, M ); two points in Hom 0 (e, M ) map to the same point in Gr(e, M ) if and only if they differ by the action of an element in GL e ; the GL e -action is free, all orbits are closed of dimension dim GL e and the geometric quotient Hom 0 (e, M )/ GL e exists. One then checks 3 In fact, the bundle can be described as the kernel of the natural morphism
Here, E i = O α i X , p i is the projection from Gr(e k , E k ) → Gr(e i , E i ) and U i is the universal family over Gr(e i , E i ).
that the map Hom 0 (e, M )/ GL e → Gr(e, M ) sending an isomorphism class to its corresponding sub-representation is an isomorphism of varieties. Finally, it is to see that the GL e -orbits in Y ′ precisely correspond to isomorphism classes of representations of Q of dimension e:
Thus, one can conclude that S N = p −1 1 (O(N ))/ GL e is irreducible locally-closed subsets of dimension dim GL e − dim Aut Q (N ) + dim Hom 0 (N, M ) − dim GL e = dim Hom(N, M ) − dim End Q (N ). This is a main structural result that facilitates the study of the topology of quiver Grassmannians over κ. As a result, estimating the dimension of Gr(e, M ) reduces to computing the dimensions of spaces of morphisms between representations.
3.2.
The main calculation. The notion of a Linked Grassmannian was first introduced by Osserman in [Oss06] for the construction of a moduli scheme of limit linear series on reducible nodal curves. As the original definition stands, when the base scheme S = B is just the spectrum of the DVR, Linked Grassmannians are visibly linked flag schemes, and its geometric fibers are visibly quiver Grassmannians for the quiver L(n) (Example 2.14). (1) ker(f i ) = im(g i ), ker(g i ) = im(f i );
(2) im(f i ) ∩ ker(f i+1 ) = im(g i+1 ) ∩ ker(g i ) = 0;
we shall denote LG(r, V ) := Gr(r, M ) and refer to it as a linked Grassmannian or a quiver Grassmannian over L(n), where V = κ d and r = (r, ..., r).
Note that the conditions in Situation 3.6 is just "the restriction of the conditions in Example 2.14 to a point where s vanishes", hence LG(r, V ) is just the special fiber of LG d (E)/B in Example 2.14. In this subsection, we describe irreducible components of LG(r, V ). When n = 1, LG(r, V ) is just the Grassmannian Gr(r, V ). So we assume n ≥ 2. The result is the following: 
The irreducible components {S r1,...,rn−1 } of LG(r, V ) over L(n) are indexed by sequences of non-negative integers r 1 ≤ ... ≤ r n−1 such that, setting r 0 = 0 and r n = r, then
Moreover, we have
Furthermore, dim S r1,...,rn−1 = dim LG(r, V ) = r(d − r).
Before proving the theorem, we observe that under the assumptions in Situation 3.6, the ambient representation M = (f i , g i ) n i=1 descends to a representation of the quotient algebra κ[L(n)]/I, where κ[L(n)] is the path algebra and
is an admissible two-sided ideal of k[L(n)] in the sense of Definition 3.1.2 in [DW17] . This is just a reinterpretation of the condition f i g i = g i f i = 0. In particular, we are still working in the realm of representation theory of finite dimensional κ-algebra and hence every finitely generated module admits a unique decomposition into indecomposable sub-modules (cf. Theorem I.4.10, [ASS06] ).
One consequence is that the indecomposable injective and projective representations of (L(n), I) are indexed by L(n) 0 (cf. Proposition 3.1.5, loc. cit.):
(1) The indecomposable projective representations of (L(n), I) are (up to isomorphism) of the form
(2) The indecomposable injective representations of (L(n), I) are (up to isomorphism) of the form
Here, the missing arrows are assumed to be all zero.
Furthermore, still take an ambient representation M as Situation 3.6 and let e = (r, ..., r). One can determine all the sub-representations of M : Proposition 3.8. Let R i , L i be the following representation of L(n) resp.:
Any sub-representations of M of dimension e is isomorphic to a sum of P i 's, R i 's and L i 's.
Proof. We first establish a simple fact: Claim 3.9. P i , R i , L i are the only indecomposable sub-representation of dimension e ′ ≤ (1, ..., 1) .
Now let M ′ := (U j ) n j=1 be an indecomposable sub-representation of M of dimension ≤ (1, ..., 1), supported at the i-th vertex, but not at the (i − 1)-th vertex (hence not supported at k-th vertex for any k < i). If i > 1, the previous discussion implies that M ′ is isomorphic to R i . Similarly, if i = 1 and M ′ is only supported at some vertices 1, ..., j, M ′ is isomorphic to L j . If M ′ is supported at every vertex, then for any 1 ≤ i ≤ n, exactly one of f i and g i is an isomorphism; for at most one i, both f i and g i−1 are isomorphisms; hence M ′ is isomorphic to P j , for some j.
We now prove the proposition. Let M ′ := (U j ) n j=1 be any sub-representation of M and for every j let V j be the complement of ker(f j | Uj ) ⊕ ker(g j−1 | Uj ). Denote r 1 = dim V 1 = rank(f 1 | U1 ). Since im(f i ) = ker(g i ), we know that f k • ... • f 1 (V 1 ) ⊂ ker(g k | U k+1 ) and hence, setting (2) and run a similar argument, one can conclude that M (2) 
In this case,
Repeating this argument, one will get
Corollary 3.10. An ambient representation M as in Situation 3.6 must be isomorphic to
Proof. We continue using the notations V i , r i , r ′ i , r ′′ i as in the proof of Proposition 3.8. The conditions im(f i )∩ker(f i+1 ) = ker(g i )∩im(g i+1 ) = 0 and ker(g i ) = im(f i ), ker(f i ) = im(g i ) together imply that r ′ i = 0 for all i < n and r ′′ i = 0 for all i > 1. Also, dim
In order to prove Theorem 3.7 we count the dimension of the space of homomorphisms between P i , L i and R i . See Table 1 . Table 1 .
Proof of Theorem 3.7. By Proposition 3.8, M has only finitely many isomorphism classes of subrepresentations of dimension e = (r, ..., r). Hence, the irreducible components of the quiver Grassmannian LG(r, V ) must be of the form S c (Ui)i , see Notation 1.5, where (U i ) n i=1 is a subrepresentation of M .
By Corollary 3.10, M is isomorphic to
be a point in LG(r, V ). For i < n, denote r i,1 = rank(f i | Wi ) and r i,2 = rank(g i | Wi+1 ). By Proposition 3.8,
where we set r 0,2 = r n,1 = r.
Claim 3.11. Set a i = r − r i,1 − r i,2 for 1 ≤ i ≤ n − 1, then S N = S (Wi)i has codimension i a 2 i in LG(r, V ).
Now by Lemma 3.5 we have
Therefore the claim follows from [Oss06, Theorem A.15], which states that LG(r, V ) has pure dimension r(d − r). By Claim 3.11, S c N is an irreducible component only if a i = 0 for all 1 ≤ i ≤ n − 1. In that case we must have f i (W i ) = ker g i | Wi+1 and g i (W i+1 ) = ker f i | Wi , and N is decided by r i,1 for 1 ≤ i ≤ n − 1. Therefore
On the other hand, given r 1 ≤ · · · ≤ r n−1 satisfying the inequality of the theorem, one can check directly that there exists a sub-representation (U i ) n i=1 of M isomorphic to N r1,...,rn−1 and rank(f i | Ui ) = r i and rank(g i | Ui+1 ) = r−r i . As a result dim S c (Ui)i = r(d−r) and S r1,...,rn−1 = S c (Ui)i is an irreducible component of LG(r, V ). This, together with Proposition 3.12 below, proves the theorem.
Proposition 3.12. In Situation 3.6, suppose (V 1 , ..., V n ), (U 1 , ..., U n ) ∈ LG(r, V ). If for some
Moreover, the same is true if we switch f i and g i .
Proof. According to the proof of Proposition 3.8, there exists
For each direct summand P ri i (resp. L
and (α k,1 , ...,α k,r k −1 ),β k ,γ k+1 . Then f k (β k ) = 0 and g k (γ k+1 ) = 0. Takeγ ∈ V such that f k (γ) =γ k+1 . For simplification of notation, in the following we denote the image of the each basis above in each component of M via suitable composition of f i s or g i s by itself.
Consider sub-representations N s,t = (U s,t i ) i of M where s, t ∈ κ are general and U s,t l = span ((1 − t)α i,j + tα i,j ) i =k,1≤j≤ri ; ((1 − t)α k,j + tα k,j ) 1≤j≤r k −1 ;
((1 − t)β i,j + tβ i,j ) l≤i≤n−1,1≤j≤ri ; ((1 − t)γ i,j + tγ i,j ) 2≤i≤l,1≤j≤ri ;
(1 − t)β k + t(sα k,r k + (1 − s)γ) .
We have N s,t ∈ S (Ui)i since it is isomorphic to (U i ) i . Let t → 0 we get N s = (U s i ) i where s ∈ κ is general and U s l = span (α i,j ) i =k,1≤j≤ri ; (α k,j ) 1≤j≤r k −1 ; (β i,j ) l≤i≤n−1,1≤j≤ri ; (γ i,j ) 2≤i≤l,1≤j≤ri ;β k for l ≤ k, and
For the n = 2 case, the irreducible components of LG(r, V ) were considered by Osserman in [Oss06] , where the general points of an irreducible component are described. With the technique from quiver representation, we get a precise description of all the objects in a component.
Application to limit linear series
In this section we apply our conclusions of Linked flag schemes to the smoothing properties of limit linear series on curves possibly not of compact type, which is introduced by Osserman [Oss14].
We will focus on curves with trivial chain structure. The main ingredient is the dimension and irreducibility of LF d (Γ).
Conventions. Throughout this section let R be a complete discrete valuation ring with fraction field K and algebraically closed residue field κ. All curves we consider are assumed proper, (geometrically) reduced and connected, and at worst nodal. Furthermore, all irreducible components of a curve are smooth. 4.1. Definition of limit linear series. We recall Osserman's notion of limit linear series on nodal curves. Note that the trivial-chain-structure case is much easier to phrase, for a more general definition see [Oss14] . Let X 0 be a nodal curve over κ. Let G be the dual graph of X 0 and
. The set of multidegrees on X 0 is in one-to-one correspondance with the set of divisors on G in a natural way. We say that a multidegree w is obtained from w ′ by a twist at v ∈ V (G) if the divisor associated to w is obtained from the one of w ′ by chip firing at v. In this case we also say that w ′ is obtained from w by a negative twist at v.
Definition 4.1. A multidegree w is concentrated on v if there is an ordering on V (G) starting at v, and such that for each subsequent vertex v ′ , we have that w becomes negative in vertex v ′ after taking the composition of the negative twists at all previous vertices.
We now relate the combinatorial notions to algebraic operations, starting from defining enriched structure. (1) for any
Notation 4.3. Fix a multidegree w 0 on X 0 . Let G(w 0 ) be the directed graph with vertex set V (G(w 0 )) ⊂ Z V (G) consisting of all multidegrees obtained from w 0 by a sequence of twists, and an edge from w to w ′ if w ′ is obtained from w by twisting at any vertex of G. Given w, w ′ ∈ V (G(w 0 )), let P = (w; v 1 , ..., v m ) be a minimal path from w to w ′ in G(w 0 ), where the vertex v i indicates the edge in G(w 0 ) corresponding to twisting at v i , we set
The following proposition from [Oss14, §2] ensures that the notations O w,w ′ and s w,w ′ are welldefined.
Proposition 4.4. In the minimal path P (w; v 1 , ..., v m ) from w to w ′ , the number m and vertices v i are uniquely determined up to reordering. More generally, paths P (w, v ′ 1 , ..., v ′ m ′ ) and P (w, v ′′ 1 , ..., v ′′ m ′′ ) starting from w have the same endpoint if and only if the multisets of the v ′ i and v ′′ i differ by a multiple of V (G).
Notation 4.5. Suppose L is a line bundle on X 0 of multidegree w 0 . For any w ∈ V (G(w 0 )) set L w = L ⊗ O w0,w . Take also w ′ ∈ V (G(w 0 )). Let P = (v 1 , ..., v m ) be a minimal path from w to w ′ as in Notation 4.3. We have a natural map f w,w ′ : L w → L w ′ induced by multiplying with s w,w ′ .
We now have all the ingredients to define limit linear series.
Definition 4.6. Let X 0 and G be as above. Fix a multidegree w 0 with total degree d, and fix a number r < d. Choose an enriched structure (O v , s v ) v on X 0 , and a tuple (w v ) v∈V (G) of multidegrees on X 0 such that w v is concentrated on v. Let V (G(w 0 )) be the set of multidegrees w in V (G(w 0 )) such that, for all v ∈ V (G), w v can be obtained from w by twisting vertices other than v. A limit linear series on X 0 consists of a line bundle L on X 0 together with subspaces V v ⊂ Γ(X 0 , L wv ) such that for all w ∈ V (G(w 0 )), the kernel of the linear map
has dimension at least r + 1.
Note that by convention, we also denote a (limit) linear series by a (limit) g r d when the degree and rank are specified. According to [Oss17, Corollary 2.23] and [Oss14, Proposition 3.8] the definition of limit linear series above is equivalent to the one defined in [Oss14] .
4.2.
Tropical convexity of V (G(w 0 )). Let us label the vertex of G as v 0 , v 1 , ..., v l . We refer to [DS04] for an introduction of the tropical projective space TP l and tropical convexity. We can identify V (G(w 0 )) with the integral points in TP l as follows. If w ∈ V (G(w 0 )) is obtained from w v0 by twisting x w,j times at v j , then w is identified with (x w,0 , ..., x w,l ). This is well-defined by Proposition 4.4.
Definition 4.7. We call a set S of lattice points in TP l integrally tropically convex if it is the set of all lattice points in a tropically convex set. The integral tropical convex hull of a lattice set S is the smallest integrally tropically convex set that contains S.
It is straightforward to verify that integral tropical convexity of a subset of V (G(w 0 )) is independent of the choice of w v0 .
Notation 4.8. For 0 ≤ i ≤ l, suppose w vi is obtained from w v0 by twisting a i,j ≥ 0 times at v j successively for 0 ≤ j ≤ l. Then w vi = (a i,0 , ..., a i,l ) and w v0 = (0, ..., 0). Let V (G) conv be the integral tropical convex hull of all w v . a k,j − a k,i ≥ a j,j − a j,i for all 0 ≤ i, j, k ≤ l.
Proof. For w ∈ V (G(w 0 )), let x w,j ≥ 0 be the number of the vertex v j in a path in V (G(w 0 )) from w to w v0 . For each 0 ≤ i ≤ l, w vi is obtained from w by twisting a i,j + x w,j times at v j for each 0 ≤ j ≤ l. We have w ∈ V (G(w 0 )) if and only if a i,i + x w,i ≤ a i,j + x w,j for all 0 ≤ i ≤ l and 0 ≤ j ≤ l by Proposition 4.4. In other words, substituting y k = −x w,k for 0 ≤ k ≤ l, we must have (4.3) y k2 − y k1 ≥ a k2,k2 − a k2,k1 for all 0 ≤ k 1 , k 2 ≤ l.
Note that w is identified with (y 0 , ..., y l ) in TP l . It is easy to see that V (G(w 0 )) is integrally tropically convex, since each single inequality in (4.3) defines a tropically convex set, and so is their intersection. On the other hand, for (y 0 , y 1 , ..., y l ) ∈ V (G(w 0 )), we have (y 0 , y 1 , ..., y l ) = l i=0 (a i,0 , a i,1 , ..., a i,l ) + (y i − a i,i ) · (1, 1, ..., 1) .
Remark 4.10. Condition (4.2) can be satisfied if we choose w v "sufficiently concentrated" on v. In other words, given a tuple (w v ) v of concentrated multidegrees, replace each w v with w ′ v obtained from w v by negatively twist sufficent times at v, then we get a tuple (w ′ v ) v of concentrated multidegrees that satisfies Condition (4.2). 4.3. The moduli space of limit linear series and smoothing property. We now consider the smoothing property of limit linear series, starting from recalling the notion of regular smoothing family as in [Oss14] .
Definition 4.11. We say that π : X → B is a smoothing family if B is the spectrum of a DVR, and:
(1) π is flat and proper;
(2) the special fiber X 0 of π is a (split) nodal curve;
(3) the generic fiber X η is smooth;
(4) π admits sections through every component of X 0 . If further X is regular we say that X is a regular smoothing family.
Let X/B be a regular smoothing family with special fiber X 0 , where B = Spec(R). Note that as R is complete, the reduction map from X η (K) to the smooth locus of X 0 is surjective according to [Liu02, Proposition 10.1.40(a)] (This is used in the Proposition 4.13 and Theorem 4.15). Fix w 0 , d and r as in Definition 4.6. We first recall the well-known construction of the moduli space of (limit) g r d s on X/B. Note that we choose the enriched structure on X 0 to be G(w 0 ) ) and the genus g v of Z v . In fact, we will see later that
) would be enough for our argument.
Let
where the product is taken over Pic w0 (X/B). Consider the diagram:
For simplicity we denote the pullbacks of the denoted maps above by themselves, if there's no confusion.
is a rank-(d +d − g + 1) (resp. rank-d v ) vector bundle by the choice of d v and [FKM94, §0.5]. Let Gr(r + 1; E v ) be the relative Grassmannian over P, and G 1 be the product of all Gr(r + 1; E v )s over P, where v runs over V (G).
Consider the projection
For each w ∈ V (G(w 0 )) consider the diagram
where q v w is defined by twisting. Let G 2 be the locus in G 1 such that the morphism
. Then G is the desired moduli space. Namely, the generic fiber G η is the moduli space of g r d s on X η and the special fiber G 0 parametrizes limit g r d s on X 0 of multidegree w 0 .
Remark 4.12. It is unclear whether the scheme structure of G agrees with the moduli space constructed in [Oss14] , although they are the same as topological spaces. The main subtlety is that the determinantal condition in (4.4) for G is imposed for all w ∈ V (G(w 0 )), whereas in [Oss14] it is imposed for all w ∈ V (G(w 0 )). See for example the proof of [LO18, Proposition 3.2.7].
We next prove the smoothing properties of limit linear series on X 0 under certain technical assumptions. This is essentially a consequence of dimension estimation of G. To do this, we first consider G 2 . Let G 1 be the product of all Gr(r + 1, E w )s, where w ∈ V (G(w 0 )), over P and G 2 ⊂ G 1 be the locus parametrizing tuples (V w ) w∈V (G(w0)) such that f w,w ′ (V w ) ⊂ V w ′ for all w and w ′ in V (G(w 0 )). There is a natural forgetful mapπ :
Proposition 4.13. There exists a choice of concentrated multidegrees (w v ) v such that G 2 is a linked flag scheme over P. More precisely, let s : B → P be any section of P → B, then the fiber product G 2 × P B is isomorphic to a Mustafin degeneration of type d = (r + 1, d +d − g + 1) associated to a convex configuration in B 0 d of the vector space Γ(X η , L), where L is the line bundle on X η corresponding to the generic point of s. In particular, G 2 × P B is irreducible. Moreover, for w ∈ V (G(w 0 )) let L ′ w be the extension of L to X with muldtidegree w on X 0 and L w = L ′ w (D), then the configuration mentioned above is the convex hull of {Γ(X, L wv )} v∈V (G(w0)) .
Proof. By construction, the pullback of each E w to G 2 × P B is Γ(X, L w ). For w ′ ∈ V (G(w 0 )), suppose the minimal path in V (G(w 0 )) from w to w ′ contains a v twists at v, then the twisting
Hence by construction and Theorem 2.6, it remains to show that the configuration {Γ(X, L w )} w∈V (G(w0)) is the convex hull of {Γ(X, L wv )} v∈V (G) .
Note that the intersection of global sections
is compatible with taking the minimum of the coefficients of each Z vi . Hence the conclusion follows from Proposition 4.9 and Remark 4.10.
Remark 4.14. We warn the reader that in the proof of Proposition 4.13 different multidegrees w may give homothetic lattices Γ(X, L w ). See Proposition 5.1 (2). However, this won't affect the proof.
We now mimic the proof given in [Oss14, §6] to show the smoothing property of limit linear series on a curve possibly not of pseudo-compact type.
Theorem 4.15. Let X/B be a smoothing family with special fiber X 0 . Let w 0 be a multidegree on G of total degree d, and choose concentrated multidegrees (w v ) v satisfying (4.2). Suppose the mapπ : G 2 → G 2 is surjective. If the moduli space G 0 of limit g r d s of multidegree w 0 on X 0 has dimension ρ = g − (r + 1)(g − d + r) at a given point, then the corresponding limit linear series arises as the limit of a linear series on the geometric generic fiber of X.
More precisely, supposeπ is surjective, then G as above has universal relative dimension at least ρ over B; and if G 0 has dimension exactly ρ at a point, then G is universal open at that point.
Proof. By [Oss15, Proposition 3.7] it is enough to show that the map G → B has universal relative dimension at least ρ over B. By [Oss15, Corollary 5.1] it remains to check that each component of G, as a closed subscheme of G 1 , has dimension at least ρ + 1.
Sinceπ is surjective, the fiber product G 2 × P B is irreducible for any section s : B → P of P/B by Proposition 4.13. Hence its special fiber G 2 × P κ is contained in the closure of its generic fiber G 2 × P K. Since each point of the special fiber of P ≃ Pic w0 (X/B) is contained in the closure of a K-point of the generic fiber P η = Pic d (X η ) as K is complete, it follows that the special fiber G 2 0 of G 2 is contained in the closure of its generic fiber G 2 η . Obviously G 2 η is a relative Grassmannian over P η , hence it is irreducible of dimension d ′ = g + (r + 1)(d +d − g − r). Thus G 2 , as an irreducible closed subscheme of G 1 , has dimension d ′ + 1 by [Oss15, Proposition 6.6]. It follows that G, as an intersection of determinantal loci in G 2 , has component-wise dimension at least
5. An example of smoothing limit linear series.
In this section we give an example of a reducible curve for which the forgetful mapπ in §4.3 is surjective. We then prove that in this case all limit linear series smooth. Moreover, we use the method in §3 to describe the geometry of the linked flag scheme arises from the construction of moduli space of limit linear series as in Proposition 4.13. Most of the notations in this section can be found in §5.
Let X 0 be a cyclic curve consisting of three rational components intersecting with each other at exactly one point. We label the components of X 0 by Z 1 , Z 2 , Z 3 respectively. Let v i be the vertex in the dual graph of X 0 corresponding to Z i .
X 0 P 2,3 P 1,2 P 1,3 Figure 1 . A cyclic curve with three rational components, where P i,j is the intersection point of Z i and Z j .
Fix the multidegree w 0 = (1, 1, 1) and r < 3. It is easy to check that the multidegrees w v1 = (3, 0, 0), w v2 = (0, 3, 0) and w v3 = (0, 0, 3) are concentrated on v 1 , v 2 and v 3 respectively, and that V (G(w 0 )) = {w 0 , w v1 , w v2 , w v3 , (−1, 2, 2), (2, −1, 2), (2, 2, −1)} is the integral tropical convex hull of w v1 , w v2 , w v3 . See G(w 0 ) on the left of Figure 2 . Note that V (G(w 0 )) can be identified with the set {(0, 0, 0), (0, 1, 1), (1, 0, 1), (1, 1, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1)} ⊂ TP 2 , and one can calculate V (G(w 0 )) either via its definition as in Definition 4.6 and (4.3) or by calculating the integral tropical convex hull of {w v1 , w v2 , w v3 } ⊂ TP 2 according to Proposition 4.9. In the sequel we denote V (∂G(w 0 )) = {(−1, 2, 2), (2, −1, 2), (2, 2, −1)}.
5.1. The smoothability. As in §4.3 let X/B be a smoothing family with special fiber X 0 . We can choose D = 0 in the construction of moduli space G of limit linear series since E w is automatically a rank-three vector bundle on P for all w ∈ V (G(w 0 )). Let L be a line bundle on X η induced by a section s : B → P and L w its extension to X as in Proposition 4.13 (again, we take D = 0). Let L w be the restriction of L w on X 0 .
Proposition 5.1. Let L, L w and L w be as above.
(1) dim Γ(X 0 , L w ) = 3 for all w ∈ V (G(w 0 )).
Figure 2.
Remark 5.2. A priori, the underlying quiver of G 2 × P B, whose set of vertices is identified with Γ X,s , has two arrows, one for each direction, between every pair of two vertices. However, after successively removing the arrows that are equal to a composition of the remaining ones, we get (in our special case of X 0 and w 0 ) the right part of Figure 2 .
Proposition 5.3. Let X/B be a smoothing family with special fiber X 0 , a cyclic curve with three rational components as above. Let w 0 = (1, 1, 1) and choose concentrated multidegrees w v1 , w v2 , w v3 as above. Then the projection mapπ : G 2 → G 2 is surjective. Moreover, the moduli space G 0 of limit g r 3 s of multidegree w 0 on X 0 has pure dimension ρ = 1 − (r + 1)(r − 2). As a result any Moreover, Gr(e 1 , M ) has 4 irreducible components: S c N , S c Mi (i = 1, 2, 3) and S c N , S c Mi intersect along S M ′ i ⊕Si for all i. Proof. Since e 1 = (1, ..., 1), by (3) of 5.1 at most one of f wv i ,w0 | Vw v i can be injective.
Suppose all f wv i ,w0 | Vw v i are zero. There are two possibilities regarding a general section in V (1,1,1) . If V (1,1,1) contains a section not vanishing identically on any of the three components of the curve, one can check that all linear maps other than f wv i ,w0 | Vw v i (i = 1, 2, 3) must be injective and the sub-representation is determined up to isomorphism, and we denote it by N . Otherwise, the sub-representation is determined up to isomorphism and contains a simple sub-representation S i ; we denote this sub-representation class by M ′ i ⊕ S i . Suppose instead f wv i ,w0 | Vw v i is injective. In this case, one can check that except for f wv k ,w0 (k = i) and the arrow towards V wv i all linear maps are injective. This determines an indecoposable sub-representation up to isomorphism, which we denote by M i .
To conclude about the irreducible components of Gr(e 1 , M ), we first compute space of maps between the indecomposable representations Table 2 .
From Proposition 5.1, one gets M ∼ = M 1 ⊕ M 2 ⊕ M 3 . One then concludes that dim S N = dim S Mi = 2, dim S M ′ i ⊕Si = 1. We claim that S c Mi (i = 1,) and S c N are the irreducible components of Gr(e 1 , M ) and S c M ′ i ⊕Si is contained in S c Mi and S c N . Without loss of generality, assume i = 1. Any sub-representation (V w = κ · s w ) isomorphic to M ′ 1 ⊕ S 1 must have s w0 = (0, b, c), s wv 1 = (g, 0, 0). Set W t w0 = κ · (s w0 + t · s), where s is a section in Γ(X 0 , L w0 ) such that f w0,wv 1 (s) = s wv 1 , W t wv 1 = V wv 1 and W t w = κ · (s w + t · f w0,w (s)) for w = w 0 , w v1 . Then (W t w ) ∈ S N for all t = 0 and (W 0 w ) = (V w ). This shows that S M ′ 1 ⊕S1 ⊂ S c N . Similarly, let s ′ be a section in V wv 1 such that f wv 1 ,w0 = s w0 ; set U t wv 1 = κ · ((g, 0, 0) + t · s ′ ), U t w0 = V w0 and U t w = κ · (s w + t · f wv 1 ,w (s ′ )) for w = w 0 , w v1 . Then (U t w ) ∈ S M1 for all t = 0 and (U 0 w ) = (V w ) and thus S M ′ 1 ⊕S1 ⊂ S c M1 . This verifies the second part of the proposition.
Remark 5.6. Notice that the number of irreducible components of Gr(e 1 , M ) agrees with the cardinality of the vertex set of the underlying quiver. This is no coincidence. In fact, it follows directly from Theorem 2.10 in [CHSW11] .
Similarly, we get
Proposition 5.7. Let e = (2, ..., 2). The irreducible components of Gr(e, M ) are S c Mi⊕Mj (i = j), S c Mi⊕N and S c N ⊕2 , for all i, j ∈ {1, 2, 3}.
Proof. We first determine all the sub-representations of M of dimension e.
(1) If the induced map 3 i=1 V wv i → V w0 is surjective, then the sub-representation we obtain is isomorphic to M i ⊕ M j , for some i = j ∈ {1, 2, 3}.
(2) If the induced map 3 i=1 V wv i → V w0 has rank 1, then depending on the value of the vector r = (rank(V w0 → V wv i )) 3 i=1 , we have • If r ∈ {(1, 2, 2), (2, 1, 2), (2, 2, 1)}, the sub-representation is isomorphic to M i ⊕ N .
• If r ∈ {(1, 1, 2), (2, 1, 1), (1, 2, 1)}, the sub-representation is isomorphic to
is zero, then depending on the value of the vector r = (rank(V w0 → V wv i )) 3 i=1 , we have • If r = (2, 2, 2), the sub-representation is isomorphic to N ⊕ N .
• If r ∈ {(1, 2, 2), (2, 1, 2), (2, 2, 1)}, the sub-representation is isomorphic to N ⊕M ′ i ⊕S i . • If r ∈ {(1, 1, 2), (2, 1, 1), (1, 2, 1)}, the sub-representation is isomorphic to
Using information in Table 5 
