Where primary porosity and permeability of a rock are unfavourable for hydrocarbon production, 12 fractures can improve reservoir potential by enhancing permeability. Higher fracture intensity may 13 create a better connected fracture network, improving fractured reservoir quality. Investigations into 14 the controls on fracture intensity commonly conclude that either structural or lithological factors have 15 the greatest influence on fracture abundance. We use the Swift Reservoir Anticline in north western 16
Introduction 28
Fractured reservoirs host hydrocarbon reserves globally, and are particularly beneficial to petroleum 29 systems with little primary porosity and permeability. Vietnam (Cuong & Warren, 2009 ). These reservoirs are found in a range of geological settings, from 33 relatively undeformed regions, where fractures form in response to regional stresses or increased 34 pore pressure (e.g. Engelder & Lacazette, 1990; Lacazette & Engelder, 1992) , to tectonically deformed 35 regions, where stress concentrations have formed tectonic fractures on folds and around faults. 36
Fractured reservoirs form a significant contribution to global oil and gas reserves. For example the 37
Zagros fold-thrust belt, where oil and gas are produced primarily from the fractured Asmari Formation 38 carbonates, is one of the most prolific onshore regions of hydrocarbon exploration and production. It 39 has been estimated that this region alone contains 49 % of the global fold-thrust belt reserves (Cooper, 40 2007) . 41
The contribution of fracture networks to the petroleum system varies depending on several fracture 42 attributes. Wider fracture apertures increase the secondary porosity and permeability, increasing fluid 43 flow (Odling et al., 1999) ; longer fractures increase the likelihood of fracture intersection, and 44 therefore can improve fracture network connectivity. Fracture network orientations play a role in 45 influencing fluid flow; orthogonal fracture sets are likely to intersect, improving fracture connectivity 46 and increasing the size of the effective fracture network (see Watkins et al., 2015a) . The intensity of 47 fracture networks can also control fluid flow; higher fracture intensities (the total fracture length, area 48 or volume within a given area or volume) correlate with higher fracture connectivity (e.g. Watkins et 49 al., 2018); if a fracture network is well connected, fluids are able to migrate through the fractures 50 more easily. The controls on the spatial distribution of fracture network intensity is not fully 51 understood. A better understanding of the controls on fracture intensity distribution would allow 52 better prediction of the highest quality fractured reservoirs in the subsurface, and therefore better 53 targeting of these permeability sweet spots when drilling for oil and gas. 54
Current understanding of the controls on fracture intensity variation is often derived from outcrops 55 used as analogues to subsurface fractured reservoirs. These studies suggest that both structural and 56 lithological controls influence fracture intensity (e.g. Fischer & Jackson, 1999 Evidence for structure and lithology controlling fracture intensity are well reported in the literature 67 (see previous paragraph); we aim to add to this knowledge base, assessing the relative contribution 68 of lithological and structural controls on fracture formation using an anticline of dolomite in the 69 Sawtooth Range of Montana, USA. Using field data we separately assess how structural (simple 70 curvature and bedding dip) and lithological (grain size, porosity, composition) factors correlate to 71 fracture intensity variation, and we use results from this analysis to discuss which has the greatest 72 influence on fracture formation. 73
74

Sawtooth Range 75
Regional Geology 76
We use an anticline in the Sawtooth Range of Montana, USA, to analyse fractures. The Sawtooth Range 77 is an arcuate fold-thrust belt formed in the Palaeocene (Mudge, 1982) during the Cordilleran Orogeny 78 (Fuentes et al., 2012) . It is located on the eastern edge of the Rocky Mountains in north-west Montana, 79 bounded to the east by the Mesozoic-Palaeogene foreland basin, and to the west by the Lewis and 80 Eldorado Thrust system, which separates Proterozoic-Palaeozoic rocks in its hangingwall from 81
Palaeozoic-Mesozoic rocks in its footwall (Figure 1 ). The Sawtooth Range is in the footwall to the 82 Lewis-Eldorado Thrust system, and has been interpreted by many authors to be a thin-skinned fold-83 thrust belt (Mudge, 1982; Mitra, 1986 
Swift Reservoir Anticline 167
The Swift Reservoir Anticline is on the north-eastern margin of the Sawtooth Range (Figure 1, Figure  168 3a), bounded to the west by structurally overlying fold-thrust structures and to the east by less 169 deformed Mesozoic rocks in the foothills and western foreland basin (Figure 3d ). The Swift Reservoir 170
Anticline exposes folded Mississippian Castle Reef Formation dolomites, which form a strongly 171 asymmetric fold structure (Figure 3b, 3d) these fractures in the fold forelimb at the northern end of the structure close to the preserved 216 unconformity surface; elsewhere no evidence for karstified fractures could be seen. The outcrops 217 containing the karstified fractures also contain narrow aperture, non-karstified joint sets that are alike 218 in attributes to the rest of the fractures that we sampled throughout the fold. These narrow fractures 219 cut across the sand and conglomerate fill in the karstified fractures so are clearly younger. It is these 220 narrow, younger fractures that we have sampled in this study; although older fracture sets are present 221 in the structure, they are easily distinguished in the field due to their sand/conglomerate fill, and have 222 been excluded from this study. 223
224
Methods 225
Fieldwork 226
To asses both the structural and lithological controls of fracture intensity on the Swift Reservoir 227
Anticline we collected data in the field from eleven transects oriented normal to the fold hinge along 228 a 2 km segment of the fold ( 
Fracture intensity estimation 243
Fracture (joint) intensity was estimated for each sampling site using digital circular scanlines. Bedding 244 surface photographs taken at each sampling site were scaled and oriented using Move software. A 245 digital circle of known radius was placed on the photograph and the number of intersections with this 246 circle was recorded. The fracture intensity for each sampling site was estimated using Mauldon's 247 circular scanline method: 248 I = n/(4r) 249 I = estimated fracture intensity (m/m²), n = number of fracture intersections with the digital circle, and 250 r = circle radius (m) (Mauldon et al., 2001) . Estimated fracture intensity is given as fracture length per 251 unit area on the bedding surface. Sampling circle radii ranged from 8-39 cm; the exact size of the circle 252 was chosen to attain a minimum n value of 30, as suggested by Rohrbaugh et al. (2002) . Circular 253 scanline sampling was chosen because it does not incur any orientation bias, and therefore no 254 orientation correction is required. Although the circular scanline method only estimates fracture 255 intensity it has been tested against other data collection methods that record the actual fracture 256 intensity at outcrop, such as areal sampling (Watkins et al., 2015b) , and has been shown to produce 257 accurate results. 258
Lithological analysis
From the 10 hand specimens oriented thin sections for each were cut normal to bedding and parallel 260 to the bedding dip direction. SEM (Scanning Electron Microscope) analysis was used to analyse thin 261 sections using Back Scatter Electron (BSE) imaging. 12-15 randomly selected images of each thin 262 section were collected for further image analysis using ImageJ software. In ImageJ, the percentages of 263 lithological properties (porosity, dolomite, quartz, calcite, kaolinite, other mineral) were calculated for 264 each image using the following workflow: 1) set image scale, 2) adjust image brightness and contrast 265 until the lithological property of interest is shown in black, and the rest of the image is shown in white, 266
3) 'despeckle' the image to remove noise, 4) convert image to binary, 5) analyse the binary image to 267 determine the percentage area of the lithological property of interest. 268
3D model building & predictions 269
Pseudosurfaces for the top Castle Reef Formation and fifteen arbitrary horizons beneath were 270 constructed using Move software to extract curvature data from. These surfaces were built to 271 represent the large scale fold geometry rather than the actual top Castle Reef Formation, which may, 272 in reality, not be a single horizon surface. Cross sections for the Top Castle Reef Formation were 273 constructed for each transect using field bedding data and geological map boundaries (Mudge & 274 Earhart, 1983) . A 3D surface for this horizon was then constructed using a spline curves algorithm; the 275 resultant surface was analysed using curvature analysis to determine non-geological anomalies on the 276 surface geometry. The cross sections were adjusted to remove anomalies, whilst ensuring the top 277
Castle Reef Formation horizon geometry still adhered to field data. The 3D surface was reconstructed 278 and resampled to make a mesh surface made up of individual triangular segments whose edge lengths 279 measured no more than 20 m. In addition to this 15 more surfaces were created below the top Castle 280
Reef Formation horizon, using lines constructed parallel to the original Castle Reef Formation horizon 281 on each cross section. These arbitrary surfaces were spaced at 10 m intervals, parallel to the top Castle 282 Reef Formation surface above. Field sampling site localities were then projected to the nearest 3D 283 surface, and a value for simple curvature for each sampling site was extracted from the 3D surfaces. 284 Figure 5 shows the 3D surface for the top Castle Reef Formation horizon, colour mapped for simple 285 curvature, which is the rate of change of dip measured in the direction of maximum dip (e.g. Hennings 286 et al., 2000). The 3D model shows a narrow, high curvature fold forelimb and much lower curvature 287 in the hinge zone and fold backlimb. Curvature in the fold backlimb is consistently low throughout the 288 entire structure, curvature in the hinge zone increases slightly to the SE, and the fold forelimb 289 curvature is much higher in the NW compared to elsewhere along strike. and parallel to the fold hinge. The orientations of these two fracture sets varies throughout the fold, 308 but may be due to changes in the orientation of the fold hinge along strike (see Figure 4) . 309
Fracture intensity estimations are presented on Figure 4 ; estimations range from 23 to 464 m/m². 310
From initial observation of the fracture intensity distribution no clear pattern is observed. Estimated 311 fracture intensity is highest in the fold forelimb at the northern end of the structure, where simple 312 curvature is highest ( Figure 5) ; elsewhere fracture intensity distribution appears almost random. To 313 understand the controls on fracture intensity we analyse structural and lithological factors separately. 314 shows that estimated fracture intensity increases with both simple curvature and bedding dip ( Figure  337 7a & 7b). The linear correlation coefficient for both graphs is 0.42, suggesting only moderate data 338 scatter. The cross section (Figure 7c ) shows a gradual increase in fracture intensity from the fold 339 backlimb to the fold forelimb. 340
Scatter graphs for transect 10 show a negative correlation between estimated fracture intensity and 341 simple curvature ( Figure 7d ) and a positive correlation between estimated fracture intensity and 342 bedding dip (Figure 7e ), suggesting a more complicated relationship between structural controls and 343 fracture intensity than indicated by transect 1. The cross section for transect 10 ( Figure 7f) 
Thin section analysis 365
The composition of 10 GSD and MSD hand specimens were determined using thin section analysis on 366 BSE (Back-Scatter Electron) images from an SEM (Scanning Electron Microscope) and image analysis, 367 using ImageJ software. Examples of three binary images for porosity, calcite and quartz distribution 368 for the thin section imaged in Figure higher quartz content generally have higher fracture intensity than those with lower quartz content. 388
A positive correlation is also seen between estimated fracture intensity and kaolinite content (R² = 389 0.39, Figure 10d ). Hand specimens with low kaolinite content tend to have low estimated fracture 390 intensity, whereas hand specimens with more kaolinite have higher estimated fracture intensities. 391 Figure 10e shows a moderate correlation (R² = 0.15) between estimated fracture intensity and calcite 392 percentage; however given that only three of our hand specimens contain calcite, and that most of 393 that calcite is observed in fractures/pores (Figure 9 ) suggests that it was probably was not present 394 during the main phase of fracturing, and therefore calcite is unlikely to have influenced fracture 395 intensity. A positive correlation is also seen between quartz and kaolinite content ( Figure 10f) ; the 396 implications of this correlation will be considered in the discussion. 397 398 Discussion 399
Structural versus lithological control on fracture intensity 400
Correlation between fold simple curvature, bedding dip, and structural position with estimated 401 fracture intensity can be seen in our data ( Figure 6 ). Estimated fracture intensity increases as simple 402 curvature and bedding dip increase, suggesting that these two factors are related to fracture 403 formation. These relationships are clearest where data is collected from a single lithology; for example 404 data from Transect 1 (Figure 7 ) is collected in only Mud-Supported Dolomites. Here positive linear 405 correlation coefficients for these variables are moderate (Figure 7a-c) . Generally higher simple 406 curvatures and bedding dips are found in the fold forelimb, where fracture intensity is highest, and 407 they decrease south-westward into the fold backlimb, where fracture intensities are lowest ( Figure  408 7a-c). When analysing the data in more detail we see that these relationships between structural 409 controls and estimated fracture intensity only hold true where lithology is consistent (e.g. Figure 7d -410 f); our data shows that, regardless of structural position, fracture intensity will be higher in mud-411 supported dolomites than grain-supported dolomites. This means that the high curvature, steeply 412 dipping fold forelimb, if sampled in a mud-supported dolomite fracture intensity will be high, whereas 413 in a grain-supported dolomite, fracture intensity will be lower ( Figure 11 ). 414
Relationships between fold curvature and fracture intensity have been discussed at length in 415 published literature, and stem from work by Ramsay (1967) , who proposed relationships between 416 strain and fold curvature in two dimensions. Lisle (1992; further developed work by Ramsay 417 (1967) by assessing how strain and curvature relate in three dimensions. Lisle uses curvature analysis 418 to detect zones high strain on folded surfaces, and suggests that this curvature analysis could be used 419 to predict the density of sub-seismic scale deformation such as fracturing (Lisle, 1994 it is the lithology that is the main control on fracture intensity distribution across the fold structure. 439
The implications for this are that fracture intensity prediction in subsurface structures may be better 440 aided by determining how lithology changes spatially rather than focussing on characterising the 441 geometry of a fold and modelling its evolution. 442
Based on fracture orientations we classified our fracture sets as Price's (1966) 
Lithological control on fracture intensity 454
Using image analysis of Back-Scatter Electron (BSE) photographs we were able to determine that 455 fracture intensity shows some correlation with the proportion of porosity, quartz and kaolinite ( Figure  456 10). The reason for this probably relates to these lithological factors influencing overall rock strength. 457
It is thought that fracture intensity increases with increasing rock strength because stronger rocks 458 tend to be more brittle, so that when they fail they produce closely spaced, high density fracture 459 networks (Nelson, 2001) . Our data suggests that fracture intensity increases with decreasing porosity 460 ( Figure 10a) ; similar correlations have been observed elsewhere, for example Nelson (2001) reports 461 increasing fracture intensity with decreasing porosity in carbonates further south in the Sawtooth 462
Range. The negative correlation between fracture intensity and porosity observed in our study could 463 be explained by strain accommodation during deformation. One explanation might be that pore 464 spaces act as weak zones in the rock; as stress is applied to the rocks during folding, the pore space 465 may accommodate strain by distortion of the pore boundaries (i.e. elastic behaviour). Bounding grains 466 could be pushed into the pore space, accommodating a significant portion of the overall strain, 467 meaning only a limited number of fractures need to form to accommodate the remaining strain. In 468 rocks with very low porosity, such as the mud-supported dolomites in our study area, limited pore 469 space might mean very little pre-failure strain can be accommodated by pore space rearrangement 470 (elasticity) so instead a large number of fractures form. If this was the case we might expect to see 471 evidence for pore shape deformation. Although our BSE images of thin sections clearly show many 472 pores, we cannot assess the degree of pore shape deformation because we do not have any evidence 473 of the pore shapes prior to folding. 474
Compositional correlations with estimated fracture intensity are also observed from our data. Fracture 475 intensity increases with both increasing quartz and kaolinite content (Figure 10c, 10d) . Quartz is a 476 strong, brittle mineral; increasing the amount of quartz in a rock will probably also increase the bulk 477 strength and brittleness of that rock. Based on Nelson's (2001) suggestion that rocks with a higher 478 percentage of brittle constituents will have closer spaced (and therefore higher intensity) fractures, it 479 would be expected that rocks with more quartz will have a higher fracture intensity than those with 480 less brittle constituents, which fits our data. The positive correlation between estimated fracture 481 intensity and kaolinite percentage is more puzzling. Kaolinite is a clay mineral and as such is usually 482 considered weak and incompetent in comparison to other minerals such as dolomite and quartz; rocks 483 with more weak and incompetent minerals would have lower bulk strengths and be less brittle than 484 those without, therefore we might expect lower fracture intensities in rocks containing more clay. This 485 relationship is observed elsewhere; Corbett et al. (1987) determine that chalks containing smectite 486 are weaker than those without because large clay masses act as soft inclusions that concentrate the 487 applied stress. Ferrill and Morris (2008) also suggest that clay rich carbonates are incompetent so they 488 are able to accommodate more pre-failure strain, resulting in lower fracture intensities at outcrop. 489
Both of these studies suggest the opposite relationship to what we observe from our data; we suggest 490 our observed positive correlation between fracture intensity and kaolinite content probably relates to 491 the fact that kaolinite-bearing rocks also tend to have significant proportions of quartz (Figure 10f ), 492 which controls the bulk rock properties and resulting fracture intensity. Kaolinite percentages are very 493 low (<0.7 %) so probably do not have a significant impact on bulk rock properties; the correlation 494 between kaolinite content and estimated fracture intensity may be coincidental. 495
Our data suggests porosity and compositional factors are the main lithological controls on fracture 496 intensity, however there are several other studies that suggest other lithological properties influence 497 fracture intensity. Mechanical layer thickness is thought to correlate with fracture intensity; it is 498 thought that thicker beds will have wider spaced (and therefore lower intensity) fractures. Based on our data we suggest that the greatest controls on fracture intensity are porosity and quartz 516 content, followed by structural factors such as simple curvature and structural position. Where 517 lithology is constant (i.e. sampling at the same stratigraphic position along a transect) fracture 518 intensity has a positive correlation with fold simple curvature and bedding dip; the highest fracture 519 intensities are found in fold forelimb outcrops. Where variations in lithology occur (i.e. sampling 520 multiple bedding surfaces at different stratigraphic positions in the Castle Reef Formation), the 521 fracture intensity is unpredictable based on fold geometry; instead the fracture intensity is at least 522 partially controlled by porosity and quartz percentages that control the bulk rock strength and its 523 mechanical behaviour under stress. is shown by the black box. Adapted from Mudge et al., 1982; Mudge & Earhart, 1983 . 708 
