We have used oligonucleotide tiling arrays to construct genome-wide high-resolution histone acetylation maps for fission yeast. The maps are corrected for nucleosome density and reveal surprisingly uniform patterns of modifications for five different histone acetylation sites. We found that histone acetylation and methylation patterns are generally polar, i.e. they change as a function of distance from the ATG codon. A typical fission yeast gene shows a distinct peak of histone acetylation around the ATG and gradually decreased acetylation levels in the coding region. The patterns are independent of gene length but dependent on the gene expression levels. H3K9Ac shows a stronger peak near the ATG and is more reduced in the coding regions of genes with high expression compared with genes with low expression levels. H4K16Ac is strongly reduced in coding regions of highly expressed genes. A second microarray platform was used to confirm the 5 0 to 3 0 polarity effects observed with tiling microarrays. By comparing coding region histone acetylation data in HDAC mutants and wild type, we found that hos2 affects primarily the 5 0 regions, sir2 and clr6 affect middle regions, and clr6 affects 3 0 regions. Thus, mechanisms involving different HDACs modulate histone acetylation levels to maintain a 5 0 to 3 0 polarity within the coding regions.
Introduction
In eukaryotes, nucleosomes are the basic units of chromatin. Each nucleosome core contains 146 bp of DNA wrapped around an octamer of four core histones, H2A, H2B, H3 and H4. The N-terminal histone tails, which project from the nucleosome core (Luger et al. 1997) can be post-translationally modified by a variety of enzymes to be acetylated, deacetylated, phosporylated, methylated, ubiquitinated and sumoylated (Iizuka & Smith 2003 , Gill 2004 . Several of these histone modifications influence gene expression by stimulating or preventing transcriptional initiation and elongation (Mizzen et al. 1996 , Perez-Martin & Johnson 1998 , John et al. 2000 , Winkler et al. 2002 , Krogan et al. 2003 , Ng et al. 2003 . Thus, many of the histone-modifying enzymes act as corepressors or coactivators of gene expression.
Currently there are two models for how histone modifications modulate gene expression: the Fhistone code_ model and a Fquantitative_ model. In the histone code model, modification patterns function like codes that can be short term or long lived and even epigenetically heritable (Turner 1993 , Jenuwein & Allis 2001 . These codes are predicted to translate into specific gene regulatory events. Recent studies in both fission yeast and budding yeast support the idea that certain histone modifications can lead to a coordinated regulation of biologically related processes. For example, in fission yeast, Hos2 causes the deacetylation of histone H4 lysine 16 in the coding regions of highly expressed growth-related genes to stimulate their expression (Wirén et al. 2005) . In budding yeast, certain patterns of histone acetylation could be linked to regulation of genes involved in distinct cellular functions (Kurdistani et al. 2004) . In the quantitative model, histone modifications affect chromatin structure due to changes in the net charge of the histones (Wade et al. 1997 ). The quantitive model was supported genetically by combining K-to-R mutations in budding yeast histone H4K5, K8, K12, and K16 and examining how global gene regulation was affected (Dion et al. 2005) . In brief, they found that K-to-R substitutions in histone H4 lysines 5, 8 and 12 were interchangeable leading to indistinguishable effects on gene regulation. Different combinations of multiple substitutions in different combinations gave similar effects on gene expression. One exception to this rule of interchangeability was mutations in histone H4K16 which had a more discriminatory affect on one set of genes. The special role of H4K16Ac is in agreement with the findings that binding of the proteins Sir3 and Bdf1 is regulated by acetylation of histone H4 lysine 16, leading to transcriptional silencing and activation respectively. Sir3 binds acetylated H4K16Ac and Bdf1 binds H4 when hypoacetylated at K16 (Hecht et al. 1995 , Matangkasombut & Buratowski 2003 . To fully understand the balance between the combinatorial histone code and more general quantitative effects of histone modifications, additional-genome wide studies are required. These should provide genomic maps for a greater number of modifications produced by microarray platforms with improved resolution. It will also be important to compare how gene expression in different organisms is dictated by chromatin modifications.
One technique, known as FChIP on CHIP,_ combines Chromatin Immuno Precipitation to isolate fragments of chromatin interacting with specific proteins and DNA microarray analysis, allowing whole genomes to be simultaneously investigated. To date, ChIP on CHIP has been used to map histone modifications and nucleosome occupancy in yeast, human and Drosophila (Bernstein et al. 2002 , Santos-Rosa et al. 2002 , Kurdistani et al. 2004 , Lee et al. 2004 , Wirén et al. 2005 , Pokholok et al. 2005 , Bernstein et al. 2005 , Wirbelauer et al. 2005 . In this study, we have used high-resolution oligonucleotide tiling arrays to construct genomewide histone acetylation maps for fission yeast. This enabled us to address how histone acetylation levels are distributed across both the intergenic regions (IGR) and the entire coding regions of genes (ORF). Our analysis revealed that H3 and H4 acetylation and H4 methylation patterns are polar, i.e. they change as a function of distance from the ATG codon. Of the five histone acetylation sites investigated, H3K14Ac and H4K16Ac patterns were most dependent on gene expression levels. By using previously published data from a spotted microarray platform, in which the ORF probes have a 3 0 biased position within the coding regions, we were able to confirm the patterns observed with oligo tiling array. In addition, we examined how the histone deacetylases (HDACs) in S. pombe affect histone acetylation levels across the coding regions.
Materials and methods

ChIP on CHIP
The cell cultures were grown to mid logarithmic growth phase in rich medium (YES) before fixation and ChIP. Antibodies specific for H3K9Ac, H3K14Ac, H4K5Ac, H4K12Ac, H4K16Ac (Suka et al. 2001) , H3K4Me2 (Briggs et al. 2001) and H3cter (Ab1791, Abcam) were used for ChIP according to Robyr & Grunstein (2003) with the following modifications: Cells were lysed using a FFastprep FP120_ bead beater at speed setting 6.5, 5 Â 25 s at 4-C. The crude lysate was sonicated on ice 3 Â 60 s using a FBranson sonifier 250,_ at settings: output control 7; 50% duty cycles. Cell debris was centrifuged 5 min at 20 000 rpm at 4-C; the supernatant was transferred to a new tube and kept on ice. The cell debris was resuspended in 400 ml lysis buffer and the sonication step was repeated once. Supernatants from the two sonication steps were pooled. For the GeneChip \ S. pombe Tiling Array from Affymetrix, the DNA was amplified according to Robyr & Grunstein (2003) to obtain 5.0 mg of DNA (H3K9Ac, H3K14Ac, H4K5Ac, H4K12Ac, H4K16Ac and H3cter ChIP DNA and input control DNA). The DNA was then fragmented around 100 base pairs using DNAse I, labelled with biotin and hybridized as described by Lengronne et al. (2004) . For spotted DNA microarrays (Eurogentec), the input DNA was labelled with Cy3 and simultaneously hybridized with the Cy5-labelled H3K4Me2 ChIP DNA according to Wirén et al. (2005) .
Tiling microarray nomenclature
The Gene Chip \ S. pombe Tiling Array (Affymetrix) is a high-density oligonucleotide microarray (resolution 250 bp) which covers chromosome II and half of chromosome III of the S. pombe genome. Using the tiling microarray information and gene length (from GeneDB), we have established a new nomenclature for almost all the tiling fragments (Suppl. Figure 2 ). For example, two genes of directions A (j) and B (+) of lengths 1000 bp and 750 bp respectively will have four A fragments and three B fragments. The first fragment (first from ATG) of the gene A is named as FA_NO1_ (FA_ is the name of the gene, FN_ indicates the direction (j), FO_ indicates ORF and F1_ indicates that it is the first fragment from the ATG. Similarly, the second, third and fourth fragments are named as FA_NO2,_ FA_NO3_ and FA_NO4,_ respectively. Similarly the first fragment of gene B is named FB_PO1._ The nomenclature of IGR fragments is similar. If the directions of gene A and gene B are (j) and (+) respectively, then the IGR region is divided into two equal parts and they are then divided into fragments starting from the ATG i.e. the first IGR fragment of FA_ is named as FA_NI1_ where FI_ indicates that it is an IGR region. The starting and ending positions of a gene are not always numbers which can be divided by 250. Therefore to determine the nearest tiling fragment for the starting and ending position, we ran a script (Visual basic, Ms Access and Excel) on the whole data set. The new nomenclature is available at http://natvet.sh.se/ekwall_lab/index.htm.
Data analysis
The data was analysed using Gene Spring v 7.2 (Silicon Genetics). Both the tiling microarray data (Affymetrix platform) and the spotted microarray data (Eurogentec platform) were normalized in two steps. First a data transformation was carried out setting the measurements less than 0.01 to 0.01 and secondly a Fper CHIP_ normalization was performed normalizing to the 50th percentile. For complete microarray data sets, see submission GSE3340 at http://www.ncbi.nlm.nih.gov/geo.
We then corrected the normalized histone modfication data for nucleosome loss by dividing the histone acetylation ChIP value by the H3cter ChIP value. A cut-off value of 1.5 fold for the histone acetylation/ H3cter ChIP ratio was used to produce lists of tiling fragments and spotted microarray fragments with high (91.5) and low (G0.66) histone acetylation. The lists were compared with the 5 0 to 3 0 positions of the fragments within ORF and IGR regions using hypergeometric probability tests, which calculates the probability of overlap between the lists. For tiling data, we used the new nomenclature to make lists of fragments with different 5 0 to 3 0 positions within ORF and IGR regions and compared those with lists of tiling fragments with high or low histone acetylation/ H3cter ChIP ratios ( Figure 2B ). For spotted microarray data, we compared the 5 0 to 3 0 position of the ORF fragment with lists of high or low histone acetylation/H3cter ChIP ratios and H3K4me2/H3cter ratios in wild type, as well as histone acetylation/ H3cter ChIP ratios in HDAC mutants (Figure 3) .
Results
ChIP on CHIP analysis of histone acetylation using high-resolution S. pombe tiling microarrays
To analyse histone acetylation patterns of S. pombe ORF and IGR regions, we devised a new nomenclature for tiling fragments. Oligonucleotide tiling micro-
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Supplementary material is available for this article at http:// dx.doi.org/10.1007/s10577-005-1023-4 and accessible for authorised users. arrays were used for ChIP on CHIP using specific antibodies against H4K5Ac, H4K12Ac, H4K16Ac, H3K9Ac and H3K14Ac. Our previously published histone acetylation maps for S. pombe were based on an experimental design with spotted conventional microarrays containing about 10 000 spotted 500-bp PCR products with a genome-wide resolution of about 1.2 kb (Wirén et al. 2005) . The tiling oligonucleotide arrays used here contain 11 oligonucleotides for each 250 bp fragment representing S. pombe chromosome II and about half of chromosome III (Lengronne et al. 2005) . In total, these new arrays contain around 23 000 tiled fragments and therefore they considerably (95 fold) increase the resolution of the obtained datasets. Several studies indicate that nucleosomes are not uniform across the yeast genome (Bernstein et al. 2004 , Lee et al. 2004 , Wirén et al. 2005 . Therefore, we also used an antibody against the histone H3 C-terminal region (H3 cter) to correct for nucleosome occupancy (see Materials and methods).
Histone acetylation patterns show 5 0 to 3 0 polarity and depend on gene expression but not gene length To investigate how histone acetylation is distributed across IGR and ORF regions, we determined the median H3 cter corrected histone acetylation value for the different 5 0 to 3 0 positions of the tiling fragments. The median values were then represented as graphs of the distribution across typical genes of three different length categories ( Figure 1A ). It was clear that, independent of gene length, the typical fission yeast gene shows a distinct peak of histone acetylation around the start codon (ATG) and a gradually decreased acetylation in the coding region. The general patterns were also apparent from looking at a specific chromosomal region. A few examples of high-resolution histone acetylation patterns within genes are shown in Figure 1B .
To investigate how the S. pombe histone acetylation tiling array datasets depend on gene expression levels, we separately plotted the median acetylation value for genes with low and high expression levels using gene expression data from Wirén et al. 2005 . It was clear from this analysis that the histone acetylation patterns depend on the gene expression levels (Figure 2A ). This was particularly clear for H3K9Ac and H4K16Ac. H3K9Ac shows a stronger peak near the ATG and more reduced levels in the coding regions for highly expressed genes. The H4K16Ac levels are also generally lower in coding regions of highly expressed genes.
To test the statistical significance of the observed 5 0 to 3 0 polarity of histone acetylation we established ranking lists of high and low intergenic (IGR) and coding region (ORF) H3 cter corrected histone acetylation ratios for each acetylation site using a 1.5-fold cut-off value. By using hypergeometric distribution tests, we compared these ranking lists with lists of first, second, third etc. tiling fragments within the IGR and ORFs ( Figure 2B ). This analysis revealed that all five acetylation sites were significantly high in the first, second, third IGR fragments (P-values ranging from 1.00E-51 to 1.14E-6). Significantly high H3K9Ac and H3K14Ac persisted into the fourth IGR fragment (P G 0.0003) and were also significant in the eight IGR fragment. For ORF regions, the first fragment showed significantly high histone acetylation for all five sites tested (P-values ranging from 8.11E-23 to 2.26E-15). No other ORF fragments showed significantly high acetylation. In contrast the fourth, fifth, sixth, sevent and eight ORF fragments showed significantly low histone acetylation for all five sites tested. The hypergeometric probability analysis is consistent with the analysis of the acetylation patterns described in Figure 1 and thus reinforce the notion that histone acetylation is relatively high within 0Y2 kb of IGR regions whereas, in ORF regions, there is a sharp decrease of histone acetylation between 250 and 500 bp into the ORF regions. In the 3 0 coding regions, the hypergeometric probability P-values are generally more significant for low H3 actetylation than for low H4 actetylation. This is consistent with the graphs of median values presented in Figure 1 . Thus, both the 5 0 to 3 0 polarity of histone acetylation, and the tendency for a more reduced H3 acetylation than H4 acetylation in 3 0 ORF regions, was validated by hypergeometric probability tests. The relationships between gene expression and histone acetylation, and hypergeometric probability analysis of histone acetylation across S. pombe genes. (A). The figure represents median value for the nucleosome density corrected histone acetylation levels of five different sites from ChIP on CHIP tiling microarray experiments. For each tiling fragment, the median histone acetylation level for about 500 highly expressed genes and about 500 low expression genes are plotted (Wirén et al. 2005) . The median level of acetylation is represented in log2-scale. (B) Hypergeometric probability analysis of tiling microarray histone acetylation data in IGR and ORF regions. A graphical representation of the hypergeometric probability P-values for different tiling fragment positions.
We also analysed H3K4Me2 ChIP on CHIP tiling array data from (Cam et al. 2005) . These authors used a 300-bp tiling array platform not compatible with our 250-bp tiling platform. Therefore, we employed percentile ranking analysis instead of hypergeometric probability tests for the Cam et al. data. We obtained a list of 6688 ORF fragments which were high in H3K4Me2 (60% cut-off) out of which 2357 fragments were the first ORF fragment (35%) whereas 2179 fragments were second ORF fragments (32%). Thus, the H3K4Me2 profile seems to follow the same trend as the five histone acetylation sites, i.e. to decrease in 3 0 regions within the ORF regions of S. pombe.
A different microarray platform validates the tiling microarray data
To further validate the tiling microarray patterns of modifications within ORF regions, we took advantage of the fact that spotted ORF microarrays (Eurogentec) were designed with a 3 0 bias of probe fragments within the ORF regions (Xue et al. 2004) . First, gene lists with short gene length G1000, intermediate gene length 1000Y2000, and long gene lenght 92000 were established. These lists represent different 3 0 probe positions (Figure 3; top) . Histone H3K4Me2 data were experimentally determined for S. pombe by ChIP on CHIP using Eurogentec arrays according to (Wirén et al. 2005) . The previously published S. pombe histone acetylation microarray datasets (nucleosome loss corrected) for five sites: H4K5Ac, H4K12Ac, H4K16Ac, H3K9Ac and H3K14Ac in wild type were used (Wirén et al. 2005) . Gene lists of 91.5-fold high and low (G0.66) acetylation or methylation based on the S. pombe datasets were constructed. Hypergeometric distribution comparisons were performed using the gene lists with different 3 0 probe positions (Figure 3) . Interestingly, a very significant proportion of the short genes (G1000 bp) had high histone acetylation and H3K4Me2 levels in the 3 0 ORF regions. In sharp contrast, genes of intermediate length and long genes showed significantly low levels of histone acetylation in the 3 0 ORF regions. Thus, it was clear that the level of acetylation and methylation was dependent on the distance from the ATG. This confirms the 5 0 to 3 0 patterns observed using the tiling microarray platform.
HDAC mutants affect acetylation in different parts of ORFs
Next, to investigate whether the different HDACs contribute to the particular acetylation pattern across coding regions, we compared the lists of different 3 0 ORF probe positions with HDAC mutant vs. wild-type histone acetylation datasets (Wirén et al. 2005) . 5 0 ORF probe positions showed increased histone acetylation only in hos2D (P-values ranging from 4.39E-17 to 1.60E-8) Middle probe positions were affected by sir2D and clr6-1 (2.57E-15 to 2.40E-8). The more 3 0 probe positions were only affected by clr6-1 in particular for H4K5Ac (3.30E-33 to 1.96E-8). Thus, since acetylation levels were increased in the different HDAC mutants compared with wild type, we concluded that different HDACs normally reduce histone acetylation in the coding regions. In addition, it was clear that different HDACs are responsible for different positions within the coding regions. Hos2 acts mainly in the 5 0 regions, Sir2 and Clr6 act in the middle regions and Clr6 acts in the 3 0 regions.
Discussion
Conserved distributions of histone modifications across yeast genes
In budding yeast there is a correlation between acetylation of H3 and H4 in promoter regions and dimethylation of H3K4 in coding regions with transcriptional active genes (Bernstein et al. 2002) . A later study showed that H3K4Me2 occurs at both active and inactive euchromatic genes whereas H3K4Me3 take place only at active genes in S. cerevisiae (Santos-Rosa et al. 2002) . This was recently confirmed by a high-resolution genome-wide study where it was shown that H3K4Me3, histone H3 and H4 acetylation occurs primarily at the 5 0 end of highly transcribed genes (Pokholok et al. 2005) . In fission yeast, we previously reported a genome-wide correlation for H3K9Ac and gene expression using a spotted microarray platform with 3 0 bias of IGR and ORF probes (Wirén et al. 2005) . It was also recently observed that there is a general enrichment for H3K4Me2 in euchromatic regions in S. pombe (Cam et al. 2005) . In this study, we used highresolution tiling arrays to show that histone H3 and H4 acetylation is generally enriched in the IGR regions where it peaks around the ATG and then sharply decreases about 500 bp into the coding region. We also analysed the tiling micro-array data from Cam et al. (2005) to show that H3K4Me2 shows a similar decrease to that of acetylation in the coding regions. Thus, it is interesting that the typical budding yeast gene was found to have a similar distribution of H3/H4 acetylation and H3K4Me2 to that of the typical fission yeast gene. What is more, histone modification has been reported to occur preferentially at the 5 0 end of active genes both in Drosophila and human cells (Liang et al. 2004 Bernstein et al. 2005 , Wirbelauer et al. 2005 ). Therefore, it seems as if the patterns in this study and in Pokholok et al. (2005) are not unique to yeasts.
The role of HDACs in coding regions
Histone modifications have been associated with transcriptional elongation (reviewed in Sims et al. (2004) . The Set1 HMTase is associated with the Paf1 elongation factor at active genes (Krogan et al. 2003 , Ng et al. 2003 . Sas3 the catalytic subunit of the NuA3 HAT complex interacts with Cdc68/Spt16 which is part of the FACT complex which has a role in elongation (John et al. 2000) . The elongator complex contains the Elp3 HAT activity (Winkler et al. 2002) . Budding yeast cells lacking the histone acetyltransferases Gcn5 and Elp3 show histone H3 hypoacetylation of the ORF region which correlates with reduced transcription . These findings suggest that HAT enzymes stimulate transcriptional elongation; however, direct evidence for a role in transcriptional elongation has so far not been reported.
HDAC enzymes were first implicated in gene regulation by the similarity in amino acid sequence of human HDAC to Rpd3 in S. cerevisiae (Taunton et al. 1996 , Rundlett et al. 1996 . The traditional role for HDAC is to act as a corepressor at promoters but recently genome-wide studies in both S. pombe and S. cerevisiae have indicated that some HDACs actually promote transcription (reviewed in Ekwall 2005) . In both yeasts, the class I enzyme orthologues Hos2 were found to act in coding regions of active genes to stimulate transcription (Wang et al. 2002 , Wirén et al. 2005 .
From analysis of HDAC mutants, we concluded that Hos2 affects primarily the 5 0 coding regions whereas Clr6 is required to maintain the deacetylation of 3 0 coding regions in S. pombe. Budding yeast Hos2 was suggested to reset chromatin into a deacetylated permissive state, which is required to facilitate elongation (Wang et al. 2002 , Kurdistani & Grunstein 2003 . It is likely that Hos2 also stimulates transcriptional elongation in fission yeast since genes affected in histone acetylation by Hos2 are downregulated in the hos2 mutant as compared with wild type (Wirén et al. 2005) . Interestingly, fission yeast cells lacking Hos2 are sensitive to transcription elongation inhibitors (Wirén & Ekwall unpublished data) . It is possible that the additional HDACs have similar roles to those of Hos2 in the coding regions. In budding yeast, the rpd3 hos2 double mutant displays an additive defect on activation of the GAL1 gene and both Rpd3 and Hos2 bind ORFs of highly expressed genes , Wang et al. 2002 . These findings are consistent with the idea that different HDACs could co-operate during transcriptional elongation.
Our analysis of wild-type histone acetylation patterns shows that they are polar, i.e. they change as a function of distance from the ATG codon and the polar distribution of histone acetylation is less pronounced for low expression genes. The mutant and wild type histone acetylation versus 3 0 probe position comparisons indicate that different parts of the coding regions are affected by different HDACs. Taken together, this suggests a mechanism in which the HDACs are used in a certain order during the transcriptional elongation process. Further experiments are needed to directly test this hypothesis.
