We study in detail the profinite group G arising as geometricétale iterated monodromy group of an arbitrary quadratic morphism f with an infinite postcritical orbit over a field of characteristic different from two. This is a self-similar closed subgroup of the group of automorphisms of a regular rooted binary tree. In many cases it is equal to the automorphism group of the tree, but there remain some interesting cases where it is not. In these cases we prove that the conjugacy class of G depends only on the combinatorial type of the postcritical orbit of f . We also determine the Hausdorff dimension and the normalizer of G. This result is then used to describe the arithmeticétale iterated monodromy group of f .
Introduction
This article is a sequel to the article [6] by the same author. The situation is essentially the same as there, except that here we consider a quadratic morphism which is not necessarily a polynomial and assume that its postcritical orbit is infinite. We assume familiarity with Section 1 of [6] , using the same setup and notation as there. For easier reference we envelop all the material of the present article in one Section 4.
So let f be a rational function of degree two in one variable, with coefficients in a field k of characteristic different from 2. Letk be a separable closure of k, and let C ⊂ P 1 (k) denote the set of critical points of f . Let P := n 1 f n (C) ⊂ P 1 (k) denote the (strictly) postcritical orbit of f , which we now assume to be infinite. Let T be a regular rooted binary tree, and let ρ : πé t 1 (P 1 k P ) → Aut(T ) be the monodromy representation which describes the infinite tower of coverings . . . Its image is called the arithmetic iterated monodromy group associated to f . We are also interested in the image G geom of the subgroup πé t 1 (P 1 k P ), which is called the geometric iterated monodromy group associated to f . As in [6, §1.7 ] the group G geom is a pro-2-group which is topologically generated by elements b p for all p ∈ P , where b p is a generator of the image of some inertia group above p. Moreover, a product of the generators in some order converges to the identity element in Aut(T ), and each generator b p is conjugate under Aut(T ) to (0.1)
if p = f (c) for some c ∈ C P , (b c , 1) σ if p = f (c) for some c ∈ C ∩ P , (b q , 1) if p = f (q) for a unique q ∈ P C, (b q , b q ′ ) if p = f (q) = f (q ′ ) for distinct q, q ′ ∈ P C,
see [6, Prop. 1.7 .15] and (4.1.1). Again, all the results about G geom in this article are purely algebraic consequences of these facts. Once we know G geom , we describe its normalizer N and determine G arith from the natural homomorphismρ : Gal(k/k) ։ G arith /G geom ⊂ N/G geom induced by ρ.
Let p 0 and q 0 denote the two critical points of f . Our main results are:
• If f r+1 (p 0 ) = f r+1 (q 0 ) for all r 1, then G geom = G arith = Aut(T ): see Theorem 4.8.1 (a).
• Otherwise let r 1 be minimal with f r+1 (p 0 ) = f r+1 (q 0 ). Then G geom is conjugate under Aut(T ) to a certain closed subgroup G(r) of Aut(T ) that depends only on r and is defined by explicit recursively defined generators: see Theorem 4.8.1 (b).
• In either case the subgroup G geom ⊂ Aut(T ) up to conjugacy depends only on the combinatorial type of the postcritical orbit of f .
• In the second case we have G arith = G geom if p 0 and q 0 are defined over k, otherwise G arith is a certain extension of index 2 of G geom that we describe by an additional explicit generator: see Corollary 4.8.9.
• As a variant consider a finite extension k ′ of k and a point x ′ ∈ P 1 (k ′ ) P . Let G x ′ denote the image of the Galois representation Gal(k/k ′ ) → Aut(T ) describing the action on all preimages n 0 f −n (x ′ ). Then by general principles there exists an inclusion G x ′ ⊂ wG arith w −1 for some w ∈ Aut(T ), which in the second case above yields a nontrivial upper bound for G x ′ .
The greater part of the article is a study of the abstractly defined group G(r) ⊂ Aut(T ) mentioned above, which besides its direct consequences for G geom is interesting in its own right. The methods used for this are standard finite and profinite group theory, and time and again the exploitation of the self-similarity properties of G(r) resulting from the recursion relations of its generators. Among other things:
• We show that the Hausdorff dimension of G(r) is 1 − 2 −r : see Theorem 4.4.2.
• We prove a semirigidity property of the generators G(r). Actually we show that for any collection of elements of Aut(T ) satisfying certain weak recursion relations like those in (0.1) and whose infinite product is 1, on conjugating them by the same element of Aut(T ) we can make them all lie in G(r), be conjugate to the standard generators of G(r) under G(r), and topologically generate G(r): see Theorem 4.5.1. This semirigidity is the key towards identifying G geom .
• We determine the normalizer N(r) ⊂ Aut(T ) of G(r) and describe it using further explicit generators. We construct an isomorphism between N(r)/G(r) and a countably infinite product F ∞ 2 of copies of the cyclic group of order 2.
• We determine all possible inclusions between the groups G(r) and N(r) for different values of r: see Subsection 4.7.
For relations with the existing literature, without any attempt at completeness, see, besides the references in [6] , the paper by Jones-Manes [2] and the survey paper Jones [3] .
Infinite case
Throughout this article we use the same notation and conventions as in Section 1 of [6] . In particular T is a fixed regular rooted binary tree, and its automorphism group is denoted W . The automorphism group of the truncation T n of T at level n is denoted W n . The symbol ∼ always means conjugacy under W , while conjugacy under subgroups of W will always be expressed in words. We heavily rely on the fundamental construction principle for elements of W by recursion relations and the properties thereof explained in [6, §1.4] . There are natural sign homomorphisms sgn n : W → {±1} for all n 1: see [6, §1.5] . We also use the description of G geom and G arith and of generators of the former from [6, §1.7].
Subsections 4.1 through 4.7 deal with purely combinatorially defined closed subgroups of W whose generators satisy weak recursion relations motivated by the shape of an infinite postcritical orbit of a quadratic morphism. Subsection 4.1 covers the cases where the group turns out to be W . The other subsections until 4.7 analyze the remaining cases in much the same fashion as in [6] . The last two subsections 4.8 and 4.9 apply the preceding results to the actual geometric monodromy group G geom of a quadratic morphism and deduce some consequences for the associated arithmetic monodromy group G arith .
Groups associated to infinite postcritical orbits
Consider a set X with a map f : X → X. Consider a subset C ⊂ X consisting of two distinct elements p 0 and q 0 which satisfy f (p 0 ) = f (q 0 ). Assume that P := n 1 f n (C) ⊂ X is infinite. In this subsection we study elements of W which satisfy the same kind of recursion relations and product relation that hold for the generators of the geometric monodromy group of a quadratic morphism with an infinite postcritical orbit P , but we do not assume that they come from an actual quadratic morphism.
Suppose that for every p ∈ P we are given an element b p ∈ W . Let G denote the closure of the subgroup of W that is generated by the b p for all p ∈ P . We call the elements b p and the group G weakly of type (X, f, C) if for every p ∈ P we have
We call the elements b p and the group G strongly of type (X, f, C) if, in addition, the infinite product of all b p in some order converges to the identity element of W . The main content of this article is a study of all groups that are strongly of type (X, f, C).
For this we first classify the combinatorial possibilities for P together with the map P → P induced by f . Abbreviate p n := f n (p 0 ) and q n := f n (q 0 ) for all n 1. (c) The elements p 1 , p 2 , . . . and q 1 , . . . , q s are all distinct, and p r+1 = q s+1 , for unique indices r, s 0 which are not both 0.
Proof. If the elements q 1 , q 2 , . . . are not all distinct, there exists a relation of the form q r+1 = q s+1 for some r > s 0. Then q r+i = q s+i for all i 1, and so {q 1 , q 2 , . . .} = {q 1 , . . . , q r } is finite. The same remark applies with p n in place of q n . Since P is infinite, this cannot occur for both the p n and the q n . After possibly interchanging p 0 with q 0 , which interchanges the cases (b) and (b ′ ), we may thus without loss of generality assume that the elements p 1 , p 2 , . . . are all distinct.
Suppose in addition that the elements q 1 , q 2 , . . . are all distinct from p 1 , p 2 , . . .. If they are also distinct from each other, we have the case (a). Otherwise there exists a unique smallest r 1 such that q r+1 = q s+1 for some s satisfying r > s 0. Then the elements q 1 , . . . , q r are distinct and s is unique, so we have the case (b).
Suppose now that the elements q 1 , q 2 , . . . are not all distinct from p 1 , p 2 , . . .. Then there exists a unique smallest s 0 such that q s+1 = p r+1 for some r 0. This r is then also unique. Moreover, any relation of the form q i = q j for 1 i < j s would imply that p r+i = q s+i = q s+j = p r+j , contradicting the assumption that the elements p 1 , p 2 , . . . are distinct. Thus the elements q 1 , . . . , q s are all distinct and distinct from p 1 , p 2 , . . .. Finally, since by assumption p 1 = q 1 , we cannot have r = s = 0. Thus we have the case (c).
Here is a graphic depiction in the respective cases of the set P , where the map P → P induced by f is represented by arrows, and the 'entry points' p 1 and q 1 are specially marked:
Case (c) with r, s 0, not both 0
In most cases any group of type (X, f, C) is equal to W . Namely: Proof. By symmetry we may without loss of generality assume that r > s. Then the relations (4.1.1) imply that
As in the proof of Proposition 4.1.3 we deduce from this by induction that for all n 1
for all 1 i r, and sgn n (b q j ) = (−1) δ n,j for all 1 j s.
Moreover we claim that for all n 1 and all i r + 1 we have
Indeed, for i = r + 1 one sees this by going doggedly through all the possible cases, which we leave to the persistent reader. For i > r + 1 it follows easily by induction using the fact that b p i ∼ (b p i−1 , 1). Now define elements c i ∈ G for all i 1 by setting recursively
Using the above formulas for all sgn n (b 
We will not say anything about groups which are only weakly of this type, because without the product relation for the generators they do not seem rigid enough. In the following subsections we will first study a single group that is strongly of this type, then we will show that any other is conjugate to it, and then we will study the chosen group some more. By combining Propositions 4.1.3 and 4.1.4 with Theorem 4.5.1 below we obtain: Theorem 4.1.6 All subgroups which are strongly of type (X, f, C) are conjugate under W .
Setup and basic properties
Consider an integer r 1. Using [6, Prop. 1.4.1] we define elements a 1 , a 2 , . . . ∈ W and b 1 , . . . , b r ∈ W by the recursion relations (4.2.1)
for all i > 1 with i = r + 1,
Let G(r) denote the closure of the subgroup generated by all these elements. Since r will be fixed until the end of Subsection 4.6, we abbreviate G := G(r) until then. 
By [6, Prop. 1.4.2] it follows that γ = 1 and hence β = α, as desired. It turns out that the recursion relations (4.2.1) are only one choice among many yielding a group that is strongly of the above type. In Subsection 4.5 we will show any other choice yields a group which is conjugate to G. 
Proof. The recursion relations (4.2.1) imply this directly if n = 1 or i = 1. If n > 1 and 1 < i r, they show that sgn n (a i ) = sgn n−1 (a i−1 ) and sgn n (b i ) = sgn n−1 (b i−1 ), so the desired equations for all i r follow by induction. In particular, this shows that sgn n (a r ) = sgn n (b r ) for all n 1. Thus the recursion relation implies that sgn n (a r+1 ) = sgn n ((a r , b r )) = 1 for all n 1. By induction this in turn implies that sgn n (a i ) = 1 whenever i r + 1, and we are done. 
Useful subgroups
First we consider the subgroup of index 2 which acts trivially on level 1:
Let pr 1 and pr 2 : W × W → W denote the two projections. We have the following selfsimilarity properties: Finally, conjugation by the element a 1 = σ ∈ G interchanges the two factors of W × W and normalizes G 1 ; hence also pr 2 (G 1 ) = G, proving (c).
The group G acts transitively on the level n of T for every n 1.
Proof. As G contains a 1 = σ, it acts transitively on level 1. If it acts transitively on level n, Proposition 4.3.2 (c) implies that G 1 acts transitively on the subset of level n + 1 lying over any fixed vertex of level 1. As G permutes the level 1 transitively, it follows that G acts transitively on level n + 1. Thus the proposition follows by induction.
Next we consider the following normal subgroup of G:
H := closure of the subgroup generated by all G-conjugates of a i for all i = r, of b j for all j < r, and of a r b r .
.
Proposition 4.3.5
We have:
where b r and (b r , b r ) and σ are cyclic groups of order 2.
Proof. As b r is an element of order 2 with sgn r (b r ) = −1,
The results on signs in Proposition 4.2.5 also show that all generators of H, and hence H as well, are contained in Ker(sgn r | G ). On the other hand the definitions of G and H imply that the factor group G/H is topologically generated by the image of b r . Therefore [G : H] 2, which together leaves only the possibility H = Ker(sgn r | G ). This proves (a) and at the same time (b). Next consider the subgroup r for all j < r and a r b r . As H ′ is normal in G, it thus contains all generators of H and therefore H itself. This shows that H × 1 ⊂ G.
Since H is normal in G, Proposition 4.3.2 (c) implies in the same way as above that H × 1 is normal in G 1 . As its conjugate by a 1 = σ is 1 × H, it follows that H × H is a normal subgroup of G.
Moreover (4.2.1) shows that H ×H contains all generators a i , b j of G except a 1 , b 1 , a r+1 . Thus the factor group G/(H ×H) is topologically generated by the images of a 1 , b 1 , a r+1 . By the product relation from Proposition 4.2.3 we can drop a r+1 and deduce that G/(H × H) is topologically generated by the images of a 1 = σ and
As these two elements commute and have order 2, it follows that G is the almost semidirect product
, this almost semidirect product is a true semidirect product, proving (d). Since σ ∈ G 1 , this in turn implies (c), and the proposition is proved.
We will also need an analogue of Proposition 4.3.5 on finite levels. For any subgroup X ⊂ W we let X n denote its image in W n . Proposition 4.3.6 For all n r we have Proof. For all n r the homomorphism sgn r factors through a homomorphism W n → {±1}. Proposition 4.3.5 (a) implies that the latter is trivial on H n , but nontrivial on b r | Tn . This implies (a). The remaining assertions follow from (a) and the corresponding assertions in 4.3.5.
Size
Proposition 4.4.1 For all n 0 we have
Proof.
For n r this results from Proposition 4.2.6 and the formula (1.2.1) for log 2 |W n | from [6] . For n r we use Proposition 4.3.6 (c) and (b) to calculate
Thus log 2 |G n+1 | = 2 · log 2 |G n |, which by induction implies that log 2 |G n | = 2 n−r · log 2 |G r | = 2 n−r · (2 r − 1) = 2 n − 2 n−r for all n r, as desired. Proof. The Hausdorff dimension of G is defined as the limit of
for n → ∞. From Proposition 4.4.1 we find the desired value.
Conjugacy of generators
Recall that ∼ means conjugacy under W . This is trivial for n = 0, so assume that n > 0 and that ( * n−1 ) is true. Take elements a 
in some order is equal to 1. Solving this equation for the element (c, c −1 ) σ| Tn , which is equal to its own inverse, shows that this element is equal to the product of the others in some order. In the resulting equation we can move the factor σ| Tn to the right by interchanging the entries of the intervening factors. After multiplying by σ −1 | Tn from the right hand side we can deduce that (c, c −1 )| Tn is equal to the product of the elements
in some order (in general with other cases than before). In other words (c| T n−1 , c −1 | T n−1 ) is the product of the elements (4.5.3)
is the product of the elements
We then claim that w := (u, u) ∈ W has the desired property in ( * n ′′ r ) σ −λ for some λ ∈ {0, 1}. With z := σ λ (x, y) ∈ G n we deduce that
Thus w −1 a ′ r+1 w| Tn is conjugate to a r+1 | Tn under G n , as desired. Similarly, for any i = 1, r + 1 choose an element x ∈ G n−1 such that
Using Proposition 4.3.2 (c) we can find an element y ∈ G n−1 such that (x, y) ∈ G n . Recall that (4.5.2) says that a
for some λ ∈ {0, 1}. Thus with z := σ λ (x, y) ∈ G n we deduce that
Therefore w −1 a ′ i w| Tn is conjugate to a i | Tn under G n , as desired. Likewise, for any 1 < j r choose an element x ∈ G n−1 such that
Using Proposition 4.3.2 (c) we can find an element y ∈ G n−1 such that (x(b
Thus w −1 b ′ j w| Tn is conjugate to b j | Tn under G n , as desired. Also, by construction we already have w −1 a
Finally, for w 
, so by the definition of H they lie in H n−1 . Together it follows that u −1 cu| T n−1 lies in the coset H n−1 (b r | T n−1 ). Write u −1 cu| T n−1 = h(b r | T n−1 ) with h ∈ H n−1 . Then with z := (h, 1) ∈ G n we deduce that
Thus w −1 b ′ 1 w| Tn is conjugate to b 1 | Tn under G n , as desired. Together this shows that ( * n−1 ) implies ( * n ). Thus by induction ( * n ) is true for all n 0, finishing the proof of Theorem 4.5.1. Proof. In view of Proposition 4.5.4 it remains to prove that any element z ∈ G which is conjugate to a i under W is conjugate to at least one of a i and b i over G. Again we will show this by induction over i.
If i = 1, we have a 1 = σ and hence z = (x, x −1 ) σ for some x ∈ W . Since z ∈ G, Proposition 4.3.2 (a) implies that x ∈ G. By Proposition 4.3.5 (b) we can thus write x = h or x = hb r with h ∈ H. Then w := (h, 1) lies in G by Proposition 4.3.5 (c), and according to the case we deduce that
Thus z is conjugate to a 1 or b 1 under G, as desired. If 1 < i r, after possibly replacing z by a 1 za
1 , we may assume that z is conjugate to a i under the subgroup W × W ⊂ W . Since a i = (a i−1 , 1), this means that z = (x, 1) where x ∈ W is conjugate to a i−1 under W . As z ∈ G, Proposition 4.3.2 (a) implies that x ∈ G. By the induction hypothesis we thus know that x is conjugate to a i−1 or b i−1 under G. Choose an element u ∈ G with x = ua i−1 u −1 or x = ub r b i−1 b −1 r u −1 . By Proposition 4.3.2 (c) there exists an element v ∈ G such that w := (u, v) ∈ G. According to the case we deduce that
Thus z is conjugate to a i or b i under G, as desired.
Remark 4.5.6 Proposition 4.5.5 does not directly extend to i > r, for instance because (b r , b r ) ∈ G is conjugate to a r+1 = (a r , b r ) under W but not under G, as can easily be shown.
Normalizer
Next we will determine the normalizer (4.6.1) N(r) := Norm W (G(r)).
which we also abbreviate by N until the end of this subsection.
Lemma 4.6.2 The group N normalizes H.
Proof. Direct consequence of Proposition 4.3.5 (a) and the fact that sgn r is defined on all of W .
Let diag : W → W × W , w → (w, w) denote the diagonal embedding. 
as desired.
Now we recursively define elements (4.6.4)
By induction Lemma 4.6.3 (b) implies that w i ∈ N for all i 1. Also, since b r has order two, by induction the same follows for all w i . Moreover, by induction we find that the restriction w i | Tn is trivial for all i n; hence the sequence w 1 , w 2 , . . . converges to 1 within N. Thus the following map is well-defined:
By construction it is continuous, but not a homomorphism. Note that it satisfies the basic formula
Lemma 4.6.7 The map ϕ induces a homomorphismφ :
Proof. It suffices to show that for all i > j 1 the images of w i and w j in N/G commute with each other; in other words that the commutator [w i , w j ] lies in G. We will prove this by induction on j. r ∈ H. By Proposition 4.3.5 (b) we must therefore have k 1 = 0. Moreover, the fact that u ∈ G means that (k 2 , k 3 , . . .) also lies in the kernel ofφ.
For every element (k 1 , k 2 , . . .) of the kernel ofφ we have thus proved that k 1 = 0 and that (k 2 , k 3 , . . .) again lies in the kernel ofφ. By an induction on i we can deduce from this that for every i 1 and every element (k 1 , k 2 , . . .) of the kernel ofφ we have k i = 0. This means that the kernel ofφ is trivial, and so the homomorphismφ is injective, as desired. Lemma 4.6.9 The homomorphismφ is surjective.
Proof. The assertion is equivalent to
Tn for all n 0. This is trivial for n = 0, so assume that n > 0 and that the equality holds for n − 1. Using, in turn, Lemma 4.6.3 (b), the induction hypothesis, Lemma 4.6.3 (a), and the formula (4.6.6) we deduce that
so the equality holds for n. Thus it follows for all n 0 by induction, and we are done.
Combining Lemmas 4.6.7 through 4.6.9 now implies: Theorem 4.6.10 The map ϕ induces an isomorphism ϕ :
Inclusions
In this subsection we determine the possible inclusions between the groups G(r) and N(r) studied above for different values of r.
Theorem 4.7.1 For any r > r
Remark 4.7.2 The formula 1 − 2 −r for the Hausdorff dimension of G(r), which is strictly monotone increasing with r, shows that for r ′ < r not even a conjugate of G(r) can be contained in G(r ′ ). The same holds for N(r ′ ) in place of G(r ′ ), because with 4.6.10 one can easily show that their Hausdorff dimensions are equal.
Proof. By induction it suffices to prove Theorem 4.7.2 when r ′ = r − 1. To distinguish the respective generators, we endow the generators of G(r ′ ) with a prime ′ . They are thus the elements of W that are uniquely determined by the equations
for all i > 1 with i = r, b
Moreover, by Theorem 4.6.10 for r − 1 in place of r the group N(r ′ ) is topologically generated by these together with the elements recursively defined by (4.7.4) w
We must prove that all these elements lie in G(r). For this we do not need to mention the group G(r ′ ) at all, and can use the previously established results about G(r)
Proof. It suffices to prove that for all n 0 we have b ′ j | Tn ∈ G n for all j. For n r this follows from the fact that G n = W n by Proposition 4.2.6. So assume that it is true for some n r and all j. Then sgn r factors through W n , and since sgn r (b By combining Lemmas 4.7.5 through 4.7.7 we deduce Theorem 4.7.1.
Iterated monodromy groups
Now let f be a quadratic morphism over a field k of characteristic = 2 with the postcritical orbit P ⊂ P 1 (k). (Compare the introduction and [6, §1.7] .) In this subsection we assume that P is infinite. Let ρ : πé t 1 (P 1 k P ) → W be the monodromy representation and G geom ⊂ G arith ⊂ W the geometric and arithmetic fundamental groups associated to f . Let p 0 , q 0 ∈ P 1 (k) denote the two critical points of f . Note that necessarily f (p 0 ) = f (q 0 ).
(b) Otherwise let r 1 be minimal with f r+1 (p 0 ) = f r+1 (q 0 ). Then there exists w ∈ W such that G geom = wG(r)w −1 .
Proof. Set X := P 1 (k) with the induced map f : X → X, the set of critical points C := {p 0 , q 0 }, and the postcritical orbit P := n 1 f n (C). By the recursion relations (0.1) and the product relation, the given generators b p for p ∈ P are strongly of type (X, f, C) in the sense of Subsection 4.1. In the case (a), Propositions 4.1.3 and 4.1.4 imply that G geom = W . Since in general G geom ⊂ G arith ⊂ W , these inclusions are equalities in this case, proving (a).
In the case (b) the generators satisfy the recursion relations (4.1.5), which up to renaming the generators are the same those in Theorem 4.5.1. Thus Theorem 4.5.1 shows that G geom = wG(r)w −1 for some w ∈ W .
In the rest of this subsection we consider only the case 4.8.1 (b). For simplicity we change the identification of trees used in [6, §1.7] by the automorphism w, after which we have G geom = G(r), and the given generators b p i and b q j of G geom are conjugate to a i and b j under G(r) for all i 1 and 1 j r. Then G arith is contained in the normalizer N(r) of G(r), and to describe it it suffices to describe the factor group G arith /G(r) ⊂ N(r)/G(r). More precisely we will determine the composite homomorphism
obtained from the homomorphism ρ. Its composite with the isomorphism from Theorem 4.6.10 must have the form
for continuous homomorphisms χ i : Gal(k/k) → F 2 that remain to be determined. Proof. Combining the short exact sequence (1.7.3) and the diagrams (1.7.11) and (1.7.12) of [6] , we find the left third of the following commutative diagram:
The middle third comes from the inclusions G(r) ⊂ G arith ⊂ N(r). The homomorphisms from the second row to the first are obtained from the natural inclusions, and they are isomorphisms, because G(r) acts transitively on level 1 and therefore W = G(r) · (W × W ). In the right third the isomorphismφ is that from Theorem 4.6.10. The rightmost vertical homomorphism marked ( * ) is defined to make everything commute. To determine it recall that (k 1 , k 2 , . . .) ∈ ∞ i=1 F 2 corresponds to the element ϕ(k 1 , k 2 , . . .) ∈ N, which by the definition (4.6.4) of w 1 and the formula (4.6.6) is equal to (1, b r ) k 1 · diag(ϕ(k 2 , k 3 , . . .)). Thus it lies in W × W , and its image under pr 1 is pr 1 diag(ϕ(k 2 , k 3 , . . .)) = ϕ(k 2 , k 3 , . . .). It follows that to make the diagram (4.8.5) commutes the map ( * ) must be defined by (k 1 , k 2 , . . .) → (k 2 , k 3 , . . .). This implies that χ 1 = χ 2 = χ 3 = . . ., as desired.
Lemma 4.8.6 Identify F 2 with the the symmetric group S 2 on two letters, and let ϑ : Gal(k/k) → S 2 ∼ = F 2 denote the homomorphism describing the action of Gal(k/k) on the set of critical points C = {p 0 , q 0 } ⊂ P 1 (k). Then χ 1 = ϑ.
Proof. By Proposition 4.5.4 the elements a 1 and b 1 lie in two different conjugacy classes of G(r). Since w 1 ∈ N(r) is an element of order two satisfying w
, conjugation by w 1 interchanges these two conjugacy classes. Also, for any i 1 the element w i+1 = (w i , w i ) commutes with a 1 = σ, and since by Lemma 4.6.7 it commutes with w 1 modulo G(r), it follows that conjugation by w i+1 maps each of the conjugacy classes of a 1 and b 1 to themselves. Together this implies that conjugation bỹ w := w 1 w 2 w 3 · · · = ϕ (1, 1, 1 , . . .) interchanges the conjugacy classes of a 1 and b 1 in G(r).
Let us name the generators of G geom as in Theorem 4.5.1. Then a 
F 2 is equal to the homomorphism ϑ : Gal(k/k) → S 2 ∼ = F 2 describing the action on the critical points C = {p 0 , q 0 } ⊂ P 1 (k) followed by the diagonal embedding
Now consider the elementw := ϕ (1, 1, 1 , . . .) ∈ N(r), which by (4.6.4) and (4.6.6) satisfies 
Consider now in addition an intermediate field
′ as a point in P 1 (k), we can construct the associated regular rooted binary tree T x ′ with set of vertices n 0 f −n (x ′ ), as in [6, §1.7 ] withk in place of L. This time we are interested in the natural action of Gal(k/k ′ ) on T x ′ . Identify T x ′ with the standard tree T in some way and let G x ′ ⊂ W denote the image of the continuous homomorphism Gal(k/k ′ ) → W describing the action on T x ′ .
Theorem 4.8.10 In the case 4.8.1 (b) there exists w ∈ W such that
Proof. By [6, Prop. 1.8.1] there exists w ∈ W such that G x ′ ⊂ wG arith w −1 , so the theorem results from Theorem 4.8.9.
As before let P ⊂ P 1 (k) denote the postcritical orbit of f . If P is infinite, the preceding section determines G geom and G arith and gives an upper bound for G x ′ for any point x ′ ∈ P 1 (k ′ ) P , up to conjugacy under W . If P is finite, the necessary knowledge on G geom is not yet available to deduce the same kind of consequences for G arith and G x ′ . Nevertheless, using specialization we can at least find similar upper bounds as in the infinite case.
As a preparation we show:
Lemma 4.9.2 There exist a noetherian normal integral domain R whose residue field k ′ is a finite extension of k, and a morphism F :
Spec R which is fiberwise of degree 2, such that the quadratic morphism over k ′ induced by F coincides with the base change of f , and the quadratic morphism induced by F over the quotient field of R has an infinite postcritical orbit satisfying the analogue of (4.9.1).
Proof. Choose t = (t 1 , . . . , t 6 ) ∈ k 6 such that f (x) = (t 1 x 2 + t 2 x + t 3 )/(t 4 x 2 + t 5 x + t 6 ). Let T 1 , . . . , T 6 denote the variables on the affine space A 6 k . Then the points in A 6 k where
k of t. Let X ⊂ P 1 × U denote the closed subscheme defined by the equation dF = 0. Thus X consists of the critical points of F and is therefore a finité etale Galois covering of degree 2 of U. In particular it is smooth of dimension 6 over k. Let P 0 : X ֒→ P 1 ×X denote the section coming from the tautological embedding X ֒→ P 1 ×U. Let Q 0 : X ֒→ P 1 × X denote the section obtained by twisting P 0 with the nontrivial Galois automorphism of X over U. Then the equation F r+1 (P 0 ) = F r+1 (Q 0 ) makes sense everywhere over X. Being a non-trivial equation on the irreducible smooth scheme P 1 × X, the points satisfying it form a closed subscheme Y ⊂ X which is equidimensional of dimension 5.
By the assumption (4.9.1) there exists a point y ∈ Y over t ∈ U. Choose any irreducible component Y ′ of Y which contains y. LetỸ ′ be the normalization of Y ′ andỹ ∈Ỹ ′ a point over y. Let R be the local ring ofỸ ′ atỹ, which by construction is a noetherian normal integral domain whose residue field k ′ is a finite extension of k. For simplicity denote the quadratic morphism over Spec R induced by F again by F . Then the quadratic morphism over k ′ induced by F coincides with that induced by f . Moreover, the quotient field K of R is the function field of the irreducible variety Y ′ over k. By construction the quadratic morphism F over K satisfies the analogue of (4.9.1).
It remains to show that the postcritical orbit of F over K is infinite. Assume it is finite. Then all relations within the postcritical orbit of F over K induce the same kind of relations within the postcritical orbit over any point of Y ′ . Thus the postcritical orbit over any point of Y ′ is finite and there are only finitely many combinatorial possibilities for it. By [5, Thm. 3.3] or Benedetto-Ingram-Jones-Levy [1, Cor. 6.3] it follows that the number of isomorphism classes of quadratic morphisms arising in all fibers over Y ′ is finite. Recall that Y ′ is irreducible of dimension 5 within X, and that X is finiteétale over U. Thus the image V ′ ⊂ U of Y ′ is still irreducible of dimension 5, and the number of isomorphism classes of quadratic morphisms arising from F in all fibers over V ′ is finite.
On the other hand the isomorphism classes of quadratic morphisms over U correspond to the GL 2,k -orbits in U for the action by conjugation on F . Since each orbit has dimension 4, any irreducible subvariety of dimension 5 of U must meet infinitely many isomorphism classes. We have therefore obtained a contradiction, and so the postcritical orbit of F over K is infinite, as desired. Proof. Let k ⊃ k ′ և R ֒→ K and F be as in Lemma 4.9.2. Then on replacing k by k ′ the group G geom does not change, while G arith can only change to a subgroup of finite index. As the desired assertions are invariant under such a modification, we may without loss of generality assume that k = k ′ . Let G 
