Management of a renewable resource with a backstop substitute  by Clarke, Harry R. & Shrestha, Ram M.
MANAGEMENT OF A RENEWABLE RESOURCE WITH A BACKSTOP SUBSTITUTE 
Harry R. Clarke and Ram N. Shrestha 
Industrial Engineering and Management Division, Asian Institute of Technology, 
G.P.O. Box 2754, Bangkok 10501, Thailand 
Abstract. Policies for managing a renewable resource in the presence of a backstop 
substitute are analysed. Conditions for renewable and backstop resources to be 
"relevant" are discussed. The extinction issue, the role of myopic decision rules 
and the optimality of singular arc policies are reexamined with non-autonomous prices. 
Keywords. Renewable resource; optimal control; myopic decision rules; 
backstop technology. 
1. Introduction 
This paper considers the implications of resource 
substitution for the management of renewable, 
though potentially depletable resources, such as 
self-renewing fishing populations and forests. 
Section 2 below considers this issue in a simple 
context where a renewable is managed by a sole 
owner and where a perfect substitute resource is 
produced independently by means of a backstop 
technology. Section 3 compares and contrasts 
these findings with those obtained from the 
analysis of a corresponding problem with a 
finite non-renewable resource. The major 
conclusions of the analysis are then sumnarised. 
Proofs of propositions are generally omitted: 
these are given in Clarke and Shrestha (1984) 
(obtainable from the authors)-. 
2.1 The Model For simplicity consider a 
situation with exactly two resources: one 
renewable (in a sense to be made precise) and 
one in effectively unlimited supply at an 
exogenously given unit price profile through 
time: the backstoe resource. The problem 
considered is to determine cost-minimising 
resource usage time paths for the resources 
which meet some preassigned aggregate requirement. 
This is analogous to the objective considered for 
exhaustible resources by Nordhaus (1973). The 
notation employed is: 
x = 
h = 
k = 
F(x) = 
c(x) = 
P = 
E = 
r = 
i = 
size of the renewable resource stock, 
instantaneous rate of utilising the 
renewable (the "harvest"), 
instantaneous usage of the backstop, 
the resource's renewal function, 
unit cost of procuring the renewable at 
stock size x, 
unit price of the backstop, 
agency's exogenously given total resource 
demand, 
agency's fixed positive discount rate, 
maximum sustainable renewable resource 
stock ("carrying capacity"). 
x,h,k,P are functions of time t but this is 
suppressed wheh it is unambiguous. Since h and k 
are controls, they are supposed piecewise 
continuous functions of time. A resource is 
non-renewable iff F(x) z 0 Y x with 0 < x(0) <+m 
and renewable iff 3 x > 0 for which F(x) ) 0. The 
following additional assumptions are adopted: 
[Al] c = c(x) is a convex, differentiable, non- 
increasing function for x 5 0. 
IA21 P = P(t) c C2 is an exogenous positive 
function of time. 
[A31 F = F(x) E C2 is a known, bounded, strictly 
concave function defined for x I 0 with F(0) = 
F(k) = 0 and F(x) > 0, F"(x) < 0 for x E (0,x) 
with lim F"(x) z F"(0) < 0. 
X9+ 
Clark (1976) refers to such processes as being of 
"pure compensation" type since they avoid 
"depensation" (nonconcavities) at low stock 
levels. 
[A41 Renewable and backstop resources are perfect 
substitutes in meeting E. 
Note perfect substitutability implies the 
contribution of each resource to aggregate 
resource supplies (? Es) is a linear function of 
usage so Es = BIh + B2k with 61,s2 > 0 fixed. 
Selecting units one can, take 61 = 62 = 1 so the 
requirement that Es a E is: 
h+k>,E. (1). 
[A51 Rates of utilising renewable and backstop 
resources are non-negative: 
h >, 0, k :: 0. (2). 
Thus, "restocking" of the renewable ("negative" 
harvesting) is not considered. 
[A61 Renewable and backstop resources are non- 
storable. 
LA71 The agency managing the renewable knows x(O), 
F(x), c(x) for x t [O,;] and has perfect foresight 
of backstop prices P(t). 
[A81 The agency's objective is to meet resource 
requirements at minimum discounted aggregate cost. 
The control task is to select h(I), k(T) on 
T E (0,-I to minimise: 
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-rTtc(x(T))h(r) + P(T)k(T)ldT (3). 
subject to (l),(2) and the net-growth 
dynamics: 
1 
(PI). 
SC(T) = F(x(T)) - h(T),x(T) 20,x(O) c(O,ji]. 
(4). 
We introduce a preliminary: 
Lemma. The constraint h(t) + k(t) b E holds with 
strict equality for all t on an optimal policy 
path. 
Proof: see Clarke and Shrestha (1984, Page 4) 
This implies: 
Prop-l. Optimal time paths for resource usage are 
derived recursively in two stages. First a 
"present-value-maximising" time path for the 
renewable is computed taking its price to be that 
of the backstop. Second the backstop is used to 
fill any gap between E and the level of renewable 
usage suggested in the first phase. 
~ see Clarke and Shrestha (1984, Page 5). Proof: 
The algorithm's second phase is straightforward so 
attention is focused on the first. This has been 
analysed (see e.g. Clark (1976)) though attention 
has focused on the properties of a singular arc 
where both resources are used. This leads to only 
an infcl analysis of the types of policy 
segments that might precede this singular phase 
and of cases where this phase is not encountered. 
These are of interest in discussing substitution: 
when is it optimal to specialise in using a single 
resource ( co determining conditions for one 
resource to be "irrelevant")? 
2.2 The Case for Specialisation 
9 
It is optimal to specialise in the back: 
stop the renewable irrelevant) if s;p P(T) I c(x). 
Further with fixed backstop prices a necessary and 
sufficient condition for specialisation in the 
backstop is P 6 c(x). 
Proof: see Clarke and Shrestha (1984). 
Note these are easily generalisable results: e.g. 
they do not require that E, the level of 
requirements, be exogenous. 
Conditiohs for specialisation in the renewable to 
be optimal are complex but of interest since they 
rationalise cases where renewables are under- 
utilised and yet substitute resources a-virtually 
unused, In the literature the sin ular arc 
relevant to (P2) is the function x t 2 0, if it +-)----.' 
exists, for which 
F'(x*(t) = tc'(x(t))F(x*(t)) - P(t)I/(P(t) 
- c(x*(t))I + r (5). 
when P(t) # c(x(t)) [see Clark (1976, Chapter 3)]. 
Some properties of this arc are discussed later: 
for the moment note (i) if rates of substitute 
price growth are "smooth" enough so "blocked 
intervals" do not occur and (ii) if x*(t) > 0 Yt, 
the optimal stationary harvest policy, once this 
arc is first attained at T, is to set 
h(t) = F(x*(t)) for t > T. The case for 
specialising in the renewable is: 
It is optimal to specialise in the Prop.3. 
renewable (the backstop is irrelevant) if 
(I)-(III) all hold: (I) F(x) = E in x has 
solutions x 
El’ ‘E2 
with 0 < xEl s xE2 < j;; 
(II) Equation (5) has a unique solution 
x*(t) E (0. XE2 I Y t; (III) max(x*(t), ~~11~ x(O)% 
Condition (I) is also necessary for specialisation 
in the renewable to be optimal as is (III) when 
backstop prices are constant. 
Proof: see Clarke and Shrestha (1984, Page 7). 
These conditions are restrictive. The simplest 
necessary condition for specialisation is that it 
must be feasible. This reouires aggregateresource 
demand to be "low" in relation to the initial 
renewable endowent. Equivalently if aggregate 
demand is "high" enough it is always non-optimal 
to specialise in the renewable since it is 
infeasible. A sufficient condition for the back- 
stop to be relevant is: 
IA91 E> my F(x). (6). 
(A91 is almost in fact a "regularity" condition 
since without it one may analyse implausible 
situations where, e.g., with zero harvest costs, 
additional quantities of a renewable could be 
harvested without additional cost but this is not 
done because of the demand constraint. If [A91 is 
satisfied then (Pl),(P2) satisfy a de letabilit 
condition: see Clarke (1984). Thim 
stock x E [O,iJ can be attained in finite time 
with an appropriate policy. 
2.3 Myopic Decision Rules and Extinction It might 
be conjectured that, with constant backstop prices, 
it is optimal to specialise in the renewable if 
this is feasible (e.g. when n(O) = F(x(O))- E%O) 
and if the renewable is always instantaneously 
chea er than the backstop (this is 
&<P). 
true when 
Then the m o ic rule of using the yp . 1
cheaper resource might seem optima . This 
conjecture is false since, even if the renewable's 
cost is instantaneously lower, it may be optimal 
to delay its use in order to allow the renewable 
to grow and unit harvest costs to fall. In fact: 
Prop.4. Policies for selecting between renewable 
and backstop cannot be determined myopically given 
instantaneous costs even if backstop prices are 
fixed. It need not be optimal to exploit an 
instantaneously cheaper renewable first. In 
general one must account for the effects of current 
harvest policies on future harvest costs. 
Proof: see Clarke and Shrestha (1984, Pages 9-10). 
Having considered cases where it is optimal to 
specialise in a single resource it remains to 
consider the situations where each resource is 
used in sequence or where resources are used 
simultaneously. To do this the extinction issue 
needs to be addressed: when is it optimal to 
"wipe out" the renewable? 
This issue is discussed in e.g. Gould (1972). 
Hoe1 (1978) when prices are fixed. This procedure 
obscures situations where, because of the 
possibility of "premature" extinction, optimal 
policies do not correspond to those given in 
standard treatments of non-autonomous models such 
as Clark (1976, Pages 74-76), Clark and Munro 
(1982, Pages 42-46). Clark and Munro (1978) have 
reexamined the extinction issue with non- 
autonomous prices however they focus on a specific 
situation where prices are initially constant and 
then increase exponentially. We provide a more 
general discussion. 
In the leadup to Prop.3, two conditions for the 
arc (5) to be the optimal stationary policy were 
cited. First, "blocked intervals" could not occur 
once the arc was attained: this is well- 
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understood and is discussed below in (2.5). Second 
x*(t) was required to remain positive: this 
ensures the stock constraint x(t) 3 0 is non- 
binding. The implications of this latter 
constraint have not been fully appreciated. Thus: 
Prop.SA. With fixed backstop prices it is optimal 
to exhaust a renewable in finite time if the stock 
is depletable and if both P 2 c(0) and r > 2F'(O). 
It is non-optimal to exhaust if either (I) P c c(O) 
or r < F'(O), or (II) if F(x(0)) > E. Prop.5B. 
With non-autonomous backstoppricesthe decision to 
exhaust a renewable cannot, in general, be based 
on a myopic comparison of current desired and 
actual resource stocks. In particular it is non- 
optimal to exhaust a renewable a$ time T when 
x*(T) = 0 and x(T) = E < E if 3 T > T with 
P(f) = P(T) exp (~(7 - T)) with CI ? r. 
see Clarke and Shrestha (1984, Page 11). Proof: 
5A has been widely discussed: see e.g. Clark 
(1976, Page 61) so we discuss 58. A key 
observation of the traditional literature is that 
with non-autonomous prices the desired harvest 
policy "is independent of both the past and the 
future, except to the extent that one must 
anticipate the immediate change in the capital 
supply price" [Clark and Munro (1982, Pages 43-44)l. 
Such a view implies harvest strategies can be 
determined myopically given current prices and 
their rates of change: one can implement controls 
"closed-loop" without knowledge of future prices. 
58 shows this view is, in general, false. The 
earlier error arises from ignoring the constraint 
x(t) z 0 which. if binding. admits the oossibilitv 
of~jumps in the costate associated with'x(t) _ 
thereby invalidating the conventional "singular arc" 
approach. In fact the argument for myopic 
policies in renewable resource problems seems 
limited. If it is known at t=O that x*(t) > OVt 
then the future time path of prices must be known 
at t=O since these determine x*(t) from (5). Then 
"closed-loop" myopic policies are not of interest 
since information is available to implement 
"open-loop" policies. If on the other hand the 
time path of x*(t) is unknown at t=O then 
situations such as that described cannot be ruled 
out where premature extinction results from a 
"closed loop" rule. 
The desire to find conditions for myopic policies 
to be valid is clearly an attempt to relax the un- 
realistic part of [A71 that policy-makers possess 
perfect foresight of prices. Yet, if policy- 
makers possess only myopic foresight of backstop 
prices (so at t they know only P(t), P(t)) the 
following seems more useful: 
If policy-makers possess only perfect Prop.6. 
myopic foresight of backstop prices then an 
extinction policy is "almost never" optimal. 
Proof: In a non-price-autonomous world we can 
"almost never" assign a zero probability to the 
possibility of prices approaching levels where 
exploitation of a renewable would be desirable if 
feasible. As there are no maintenance costs and 
F(x) has no initial critical depensation phase, 
the cost of foregoing extinction at time tI by 
maintaining a conservation stock E, namely 
(P(tl) - C(E))L > 0 can be made arbitrarily small 
by selecting E small enough.11 
This argument depends on the assumption that 
"restocking" Of the renewable is not possible. 
Also the argument seems counterintuitive with 
respect to toxic or dangerous renewables (e.g. the 
smallpox virus): even such 'resources' may have a 
positive real future value if storage costs are 
zero and there is no risk of uncontrolled 
reproduction. Finally,while admitting "critical 
depensation" at low stock levels makes the analysis 
more complex, the basic idea of Prop.6. does not 
change. 
Clearly the "conservation policy" is not claimed to 
be the-optimal policy in non-autonomous models with 
limsd foresight: it is only claimed it will 
result in lower expected costs than a myopic policy 
of extinction. In fact the desired conservation 
stock is not specified: this requires more 
information on future likely price trends. If E is 
a viable conservation stock then so is c/2: thus 
the conservation stock can be arbitrarily small. 
Clearly however if E is very small there is a 
likelihood in future periods, when the singular arc 
is positive, that it may be impossible to track 
singular arcs because of "blocked intervals". The 
issue of determining the optimal policy in a non- 
autonomous price models complex. 
2.4 Optimality of Sequential Specialisation The 
analvsis of extinction makes it oossible to specify 
when first the renewable alone is used for a finite 
period and then only the backstop: 
Prop.7. With fixed backstop prices it is optimal 
to use only the renewable for a finite period and 
then use only the backstop iff it is optimal to 
exhaust the renewable in the same finite period. 
Proof: Clarke and Shrestha (1984, Page 13). 
It is straightforward to construct examples which 
show that with non-autonomous backstop prices the 
optimality of an extinction program is neither 
necessary nor sufficient for optimality of this 
sequence. As 5B and 6 make clear however, it is 
"almost never" optimal to wipe-out a renewable in 
this case so the link between the case for 
extinction and this type of sequence is of limited 
interest anyway. It is of interest to ask when 
the reverse of this pattern of usage is optimal. 
Specifically when is it optimal to first use the 
backstop and then only a renewable? 
Prop.8A: With fixed backstop prices it is optimal 
to initially use only the backstop for a finite 
oeriod and then onlv the renewable iff x(O) < x* 
and xE1 5 x* E x E2 where xEI, xE2 are defined as in 
Proposition 3 and x* is the solution in x to (5). 
PrOP.8B. With non-autonomous backstop prices it 
is optimal to first use only the backstop for a 
finite period and then use the renewable 
exclusively if xE1 E x(0) < x*(O) s xE2 and 
i*(t) d OYt where x*(t), xE1, xE2 are defined as 
in Proposition 3. 
_ see Clarke and Shrestha (1984, Page 14). Proof: 
Under the conditions specified, it is optimal to 
refrain from renewable use initially (i.e. to 
declare a "moratorium" on harvests). Stocks of the 
renewable then accumulate to levels where it is 
cost-efficient for specialisation. With non- 
autonomous prices it is simple to show that 
x*(t) s OVt is sufficient but not necessary for 
optimality. It is simple to see however that 
x*(O) > x(O) is always necessary. 
2.5 Singular Arcs and Blocked Intervals Now 
consider cases where it is optimal to use the 
renewable and backstop simultaneously. These 
policies have been widely discussed in the 
literature because, under certain conditions, they 
are terminal policies. This however depends on 
the absence of blocked intervals (B.I.'s) and this 
requires clarification. 
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Following Arrow (1968) a B.I. is a phase in a 
policy program where state variables do not track 
their singular arc values. Arrow emphasises cases 
where it is infeasible to track arcs because of 
constraints on controls. This notion needs to-be 
generalised to also include cases where, although 
it is feasible to track a singular arc, it is non- 
optimal to do so. 
As shown in Section (2.3), even in the absence of 
B.I.'s, the irreversibility of a renewable resource 
extinction decision is sufficient to make myopic 
extinction policies non-optimal when there is only 
myopic foresight. It is also clear that even in 
the absence of an irreversibility problem, the 
presence of B.I.‘s makes myopic decision rules non- 
optimal. 
(1968). 
This is well-recognised: see e.g. Arrow 
What is not well-appreciated is that the 
possibility of B.I.'s substantially reduces 
interest in myopic policies when there is only 
myopic foresight. Simply stated it can only be 
determined that myopic rules are optimal if there 
are no B.I.‘s and one can only be certain that 
B.I.'s do not occur if the future time path of 
backstop prices is known. This information enables 
policy-makers to determine whether singular arcs 
are sufficiently "smooth" to ensure the absence of 
B.I.'s. The same information however eliminates 
the need to rely on myopic policies. 
As noted some authors see B.I.‘s as arising purely 
from constraints on controls: see e.g. Clark 
(1976, Pages 56-57). This is restrictive since 
even in standard renewable resource models it may 
be optimal for a period to deviate from a singular 
arc even though it is feasible to track it [an 
example is given in Clark and Munro (1982, 
Figure 2.2)1. In the present model there is an 
even more remarkable departure from singular arcs 
which is unrelated to the feasibility of tracking 
them: thus if a B.I. arises at T with X*(T) < x(r) 
this occurs not because there is an upper-bound on 
the feasible harvest rate but simply because, as 
shown in the Lemma, it is never optimal to set 
h(T) > E. Thus the B.I. in this case does not 
reflect a constraint on the control but is simply 
an alternative policy which produces lower costs 
than a feasible most-rapid-approach-policy which 
pegs the stock at its singular arc level. 
In fact unless conditions can be specified a priori 
which ensure that B.I.'s do not arise, all that is 
left is the tautology that a singular arc should be 
tracked whenever it should be tracked! If it is 
recognised that it may be optimal to deviate from 
an arc either because the constraint x(t) z 0 is 
binding or because a B.I. is encountered then the 
following conditions can be used to characterise a 
B.I.: 
With constant unit harvest costs, B.I.'s Prop.9. 
do not occur in the solution to (Pl) on [T. + -1 
assuming x*(t) # OVt ?T if: 
(I) x(T) = x*(T); 
(II) r - F'(O) < p(t)/,(t) c r - F'(i); 
(III) -F[G(r - p(t)/p(t))l/G'(r - p(t)/p(t)) a 
d(p(t)/p(t))/dt >, 
-iF[G(r-p(t)/p(t))l -El/G'(r-p(t)/p(t))Vtt T 
where p(t) I P(t) - c and G is the inverse 
function of F'. 
Proof: see Kasanen (1984), Clarke and Shrestha 
11984, Page 16). 
The argument says that backstop prices must evolve 
"smoothly" enough for the singular arc to be 
tracked once attained. In fact since F,F' and G 
are bounded and 6' is non-zero p(t) cannot jump,it 
must be C2. Further although Prop.9. deals with 
the case where harvest costs are constant this can 
be relaxed at the expense of more complex algebra. 
Note finally the analysis excludes cases where 
x*(t) = 0 for some t > T. As noted above these are 
situations where it may be optimal to deviate from 
a singular arc either because it becomes optimal to 
maintain a "conservation stock" or else because an 
extinction decision makes it infeasible to pursue 
singular arcs. Given this characterisation of 
B.I.'s: 
Prop.10. Assuming once resource stocks first 
attain their singular arc levels at time T that no 
B.I.‘s occur and that 0 < x*(t) ,< 2 for t > T: 
(lOA) It is optimal to use both resources at 
positive levels over the entire planning horizon if 
T=O and x(O) = x*(O) and the renewable is 
depletable. (1OB) It is optimal to use only the 
renewable for a finite period and then use both 
resources thereafter if x(0) > x*(O) and the 
renewable is depletable. (1OC) It is optimal to 
use only the backstop for a finite period and then 
use both resources if x(O) c x*(O). 
Proof: The argument here is discussed in Clark 
(1976). To illustrate the idea consider (lOA). If 
x(O) = x*(O) then the renewable is at its singular 
arc level initially and since both 0 < x*(t) s ii 
and F(x(t)) < EYt, h*(t) = F(x*(t)) > 0 and k*(t) 
= E - F(x*(t)) > OYt. The proofs of (lOB), (1OC) 
are analogous.11 
Note with respect to (lOA) if x(0) : x*(O) it will 
be optimal to set either h=E, k=O or h=O, k=E 
over the interval (0,Tl. Thus x*(O) = x(O) is a 
necessary condition for the optimality of using 
both resources at all times. The depletability 
requirement is sufficient but not necessary for 
optimality of this resource usage pattern. 
3. Management of a Non-Renewable: Some Comparative 
Results. It is of interest to compare our findings 
with tnose for a non-renewable exhaustible resource 
(NRR) being exploited in the presence ofa backstop. 
The relevant control problem is a special case of 
(Pl) with F(x) z 0 all i.e.: 
m 
min JO e -rTIc(x(r))h(~)'+ P(T) k(r)ldT 1 
with h(T) + k(T) 2 E, h(T) z 0, k(T) 2 0 
(P2). 
i(T) = - h(T), x(O) = x0 > 0. 
X(T) 5 0 all T. 
x(t) is now the NRR stock remaining at t while h(t) 
is the corresponding extraction rate. Unit 
extraction costs c(x) again satisfy [All: in 
particular they are independent of the extraction 
rate -* 
How do the earlier arguments stand up in this 
special case of (Pl)? Prop.1. remains valid since 
again the demand constraint is binding on an 
solution path for (P2). Cost optimal time paths 
for NRR and backstop usage are determined 
recursively in twostages. A "present-value- 
maximising" time path for the NRR is computed 
taking its price to be that of the backstop. Then 
the backstop is used to fill any gap between over- 
all resource demand and the level of NRR usage 
suggested in the first phase. 
Prop.2. must be modified: extraction costs are a 
non-increasing function of stock size so they are 
minimum initially. Thus with non-autonomous 
prices, backstop specialisatton is optimal if 
s:p P(T) d c(x,). With fixed backstop prices 
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specialisation in the backstop is optimal iff 
P 6 c(x0). Prop.3. is invalid: specialisation in 
a NRR is non-optimal since it is infeasible. Most 
significantly, in contrast to Prop.4.,with asingle 
NRR and fixed backstop prices, myopic resource'- 
selectioiiXZes are optimal i.e. it pays to use 
the "cheaper" resource first. 
The arguments with respect to "wiping-out" an NRR 
are analogous to those for a renewable. With fixed 
backstop prices it is optimal to exhaust a NRR 
stock in finite time if P 3 c(O). It is non- 
optimal to exhaust if P < c(O). With non- 
autonomous backstop prices the issues are more 
complex. If policy-makers possess only perfect 
myopic foresight of backstop prices then it will 
certainly make sense, in some contexts, to 
maintain conservation stocks since, in general, it 
will not be possible to assign a zero probability 
to the possibility that backstop prices will 
increase to levels where future exploitation 
provides greater benefits in present value terms 
than current exploitation. In fact since every 
decision to utilise the NRR is irreversible this 
same argument applies to every exploitation 
decision: myopic harvest rules with variable 
backstop prices will generally be non-. 
The analogue to Prop.7. with an NRR: if it is 
optimal to exhaust an NRR then it is optimal to 
first use only the NRR and then use only the back- 
stop if backstop prices are fixed. The converse 
to this argument is not valid since the NRR may be 
used exclusively initially without eventually being 
exhausted (its unit extraction costs may exceed 
backstop prices at positive NRR levels). There are 
no correlates to Prop.8. with an NRR since any 
program involving indefinite use of an NRR at a 
non-decreasing rate is infeasible. 
Singular arcs play a limited role in the NRR model 
since the terminal phase of a policy program,where 
they are typically relevant, will often be 
distinguished by zero rates of NRR exploitation. 
With some manipulation (P2) can be shown to be 
singular with singular arc x*(t) given by: 
P(t) = c(x*(t)) + P(t)/r. (7). 
It is then optimal to drive the NRR to x* and hold 
it there provided this is feasible. It will be 
infeasible if 6.1.'~ arise once the arc is attained 
or if the constraint x(t) ? 0 would be violated by 
following singular arc policies. Corresponding to 
Prop.9. and 10. we state: 
B.I.‘s do not occur in the solution to 
MT, t -1 if: 
(1) x(T) = x*(T); 
(II) r(l - c(O)/P(t)) < fJ(t)/P(t) L 
r(l - c(x(t))/P(t)); 
(III) r2(l - c(x*(t))/P(t)) + rEc'(x*(t))/P(t) 2 
S(t)/P(t) 2 r'(l- c(x*(t))/P(t))Vt 2 T. 
Proof: see Clarke and Shrestha (1984, Page 19). 
Prop.lO*. Assuming that once NRR stocks first 
attain their singular arc levels at t=T,that no 
6.1.'~ occur: (lOA) It is optimal to use 
(respectively not use) the NRR as x*(t) < 0 when 
x(t) > 0 (i*(t) = 0 or x(t) = O)Vt > T. (106) It 
iS Optimal to use exclusively the NRR (the back- 
stop) on (0,T) if x(0) > x*(O) (x(O) < x*(O)). 
(1OC) It is dptimal to use NRR and backstop 
resource simultaneously on the interval [TI,T2), 
TI ? T if x(TI) z E and x(T2) > 0 with 0 > i*(t) > 
-Eon t L [TI,T2]. 
Proof: A straightforward consequence of the 
wlity of "most-rapid-approach" policies for 
this class of problems (see e.g. Spence and 
Starrett (1975)).1( 
The role of singular arcs in NRR management 
problems is limited because the possibility of 
B.I.'s is higher. In particular the requirement 
that singular arc stocks can never increase once 
the sinqular arc has been attained is strinqent. 
Yet without this assumption not much can be-said 
in general about NRR management with non-autonomous 
prices. 
Stronaer comoarative results for NRR emerge when 
backsiop prices are fixed. In this case,"an NRR is 
used (if at all) only at the start of an optimal 
program. Once this phase finishes (which it must) 
the program switches to backstop use alone. With 
renewable and backstop resources however while only 
a single resource may be used at the start of an 
program, this will under general conditions be 
followed by usage of both resources. In fact in 
this case choosing the instantaneously "cheaper" 
renewable resource may be non-optimal because of 
the dependence of current harvest costs on past 
harvest policies. 
4. Conclusions This paper presents a view of 
renewable resource management which emphasises the 
role of possible substitution by a backstop 
resource which is exogenously priced. This is an 
empirically interesting problem in a number of 
settings e.g. the "fuelwood problem" facing many 
developing countries can be viewed as a renewable 
resource issue where wood (or other biomass) is 
grown for fuel. The competing fuels which can act 
as substitutes are kerosine, coal and LPG: 
resources which are typically priced exogenously in 
international markets (this is discussed further in 
Clarke and Shrestha (1983)). With respect to 
nutrition planning, certain types of animal protein 
(e.g. from fish populations) can often be 
substituted for using alternative foods which are 
priced exogenously. These issues arise even if 
there are no difficulties in enforcing property 
rights on the respective resources. 
With conventional assumptions about renewal and 
cost functions the relevant-cost-minimisation task 
can be solved recursively by first computing the 
present-value-maximising time path for use of the 
renewable resource and, given this, then computing 
the desired level of backstop usage. The first 
stage of this decision process has been extensively 
analysed in the literature but mainlyforsituations 
where, in our formulation, backstop prices are time 
invariant and/or where backstop and renewable 
resources are eventually used simultaneously. 
The present analysis provides conditions for 
renewable and backstop resources to be "relevant" 
in terms of conditions for the optimality of 
complete dynamic specialisation in a single 
resource. In particular the backstop resource is 
always relevant if the cost-minimisation control 
problem satisfies what we term a "depletability" 
condition. Conditions are also discussed for 
sequential specialisation in the resources to be 
optimal. 
Myopic renewable resource management policies are 
shown to be non-optimal in a number of different 
senses. Resource selection cannot, for example,be 
based on a myopic comparison of relative resource 
costs even if backstop prices are fixed. Further, 
in a non-autonomous pricing world, because of the 
irreversibility of an extinction decision and the 
possibility of blocked intervals it is generally 
non-optimal to base current harvest policies on 
current backstop prices and their growth rates. As 
intuition would suggest it is always desirablewhen 
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formulating current harvest policies to account 
for future changes in backstop prices. If pricing 
foresight is imperfect then extinction is in 
general non-optimal and "conservation policies" 
make sense in such a non-autonomous price model. 
In general we have argued that myopic policies 
based on singular arc analysis obscure the basic 
complexity of renewable resource management 
problems and that they may provide a poor guide 
to policy formulation. 
The analysis has attempted to formalise the idea 
of a blocked interval and to determine'smoothness" 
conditions on resource prices that will ensure the 
relevance of singular arc analysis. Much work 
remains to be done here: for example the paper 
assumes throughout that prices are C*. This is 
implausible in many markets where backstop prices 
may undergo discontinuous jumps. It then becomes 
important to determine how far in advance a jump 
must be anticipated for the singular arc analysis 
to be useful. 
Our results for renewable resources have been 
compared with those implicit in a substantial body 
of non-renewable resource literature. The same 
type of recursiveness arises with these latter 
problems and analogous conditions for specialisa- 
tion in the backstop are derived. In contrast to 
the renewable resource case myopic resource 
selection rules are now optimal if backstop prices 
are fixed. With variable backstop prices however 
since every harvest decision irreversibly reduces 
the exploitable stock, it is never optimal to base 
an exploitation program on current prices using 
singular arc analysis. In fact the role of 
singular arcs in non-renewable problems is sub- 
stantially less since in many situations either 
blocked intervals will arise because of the 
irreversibility of harvest decisions or the 
resource will never eventually be used because 
of high extraction costs. 
Finally, in the companion paper, Clarke and 
Shrestha (1984), the sensitivity of our findings 
with respect to choice of objective function has 
been evaluated. With a social surplus welfare 
functional, the desired aggregate level of resource 
usage can be endogenised leaving the relevant 
equilibrium renewable resource policies identical 
to those occurring in a cost-minimisation context. 
Furthermore, when renewable and backstop resources 
are imperfect substitutes, our study of the 
Cobb-Douglas utilities case, makes it clear that 
analogous, though distinctive, singular arc 
policies arise, though now levels of usage of both 
renewable and backstop resources are endogenous 
and dependent on utility function parameters. 
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