Abstract. The classification of remotely sensed images knows a large progress taking in consideration the availability of images with different resolutions as well as the abundance of classification's algorithms. A number of works have shown promising results by the fusion of spatial and spectral information using Support vector machines (SVM). For this purpose we propose a methodology allowing to combine these two informations using a combination of multispectral features and Haralick texture features as data source with composite kernel. The proposed approach was tested on common scenes of urban imagery. The results allow a significant improvement of the classification performances when compared with the two sets of attributes used separately. The experimental results indicate an accuracy value of 93.29% which is very promising.
Introduction
With the commercial emergence of the optical satellite images of sub-metric resolution (Ikonos, Quickbird) the realization as well as the regular update of numerical maps with large scales becomes accessible and increasingly frequent [1] . Several classification algorithms have been developed since the first satellite image was acquired in 1972 [2] [3] [4] . Recently, some non-parametric classification techniques such as artificial neural networks, decision trees and Support vector machines (SVM) have been recently introduced.
SVM is a group of advanced machine learning algorithms that have seen increased use in land cover studies [5, 6] . One of the theoretical advantages of the SVM over other algorithms (decision trees and neural networks) is that it is designed to search for an optimal solution to a classification problem whereas decision trees and neural networks are designed to find a solution, which may or may not be optimal. This theoretical advantage has been demonstrated in a number studies where SVM generally produced more accurate results than decision trees and neural networks [7] .
On other hand, the consideration of the spatial aspect in the spectral classification remains very important, for this case, Haralick described methods for measuring texture in gray-scale images, and statistics for quantifying those textures. It is the hypothesis of this research that Haralick's Texture Features and statistics as defined for gray-scale images can be modified to incorporate spectral information, and that these Spectral Texture Features will provide useful information about the image.
The proposed method consists in combining spatial and spectral information to obtain a better classification. We start with the extraction of spectral and spatial information. Then, we apply the SVM classification to the result file. Experimental results are provided and comparisons with a spectral classification and spatial classification are made to illustrate that the method is able to find better classes. This paper is organized as follows. In the second section, we discuss the extraction of spatial and spectral information especially the Grey-Level Co-occurrence Matrix (GLCM) and Haralick texture features used in experimentations. In section 3, we give outlines on the used classifier: Support Vector Machines (SVM). In section 4, the results are presented with the used kernel defined as well as the stating of numerical evaluation. Finally, conclusions are given in section 5.
2
Extraction of Information and Classification
Spectral Information
The most used classification methods for the multispectral data consider especially the spectral dimension. The set of spectral values of each pixel is treated as a vector of attributes which will be directly employed as entry of the classifier. According to Fauvel [8] this allows a good classification based on the spectral signature of each area. However, this does not take in account the spatial information represented by the various structures in the image.
Spatial Information
Information in a remote sensed image can be deduced based on their textures. Many approaches were developed for texture analysis. Grey-Level Co-occurrence Matrix (GLCM) [9] is one of the most widely used methods, which is a powerful technique for measuring texture features; it contains the relative frequencies of the two neighbouring pixels separated by a distance on the image. Haralick uses these matrices to develop a number of spatial indices that are easier to interpret. He assumed that the texture information is contained in the co-occurrence matrix, and texture features are calculated from it. A large number of textural features have been proposed starting with the original fourteen features ( 1 f to 14 f ) described by Haralick et al [10] , however only some of these features are in wide use. Wezska et al [11] used four of Haralick features ( 1
Conners and Harlow [12] use five features ( 1
We found that these five features are commonly used seen that the fourteen are much correlated with each other, and that the five sufficed to give good results in classification [13] .
In this work, we have used these five features: homogeneity (E), contrast (C), correlation (Cor), entropy (H) and local homogeneity (LH), and co-occurrence matrices are calculated for four directions: 0°, 45°, 90°and 135° degrees.
Let us recall their definitions:
Where i μ and i σ are the horizontal mean and the variance, and j μ and j σ are the vertical statistics.
Each texture measure can create a new band that can be incorporated with spectral features for classification purposes.
SVM Classification
SVM is a group of advanced machine learning algorithms that have seen increased use in land cover studies; it generally produced more accurate results than other algorithms (decision trees and neural networks).
In this section we briefly describe the general mathematical formulation of SVMs introduced by Vapnik [14] . Starting from the linearly separable case, optimal hyperplanes are introduced. Then, the classification problem is modified to handle non-linearly separable data and a brief description of multiclass strategies is given.
Linear SVM
For a two-class problem in a n-dimensional space R n , we assume that l training samples x i ∈R n , are available with their corresponding labels yi = ±1, S = {(xi, yi) | i∈ [1, l] }. The SVM method consists of finding the hyperplane that maximizes the margin, i.e., the distance to the closest training data points for both classes [15] . Noting w∈R n as the normal vector of the hyperplane and b ∈R as the bias, the hyperplane H p is defined as:
is the inner product between w and x. If x∉Hp then f(x) = x w, +b is the distance of x to Hp. The sign of f corresponds to decision function y = sgn(f(x)).
Finally, the optimal hyperplane has to maximize the margin: Where x u is an unseen sample.
Non-linear SVM
Using the Kernel Method, we can generalize SVMs to non-linear decision functions. With this way, the classification capability is improved. The idea is as follows. Via a non-linear mapping Φ , data are mapped onto a higher dimensional . Hopefully, for some kernels function k, the extra computational cost is reduced to:
The kernel function k should fulfill Mercers' conditions.
With the use of kernels, it is possible to work implicitly in F while all the computations are done in the input space. The classical kernels used in remote sensing are the polynomial kernel and the Gaussian radial basis function:
In experiments we used Gaussian RBF kernel (15) which is commonly used in classification of remotely sensed images.
Multiclass SVMs
SVMs are designed to solve binary problems where the class labels can only take two values: ±1. For a classification of remotely sensed images, several classes are usually of interest. Various approaches have been proposed to address this problem [16] . They usually combine a set of binary classifiers.
Two main approaches were originally proposed for a k-classes problem.
• One versus the Rest: k binary classifiers are applied on each class against the others. Each sample is assigned to the class with the maximum output.
binary classifiers are applied on each pair of classes. Each sample is assigned to the class getting the highest number of votes. A vote for a given class is defined as a classifier assigning the pattern to that class.
The pairwise classification has shown to be more suitable for large problems [15, 16] . Even though the number of the used classifiers is larger than for the one versus the rest approach, the whole classification problem is decomposed into much simpler ones. Therefore, this second approach was used in our experiments.
2.4
The Proposed Workflow
The proposed workflow has two main tasks, we start with the extraction of spectral information and spatial information and then the result will be used as an input to SVM classifier.
To use jointly spatial and spectral information, we chose to go through the definition of a kernel. In [17] , several kernels are proposed to include spatial information. The weighted sums of kernels provide the best results for classification.
They also allow to control the influence of each type of information:
The parameter μ will be chosen at the learning phase, it varied in steps of 0.1. For simplicity and for illustrative purposes, μ was the same for all the classes in our experiments. The penalization factor in the SVM was tuned in the range C = {10 −1 …10 7 }. We use a RBF kernel (15) 
3
Experimentations and Results
The Data
The first image used in classification is a sample of high resolution Quickbird satellite image. Its size is 240x360 pixels. It represents scene urban areas. We dispose of four spectral bands: blue, green, red and near infrared. We can see in Fig.1 (a) a representation of this image. The second test image is another sample of Quickbird satellite image with exactly the same properties except the size, 500x280 pixels. The scene does contain also urban areas. The original image is represented in Fig.2 (a) .
We will have two files for each image, "TrainFile.dat" and "TestFile.dat" respectively for learning and for classification, divided on sex classes as described in Table 1 .
The Results
The classification maps presented on (b) respectively in Fig. 1 and Fig. 2 , are obtained when the classification is performed using the spatial information only (Haralick features). We can note the appearance of misclassifications. When the classification is performed using the spectral information only, we obtain the corresponding classification maps which are presented on (c) respectively in Fig. 1 and Fig. 2 . These results appear as noisy as the spatial information that is not taken into account.
The fusion of the spectral and the spatial features give us the classification maps presented on (d) respectively in Fig. 1 and Fig. 2 .The classification maps are less noisy and the classification performances are increased globally as well as almost all the classes. It matches well with an urban land cover map in terms of smoothness of the classes; and it also represents more connected classes. Table 2 summarizes the results obtained using the SVM classification with Gaussian RBF kernel. These values were extracted from the confusion matrix. The overall accuracy is the percentage of correctly classified pixels. Kappa coefficient is another criterion classically used in remote sensing classification to measure the degree of agreement and takes into account the correct classification that may have been obtained "by chance" by weighting the measured accuracies.
The use of this composite kernel (16) gives good classification results for the overall accuracy and the Kappa coefficient. Moreover, with all of the accuracies over 90%, this composite kernel seems also promising for the classification of remotely sensed images. 
Conclusion
Addressing the classification of high resolution satellite images from urban areas, we have presented an algorithm taking simultaneously the spectral and the spatial information into account. This is achieved by concatenating the two vectors of attributes (the spectral values and the Haralick features). This data combination allows a significant improvement of the classification performances when compared with the two sets of attributes used separately.
As a perspective of this work, we will be concentrating on the study of the kernel choice in order to determine the appropriate one, for this type of image classification.
