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FRAMED MODULI SPACES AND TUPLES OF OPERATORS
STANISLAV FEDOTOV
Abstract. In this work we address the classical problem of classifying tuples of linear operators and
linear functions on a finite dimensional vector space up to base change. Having adopted for the situation
considered a construction of framed moduli spaces of quivers, we develop an explicit classification of
tuples belonging to a Zariski open subset. For such tuples we provide a finite family of normal forms
and a procedure allowing to determine whether two tuples are equivalent.
Introduction
A quiver Q is a diagram of arrows, determined by two finite sets Q0 (the set of “vertices”) and Q1
(the set of “arrows”) with two maps h, t : Q1 → Q0 which indicate the vertices at the head and tail of
each arrow. A representation W of Q is a collection of (probably infinite dimensional) k-vector spaces
Wi, for each i ∈ Q0, together with linear maps Wa : Wta → Wha, for each a ∈ Q1. The dimension
vector α ∈ ZQ0 of such a representation is given by αi = dimkWi. A morphism ψ : W → U of
representations consists of linear maps ψi : Wi → Ui, for each i ∈ Q0, such that ψhaWa = Uaψta, for
each a ∈ Q1. It is an isomorphism if and only if each ψi is.
Having chosen vector spaces Wi of dimension αi, the isomorphism classes of representations of Q
with dimension vector α are in natural one-to-one correspondence with the orbits of the group
GL(α) :=
∏
i∈Q0
GL(Wi)
in the representation space
Rep(Q,α) :=
⊕
a∈Q1
Hom(Wta,Wha).
The action is given by (g · W )a = ghaWag−1ta , where g = (gi)i∈Q0 ∈ GL(α). Note that the
one-parameter subgroup ∆ = {(tE, . . . , tE)} acts trivially.
Quivers provide a convenient interpretation of many classical problems of linear algebra. The one
we are particularly interested in is classification of tuples of q linear operators and k linear functions
on an m-dimensional vector space. In the language of quivers this is equivalent to classification of
(m, 1)-dimensional representations of Lq,k, where by Lq,k we denote the quiver with two vertices, q
loops in the first vertex and k more arrows going from the first vertex to the second one. This problem
is known to be wild even for q = 2 and k = 0, that is no hope remains to write down a complete list of
isomorphism classes of representations or even to obtain an algorithm determining whether two given
representations are isomorphic. In fact, representation theory of the quiver L2 := L2,0 is proved to be
undecidable, see [1] and [6] for a rigorous formulation and a proof of this result.
However, for α = (m, 1) it is possible to explicitly classify representations belonging to a Zariski
open subset of Rep(Lq,k, α). The idea comes from the study of stable framed representations.
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LetQ be a quiver and α be a dimension vector. Fix an additional dimension vector ζ and consider the
space Rep(Q,α, ζ) := Rep(Q,α)⊕
⊕
i∈Q0
Homk(k
αi ,kζi). Its elements are said to be framed repre-
sentations of Q. Define a GL(α)-action on Rep(Q,α, ζ) by g · (M, (fi)i∈Q0) = (g ·M, (fig−1i )i∈Q0).
A framed representation (M, (fi)i∈Q0) is called stable if there is no nonzero subrepresentation N of
M with Mi ⊆ ker fi, for all i ∈ Q0. Denote by Reps(Q,α, ζ) the set of stable framed representations.
It is known (see, for example, [8, Theorem 2.3]), that the subset Reps(Q,α, ζ) admits a geometric
quotient, i.e., a morphism to an algebraic variety Ms(Q,α, ζ) := Reps(Q,α, ζ)/GL(α) whose fibers
coincide with GL(α)-orbits. Moreover, for quivers without oriented cycles M. Reineke proved [8,
Proposition 3.9] that the quotient spaceMs(Q,α, ζ) is isomorphic to a Grassmannian of subrepresen-
tations of a certain injective representation of Q. In the general case the quotient is not projective and
may not be realized as a Grassmannian of subrepresentations. However, some geometric structure may
be revealed by projecting Ms(Q,α, ζ) to the categorical quotient Rep(Q,α, ζ)/ GL(α) and studying
fibers of this projection, see [2] and [3] for details.
From [7, Proposition 0.9] it follows that the quotient morphism Reps(Q,α, ζ) → Ms(Q,α, ζ) is
a principal fiber bundle. It remains a problem, however, to explicitly describe a finite (and possibly
minimal) trivializing covering of the quotient. We construct such a covering using J-skeleta of framed
representations, a concept that is a version of the one introduced by K. Bongartz and B. Huisgen-
Zimmermann for representations of finite dimensional algebras (see, for example, [4]) adopted and
partially simplified to fit our setup. Namely, we show (Theorem 3.3) that Reps(Q,α, ζ) = ⋃
S
X(S),
whereX(S) are open subsets parameterized by J-skeleta S such that X(S) ∼= GL(α)×AN , for some
positive integer N , and the restriction of the quotient map to X(S) is the projection onto the second
factor.
Framed representations admit another useful interpretation. Consider a new quiver Qζ with Qζ0 =
Q0 ∪ {∞}, the arrow of Qζ being those of Q together with ζi arrows from i (i ∈ Q0) to ∞. We also
extend the dimension vector α to αζ , setting αζi = αi for i = 1, . . . , n and α
ζ
∞ = 1. It is easy to show
that Rep(Q,α, ζ) may be identified with Rep(Qζ , αζ).
Clearly Rep(Lq,k, (m, 1)) is the same as Rep(L(k)q ,m(k)), i.e., as Rep(Lq,m, k). So, there is a
Zariski open subset Reps(Lq,k, (m, 1)) of Rep(Lq,k, (m, 1)) where a complete classification of rep-
resentations is possible. Translating our definition of stable pairs into the language of linear algebra,
we may say that Reps(Lq,k, (m, 1)) consists of such tuples (ϕ1, . . . , ϕq, f1, . . . , fk) ∈ (Endk(km))q⊕
((km)∗)k that no common proper nonzero invariant subspace of ϕi lies in the common kernel of all fj .
In this paper we show how an explicit classification may be obtained in this setup over an arbitrary
field k.
Section 1 is devoted to exploring a generalized version of the construction introduced in [8]. In
Section 2 we define J-skeleta of framed representations and show their existence. In Section 3 we prove
that the quotient may be embedded as a locally closed subset in a product of ordinary Grassmannians
and construct the above mentioned trivializing covering of Ms(Q,α, ζ). Furthermore, we provide a
finite family of normal forms for each stable pair and an algorithm allowing to determine whether two
stable framed representations are isomorphic. In Section 4 we give a series of examples illustrating
how this technique works.
The author thanks his supervisor I. Arzhantsev for useful discussions.
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1. Stable framed representations
Let Q be a quiver with n vertices, α and ζ be two dimension vectors. Choose a vector space V =⊕
i∈Q0
Vi with dimVi = ζi, for i ∈ Q0. Elements of Rep(Q,α, ζ) may be viewed as pairs (M,f),
where M is a representation of Q and f = (fi :Mi → Vi)i∈Q0 is a map of graded vector spaces.
Recall that a path in Q is a formal product of arrows a1 · . . . · ak such that t(ai) = h(ai+1), for all
i = 1, . . . , k − 1, or a symbol ei with i ∈ Q0. For a path τ = a1 · . . . · ak we set t(τ) = t(ak) and
h(τ) = h(a1). We also put h(ei) = t(ei) = i. There is an obvious way to multiply successive paths: if
h(τ) = t(σ), the product σ · τ is defined as the concatenation of these paths. All ei are treated as paths
of zero length, that is e2i = ei, for all i ∈ Q0, and τet(τ) = eh(τ)τ , for every path τ .
For each i ∈ Q0 denote by Ii the following representation of Q. Set
(Ii)j = (span {τ | τ : j  i is a path in Q})∗ ,
where “τ : j  i” means that τ starts in the j-th vertex and ends in the i-th one and (·)∗ stands for the
dual vector space; in this case ((Ii)a:k→lf)(τ) = f(τa), where τ : l  i. This may be rewritten in a
more convenient way using the elements in (Ii)j dual to paths. Namely, to each path τ : j  i in Q
we associate an element τ∗ in (Ii)j such that for every σ : j  i we have
τ∗(σ) =
{
1, if τ = σ,
0, otherwise.
Observe that elements of (Ii)j may be written as (probably infinite) formal series in τ∗, for τ : i  j.
In this notation the maps (Ii)a, a ∈ Q1, are as follows:
(Ii)a(τ
∗) =
{
λ∗, if τ = λa,
0, otherwise.
Consider the representation J :=
⊕
i∈Q0
Ii ⊗k Vi. Notice that as a k-linear space
Ji = eiJ ∼=
∏
j∈Q0
(Ij)i ⊗k Vj ∼=
∏
j∈Q0
∏
τ :i j
Vj ∼=
∏
τ :i j
Vj.
Sometimes it is convenient to label each component Vj by the corresponding path τ writing Ji ∼=∏
τ :i j V
(τ)
j .
Given a point (M,f) ∈ Rep(Q,α, ζ) we define a map Φ(M,f) = (ϕi)i∈Q0 : M → J by the
following rule:
(1.1) ϕi =
∏
τ :i j
fjτ :Mi →
∏
τ :i j
Vj ,
where τ(x) :=Ma1 . . .Mak(x) for x ∈Mi and τ = a1 . . . ak.
The following lemma is straightforward.
Lemma 1.1. The map Φ(M,f) is a morphism of representations of Q.
Proposition 1.2. The subspace ker Φ(M,f) = ⊕i∈Q0 kerϕi is the maximal kQ-submodule of M
contained in ker f .
Proof. It follows from Lemma 1.1 that ker Φ(M,f) is a kQ-submodule of M . One also easily
observes that kerΦ(M,f) ⊆ ker f . Now, let U be a kQ-submodule of M contained in ker f . For
each τ : i  j we then have τUi = τeiU = τU = ejτU ⊆ Uj . This implies that fj(τ · x) = 0,
for all x ∈ U, j ∈ Q0 and for all paths τ , i. e. U ⊆ ker Φ(M,f). 
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Corollary 1.3. The map Φ(M,f) :M → J is injective if and only if the pair (M,f) is stable.
This observation is crucial for the construction. Associated to the maps ϕi are (probably infinite)
matrices with rows fiqτ , where τ : j  i, q ∈ {1, . . . , ζi}, and fiq stands for the q-th row of the matrix
of fi. The map is injective if and only if one of αi × αi minors of its matrix is nonzero, i.e., for some
τ1, . . . , ταi and q1, . . . , qαi , we have
det

fiq1τ1
fiq2τ2
.
.
.
fiqαiταi
 6= 0.
Therefore, a pair (M,f) is stable if and only if for each i ∈ Q0 there is a set of numbers q(i)1 , . . . , q
(i)
αi
and a set of distinct paths τ (i)1 , . . . , τ
(i)
αi with
D
(q(1)1 ,...,q
(1)
α1
;...;q(n)1 ,...,q
(n)
αn
)
(τ (1)1 ,...,τ
(1)
α1 ;...;τ
(n)
1 ,...,τ
(n)
αn )
:= det

f
iq
(1)
1
τ
(1)
1
f
iq
(1)
2
τ
(1)
2
.
.
.
f
iq
(1)
α1
τ
(1)
α1
 · . . . · det

f
iq
(n)
1
τ
(n)
1
f
iq
(n)
2
τ
(n)
2
.
.
.
f
iq
(n)
αn
τ
(n)
αn
 6= 0.
Thus Reps(Q,α, ζ) is covered by open subsets U (q
(1)
1 ,...,q
(1)
α1
;...;q(n)1 ,...,q
(n)
αn
)
(τ (1)1 ,...,τ
(1)
α1 ;...;τ
(n)
1 ,...,τ
(n)
αn )
, which are the nonzero loci
of the corresponding D(q
(1)
1 ,...,q
(1)
α1
;...;q
(n)
1 ,...,q
(n)
αn
)
(τ
(1)
1 ,...,τ
(1)
α1 ;...;τ
(n)
1 ,...,τ
(n)
αn )
, and consequently the moduli space is covered by the
quotients V (q
(1)
1 ,...,q
(1)
α1
;...;q(n)1 ,...,q
(n)
αn
)
(τ (1)1 ,...,τ
(1)
α1 ;...;τ
(n)
1 ,...,τ
(n)
αn )
:= U
(q(1)1 ,...,q
(1)
α1
;...;q(n)1 ,...,q
(n)
αn
)
(τ (1)1 ,...,τ
(1)
α1 ;...;τ
(n)
1 ,...,τ
(n)
αn )
/GL(α). In next section we shall prove
that this covering admits a finite subcovering.
2. Skeleta of stable pairs
Let Q, α and ζ be as before. Consider a quiver Qζ with Qζ0 = Q0 ∪ {∞}, the arrows of Qζ being
those of Q together with ζi arrows from each i ∈ Q0 to ∞. Denote the new arrows by fiq, where i
indicates the tail of an arrow and q ∈ {1, . . . , ζi}. We also extend the dimension vector α to αζ , setting
αζi = αi for i = 1, . . . , n and α
ζ
∞ = 1.
Observe that the sets Rep(Q,α, ζ) and Rep(Qζ , αζ) may be identified in a GL(α)-invariant way.
Indeed,
Rep(Q,α, ζ) = Rep(Q,α) ⊕
⊕
i∈Q0
Homk(k
αi ,kζi) ∼=
∼= Rep(Q,α)⊕
⊕
i∈Q0
Homk(k
αi ,k)ζi = Rep(Qζ , αζ).
In terms of matrices this isomorphism has the following interpretation. Let (M,f) be a framed repre-
sentation and M˜ be the corresponding representation of Qζ . Then matrices of M˜fiq , q = 1, . . . , ζi are
rows of the matrix of fi (i.e., what was denoted by fiq in Section 1). This justifies our seeming abuse
of notation.
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Example 2.1. Let Q = 1
a
88
b // 2
c // 3 and ζ = (1, 2, 3). Then we have
Qζ =
∞
1
a
88
b //
f11
44
2
c //
f21
HH
f22
VV
3
f31
^^
f32
jj
f33
oo
Furthermore, if α = (2, 2, 1) and
(M,f) =
k k
2
k
3
k
2
Ma
44Mb //
( 1 5 )
OO
k
2 Mc //
( 3 14 2 )
OO
k
(
3
0
1
) OO
for some Ma, Mb and Mc, then the corresponding representation M˜ of Q
ζ is as follows
M˜ =
k
k
2
Ma
44Mb //
( 1 5 )
33
k
2 Mc //
( 3 1 )
JJ
( 4 2 )
UU
k
(3)
bb
(0)
kk
(1)
oo
The representation J may also be extended in a natural way to a representation J˜ of Qζ . Set J˜i = Ji
and J˜a = Ja, for i ∈ Q0 and a ∈ Q1. Set further J˜∞ = k and
⊕
b:i→∞ Jb : Ji → k
ζi be the projection∏
τ :i j V
(τ)
j → V
(ei)
i , for each i ∈ Q0. A straightforward calculation shows that thus constructed
J˜ is isomorphic to the representation I∞ of Qζ . In particular, elements of J˜i may be represented as
(possibly infinite) formal series in (fjqτ)∗, for j ∈ Q0, q = 1, . . . , ζj , and τ : i j. This implies that
paths in Qζ may be viewed as linear functions on J˜ .
For a framed representation (M,f) ∈ Rep(Q,α, ζ) consider the corresponding representation M˜
of Qζ . The map Φ(M,f) induces then a morphism Φ˜M˜ : M˜ → J˜ of representations of Q
ζ defined by
ϕ˜i = ϕi, for i ∈ Q0, ϕ˜∞ = idk. It follows from Corollary 1 that a pair (M,f) is stable if and only if
the corresponding map Φ˜
M˜
is an embedding.
Definition. By a J-skeleton of a stable pair (M,f) we understand a set S of paths of nonzero
length in Qζ ending in ∞ with the following properties:
(1) Restrictions of paths in S together with e∞ give a basis in Φ˜M˜
(
M˜
)∗
.
(2) Whenever τa is in S and τ 6= e∞, τ is also in S.
The dimension vector of a J-skeleton S is the dimension vector α = dim(S) of any stable pair
with J-skeleton S. It is easy to see that αi equals the number of paths in S ending on fiq for any
q = 1, . . . , ζi. For i ∈ Q0 we set Si = {fiqτ ∈ S}.
Lemma 2.2. Every stable pair (M,f) has a J-skeleton.
Proof. Let (M,f) be a stable pair. Let also M˜ be the corresponding representation of Qζ .
Denote by N its image Φ˜
M˜
(M˜) ⊆ J˜ . First of all, we need to show that restrictions of paths
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in Q generate Φ˜
M˜
(M˜)∗ as a vector space. Let ̟1, . . . ,̟m be a basis of Φ˜M˜ (M˜), where ̟i =∑
ciq,τ (fiqτ)
∗. Observe that, for some t,
dim
span
 ∑
fiq τ, l(τ)6t
ciq,τ (fiqτ)
∗

 = m,
where l(τ) stands for the length of a path τ . Then, obviously, the linear span of all paths of
length not greater than t generates Φ˜
M˜
(M˜)∗.
We see now, that restrictions of paths in Q give a basis of Φ
M˜
(M˜ )∗, but less evident is
condition (2).
We construct its J-skeleton inductively. We start by taking, for each i ∈ Q0, a maximal
tuple fiq1 , . . . , fiqt with fiq1 |N , . . . , fiqt |N linearly independent. Further, on each step we add
a path τa, where τ is one of the paths we added before, a is an arrow, and τa|N does not
lie in the linear span of restrictions of all the preceding paths. We proceed until we obtain a
maximal linearly independent set of restrictions Γ. It should be proved, however, that it is a
basis of N∗. Let τ |N /∈ span {Γ}. If none of its final subpaths restricted to N is in span {Γ},
then we have found flql whose restriction is not in span {Γ}, a contradiction. Thus τ = µν,
where µ|N ∈ span {Γ}, i.e., µ|N =
∑
κ∈Γ cκκ|N . Consequently, τ |N =
∑
κ∈Γ cκκ|Nν|N . But by
maximality of Γ each κ|Nν|N is in span {Γ}. 
Obviously, Reps(Q,α, ζ) =
⋃
S
Rep(Q,S), where
Rep(Q,S) =
{
(M,f) ∈ Reps(Qζ , α, ζ) | (M,f) has J-skeleton S
}
and S run through all possible J-skeleta for dimension vectors α and ζ . Now note that if S ={
f1q(1)1
τ
(1)
1 , . . . , f
(1)
q1α1
τ
(1)
α1 , . . . , fnq(n)1
τ
(n)
1 , . . . , f
(n)
qnαnτ
(n)
αn
}
, then Rep(Q,S) is exactly the open subset
U
(q
(1)
1 ,...,q
(1)
α1
;...;q
(n)
1 ,...,q
(n)
αn
)
(τ
(1)
1 ,...,τ
(1)
α1 ;...;τ
(n)
1 ,...,τ
(n)
αn )
. Observe that there are only finitely many J-skeleta, since lengths of paths
in an α-dimensional J-skeleton are bounded by maxi αi. Therefore, we obtain a finite covering of
Reps(Q,α, ζ) by subsets of form U (q
(1)
1 ,...,q
(1)
α1
;...;q
(n)
1 ,...,q
(n)
αn
)
(τ
(1)
1 ,...,τ
(1)
α1 ;...;τ
(n)
1 ,...,τ
(n)
αn )
.
3. Embedding of the moduli space
Let Γ(α) be the set of all paths occurring in J-skeleta with dimension vector α and Γ˜(α) be the
union of Γ with {τa | τ ∈ Γ(α), a ∈ Q1, h(a) = t(τ)}. Let also Ĵ =
⊕
τ∈Γ˜(α) V
(τ)
h(τ). Note that Ĵ has
a natural Q0-grading. Indeed, one may set Ĵi =
⊕
τ∈Γ˜(α),t(τ)=i V
(τ)
h(τ). Consider the map Φ̂(M,f) :
M → Ĵ defined as follows:
ϕ̂i =
⊕
τ∈Γ˜(α)
fh(τ)τ :Mi →
⊕
τ∈Γ˜(α),t(τ)=i
V
(τ)
h(τ) = Ĵi.
It is obvious that a pair (M,f) is stable if and only if Φ̂(M,f) is injective. The advantage of Φ̂(M,f) is
that it maps to a finite dimensional vector space.
We now need to fix notation that will be used throughout the rest of the paper. Let Γ˜i(α) be a subset
of Γ˜(α) consisting of paths starting at i. Let further (B(1), . . . , B(n)) ∈
∏n
i=1Mat|Γ˜i(α)|×αi(k). By
definition of Γ˜(α) rows of B(i) correspond to paths in Qζ starting at i. So, instead of using numerical
indices we denote, for a path τ in Q, the row of B(t(τ)) corresponding to τ by Bτ . Let, furthermore, T
be a subset of Γ˜(α) (not necessary a skeleton). Denote by Ti the subset in T consisting of paths starting
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at i. Set dim(T) = (|T1|, . . . , |Tn|). Finally, for a collection T with dimensional vector α let B(Ti) be
the submatrix of B(i) composed of rows corresponding to paths in Ti and U(T) be the open subset in∏n
i=1Mat|Γ˜i(α)|×αi(k) consisting of tuples (B
(1), . . . , B(n)) with all B(Ti) nondegenerate.
For a Q0-graded space W =
⊕
i∈Q0
Wi define IHomα(W ) :=
∏
i∈Q0
IHomαi(Wi), where
IHomαi(Wi) is the set of all injective linear maps from the vector space kαi to Wi. We also define
Grα(W ) as the product of Grassmannians
∏
i∈Q0
Grαi(Wi). It is easy to see that Grα(W ) is a quo-
tient of IHomα(W ) by the natural action of GL(α). We now introduce a map
Φ̂ : Reps(Q,α, ζ)→ IHomα(Ĵ), (M,f) 7→ Φ̂(M,f).
Identify IHomα(Ĵ) with an open subset⋃
T: dimT=α
U(T) ⊆
n∏
i=1
Mat|Γ˜i(α)|×αi(k).
It is easy to see that Im Φ̂ is contained in
Z(α) :=
⋃
S is a J-skeleton
dim(S)=α
U(S).
Definition. For a J-skeleton S set X(S) = Im(Φ̂) ∩ U(S).
Proposition 3.1. The image of Φ̂ is a locally closed subvariety in IHomα(Ĵ).
Proof. It is sufficient to show that each X(S) is closed in U(S). Fix a J-skeleton S. For an
arrow a ∈ Q1 set Sa = {τa | τ ∈ S, h(a) = t(τ)}. If a tuple of matrices (B
(1), . . . , B(n)) ∈
U(S) is in Im Φ̂, we can recover all the maps Ma, a ∈ Q1 of its inverse image (M,f) since
for all a ∈ Q1: B(Staa) = B(Sta)Ma and hence Ma = B(Sta)
−1B(Staa). Now observe that
(B(1), . . . , B(n)) belongs to the image of Φ̂ whenever, for all τ ∈ Γ(α) and a with ta = h(τ),
Bτa = BτMa. Using the expression received for a, we rewrite this as
Bτa = BτB(Sta)
−1B(Staa). (3.1)
Collected together, all these equations define a Zarisky closed subvariety X(S) in U(S). Gluing
them we obtain a closed subvariety X0(α) ⊆ Z(α) that coincides with Im Φ̂. Consequently,
Im Φ̂ is a locally closed subvariety in IHomα
(
Ĵ
)
. 
From the proof of this proposition we infer
Corollary 3.2. The map Φ̂ : Reps(Q,α, ζ) → Im Φ̂ = X0(α) is a GL(α)-equivariant isomor-
phism of algebraic varieties.
Proof. To construct the inverse morphism we need to find ways of recovering a pair (M,f)
possessing its image (B(1), . . . , B(n)) ∈ IHomα(Ĵ). But fiq comes as Bfiq and Ma =
B(Sta)
−1B(Staa) in U(S) while on intersections U(S)∩U(T) the equality B(Sta)
−1B(Staa) =
B(Tta)
−1B(Ttaa) is a direct consequence of the equations defining X0.
The equivariance of this isomorphism is obvious. 
From now on we will identify each X(S) ⊆ IHomα(Ĵ) with its preimage Rep(Q,S) =
Φ̂−1(X(S)) ⊆ Reps(q, α, ζ) and treat it as a subset in Reps(Q,α, ζ) whenever needed.
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Theorem 3.3. In the notation given above
(1) We have
Reps(Q,α, ζ) =
⋃
S is a J-skeleton
X(S),
where X(S) are Zariski open subsets of Reps(Q,α, ζ) such that X(S) ∼= GL(α) × AN ,
for some positive integer N , and the restriction to X(S) of the quotient map is the
projection onto the second factor. In particular,
Ms(Q,α, ζ) =
⋃
S is a J-skeleton
X(S)/GL(α)
is a covering by open subspaces isomorphic to affine spaces.
(2) The quotient space Ms(Q,α, ζ) is isomorphic to a locally closed subvariety in Grα(Ĵ).
Proof. Again it will be convenient for us to view IHomα(Ĵ) as a Zariski open subset in∏
i∈Q0
Mat|Γ˜i(α)|×αi(k). Fix a J-skeleton S and assume that its elements are somehow or-
dered (for example, lexicographically). For a tuple of matrices B = (B(1), . . . , B(n)) define B[S]
as the n-tuple of matrices with B
(i)
[S] a submatrix of B
(i) consisting of all the rows of all B(Sa),
for a ∈ Q1 with t(a) = i, that do not occur in B(Si). Also denote by BŜ a tuple of matrices
with B
(i)
Ŝ
obtained as a union of B
(i)
[S] with all Bfiki , for fiki /∈ S. Denote by Ti the number of
rows in B
(i)
[S].
Consider the morphism πS :
∏
i∈Q0
Mat|Γ˜i(α)|×αi(k)→
∏
i∈Q0
MatTi×αi(k) defined by B
(i) 7→(
B(i) ·B(Si)
−1
)
Ŝ
. We claim that it provides the quotient morphism for the action of GL(α)
on U(S).
First of all, πS is GL(α)-invariant, since, for g ∈ GL(α), we have πS(g · B)
(i) =
πS(Bg
−1)(i) =
(
B(i)g−1i · giB(Si)
−1
)
Ŝ
= πS(Bi). We now prove that πS is surjective.
Let C ∈
∏
i∈Q0
MatTi×αi(k). Recall that each row of each C
(i) corresponds to a path from⋃
a∈Q1
(Sa\S) ∪ {fi /∈ S}. Take an identity αi × αi-matrix E
(i) and put its j-th row into
correspondence with the j-th path from Si (with respect to the order we introduced at the
beginning of the proof). Now, add to C(i) all the rows of E(i) corresponding to paths from
S∩(
⋃
a∈Q1, ta=i
Sa) and denote the matrix received by C˜(i). The first step will be now to recover
a stable pair (MC , fC), then we will use it to obtain a matrix in π−1
S
(C). Put MCa = C˜(Sa),
for all a ∈ Q1, and
fCi =
{
E
(i)
fi
, if fi ∈ S,
C
(i)
fi
, otherwise.
Finally, set BC = Φ(MC ,fC). One should show now that πS(B
C) = C. But B(Si) = E
(i), so
B(Sa) = B(S)a = Ma = C˜(Sa), for all a ∈ Q1, implying that πS(B)[S] = B[S] = C[S], for
a ∈ Q1. Analogously, B
(i)
fi
= C
(i)
fi
, for all fi /∈ S. Thus, πS(B) = C and the surjectivity is
proven.
Now we should show that fibers of πS coincide with GL(α)-orbits in U(S). Observe, that
for the above constructed BC ∈ π−1
S
(C) we have
(
(BC)(i) ·BC(Si)
−1
)
(S) = E(i), an identity
matrix. But it is easy to see that a GL(α)-orbit in U(S) contains only one tuple of matrices
with this property. So, any B ∈ π−1
S
(C) equals g(B) · BC , where g(B)i = B(Si).
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An isomorphism GL(α) ×
∏
i∈Q0
MatTi×αi(k) → X(S) is therefore obtained by sending a
pair (g,C) to g ·BC =
(
(BC)(i)g−1i
)
i∈Q0
.
To prove the second part it is sufficient to check that each X(S)/GL(α) embeds into
Gr(S) := U(S)/GL(α) as a locally closed subvariety. Observe that the natural pro-
jection π0 : U(S) ։ Gr(S) may be viewed as the map
∏
i∈Q0
Mat|Γ˜i(α)|×αi(k) →∏
i∈Q0
Mat(|Γ˜i(α)|−αi)×αi(k), B 7→
(
B(i) · B(Si)
−1
)
Γ(α)\S
. Hence X(S)/GL(α) is isomorphic
to a subvariety in Gr(S) defined by equations
Cτa = CτC(Staa),
for all paths τ and arrows a with τa /∈ (
⋃
a∈Q1, ta=i
Sa) . 
Corollary 3.4. In the settings of Theorem 1 we have the following
(1) Each stable pair (M,f) possesses a finite family of normal forms, each normal form cor-
responding to a J-skeleton of (M,f). If S is a J-skeleton of (M,f), then the respective
normal form of (M,f) is
(
MC , fC
)
, where C = πS(M,f).
(2) The following procedure may be used to determine whether two stable pair (M,f) and
(M ′, f ′) are isomorphic.
(a) Compute tuples of matrices B and B′ corresponding to (M,f) and (M ′, f ′).
(b) Find their J-skeleta by seeking non-degenerate maximal minors of B and B′.
(c) If they have no common J-skeleta, the pairs are not isomorphic.
(d) If S a common J-skeleton, compute
(
MC , fC
)
and
(
MC
′
, fC
′
)
for C = πS(B) and
C ′ = πS(B
′).
(e) The pairs (M,f) and (M ′, f ′) are isomorphic if and only if
(
MC , fC
)
=(
MC
′
, fC
′
)
.
Remark 3.5. Dimensions of the affine spaces covering the quotient space equal the dimension
of the quotient itself, i.e., the difference dimRep(Q,α, ζ) − dimGL(α). For Q = Lq,k we have
dimX(S)/ GLm = dimRep(Lq,m, k) − dimGLm = (m
2q +mk) −m2 = m(mq + k −m), so
that X(S)/GLm ∼= A
m(mq+k−m).
We have described affine charts covering the quotient. Since all of them are affine spaces, on
each we obtain a convenient system of local coordinates. The transition functions between these
coordinates may be described in the following way. Let S and T be two J-skeleta, and B ∈∏
i∈Q0
Mat|Γ˜i(α)|×αi(k) be a matrix representing a point in Rep
s(Q,α, ζ). Then we may express
B in matrix elements of (B(i) · B(Si)−1)Ŝ, for i ∈ Q0, and further obtain the expression for
(B(j) · B(Tj)
−1)
T̂
.
The same procedure may be used to establish relations between normal forms of a stable pair con-
structed using different J-skeleta.
4. Examples
Let Q be the quiver Lq and α = (m). It is easy to see that every J-skeleton that may occur in this
case is a subset of {fiW (a1, . . . , aq) | W is a word in aj of length at most m− 1}, so we set
Γ˜(m) = {fiW (a1, . . . , aq) | W is a word in aj of length at most m} ,
Ĵ =
⊕
i,W,length(W )6m ku
i,W and ϕi,W (m) = fiW (a1, . . . , aq)m.
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Example 4.1. Let q = k = 1. This encodes the problem of classifying pairs (a, f), where a is
a linear operator on km and f is a linear function. The extended quiver L
(1)
1 = L1,1 is
1a 99
f
//∞
There is only one J-skeleton, namely S = {f, fa, . . . , fam−1}. Therefore, Γ˜(m) =
{f, fa, . . . , fam} and Ĵ =
⊕m
i=0 V
(fai)
1 , where V1 = k, so that Ĵ = k
m+1 as a vector space.
Furthermore, we have
Φ̂ : Rep(L1,m, 1)→ Mat(m+1)×m(k), (a, f) 7→ Φ̂(a,f) =

f
fa
...
fam
 .
One can easily see that the stability condition (that is injectivity of Φ̂(a,f)) is in this case
equivalent to f being a cyclic vector for the natural action GLm : (k
m)∗. The subset X(S) ⊆
Mat(m+1)×m(k) coincides with U(S), i.e., consists of matrices B = (bij) with firstm rows linear
independent. Indeed, the only condition Bfam = Bfam−1B(S)
−1B(Sa) holds identically. Next,
for a (m+ 1)×m-matrix A we have A
Ŝ
= Afam , hence the quotient map πS sends
πS : B = (bij) 7→ (bm+1,1, . . . , bm+1,m)
 b11 . . . b1m... ...
bm1 . . . bmm

−1
.
The quotient is isomorphic to Am and πS admits a section A
m → Rep(L1,m, 1) sending
C = (c0, . . . , cm−1) to the pair
fC = (1, 0, . . . , 0), aC =

0 1 0 . . . 0
...
. . .
. . .
. . .
...
0 0 1 0
0 . . . . . . . 0 1
c0 c1 . . . cm−2 cm−1
 ,
where ci are the coefficients of the characteristic polynomial of a.
Example 4.2. Let q = 1, m = k = 2. The corresponding extended quiver L
(2)
1 = L1,2 is
1a 99
f1
))
f2
55∞
There are three possible J-skeleta: S1 = {f1, f1a}, S2 = {f2, f2a}, S3 = {f1, f2}. Hence,
Γ˜(m) =
{
f1, f2, f1a, f2a, f1a
2, f2a
2
}
, so that
Φ̂ : Rep(L1, 2, 2)→ Mat6×2(k), (a, f1, f2) 7→ Φ̂(a,f1,f2) =

f1
f2
f1a
f2a
f1a
2
f2a
2
 .
In particular, Ĵ = k6.
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First of all we describe the subset Im Φ̂ = X(S1)∪X(S2)∪X(S3) ⊆ Mat6×2(k). The chart
X(S1) consists of 6 × 2-matrices B = (bij) with |B(S1)| =
∣∣∣ b11 b12b31 b32 ∣∣∣ 6= 0 satisfying conditions
Bf2a = Bf2B(S1)
−1B(S1a) and Bf2a2 = Bf2aB(S1)
−1B(S1a), that may be expanded as
(b41, b42) = (b21, b22)
(
b11 b12
b31 b32
)−1(
b31 b32
b51 b52
)
and
(b61, b62) = (b41, b42)
(
b11 b12
b31 b32
)−1(
b31 b32
b51 b52
)
respectively. Similarly we find that X(S2) ⊆ Mat6×2(k) consists of matrices B = (bij) with
|B(S2)| =
∣∣∣ b21 b22b41 b42 ∣∣∣ 6= 0 and(
b31 b32
b51 b52
)
=
(
b11 b12
b31 b32
)(
b21 b22
b41 b42
)−1(
b41 b42
b61 b62
)
.
Finally, X(S3) ⊆ Mat6×2(k) is a subset consisting of matrices B = (bij) satisfying B(S3) =∣∣∣ b11 b12b21 b22 ∣∣∣ 6= 0 and (
b51 b52
b61 b62
)
=
(
b31 b32
b41 b42
)(
b11 b12
b21 b22
)−1(
b31 b32
b41 b42
)
.
Next, we write down the quotient maps πSi : Rep(L1,Si)
∼= X(Si)→ Mat2×2(k);
πS1 : (a, f1, f2) 7→
(
f2
f1a
2
)(
f1
f1a
)−1
, B = (bij) 7→
(
b31 b32
b51 b52
)(
b11 b12
b31 b32
)−1
;
πS2 : (a, f1, f2) 7→
(
f1
f2a
2
)(
f2
f2a
)−1
, B = (bij) 7→
(
b41 b42
b61 b62
)(
b21 b22
b41 b42
)−1
;
πS3 : (a, f1, f2) 7→
(
f1a
f2a
)(
f1
f2
)−1
, B = (bij) 7→
(
b31 b32
b41 b42
)(
b11 b12
b21 b22
)−1
.
Each πSi admits a section Mat2×2(k) → Rep(L1,Si) sending C = (x
(i)
ab ) to the triple
(aC , fC1 , f
C
2 ) with
aC =
(
0 1
x
(1)
21 x
(1)
22
)
, fC1 = (1, 0), f
C
2 = (x
(1)
11 , x
(1)
12 ), for i = 1 (4.1)
aC =
(
0 1
x
(2)
21 x
(2)
22
)
, fC1 = (x
(2)
11 , x
(2)
12 ), f
C
2 = (1, 0), for i = 2 (4.2)
aC = C =
(
x
(1)
11 x
(1)
12
x
(1)
21 x
(1)
22
)
, fC1 = (1, 0), f
C
2 = (0, 1), for i = 3. (4.3)
Now, if a triple T := (a, f1, f2) belongs to Rep(Q,Si)∩Rep(Q,Sj), for some i 6= j, we obtain
two normal forms (apiSi (T ), f
piSi(T )
1 , f
piSi(T )
2 ) and (a
piSj (T ), f
piSj (T )
1 , f
piSj (T )
2 ) corresponding to
2× 2-matrices πSi(T ) = (x
(i)
ab ) and πSj (T ) = (x
(j)
ab ). One easily computes that(
x
(1)
11 x
(1)
12
x
(1)
21 x
(1)
22
)
=
(
f2
f1a
2
)(
f1
f1a
)−1
=
 −x
(3)
11
x
(3)
12
1
x
(3)
12
x
(3)
12 x
(3)
21 − x
(3)
11 x
(3)
22 x
(3)
11 + x
(3)
22
 ,
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(
x
(3)
11 x
(3)
12
x
(3)
21 x
(3)
22
)
=

−
x
(1)
11
x
(1)
12
1
x
(1)
12
(x
(1)
12 )
2x
(1)
21 − (x
(1)
11 )
2 − x
(1)
11 x
(1)
12 x
(1)
22
x
(1)
12
x
(1)
11 + x
(1)
12 x
(1)
22
x
(1)
12
 ,
(
x
(2)
11 x
(2)
12
x
(2)
21 x
(2)
22
)
=
− x
(1)
11 + x
(1)
12 x
(1)
22
(x
(1)
12 )
2x
(1)
21 − (x
(1)
11 )
2 − x
(1)
11 x
(1)
12 x
(1)
22
x
(1)
12
(x
(1)
12 )
2x
(1)
21 − (x
(1)
11 )
2 − x
(1)
11 x
(1)
12 x
(1)
22
x
(1)
21 x
(1)
22
 .
We return for a while to the case of arbitrarym, q and k. Since the quotient is embedded into
Grm(Ĵ), we need to introduce a connection between local coordinates on Y (S) := X(S)/GL(α)
and Plu¨cker coordinates on Grm(Ĵ). Observe that the latter are of the form pR, for all subsets
R ⊆ Γ˜(m) of cardinality m. Indeed, the natural projection Matk(m+1)q×m(k) ⊇ IHomm(Ĵ) ։
Grm(Ĵ) maps a matrix B to a point ωB, whose Plu¨cker coordinates are m×m-minors of B. So,
we denote by pR the coordinate with corresponding minor consisting of rows prescribed by R.
As for the local coordinates on Y (S), their definition together with Cramer’s rule imply that
they are indexed bym-element subsets R in Γ˜(m) that may be obtained from S by replacement
of one of its elements by an element of (Sa\S) ∪ {fi /∈ S}.
In Example 4.2, we have Grm(Ĵ) = Gr2(k
6). As it was suggested before, we index Plu¨cker
coordinates by pairs of paths. For instance, pf2,f1a2 stands for p25. For a point ωB corresponding
to a rank m matrix B ∈ Mat6×2(k) it comes as
∣∣∣ b21 b22b51 b52 ∣∣∣, and this equals ∣∣∣ f2f1a2 ∣∣∣ if (bij) =
Φ̂((a, f1, f2)). We obtain the expressions(
x
(1)
11 x
(1)
12
x
(1)
21 x
(1)
22
)
=
 pf2,f1apf1,f1a − pf1,f2pf1,f1a
−
pf1a,f1a2
pf1,f1a
pf1,f1a2
pf1,f1a
 , (x(2)11 x(2)12
x
(2)
21 x
(2)
22
)
=
 pf1,f2apf2,f2a − pf1,f2pf2,f2a
−
pf2a,f2a2
pf2,f2a
pf2,f2a2
pf2,f2a
 ,
(
x
(3)
11 x
(3)
12
x
(3)
21 x
(3)
22
)
=
−pf2,f1apf1,f2 pf1,f1apf1,f2
−
pf2,f2a
pf1,f2
pf1,f2a
pf1,f2
 .
Now, we determine the equations in Plu¨cker coordinates that define the closure of the quotient
in Gr2(Ĵ) in Example 4.2. First of all, there are Plu¨cker relations. We also have the following
equations coming from transition relations between x
(i)
ab and x
(j)
cd
pf1a,f1a2pf2,f2a = pf2a,f2a2pf1,f1a, pf1,f1a2pf2,f2a = pf2,f2a2pf1,f1a,
pf1a,f1a2p
2
f1,f2
= pf1,f1a(pf1,f1apf2,f2a − pf2,f1apf1,f2a),
pf2a,f2a2p
2
f1,f2
= pf2,f2a(pf1,f1apf2,f2a − pf2,f1apf1,f2a),
pf1,f1a2pf1,f2 = pf1,f1a(pf1,f2a − pf2,f1a),
pf2,f2a2pf1,f2 = pf2,f2a(pf1,f2a − pf2,f1a).
As we see, not all pR, R ⊆ Γ˜(m), occur as numerators of local coordinates on the quotient.
Those that do not occur we will call exceed and others essential. We claim that exceed homo-
geneous coordinates may be eliminated, i.e., that we are able to express them as polynomials
in local coordinates in each affine chart. Indeed, we may express fi and aj , and then compute
all maximal minors of the matrix of Φ(a,f). For instance, we have
pf1a,f2a
pf1,f1a
=
pf1,f2pf1a,f1a2
p2f1,f1a2
,
pf1a,f2a
pf2,f2a
=
pf1,f2pf2a,f2a2
p2f2,f2a2
,
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pf1a,f2a
pf1,f2
=
pf1,f1apf2,f2a − pf1,f2apf1a,f2
p2f1,f2
,
pf1,f2a2
pf1,f1a
=
pf1,f2pf1a,f1a2pf1,f1a + pf2,f1apf1,f1a2pf1,f1a − pf1,f2p
2
f1,f1a2
p3f1,f1a
,
pf1,f2a2
pf1,f2
=
p2f1,f2a − pf1,f1apf2,f2a
p2f1,f2
.
Returning back to the general case, we may consider an obvious projection-like map
Ms(Lq,m, k) → P
N , where N + 1 is the number of non-exceed coordinates. Clearly it is
well defined. Denote by Ŷ0 the image of the quotient in P
N . We claim now that the closure
Ŷ of Ŷ0 (or at least something containing Ŷ as an irreducible component) is defined in P
N
solely by the equations that come from transition relations on the quotient, i.e., that Plu¨cker
equations are no more required. The reason is that on each affine chart Y (S), where S is
a J-skeleton, we can express all non-exceed coordinates pR in local coordinates of Y (S) us-
ing only this kind of equations, and since Y (S) is an affine space, these local coordinates are
algebraically independent. So, no additional equations are needed.
In the case q = 1, m = k = 2 we have 15 Plu¨cker coordinates, only 9 of them are essential
and other 6 are exceed. So, the quotient may be embedded as a locally closed subset into P8.
Example 4.3. Let q = m = 2, k = 1. Denote the loops by a and b. There are then two possible
J-skeleta: S1 = {f, fa} and S2 = {f, fb}. Hence Γ˜(m) =
{
f, fa, fa2, fb, fab, fba, fb2
}
(we
fix this order of paths and construct the map Φ̂ according to it) and Ĵ = k7.
It is not hard to see that
X(S1) =

B ∈ Mat7×2(k)
∣∣∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣b11 b12b21 b22
∣∣∣∣ 6= 0,(
b61 b62
)
=
(
b31 b32
)(b11 b12
b21 b22
)−1(
b21 b22
b41 b42
)
(
b71 b72
)
=
(
b31 b32
)(b11 b12
b21 b22
)−1(
b31 b32
b51 b52
)

and
X(S2) =

B ∈ Mat7×2(k)
∣∣∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣b11 b12b31 b32
∣∣∣∣ 6= 0,(
b41 b42
)
=
(
b21 b22
)(b11 b12
b31 b32
)−1(
b21 b22
b61 b62
)
(
b51 b52
)
=
(
b21 b22
)(b11 b12
b31 b32
)−1(
b31 b32
b71 b72
)

The quotient maps are
πS1 : (a, b, f) 7→
fa2fb
fab
( f
fa
)−1
, B = (bij) 7→
b31 b32b41 b42
b51 b52
(b11 b12
b21 b22
)−1
,
πS2 : (a, b, f) 7→
 fafba
fb2
( f
fb
)−1
, B = (bij) 7→
b21 b22b61 b62
b71 b72
(b11 b12
b31 b32
)−1
,
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so that X(S1)/ GL(α) ∼= X(S1)/ GL(α) ∼= Mat3×2(k) ∼= A
6. The sections si : Mat3×2(k) →
X(Si)
∼
−→ Rep(Q,Si) are as follows:
s1 :
x
(1)
11 x
(1)
12
x
(1)
21 x
(1)
22
x
(1)
31 x
(1)
32
 7→ (( 0 1
x
(1)
11 x
(1)
12
)
,
(
x
(1)
21 x
(1)
22
x
(1)
31 x
(1)
32
)
,
(
1 0
))
,
s2 :
x
(2)
11 x
(2)
12
x
(2)
21 x
(2)
22
x
(2)
31 x
(2)
32
 7→ ((x(2)11 x(2)12
x
(2)
21 x
(2)
22
)
,
(
0 1
x
(2)
31 x
(2)
32
)
,
(
1 0
))
,
with transition functions
x
(1)
11 x
(1)
12
x
(1)
21 x
(1)
22
x
(1)
31 x
(1)
32
 =

x
(2)
12 x
(2)
21 − x
(2)
11 x
(2)
22 x
(2)
11 + x
(2)
22
−
x
(2)
11
x
(2)
12
1
x
(2)
12
(x
(2)
12 )
2x
(2)
31 − (x
(2)
11 )
2 − x
(2)
11 x
(2)
12 x
(2)
32
x
(2)
12
x
(2)
11 + x
(2)
12 x
(2)
32
x
(2)
12

and
x
(2)
11 x
(2)
12
x
(2)
21 x
(2)
22
x
(2)
31 x
(2)
32
 =

−
x
(1)
21
x
(2)
22
1
x
(1)
22
(x
(1)
22 )
2x
(1)
11 − (x
(1)
21 )
2 − x
(1)
12 x
(1)
22 x
(1)
21
x
(1)
22
x
(1)
21 + x
(1)
12 x
(1)
22
x
(1)
22
x
(1)
22 x
(1)
31 − x
(1)
21 x
(1)
32 x
(1)
21 + x
(1)
32

Havingx
(1)
11 x
(1)
12
x
(1)
21 x
(1)
22
x
(1)
31 x
(1)
32
 =

−
pfa,fa2
pf,fa
pf,fa2
pf,fa
−
pfa,fb
pf,fa
pf,fb
pf,fa
−
pfa,fab
pf,fa
pf,fab
pf,fa
 ,
x
(2)
11 x
(2)
12
x
(2)
21 x
(2)
22
x
(2)
31 x
(2)
32
 =

pfa,fb
pf,fb
pf,fa
pf,fb
−
pfb,fba
pf,fb
pf,fba
pf,fb
−
pfb,fb2
pf,fb
pf,fb2
pf,fb
 ,
we obtain the following set of equations
pfa,fa2p
2
f,fb + pf,fa(pfa,fbpf,fba + pf,fapfb,fba) = 0,
pfb,fb2p
2
f,fa − pf,fa(pf,fbpfa,fab − pfa,fbpf,fab) = 0,
pf,fa2pf,fb − pf,fa(pfa,fb + pf,fba) = 0,
pf,fb2pf,fa − pf,fb(pf,fab − pfa,fb) = 0.
So, out of 21 possible coordinates only 11 are essential (i.e., occur as numerators of local
coordinates on the quotient) and other 10 ones are exceed. Therefore, the quotient is a locally
closed subset in P10 obtained by intersection of nonzero loci of pf,fa and pf,fb with a closed
subset defined by the above equations. In particular, Ŷ is a complete intersection.
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