We determine several key structural features of random intersection graphs, a natural model for many real world networks where connections are given by shared attributes. Notably, this model is mathematically tractable yet flexible enough to generate random graphs with tunable clustering. Specifically, we prove that in the homogeneous case, the model is logarithmically hyperbolic. Further, we fully characterize the degeneracy and the expansion of homogeneous random intersection graphs. Some of these results apply to simple inhomogeneous random intersection graphs. Finally, we comment on the algorithmic implications of these results.
Introduction
There has been a recent surge of interest in analyzing graphs, stemming from the rise in popularity (and scale) of social networks and significant growth of relational data in science and engineering fields (e.g. gene expressions, cybersecurity logs, and neural connectomes). One significant challenge in the field is the lack of deep understanding of the underlying structure of various classes of real-world networks. Being able to identify and characterize such structure would naturally enable improved inference techniques and more efficient algorithms (much as the discovery of the prevalence of power-law degree distributions led to new methodologies). Here, we focus on several notions of sparse and/or "tree-like" structure which have previously been hypothesized to exist in many complex networks, including hyperbolicity, shallow k-core decompositions, and structural sparsity [1, 18, 16, 9] . Such latent structure can be extremely useful in developing graph algorithms (many NP-hard problems have linear algorithms on graphs with bounded treewidth, one notion of sparse "tree-like" structure), and in explaining network function and dynamics (hyperbolic networks may lead to more congestion in message-passing algorithms [18] ).
One important tool in understanding the behavior of complex networks are families of random graph models (or generators). These randomized models enable researchers to generate synthetic data that mimics desired characteristics of real-world networks, which are often hard to obtain, and provide insight into possible underlying mechanisms for network formation. In this paper, we consider the random intersection graph model, which was introduced by Karónski, Scheinerman, and Singer-Cohen [28, 14] and has recently attracted significant attention in the literature [4, 8, 13, 11, 26] . Random intersection graphs are a formalization of the type of networks formed by considering shared attributes of data -for example, the well-known collaboration graphs of scientists (or of movie actors), where connections are defined by co-authorship on papers (or co-starring in a film) [29, 25] . More specifically, given a bipartite graph with one partition representing n objects we want to relate (e.g. scientists) and the other partition m attributes these objects can have (papers they could be authors of), we form a graph on the n objects where two are connected if they have at least one common attribute (their neighborhoods in the bipartite graph have non-empty intersection). To translate this in a randomized setting, probabilities are assigned to the attributes, and edges from every object to every attribute independently according to these probabilities.
Random intersection graphs are particularly attractive because they meet three important criteria: (1) the generative process makes sense in many real-world contexts; (2) they are able to generate graphs which match key empirically established properties of real data -namely sparsity, (tunable) clustering and assortativity [8, 3, 4] ; and (3) they are relatively mathematically tractable due significant amounts of independence in the underlying edge creation process. It is also worth noting that similar approaches to modeling networks as the intersection graphs of high-dimensional objects have been widely studied and adopted (e.g. geometric intersection graphs). In this paper, we establish the behavior of random intersection graph models with respect to three types of latent structure -degeneracy, bounded expansion and hyperbolicity, each of which we describe briefly in turn before stating our main results.
Degeneracy and expansion are both measures that define restricted graph classes for which powerful algorithmic tools have been developed in the theoretical computer science literature (similar to the classes of planar graphs, or graphs of bounded treewidth). Some very recent results [9] show that with high probability some general random graph models generate classes of bounded expansion, a notion introduced in [19] that generalizes both graphs excluding a fixed (topological) minor and graphs of bounded degree. It is known that in graph classes of bounded expansion, a host of important graph algorithms can be run in linear time -model-checking of first-order formulas [15] , a constant factor approximation for t-Dominating Set 1 [10] , calculating some centrality measures, and counting the number of times a fixed graph appears as a subgraph [9] .
Additionally, we consider whether the structure of the shortest-path distances in the graph is hyperbolic, a notion of tree-like structure which is not strictly related to either the degeneracy or expansion. Specifically, we characterize the δ-hyperbolicity, which was introduced by Gromov in the context of geometric group theory and the geometry of negatively curved metric spaces [12] . Narayan et al. showed that Erdős-Rényi random graphs in the range p = D/n for D > 1 do not have bounded hyperbolicity as n → ∞. In fact they show the hyperbolicity grows as ln n which is also the order of magnitude of the diameter of the giant component in G(n, D/n).
In the case of the random intersection model, intuitively, the structure of the graphs created will depend on the ratio of attributes to objects -that is, many objects and few attributes will create significantly denser intersection graphs than starting from a bipartite graph with more attributes than objects. Formally, this relationship is captured by a tunable constant α where the number of attributes m behaves like n α , where n is the number of objects (and thus vertices in the resulting graph). In this paper, we show that when α > 1 (more attributes than objects) random intersection graphs have bounded expansion with high probability (and thus also constant degeneracy). When α ≤ 1, they do not have bounded degeneracy, and are in fact somewhere dense (a stronger condition than having unbounded expansion). This strengthens the original claim that the model generates sparse graphs for α > 1, by establishing they are in fact structurally sparse in a strong sense. On the other hand, it is of interest to note that random intersection graphs only exhibit tunable clustering when α = 1 [8] , when our results indicate they are not structurally sparse (in any reasonable sense)
2 . Finally, we briefly state our main results (deferring formal definitions and theorems to later sections). The random intersection graph class G(n, m, p) satisfies the following:
(i) For α ≤ 1, with high probability, G(n, m, p) is somewhere dense (and thus does not have 1 In which a vertex dominates every vertex at distance at most t 2 and this is not tautological -a result in [9] shows that constant clustering and bounded expansion are not orthogonal bounded expansion) and has unbounded degeneracy.
(ii) For α > 1, with high probability, G(n, m, p) has bounded expansion (and as such has degeneracy O(1)).
(iii) Under reasonable restrictions on the constants in the model, G(n, m, p) has hyperbolicity Ω(log n) asymptotically almost surely.
Preliminaries
We start with a few necessary definitions and lemmas, covering each of the key ideas in the paper (random intersection graphs, degeneracy, expansion, and hyperbolicity). We use standard notation: G = (V, E) denotes a finite, simple graph on the vertices V with edge set E. For a graph G = (V, E) and a vertex x ∈ V , N G (x) denotes the set of neighbors of x in G. We often write |G| to denote the number of vertices in G, a slight abuse of notation. A subgraph H = (W, F ) of G is induced if for every pair of vertices u, v ∈ W , the edge (u, v) ∈ F if and only if (u, v) ∈ E. Paths and cycles consisting of k edges are said to have length k and are denoted P k and C k respectively. For vertices x and y in a graph let P [x, y] denote a shortest path from x to y. Since this paper is concerned with asymptotic results, we use standard asymptotic terminology: for each integer n, let G n define a distribution on graphs with n vertices (for example, coming from a random graph model). We say the events E n defined on G n hold asymptotically almost surely (a.a.s.) if lim n→∞ P[E n ] = 1. Furthermore, we say an event occurs with high probability (w.h.p.) if for any c ≥ 1 the event occurs with probability at least 1 − f (c)/n c for n greater than some constant, where f is some function only depending on c. As a shorthand, we will simply say that G(n, m, p) has some property a.a.s. (or w.h.p.).
Random Intersection Graphs
A wide variety of random intersection graph models have been defined in the literature; in this paper, we restrict our attention to the most well-studied of these, G(n, m, p), which is defined as follows:
Definition 1 (Homogenous Random Intersection Graph Model). Fix positive constants α, β and γ. Let B be a random bipartite graph on parts of size n and m = βn α with each edge present independently with probability p = γn −(1+α)/2 . Let V (the nodes) denote the part of size n and A (the attributes) the part of size m. The associated random intersection graph G ∈ G(n, m, p) is defined on the nodes V : two nodes are connected in G if they share (are both adjacent to in B) at least one attribute in A.
Throughout the manuscript, given a random intersection graph G(n, m, p) we will refer to B, the associated bipartite graph on n nodes and m attributes from which G is formed.
As uniform connection probabilities are not necessarily realistic, we also consider the extension of this model that allows the the input of a probability vector: Definition 2 (Inhomogeneous Random Intersection Graph Model). Fix positive constants α, β and γ and let {W 1 , . . . , W n } be an i.i.d. sequence of positive random variables with distribution F , where F is assumed to have mean 1 if the mean is finite. Let B be a random bipartite graph on parts of size n and m = βn α . Let V = {v 1 , . . . , v n } (the nodes) denote the part of size n and A (the attributes) the part of size m. The probability of an edge existing between node v i ∈ V and a some node of A is p i = γW i n −(1+α)/2 . The associated random intersection graph G ∈ G(n, m, p, F ) is defined on the nodes V : two nodes are connected in G if they share (are both adjacent to in B) at least one attribute in A.
In asymptotic analysis, we note that G n = G(n, m, p) defines a distribution on graphs with n vertices for each positive integer n. By the notation G ∈ G(n, m, p) we mean that a graph G is randomly sampled from the distribution G n .
Finally, we prove a small lemma showing that the number of attributes in the neighborhood of a subset of nodes is tightly concentrated around its expected value: Lemma 3. Let α > 1 and fix > 0. Then if G(n, m, p) is a random intersection graph on vertex set V and S ⊂ V , with high probability,
Proof. Let > 0. Let v be a vertex in G and let A(v) denote the number of attributes adjacent to v in the associated bipartite graph B. As each attribute is adjacent to v independently with probability p, A(v) has a binomial distribution and by Bernstein's inequality:
for any fixed c. By the union bound, it follows that with high probability |N B (S)| ≤ (1 + )|S|mp.
For each attribute a in B, let I a be the indicator random variable equal to 1 when a has at least one neighbor in S. As these are independently and identically distributed, we again use Bernstein's inequality:
for any fixed c. The penultimate inequality follows from
A version of the second statement holds for the case when α = 1 and there exists a constant η such that |S| ≥ ηn.
Lemma 4. Let α = 1 and fix η, > 0. If G(n, m, p) is a random intersection graph on vertex set V and S ⊂ V of size at least ηn, then with high probability,
Proof. Again, for each attribute a in B, let I a be the indicator random variable equal to 1 when a has at least one neighbor in S.
for any fixed c. Again we use the fact that
Degeneracy & Expansion
The raw notion of 'sparseness' hardly provides any handle on algorithmic problems, hence we focus on structural sparseness. For instance, we would like that a graph is not only sparse on average, but that this property extends to all its subgraphs. This motivates a very general class of structurally sparse graphs, graphs with bounded degeneracy.
Definition 5. The k-core of G, denoted C k , is the maximum induced subgraph of G in which all vertices have degree at least k. The degeneracy of G is the maximum k so that C k is nonempty.
It is easy to see that the degeneracy is lower bounded by the size of the largest clique. Furthermore, in the homogeneous and inhomogeneous random intersection graphs defined in Section 2.1, each attribute contributes a (possibly empty) clique of size equal to its degree to the resultant graph. Thus, the degeneracy of the intersection graph is bounded below by the maximum attribute degree in the associated bipartite graph. For certain parameter values, this lower bound will, w.h.p. give the correct order of magnitude of the degeneracy of the graph.
Some classes of graphs with bounded degeneracy have stronger structural properties -here we focus on the so-called graphs of bounded expansion 3 . These graphs satisfy a very general notion of sparsity: new graphs formed by contracting small diameter subgraphs cannot significantly inflate the density (it remains no more than some function of this diameter). To formalize the notion of bounded expansion, we must first wade through some technical definitions, starting with that of a shallow topological minor (for those familiar with topological minors, this just adds the condition that the distance between the "nails" of the minor is bounded).
Definition 6 (Shallow topological minor, nails, subdivision vertices). A graph
For simplicity, we assume by default that V (M ) ⊆ V (G ) such that the isomorphism between M and G is the identity when restricted to V (M ). The vertices V (M ) are called nails and the vertices V (G ) \ V (M ) subdivision vertices. The set of all r-shallow topological minors of a graph G is denoted by G r.
We also define an associated density measure for shallow topological minors (the grad).
Definition 7 (Topological grad). For a graph G and an integer r ≥ 0, the topological greatest reduced average density (grad) at depth r is defined as
We can now define what it means for a class to have bounded expansion.
Definition 8 (bounded expansion)
. A graph class G has bounded expansion if there exists a function f such that for all r, we have ∇ r (G) < f (r).
When introduced in [19] , bounded expansion was originally defined using an equivalent characterization based on the notion of shallow minors: H is a r-shallow minor of G if H can be obtained from G by contracting disjoint r-balls and then taking a subgraph. An r-ball is a subgraph G ⊆ G with the property that there exists v ∈ V (G ) such that for all u ∈ V (G ), d G (u, v) ≤ r. In the context of our paper, however, the topological shallow minor variant proves more useful, and we restrict our attention to this setting.
We already see that graphs excluding a topological minor-in particular planar graphs and bounded-degree graphs-have bounded expansion. The condition also generalizes graphs excluding a minor (and thus those of bounded tree-width).
Proving that a random graph class G has bounded expansion w.h.p. has the following implication: When looking at a small part of any graph G ∈ G it is very unlikely to find a very dense (complex) structure, even as a shallow minor. Finally, we point out that bounded expansion obviously implies bounded degeneracy, with f (0) being an upper bound on the degeneracy of the graphs.
We sometimes use the term nowhere dense in the following. This is a generalization of bounded expansion in which we measure the clique number instead of the edge density of shallow minors. Let ω(G) denote the size of the largest complete subgraph of a graph G and let ω(G) = sup G∈G ω(G) be the natural extension to graph classes G. One of the many definitions of nowhere dense follows.
Definition 9 (Nowhere dense [21, 22] ). A graph class G is nowhere dense if there exists a function f such that for all r ∈ N it holds that ω(G r) < f (r).
See [23] for many equivalent notions. Furthermore, a class is somewhere dense precisely when it is not nowhere dense, i.e. if for every r there exists an arbitrarily large clique as an r-shallow (topological) minor in some member of the class. We will always state our results about random intersection graphs being dense by stating they are somewhere dense to locate them in the sparse graph hierarchy, but in every case we will prove that w.h.p. they contain large cliques as a subgraph. This implies that a graph is not degenerate, while a graph class being just somewhere dense does not directly say anything about its degeneracy.
Gromov's Hyperbolicity
There are several ways of characterizing δ-hyperbolic metric spaces, all of which are equivalent up to constant factors [6, 7, 12] . Since graphs are naturally geodesic metric spaces when distance is defined using shortest paths, we will use the definition based on δ-slim triangles (originally attributed to Rips [12, 6] ).
where
That is, if G is δ-hyperbolic, then for each triple of vertices x, y, z, and every choice of three shortest paths connecting them, each point v on the shortest path from x to y must be within distance δ of either a point on P [x, z] or P [z, y]. We say the hyperbolicity of a graph G is the minimum δ ≥ 0 so that G is δ-hyperbolic. Note that a trivial upper bound on the hyperbolicity is half the diameter (this is true for any graph).
In our proofs we give lower bounds for the hyperbolicity of the graphs in G(n, m, p). We believe these bounds are asymptotically the correct order of magnitude (e.g. also upper bounds). This would require that the the diameter 4 is also logarithmic in n, which has been shown for a similar model [27] .
Structural sparsity of random intersection graphs
In this section we will characterize a clear break in the sparsity of graphs generated by G(n, m, p), depending on whether α is strictly greater than one. In each case, we analyze (probabilistically) the degeneracy and expansion of the generated class.
Theorem 11. Fix constants α, β and γ. Let m = βn α and p = γn −(1+α)/2 . Let G ∈ G(n, m, p). Then the following hold w.h.p.
(i) If α < 1, then G(n, m, p) is somewhere dense and G has degeneracy Ω(γn
(ii) If α = 1, then G(n, m, p) is somewhere dense and G has degeneracy Ω( log n log log n ).
(iii) If α > 1, then G(n, m, p) has bounded expansion and as such G has degeneracy O(1).
We prove Theorem 11 separately for each of the three ranges of α. First, we consider α ≤ 1, where we show that not only do the graphs have unbounded degeneracy, they are somewhere dense.
Unbounded Degeneracy
Lemma 12. Fix constants α < 1, β and γ. If m = βn α and p = γn
Proof. Let G ∈ G(n, m, p) and B = (V, A, E) be the bipartite graph associated with G. Define the random variable X i to be the number of nodes in V connected to a particular attribute a i . Then X i ∼ Binom(n, p) and P[X i < np − 1] ≤ 1/2, since the median of X i lies between np and np . Let S be the event that
Since the number of vertices attached to each attribute is independent,
Now, lim n→∞ P[S] = 0, and with high probability G contains a clique of size np − 1 = γn (1−α)/2 − 1, and thus has degeneracy at least np − 1.
Proof. The proof of Lemma 12 shows that w.h.p. a clique of size γn (1−α)/2 exists already as a subgraph (i.e. a 0-subdivision) in every G ∈ G(n, m, p).
The following lemma addresses the case when the attributes grow at the same rate as the number of nodes. We note that Bloznelis and Kurauskas independently proved a similar result (using a slightly different RIG model) in [5] ; we include a slightly more direct proof here for completeness. Lemma 14. Fix constants α = 1, β and γ. Then a random graph G ∈ G(n, m, p) has degeneracy Ω( log n log log n )w.h.p..
Proof. Let c be any constant greater than one. We will show that for every k ≤ log n log log n , a random graph G ∈ G(n, m, p) contains a clique of size k with probability at least Ω(1 − n −c ). Fix an attribute a. The probability that a has degree at least k in the bipartite graph is at least the probability that it is exactly k, hence
We will show that this converges fast enough for γ < 1; the case for γ ≥ 1 works analogously. Therefore the probability that none of the m = βn attributes has degree at least k is at most
We prove that this probability is smaller than n −c by showing that
when k = log n log log n . Let c = ce γ /β. Then to show Inequality 9 holds, it is enough to show n (γ log log n)
log n/ log log n (log n) log n/ log log n = (γ log log n) log n log log n ≥ c · log n.
Comparing the functions e x/ log x and c x, we see that for large enough positive x, x > log c log x + log 2 x
and equivalently e x/ log x > c · x.
Therefore for large enough n, e log n/ log log n > c · log n, and in particular, for n > e e e/γ , (γ log log n) log n log log n ≥ c · log n, as claimed. This shows the probability that no attribute has degree at least log n/ log log n is at most O(n −c ), and the claim of the lemma follows.
Corollary 15. Fix constants α = 1, β and γ. If m = βn α and p = γn
Proof. Lemma 14 is proven by showing that w.h.p. a clique of size Ω (log n/(log log n)) exists as a subgraph (i.e. a 0-subdivision) in every graph in G(n, m, p).
Bounded Expansion
In order to prove that the random intersection graphs when α > 1 have bounded expansion w.h.p. we use the following alternative characterization of bounded expansion classes.
Proposition 16 ([24, 23])
. A class C of graphs has bounded expansion if and only if there exists real-valued functions f 1 , f 2 , f 3 , f 4 : R + → R >0 such that the following two conditions hold:
(i) For all > 0 and for all G ∈ C with |G| > f 1 ( ), it holds that
(ii) For all r ∈ N and for all H ⊆ G ∈ C with ∇ r (H) > f 3 (r), it follows that
Intuitively, this states that any class of graphs with bounded expansion is characterized by two properties:
(i) all sufficiently large members of the class have a small fraction of vertices of large degree;
(ii) all subgraphs of G ∈ C whose shallow topological minors are sufficiently dense must necessarily span a large fraction of the vertices of G.
Definition 17 (stable r-subdivision). Given graphs G, H we say that G contains H as a stable r-subdivision if G contains H as a r 2 -shallow topological minor with model G such that every path in G corresponding to an edge in H has exactly length r + 1 and is an induced path in G.
A stable r-subdivision is by definition a shallow topological minor, thus the existence of a r-subdivision of density δ implies that ∇ r 2 (G) ≥ δ. The following lemma relates the densities in the opposite direction, i.e. it shows that if an r/2-shallow topological minor of density δ exists, then there exists a stable i-subdivision of density δ /(r + 1) for some i ∈ {0, . . . , r}.
Lemma 18. A graph G with ∇ r 2 (G) ≥ δ contains a stable i-subdivision of density at least δ/(r + 1) for some i ∈ {0, . . . , r}.
Proof.
We partition the edges of H by the length of their respective paths in the model: define E = {e ∈ H | |λ −1 (e)| = } for 0 ≤ ≤ r + 1. Since |E(H)| = 0≤ ≤r+1 |E | ≥ δ|V (H)|, there exists at least one set E such that |E | ≥ δ|V (H)|/(r + 1). Then the subgraph (V (H), E ) is a stable -subdivision of G.
We will use this lemma to disprove the existence of an r-shallow topological minor of a certain density δ by proving that no stable i-subdivision of density δ/(2r + 1) exists for any i ∈ {0, . . . , 2r}. Notice that the other direction would not work, since the existence of a stable i-subdivision for some i ∈ {0, . . . , 2r} of density δ/(2r + 1) does not imply the existence of an r-shallow topological minor of density δ.
We can now state the main result of this section.
Theorem 19. Fix positive constants α > 1, β and γ. Then w.h.p. the class of random intersection graphs G(n, m, p) defined by these constants has bounded expansion.
First we will prove some helpful lemmas, starting with a result that one can effectively disregard all attributes above a certain degree.
Since γ and β have a linear influence on factors that can only increase the number of edges, we can assume they are both greater than one. We use this assumption throughout the remainder of this section.
Lemma 20. Let α > 1 and c ≥ 1 be a constant such that 2 α+c α−1 > βγe. Consider G ∈ G(n, m, p). Then the probability that there exists an attribute in the bipartite graph associated with G of degree higher than 2 α+c α−1 is O(n −c ).
Proof. Taking the union bound, the probability that some attribute has degree larger than d is upper bounded by
where the first fraction is bounded by a constant as soon as d > eβγ. Then we achieve an upper bound of O(n −c ) as soon as
, proving the claim. Finally, we prove a surprisingly useful result that seems to have promise for applications beyond this work.
Theorem 21. Fix constants α > 1, β and γ, setting p = γn −(1+α)/2 as usual. Let c ≥ 1 be a constant and let φ = (6egβγrδ) 5rδ2/(α−1) . The probability that G = G(n, m, p) contains a stable r-subdivision with k nails for r ≥ 1 and of of density δ > 1 is at most
Proof. Let us first bound the probability that the bipartite graph associated with G contains a dense subgraph. We will then argue that a dense subdivision in G implies the existence of such a dense bipartite subgraph.
Let P dense (κ, ν, λ) be the probability that there exists sets V ⊆ V , A ⊆ A, of size κ and ν respectively, such that there exist at least λ edges between nodes of V and A . It is easy to see that this probability is bounded by
where d 1 , . . . , d ν represent all possible choices of the degrees of ν attributes such that
ν terms in the sum of (12) . Using this together with Stirling's approximation allows us to simplify the bound as follows:
Consider a stable r-subdivision H in G with k nails and density δ. The model of H uses exactly k + rδk vertices of G. Let A H be a minimal set of attributes that generates the edges of the model of H in G. There is at least one edge between every nail and an attribute in A H . Furthermore, since the paths connecting the nails in the model are induced, every subdivision vertex has at least two edges to the attributes A H . We conclude that there exists a bipartite subgraph with κ = k + rδk and λ = 2rδk + k. Since A H is minimal, every attribute of A H generates at least one edge in the model of H and therefore |A H | ≤ (r + 1)δk. Let δ 1 = (rδ + 1) and δ 2 = (2rδ + 1). By the bound in Equation (13), the probability of such a structure is at most
Let ψ be the exponent of 1/n in a term of this sum. Then we have
Simplifying, we see that
Thus we can rewrite the previous inequality as
Let ψ be the exponent of k in a term of this sum. Then we have
Using φ as defined, we arrive at the following inequality.
This completes our proof.
Theorem 22. Consider G ∈ G(n, m, p). For u ≤ m, k ≤ n, the probability that in the bipartite graph associated with G, some u attributes of maximum degree g generate at least ρ ≥ u edges between k fixed vertices is at most
We note that it is perhaps surprising that ρ disappears in the upper bound given above. It is important to see that since we are assuming that the degree of the attributes is bounded by g, that the number of attributes u must be at least ρ/ g 2 , thus the ρ reappears upon expansion. Since we can bound the degree of the attributes w.h.p. when α > 1 this theorem is generally applicable to sparse random intersection graphs.
Proof of Theorem 22. The probability that u attributes of maximal degree g generate at least ρ ≥ u edges between k fixed vertices can be upper-bounded by 
Since each d i is smaller or equal to g, we can upper bound this term by
We want to show that (n αu k D−u )/(n α+1 2 D ) is bounded by (k/n) x for some x ≥ u. We first look at the following inequality:
Notice that an attribute of degree one generates no edges, thus we can assume that all d i ≥ 2. It follows that D ≥ 2u and thus the inequality holds. It follows that
The probability of u attributes generating at least ρ edges between k vertices is then at most
Finally, since any d i can be at most g we can get rid of the sum by multiplying with a g u factor.
We use this theorem to prove there are no dense subgraphs. Proof. By Lemma 20 we can disregard all graphs whose associated bipartite graph that have an attribute of degree greater than g. We can bound the probability as follows:
where d 1 , . . . , d u represent the degrees of the u attributes such
e. the degrees of the u attributes that generate all direct edges).
Using Theorem 22, the right hand side of Equation (35) is bounded by
using the fact that u/k ≥ δ/g . Since we set up δ ≥ e g+1 γ g gg β, we can cancel these terms and simplify the above to
using the fact that k/n is smaller than one.
We are now ready to prove that random intersection graphs satisfy the two conditions of Proposition 16, which we do in the following two lemmas. 2 , and λ be a constant bigger than max{2e g+2 γ g gβ, c}. For all > 0 and all G ∈ G(n, m, p), it holds with probability O(n −c ) that
Proof. By Lemma 20 we can disregard all bipartite graphs that have an attribute of degree greater than g. Suppose that for some there exists a vertex set S of size greater than n in which all vertices have degree at least 2λg / . This implies that there exists a set F of edges of size at least n 2 2λg = λg · n whose members each have at least one endpoint in S. Further, since every attribute has degree at most g and thus it generates at most g edges, there exists a set F ⊆ F such that
(ii) and every e ∈ F is generated by at least one attribute that generates no other edge in F .
The existence of F follows from a simple greedy procedure: Pick any edge from F and a corresponding attribute, then discard at most g edges generated by this attribute. Repeat.
We now bound the probability there exists such a set F : Since F is generated by exactly |F | = λn attributes, we can apply Theorem 22 to obtain the following bound:
By the choice of λ, this expression is bounded by
since every element of the sum is smaller than one and the statement follows. Note that n/2 λn < 1/n c since λ > c, i.e. this probability converges faster than the one proven in Lemma 20.
This proves the first condition of Proposition 16. To simplify the proof of the second condition (given in Lemma 25), we introduce the following definition. 
Then for every r ∈ N + , for every 0 < < e −2 , and for every H ⊆ G with |H| < n it holds with probability O(n −c ) that ∇ r (H) ≥ δ r .
Proof. By Lemma 18 if G contains an r-shallow topological minor of density δ r then for some i ∈ {0, . . . , 2r} there exists a stable i-subdivision of density δ r /(2r + 1). We can then bound the probability of a r-shallow topological minor by bounded the probability of a stable i-subdivision of density δ r /(2r + 1). From Lemma 23 we know that the probability of an 0-shallow topological on k nails minor is bounded by
and by Lemma 21, the density for an i-subdivision of density δ r /(2r + 1) for i ∈ {1, . . . , 2r} is bounded by
We can take the union bound of all these events and get:
We will bound the summands separately. To bound the probability we will sum over all possible numbers of nails. First let us look at the first summand:
Since δ r is a constant, it suffices that the term
is in O(n −c ). We will show this is bounded by a geometric sum by considering the ratio of two consecutive summands:
Since this is smaller than one when < e −2 and c ≥ 1, the summands decrease geometrically. Hence its largest element (i.e. the summand for k = 1) dominates the total value of the sum, more precisely, there exists a constant ξ (depending on α and c) such that
We now turn to the second summand. It is easy to see by the same methods as before that this sum is also geometric for n > φ (α+1)/2 and as such there exists a constant ξ which multiplied with the first element bounds the sum. An r-shallow topological minor of density δ r has at least 2δ r nails, thus we can assume k ≥ 2δ r . Since δ r > (c + 1)g ≥ c/(α − 1), we have:
Combining (48) and (49), we have that the quantity in Equation (43) is bounded by O(n −c ), as claimed.
Given Lemmas 24 and 25, Theorem 19 now follows directly from Proposition 16. Finally, we extend this result to a simple inhomogenous version of the model in [8] .
Theorem 26. Fix positive constants α > 1, β and γ and a probability distribution F , where F has a maximum. Furthermore, let F be independent of n. Then the associated random graph G(n, m, p, F ) has bounded expansion w.h.p.
Proof. Any selected probability W i is bounded by a constant. If we let γ = γ · max{W 1 , . . . , W n }, it is easy to see that the proofs for Theorem 22, Lemma 24, and Lemma 25 if we substitute γ by γ (by adapting Equations 26, 38 and 36 accordingly). Thus the statement follows.
Preliminary Results on Practicality
We have now proven that when α > 1 the model has bounded expansion w.h.p.. A natural question is if this can be exploited in practice, which depends on the behavior of the expansion function. Consider, for example, random intersection graphs generated with parameters c = 1, α = 1.5, γ = 5 and β = 0.1 (selected to be relatively realistic and enable easy generation). Here, the δ r derived in Lemma 25 (which proves the class has bounded expansion) is at least 10 13 (independent of r). Since all tools for classes of bounded expansion depend heavily on the behavior of the expansion function and the expansion function given by the framework in [20] will depend on δ r , this upper bound is not enough to show practical applicability. A natural question is whether such a large δ r is necessary (i.e. is the construction giving us a function close to the actual expansion?). We provide empirical evidence (using the aforementioned class of random intersection graphs), that the upper bound is not tight, improving the prospects for these associated tools. Specifically, we calculate so-called low treewidth colorings, which can be used to characterize classes of bounded expansion.
Proposition 27 (Low treewidth colorings [20] ). A graph class G has bounded expansion if and only if there exists a function f such that for every G ∈ G, k ∈ N, the graph G can be colored with f (k) colors so that any i < k color classes induce a graph of treewidth ≤ i in G. This coloring can be computed in linear time.
The characterization can be made stronger (the colorings are actually low treedepth colorings), but this is not important in this context. We implemented a simple version of the linear time coloring algorithm and ran it on ten random intersection graphs (n ∈ {500, 1000, . . . , 6000, 7000, . . . , 10000, 15000, 20, 000, 25, 000}) with parameters α = 1.5, γ = 5 and β = 0.1 and took the median over the number of colors used by the algorithm. The results of this experiment can be seen in Figure 1 . Our results earlier in this section predict a horizontal asymptote for every k. We can see a surprisingly small bound for k ∈ {2, 3, 4}. Even for k = 5 the plot starts flattening quickly. It should be noted that the colorings given by this simple approximation algorithm are very likely to be far from optimal. This result indicates that the graphs modeled by random intersection are amenable to algorithms based on low treewidth colorings (which usually perform dynamic programming computations that depend exponentially on the number of colors). Further, by the known relation between low treewidth colorings and the expansion function, this indicates this graphs have reasonable expansion bounds.
Hyperbolicity
We now turn to the question of whether the structure of the shortest-path distances in random intersection graphs is tree-like (using Gromov's δ-hyperbolicity as defined in Section 2.3) where we establish a negative result by giving a logarithmic lower bound.
Theorem 28. Fix constants α, β and γ such that γ 2 β > 1. There exists a constant ξ > 0 such that asymptotically almost surely, the random intersection graph G ∈ G(n, m, p) with m = βn α and p = γn −(1+α/2) has hyperbolicity at least ξ log n.
Most of the proof will be consumed with showing a particular type of path exists in G, which give natural lower bounds on the hyperbolicity. We start with a definition, then prove having Definition 29. Let G ∈ G(n, m, p) be a random intersection graph. The k-path P = v 1 , v 2 , . . . , v k+1 in G is called a k-special path if all the internal vertices of P have degree two in G and there exists another disjoint path connecting v 1 and v k+1 in G. We allow for the second path to have length 0: this occurs if P is a k-cycle such that all but one vertex of P has degree two in G.
Our interest in k-special paths stems from their natural lower bounds on the hyperbolicity:
Lemma 30. Let k be a positive integer and let G ∈ G(n, m, p) be a random intersection graph. If G contains a k-special path, then G has hyperbolicity at least k 4 . Proof. Let P be the k-special path in G. By definition, P is part of a cycle in G. Denote this cycle by C. Note that C has length at least k. Without loss of generality, we can suppose that the length of C is exactly k. Then, v = v 1 , satisfies
As
this is exactly what is necessary to show that the hyperbolicity of G is at least k/4 .
Thus to find a lower bound on the hyperbolicity of G, it is enough to find a k-special path in G. We will restrict attention to a particular kind of k-special path inside the giant component of G. In particular, letting B be associated bipartite graph, fix X ⊂ V and Y ⊂ A. Letting B be the subgraph of B induced by V \X and A\Y , we consider a connected component C in B (later we will restrict to the case when C is the giant component.) We are interested in paths v 1 , v 2 , . . . , v 2k−1 in B such that v 1 , v 2k−1 are both elements of A\Y and all the other vertices of the path belong to X ∪ Y . We will restrict our attention to those paths where v 1 and v 2k−1 are both adjacent to vertices of C. Such a path in B will correspond to a k-special path in G if the following three conditions hold:
We call such paths k-special bipartite paths on (X, Y, C). Note that when there is no chance of confusion, we may drop X, Y and C from our notation and merely refer to "k-special bipartite paths." We are now ready to prove Theorem 28. For convenience, we break up the proof into three lemmas (based on the value of α).
Lemma 31. Fix positive constants α > 1 and β, γ, such that βγ 2 > 1. Then there exists a constant ξ > 0 such that asymptotically almost surely G(n, m, p) has hyperbolicity at least ξ log n.
Proof. As nmp
2 > 1 and α > 1, we can pick ζ > 0 such that (1 − ζ) 2 nmp 2 > 1. Let X ⊂ V be a random subset of size ζn and Y ⊂ A of size ζm. Consider exposing (or inspecting) the edges of B incident with V \X and A\Y -that is, determine exactly which pairs in (V \X) × (A\Y ) are edges in B. Suppose however, that we do not inspect the edges of B incident with either X or Y . We now have a subgraph of G on V \X. We call this subgraph the "exposed graph." Due to our choice of ζ, asymptotically almost surely, the exposed graph has a giant component of size at least δn where the constant δ = δ(α, β, γ, x, n 0 ) for all n ≥ n 0 [2] . Conditioning on this (likely) event, let C be the giant component of the exposed graph.
Instead of finding (and counting) k-special paths in G, it will be convenient to look for k-special bipartite paths on (X, Y, C). While each k-special bipartite path in B corresponds to a k-special path in G, this correspondence is not one-to-one. However, this is not a problem as ultimately we will be interested in showing that for an appropriate value of k, there is at least one k-special path in G asymptotically almost surely.
Let S k denote the number of k-special bipartite paths, and recall that we are conditioning on the fact that the exposed graph has a giant component of size at least δn. The distribution of S k depends on n, m, p, ζ and δ. We approximate the first two moments of S k and then maximize k under the constraint that asymptotically almost surely S k > 0. Suppose that v 1 and v 2k−1 belong to A\Y , while v 3 , . . . , v 2k−3 ∈ X and v 2 , v 4 , . . . , v 2k−2 ∈ Y are such that v 1 and v 2k−1 both have neighbors in C. Denote the probability these vertices form a k-special path v 1 , v 2 , . . . , v 2k−1 by p k .
It will be convenient to break up the event that the vertices form a k-special bipartite path into smaller events. In particular, let P be the event that B| v1,v2...,v 2k−1 is exactly a 2k − 2 path on v 1 , v 2 , . . . , v 2k−1 . Let N 1 be the event that
Together, these two events correspond to Condition (i) in the definition of k-special bipartite paths. For i = 3, 5, . . . , 2k − 3, define N i to be the event
Collectively, these correspond to Condition (ii) in the definition of k-special bipartite paths. Finally for i = 2, 4, . . . , 2k − 4 define N i to be the event
and N 2k−2 to be the event that
The event i=2,4,...,2k−2 N i is equivalent to Condition (iii). By Lemma 3, with high probability
holds for each i = 1, . . . , k − 1. Thus with high probability, for each i = 1, 2, . . . , k − 1
On the otherhand, it is clear that P[P] = p 2k−2 and for i = 1, 5, . . . , k − 2,
Since we know that
we can substitute from Equation 51 and 52 to get a lower bound for p k of
which simplifies to
Using the inequality 1 − p ≥ exp(−2p) (which holds for small enough p), we have
We now count the number of ways, N k , in which a k-special path could occur in G. By Lemma 3, with high probability, the number of attributes adjacent to vertices of C is at least (1 − )δnmp. Similarly, the number of attributes adjacent to vertices of V \X is at most (1+ )nmp. Thus there are 
Thus there exists a positive constant ξ such that E[S ξ log n ] = ω(1), namely:
Note that the denominator is also negative so we can indeed pick ξ > 0. We now show that S k is tightly concentrated around its mean for those values of k when E[x] = ω(1). Write S k as the sum of n k random indicator variables I v1,v2,...,v 2k−1 where I v1,v2,...,v 2k−1 = 1 if there is a k-special bipartite path on the vertices v 1 , v 2 , . . . , v 2k−1 . We would like to calculate P[I u1,u2,...,u 2k−1 = 1|I v1,v2,...,v 2k−1 ]. If {v 1 , v 2 , . . . , v 2k−1 } and {u 1 , u 2 , . . . , u 2k−1 } are not disjoint then the probability is 0. Otherwise ({u 2 , u 4 , . . . , u 2(k−1) }) = ∅.
We conclude that
Inequality (56) follows from the fact that 1 − e x ≥ e −2x for 0 < x < 1 while Inequality (57) follows from the fact that e x ≤ 1 + 2x for 0 < x < log 2. Thus for t > 0 and k = O(log n), by Chebyshev's inequality,
The proof that S k is tightly concentrated around its mean is exactly the same as in the case when α > 1, so we omit it here. This finishes the proof for the case when α = 1.
Lemma 33. Fix positive constants α, β, γ, such that α < 1 and βγ 2 > 1. Then there exists a constant ξ > 0 such that asymptotically almost surely G(n, m, p) has hyperbolicity (1 ± o(1))ξ log n.
Proof. Note that the bipartite graphs which define the intersection graphs G(n, m, p) and G(m, n, p) are the same: in the first case the intersection graph is formed by projecting onto the nodes of the bipartite graph while in the second case, the projection is onto the attributes. Thus the fact that we find asymptotically almost surely a path of length k = Θ(log n) in the bipartite graph B defined in the case when α > 1 implies that we can the same path exists asymptotically almost surely in the case when α < 1 (only the nodes and attributes in the path will be switched.) The existence of this path implies that the hyperbolicity of the bipartite graph B is at least k/4 and thus the hyperbolicity of the projected graphs (G(n, m, p) and in particular G(m, n, p)) is at least k/8, proving the claim.
Conclusion and Open Problems
In this paper we have determined the conditions under which random intersection graphs exhibit several key notions of sparse and/or "tree-like" structure. We proved that graphs in G(n, m, p) are structurally sparse precisely when the number of attributes in the associated bipartite graph grows faster than the number of nodes. Moreover, we showed that in the cases when the generated graphs are not structurally sparse, they fail to achieve even much weaker notions of sparsity (they contain large cliques). In particular, when α > 1, with high probability, the random intersection graph has bounded expansion, while when α ≤ 1 with high probability, the graphs are somewhere dense. On the other hand, we showed that the metric structure of random intersection graphs is similar in the cases α = 1 and α > 1: both classes have hyperbolicity that grows at least logarithmically in n. While we only determine a lower bound for the hyperbolicity, we believe this to be the correct order of magnitude as the diameter (a natural upper bound for the hyperbolicity) of similar model of random intersection graphs was shown to be O(log n) [27] for a similar range of parameter values.
A question that naturally arises from these results is if structural sparsity should be an expected characteristic of practically relevant random graph models. This is a deep and complex question for which we have shown the tools to investigate it already exist and are applicable. For random intersection graphs we can pose a more precise question. Can the random intersection graph model be sensibly modified such that the clustering is tunable while being structurally sparse? On a more technical note it would be interesting to have a tight bound for the degeneracy of random intersection graphs when α > 1 that is better than the implicit one given by it being bounded expansion. Our results also imply that it might be worthwhile to exploit the properties of bounded expansion graphs and/or graphs having at most logarithmic hyperbolicity to design algorithms for typical problems on complex networks.
Another natural generalization of the random intersection graph models considered here increases the amount of connectivity in the bipartite graph required for edge formation. Specifically, we define G(n, m, p, s) for integers s ≥ 1. As with G(n, m, p), an associated bipartite graph on n nodes and m attributes is formed (either homogeneously or inhomogeneously). Now however, the resulting graph on n nodes has an edge between v i and v j if and only if they share at least s neighbors in the bipartite graph. Note that G(n, m, p) = G(n, m, p, 1). We believe that similar results to those in Section 3 regarding the bounded expansion and degeneracy of these generalized random intersection graphs should be attainable -that they will be sparse again precisely when α > 1. On the other hand, it is not clear how the parameter s affects the hyperbolicity of the graphs, and we leave this as an open problem.
