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a b s t r a c t
The fractional derivatives in the sense of Caputo, and the homotopy perturbation
method are used to construct approximate solutions for nonlinear Kolmogorov–Petrovskii–
Piskunov (KPP) equations with respect to time and space fractional derivatives. Also,
we apply complex transformation to convert a time and space fractional nonlinear KPP
equation to an ordinary differential equation and use the homotopy perturbation method
to calculate the approximate solution. Thismethod is efficient and powerful in solvingwide
classes of nonlinear evolution fractional order equations.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The seeds of fractional calculus (that is, the theory of integrals and derivatives of any arbitrary real or complex order)
were planted over 300 years ago. Since then, many researchers have contributed to this field. Recently, it has turned out that
differential equations involving derivatives of non-integer order canbe adequatemodels for various physical phenomena [1].
For example, the nonlinear oscillation of earthquakes can be modeled with fractional derivatives [2]. There has been some
attempt to solve linear problems with multiple fractional derivatives (the so-called multi-term equations) [1,3]. Not much
work has been done on nonlinear problems and only a few numerical schemes have been proposed for solving nonlinear
fractional differential equations. More recently, applications have included classes of nonlinear equation with multi-order
fractional derivatives and this motivates us to develop a numerical scheme for their solution [4]. Numerical and analytical
methods have included the Adomian decomposition method (ADM) [5,6], the variational iteration method (VIM) [7], and
the homotopy perturbation method [8,9].
In this work, we will implement the homotopy perturbation method to obtain approximate solutions of the following
nonlinear fractional KPP equations of the form considered in [10].
(i) The multiple-term fractional KPP equation:
∂αu
∂tα
− ∂
2u
∂x2
+ 2u3 = 0, t > 0, 0 < α ≤ 1. (1.1)
(ii) The nonlinear KPP equation with time and space fractional derivatives:
∂αu
∂tα
− ∂
2βu
∂x2β
+ 2u3 = 0, t > 0, 0 < α, β ≤ 1. (1.2)
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2. Preliminaries and notation
In this section, we give some basic definitions and properties of the fractional calculus theory which will be used further
in this work. For more details see [1]. For the finite derivative in [a, b], we define the following fractional integral and
derivatives.
Definition 2.1. A real function f (x), x > 0, is said to be in the space Cµ, µ ∈ R, if there exists a real number (p > µ) such
that f (x) = xpf1(x), where f1(x) ∈ C(0,∞), and it is said to be in the space Cmµ if f m ∈ Cµ,m ∈ N.
Definition 2.2. The Riemann–Liouville fractional integral operator of order α ≥ 0 of a function f ∈ Cµ, µ ≥ −1, is defined
as
Jα f (x) = 1
Γ (α)
∫ x
0
(x− t)α−1f (t) dt, α > 0, x > 0, J0f (x) = f (x). (2.1)
Properties of the operator Jα can be found in [1]; we mention only the following:
For f ∈ Cµ, µ ≥ −1, α, β ≥ 0 and γ > −1:
(1) Jα Jβ f (x) = Jα+β f (x),
(2) Jα Jβ f (x) = Jβ Jα f (x),
(3) Jαxγ = Γ (γ+1)
Γ (α+γ+1)x
α+γ .
The Riemann–Liouville derivative has certain disadvantageswhen trying tomodel real-world phenomenawith fractional
differential equations. Therefore, we shall introduce a modified fractional differential operator Dα proposed by M. Caputo
in his work on the theory of viscoelasticity [1].
Definition 2.3. Form to be the smallest integer that exceedsα, the Caputo time fractional derivative operator of orderα > 0
is defined as
Dαt f (x) =
∂αu(x, t)
∂tα
=

1
Γ (m− α)
∫ x
0
(x− t)m−α−1f (n)(t)dτ , form− 1 < α < m, m ∈ N,
∂mu(x, t)
∂tm
, for α = m.
(2.2)
3. The basic idea of the homotopy perturbation method
We illustrate some basic concepts of the homotopy perturbation method for the following nonlinear fractional
differential equation [8,9]:
Dαt u(x, t) = v(x, t)− Lu(x, t)− Nu(x, t), m− 1 < α < m, m ∈ N, t ⩾ 0, x ∈ Rn, (3.1)
subject to the initial and boundary conditions
x(i)(0, 0) = ci, B

u,
∂u
∂t
,
∂u
∂xj

= 0, i = 0, 1, . . . ,m− 1, j = 1, 2, . . . , n, (3.2)
where L is a linear operator, while N is a nonlinear operator, v is a known analytical function and Dαt denotes the fractional
derivative in the Caputo sense. The solution u is assumed to be a causal function of time, i.e., vanishing for t < 0. Also
u(i)(x, t) is the ith derivative of u, ci, i = 0, 1, . . . ,m− 1, are the specified initial conditions and B is a boundary operator.
Using He’s homotopy perturbation technique [11], we can construct the following simple homotopy:
(1− p)Dαt u(x, t)+ p[Dαt u(x, t)+ Lu(x, t)+ Nu(x, t)− v(x, t)] = 0, p ∈ [0, 1], (3.3)
or
Dαt u(x, t)+ p[Lu(x, t)+ Nu(x, t)− v(x, t)] = 0, p ∈ [0, 1]. (3.4)
The homotopy parameter p always changes from zero to unity. In the case p = 0, Eq. (3.3) or (3.4) becomes
Dαt u(x, t) = 0, (3.5)
and when p = 1, Eq. (3.3) or Eq. (3.4) turns out to be the original fractional differential equation.
Applying the homotopy perturbation method, we use the homotopy parameter p to expand the solution into the
following form:
u(x, t) = u0(x, t)+ pu1(x, t)+ p2u2(x, t)+ p3u3(x, t)+ · · · . (3.6)
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For nonlinear problems, let us set Nu(x, t) = S(x, t). Substituting Eq. (3.6) into Eq. (3.3) or Eq. (3.4) and equating the terms
with identical powers of p, we can obtain a series of equations of the form
p0 : Dαt u0(x, t) = 0,
p1 : Dαt u1(x, t) = −Lu0(x, t)− S0(u0(x, t))+ v(x, t),
p2 : Dαt u2(x, t) = −Lu1(x, t)− S1(u0(x, t), u1(x, t)),
p3 : Dαt u3(x, t) = −Lu2(x, t)− S2(u0(x, t), u1(x, t), u2(x, t)),
· · · (3.7)
where the functions S0, S1, S2, . . . satisfy the following equations:
S(u0(x, t)+ pu1(x, t)+ p2u2(x, t)+ · · ·) = S0(u0(x, t))+ pS1(u0(x, t), u1(x, t))
+ p2S2(u0(x, t), u1(x, t), u2(x, t))+ · · · . (3.8)
Applying the operator Iαt on both sides of Eq. (3.7) and considering the initial and boundary conditions, the terms of the
series solution can be given by
u0(x, t) =
n−1
i=0
cit i
i! ,
u1(x, t) = −Iαt [Lu0(x, t)] − Iαt [S0(u0(x, t))] + Iαt [v(x, t)],
uj(x, t) = −Iαt [Luj−1(x, t)] − Iαt [Sj−1(u0(x, t), u1(x, t), . . . , uj−1(x, t))], j = 2, 3, . . . . (3.9)
On setting p = 1, we get an accurate approximation solution in the following form:
u(x, t) =
∞−
i=0
ui(x, t). (3.10)
4. The HPM for the multiple-term fractional KPP equation
In this section, to demonstrate the effectiveness of our approach, we will apply the HPM to construct approximate
solutions for the multiple-term fractional KPP equation in the form [10]
∂αu
∂tα
− ∂
2u
∂x2
+ 2u3 = 0, t > 0, 0 < α ≤ 1, (4.1)
with the initial condition
u(x, 0) =
2x cs

x2, 1√
2

dn

x2, 1√
2
 , (4.2)
where cs(x2, 1√
2
) and dn(x2, 1√
2
) are Jacobi elliptic functions. By the homotopy perturbation technique, we construct a
homotopy V (r, p) : Ω × [0, 1] → Rwhich satisfies
H(V , p) = (1− p)[Dαt V − Dαt V0] + p
[
Dαt V −
∂2V
∂x2
+ 2V 3
]
= 0, r ∈ Ω. (4.3)
According to the homotopy perturbation method, we can first use the embedding parameter p as a small parameter, and
assume that the solution of Eq. (4.3) can be written as a power series in p as follows:
V (x, t) = V0(x, t)+ pV1(x, t)+ p2V2(x, t)+ p3V3(x, t)+ · · · . (4.4)
Substituting Eq. (4.4) into Eq. (4.3) and arranging the coefficients of powers of p, after some calculation we obtain
∂αV0
∂tα
= 0,
∂αV1
∂tα
+ 2V 30 −
∂2V0
∂x2
= 0,
∂αV2
∂tα
− ∂
2V1
∂x2
+ 6V 20 V1 = 0,
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∂αV3
∂tα
− ∂
2V2
∂x2
+ 6V 21 V0 + 6V 20 V1 = 0,
∂αV4
∂tα
− ∂
2V3
∂x2
+ 2V 31 + 12V1V0V2 + 6V 20 V3 = 0, (4.5)
· · ·
and so on. We substitute the initial condition (4.2) into the system (4.5) with the aid of Maple; the approximate solutions of
Eq. (4.1) take the following form:
V0(x, t) =
2x cs

x2, 1√
2

dn

x2, 1√
2
 , (4.6)
V1(x, t) = −
6x tα

2− 2sn2

x2, 1√
2

+ sn4

x2, 1√
2

sn2

x2, 1√
2

dn2

x2, 1√
2

Γ (α + 1)
, (4.7)
V2(x, t) = −
144x t2αcn

x2, 1√
2
 
sn2

x2, 1√
2

− 1

sn3

x2, 1√
2

dn3

x2, 1√
2

Γ (2α + 1)
, (4.8)
V3(x, t) = 432 x t
3α
Γ 2(α + 1)Γ (3α + 1)sn5

x2, 1√
2

dn5

x2, 1√
2
 x2cnx2, 1√
2
[
−8Γ 2(α + 1)sn6

x2,
1√
2

× 2Γ 2(α + 1)sn8

x2,
1√
2

− 4Γ (2α + 1)+ 8Γ (2α + 1)sn2

x2,
1√
2

− 8Γ (2α + 1)sn4

x2,
1√
2

+ 4Γ (2α + 1)sn6

x2,
1√
2

− Γ (2α + 1)sn8

x2,
1√
2

+16Γ 2(α + 1)sn4

x2,
1√
2

− 16Γ 2(α + 1)sn2

x2,
1√
2

+ 8Γ 2(α + 1)
]
+ sn

x2,
1√
2

dn

x2,
1√
2
[
3Γ 2(α + 1)sn6

x2,
1√
2

− 9Γ 2(α + 1)sn4

x2,
1√
2

+ 12Γ 2(α + 1)sn2

x2,
1√
2

− 6Γ 2(α + 1)
]
, (4.9)
· · ·
and so on. On setting p = 1, we get an accurate approximation solution in the following form:
u(x, t) =
2x cs

x2, 1√
2

dn

x2, 1√
2
 − 6x tα

2− 2sn2

x2, 1√
2

+ sn4

x2, 1√
2

sn2

x2, 1√
2

dn2

x2, 1√
2

Γ (α + 1)
−
144x t2αcn

x2, 1√
2
 
sn2

x2, 1√
2

− 1

sn3

x2, 1√
2

dn3

x2, 1√
2

Γ (2α + 1)
+ 432 x t
3α
Γ 2(α + 1)Γ (3α + 1)sn5

x2, 1√
2

dn5

x2, 1√
2
 x2cnx2, 1√
2
[
−8Γ 2(α + 1)sn6

x2,
1√
2

+ 2Γ 2(α + 1)sn8

x2,
1√
2

− 4Γ (2α + 1)+ 8Γ (2α + 1)sn2

x2,
1√
2

− 8Γ (2α + 1)sn4

x2,
1√
2

+ 4Γ (2α + 1)sn6

x2,
1√
2

− Γ (2α + 1)sn8

x2,
1√
2

+ 16Γ 2(α + 1)sn4

x2,
1√
2

− 16Γ 2(α + 1)sn2

x2,
1√
2

+ 8Γ 2(α + 1)
]
+ sn

x2,
1√
2

dn

x2,
1√
2
[
3Γ 2(α + 1)sn6

x2,
1√
2

− 9Γ 2(α + 1)sn4

x2,
1√
2

+ 12Γ 2(α + 1)sn2

x2,
1√
2

− 6Γ 2(α + 1)
]
+ · · · . (4.10)
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5. The HPM for the time and space fractional nonlinear KPP equation
In this section, we use the HPM to construct the approximate solution of the time and space fractional nonlinear KPP
equation in the form [10]
∂αu
∂tα
− ∂
2βu
∂x2β
+ 2u3 = 0, t > 0, 0 < α, β ≤ 1, (5.1)
with the initial condition
u(x, 0) = x2. (5.2)
By the homotopy perturbation technique, we construct a homotopy V (r, p) : Ω × [0, 1] → Rwhich satisfies
H(V , p) = (1− p)[Dαt V − Dαt V0] + p
[
Dαt V −
∂2βV
∂x2β
+ 2V 3
]
= 0, r ∈ Ω. (5.3)
Substituting Eq. (4.4) into Eq. (5.3) and arranging the coefficients of powers of p, after some calculation we obtain
∂αV0
∂tα
= 0,
∂αV1
∂tα
+ 2V 30 −
∂2βV0
∂x2β
= 0,
∂αV2
∂tα
− ∂
2βV1
∂x2β
+ 6V 20 V1 = 0,
∂αV3
∂tα
− ∂
2βV2
∂x2β
+ 6V 21 V0 + 6V 20 V2 = 0,
∂αV4
∂tα
− ∂
2βV3
∂x2β
+ 2V 31 + 12V1V0V2 + 6V 20 V3 = 0, (5.4)
· · ·
and so on. We substitute the initial condition (5.2) into the system (5.4) with the aid of Maple; the solutions of Eq. (5.1) take
the following form:
V0(x, t) = x2, (5.5)
V1(x, t) = t
α
Γ (α + 1)
[
2x2−2β
Γ (3− 2β) − 2x
6
]
, (5.6)
V2(x, t) = t
2α
Γ (2α + 1)
[
2x2−4β
Γ (3− 4β) −
2Γ (7)x6−2β
Γ (7− 2β) −
12x6−2β
Γ (3− 2β) + 12x
10
]
, (5.7)
V3(x, t) = t
3α
Γ (3α + 1)Γ 2(α + 1)

2Γ 2(α + 1)x2−6β
Γ (3− 6β)
− x6−4β
[
2Γ (7)Γ 2(α + 1)
Γ (7− 4β) +
12Γ 2(α + 1)Γ (7− 2β)
Γ (7− 4β)Γ (3− 2β) +
12Γ 2(α + 1)
Γ (3− 4β) +
24Γ (2α + 1)
Γ 2(3− 2β)
]
− x10−2β
[
−12Γ (11)Γ
2(α + 1)
Γ (11− 2β) +
12Γ 2(α + 1)
Γ (7− 2β) +
72Γ 2(α + 1)
Γ (3− 2β) −
24Γ (2α + 1)
Γ (3− 2β)
]
− x14[72Γ 2(α + 1)+ 72Γ (2α + 1)]

,
· · · (5.8)
and so on. Thus the approximate solution of Eq. (5.1) is given by
u(x, t) = x2 + t
α
Γ (α + 1)
[
2x2−2β
Γ (3− 2β) − 2x
6
]
+ t
2α
Γ (2α + 1)
[
2x2−4β
Γ (3− 4β) −
2Γ (7)x6−2β
Γ (7− 2β)
− 12x
6−2β
Γ (3− 2β) + 12x
10
]
+ t
3α
Γ (3α + 1)Γ 2(α + 1)

2Γ 2(α + 1)x2−6β
Γ (3− 6β)
− x6−4β
[
2Γ (7)Γ 2(α + 1)
Γ (7− 4β) +
12Γ 2(α + 1)Γ (7− 2β)
Γ (7− 4β)Γ (3− 2β) +
12Γ 2(α + 1)
Γ (3− 3β) +
24Γ (2α + 1)
Γ 2(3− 2β)
]
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− x10−2β
[
−12Γ (11)Γ
2(α + 1)
Γ (11− 2β) +
12Γ 2(α + 1)
Γ (7− 2β) +
72Γ 2(α + 1)
Γ (3− 2β) −
24Γ (2α + 1)
Γ (3− 2β)
]
− x14[72Γ 2(α + 1)+ 72Γ (2α + 1)]

+ · · · . (5.9)
6. Complex transformation of FDEs
Li and He [12] proposed a fractional complex transform for converting fractional differential equations into ordinary
differential equations, so that all analytical methods for advanced calculus can be easily applied to fractional calculus. To
this end, we see that the fractional complex transform
u(x, t) = U(ξ), ξ = Kx
β
Γ (1+ β) +
Ltα
Γ (1+ α) , (6.1)
where K and L are constants, permits us to reduce Eq. (5.1) to the following ODE:
LU ′ − K 2U ′′ + 2U3 = 0. (6.2)
Now, we use the homotopy perturbation method to calculate the approximate solution for ODE (6.2) subject to the initial
conditions
U(0) = 1, U ′(0) = 0. (6.3)
We use the following general homotopy [13]:
LV ′ − K 2V ′′ + 2pV 3 = 0, (6.4)
where p ∈ [0, 1] is the embedding parameter. We assume that the solution of (6.4) is
V (ξ) = Y0(ξ)+ pY1(ξ)+ p2Y2(ξ)+ p3Y3(ξ)+ · · · . (6.5)
Substituting Eq. (6.5) into Eq. (6.4) and arranging the coefficients of powers of p, after some calculation we obtain
LY ′0(ξ)− K 2Y ′′0 (ξ) = 0, Y0(0) = 1, Y ′0(0) = 0,
LY ′1(ξ)− K 2Y ′′1 (ξ)+ 2Y 30 = 0, Y1(0) = 0, Y ′1(0) = 0,
LY ′2(ξ)− K 2Y ′′2 (ξ)+ 6Y 20 (ξ)Y1(ξ) = 0, Y2(0) = 0, Y ′2(0) = 0,
LY ′3(ξ)− K 2Y ′′3 (ξ)+ 6Y 21 (ξ)Y0(ξ)+ 6Y 20 (ξ)Y2(ξ) = 0, Y3(0) = 0, Y ′3(0) = 0,
LY ′4(ξ)− K 2Y ′′4 (ξ)+ 2Y 30 + 12Y0(ξ)Y1(ξ)Y2(ξ)+ 6Y 20 (ξ)Y3(ξ) = 0, Y4(0) = 0, Y ′4(0) = 0.
· · · (6.6)
The corresponding solutions of the problems mentioned above are
Y0(ξ) = 1,
Y1(ξ) = −2ξL ,
Y2(ξ) = 6ξ
2
L2
+ 12K
2ξ
L3
,
Y3(ξ) = −20ξ
3
L3
− 96K
2ξ 2
L4
− 192K
4ξ
L5
,
Y4(ξ) = 70ξ
4
L4
+ 568K
2ξ 3
L5
+ 2280K
4ξ 2
L6
+ 4560K
6ξ
L7
,
Y5(ξ) = −68544K
6ξ 2
L8
− 18288K
4ξ 3
L7
− 2976K
2ξ 4
L6
− 252ξ
5
L5
− 137088K
8ξ
L9
,
· · · . (6.7)
The final solution obtained by virtue of Eq. (6.5) is
U(ξ) = 1− 2ξ
L
+ 6ξ
2
L2
+ 12K
2ξ
L3
− 20ξ
3
L3
− 96K
2ξ 2
L4
− 192K
4ξ
L5
+ 70ξ
4
L4
+ 568K
2ξ 3
L5
+ 2280K
4ξ 2
L6
+ 4560K
6ξ
L7
− 68544K
6ξ 2
L8
− 18288K
4ξ 3
L7
− 2976K
2ξ 4
L6
− 252ξ
5
L5
− 137088K
8ξ
L9
+ · · · , (6.8)
where ξ = Kxβ
Γ (1+β) + Lt
α
Γ (1+α) .
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7. Conclusion
In this work, the homotopy perturbation method has been successfully applied to obtain the numerical solutions of the
time and space fractional Kolmogorov–Petrovskii–Piskunov equations with initial conditions. The homotopy perturbation
method is clearly a very efficient and powerful technique for finding the numerical solutions of the proposed equations.
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