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noveǰsa). To pomeni, da se lahko prosto distribuira in/ali predeluje pod njenimi
pogoji. Podrobnosti licence so dostopne na spletni strani http://www.gnu.org/
licenses/.
Besedilo je oblikovano z urejevalnikom besedil LATEX.

Faculty of Computer and Information Science issues the following task:
Theme:
Deep neural networks are currently the most successful approach to natural
language processing. To process texts they require its transformation into a
numeric form. Text embedding approaches map words and larger text units
into high dimensional vector spaces, where similar texts are close together.
Typically, word embedding algorithms are based on distributional similarity,
but they can be improved with information from knowledge graphs. Test
several approaches for incorporation of knowledge graphs into text embed-
dings methods. Evaluate the developed approaches using several classifiers
and datasets.

Fakulteta za računalnǐstvo in informatiko izdaja naslednjo nalogo:
Tematika naloge:
Globoke nevronske mreže so trenutno najuspešneǰsi pristop za obdelavo nar-
avnega jezika. Za njihovo uporabo je potrebno besedila spremeniti v številsko
obliko. Postopki vektorskih vložitev preslikajo besede in večje tekstovne
enote v visokodimenzionalne vektorske prostore, kjer podobne besede in
podobni dokumenti ostanejo blizu skupaj. Tipično postopki za vektorske
vložitve uporabljajo le distribucijsko podobnost, mogoče pa jih je izbolǰsati
tako, da upoštevajo tudi znanje iz grafov znanja. Preizkusite več metod za
vključevanje grafov znanja v različne vektorske vložitve. Razvite metode
empirično ovrednotite z več klasifikatorji in na več podatkovnih množicah.
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CA classification accuracy klasifikacijska natančnost
LSA latent semantic analysis latentna semantična analiza
KB knowledge base baza znanja
KG knowledge graph podatkovni graf
NLP natural language preprocess-
ing
procesiranje naravnega jezika
SVD singular value decomposition singularni razcep
NN neural networks nevronske mreže
TFIDF term frequency–inverse docu-
ment frequency
frekvenca besede - inverzna
dokumentna frekvenca
SVM support vector machine metoda podpornih vektorjev
LR logistic regression logistična regresija

Abstract
Title: Knowledge graph-based document embedding enrichment
Author: Boshko Koloski
Structured and unstructured textual data requires efficient representation
for computation and manipulation. Many different methods have been de-
veloped to represent text in numerical form. Some of these methods are based
only on statistical metrics, and some introduce the concept of word context.
Structured textual data about concepts and entities is stored in knowledge
graphs for which different numerical representations have been developed. By
using the facts about concepts, semantics can be introduced into the repre-
sentation of documents. We propose an approach that merges the knowledge
base induced numerical representation of texts and entities that appear in
the texts, induced from knowledge bases. We analyze the proposed method
using two use cases. The results show that the use of external knowledge sig-
nificantly improves the performance of machine learning models. We show
that the proposed method outperforms non-enriched representations.
Keywords: knowledge graphs, word embedding, knowledge graph embed-
ding, natural language processing.

Povzetek
Naslov: Obogatitev dokumentnih vložitev z grafi znanja
Avtor: Boshko Koloski
Strukturirani in nestrukturirani tekstovni podatki zahtevajo učinkovito pred-
stavitev za računanje in obdelavo. Za predstavitev besedila v številčni ob-
liki, je bilo razvitih veliko različnih metod. Del teh metod temelji zgolj na
statističnih metrikah, nekatere pa uvedejo koncept konteksta besede. Struk-
turirane tekstovni podatki o konceptih in entitetah so shranjeni v grafih
znanja, za katere so bile razvite številne numerične predstavitve. Z uporabo
dejstev o konceptih lahko semantiko vnesemo v predstavitev dokumentov.
Predlagamo pristop, ki združuje številčno predstavitev besedil in entitet, ki
se pojavljajo v besedilih iz baz znanja. Predlagano metodo analiziramo s
pomočjo dveh primerov uporabe. Rezultati kažejo, da uporaba zunanjega
znanja bistveno izbolǰsa uspešnost modelov strojnega učenja. Poleg tega
pokažemo, da predlagana metoda presega neobogatene predstavitve.
Ključne besede: podatkovni grafi, vektorske vložitve besed, vložitve po-
datkovnih grafov, procesiranje naravnega jezika.

Razširjeni povzetek
Znanje iz besedilnih virov je bilo ključno za razvoj človeštva. Pojav
računalnikov je pripeljal do novih načinov izdelave in obdelave besedil. Is-
kanje vzorcev in pridobivanje znanja iz besedil je pomembna naloga. Z
naraščajočo količino besedilnih podatkov potrebujemo učinkovite predsta-
vitve, ki bodo zajele semantične vzorce in omogočale učinkovito računanje.
Pomembna skupina metod za predstavitev besedil so predstavitve, ki te-
meljijo na statistkah. Temeljijo na načelu, da besednjak, ki vsebuje vse
besede v korpusu ter njihove frekvence, predstavlja uporabno številsko pred-
stavitev dokumenta. Namen bolj naprednih metod za predstavitev besedil je
zajem večje količine semantičnih relacij. Primer takih metod sta Word2Vec
avtorjev Mikolov in sod. [11] in trenutno najsodobneǰsi BERT [3] avtorjev
Devlin in sod. Metoda Word2Vec vsebuje dve metodi. Prva metoda se na
podlagi konteksta nauči napovedati preǰsnje in naslednje besede okoli dane
besede. Druga metoda poskuša na podlagi preǰsnje in naslednje besede na-
povedati vmesno besedo. Drugačen način predstavitve besed in dokumentov
je metoda LSA [5], ki razcepi matriko, ki vsebuje število pojavitev besed v
vsakem kontekstu. Po razcepu z metodo SVD dobimo lastne vektorje, ki
predstavljajo latenten prostor.
Precej raziskav se ukvarja s strukturno povezanimi podatki in njihovo
predstavitvijo v obliki grafov znanja, ki zajemajo razmerja med entitetami.
Informacije v grafih znanja so shranjene v trojkah, ki vsebujejo entiteti ter
relacijo med njima. Tak primer je trojka (Janez, rojen, Ljubljana), tukaj
’Janez’ in ’Ljubljana’ predstavljata entiteti, ’rojen’ pa relacijo. Poznamo več
algoritmov za numerično predstavitev entitet ter relacij med njimi.
Pri obdelavi grafov znanja želimo ta dejstva predstaviti v številski pred-
stavitvi ter dodati nekaj impliciranih relacij med entitetami. Za dejstvi (Ja-
nez, rojen, Ljubljana) in (Ljubljana, mestoV, Slovenija) bi, na primer, želeli
zajeti dejstvo (Janez, državljan, Slovenija). Te metode zapǐsejo dejstva v
prostor realnih števil, nekatere v prostor kompleksnih ter hiperkompleksnih
števil. Raziskovalci delajo na implementaciji grafov znanja tudi v metode
predstavitve dokumentov. Ostendorf in sod. [12] so predstavitev BERT obo-
gatil z algoritmom vložitve grafa TransE [2].
V nalogi poskušamo z različnimi pristopi predstaviti grafe znanja v bese-
dilne vložitve. Predlagane metode ovrednotimo na dveh primerih uporabe.
Prva je naloga profiliranja avtorjev lažnih novic PAN2020 [14], druga pa
naloga klasifikacije knjig GermEval2019 [16]. Natrenirali smo 6 različnih
načinov vložitev: TransE [2], QuatE [24], RotatE [19], SimplE [8], ComplEx
[20] in DistMult [23].
Za nalogo razvrščanja knjig implementiramo več metod predstavitve do-
kumentov in jih obogatimo z entitetami, ki jih vložimo s šestimi vložitvami.
Metodo ocenimo z 10-kratnim prečnim preverjanjem in izračunamo F1-oceno.
Izkaže se, da predlagana metoda izbolǰsa enostavne predstavitve besedil, kot
sta vreča besed in LSA, za katero naša metoda izbolǰsa F1 vrednost za 11.8%.
Za napredneǰse metode, kot je BERT, naša metoda izboljsa rezultat za 3.9%.
Rezultati vseh evaluacij so predstavljeni v tabeli 1.
Naloga profiliranja razširjevalcev lažnih novic ni vsebovala entitet, ki bi
predstavljale avtorje. Za takšne naloge predlagamo splošno metodo za oboga-
titev tekstovnih vložitev, ki vsako besedo v besedilu upošteva kot potencialno
entiteto v grafu znanja. Naučili smo dva klasifikatorja: logistično regresijo
ter metodo podpornih vektorjev. Klasifikacijsko natančnost smo ocenili z
10-kratnim prečnim preverjanjem in izbolǰsali rezultat za 1.7%. Najbolǰsi
rezultati so prikazani v tabeli 2.
Predlagani pristop izbolǰsa uspešnost učenja na obeh nalogah. Podamo
lahko dva zaključka:
1. Ob dobrih predstavitvah entitet predlagane metode obogatitve zado-
voljivo izbolǰsajo uspešnost klasifikacije.
2. Predlagana metoda se lahko uporabi kot pristop za splošno vložitev.
Tudi z obogatitvijo, ki ne temelji na splošni strukturi, lahko predlagana
metoda izbolǰsa izvedbo določenih nalog. Metoda ohranja strukturo prostora
ter naredi primere znotraj prostora lažje ločljive v primerjavi s prvotnim pro-
storom LSA. Uspešnost različnih pristopov vložitev je odvisna od entitet, ki
jih uporabljamo pri obogatitvi. Naloga razvrščanja knjig, na primer, izkorǐsča
pristope, ki ohranjajo simetrijo in lastnost inverzije. Pri nalogi profiliranja
avtorja na podlagi LSA, ki ne uporablja splošne predstavitve entitet, bila ko-
ristna uporaba različnih pristopov. Med temi so metode TransE, ComplEx
in RotatE vodile k dobrim rezultatom ter ohranile kompozicijske, simetrične
in inverzne vzorce. Predlagana metoda potrebuje relativno majhno količino
podatkov.
Vložitev grafa znanja Vektorizacija Dimenzij F1 ocena Standardni odklon
RotatE BERT 1024 0.870 0.014
TransE BERT 1024 0.869 0.009
QuatE BERT 1024 0.857 0.008
SimplE BERT 1024 0.848 0.012
ComplEx BERT 1024 0.845 0.007
DistMult BERT 1024 0.839 0.016
Baseline BERT 512 0.831 0.001
ComplEx kg-only 512 0.819 0.007
QuatE kg-only 512 0.817 0.008
SimplE kg-only 512 0.816 0.016
QuatE Doc2Vec 612 0.815 0.009
ComplEx Doc2Vec 612 0.815 0.013
ComplEx LSA 768 0.814 0.010
SimplE LSA 1024 0.812 0.022
TransE kg-only 512 0.812 0.012
QuatE LSA 1024 0.811 0.009
RotatE kg-only 512 0.810 0.007
SimplE Doc2Vec 612 0.808 0.014
TransE Doc2Vec 612 0.807 0.009
DistMult kg-only 512 0.806 0.011
DistMult LSA 640 0.803 0.009
DistMult Doc2Vec 612 0.803 0.016
RotatE Doc2Vec 612 0.799 0.008
TransE LSA 1024 0.784 0.025
RotatE LSA 768 0.773 0.020
Baseline Doc2Vec 100 0.696 0.001
Baseline LSA 1024 0.696 0.001
Tabela 1: Pregled rezultatov naloge za razvrščanje knjig. Metode so
razvrščenih po povprečni F1-oceni. Stolpec Dimenzij predstavlja število di-
menzij končne predstavitve.
Vložitev Model Dimenzij Klasifikacijska točnost standardni odklon
LSA LR 256 0.693 0.058
RotatE SVM 512 0.706 0.079
ComplEx SVM 768 0.706 0.062
DistMult LR 256 0.696 0.074
TransE SVM 512 0.710 0.056
SimplE SVM 768 0.700 0.087
QuatE LR 256 0.706 0.086
Tabela 2: Rezultati obogatitev z vložitvami iz podatkovnih grafov za nalogo
profiliranja lažnih novic. LSA predstavlja neobogateno predstavitev doku-




Knowledge obtained from textual sources has been crucial for the develop-
ment of humanity. The appearance of computers provided a new medium for
producing and manipulating text. Computers need numerical representation
of texts in order to manipulate them.
With growing amounts of textual data, we need efficient representations
that will capture their underlying patterns and allow efficient computation.
Multiple strategies for this problem are being used. The representations
based on statistical counts are computationally efficient. More sophisticated
methods aim to capture more semantics, e.g. Word2Vec by Mikolov et. al.
[11] and the current state-of-the-art BERT [3] by Devlin et. al.
A significant amount of attention is devoted to structurally linked data
and their representation in formats that capture relations between concepts in
the form of knowledge graphs e.g., WordNet [4], FreeBase [1], and WikiData
[21]. The researchers developed several different approaches to transforming
the knowledge data into a numerical representation. The approaches deal
with different relationships within the data and model different semantics.
Some capture the symmetry and transition relationships, while others focus
on the composition of the facts. The question is whether it is possible to
achieve better document embedding by enriching the document representa-
tion with representations of entities occurring in the data. We propose a
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document enrichment method for both statistical and neural-embedding of
texts. The proposed method is evaluated on two use cases, the 2019 Ger-
mEval’s - Book genre classification problem [16] and the Fake News spreader
detection problem from the PAN workshop [14].
The thesis consists of further five chapters. Chapter 2 contains the re-
lated work and background on document and knowledge graph embeddings.
Chapter 3 presents the use cases, while Chapter 4 proposes a 3-step method-
ology and describes the intermediate tasks of each step. Chapter 5 presents
experimental settings, experiments and results. Finally, Chapter 6 presents
the conclusion and proposes further work.
Chapter 2
Background and related work
This chapter contains background of the addressed topics, divided into three
parts: the first contains the description of word and document embedding,
the second explains different approaches to embedding of knowledge graphs
into numerical representation, the third includes the related work in the doc-
ument enrichment based on knowledge graphs. Word embedding techniques
considered in Section 2.1 are divided based on the vector space they create,
for example, sparser bag-of-words (BOW) [6], term frequency-inverse doc-
ument frequency (TF-IDF) [17]; and dense vector spaces: latent semantic
analysis(LSA), BERT [3] and Word2Vec [11]. Knowledge graph embeddings
described in this chapter are: TransE [2], QuatE [24], RotatE [19], SimplE
[8], ComplEx [20], DistMult [23].
2.1 Document embedding approaches
Given a corpus of m documents C = {d1, d2, d3, . . . dm} and a collection of
words W that appear in the documents W = {w1, w2, w3, . . . wn} making a
vocabulary V , we want to find such mapping that will map word wi from
document di into a continuous space Rd where d is the dimension of the vector
space. Formally, for the word w in document D we want the embedding
3
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vector representation ~w, such that:
w 7→ ~w,w ∈ D, ~w ∈ Rd
Several approaches to model this problem have been tried by different au-
thors, ranging from those that rely on statistical description of texts, to the
ones that try to introduce semantics to statistical spaces e.g., Latent Se-
mantic Analysis [17] which creates a sparse vector space. More advanced
methods generate a dense vector space e.g., based on the word context, such
as Word2Vec by Mikolov et. al. [11], or BERT by Devlin et. al. [3]. Some
generate explainable features by using taxonomy, e.g., Škrlj et. al. [26]. The
following subsections explain a few popular approaches.
2.1.1 Sparse vector representation based
We present two methods based on statistical metrics. The first one is the bag-
of-words method. The second one is the term frequency-inverse document
frequency. Both of this methods produce sparse vector representations of
documents.
Bag-of-words (BOW)
Distributional representations of features based on word occurrence were
investigated by Harris [6], i.e. he proposed the idea of the bag-of-words
model(BOW). The idea is that each word of a document in the corpus is a
potential feature, so the number of occurrences of each word in the document,
construct the embedding of that document. BOW requires a sufficiently large
vocabulary V containing |V | words, which means that the dimension of the
vector representation of the document is the number of words in the vocab-
ulary d = |V |, the embedding of the document D to ~D ∈ Rd. The problem
with this approach is that the dimension of the vector space tends to be large
for a sufficient representation of documents. For some domains, the vector
space dimension ranges from thousands to millions, making it a memory in-
tensive method. In the case of a large dimension, we approach the problem
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known as the curse of dimensionality 1, which makes the calculation of the
distance functions used for similarity assessment unnecessarily slow. Another
problem of the BOW is the failure to capture semantic patterns because both
the positions of the words in the document and the synonyms of words across
different documents are ignored.
Term frequency - inverse document frequency (TF-IDF)
The BOW accounting of each word w appearing in document D as for the
representation of that document makes every word in a given corpus equally
important. Samuel [17] proposes the idea of giving each word its own weight
wi,j based on its appearance in the document and across all of the documents.
He proposed the term frequency - inverse document frequency(TF-IDF) met-
ric for calculating the weights:
1. term-frequency (tf) counts the number of appearances of words in a
document
2. inverse-document-frequency (idf) ensures that words appearing more






dfi is the number of documents that contain word i and |D| the number
of documents.
The whole metric is calculated as:




where tf i,j is the number of occurences of the word i in the document j,
dfi is the number of documents containing word i and |D| the number of
documents.
IDF follows the maxim that the more frequently a word appears, the less
1https://en.wikipedia.org/wiki/Curse_of_dimensionality
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valuable information it carries for the description of the whole document.
The TF-IDF model is a specialization of the BOW model and fails to capture
semantics or topics of documents, making it only useful for lexical features.
2.1.2 Dense vector representations
This subsection describes approaches that tend to build denser vector spaces.
Three such approaches are described: Latent Semantic Analysis, Word2Vec,
and BERT.
Latent Semantic Analysis (LSA)
The LSA method tries to capture the semantical information based on the
term frequency(tf) by finding a low-rank document space where each word
from the vocabulary is represented and its semantic is captured. For n = |D|
documents and m = |V | unique words in the vocabulary, the term-frequency
matrix can be written as:
TFm,n =

w0,0 w1,2 · · · w1,n





wm,1 wm,2 · · · wm,n

where each row ti is associated with the word wi term frequency in each doc-
ument Dj, j ∈ {0, · · · ,m}, ti = [wi,0, ...wi,n] and each column di corresponds
to the appearance of individual words in the document - the bag-of-word
representation of that document. Correlation between the terms ti and tj
can be expressed by calculating the dot product ti · tj, implying that the
matrix product between TF × TF T represents the correlation matrix X:
X = TF ×TF T . Halko [5] addressed the problem of low-rank matrix factor-
ization by preforming (SVD) that can be summarized by the expression:
X = UΣV T
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Here, the matrix U contains the eigenvectors of matrix X, the matrix V
contains the eigenvectors of matrix XT , and the matrix Σ contains the eigen-
values of each word t. It is sufficient to choose only d largest [5] eigenvalues,
and corresponding rows of the matrix Σ to obtain the embedding E, giving a
low-dimensional, compact representation of the initial high dimensional ma-
trix. Note that E ∈ R|D|×d, where d is the number of diagonal entries con-
sidered.The procedure reduces the embedding dimension from n to d, where
d denotes the number of chosen singular values and n the number of total
words. LSA tries to create a common latent space where similar word pat-
terns are grouped.As LSA is method based on statistics like term-frequency,
it produces powerful representations without being computationally expen-
sive. However, deciding on the number of dimension is hard and domain
dependant. The linearity of the vectors makes it hard to capture non-linear
relations between words and it also lacks the ability of intractability.
Word2Vec
Mikolov et. al. [11] addressed the problem of word representation via the use
of neural networks. Given two words, the more similar they are, the closer
will they be patted in the vector space, and otherwise further apart. Two
different approaches to model the algorithm architecture are proposed: the
continuous bag-of-words (CBOW) and the Skip-Gram model.
CBOW - The goal of the neural network is to predict a word given the
preceding and succeeding words. Formally, given a list of N words forming
the context C around a target word wi, words wi−C
2
, · · · , wi−1, that precede
it and words wi+1, wi+2, · · · , wi+C
2
that succeed it, try to predict the word
wi.
For example, in the sentence You surely had a wonderful productive day, the
target word that we try to predict is productive. One way to model this is to
take one word from its context, e.g., the word wonderful and try to predict
the target word by the context of one word. The neural network is composed
of the context of the one-hot encoding of dimension in Rv of the preceding
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word of the input, a hidden layer of dimension in Rn and the output layer
composed of the one-hot encoding of target word Rv . After the training
with many such instances, the embedding can be extracted from the weights
of the hidden layer with dimensions n. Hence, given the words from the
context C, we try to predict the target word and the hidden layer acts like
an intermediate layer by only copying the weights associated with the input
layer and forwarding them to the activation function of the output layer.
The learning maximizes the average log-likelihood of the weights associated








Skip-Gram An alternative way to produce an embedding, proposed by
Mikolov et. al.[11] is to try to predict the words preceding and succeed-
ing the given word. The schema of the task is inverse to the one constructed
in the CBOW model (shown in Figure 2.1). In the input layer we have
representation of the given word and we try to predict the preceding and




























Figure 2.1: Word2Vec scheme of CBOW and Skip-Gram models (Mikolov
[11] 2013)
.
The Word2Vec method has the ability to capture contextual information
beyond the lexical one; the method is unsupervised, so given a large enough
corpus it makes an efficient representation; data can be fed to the network
online without requiring much memory. The disadvantages of this approach
include the difficulty of setting of an appropriate context size C, as well as
the low interpretability of the sub-linear word relationships.
BERT
Devlin et. al. [3] developed BERT (Biderectional Encoder Representation
from Transformers) as an architecture for word embeddings. BERT uses the
advantage of transformer neural architecture and learns contextual relations
between two words, taking into consideration word sequentality from both
left-to-right and right-to-left, allowing the model to learn the context of a
word based on all of it’s surroundings. Prior to learning, some words in a
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sequence are masked and left to be predicted by the model as the train-
ing objective. Other objectives of the model include learning the context
and the word order. The architecture of the model is visualized in Figure
2.2. Currently, BERT is the state-of-the-art model, with many successful
applications.
Figure 2.2: BERT architecture (Vansavi, 2017).
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Document embedding
Researchers developed many strategies for calculating document embeddings
based on word embeddings. With statistical approaches such as BOW and
TF-IDF, the document embedding is calculated by taking the one-hot encod-
ing of all words occurring in the document and their corresponding weighting.
For Word2Vec, the document embedding can be calculated as the average of
the word embeddings of the words occurring in the document or as the sum
of the word vectors. BERT can generate the document embedding by calcu-
lating the average [CLS] embedding of all tokens occurring in the document,
where [CLS] is a keyword separator of sequences in the BERT model.
2.2 Knowledge graphs
Knowledge graphs are a structured representation of human knowledge and
are stored in knowledge bases. They incorporate human knowledge as a set
of entities, relations and facts. Entities are either real-world objects or ab-
stract concepts. Relations represent the relationships between the entities.
Semantic descriptions of entities and their relationships contain types and
properties with a well-defined meaning. A knowledge graph can be under-
stood as a collection of triplets of the following form (h, r, t), where h is head,
r is a relation and t is a tail of a fact. Facts capture various relations between
entities, e.g., symmetry, anti-symmetry, or composition. The relationship
marriedTo is an example of a symmetric relation, e.g., (Ann,marriedTo,Bob)
is symmetric to (Bob,marriedTo,Ann). An example of anti-symmetric rela-
tionship is the fatherOf relation, for example the fact (Bob,fatherOf,Ann)
holds, while the fact (Ann,fatherOf,Bob) cannot. The following subsection
describes approaches for embedding of entity e ∈ E of a knowledge graph
into a numeric space.
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2.2.1 Knowledge graph embedding approaches
This subsection describes 6 different knowledge graph embedding methods.
Different methods embed data in different numerical spaces. Methods that
embed KG in the space of real numbers considered in this section are: TransE,
RotatE, SimplE and DistMult. The other methods presented in this subsec-
tion are the ComplEx and the QuatE method that embed KG in complex
and hyper-complex space, respectively.
TransE
Bordes et. al. [2] stated that the motivation behind TransE method embed-
ding is to take advantage over the frequency of hierarchical representations
in KBs and the translation operation as a natural way of explaining them.
Given a training set S of triplets (h, r, t) the model embeds them into a k
dimensional space Rk, where k denotes the hyper-parameter of the model.
TransE represents an energy-based model featuring negative margin sam-
pling for low-dimensional embedding of entities, intuitively stating that for a
given triplet (h, r, t), the sum of the embedding of the head entity h and the
embedding of the relationship r should approximately project close to the
embedding of the tail entity t. Figure 2.3 and Figure 2.4 display the distance
function d, defined as:
h + r ≈ t. (2.1)
Formally Bordes et. al. [2] defined the model’s objective as minimizing the
distance between the vector representation of the sum of the head entity
h, the relationship r, and the embedding of tail entity t, for some distance





[γ + d(h + r, t)− d(h′ + r, t′)]+ (2.2)
where [x]+ denotes the positive part of x and γ > 0 is a margin hyper-
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parameter. The S ′(h,r,t) represents a corrupted set of triplets, which is gen-
erated by randomly swapping either the head h or the tail t is with another
non-related entity.
S ′(h,r,t) = (h
′, r, t)|h′ ∈ E ∪ (h, r, t′)|t′ ∈ E (2.3)
Hence, the model tries to find a margin that will maximize the distance
between corrupted and non-corrupted triplets and minimize the margin be-
tween vector embedding sum of the head h and relation r and tail t, making
the distance d = ||h+ r − t|| as small as possible.
Figure 2.3: TransE vector representa-
tion.
Figure 2.4: TransE scoring visualzia-
tion
RotatE
When modeling the embedding space Sun et. al. [19] aimed to preserve
the rotation, symmetry and inverse of properties of relations, with the
goal to achieve a more efficient embedding space. RotatE model tackles
the embedding problem by computing the representations in the space of
numbers C, embedding the vectors ~h,~t ∈ Ck.
Given a triplet (h, r, t), the tail entity t is approximated as element-wise
rotation of the head entity h by the relation r, for all relations r that hold
for head h and r:
ti = hi · ri, where |ri| = 1 ∀i = 1, . . . , n ∀(h, r, t) ∈ S. (2.4)
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The constraint |ri| = 1 places the embedding onto the unit circle (as seen
in Figure 2.6), mapping each ri to the Eulerian formula with parameters
ri = e
iΘr,i mapping it to an angle of Θr,i.
Figure 2.5: Distance function.
Figure 2.6: Embedding circle.
The dissimilarity measure for each relationship, visualized in Figure 2.5,
is defined as
d(h, t) = ||h · r− t||. (2.5)
The loss function as defined by Sun et. al. [19] that RotatE tries to
optimize is:
L = −logσ(γ − d(h, t))−
n∑
i=1





where γ is a fixed margin, σ is the sigmoid function (2.7) and (h′i, r, t
′
i) is the






Since uniform sampling of corrupted triplets samples many negative triplets



























The RotatE model preserves symmetry, anti-symmetry, transitivity
and reflexivity between facts.
SimplE
SimplE is an embedding technique proposed by Kazemi et. al. [8], that
produces two separate embeddings of an entity e; one for the entity appearing
as the head and the second as the tail of a fact. SimplE produces the two
entity embeddings, head he and tail te ∈ Rd and vectors vr, vr−1 ∈ Rd which
represent the vector of relation and inverse relation. The distance function
φ penalizes the score of each triplet (e1, r, e2), where e1, e2 ∈ E is defined as
1
2
(〈hei , vr, tej〉+ 〈hej , vr−1 , tei〉)
and 〈a, b, c〉 is calculated as
〈a, b, c〉 =
d∑
j=1
a[j] · b[j] · c[j] = (a b) · c
 is an element-wise multiplication and · is a dot product. The set of cor-
rupted triplets is constructed similarly as by Bordes et. al. [2]. The learning
procedure consists of randomly choosing a fact and randomly corrupting ei-
ther the head h or the tail t. In the case of corrupting the head, the new
triplet is (h
′
, r, t) where h
′ ∈ E − h, similarly for the tail (h, r, t′) where
t
′ ∈ E − t. Generated triplets are grouped into batches LB and after that
labeled for later learning as
L((h, r, t)) =
+1 positive triplet, if it holds-1 negative triplet, otherwise
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log(1 + exp(−l · φ(h, r, t))) + λ||Θ||22.
Relations that SimplE models express are symmetry, anti-symmetry and
inversion.
QuatE
The QuatE model, developed by Zhang et. al. [24], relies on mathematical
objects - the quaterniors, which foundations are described as following:
• Quaternion Q is composed of one real and three imaginary components
Q = a + bi + cj + ck where a, b, c, d ∈ R i, j, k ∈ C (2.9)
• i,j,k are imaginary units such that i = j = k =
√
−1 and the following
relations hold:
ij = k ji = -k jk = i kj = -i ki = j ik = -j ijk = −1 (2.10)
• The norm of the quaternion is
|Q| =
√
a2 + b2 + c2 + d2 (2.11)
• The conjugate of a quaternion is
Q = a− bi− cj− dk (2.12)
• The inner product of two quaternions Q1, Q2 is
Q1 ·Q2 = a1 · a2 + b1 · b2 + c1 · c2 + d1 · d2 (2.13)
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• The hamiltonian product of two quaternions Q1 ⊗ Q2 models spatial
relationship. Multiplying the quaternion Q2 by the quaternion Q1 rep-
resents scaling Q1 by the norm of Q2, followed by rotation in all four
dimensions of the hypercomplex space:






The powerhouse of the QuateE model defined by Zhang et al. [24] is
the ability to capture two planes of rotation (unlike RotatE), thus solving
the problem of Gimbal lock 2 - i.e. losing of degree of freedom by aligning
rotating angles. Another advantage of the QuatE method is that quaternions
are numerically more stable than rotational matrices and computationally
more efficient. The method itself consists of two parts:
1. Rotate the quaternion representation of the head entity h by unit of
rotation and obtain the rotated quaternion representation hq.
2. Score the triplet (hr, r, t) by the inner product hr · t of the rotated head
entity and the tail entity.
For a triplet (h, r, t) ∈ S, the rotation of the head entity hR minimizes the
angle between it and the tail entity t.
Embedding representation - The matrix embedding representation of the
entity can be written as Q ∈ HNxk and W ∈ HMxk , where W denotes rela-
tionship embeddings and Q entity embeddings, N is the number of entities,
M is the number of relationships and H is the field of hyper-complex num-
bers. Similarly to the complex numbers, hyper-complex numbers have a real
component and multiple imaginary components. QuatE model uses one real
and three imaginary components. Head entity h, tail entity t and relationship
r are embeded in the following way:
Qh = ah + bhi + chj + dhk ah, bh, ch, dh ∈ R
2https://en.wikipedia.org/wiki/Gimbal lock
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Wt = at + bti + ctj + dtk at, bt, ct, dt ∈ R
Qr = ar + bri + crj + drk ar, br, cr, dr ∈ R
Hamiltonian rotation of relations - In order to obtain the rotation and






Following the normalization, the head entity h is rotated by computing the
Hamiltonian product between the quaternion of the head entity Qh and the
unit sized relationship quaternion W /r :
Q
′
h = Qh ⊗W /r (2.16)
Loss and scoring function - As defined in the second step of the embedding
method, the loss function after the rotation is the inner product of the rotated
head entity and tail:
φ(h, r, t) = Q
′
h ·Qt. (2.17)





log(1 + exp(−φ(h, r, t))) + λ1||Q||22 + λ2||W ||22. (2.18)
Model properties - As previously mentioned, QuatE tries to model sym-
metry and anti-symmetry. Easily the symmetry property can be exploited
by setting the imaginary parts of relationship embedding Wr to zero. Since
the representation of quaternions provides an environment for representing
inversion relation property with the conjuction opperator. Additionally, it
employs the composition property for capturing multiple compositions.
ComplEx
Some relations are non-deterministic by nature; for instance, relations such
as (Ivan,isBornIn,Moscow) and (Ivan,worksIn,Russia) does not necessary
Diploma thesis 19
imply the relation (Ivan,is,Russian). One way to handle the learning of these
functions is by calculating the probability of relation r holding between head
h and tail t. Trouillon et. al. [20] build an adjacency matrix of head and
tail entities for a given relation r, ∀r ∈ R obtaining a tensor in C|E|×|E|×|R|,
visualized in Figure 2.7.
Figure 2.7: Adjacency matrix of head, tail and relationships (Trouillion,
2016).
Each relation r is modeled as a Yh,t ∈ {−1, 1}, and the probability of that
relation r holding, between head h and tail t is calculated as:
P (Y = 1) = σ(Xr), (2.19)
where X ∈ R|E|×|E| is the matrix, with entries Xi,j equal to the probability of
entity ei appearing as head and ej appearing as tail of that relation. Matrix
factorization similar to the one described in Section 5.1, decomposes matrix
X = UV T into two matrices U and V ∈ R|E|×d both of rank d. Trouillon
et. al. [20] showed that the dot product of U and V to obtain the original
matrix X fails to capture the anti-symmetry. To cope with this problem,
a decomposition of the matrix in complex space C is proposed, where the
dot(Hermitian) product of two complex vectors is defined as:
〈u, v〉 = ūTv
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where u = Re(u) + iIm(u) and the conjugation of it is ū = Re(u)− iIm(u),
Re(u), Im(u) ∈ Rd and the imaginary unit i =
√
−1. The eigenvalue de-
composition embodies this property, decomposing matrix X into matrices of
eigenvalues W ∈ C|E|×|E|, eigenvectors Σ and their complex conjugate Σ̄T ,
defined as:
X = Re(ΣW Σ̄T ).
A single embedding of a triplet (h, r, t) is retrieved as the vector of the row of
entity ei, while it’s complex conjugate portraits the embedding of the triplet
(t, r, h), hence Xh,t = Re(e
T
h ,W, ēt). The above described process explains the
embedding of a single relation. The same idea of decomposing the tensor of
all relations between entities is used for all the relations present in the graph.
The decomposition task is formulated as learning the scoring function:









where wr ∈ CD is a complex vector. Properties captured by ComplEx
model are symmetry/anti-symmetry, reflexively/irreflexively, inver-
sion and transitivity.
DistMult
Yang et. al. [23] addressed the problem of entity representation learning
by employing a tensor factorization of entities and relations. Similarly to
Troullion et. al. [20], a tensor matrix is of entities and relations which
can be constructed, seen in Figure 2.7. DistMult exploits only factorization
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based the on real number space R, and obtains only symmetric relations.
Learning of the embeddings is done with Neural Tensor Networks (NTN) as
explained by Socher et. al. [18], where each relation r ∈ R is represented as a
training objective and after that the models are combined. The architecture








Figure 2.8: NTN architecture used by DistMult.(Socher [18], 2013)
The loss function of the NTN in this embedding approach is defined as







max(D(h,r,t) −D(h′ ,r,t′ ), 1)
where D is the scoring function of a given triplet. This function can be the
distance function used in the TransE method D = |h+ r− t|. DistMult cap-
tures only symmetry properties, but succeeds to model the space efficiently
and fast.
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2.2.2 Comparison of KG embeddings
This section compares knowledge graph embeddings, based on their com-
putational time, relation patterns covered, and scoring functions. All the
approaches considered follow the paradigm defined by Bordes et. al. [2],
that a method needs to be scalable for larger knowledge graphs making it
linear in time and space. As shown in Table 2.1 different models capture dif-
ferent patterns. The hardest to model is the symmetry relation, while Zhang
et. al. [24] argued that composition as a property can harm the modeling of
embeddings.
Name Symmetry Anti-symmetry Inversion Transitivity Composition
TransE x x X X x
DistMult X x x x x
ComplEx X X X X x
RotatE X X X X X
QuatE X X X X x
SimplE X X X X x
Table 2.1: Relations captured by specific knowledge graph embedding.
2.3 Document representation enrichment
Researchers explored several approaches to improving the document rep-
resentation by adding external knowledge. Wang et. al. [22] focused on
enriching the representation of texts by learning a common two-part model:
a textual that is based on statistical information of the text, and a knowl-
edge model based on the entities appearing in the KG and in the text. In
contrast to KG embedding methods, e.g., TransE [2], Wang et. al. [22] pro-
posed the idea of learning a joint space by two-task based fact translation.
For the knowledge model, the learning is preformed by a translation similar
to TransE [2]: each taken KG triplet (h, r, t) is scored by its distance score
||h + r − t||. The textual model learning objective for any words h and t is
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defined as learning any relation r between them.
A different concept to enrich the representation is proposed by Ostendorff et.
al. [12], explored the idea of learning an embedding separately and adding
additional features from a specific entity. Enrichment of the vectorized space
is preformed by adding features for the entities appearing in the WikiData
graph, embbeded with the TransE [2] method. Ostendorff et. al. [2] re-
ported increase in preformance by the introduction of factual knowledge to
the BERT model. Both approaches, the learning of a common space as a
single task, and the merging of the vecotrized space and embedding of KG





This chapter explains two use cases we used in the evaluation of the proposed
method. The first problem is the GermEval2019 hierarchical classification of
books [16], the second one is the PAN2020 author profiling of fake news
spreaders task [14]. Both are multilingual classification problems.
3.1 Hierarchical classification of books
Ostendorff et. al. [12] tried to solve GermEval’s 2019 Hierarchical classifi-
cation of books by enriching BERT [3] representation by adding data from
knowledge graph embeddings. The problem is defined as follows: given a
book description consisting of multiple properties and a short descriptive
text (blurb), determine book’s genre into three levels of book genre clas-
sification. Data-set consists of a train, a validation and a test set whose
representation is shown in Table 3.1.
Table 3.1: Sizes of datasets for GermEval 2019 task.
Train Validation Test
14,548 2,079 4,157




• List of book authors, averaging 1.3 authors per book with 72% of all
books having one author and 28 is the highest number of authors.
• ISBN identification number.
• Date of publication of the book.
• Blurbs - short texts explaining book content with the average length
of 95 words per book.
• Labels split on three hierarchical levels:
1. The first level consists of 8 book classes: consciousness, non-
fiction, arts, advisory, literature and entertainment, ethics, and
architecture.
2. The second level consists of 93 intermediate labels.
3. The third and final level consists of 242 different book genres.
From the concatenation of the descriptive blurbs and the title of each book
Bi a textual representation of that book is created, which later is used for
document embedding. Entries from the training data-set, belonging only to
the first level of classification, are taken into consideration for the evaluation
of the thesis, since only for them are released gold labels.
3.2 Profiling fake news spreaders on Twitter
The second evaluation task is called PAN’s 2020 - Profiling Fake News
Spreaders on Twitter [14] - a task where given author’s tweets one has to de-
cide if the author is a spreader of fake news or not. Provided a ground truth
labeled timeline of chosen tweets’ data (created by fake news spreaders and
non-spreaders) the goal is to decide if a new author is a spreader of fake news
or not. Given an author A who tweets in language L ∈ {English∨Spanish},
and a subset of tweets CA (of the author A),
CA = t1, t2, . . . , tn, where ti represents a tweet content,
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find a decision function that maps f : CA 7→ author reliability, i.e.
f(C(A)) =
0 i.e. a non fake-news spreader1 i.e. a fake-news spreader
This decision problem is a specialization of the problem of author profiling.
It requires learning a representation from CA, suitable for approximating f .
The provided data consists of tweets by 300 English and 300 Spanish authors
respectively. For each author 100 tweets are provided making a total of 30,000
tweets in English and 30,000 tweets in Spanish. The classes are balanced for
both languages, both having 150 negative and 150 positive authors. For the




The idea to enrich an already vectorized document space used by Ostendorff
et. al. [12] is used as the primary idea of this thesis. This chapter explains the
steps of both document embedding and enrichment of the vectorized space by
the facts obtained from the KG. The pipeline proposed by the thesis consists
of three parts: the feature creation with one of the methods described in
Chapter 2, the choice of entity representation appropriate for a given task,
and the merging of the created features and entity embeddings for the given
task.
4.1 Feature creation
This section describes the pre-processing and feature creation for both tasks.
It explains the corresponding parameters of the methods used for each task.
4.1.1 Fake news spreaders task
Pre-processing
First, the tweets from each author are concatenated, keeping only the print-
able characters, which means that no non-printable characters are preserved.





For each author’s collection of tweets, a collection of n candidate features
from the preprocessed data is iteratively selected and weighted, similarly to
Martinc et. al. [10]. Features generated in the construction are based on the
choice between the following feature types:
• character based: each text is tagged with character n-grams of size
2 and 3 characters and generates a predetermined maximum allowed
number of features ranging from n
2
up to 15,000 features.
• word based: each text is tagged with word n-grams of size 1 and 2




At this point, word and character features are prepared from each author’s
collection of tweets, ready to be used in the feature selection step. LSA (as
explained in Chapter 2) is applied to these features to obtain the document
vectorization space Di ∈ Rd, where d is the new dimension of the vector
space.
4.1.2 Book genre classification
We used several feature creation techniques after pre-processing the blurb and
the title to obtain different embeddings. The used document embeddings are
the following:
• LSA - the automatic feature construction step from section 4.1.1 was
applied to obtain TF-IDF based features and then reduced with SVD
to obtain LSA vectorized space.
• D2V - different vector sizes were trained d ∈ {64, 216, 512} with dif-
ferent number of epochs ∈ {20, 100, 500}.
Diploma thesis 31
• BERT - we obtained the BERT embeddings bt the Reimers. et.
al. approach for sentence embeddings with BERT [15]. We used the
sentence-transformers1 library, the representation was transformed to
the BERT embedding using the pretrained DistilBRET model distiluse-
base-multilingual-cased.
4.2 Document representation enrichment with
embeddings
This section describes the knowledge base used and the settings of training
the KG embeddings. For both use cases, we propose different enrichment
methods, explained in this section.
4.2.1 Training Knowledge Graph embeddings
WikiData knowledge base
Wikidata [21] is a collaborative knowledge base hosted by the Wikimedia
Foundation. The model is built on the idea of item and statement. Item
represents an entity which can have multiple relationships, descriptions and
aliases in multiple languages. This makes WikiData KB useful for multilin-
gual machine-learning tasks. WikiData instead of incorporating true facts,
it maps claims from different references. We use WikiData5m version, which
consists of 4, 818, 679 entities, 828 relations and 21, 354, 359 triplets.
Embedding techniques
We used the GraphVite [25] library to obtain the embeddings of the Wiki-
Data5m [21] KG. Each knowledge graph embedding was reduced to dKG =
512 dimensions, while batches of 2000 were fed through the optimization
algorithm with log frequency of 500. An optimization was preformed with
1https://github.com/UKPLab/sentence-transformers
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the Stochastic Gradient Descent (SGD) with training parameters and loss
function described in Table 4.1.
Method Epochs Loss λ AT relation α learning α
TransE 1000 margin 12 0.5 0.01 0.001
SimplE 2000 l3 0.003 2 0.0001 1.0
RotatE 1000 margin 6 0.2 1 0.01
ComplEx 2000 l3 0.002 0.2 0.001 0.1
DistMult 2000 l3 0.002 2 0.0001 0.1
QuatE 2000 l3 0.005 10 0.0001 1.0
Table 4.1: Training parameters of the models for different embedding tech-
niques.
The loss column describes the loss function that the model penalized when
learning, the value margin is used in training linear-SVM [7] and the value l3
denotes penalization of the Canonical tensor decomposition - regularization
as proposed by Lacroix et. al. [9]. The AT column stands for adversarial
temperature which influences the distribution of samples thresholds for the
softmax regression. We used the following metrics to evaluate the embedding
methods: mean rank (MR), mean reciprocal rank (MRR), and hits at 1, 3
and 10 links. MRR is a metric that evaluates triplets based on their order
of appearance, penalizing each triplet by reciprocal number of the difference
between the position it appeared and the expected one. Hits@k represents a
metric that calculates the ratio of correct triplets among the k triplets. Table
4.2 lists the evaluations of the methods.
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Embedding MR MRR HITS@1 HITS@3 HITS@10
TransE 109370 0.253 0.170 0.311 0.392
DistMult 211030 0.253 0.209 0.278 0.334
ComplEx 244540 0.281 0.228 0.310 0.373
SimplE 112754 0.296 0.252 0.317 0.377
RotatE 89459 0.290 0.234 0.322 0.390
QuatE 97372 0.276 0.227 0.301 0.359
Table 4.2: Results of the evaluation of considered KG techniques. Bolded
entries mark the best performing results in each metric respectively.
4.2.2 Document embedding in the knowledge graph
Author Profiling task
In this task, there were no entity representations that would describe each
author other than the tweets. We obtained document embeddings from the
content of the author’s tweets. Every tokenized and stemmed word from
the collection of author’s tweets, that was present in the knowledge base
was taken into consideration to estimate the additional knowledge graph
embedding for that author. Words present in the knowledge base construct
the set of embeddings W , similarly W denotes the set of words from the
tweets of author i that do not have word embeddings in KGE.
|W |+ |W | = total number of words in a document
The embedding of each author E(Di) was calculated as the average docu-
ment representation of found words from KGE where KGE represents the






We denote author i as the collection of tweets Di he or she created.
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Hierarchical clustering task
A genre of a book is connected with the field where the author publishes their
works. With this heuristics for obtaining document embeddings following
Ostendorff et. al. [12], the books’ representations in the knowledge graph
space were obtained as the author(s)’ embedding. As mentioned in Chapter 3,
most of the books had one author. Ai denotes the set of authors’ embeddings
of a given book Di. Two strategies for calculating the embedding E(Di) of
book Di are used:
1. The first author of the book appearing in the knowledge base is taken
as the book’s KG embedding
E(Di) = Ai.








After obtaining the document embedding in the knowledge graph embedding
of a document E(Di) ∈ R500, it is concatenated to the document textual







The classification model was chosen with an expectation to be robust, flexible,
and requiring low processing power. Following these goals we tried different




This chapter presents the experiments described in Chapter 4 and the results
achieved.
5.1 Fake news spreaders task
LSA embeddings
Vectorization of documents for each potential fake news spreader was gen-
erated as described in Section 4.2.2. After pre-processing the tweets from
each author, the pre-processed data was fed to a grid consisting of the num-
ber of generated textual features n ∈ [2500, 5000, 10000, 20000, 30000] and
latent space dimensions d ∈ [128, 256, 512, 640, 768, 1024]. For each (n, d)
parameter tuple, we generated LSA representation and trained two classi-
fiers: logistic regression and SVM. We used the GridSearchCV [13] to find
best-fitting parameters for the classifiers. We evaluated each vectorization
on 10-fold cross-validation, scoring classification accuracy for each fold. The
baseline model based on the LSA with n = 10, 000 word features, later re-
duced to d = 256 dimensions. We used a logistic regression classifier with λ2
= 0.002 regularization. The results from document vectorization obtained
from the KG embedding features alone are shown in Table 5.1.
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Embedding Dimensions Model Mean 10fCV CA Standard deviation CA
LSA 256 LR 0.693 0.058
RotatE 512 SVM 0.653 0.109
ComplEx 512 LR 0.693 0.037
DistMult 512 SVM 0.679 0.060
SimplE 512 SVM 0.693 0.062
TransE 512 SVM 0.679 0.055
QuatE 512 LR 0.667 0.080
Table 5.1: Representation based only on the KG embedding compared to the
LSA representation. Entries in bold mark the best performing model.
Table 5.2 shows evaluations of the enriched models compared to the best
performing baseline. The model column describes the model chosen for pre-
dicting. The features column describes the number of features generated,
while the dimension’s column consists of the dimensions used obtained by
the LSA.
Embedding Model n Features d dimension Mean 10fCV CA Standard deviation
LSA LR 10000 256 0.693 0.058
RotatE SVM 10000 512 0.706 0.079
ComplEx SVM 10000 768 0.706 0.062
DistMult LR 10000 256 0.696 0.074
TransE SVM 5000 512 0.710 0.056
SimplE SVM 5000 768 0.700 0.087
QuatE LR 5000 256 0.706 0.086
Table 5.2: LSA embeddings enriched with KG embeddings. Bold entry marks
the best performing model.
Figure 5.3 presents the visualisation of the documents representation
achieved only with the LSA method. Red color denotes the fake news
spreaders, while the blue color represent the non-spreaders. Representation
achieved with the enrichment of the LSA space with knowledge from the KG
is presented in Figure 5.1. While the representations relaying only on the
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KG embeddings is shown Figure 5.2.
(1) ComplEx enriched representation (2) SimplE enriched representation
(3) TransE enriched representation (4) QuatE enriched representation
(5) DistMult enriched representation (6) RotatE enriched representation
Figure 5.1: Representation achieved with the enrichment of LSA method
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(1) ComplEx only representation (2) SimplE only representation
(3) TransE only representation (4) QuatE only representation
(5) DistMult only representation (6) RotatE only representation
Figure 5.2: Representation achieved with only the KG embeddings
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Figure 5.3: Visualization of the 2D projection of the LSA based space
The evaluations show that the introduction of external knowledge with
different KG embedding methods captures different patterns. For this task,
the TransE method showed the most improvement, improving the CA by
1.7% from 69.3% to 71.0%. Methods designed to capture non-linear relations
like symmetry and anti-symmetry; QuatE, ComplEx, and RotatE achieved
1.1% improvement in CA. Due to the lack of central entities, such methods
tend to over-fit the model with non-informative features. Hence, simpler
methods like TransE, capturing only transitive and inverse relations, are
most suitable for this task. Figures 5.1 and 5.3 show that the enriched
representation of the documents introduces a better separable feature space
compared to the one based only on the LSA. The document representation
based solely on the words appearing in the document and the KB produced
embedding comparable to the LSA. Although, such representation lacks the
ability of interpretation, yet is computationatlly cheap to produce once the
KG embedding of the KB is obtained.
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5.2 Book classification task
Only books whose author appeared in WikidData5m [21] knowledge graph
are used for the evaluation of this task. Altogether 2703 authors were found
in the KB, which covered 7272 (approximately 49%) of all training instances
and did not cover 7276 instances. All of the evaluations of this task used 10
fold-cross validation, measuring the mean F1-score. As described in Chapter
3, three different textual feature creation methods were used for document
vectorization and after that they were enriched with the embeddings obtained
from the WikidData5m [21] knowledge graph. Classification models included
in the model selection process were SVM [7] and logistic regression. However,
the logistic regression model out-preformed the SVM model in all of the
evaluations.
Document embedding based on KG embeddings
Document representation based solely on the author embedding and it’s eval-
uation are shown in the Table 5.3.










Table 5.3: Document representation based on the KG data compared to the
BERT, the D2V and the LSA vectorizations. Bold entries represent the best
performing document and KG embedding.
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The Representation obtained from the KG entities out-performed the base-
lines of the Doc2Vec and the LSA methods. The ability to capture non-linear
realtionships and the quality of the entity representation for the task resulted
in good embedding based only on the KG.
BERT
BERT document embeddings were obtained with the sentence-embedding li-
brary [15]. After that, KG embeddings of the authors were concatenated to
the BERT document representations and evaluated on 10-fold cross-validation.
Table 5.4 lists the results achieved with the enrichment of the BERT embed-
ding. TransE and RotatE methods affected document representation based
on BERT the most, both improving the score by 3.9%. DistMult method
capturing only symmetry resulted with 0.8% improvement. Since BERT cap-
tures non-linear relations between words, for this task, relations like symme-
try and anti-symmetry didn’t introduce much of an improvement compared
to transitive relations.








Table 5.4: BERT embedding enriched with knowledge graph. Value in bold
marks the best performing model.
Doc2Vec
The Doc2Vec embeddding was created by trying out vector sizes of d ∈
{64, 100, 216, 512} and different epochs ∈ {20, 100, 500}, evaluation results
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are shown in Table 5.5. The ability of the Doc2Vec method to capture sub-
linear patterns merged with methods able to capture non-linear relations
achieved the highest performance. Embedding methods QuatE and ComplEx
outperformed the other methods, both improving the Doc2Vec baseline F1-
score from 69.6% to 81.5%.








Table 5.5: Doc2Vec embedding enriched with knowledge graph. The baseline
consisted of 100 dimension, trained on 100 epochs. Value in bold marks the
best performing model.
LSA
Latent Semantic Analysis as defined in Section 4.1.1 was preformed over pa-
rameter space with dimensions ranging from d ∈ [256, 512, 768] and number
of generated features n ∈ [2500, 5000, 7500, 10000, 15000, 30000]. The evalu-
ation of the best preforming models is shown in Table 5.6. ComplEx em-
bedding method introduced biggest increase of the F1-score for the LSA,
increased the score from 69.6% to 81.4%. Models capable of capturing non-
linear relations improved the performance the most, except for the RotatE
model due to the composition pattern. Bordes et. al. [2] observed that for
some relations, composition property can lower overall performance when
combined with other features. Linearity of the features of the LSA most
likely affected the composition performance.
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Table 5.6: LSA embedding enriched with KG knowledge. Value in bold
marks the best performing model.
We confirmed the observation of Ostendorff et. al. [12] that the most
suitable model for this task is BERT. Baseline based on DistilBERT em-
bedding outperformed methods based on LSA and Doc2Vec, both with and
without KG enrichment. However, for the computationally lighter meth-
ods, the LSA and Doc2Vec, enrichment based on KG entities introduced
significant improvement. The computational efficiency of these methods en-
hanced by factional knowledge from knowledge bases, makes the proposed
method effective. Due to the nature of the document representation, dif-
ferent KG embedding methods improve different document representation
methods. Comparison of all document representations evaluated are listed
in Table 5.7 and visualized in Figure 5.4.
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KG Embedding Vectorization Dimensions Mean F1 10fCV Standard deviation
RotatE BERT 1024 0.870 0.014
TransE BERT 1024 0.869 0.009
QuatE BERT 1024 0.857 0.008
SimplE BERT 1024 0.848 0.012
ComplEx BERT 1024 0.845 0.007
DistMult BERT 1024 0.839 0.016
Baseline BERT 512 0.831 0.001
ComplEx kg-only 512 0.819 0.007
QuatE kg-only 512 0.817 0.008
SimplE kg-only 512 0.816 0.016
QuatE Doc2Vec 612 0.815 0.009
ComplEx Doc2Vec 612 0.815 0.013
ComplEx LSA 768 0.814 0.010
SimplE LSA 1024 0.812 0.022
TransE kg-only 512 0.812 0.012
QuatE LSA 1024 0.811 0.009
RotatE kg-only 512 0.810 0.007
SimplE Doc2Vec 612 0.808 0.014
TransE Doc2Vec 612 0.807 0.009
DistMult kg-only 512 0.806 0.011
DistMult LSA 640 0.803 0.009
DistMult Doc2Vec 612 0.803 0.016
RotatE Doc2Vec 612 0.799 0.008
TransE LSA 1024 0.784 0.025
RotatE LSA 768 0.773 0.020
Baseline Doc2Vec 100 0.696 0.001
Baseline LSA 1024 0.696 0.001
Table 5.7: Overview of the results sorted by the mean F1-score. Value in
bold marks the best performing model.
The first column describes the KG embedding method used, the sec-
ond column describes the document representation used. The third column
contains the number of dimensions d
′
, followed by the mean and standard
deviation of the F1-score.
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Figure 5.4: Benchmarking of all methods.
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Chapter 6
Conclusion and further work
In this chapter, we discus the results and propose possible improvements.
The goal of this thesis was to build a document representation enrichment
with knowledge graphs. The proposed enrichment method outperformed the
baselines on the evaluated use cases.
We evaluated the method on two use cases. The first one was the PAN2020
fake news profiling task [14] and the second one was the GermEval2019 book
classification problem [16]. The first one represented a binary classification
problem based on Twitter feed data in English language. The book classi-
fication problem consisted of short descriptions of books and bookkeeping
information. The books are written in German and English, and belong to
8 different genres. We trained six different WikiData knowledge graph em-
beddings. After obtaining the data, we constructed document representation
with several methods. The document representations were enriched with en-
tities found in knowledge graphs. For the book classification problem the
author was used as the entity. For the fake news problem, we proposed a
document enrichment when no representative entity was found. In the evalu-
ation, we measured classification accuracy for the first problem and F1-score
for the second problem.
The enrichment of document representation with semantics, concepts and
relations extracted from knowledge bases, gave two main conclusions:
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1. Given a sufficiently good entity representation of a task and its embed-
ding in KG, the enrichment was successful,
2. For document representation based on a representative knowledge base,
we can obtain a representative document vectorization.
The first point (as seen in the book classification problem), improved the
output compared to non-enriched examples. Enriching lightweight methods
like LSA improved the mean F1-score from 69.6% to 81.4% with the ComplEx
[20] embedding - improving it by 11.8%, the Doc2Vec representation from
69.6% up to 81.5% with QuatE embedding [24] - gaining 11.9% performance.
BERT’s enrichment improves the F1-score from 83.1% up to 87.0% with
TransE.
As for the embedding obtained only from the KG, the ComplEx [20]
embedding of the knowledge graph gives the highest F1-score 81.9% for the
book task. The conclusion that can be drawn from this evaluation is that
the enrichment method enhances all methods.
The second point refers to tasks for which entity representation does not
exist, e.g., the fake news - author profiling. For such tasks, the proposed
method embedds each contextually meaningful word and creates a single
representation with the aggregation of the embeddings of words taken as
entities. The LSA based baseline for the fake news profiling task was 69.3%
accurate. Improvements of the document representation gave up to 71.0%
accuracy, makeing for a 1.7% accuracy gain with the TransE [2] embedding.
Even with enrichment based on no general structure, the proposed method
can improve the performance of a specific task. The method maintains the
space structure as shown in Figure 5.1, compared to the original LSA space
shown in Figure 5.3.
Methods with low computational overhead can improve performance with
the introduction of external knowledge about entities. Different embedding
approaches account to different performance gains dependant on the entity
they embed. For instance, the book classification task benefits from ap-
proaches that maintain symmetry and inversion proprieties. On the other
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hand, the LSA based author profiling task, which uses no general entity
representation, benefits from the employment of different approaches, with
TransE,ComplEx and RotatE as the ones that contributed to the top scores
and maintained compositional, symmetry and inverse patterns. The pro-
posed method needs only a small amount of data, making it a potential
few-shot learning method.
Further improvements can be achieved by introducing different knowledge
graphs for different tasks. Another approach is to explore general methods
for document embedding with additional knowledge. One way to explore
this is to find document representations in complex numerical spaces by us-
ing methods like ComplEx and QuatE. In this way we can exploit word
relationships that are masked in current representation methods. Finally, we
suggest development of general strategies for entity discovery.
50 Boshko Koloski
Bibliography
[1] Kurt Bollacker, Colin Evans, Praveen Paritosh, Tim Sturge, and Jamie
Taylor. Freebase: A collaboratively created graph database for struc-
turing human knowledge. In Proceedings of the 2008 ACM SIGMOD
International Conference on Management of Data, SIGMOD ’08, page
1247–1250, 2008.
[2] Antoine Bordes, Nicolas Usunier, Alberto Garcia-Duran, Jason Weston,
and Oksana Yakhnenko. Translating embeddings for modeling multi-
relational data. In Advances in Neural Information Processing Systems
26, pages 2787–2795. 2013.
[3] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova.
BERT: Pre-training of deep bidirectional transformers for language un-
derstanding. In NAACL-HLT, 2019.
[4] Christiane Fellbaum. WordNet: An Electronic Lexical Database. Brad-
ford Books, 1998.
[5] Nathan Halko, Per-Gunnar Martinsson, and Joel A Tropp. Finding
structure with randomness: Probabilistic algorithms for constructing
approximate matrix decompositions. SIAM review, 53(2):217–288, 2011.
[6] Zellig S. Harris. Distributional Structure, pages 775–794. Springer
Netherlands, Dordrecht, 1970.




[8] Seyed Mehran Kazemi and David Poole. Simple embedding for link
prediction in knowledge graphs. In NeurIPS, 2018.
[9] Timothée Lacroix, Nicolas Usunier, and Guillaume Obozinski. Canon-
ical tensor decomposition for knowledge base completion. In Interna-
tional Conference on Machine Learning, 2018.
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