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Abstract. The cyclic railway timetabling problem (CRTP) essentially is defined by some con-
straint graph together with a cycle period time. We point out the relevance of cycles of the constraint
graph for the CRTP. This covers valid inequalities for a Branch & Cut approach and special cases
in that CRTP becomes easy. But emphasis will be put on the problem formulation.
The most intuitive model for cyclic timetabling involves node potentials. Modelling the cyclicity
appropriately immediately results in an integer variable for every restriction, or arc of the con-
straint graph. A more sophisticated model regards the corresponding (periodic) tension. This
well-established approach only requires an integer variable for every co-tree arc. The latter may
be interpreted as representants for the elements of (strictly) fundamental cycle bases.
We introduce the more general concept of integral cycle bases for characterizing periodic tensions.
Whereas the number of integer variables is still limited to the cyclomatic number of the constraint
graph, there is a much wider choice for the cycle basis. One can profit immediately from this, because
there are box constraints known for every integer variable that could ever appear.
Key words. periodic event scheduling problem, railway optimization, integral cycle basis, mixed
integer programming
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1. Introduction. In a cyclic timetable, connections are operated every cycle
period at the same time instant. For example, the high speed ICE train from Cologne
to Amsterdam reaches Amsterdam every two hours between 10:00 and 22:00 at 53
minutes past the hour.1 Such cyclic timetables, also known as periodic timetables,
are widely used in urban railway systems and in European national railway systems.
For the cyclic timetabling task, we are given a fixed set of lines in a traffic network.
All the lines are operated with the same cycle period time. A cyclic timetable fixes the
arrivals and departures of every line to instants within one abstract copy of the cycle
period time. In order to get to a complete timetable, the abstract cycle period time has
to be mapped to some clock time. In particular, the first and last trains of every line
have to be fixed, and occasionally some additional rush-hour trips will be scheduled.
In order to complete our sketch of the planning process of public transportation
companies, we mention that the timetable serves as input for the vehicle scheduling,
which usually is followed by the crew scheduling task. For a much more extensive
description of that planning process, we refer to Bussieck et al. (1997).
Mathematical models and techniques for cyclic timetabling have been an actual
topic for the last years. Because of the privatization of the European national and
urban railways, railway operators are showing a growing interest in methods for im-
proving and speeding up their timetable planning processes. Moreover, the increasing
computational power of computers, together with the advances in mathematical mo-
dels and solution methods, have made it technically possible to solve complex cyclic
timetabling problems in a reasonable amount of time. Mathematical methods for
constructing cyclic timetables are currently in use at NS Reizigers, The Netherlands
(Hooghiemstra et al., 1999), and are being considered by the Berlin underground,
Germany (Liebchen and Möhring, 2002).
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1Actually, the train 16:56 is an exception and the 18:53 arrival is skipped.
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Consequently, quite a bit of literature has been published in the area of cyclic
timetabling the last decade. Most papers are based on the Periodic Event Scheduling
Problem (PESP) introduced by Serafini and Ukovich (1989). Voorhoeve (1993) first
used the PESP to model the problem of finding a feasible cyclic railway timetable.
Schrijver and Steenbeek (1993) improved Voorhoeve’s model and developed a con-
straint programming based algorithm. Nachtigall (1994, 1996a) first considered an
objective function, namely minimizing the passenger waiting time. In a related pa-
per (Nachtigall, 1996b), cyclic timetables consisting of train lines with different cycle
times are studied. Nachtigall and Voget (1996) developed a genetic algorithm for mi-
nimizing the passenger waiting time. They also considered the bi-criterion objective
of infrastructure investments versus passenger waiting time improvement (Nachtigall
and Voget, 1997). Odijk (1996, 1997) studied the problem of composing several cyclic
timetables for a station and its surroundings, so as to evaluate future infrastructure
extension specifications.
An instance of a PESP based cyclic timetabling problem can be represented by a
graph, the so-called constraint graph. This paper considers the relation between PESP
based cyclic timetabling models and cycles in graphs. We first recall that periodic
timetabling is easy as long as the constraint graph is a forest. Then we propose a
transformation of the classical PESP based model to a formulation that is stated in
terms of cycles in the constraint graph. The latter formulation contains an integer
variable for every of the possibly exponentially many cycles in the constraint graph.
We show when it suffices to consider only linearly many of these integer variables,
and derive relevant properties of cycle bases. Further, some small examples illustrate
the limits of our theory. Nachtigall (1996a) and Odijk (1996) showed that every cycle
in the constraint graph induces several cutting planes for the PESP. Based on their
findings, we present a class of cycles that induce strong cutting planes for the cyclic
timetabling problem.
2. Cyclic Timetabling Models. This paper considers the widely used PESP
(Serafini and Ukovich, 1989) for modeling cyclic timetables through periodic time
window constraints. A periodic time window constraint periodically relates a pair
of variables vi and vj , which represent the arrival or departure times of two train
lines at some network node. More precisely, vi and vj represent the time instants at
which two events i and j take place. In modeling cyclic timetables, an event is formed
by a triplet (train, node, arrival) or (train, node, departure). For example, vi may
represent the arrival time of the mentioned ICE high speed line in Amsterdam. In
that case, the event i consists of the triplet (ICE, Amsterdam, arrival).
A periodic time window constraint, then, involves a pair of events, (i, j), and has
the general form
vj − vi + Tpij ∈ [ℓij , uij ]. (2.1)
For the moment ignoring the term Tpij , this constraint says that event j should take
place between ℓij and uij minutes later than event i does. The interval [ℓij , uij ] is the
time window for the constraint. But with a cycle time T = 60, event j takes place
10 minutes after event i if vj = 5 and vi = 55, even though vj − vi = −50. Because
of this cyclic nature of the timetable, the constraint (2.1) should be taken modulo T .
This is where the term Tpij enters. The variable pij is required to be integer, and
therefore the term Tpij allows for adding or subtracting an arbitrary integer multiple
to or from the left hand side of the constraint. Thus, the term Tpij models the cyclic
nature of the constraint. Since (2.1) is a periodic constraint, we assume 0 ≤ ℓij < T ,
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and 0 ≤ uij − ℓij < T .2 The former assumption just scales the lower bound of the
time window, and the latter assumption prevents meaningless time windows. Finally,
we are interested in a timetable for one cycle period T , and therefore have the bounds
0 ≤ vi < T for the real valued variables.
2.1. Railway Timetabling Example Constraints. The following examples
briefly illustrate the modeling power of periodic time window constraints of type (2.1)
for cyclic railway timetables. We use d to indicate departure events, and a for arrival
events. Moreover, for clarity, we use indices 1, 2, 3, rather than ij, for the integer
variables pij in the periodic time window constraints.
Suppose that a train t1 takes 20 minutes to run from A to B. This gives the
constraint
vt1,A,d − vt1,B,a + Tp1 ∈ [20, 20].
Next, suppose that upon arrival in B, train t1 has to stop between 1 and 3 minutes
for the boarding and alighting of passengers before departing again. This gives
vt1,B,d − vt1,B,a + Tp2 ∈ [1, 3].
Finally, suppose that, upon arrival in B, passengers need to be able to transfer from
train t1 to a connecting train t2. Moreover, we want to give the passengers between
2 and 5 minutes to transfer to the connecting train t2. We then have
vt2,B,d − vt1,B,a + Tp3 ∈ [2, 5].
For much more extensive examples we refer to Krista (1996) and Peeters (2003).
2.2. Formulating the PESP. Let V be the set of events to be scheduled,
representing train arrival and departure times, with |V | = n. Further, let A be the
set of event pairs for which we have a timetable constraint, with |A| = m. The PESP
model for cyclic timetabling is then defined as
PESP: Find a solution (v, p)
satisfying vj − vi + Tpij ∈ [ℓij , uij ] for all (i, j) ∈ A
v ∈ [0, T )n
p ∈ Zm
The NP-completeness of the PESP for integer valued event times vi and variable
cycle time T has been shown by Serafini and Ukovich (1989) by a reduction from the
Hamiltonian Cycle Problem. For a fixed cycle time T ≥ 3, NP-completeness was
shown by a reduction from the Vertex Coloring Problem (Odijk (1997)). From this
reduction and a result of Stockmeyer (1973), one can easily deduce that the PESP with
cycle time T = 3 is NP-complete even for planar graphs. Finally, after substituting
a fixed vector p, the above mathematical program just formulates a Shortest Path
problem with distance label variables vi. Hence, for a fixed vector p, the PESP is
polynomially solvable. This shows that the integer variables pij form the hard part
of the PESP.
2In fact, after elimination of redundancies, we have 0 < uij − ℓij < T .
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2.3. The Constraint Graph. Because all constraints in the PESP are defined
on pairs of events, a PESP problem instance can be described by a so-called constraint
graph G. G is a directed graph. Its node set is the event set V , and the arc set is
formed by the constraint set A. So for each event pair (i, j), for which a constraint
is defined, we have an arc in G. Each arc, in turn, is described by its time window
[ℓij , uij ]. The only other parameter in the problem is the cycle time T . Therefore,
a PESP instance is completely described by the constraint graph G = (V, A, l, u),
together with the cycle time T . It can easily be seen that even optimizing a linear
objective over a PESP instance is trivial as long as the constraint graph is a forest:
We just have to perform depth first search for every connected component. Hence,
the cycles in G are the challenging part in periodic scheduling.
In the remainder of the paper, we use both the terms node and event, and event
pair and arc. We use single indices i, j, k, . . . to indicate nodes in V . Arcs in A
are denoted either by the double index (i, j), with the subscript ij, or by the single
index a. We consider cycles and paths in the underlying undirected graph, i.e. they do
not need to be directed in G. Therefore, we use the following notation. We arbitrarily
choose a direction for each cycle C ∈ G. With respect to that direction, C consists of
forward and backward arcs. The sets of forward and backward arcs are denoted by
C+ and C−, respectively. For paths, a similar notation is used. A path from s to t
is denoted by Pst. The path Pst is directed from s to t, and the sets of forward and





2.4. The Cycle Periodicity Formulation. The constraint graph gives rise to
an alternative formulation for the PESP. In order to derive this formulation, consider a
directed graph G = (V, A). A function f : V → R is often referred to as a potential. So
the event time instant variables vi, i ∈ V form a potential. A function x : A → R is a
periodic tension with period T if, for some potential v and some integer vector p ∈ Zm,
xa = vj − vi + Tpij for all a = (i, j) ∈ A.
So we can associate a periodic tension x with a solution (v, p) to a PESP instance. A






xa = TqC , for some integer variable qC . (2.2)
The following theorem gives a necessary and sufficient condition for checking whether
a function x : A → R is a periodic tension with period T , without having to construct
a solution to the PESP.
Theorem 2.1 (Nachtigall, 1994). Given a directed connected graph G = (V, A)
and a period T , a function x : A → R is a periodic tension with period T if and only
if each cycle C ∈ G has the cycle periodicity property.
Proof. Let x : A → R be a periodic tension. Summing the values xa = vj − vi +
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xa = TqC for all cycles C ∈ G.
We construct a corresponding solution (v, p) to the PESP. Choose an arbitrary span-
ning tree H of G, and set pa = 0 for all a ∈ H . Next, choose some arbitrary node s,












where Psi is the path in H .
For a tree arc (i, j) ∈ H , the thus constructed function v : V → R satisfies
























So, by our choice for pij , we obtain xij = vj − vi + Tpij .
For a non-tree arc (i, j) 6∈ H , adding (i, j) to the tree creates a cycle C. If C




























since C consists of Psi, (i, j), and Psj . If C does not contain s, then the common
part of the paths Psi and Psj cancels out in the above expression. We therefore have
xij + vi − vj = TqC . So, setting pij = qC yields xij = vj − vi + Tpij.
It follows that x is a periodic tension.
A similar and well known result for classical, a-periodic, tensions is obtained when
qC is set to zero beforehand in the cycle periodicity property (2.2).
In fact, the proof of theorem 2.1 indicates a recipe for constructing a PESP
solution (v, p) from a periodic tension x. If the periodic tension x moreover satisfies
the time windows, that is, if ℓa ≤ xa ≤ ua for all a ∈ A, then it can be used to
obtain a solution for the PESP. Thus, a solution for the PESP can also be obtained
by solving the Cycle Periodicity Formulation (CPF) below.







xa = TqC for all C ∈ G (2.4a)
ℓa ≤ xa ≤ ua for all a ∈ A (2.4b)
x ∈ Rm (2.4c)
q ∈ Zc (2.4d)
Here, c equals the number of cycles in G. A drawback of the CPF is that G can contain
exponentially many cycles, so c can be an exponentially large number. In particular,







2 simple cycles. Moreover, parallel
arcs are allowed in periodic scheduling, and are in fact quite common in modelling
cyclic timetables. The CPF contains c so-called cycle periodicity constraints (2.4a),
and moreover c integer variables qC . The PESP formulation, on the other hand, has
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m periodic time window constraints and m integer variables. However, in section 3.2
we show that, under certain conditions, it suffices to require the cycle periodicity
constraints for all cycles in a basis of the cycle space of G. This cycle space has
dimension k = m − n + 1, where k is the cyclomatic number of G.
2.5. Bounds on the Cycle Integer Variables. The following important result
for the PESP by Odijk (1996) gives lower bounds and upper bounds on the integer
variables qC in the CPF.
Theorem 2.2 (Odijk, 1996). A PESP instance defined by the constraint graph
G = (V, A, l, u) and a period T is feasible if and only if there exists an integer vec-







pa ≤ bC (2.5)


























Note that the assumption p ∈ Zm is important. Lindner (2000) provides an
infeasible constraint graph, for which a fractional vector p fulfills any of the above
cycle inequalities. If such an example did not exist, Theorem 2.2 would prove PESP
to reside in NPC ∩ co-NP , which is empty unless P = NP .
From equation (2.3), one sees that the parameters aC and bC can be also used as
lower bounds and upper bounds on the variables qC in the CPF.
Lemma 2.3. The cycle periodicity variables qC in the CPF are bounded by aC ≤
qC ≤ bC.
Proof. Consider the cycle periodicity constraints (2.4a), and use the time win-
dows ℓa ≤ xa ≤ ua to obtain bounds on qC . Because of the integrality of qC , these
bounds can be divided by T and rounded, giving aC and bC .
3. Cycle Bases and Cyclic Timetabling. This section describes the impor-
tance of cycle bases for cyclic timetabling. First, the concept and notation of cycle
bases for undirected and directed graphs are briefly reviewed. Next, we present a
theorem that shows when it suffices to enforce the cycle periodicity constraints (2.4a)
only for the cycles in a cycle basis of G. The remainder of the section explores some
other properties of cycle bases that are relevant for the CPF.
3.1. Cycle Bases of Graphs. We first briefly review the concept of a cycle
basis of a graph. For an in-depth coverage of the subject, see Deo (1982) or Bollobás
(1998). In an undirected graph U = (V, E), a cycle C is encoded by a so-called cycle
vector ϕC defined as
ϕC,e=
{
1 if e ∈ C,
0 otherwise.
Arithmetic for cycle vectors in undirected graphs is considered over the field GF(2).
The cycle space of an undirected graph U is the space spanned by the {0, 1} cycle
vectors ϕC of cycles C ∈ U . Hereby we obtain exactly the vectors that have an
even degree at any node. The cycle space of an undirected connected graph has the
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cyclomatic number k = m − n + 1 as its dimension. Hence, in general we have up
to 2k − 1 simple cycles in U . A set of cycles is called a cycle basis, if it is a basis
of the cycle space of U . For a cycle basis B with cycle vectors ϕ1, . . . , ϕk, the cycle
matrix Γ′B is the k × m matrix with the cycle vectors ϕ1, . . . , ϕk as rows.
In a directed graph G = (N, A), a cycle C is encoded by a {0,±1} cycle vector γC .
Such a cycle is not required to be directed, so it may contain forward and backward
arcs. Choosing an arbitrary direction for the cycle, a cycle vector γC for a directed







1 if a is a forward arc in C,
−1 if a is a backward arc in C,
0 if a /∈ C.
Contrary to the undirected case, arithmetic is performed over the field Q for cycles
in directed graphs. The cycle space of a directed graph G is the space spanned by the
{0,±1} cycle vectors γC of cycles C ∈ G, and the cycle space of a directed connected
graph also has dimension k = m − n + 1. A set of cycles of G is called a cycle basis,
if it is again a basis of the cycle space of G. The cycle matrix ΓB corresponding to
the set of vectors γ1, . . . , γk of a cycle basis B, is the k ×m matrix with γ1, . . . , γk as
rows.
3.2. Expressing Cycle Periodicity through Cycle Bases. For characteri-







only for the cycles of an arbitrary cycle basis of G, instead of for all cycles in G (see,
for example Deo, 1982, Bollobás, 1998). This section presents a similar result for
periodic tensions. However, for periodic tensions, we must ensure that the used cycle
basis is integral.
Definition 3.1 (Integral Cycle Basis). A cycle basis B of G is an integral cycle
basis if every non-basic cycle is an integer linear combination of the cycles in B.
Let us explain integral cycle basis in more detail. Consider a cycle basis B =
{C1, . . . , Ck} with basic cycle vectors γ1, . . . , γk. For any cycle D, let (λD1 , . . . , λ
D
k )






Then B is an integral cycle basis if λD is an integral vector for every cycle D.
The following theorem shows that it suffices to require the cycle periodicity con-
straint for the cycles in an integral cycle basis of G only.
Theorem 3.2. If the cycle periodicity property holds for every cycle in an integral
cycle basis B of G, then it holds for every cycle in C.
Proof. Let B = {C1, . . . , Ck} be an integral cycle basis of G, with cycle vec-











xa = Tqi, for all i = 1, . . . , k, (3.2)
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where qi is the integer variable for cycle Ci. Consider a non-basic cycle D, and let
λD = (λD1 , . . . , λ
D












































i qi is integer. Therefore, the cycle periodicity property also
holds for any cycle D 6∈ B.
So, as long as we use an integral cycle basis, it suffices to require cycle periodicity
only for the k basic cycles, in order to characterize periodic tensions. Moreover, the
solution to the mathematical program (2.4) may violate the cycle periodicity property
for non-basic cycles, if the cycle periodicity constraints are required only for the cycles
in a non-integral cycle basis. This may result in a timetable that violates some of
the imposed periodic constraints. Appendix A illustrates this problem through an
example constraint graph. It follows that integral cycle bases form the minimal subset
of cycles that suffices for formulating the CPF (2.4).
To check integrality of a cycles basis B, Cramer’s rule immediately provides a
sufficient criterion. Consider the cycle matrix ΓtB = [γ1, . . . , γk]. Removing the rows
that correspond to the arcs of some spanning tree, we obtain a regular k × k sub-
matrix A of ΓtB. If | det(A)| = 1, then the unique solution to the system Ax = b
is integer for every all-integer right hand side b. In particular, every cycle D is an
integer linear combination of the basic cycles C1, . . . , Ck if | det(A)| = 1. In fact,
the above determinant condition is both, necessary and sufficient, as follows from an
elementary result in the theory of integral lattices (Schrijver, 1998). The following
theorem summarizes the above.
Theorem 3.3. A cycle basis B is integral if and only if any regular k × k
submatrix of its cycle matrix ΓB has determinant ±1. The latter is already true, if
only one regular k × k submatrix of ΓB has determinant ±1.
3.3. Fundamental Cycle Bases for Directed Graphs. In this section, we
follow the notation of Whitney (1935) when he introduced the concept of matroids.
First some properties of fundamental and strictly fundamental cycle bases for directed
graphs are described. Next, we show that these cycle bases are integral.
Definition 3.4 (Strictly Fundamental Cycle Basis). A set B of k cycles in a
graph G is a strictly fundamental cycle basis if there exists a spanning tree H of G,
such that the non-tree arcs of H generate B.
Lemma 3.5 (Berge, 1962). Any non-basic cycle D is a {0,±1} linear combination
of the cycles in a strictly fundamental cycle basis B.
We present a proof of Lemma 3.5 because the same ideas lead to a more general
result.
ON CYCLIC TIMETABLING AND CYCLES IN GRAPHS 9
Proof. Each cycle in a strictly fundamental cycle basis B contains an arc that
appears exclusively in it, namely the generating non-tree arcs of the cycle. Placing
these k unique arcs in the first columns, the cycle matrix Γ can be written in the form
Γ = [I|N ], where I is the identity matrix. Let the unique linear combination of basic
cycles that yields the non-basic cycle D be denoted by λD = (λD1 , . . . , λ
D






















So, for the first k elements of γD, we have [γD,1, . . . , γD,k] = [λ
D
1 , . . . , λ
D
k ]. This
uniquely determines λD. Since γD ∈ {0,±1}m, it follows that λD ∈ {0,±1}k.
Actually, the proof indicates the following scheme for constructing the linear
combination λD = (λD1 , . . . , λ
D







1 if the generating chord of γi is a forward arc in D,
−1 if the generating chord of γi is a backward arc in D,
0 otherwise.
Definition 3.6 (Fundamental Cycle Basis). A set B of k cycles in a graph G
is a fundamental cycle basis if there exists an ordering C1, . . . , Ck of the cycles in B
such that Ci \ (Ci−1 ∪ · · · ∪ C1) 6= ∅ for all i = 2, . . . k.
So, a cycle basis is fundamental if, for some ordering of the cycles, each cycle
contains at least one arc that is not part of its predecessors in that ordering. It is
easy to see that a strictly fundamental cycle basis is also fundamental. Indeed, since
each cycle in a strictly fundamental cycle basis has a unique arc, it holds that for any
ordering of the cycles in a strictly fundamental basis, we have Ci\(Ci−1∪· · ·∪C1) 6= ∅.
Lemma 3.7. Any non-basic cycle C is an integer combination of the cycles in a
fundamental cycle basis B.
Proof. Let the basic cycle vectors γ1, . . . , γk be ordered according to the funda-
mentality definition. We arrange the cycle matrix Γ as follows. Row i contains cycle
vector γk−i+1, and the columns are arranged such that the unique arc of cycle Ci is
placed in column k − i + 1. Since each cycle in the basis contains at least one arc
that is not contained in its predecessors, there may be multiple candidates for being
placed in the ‘unique’ column. In that case, we arbitrarily choose one. Arranging the
cycle matrix in this way, it is written as Γ = [U |N ], where U is an upper triangular
matrix with all ones on the diagonal. Next, let the unique linear combination of basic
cycles that yields D be denoted by λD = (λD1 , . . . , λ
D






















Consider the first k elements of γD. These give (γD,1, . . . , γD,k) = U
tλD. The ma-
trix U t is lower triangular with all ones on the diagonal, and all other entries are 0
or ±1. Because of γD ∈ {0,±1}m, by performing Gaussian back substitution one can
see immediately that the vector λD is all-integer.
Theorem 3.8. A (strictly) fundamental cycle basis is integral.
Proof. See Lemmata 3.5 and 3.7.
Strictly fundamental cycle bases show that the CPF is polynomially solvable for
a fixed vector q. The columns of the cycle matrix Γ for a strictly fundamental cycle
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basis can be ordered such that Γ = [I|N ], where N is a network matrix (Schrijver,
1998), so Γ is totally unimodular then. Consequently, for a fixed vector q and integer
valued time windows [ℓa, ua], the CPF defines an integral polyhedron, and thus can
be solved by LP-techniques. Hence, we obtain NP-completeness of the PESP even
without requiring integrality of the potential resp. tension variables explicitly.
This shows that the integer variables qC form the hard part of the CPF, similar
to the variables pij forming the hard part of the PESP. Notice that the cycle matrix
of a general fundamental cycle basis does not need to be totally unimodular, as is
shown in Appendix D.
Earlier papers such as Nachtigall (1994) only proposed strictly fundamental cycle
bases for formulating the CPF. Clearly, integral cycle bases provide a much wider
choice of cycles bases.
3.4. Relation of Cycle Bases for Undirected and Directed Graphs. Con-
sider a directed graph G = (V, A), and let U = (V, E) be the underlying undirected
graph. The projection of a cycle C ∈ G is the cycle C′ ∈ U . So, for the cycle vec-
tors γ and ϕ of C and C′, it holds that ϕ = |γ|. The theorem below describes the
relations between cycle bases for undirected and directed graphs.
Theorem 3.9. Consider a directed graph G = (V, A) with underlying undirected
graph U = (V, E). Suppose that the set of undirected cycles C′1, . . . , C
′
k ∈ U are the
projections of a set of cycles C1, . . . , Ck ∈ G. If C′1, . . . , C
′
k form a cycle basis of U ,
then C1, . . . , Ck form a cycle basis of G.
Proof. Let ϕ1, . . . , ϕk be the cycle vectors of C
′




1, . . . , C
′
k form a




λiϕi = 0 modulo 2 ⇔ λi = 0 modulo 2 for all i = 1, . . . , k. (3.4)
Next, let γ1, . . . , γk be the cycle vectors of C1, . . . , Ck. As remarked above, the cycle
spaces of U and G both have dimension k. Therefore, if γ1, . . . , γk do not form a basis




λiγi = 0. (3.5)
We assume that λ is integer, and that it contains at least one odd λi. Both assump-
tions are without loss of generality, since one can always construct an integer λ by
multiplying by a sufficiently large number, and if all λi’s are even, one can divide
them by the smallest common power of 2.





λiϕi = 0 modulo 2. (3.6)
Since λ is integer, with at least one odd element, (3.6) contradicts (3.4). It follows
that C1, . . . , Ck must form a cycle basis of G.
However, in general the reverse of Theorem 3.9 does not hold, as is shown by the
example in Appendix B. But for integral cycle bases, we know that they project onto
undirected cycle bases.
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Theorem 3.10. Let C1, . . . , Ck form an integral basis of G. Their undirected
projection B := C′1, . . . , C
′
k is a cycle basis for U .
Proof. The result follows, if we can combine any undirected cycle C̃ of U from B.






λiγi, with λi ∈ Z.
Since γC has only odd entries, the componentwise modulo 2 projection gives the
desired result.
Summarizing, figure 3.1 visualizes how cycle bases that are integral, undirected,
or (strictly) fundamental are related. Apart from elementary cases, the examples in
the appendices provide that none of the displayed regions is empty, except possibly




generalized integral undirected directed
TUM
Fig. 3.1. Map of Directed Cycle Bases
4. Good Cycle Bases For Cyclic Railway Timetabling. The previous sec-
tions explained that it is sufficient to enforce the cycle periodicity constraints for all
cycles in an integral cycle basis, and moreover, that fundamental cycle bases are in-
tegral. But a graph has many different cycle bases, and the question arises whether
some are better than others for formulating and applying the CPF.
Suppose that we were to solve the CPF for the CRTP by brute force enumeration
of the possibilities for the vector q. Let WC = bC − aC be the width of the cycle C.
A cycle periodicity variable qC can take WC + 1 different values. For a cycle basis B,




(WC + 1) (4.1)
different values. We call W (B) the width of the cycle basis B. Therefore, brutely
enumerating all possible values for q is done in a minimum number of iterations when
using a cycle basis with minimum width. And also for sophisticated solution methods,
such as Branch & Bound or Branch & Cut, it is sensible to formulate the CPF with
a small or minimum width cycle basis. Therefore, we are interested in small width
cycle bases for formulating the CPF.
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4.1. Transforming the Cycle Basis Objective Function. The width of a
cycle basis is a product and therefore a non-linear quantity. Moreover, the non-
linear operation of rounding involved in computing aC and bC further obscures the
construction of a small or minimum width cycle basis. First, in order to obtain a
linear quantity for the width of a cycle basis, define
LW (B) = log W (B) = log
∏
C∈B
(WC + 1) =
∑
C∈B
log(WC + 1). (4.2)
Since the logarithm is a monotonous transformation, a minimum width cycle basis B∗
also attains the minimum for the function LW .
Second, consider the impact of rounding in computing aC and bC , and thus in
computing WC . To that end, we forget about rounding for the moment, and consider


























For a cycle C we define its unrounded width W ′C as






































That means that the direction of the arcs in C does not matter for the unrounded
width W ′C of a cycle C. Moreover, W
′
C is just a linear function of the arc widths wa =
ua − ℓa. The gap between the unrounded and rounded width of a cycle C equals













Using that, for some y ∈ R, 0 ≤ y − ⌊y⌋ < 1 and 0 ≤ ⌈y⌉ − y < 1, we obtain
0 ≤ W ′C − WC < 2.
So, as a heuristic for approximating LW (B), and thus W (B), we could consider











And, since the direction of the arcs does not matter in this function, LW ′(B) may
also be defined on the underlying undirected graph U of G. In that case, minimizing
LW ′(B) is very similar to the so-called minimum cycle basis problem for undirected
graphs. As the complexity of finding a minimal fundamental cycle basis or even
finding a minimal integral cycle basis is unknown to the authors, the next section
describes minimum cycle bases of undirected graphs.
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4.2. Minimum Cycle Bases. Consider the problem of finding a so-called mi-
nimum cycle basis in an undirected graph.
Definition 4.1. Given an undirected graph U = (N, E) with edge weights we







A minimum (strictly) fundamental cycle basis is a minimum cycle basis among the
(strictly) fundamental cycle bases.
Many authors studied minimum cycle bases. Horton (1987) has developed an
O(m3n) algorithm for constructing a minimum cycle basis. However, the previous
section showed that we need an integral cycle basis for the CPF, and Horton’s algo-
rithm may return a non-integral cycle basis. Deo et al. (1982) proved that the problem
of finding a minimum strictly fundamental cycle basis3 for the unit edge weight case
is NP-complete.
4.3. Minimum Cycle Bases and the CPF. Since the minimum cycle ba-
sis problem has already been studied in literature, and algorithms are available, we
propose to use minimum cycle basis algorithms as heuristics for constructing small
width cycle bases for formulating the CPF. However, such an algorithm may yield a
non-integral cycle basis, so the solution should be checked carefully afterwards. Al-
ternatively, heuristics for constructing minimum strictly fundamental cycle bases can
be used. Theorem 3.8 shows that these cycle bases are integral.
We are aware of loosing information when using minimum (strictly fundamental)
cycle bases for approximating the minimum of W (B) over all integral cycle bases.
The main inexactness stems from not considering the rounding for computing the
width of a cycle. To illustrate the inexactness of applying the unrounded width,
consider the constraint graph Kn, n ≥ 7 with T = 10, and the infeasible time windows
[la, ua] = [3, 4] for all arcs a ∈ A. The shortest infeasible cycles have seven arcs. But
a minimum cycle basis for the underlying undirected graph U , with respect to the
edge weights we = wa = 1, will only consist of triangles, which are all feasible.
Moreover, a minimum cycle basis for an undirected graph does not have to be
fundamental. Leydold and Stadler (1998) provide an example of this phenomenon
on K9, and we propose the smallest possible example, defined on K8, in Appendix C.
Finally, heuristics for the minimum strictly fundamental cycle basis problem that
occasionally only take into account the edge weights may lead to quite poor results.
Consider Kn with we = 1 for all e ∈ E. A minimum strictly fundamental cycle basis
consists of triangles, and corresponds to a rooted star tree in G. This cycle basis has





chords induces a triangle.
But as the heuristics to analyze do not take into account the degree of the nodes in
the tree, they will not be able to distinguish a star tree from a Hamiltonian Path. For
the latter, we obtain the total weight by counting how may non-tree edges do close a




(n − i + 1) · i =
1
6
(n − 1)(n − 2)(n + 6).
3Deo et al. use the term ‘minimum-length fundamental cycle set’.
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Here, the index i denotes the lengths of the cycles. This shows that such heuristics
do not even possess constant performance ratios.
5. Benefit of Cycles in Solving CRTP. In the previous sections, we discussed
the benefit of cycles when formulating the CRTP. In this section, we shortly cite
some important results showing how we can profit from cycles when solving CRTP
instances, too.
In section 2, we mentioned that the CRTP becomes easy, after all the integer
variables have been fixed. This is why we define the polyhedron Z to be the convex
hull of the integral vectors p that permit feasible schedules (v, p). Together with
Nachtigall, Lindner (2000) discovered that cycles are necessary in order to express
any valid inequality of Z.
Theorem 5.1 (Lindner, 2000). ϕtp ≥ ϕ0 is a valid inequality for Z, if and only
if ϕ is a circulation and ϕ0 ≤ min{ϕtp | p ∈ Z}.
The cycle inequalities (2.5) are an important special case of this theorem. But
they do not form the complete description of Z, because sometimes they are not tight.
There are constraint graphs in that the original lower bound aC of a cycle inequality
still has to be incremented in order to attain the above minimum (Lindner, 2000).
For solving the (mixed) integer linear program (2.4) in a Branch & Cut context,
we want to have further valid inequalities at hand. Nachtigall (1996a) came up with
another class of valid inequalities, that are – again – defined for every cycle of the
constraint graph. As originally they were expressed in terms of unconstrained slack
variables x̃ := x − l, we reformulate them in the following theorem. To that aim, for






a∈C− la α = a






a∈C− ua β = b
− − b+ b = β mod T.
Theorem 5.2 (Nachtigall, 1996a). Consider a CRTP given by its CPF (2.4).
Let C be a cycle of the constraint graph. If b > 0 and a > 0, then the following change



































For cycles C with C− 6= ∅, Peeters (2003) gives a visualization of both, cycle
inequalities and change cycle inequalities within one common chart, see figure 5.1.
The lines l1 and l2 depict the borders of the halfspaces defined by inequalities (5.1)
and (5.2). The notation for the cycle inequalities (2.5) is just as in theorem 2.2,
together with equality (2.3).
Empirical studies performed by Liebchen (1998) confirm what figure 5.1 suggests.
Neither change cycle inequalities nor cycle inequalities (2.5) dominate the other class
in practice. Rather, both cycle cuts are complementary.
Rests the question which inequalities to choose from the huge stock of three
inequalities per cycle. Determining the sequence of trains on a track frequented by
several lines is one of the major decisions to be made in cyclic timetabling. Liebchen
and Peeters (2002) investigated the subgraphs, i.e. cliques, that ensure such safety
distances, in more detail.































Fig. 5.1. Cycle Inequalities and Change Cycle Inequalities
Consider the events of n lines to be separated and, for notational convenience,
assume the cycle basis to stem from a star tree H , hence being strictly fundamental.





chords, its integer variable
may be boxed by zero and one. But these box constraints only give a poor relax-
ation B := {0, 1}(
n−1
2 ) of the polyhedron Z, where we extend an integral vector z to p
by setting pa = 0 for a ∈ H .
In fact, we are interested in only (n − 1)! integral vectors corresponding to a
permutation, or sequence, of the n lines to be separated. Fortunately, for any integral
vector in B\Z, there is a cycle inequality violated for some non-basic triangle. Hence,





∈ O(n3) cycle inequalities for every triangle explicitly, in
order to cut off the 2(
n−1
2 ) − (n − 1)! infeasible integral vectors from the initial box
polytope B. As the integer variables can also be interpreted as decision variables for
the Linear Ordering Problem (Grötschel et al., 1984), this is generalized by the PESP.
Theorem 5.3 (Liebchen and Peeters, 2002). The Linear Ordering Problem is
polynomially reducible to the problem of minimizing a linear objective function over
an instance of the Periodic Event Scheduling Problem, with fixed interval time T .
6. Conclusions. We did introduce the concept of integral cycle bases. They are
an appropriate tool for characterizing periodic tensions. Although it is an advantage
to be no more limited to strictly fundamental cycle bases in formulating the CRTP,
additional benefit would immediately arise from a better understanding of (minimal)
integral or fundamental cycle bases. Two major questions to be answered are:
• What is the complexity of computing a minimal integral cycle basis of a
directed graph?
• Does every graph have some minimal cycle basis that is fundamental?
Moreover, cycles of the constraint graph play an essential role in Branch & Cut
approaches for solving the CRTP. For every cycle, there are four valid inequalities
known, and the cycles in subgraphs that result from separation constraints are a
promising source for cuts. The latter is closely related to a new proof for the NP-
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completeness of the Periodic Event Scheduling Problem.
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Appendix A. Example of a Non-integral Cycle Basis.
Section 3.2 mentioned that a solution to (2.4) may violate the cycle periodicity
property for non-basic cycles, when the cycle periodicity constraints are required only
for the cycle in a non-integral cycle basis. Consequently, the solution may yield a
timetable that violates some constraints. The directed graph G in figure A.1 provides
an example of this situation. Hartvigsen and Zemel (1989) presented this graph to
prove a theorem stating under which conditions every cycle basis of an undirected
graph is fundamental.
The undirected counterparts of the four cycles C1, . . . , C4 form a basis for the
underlying undirected graph U over GF(2), since k = 4, and no subset of the cycles
sums up to zero modulo 2. By theorem 3.9, it follows that B = {C1, . . . , C4} is
a basis for G. Note that B is not a fundamental cycle basis, since each arc in G
appears in at least two cycles of the basis. It is therefore not possible to re-order the

























Fig. A.1. Directed graph G with cycle basis B = {C1, . . . , C4}
The cycle matrix corresponding to the cycle basis B is the following:
ΓB =





1 1 1 0 −1 1 0 0
0 1 1 1 0 −1 1 0
1 0 1 1 0 0 −1 1





















1 1 1 1 0 0 0 0
]











Fig. A.2. Non-basic cycles C5, C6, C7




























Since B is a basis, these expressions are unique. It follows that B is non-integral.
Note that the three cycles C5, C6, C7 represent the structure of all cycles in G that
are not in the cycle basis, and so every non-basic cycle in G is a non-integer linear
combination of the basic cycles. Changing the direction of a cycle or arc does not
disturb the result, since the former means changing the sign of a row, and the latter
means changing the sign of a column.
To illustrate that this may lead to a false solution, consider the PESP instance
in figure A.3(a), with T = 60. Figure A.3(b) shows the solution
x̄ =
[




20 20 20 20 15 15 15 15
]
,






x̄a = 60 for all C ∈ B, (A.1)
where the cycle basis B still consists of the cycles C1, . . . , C4. However, for the non-
basic cycles C5, C6, C7, we have respectively
x̄1 + x̄6 − x̄7 = 20, (A.2)
x̄1 + x̄2 + x̄6 − x̄8 = 40, (A.3)
x̄1 + x̄2 + x̄3 + x̄4 = 80. (A.4)
Since T = 60, these cycles clearly do not satisfy the cycle periodicity property. Fi-
nally, consider figure A.3(c), that tries to construct a node potential solution for the
periodic tension solution x̄. Choosing the value 0 for the center node, the corner
nodes each have to take the value 15 because of the value x̄a = 15 for the bold tree
arcs a = 5, . . . , 8. But clearly, this node potential does not comply with the periodic
tensions x̄a = 20 for the arcs a = 1, . . . , 4.
Appendix B. Directed Cycle Basis Not Inducing Undirected Basis.
Figure B.1 provides an example of a directed graph G, and a cycle basis B =
{C1, C2, C3} that does not form a basis for the underlying undirected graph U . The
cycle matrix ΓB is displayed below.
First, through inspection of the possible cases, it can be seen that none of the
three cycles C1, C2, C3 can be expressed as a linear combination of the other two, so































Fig. B.1. B = {C1, . . . , C3} forms a basis for G, but not for the underlying undirected graph U
the cycles form a cycle basis of G. Second, when considering the three cycles in the
underlying undirected graph G, actually each cycle is equal to the sum of the other
modulo 2, so C1, C2, C3 do not form a basis for U .
ΓB =
1 2 3 4 5 6


1 1 0 1 −1 0
0 1 1 0 1 −1






This obviously is the smallest possible example.
The smallest set of directed cycles that form a minimum directed cycle basis, but
that does not impose a cycle basis for the underlying undirected simple graph is
(1, 2, 3) (1, 2, 4) (1, 3, 5) (1, 4, 6) (1, 5, 6)
(2, 3, 6) (2, 4, 5) (2, 5, 6) (3, 4, 5) (3, 4, 6)
on the directed K6. On one hand, the set only contains triangles, hence it is minimum.
And as there are 10× 10 submatrices of the cycle matrix that have non-zero determi-
nant, it is indeed a directed cycle basis. On the other hand, as every edge is hit exactly
twice, it cannot be an undirected cycle basis. The example is node-minimal, because
we have to cover every arc at least twice, but a cycle basis consisting only of triangles,
covers all the arcs together only 3k = 3(m−n+1) times. From 2m ≤ 3(m−n+1) we
immedialtely deduce m ≥ 3n− 3, which for simple graphs can only be true for n ≥ 6.
Appendix C. Minimum Cycle Basis Not Being Fundamental. The fact
that there are minimum undirected cycle bases that are not fundamental has been
proven by Leydold and Stadler (1998). They gave an example on the complete graph
on nine vertices K9. We do propose a smaller example, on K8:
{1, 2, 3} {1, 2, 4} {1, 2, 5} {1, 3, 4} {1, 3, 5} {1, 4, 6} {1, 5, 7}
{1, 6, 8} {1, 7, 8} {2, 3, 6} {2, 3, 7} {2, 4, 7} {2, 5, 8} {2, 6, 8}
{3, 4, 8} {3, 5, 6} {3, 7, 8} {4, 5, 6} {4, 5, 8} {4, 6, 7} {5, 6, 7}
This is a minimum cycle basis, because it only contains the smallest possible cy-
cles, and it leads to a matrix of full row rank over GF(2). Nevertheless, it is not
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fundamental, as every edge is contained in at least two triangles.
Moreover, K8 is a node-minimal graph on that one may find such an example.
Theoretically, K7 could contain 15 triangles that are linearly independent and that
do cover every edge by at least two basic cycles. Simple counting tells us that then
there have to be three edges that will be be hit precisely three times. But if they
did not constitute a triangle themselves, there would be vertices of odd degree, which
is impossible in a union of cycles. Hence, we just have to add the basic cycles that
do not appear in the linear combination for representing the triangle containing the
edges that are hit three times, in order to come up with a non-trivial combination of
the null vector, proving that K7 cannot provide such an example.
Appendix D. Fundamental Cycle Basis without TUM Cycle Matrix.
Figure D.1 provides an example of a directed graph G, and a fundamental cycle

















Fig. D.1. Fundamental cycle basis B = {C1, C2, C3}, not having totally unimodular cycle matrix
The cycle matrix ΓB is displayed below.
ΓB =
1 2 3 4 5 6


1 0 1 0 1 −1
0 1 −1 −1 0 −1






As the three first columns form an upper triangular matrix, B is fundamental. But
as the 2×2-submatrix of columns 3 and 6, and rows γ1 and γ2, has determinant −2 6∈
{0,±1}, ΓB is not totally unimodular.
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696/2000 Sándor P. Fekete, Ekkehard Köhler, and Jürgen Teich: Optimal FPGA module
placement with temporal precedence constraints
695/2000 Sándor P. Fekete, Henk Meijer, André Rohe, and Walter Tietze: Solving a
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