The present paper studies the problem of when a team of learning machines can be aggregated into a single learning machine without any loss in learning power. The main results concern aggregation ratios for vacillatory identi cation of languages from texts. For a positive i n teger n, a m a c hine is said to TxtFex n -identify a language L just in case the machine converges to up to n grammars for L on any text for L. F or such identi cation criteria, the aggregation ratio is derived for the n = 2 case. It is shown that the collection of languages that can be TxtFex 2 identi ed by teams with success ratio greater than 5=6 are the same as those collections of languages that can be TxtFex 2 -identi ed by a single machine. It is also established that 5=6 is indeed the cut-o point by showing that there are collections of languages that can be TxtFex 2 -identi ed by a team employing 6 machines, at least 5 of which are required to be successful, but cannot be TxtFex 2 -identi ed by a n y single machine. Additionally, aggregation ratios are also derived for nite identi cation of languages from positive data and for numerous criteria involving language learning from both positive and negative data.
Abstract 1
The present paper studies the problem of when a team of learning machines can be aggregated into a single learning machine without any loss in learning power. The main results concern aggregation ratios for vacillatory identi cation of languages from texts. For a positive i n teger n, a m a c hine is said to TxtFex n -identify a language L just in case the machine converges to up to n grammars for L on any text for L. F or such identi cation criteria, the aggregation ratio is derived for the n = 2 case. It is shown that the collection of languages that can be TxtFex 2 identi ed by teams with success ratio greater than 5=6 are the same as those collections of languages that can be TxtFex 2 -identi ed by a single machine. It is also established that 5=6 is indeed the cut-o point by showing that there are collections of languages that can be TxtFex 2 -identi ed by a team employing 6 machines, at least 5 of which are required to be successful, but cannot be TxtFex 2 -identi ed by a n y single machine. Additionally, aggregation ratios are also derived for nite identi cation of languages from positive data and for numerous criteria involving language learning from both positive and negative data.
Introduction
The present paper investigates the problem of aggregating a team of learning machines into a single learning machine. In other words, we are interested in nding when a team of learning machines can be replaced by a single machine without any loss in learning power.
A team of learning machines is essentially a multiset of learning machines. A team is said to successfully learn a concept just in case each m e m ber of some nonempty subset of the team learns the concept. If the size of a team is n and if at least m machines in the team are required to be successful for the team to be successful, then the ratio m=n is referred to as the success ratio of the team. The present paper addresses the problem, \For what success ratios can a team be replaced by a single machine without any loss in learning power?" The answer to this question depends on the kind of concepts being learned and the the type of success criteria employed. For the problem of learning recursive functions from graphs, the answer is known for the three popularly investigated criteria of success, namely, Fin ( nite identi cation), Ex (identi cation in the limit) and Bc (behaviorally correct identi cation). For Ex and Bc, Pitt and Smith 24] showed that a team can be aggregated into a single machine if the success ratio of the team is greater than 1=2. For nite function identi cation, Fin, i t w as reported in 15] that a team can be aggregated if the success ratio of the team is greater than 2=3 (this result can also be argued from a result of Freivalds 12] about probabilistic nite function identi cation).
The present paper describes aggregation results about language identi cation from positive data. The main results are in the context of vacillatory identi cation. To facilitate discussion of these results, we informally present some preliminaries from theory of language learning next.
Languages are sets of sentences and a sentence is a nite object the set of all possible sentences can be coded into N | the set of natural numbers. Hence, languages may be construed as subsets of N. A grammar for a language is a set of rules that accepts (or equivalently, generates 14]) the language. Essentially, a n y computer program may be viewed as a grammar. Languages for which a grammar exists are called recursively enumerable.
A text for a language L is any in nite sequence that lists all and only the elements of L repetitions are permitted. A learning machine is an algorithmic device that outputs grammars on nite initial sequences of texts. Two w ell studied criteria for a machine to successfully learn a language are identi cation in the limit and behaviorally correct identi cation. W e next give an informal de nition of these criteria.
A learning machine M is said to TxtEx identify a language L just in case M, fed any text for L, converges to a correct grammar for L. This is essentially the seminal notion of identi cation in the limit introduced by Gold 13] 
(see also Case and Lynes 7] and Osherson and Weinstein 22]).
A learning machine M is said to TxtBc-identify L just in case M, f e d a n y text for L, outputs an in nite sequence of grammars such that after a nite number of incorrect guesses, M outputs only grammars for L. This criterion was rst studied by C a s e a n d
Lynes 7] and Osherson and Weinstein 22] , and is also referred to as \extensional" identi cation.
Osherson, Stob, and Weinstein 20] rst observed that for TxtEx-identi cation, a team can be aggregated if its success ratio is greater than 2=3. Hence, in matters of aggregation, identi cation in the limit of languages from positive data turns out to be similar to nite function identi cation. On the other hand, for TxtBc-identi cation, a result from Pitt 23] can easily be used to show that a team can be aggregated if its success ratio is greater than 1=2. Thus, TxtEx and TxtBc exhibit di erent b e h a vior with respect to aggregation.
We n o w p r e s e n t t wo more criteria of successful language learning, namely, nite identi cation and vacillatory identi cation.
A machine M is said to TxtFin-identify a language L just in case M, fed any text for L, outputs only one grammar and that grammar is for L. 2 We show that for TxtFin-identi cation, a team can be aggregated only if its success ratio is greater than 2=3. Thus, TxtFin-identi cation shows similar behavior as TxtExidenti cation and nite function identi cation so far as aggregation is concerned.
We next consider vacillatory identi cation of languages from texts in which a m a c hine is required to converge to a nite set of grammars. This notion was studied by Osherson and Weinstein 22] and by Case 5] . It should be noted that in the context of function learning, vacillatory identi cation turns out to be the same as identi cation in the limit. This was rst shown by Barzdin and Podnieks 2] (see also Case and Smith 8] ). Let n be a positive i n teger. A learning machine M is said to TxtFex n -identify a language L just in case M, f e d a n y text for L, c o n verges in the limit to a nite set, with cardinality n, of grammars for L. In other words, for any text T for L, there exists a set D of grammars of L, cardinality o f D n, s u c h that M, fed T, outputs, after a nite number of incorrect guesses, only grammars from D.
If the upper bound n in TxtFex n -identi cation is not speci ed and the only requirement is that the machine converge to some nite set of grammars for the language, then the criteria is referred to as TxtFex -identi cation.
We show that for TxtFex -identi cation, a team can be aggregated if its success ratio is greater than 1=2. It is interesting to note that in matters of aggregation TxtFexidenti cation behaves more like TxtBc-identi cation than like TxtEx-identi cation. The problem of aggregation for TxtFex n , h o wever, turns out to be more di cult. We are able to answer this question for the n = 2 case, by showing that for TxtFex 2 -identi cation, a team can be aggregated only if its success ratio is greater than 5=6.
We establish this by s h o wing that the collections of languages that can be TxtFex 2 -identi ed by teams with success ratios greater than 5=6 are exactly the same as those 2 More formally, w e will require the machine to output a symbol ? (denoting`no conjecture yet') on an initial segment of the text and then it will be required to output a correct grammar for the remainder of the text. This is only for technical convenience as it makes the learning machine total and simpli es the proofs.
collections of languages that can be TxtFex 2 -identi ed by a single machine. Our proof of this result involves a fairly complicated simulation argument. We also establish that 5=6 is indeed the cut-o point for TxtFex 2 aggregation by employing a diagonalization argument t o s h o w that there are collections of languages that can be TxtFex 2 -identi ed by a t e a m o f 6 m a c hines, at least 5 of which are required to be successful, but cannot be TxtFex 2 -identi ed by a n y single machine.
The problem of aggregation becomes somewhat more manageable if we are prepared to allow the aggregated machine to converge to extra number of grammars. In fact we are able to show that aggregation can be achieved at success ratios just above 1 =2 i f t h e aggregated machine is allowed to converge to extra number of grammars. For example, for any positive i n teger i, all the collections of languages that can be TxtEx-identi ed by teams of 2i + 1 machines, at least i + 1 of which are required to be successful, can also be TxtFex i+1 -identi ed by a single machine. More generally, using a fairly straight simulation argument, it can be shown that all the collections of languages that can be TxtFex j -identi ed by teams of 2i + 1 m a c hines, at least i + 1 of which are required to be successful, can also be TxtFex (i+1) j -identi ed by a single machine.
In Section 3.7, we s h o w that aggregation issues in the context of language identi cation from both positive and negative data follow a pattern similar to function learning.
We n o w proceed formally. Section 2 records the notation and describes preliminary notions and de nitions from inductive inference literature. Our results are presented in Section 3.
Preliminaries

Notation
Any unexplained recursion theoretic notation is from 26]. The symbol N denotes the set of natural numbers, f0 1 2 3 : : : g. The symbol N + denotes the set of positive natural numbers, f1 2 3 : : : g. Unless otherwise speci ed, i j k l m n q r s t x y , with or without decorations 3 , r a n g e o ver N. Symbols , , , , and denote empty set, subset, proper subset, superset, and proper superset, respectively. S y m bols A and S, with or without decorations, range over sets. D P Q, a n d X, with or without decorations, range over nite sets. Cardinality o f a s e t S is denoted by card(S). We say that card (A) to mean that card(A) is nite. Intuitively, the symbol, , denotes nite without any prespeci ed bound.' a and b, with or without decorations, range over N f g. The maximum and minimum of a set are denoted by m a x ( ) min( ), respectively, where max( ) = 0 and min( ) = ". 26]. Similarly, w e can de ne h : : : i for encoding multiple tuples of natural numbers onto N. By ' we denote a xed acceptable programming system for the partial computable functions: N ! N 25, 26, 19] . By ' i we denote the partial computable function computed by p r o g r a m i in the '-system. The letter, p, in some contexts, with or without decorations, ranges over programs in other contexts p ranges over total functions with its range being construed as programs. By we denote an arbitrary xed Blum complexity measure 3, 14] for the '-system. By W i we denote domain(' i ). W i is, then, the r.e. set/language ( N) accepted (or equivalently, generated) by t h e '-program i.
Symbol E will denote the set of all r.e. languages. Symbol L, with or without decorations, ranges over E. Symbol L, with or without decorations, ranges over subsets of E. We denote by W i s the set fx s j i (x) < s g. The quanti ers`1 8 ' and`1 9 ' m e a ǹ f o r a l l but nitely many' and`there exist in nitely many', respectively.
Learning Machines
We rst consider function learning machines.
We assume, without loss of generality, that the graph of a function is fed to a machine in canonical order. For f 2 R and n 2 N, w e l e t f n] denote the nite initial segment f(x f(x)) j x < n g. We n o w consider language learning machines. A sequence is a mapping from an initial segment o f N into (N f #g). The content of a sequence , denoted content( ), is the set of natural numbers in the range of . The length of , denoted by j j, i s t h e number of elements in . F or n j j, the initial sequence of of length n is denoted
by n]. Intuitively, #'s represent pauses in the presentation of data. We l e t , , a n d , with or without decorations, range over nite sequences. SEQ denotes the set of all nite sequences.
De nition 2 A language learning machine is an algorithmic device which computes a mapping from SEQ into N.
The set of all nite initial segments, SEG, can be coded onto N. Also, the set of all nite sequences of natural numbers and #'s, SEQ, can be coded onto N. T h us, in both De nitions 1 and 2, we can view these machines as taking natural numbers as input and emitting natural numbers as output. Henceforth, we will refer to both functionlearning machines and language-learning machines as just learning machines, or simply as machines. We let M, with or without decorations, range over learning machines.
It should be noted that for all the identi cation criteria discussed in this paper, we are assuming, without loss of generality, that the learning machines are total. 
Criteria of Learning
Language Learning
A text T for a language L is a mapping from N into (N f #g) such t h a t L is the set of natural numbers in the range of T. The content of a text T, denoted content(T ), is the set of natural numbers in the range of T. T n] denotes the nite initial sequence of T with length n.
Finite Language Identification
Again as in the case of nite function identi cation, we assume our learning machines to compute a mapping from SEQ into N f ? g . This assumption is for this de nition only.
Language Identi cation in the Limit
De nition 7 13] M TxtEx-identi es L (read: L 2 TxtEx(M)) () (8 texts T for L) ( 9i j W i = L) ( 1 8 n) M(T n]) = i]. We de ne the class TxtEx = fL E j (9M) L TxtEx(M)]g.
Behaviorally Correct Language Identification
De nition 8 22, 7] M TxtBc-identi es L (read: L 2 TxtBc(M)) () (8 texts T for L) (
We d e n e t h e c l a s s TxtBc = fL E j (9M) L TxtBc(M)]g.
Vacillatory Language Identification
We n o w i n troduce the notion of a learning machine nitely converging on a text 5].
Let M be a learning machine and T be a text. M(T) nitely-converges (written:
Tg is nite, otherwise we s a y t h a t M(T) nitely-diverges (written:
The following proposition summarizes the relationship between the various language learning criteria. 
Results
Previously Known Results
Aggregation results are known for all the function learning criteria de ned in the previous section. For nite function identi cation, aggregation takes place at success ratios greater than 2=3. This result, Theorem 1(a) below, appeared in 15] and can also easily be argued from a related result of Freivalds 12] about probabilistic nite identi cation.
Theorem 1(b) shows that 2=3 is the cut-o point for aggregation of Fin-identi cation a diagonalization argument using the operator recursion theorem 4] su ces to establish this latter result. Theorem 1 28, 15] (a) (8m n 2 N + j m=n > 2=3) Team m n Fin = Fin].
(b) Fin Team 2 3 Fin. Pitt and Smith 24] settled the question for function identi cation in the limit and behaviorally correct function identi cation by s h o wing the following Theorem 2(a) which implies that for both these criteria aggregation takes place at success ratios greater than 1=2. Theorem 2(b), due to Smith 27] , shows that 1=2 is indeed the cut-o point. 
Aggregation for Vacillatory Identi cation of Languages
In the present section, we consider the problem of aggregation for vacillatory identi cation of languages. We r s t i n troduce some technical machinery that simpli es the description of our proofs.
De nition 13 Let We n o w present our results.
Aggregation for TxtFex
Our rst result for team aggregation in the context of vacillatory identi cation is for TxtFex -identi cation. Theorem 6(a) below s a ys that team aggregation for TxtFexidenti cation takes place at success ratios greater than 1=2. Theorem 6(b) con rms that 1=2 is indeed the cut-o point for aggregation of TxtFex -identi cation by implying that there are collections of languages which c a n b e TxtFex -identi ed by a team employing 2 machines at least one of which is required to be successful, but cannot be TxtFex -identi ed by a n y single machine. 
Pseudo-Aggregation Results
The problem of nding aggregation ratios for TxtFex b -identi cation when b 6 = turns out to be far more di cult. The di culty arises in requiring the aggregated machine to also converge to up to b grammars. In the light of these di culties, it is worth considering cases where the bound on the number of converged grammars for the aggregated machine is more than the bound allowed for the team. Such a relaxation on aggregation is referred to as \pseudo-aggregation," and such results are presented next.
It can be shown that Team 3 5 TxtEx;TxtFex 2 6 = , b u t Team 3 5 TxtEx TxtFex 3 .
Hence, allowing more grammars in the limit can sometimes help achieve pseudo aggregation. This result can be generalized to show the following. We rst show that L 2 Team i+1 2i+1 TxtFex j . W e describe machines, M 1 : : : M 2i+1 which Team i+1 2i+1 TxtFex j -identify L. Suppose T is a text for L 2 L . Let S n = fx j h0 x i 2 content(T n])g. Let w k n = x if card(S n ) k, and x 2 S n and card(fy x j y 2 S n g) = k 0 otherwise. So, w k n is the k-th element i n S n , i f a n y. We n o w show that L 6 2 TxtFex (i+1) j;1 . Suppose by w ay o f c o n tradiction that machine M TxtFex (i+1) j;1 -identi es L. W e then show that there exists a language in L that M fails to TxtFex (i+1) j;1 -identify. The description of this witness proceeds in stages and uses the multiple recursion theorem. We rst give an informal idea of the construction.
We describe languages accepted by ( i + 1 ) j grammars, k 1 k 2 : : : k (i+1) j . A t e a c h Stage s, the construction makes use of initial sequence s . B y t h e u s e o f ( i + 1 ) jary recursion theorem, we initialize 0 to contain elements h0 k 1 i h0 k 2 i : : : h0 k (i+1) j i. This step ensures that the languages accepted by these grammars will be members of L.
We then proceed in stages. At each Stage s, an attempt is made to nd a sequence extending s such t h a t M undergoes a mind change on with respect to TxtFex (i+1) j;1 -identi cation. If such an attempt is successful at every stage then each of the grammars k 1 k 2 : : : k (i+1) j will be for the same language and this language will be a member of L. But, M will fail to converge to a set of up to (i + 1 ) j ; 1 grammars on a text for this language and hence M will not TxtFex (i+1) j;1 -identify this language. If on the other hand, an attempt to nd a mind change is unsuccessful at some stage then the construction makes sure that each of the grammars k 1 k 2 : : : k (i+1) j are for pairwise distinct languages in L. Not only are these languages pairwise distinct but they are also in nitely di erent from each other. Now, since the machine M gets locked to a set of no more than (i + 1 ) j ; 1 grammars on some text for each of the (i + 1 ) j languages, the machine M will fail to TxtFex (i+1) j;1 -identify at least one of these languages. We n o w proceed formally.
By the (i + 1 ) j-ary recursion theorem 4] there exist grammars k 1 k 2 : : : k (i+1) j such that the languages W ks may be described as follows. 
End fStage sg
We n o w consider the following cases. 
Aggregation for TxtFex 2
The results in the previous section do not say a n ything about aggregation in the context of TxtFex b -identi cation, when b 6 = . The following result shows that aggregation for TxtFex 2 -identi cation does not take place at success ratio 2=3 and aggregation for TxtFex 3 -identi cation does not take place at success ratio 3=4. Theorem 9 Let i 2 N + . Team i i+1 TxtFex i ; TxtFex i 6 = .
Proof. We prove this result as a direct consequence of the following lemma. Theorem 9 is not optimal. We consider the special case of i = 2 . W e are able to show that TxtFex 2 aggregation takes place for success ratios greater than 5=6 as implied by Proof. We assume without loss of generality t h a t w r=2 (otherwise the lemma can be easily proved by considering the grammar which e n umerates elements enumerated by majority o f p 1 : : : p r ). Suppose p 1 : : : p r are given (we assume, without loss of generality, that they are pairwise distinct). Below, we give a procedure to enumerate two languages L 1 and L 2 (the procedure depends on p 1 : : : p r ). We will then argue that
It will be easy to see that grammars for L 1 and L 2 can be obtained e ectively from p 1 : : : p r . This will prove the lemma.
The idea of the proof is that, in successive stages, we try to construct two disjoint groups of grammars (from p 1 : : : p r ) of size w each. These groupings are done with a view to group \similar" grammars together (i.e., grammars that seem to be for the same language). The groupings eventually become correct. Some care is needed in the construction to guard against initial misgrouping of the grammars. We guarantee this with the help of a number of invariants that are satis ed by the construction at the end of each stage. We n o w i n troduce a function that, in some sense, measures the similarity between two grammars.
De nition 17 Let i j 2 N. Let n 2 N. Similar(i j n) = m a x (fn 1 n j W i n 1 W j n^Wj n 1 W i n g). So , Similar(i j n) denotes the point where it appears that the languages accepted by t h e two grammars di er. Following properties of Similar can easily be veri ed. We n o w describe the data structure employed by the construction. The languages L 1 and L 2 are enumerated in stages. We l e t L s 1 and L s 2 denote L 1 and L 2 enumerated before Stage s, respectively. Also, e1 s e 2 s will be a permutation of 1 2 (this is used to make a correct correspondence between the two groups of grammars and the two languages). The two groups of grammars before the execution of Stage s are denoted by P1 s and P2 s . P1 s and P2 s will be disjoint subsets of f1 : : : r g of size w each.
The variables used in the construction are initialized as follows. Let n 0 = 0 , m1 0 = m2 0 = 0 . L e t e1 0 = 1 and e2 0 = 2. Let P1 0 = f1 : : : w g and P2 0 = fw + 1 : : : 2wg.
The following invariants are maintained by the construction. Begin fStage sg 1. Search f o r n > n s such that there exist a set P f 1 : : : r g of cardinality w such that, for all i j 2 P, Similar(p i p j n ) > n s .
Invariants (assuming that
2. If such a n n is found, let n s+1 = n. 3 . Let P1 s+1 f1 : : : r g be of cardinality w such that m1 s+1 = min(fSimilar(p i p j n s+1 ) j i j 2 P1 s+1 g) i s maximized. 
End fStage sg
We n o w p r o ve that each of the invariants, H1, : : : , H6, are satis ed by the construction. To begin with, it is easy to verify that H2, H3, H6 are satis ed. H2 follows from the enumeration in Step 7 of the construction. H3 is an immediate consequence of property (c) of Similar. And, H6 follows from the de nitions of m1 s m 2 s , a n d n s .
We show that H1, H4, and H5 hold by induction. We assume that H1, : : : , H6 hold for s = t. W e n o w s h o w that they also hold for s = t+1. In the sequel, we use Hi (s = u) to denote invariant H i, w i t h s replaced by u. W e consider two cases.
Case 1: P1 t+1 \ P1 t 6 = and P1 t+1 \ P2 t 6 = .
We r s t s h o w t h a t To see that H4 (s = t + 1 ) holds, it is su cient t o o b s e r v e that L t+1 e2 t+1 ; S i2P2 t+1 W p i m2 t+1 ] L t e1t L t e2t L t+1 e1 t+1 (by argument in the proof of H1 (s = t + 1)).
To show H 5 ( s = t+1), we rst observe t h a t t h e i n tersection of P1 t+1 and Q is at most w=2, where Q = P2 t if e2 t = e2 t+1 , Q = P1 t otherwise. This observation together with H3 (s = t), H4 (s = t), and H5 (s = t) imply that the number of grammars in p 1 p 2 : : : p r which e n umerate any element i n L t e2 t+1 is at least 3w=2. Thus, H5 (s = t+1)immediately follows. We leave details of the proof of H4 and H5. It should be noted that they immediately hold if the rst if in Step 6 in the construction succeeds otherwise they can be shown to hold using H1 (s = t), H3 (s = t), H4 (s = t), and H5 (s = t).
We n o w show h o w the invariants imply the lemma. Suppose there is exactly one language, L, which has at least w grammars in the set We n o w s h o w t h a t L 6 2 TxtFex 2 . Suppose by w ay o f c o n tradiction that M TxtFex 2 -identi es L. W e then show that there exists a language in L that M fails to TxtFex 2 -identify. The description of this witness proceeds in stages and uses the operator recursion theorem 4]. The construction is somewhat on the lines of the diagonalization argument presented in our proof of Theorem 8 (a). We g i v e an informal description of the idea rst. 
(M).
Thus we h a ve t h a t L 6 2 TxtFex 2 .
Aggregation for Language Identi cation from Informants
Results presented in the previous section were for language learning criteria in which learning takes place from positive data only. In the present section, we record similar results for learning criteria in which learning takes place from both positive and negative data. It should be noted that the proof techniques for language learning from informants and function learning from graphs are very similar, although identi cation of recursively enumerable languages from informants di ers from identi cation of recursive functions because a learning machine is required to converge to a total program in identifying recursive functions whereas a machine identifying recursively enumerable languages from informants converges to grammars (which are semi-decision procedures). Identi cation from texts is an abstraction of learning from positive data. Similarly, learning from both positive and negative data can be abstracted as identi cation from informants. The notion of informants, de ned below, was rst considered by Gold 13] .
De nition 18 A text I is called an informant for a language L just in case content(I) = fhx 1i j x 2 Lg f h x 0i j x 6 2 Lg.
The next de nition formalizes identi cation in the limit from informants.
De nition 19 (a) M InfEx-identi es L (read: L 2 InfEx(M)) () (8 informants I for L)(9i j W i = L)( For nite identi cation from informants, team aggregation takes place at success ratios greater than 2=3 as implied by the following results. This is not unexpected given results about nite function identi cation and nite language identi cation from texts. For identi cation in the limit, however, aggregation turns out to be di erent for informants and texts. In fact language identi cation from informants behaves very much like function learning, as aggregation for InfEx takes place at success ratios greater than 1=2. Aggregation for InfBc also takes place at success ratios greater than 1=2. These observations are summarized in the following result. 
