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Abstract
Let K be the field of real or complex numbers. A characterization of all inner product
norms p1 and p2 on Kn for which the norm x → max{p1(x), p2(x)} on Kn is monotonic or∗orthant-monotonic is given.
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1. Introduction
Let Kn be the n-dimensional real or complex vector space of column vectors
x = (x1, . . . , xn)T, and let Kn,n be the space of all n× n matrices with entries in
K. A subspace of Kn generated by a subset of the standard basis {e1, . . . , en} will
be called a coordinate subspace. For each C ∈ Kn,n and each nonempty index set
κ ⊆ {1, . . . , n} we denote by C[κ] the principal submatrix of C that corresponds
to κ . If C is a positive definite matrix, the functional pC : x → (x∗Cx)1/2 (x∗ is
the conjugate transpose of x) is an inner product norm on Kn. As is well known,
each norm on Kn generated by an inner product is of the form pC for some positive
definite matrix C ∈ Kn,n.
A norm p on Kn is called monotonic if |x|  |y| (componentwise) implies p(x) 
p(y); absolute if p(x) = p(|x|) for all x ∈ Kn; and ∗orthant-monotonic if p(Dx) 
p(x) for all x ∈ Kn and all diagonal matricesD = diag(d1, . . . , dn) ∈ Kn,n such that
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dj ∈ {0, 1} for all j . Monotonic norms were introduced in [1] and have been
extensively studied. It is well known that monotonicity and absoluteness are
equivalent, and easy to see that a norm p is absolute if and only if p(Dx)  p(x)
for all diagonal matrices D = diag(d1, . . . , dn) ∈ Kn,n such that |dj | = 1 for all
j . Monotonicity implies ∗orthant-monotonicity, which coincides for K = R with
orthant-monotonicity introduced in [3]. A list of characterizations of monotonic and
∗orthant-monotonic norms is contained in [4,8]. A large class of ∗orthant-monotonic
norms is given in [7], where the monotonicity properties of some composite norms
is discussed.
Let p1, p2 be norms on Kn. If p1 and p2 are monotonic (resp. ∗orthant-monotonic),
then also the norm max{p1, p2} is monotonic (resp. ∗orthant-monotonic). The con-
verse fails even in case when p1 and p2 are inner product norms. In this paper we
characterize all inner product norms p1, p2 for which the norm p = max{p1, p2}
is monotonic or ∗orthant-monotonic. A similar characterization of ∗orthant-monoto-
nicity of a norm of the form p = g(p1, p2) with a differentiable g satisfying some
other conditions is given in [5].
Our proofs are based on the characterization [5, Theorem 1] of ∗orthant-monoto-
nicity of a norm p by its subdifferential p:
A norm p on Kn is ∗orthant-monotonic if and only if for each coordinate subspace
W of Kn and for each x ∈ W the set p(x) ∩W is nonempty.
Recall that the subdifferential of a norm p at x ∈ Kn is the set
p(x) := {v ∈ Kn : p(x + y)− p(x)  Re(v∗y) for all y ∈ Kn}.
If the subdifferential p(x) is a one-point set {v}, we shall write p(x) = v. In this
case
lim
y→0
p(x + y)− p(x)− Re(v∗y)
p(y)
= 0,
i.e., v is the R-differential of p at x. For the proof see for example [6], and use the
standard identification of Cn with R2n as it is explained in [3]. Every inner product
norm on Kn is R-differentiable at each nonzero x ∈ Kn. More precisely, for each
positive definite matrix C ∈ Kn,n we have
pC(x) = Cx
pC(x)
, x ∈ Kn \ {0}. (1)
We shall need also the following result on the subdifferential (see [2, Proposition
2.3.12]). If p1, . . . , pm are norms on Kn, the norm p = max{p1, . . . , pn} has the
subdifferential
p(x) = co

 ⋃
i∈I (x)
pi(x)

 , (2)
where I (x) = {i ∈ {1, . . . , m} : pi(x) = p(x)}.
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2. ∗Orthant-monotonicity
From now on let pA, pB be given inner product norms on Kn defined by positive
definite matrices A = [aij ] ∈ Kn,n and B = [bij ] ∈ Kn,n, let
τ(x) = pB(x)pA(x)−1, x ∈ Kn \ {0},
and let p be the composite norm p = max{pA, pB}. Combining (1) and (2) we get
the subdifferential
p(x) =


pA(x)
−1Ax if τ(x) < 1,
pB(x)
−1Bx if τ(x) > 1,
p(x)−1co{Ax,Bx} if τ(x) = 1.
The results of this note are based on the following characterization of ∗orthant-
monotonicity of the norm p.
Proposition 1. The norm p = max{pA, pB} is ∗orthant-monotonic if and only if
for each coordinate subspace W of Kn
(a) Ax ∈ W for each nonzero x ∈ W satisfying τ(x) < 1;
(b) Bx ∈ W for each nonzero x ∈ W satisfying τ(x) > 1;
(c) co{Ax,Bx} ∩W /= ∅ for each nonzero x ∈ W satisfying τ(x) = 1.
Proof. Combine the formula for p(x) with [5, Theorem 1]. 
For the main characterizations we shall need some auxiliary results.
Lemma 2. Let p = max{pA, pB} be ∗orthant-monotonic, and let W be a coordi-
nate subspace of Kn. Then:
(a) If there exists a nonzero x0 ∈ W such that τ(x0) < 1, then AW ⊆ W and Ae ∈
Ke for each standard basis vector e satisfying e /∈ W.
(b) If there exists a nonzero x0 ∈ W such that τ(x0) > 1, then BW ⊆ W and Be ∈
Ke for each standard basis vector e satisfying e /∈ W.
Proof. (a) Suppose first that τ(x0) < 1 for some nonzero x0 ∈ W . Since τ is contin-
uous, τ(x) < 1 for all x in some neighborhood U of x0 satisfying 0 /∈ U . Proposition
1 ensures that Ax ∈ W for all x ∈ U ∩W . Since U ∩W is an open subset of W ,
this implies that AW ⊆ W . Take any standard basis vector e such that e /∈ W , and
consider the coordinate subspace W ′ = W ⊕ Ke. Since x0 ∈ W ′ and τ(x0) < 1, the
preceding argument shows that AW ′ ⊆ W ′, and therefore Ae ∈ W ′. Since in addi-
tion A = A∗, we get A(W⊥) ⊆ (W⊥), and consequently Ae ∈ W⊥. It follows that
Ae ∈ W ′ ∩W⊥ = Ke as claimed.
The proof of part (b) is similar. 
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Corollary 3. If p = max{pA, pB} is ∗orthant-monotonic, then
(a) min{τ(ek) : 1  k  n} < 1 implies that A is diagonal;
(b) max{τ(ek) : 1  k  n} > 1 implies that B is diagonal.
Proof. (a) Choose j such that τ(ej ) = min{τ(ek) : 1  k  n}, consider the coor-
dinate subspace Wj = Kej , and use Lemma 2.
The proof of part (b) is similar. 
Lemma 4. If p = max{pA, pB} is ∗orthant-monotonic, there exists a ν ∈ [0, 1]
such that νA+ (1 − ν)B is diagonal.
Proof. If A is diagonal take ν = 1, and if B is diagonal take ν = 0. Suppose now
that A, B are nondiagonal, and note that Corollary 3 ensures that τ(ek) = 1 for k =
1, . . . , n. It follows from Proposition 1 that for each k ∈ {1, . . . , n} there exists a
νk ∈ [0, 1] such that
νkAek + (1 − νk)Bek ∈ Kek. (3)
Put N = {νk : 1  k  n}. Furthermore, if ν ∈ N , put
J (ν) = {k : νk = ν}, Aν = A[J (ν)], Bν = B[J (ν)].
It is clear that the family {J (ν) : ν ∈ N} is a partition of {1, . . . , n}, and it follows
from (3) that νAν + (1 − ν)Bν is diagonal for every ν ∈ N .
If νi /= νj , i, j ∈ {1, . . . , n}, then by (3) νiaji + (1 − νi)bji = 0, and therefore
νiaij + (1 − νi)bij = νiaji + (1 − νi)bji = 0. Moreover, (3) implies νjaij + (1 −
νj )bij = 0, hence (νi − νj )(aij − bij ) = 0, and consequently aij = bij = 0. It fol-
lows that for each ν ∈ N the coordinate subspace W(ν) generated by {ek : k ∈ J (ν)}
is invariant for A and for B.
Now let ν, ξ ∈ N , and suppose 0  ν < ξ  1. Assume that in each pair of ma-
trices Aν , Bν and Aξ , Bξ , at least one is nondiagonal.
If there exists a nonzero x ∈ W(ξ) such that τ(x) < 1, then Aν is diagonal by
Lemma 2. Since ν < 1 and νAν + (1 − ν)Bν is diagonal, Bν is diagonal as well.
This contradicts the assumption, and hence τ(x)  1 for all nonzero x ∈ W(ξ). Sup-
pose that ν > 0. If there exists a nonzero x ∈ W(ξ) such that τ(x) > 1, then Bν is
diagonal by Lemma 2. It follows that Aν is diagonal as well. This contradicts the
assumption, and hence τ(x)  1 for all nonzero x ∈ W(ξ). Thus τ(x) = 1 for all
nonzero x ∈ W(ξ). It folows that Bξ and Aξ are equal and hence diagonal. This
contradicts the assumption, and therefore ν = 0. Interchanging the roles of W(ν)
and W(ξ), we get in a similar way ξ = 1. Thus, ν = 0 and ξ = 1.
Since A1 is diagonal, B1 is not diagonal, and hence Bek /∈ Kek for some ek ∈
W(1). Therefore Lemma 2 ensures that τ(x)  1 for each nonzero x ∈ W(0). This
implies that A0 − B0 is positive semidefinite. Since τ(ek) = 1 for each k ∈ J (0), we
have tr(A0 − B0) = 0, and therefore A0 = B0. We know that B0 is diagonal, hence
A0 is diagonal as well, but this contradicts the assumption.
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It follows now that N = {ν} for some ν ∈ [0, 1], thus (3) completes the proof. 
Theorem 5. Let A,B ∈ Kn,n be positive definite, and let
ι ≡ {j ∈ {1, . . . , n} : aij /= 0 or bij /= 0 for some i /= j}.
The norm p = max{pA, pB} is ∗orthant-monotonic if and only if one of the following
conditions is satisfied:
(a) A and B are diagonal;
(b) A is diagonal, (A− B)[κ] is positive semidefinite for each κ = ι \ {j} with j ∈
ι, and aii  bii for each i ∈ {1, . . . , n} \ ι.
(c) B is diagonal, (B − A)[κ] is positive semidefinite for each κ = ι \ {j} with j ∈
ι, and aii  bii for each i ∈ {1, . . . , n} \ ι.
(d) A and B are of the form
A = D + E, B = D − tE
with D diagonal, t > 0, and
E = λErs + λEsr , λ ∈ K \ {0}, r /= s,
where Ers, Esr ∈ Kn,n are elementary matrices.
Proof. A coordinate subspace generated by {ek : k ∈ κ}, κ ⊆ {1, . . . , n}, will be
denoted by Wκ , where we adopt the convention W∅ = {0}.
Suppose that p is ∗orthant-monotonic. Observe that ι is a minimal subset of
{1, . . . , n} satisfying Ae ∈ Ke and Be ∈ Ke for all standard basis vectors e /∈ Wι,
and that ι is empty if and only if (a) holds.
Assume now that ι is nonempty. Note that A = A∗ and B = B∗ implies |ι|  2.
Take any κ ⊆ {1, . . . , n} such that ι \ κ /= ∅. By Lemma 4 there exists a ν ∈ [0, 1]
such that νA+ (1 − ν)B is diagonal. If τ(x) > 1 for some nonzero x ∈ Wκ , then by
Lemma 2 Bej ∈ Kej for each j ∈ ι \ κ . If in addition 0 < ν  1, then Aej ∈ Kej
for each j ∈ ι \ κ as well. Since this contradicts the definition of ι, τ(x)  1 for every
nonzero x ∈ Wκ . It follows that in this case (A− B)[κ] is positive semidefinite. If
0  ν < 1 we obtain similarly that (B − A)[κ] is positive semidefinite. Therefore,
ν = 1 gives (b), ν = 0 gives (a), and 0 < ν < 1 implies that A[κ] = B[κ] for each
κ ⊆ {1, . . . , n} such that ι \ κ /= ∅. Since νA+ (1 − ν)B is diagonal, A[κ] = B[κ]
is diagonal as well. This ensures that ι has two elements, ι = {r, s}, hence in this case
(d) is satisfied with t = ν(1 − ν)−1.
To prove the converse suppose first that A and B are diagonal. Then every coordi-
nate subspace W of Kn is invariant for A and for B, hence p is ∗orthant-monotonic
by Proposition 1.
Take now a coordinate subspace W = Wκ , ∅ /= κ ⊆ {1, . . . , n}. If ι ⊆ κ , then W
is invariant for A, B, hence the subspace W satisfies the conditions of Proposition 1.
If ι \ κ /= ∅, take any j ∈ ι \ κ . Suppose (b) is satisfied. Then it follows easily that
(A− B)[κ] is positive semidefinite, and consequently τ(x)  1 for each nonzero
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x ∈ W . Since A is diagonal and hence AW ⊆ W , W satisfies the conditions of Prop-
osition 1. We can see in a similar way that also in the case (c) the subspace W satisfies
the same conditions. Suppose now (d) holds. Then ι = {r, s}. If r ∈ κ , then A[κ] =
B[κ] are diagonal and τ(x) = 1 for each nonzero x ∈ W . Since νA+ (1 − ν)B is
diagonal for ν = t (1 + t)−1, the subspace W is invariant for νA+ (1 − ν)B, and
therefore co{Ax,Bx} ∩W /= ∅ for each x ∈ W . Thus, Proposition 1 ensures that in
all cases p is ∗orthant-monotonic. 
It seems that a description of all positive definite matrices A1, . . . , Am ∈ Kn for
which the norm p = max{pA1 , . . . , pAm} is ∗orthant-monotonic is much harder for
m > 2. Nevertheless, some introductory results of the section can be smoothly gen-
eralized on more than two norms. For example, we can see easily (combining (1), (2)
and [5, Theorem 1]) that the norm p = max{pA1 , . . . , pAm} is ∗orthant-monotonic
if and only if for each coordinate subspace W of Kn and for each nonzero x ∈ W
co{Aix : i ∈ I (x)} ∩W /= ∅.
In the final section we shall apply Theorem 5 to get a description of all inner
product norms p1, p2 for which the norm p = max{p1, p2} is monotonic.
3. Monotonicity
To obtain a characterization of positive definite matrices A and B for which the
norm p = max{pA, pB} is monotonic, we need the following result.
Lemma 6. Let p = max{pA, pB} be monotonic and let A be diagonal. If B is not
diagonal, then A− B is positive semidefinite and hence p = pA.
Proof. If A− B is not positive semidefinite, pA(x0) < pB(x0) for some x0 ∈ Kn.
Continuity of the norms ensures that there exists a neighborhood U of x0 such
that pA(x) < pB(x) and hence p(x) = pB(x) for all x ∈ U . Take any D =
diag(d1, . . . , dn) ∈ Kn,n such that |dj | = 1 for all j . Since A is diagonal, pA is
monotonic, thus pA(Dx) = pA(x) and consequently
p(Dx) = max{pA(Dx), pB(Dx)} = max{pA(x), pB(Dx)}
for all x ∈ Kn. Monotonicity of p implies p(x) = p(Dx), hence for all x ∈ U we
have
pB(x) = p(x) = p(Dx) = max{pA(x), pB(Dx)},
and therefore pB(x) = pB(Dx). Thus
x∗(B −D∗BD)x = 0 for all x ∈ U.
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It is a routine to verify that this implies B = D∗BD. Now, for each different i,
j ∈ {1, . . . , n} take a D such that di = 1, dj = −1, and observe that e∗i Bej =
e∗i D∗BDej = −e∗i Bej . It follows that B is diagonal. 
Theorem 7. The norm p = max{pA, pB} is monotonic if and only if one of the
following conditions is satisfied:
(a) A and B are diagonal;
(b) A is diagonal and A− B is positive semidefinite.
(c) B is diagonal and B − A is positive semidefinite.
(d) K = R and A, B are of the form
A = D + E, B = D − E
with D diagonal, and
E = λ(Ers + Esr), λ ∈ R \ {0}, r /= s,
where Ers, Esr ∈ Rn,n are elementary matrices.
Proof. Suppose that p is monotonic. If A is diagonal and B is nondiagonal or vice
versa, Lemma 6 shows that (b) or (c) is satisfied. If A and B are both nondiagonal,
then the fact that p is ∗orthant-monotonic implies that the condition (d) of Theorem
5 is satisfied. For each α ∈ K put x(α) = αer + es . Then
x(α)∗Ex(α) = 2Re(αλ),
x(α)∗Dx(α) = |α|2dr + ds,
and consequently
p(x(α))2 = |α|2dr + ds + 2 max{Re(αλ),−t Re(αλ)}.
Since p is absolute and |x(α)| = x(|α|), we have p(x(ζλ)) = p(x(|ζ |λ)) for each
ζ ∈ K. It follows easily that
max{Reζ,−t Reζ } = |ζ | for each ζ ∈ K.
This is impossible in the case K = C, and implies t = 1 in the case K = R.
To prove the converse suppose first that A and B are diagonal. Then pA and pB
are monotonic, hence p is monotonic as well. Suppose now that (b) is satisfied. Then
A is diagonal and p = pA, hence p is monotonic. Analogously (c) implies that p is
monotonic. If (d) holds with D = diag(d1, . . . , dn), an easy calculation shows that
p(x)2 =
n∑
j=1
dj |xj |2 + 2|λxrxs |,
hence p(x) = p(|x|) for all x ∈ Kn. 
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