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ABSTRACT 
 
Climate change is expected to cause significant changes in the global hydrologic 
cycle, yet the impact to regional hydrology is not well known for the Midwest U.S.  As a first 
step in understanding the impact of climate change in Iowa watersheds, historical streamflow 
observations and model-derived time series of soil moisture, frozen ground and snow cover 
for ten Iowa watersheds were analyzed.  The modeled data were generated using 
precipitation and temperature data spanning 1948 to 2003 as inputs to the conceptually-based 
hydrologic models of the National Weather Service river forecasting system.  The models 
were calibrated for each watershed using observed discharge data.  The time series were 
tested for trend significance using the Mann-Kendall test with the Trend-Free Pre-Whitening 
procedure at a p = 0.1 significance level.  Results show an increasing trend in mean daily 
discharge, peak flow from rain, and low flows over the last 50 years.  Monthly soil moisture 
content is also increasing, and is strongest during the warm seasons. Maximum daily flow 
from snow displays a decreasing trend and tendency to occur earlier in the year suggesting an 
earlier melt of the snowpack in the region.  Results for frozen ground and snow cover show 
that the onset and conclusion has shifted to earlier in the year with more melt days occurring 
over the snow season.  Although several of the hydrologic variables examined did not show 
statistical significance, trends in most hydrologic processes were observed.  Different model 
calibration periods were tested and found to have minor influence on the average simulation 
accuracy, but did impact the simulated trends in streamflow.  Model results from three 
calibrations indicate that the modeling system responds to changes in climate, but other 
factors that the model cannot account for (e.g. land-use change) may be reflected in the 
observed discharge from several basins. 
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CHAPTER 1: INTRODUCTION 
 
In the past century (1906-2005) global mean temperature has risen by nearly 1°C, 
with the linear warming trend over the last 50 years at nearly twice  that for the last 100 years 
(IPCC, 2007). Climate analysis studies have found an increase in precipitation of 
approximately 20% from 1901-94 across the United States (Karl and Knight, 1998; Todd et 
al., 2006).  This increase is largely due to increases in frequency and intensity of heavy and 
extreme precipitation events in recent decades for many parts of the U.S. (Todd et al., 2006).  
Rising mean global temperatures and precipitation totals have profound impacts on several 
different phases of the hydrologic cycle, such as streamflow, soil moisture, frozen soil, and 
snow melt rates. Many studies have shown an in increase in streamflow across the U.S., 
particularly for the later part of the 20th century (Fig. 1.1).    
 
Figure 1.1: Mean standardized departures of annual (a) maximum, (b) median, and (c) minimum daily streamflow 
for 400 sites in the conterminous United States, 1941-1999 (McCabe and Wolock, 2002). 
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Increasing temperature and precipitation patterns are projected to continue (IPCC, 
2007).  By the end of 21st century there may be 20–40% increase in annual precipitation over 
much of the upper Midwestern United States including Iowa (Easterling and Karl, 2001).  
Changes in one component of the hydrologic cycle will inevitably alter other aspects of the 
system. Potential changes in the hydrologic cycle, particularly during the cold season, have 
yet to be directly addressed for the Midwestern agricultural region at the watershed and sub-
monthly scale. Climate change studies for the Midwest U.S. tend to focus on large scale 
monthly to annual water balances (Ojima et al., 1999; Jha et al., 2004; Takle et al., 2005) or 
the primary growing season only (Haskett et al., 2000; Reilly et al., 2003).  Studies that 
examine changes in local hydrologic systems are primarily limited to field data analysis 
spanning only several days to a few years (Tan et al., 2002; Zhang and Schilling, 2006a); 
there are few studies quantifying long-term hydrologic changes in Iowa’s watersheds (Tomer 
et al., 2005).   
The presence of snow and/or frozen ground and the timing of spring snow melt are 
inherently linked to soil moisture, flooding, and the seasonal water balance.  Soil moisture 
content is key to predicting flood potential and timing.  If continued warming trends cause 
snow to melt earlier (and more quickly), soil storages will be filled, leading to earlier and 
greater flooding.  Flood risk is heightened in the early spring due to the barren landscape 
during this time.  Additionally, soil moisture can determine flash flooding potential during 
the warm season.  An increasing number of high intensity rainfall events, as reported by 
Todd et al. (2006), on wetter soils would lead to less rain infiltrating the soil and more going 
to overland flow.    Furthermore, a reduction in the storage affects of snow will lead to water 
input into the regional hydrologic cycle at an earlier date, altering the historical water 
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balances.  This will lead to greater uncertainty in soil moisture availability and the potential 
for earlier drying during the summer growing season (i.e. less soil moisture for later season 
growth).  Before we can anticipate and mitigate climate change effects, we need to 
understand the impacts on smaller scales. 
In this study, the National Weather Service (NWS) hydrologic streamflow forecasting 
modeling system is used to produce daily simulations of soil moisture content, frozen 
ground, snow-water equivalent, and streamflow for twelve basins in Iowa.  This modeling 
system consists of a continuous rainfall-runoff model known as the Sacramento Soil 
Moisture Accounting Model (SAC-SMA) and an empirically based snowmelt model 
(SNOW-17).  A model is applied to derive variables that are poorly observed across the 
Midwest.  Because this is a conceptual modeling system, basin-specific model parameters are 
identified via an automatic calibration method.  Model accuracy is evaluated through 
comparison of simulated daily streamflow with observed values. Significance of trends in 
these hydrologic components is assessed using the Mann-Kendall non-parametric test for 
trend (Mann, 1945; Kendall, 1975). 
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CHAPTER 2: METHODOLOGY 
 
2.1 Study Basins and Historical Data 
The study area consists of twelve watersheds located throughout Iowa and includes 
subwatersheds within both the Upper Mississippi River and Missouri River basins (Fig. 2.1).  
Basins were chosen based on availability of long-term historical time series of basin mean 
areal precipitation (MAP), mean areal temperature (MAT), and streamflow from the MOdel 
Parameter Estimation eXperiment (MOPEX) database 
(http://www.nws.noaa.gov/oh/mopex/mo_datasets.htm) (Table 2.1). Approximately 50 years 
of data were available for each basin from 1948 to 2003, except Salt Creek which had an 
available record from 1949-2003 and Shell Rock which had an available record from 1954 to 
2003.  MAT (ºC) and MAP (mm) data are available from the MOPEX database in 6-hour 
time steps, while streamflow (cfs) data are available in daily time steps and only through 
2002.  
 
Table 2.1: Basins used in the study. Climate average values are based on start of record to 2002. 
  Basin Name 
Basin size 
(sq. km) 
Mean Daily 
Discharge 
(cms/day) 
Mean Daily 
Precipitation 
(mm/year) 
Start 
record 
End 
record 
1 Shell Rock River at Shell Rock, IA 4522 30.724 816.2 1954 2003 
2 Boone River near Webster City, IA 2186 13.504 783.8 1948 2003 
3 Maple River at Mapleton, IA 1733 8.304 746.0 1948 2003 
4 
North Raccoon River near Jefferson, 
IA 4193 22.961 778.3 1948 2003 
5 Iowa River near Marshalltown, IA 3968 26.964 815.9 1948 2003 
6 Salt Creek near Elberon, IA 521 3.974 872.4 1949 2003 
7 English River at Kalona, IA 1484 11.226 871.2 1948 2003 
8 
North Skunk River near Sigourney, 
IA 1891 13.384 876.8 1948 2003 
9 Boyer River at Logan, IA 2256 10.543 774.4 1948 2003 
10 Nishnabotna River at Hamburg, IA 7268 39.627 838.8 1948 2003 
11 Thompson River at Davis Ctiy, IA 1816 10.923 857.6 1948 2003 
12 Nodaway River at Clarinda, IA 1974 11.448 848.0 1948 2003 
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Figure 2.1: Watersheds used for the study.  Major landform regions are outlined; the Des Moines lobe is the 
shaded region in the north central portion of the state. 
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2.2 Hydrologic Model 
The NWS River Forecast Centers (RFCs) use a highly integrated, centralized 
software system known as the National Weather Service River Forecast System (NWSRFS) 
to assist forecasters in generating the official streamflow forecast products for the U.S. (Page, 
1996). The operational part of the system (referred to here as the SAC modeling system) 
integrates several hydrologic models including the NWS Sacramento Soil Moisture 
Accounting (SAC-SMA) rainfall runoff model (Burnash, 1973, 1995) and the NWS SNOW-
17 snow accumulation and ablation model (Anderson, 1973), which were used in this study.    
The SAC modeling system was run at a 6-hour time step to maintain consistency with the 
time step at which the models are most commonly applied and calibrated.  Output and state 
variables were aggregated to the daily time step for model evaluation and trend analysis. 
 
2.2.1 SAC-SMA 
The SAC-SMA is a continuous rainfall-runoff model that uses two soil layers to 
account for flow through the subsurface (Fig. 2.2). The model is considered to be conceptual 
in that it does not apply equations derived from basic physics to model the watershed, rather 
it approximates water storage and flow processes through reasonable representations of 
watershed behaviors. The upper zone represents surface soil regimes and interception 
storage, while the lower zone represents deeper soil layers containing the majority of the soil 
moisture and ground-water storage (Brazil and Hudlow, 1981). Percolation of water from the 
upper to the lower zone is controlled by a complex nonlinear process dependent on the 
contents of upper zone free water and the deficiencies in lower zone storages. When rainfall 
exceeds interflow and percolation capacities, upper zone storages will be filled, and saturated 
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or overland flow occurs.  SAC-SMA soil states were used to assess historical soil moisture 
trends.  Because SAC-SMA is a conceptual model, absolute values of soil moisture content 
cannot be determined; however changes in subsurface water storage relative to the total 
capacity can be evaluated and related to other hydrologic processes within the watershed.   
The modeling system has a total of 19 parameters, of which 14 were calibrated for 
basin specific conditions based on work by Hogue et al. (2000).  Inputs to the model are 
basin average temperature, precipitation and potential daily evapotranspiration.  The North 
Central River Forecast Center (NCRFC) evapotranspiration demand curve for this region is 
used in the historical simulations conducted to estimate the potential evaporation for the 
watersheds. This curve is based on historical pan evaporation observations, from which 
values for the 16th of each month are derived that remain constant from year to year.  Daily 
values are linearly interpolated from these values. The primary model output is channel 
inflow. A linear reservoir model is used to convert channel inflow to basin discharge.    
The SAC-SMA does not account for changes in the infiltration capacity of the soil 
under frozen conditions.  A frozen soil model has been developed by the NWS and is applied 
in regions that experience significant frozen soils, such as the Midwest.  This same algorithm 
was applied for this study. The primary input to this model is air temperature.   
 
 2.2.2 SNOW-17 model 
The SNOW-17 model (Anderson, 1973) uses a temperature index approach to 
simulate the energy balance of a snowpack and to model accumulation and melt of the snow 
cover. SNOW-17 models the energy exchange at the snow surface, heat storage and heat 
deficit within the snowpack, liquid water retention and transmission through the snowpack, 
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and heat exchange at the ground surface (Anderson, 1973). The model uses an areal depletion 
curve (ADC) to estimate the extent of snow cover in a basin.  The ADC defines the percent 
of the basin with snow as a function of the ratio of mean areal snow-water equivalent (SWE) 
to the maximum areal SWE (Day et al., 1989).  Areal depletion curves are developed from 
historical data and are assumed to be unique to a basin and similar from year to year (Carroll 
and Larson, 1981).  Due to the close proximity and landscape similarities of the basins, the 
same ADC was used for all basins in this study and was estimated from the NCRFC used in 
this region (Table 2.2). 
 
Table 2.2: Areal depletion curve (SWE/maximum SWE) relative to snow covered area (SCA) as a percent that was 
used for all study basins. 
 
 
 
 
 
 
 
 
Inputs to the SNOW-17 model are MAP and MAT. Outputs include a rain-melt time 
series (which is subsequently input to the SAC-SMA) and basin average SWE.  The model 
has 12 parameters, of which four have considerable effect on simulations (Franz et al., 2008) 
and were included in the calibration (Table 2.3).  The SNOW-17 has been shown to perform 
as well as complex energy balance snow models which require multiple meteorological 
inputs (Franz et al., 2008).  
SCA (%) Areal Depletion Curve 
0 0.05 
10 0.1 
20 0.2 
30 0.37 
40 0.64 
50 0.75 
60 0.82 
70 0.88 
80 0.92 
90 0.96 
100 1 
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Figure 2.2: NWS Sacramento Soil Moisture Accounting Model (SAC-SMA) includes inputs 
and outputs of the SNOW-17.  Variables in bold were the main focus for our analysis. 
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2.3 Calibration Method 
The multistep automatic calibration (MACS) method was used to obtain 19 of the 29 
required model parameters in the SAC modeling system (Table 2.3) (Hogue, 2000).  The 
method is designed to mimic the manual process used by the NWS operational hydrologists.  
MACS uses only the resources currently available to the NWS hydrologists and aims to give 
results comparable to those that can be obtained by manual means.    Note that the same 
frozen ground parameters were used for all basins, and were estimated from the values used 
by the NCRFC for this region (Table 2.4). 
The first step in MACS is to optimize parameters of the lower zone in the SAC-SMA 
to minimize errors in base flow by using a criterion that emphasizes fitting of the hydrograph 
recessions and lower-flow values.  In step two, MACS builds on step one by fixing the 
lower-zone parameters constant at the values estimated during step one and optimizing the 
remaining parameters (SAC-SMA upper-zone and percolation parameters and SNOW-17 
model parameters).  Step three is an additional run to allow refinement of the lower-zone 
parameters.  Lastly, an optional fourth step is to adjust manually the monthly ET parameters 
to minimize monthly flow biases.  The procedure is described in further detail in Hogue 
(2000). 
The modeling system does not have a method to account for changes in the basin 
characteristics over time, e.g. land-use changes due to urbanization or conversion of natural 
landscape to row crops.  These types of changes alter how water moves through the 
hydrologic cycle, how much and how quickly water reaches a stream, etc.   To assess for 
possible effects of land-use change the calibration was run for three different 12-year time 
periods: 1958-1970, 1970-1982, and 1988-2000.  To obtain reliable parameter estimates, a 
11 
 
calibration period of around eight years is recommended and should include variability, i.e. 
both wet and dry periods (Yapo et al, 1996).  Using different periods for calibration can 
potentially create different parameter sets for each period.  Should something be significantly 
different from one time period to the next, we would expect notably different parameter sets 
for each period that, and when used to run the modeling system, would produce simulations 
with accuracies that vary across the entire record. 
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Table 2.3: SAC-SMA and SNOW-17 parameter descriptions. Calibrated values indicated in the far right column. 
 Parameter  Description Units   Calibrated 
SAC-SMA 
   UZTWM Upper-zone tension water maximum storage  mm X 
UZFWM Upper-zone free water maximum storage mm X 
LZTWM Lower-zone tension water maximum storage mm X 
LZFPM Lower-zone free water primary maximum storage mm X 
LZFSM Lower-zone free water supplementary storage mm X 
UZK Upper-zone free water lateral depletion rate day
-1
 X 
LZPK Lower-zone primary free water depletion rate day
-1
 X 
LZSK Lower-zone supplementary free water depletion rate day
-1
 X 
ADIMP Additional impervious area decimal fraction X 
K Five-level linear reservoir constant dimensionless X 
PCTIM Impervious fraction of the watershed decimal fraction X 
ZPERC Maximum percolation rate dimensionless X 
REXP Exponent of the percolation equation dimensionless X 
PFREE Fraction of water percolating from upper zone directly 
to lower-zone free water storage decimal fraction X 
RIVA Riparian vegetation decimal fraction 
 SIDE Ratio of deep recharge to channel base flow decimal fraction 
 RSERV Fraction of lower-zone free water not transferable to 
lower-zone tension water decimal fraction 
 SNOW-17 
   SCF Snow correction factor dimensionless X 
MFMAX Maximum melt factor mm ºC
-1
 (6 h)
-1
 X 
MFMIN Minimum melt factor mm ºC
-1 
(6 h)
-1
 X 
UADJ Wind function factor mm hPa
-1
 (6 h)
-1
 
 SI Water equivalent maximum mm X 
Areal Depletion 
Curve 
   MBASE Melt base temperature ºC 
 NMF Maximum negative melt factor mm hPa
-1
 (6 h)
-1
 
 TELEV Elevation of temperature series m 
 DAYGM Average daily ground melt mm 
 PLWHC Percent liquid water holding capacity decimal fraction X 
PXTEMP Rain/snow temperature index ºC 
 Additional Parameters 
   EFC Effective forest cover decimal fraction 
 PXADJ Precipitation adjustment factor dimensionless   
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Table 2.4:  Frozen ground parameter descriptions.  Values listed were used for all study basins. 
Parameter Description Value Units 
CSOIL bare ground frost coefficient for a given time interval 0.05 ºC (hr)-1 
CSNOW reduction in CSOIL per mm of snow water equivalent 0.05 [ºC (hr)-1] mm-1 
GCH daily thaw rate from ground head 0.1 ºC (day)-1 
RTHAW thaw coefficient for water entering soil 0.05 ºC (mm)-1 
FRTEMP frost index value above which there is no reduction in 
percolation or interflow withdrawal 
-2 
ºC 
SATR reduction in percolation and interflow withdrawal per ºC of 
the frost index below FRTEMP under saturated soil 
conditions 
0.2 
ºC (hr)-1 
FREXP exponent 6.2 dimensionless  
 
2.4 Calibration Evaluation 
The influence of the calibration period was tested by running the SAC modeling 
system for the entire period of record using each of the three calibrated parameter sets.  The 
modeled streamflow values were compared against the observed values using root mean 
square error (Eq. 2.1), Nash-Sutcliffe Efficiency (Eq. 2.2), percent bias (Eq. 2.3), and flow 
duration curves (Eq. 2.4). 
The root mean squared error (RMSE) is the average amount by which the simulated 
variable (Qsim, t), differs from the observed variable at time t (Qobs,t) 
2
1
1
, ,
N
t
RMSE
sim t obs tN
Q Q     (2.1) 
 
where N is the number of timesteps and t is the timestep index.  RMSE emphasizes larger 
errors and the RMSE value increases for increasing error. 
The Nash-Sutcliffe model efficiency (NSE) measure is used to assess the predictive 
power of hydrological models.  NSE is one minus the mean square error divided by the 
variance of the observations.  It is defined as: 
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2 2
1 1
1
, , ,
N N
t t
NSE
sim t obs t obs t obs
Q Q Q Q   (2.2) 
 
where Qobs,t is the observed variable at time t, and Qsim, t is the modeled variable at time t.  N 
is the number of timesteps.  NSE indicates how well the simulation accounts for variance in 
the observations.  Values can range from -∞ to 1, where 1 is a perfect score. 
Percent bias (PBias) measures the difference by which the simulated variable (Qsim,t) 
differs from the observed variable (Qobs,t) normalized by the observed: 
, , ,
1 1
100
N N
sim t obs t obs t
t t
PBias Q Q Q    (2.3) 
 
where N is the number of timesteps and t is the timestep index.  A PBias of zero is the most 
desirable.  Simulations that are larger (smaller) on average than the observations result in a 
positive (negative) PBias. 
Table 2.5 shows values of RMSE, NSE, and PBias that are very similar over the three 
different periods at each of the sites.  Therefore, although there may be some notable 
differences in the three parameter sets (see Appendix Table A-1) there is little difference in 
the average accuracy of the simulations produced from the different calibrations, even when 
evaluated for the entire record.   The Nishnabotna and Nodaway watersheds show very large 
errors, much larger than those of the other ten watersheds, when simulated values are 
compared with the observed for all the calibration periods.  This significant difference in 
error at these two sites compared to the other ten sites is likely due to the input data (as 
opposed to a failure of the model for these basins since it performed well for the other ten) 
and therefore, the two sites have been removed from the rest of the study.    
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A flow duration curve (FDC) is the relation between the magnitudes of streamflow, 
Q, at a point and the frequency (p) with which those magnitudes are exceeded over an 
extended time period (i.e., many years) (Dingman, 2002):  
)(1Pr)( pQpp qFqQqp      (4) 
where qp is a given flow rate and FQ(qp) is the cumulative distribution function of daily 
average streamflow.  Note that FQ(qp) gives the non-exceedance probability of the flows, 
which is what is used here.   
Figure 2.3 compares the FDC of the daily basin discharge from the model for each 
calibration period and the observation at each site.  At many of the sites, we see that the 
FDCs are similar, and that, on average, the model is simulating the range of flows for each 
basin well, particularly the high flows.   
 
Table 2.5: Values of root mean square error (RMSE), percent bias (PBias), and Nash-Sutcliffe efficiency (NSE) for 
each calibration period (1958-1970, 1970-1982, 1988-2000) evaluated over the entire period of record at each study 
basin. 
  RMSE (cms) PBias NSE 
  58-70 70-82 88-00 58-70 70-82 88-00 58-70 70-82 88-00 
Shell Rock River 25.87 26.90 24.90 -12.04 6.34 -6.22 0.68 0.65 0.70 
Boone River 13.96 15.28 14.41 -17.71 -19.14 8.08 0.74 0.69 0.73 
Maple River 12.05 12.87 11.67 -14.50 -7.92 -3.76 0.49 0.42 0.52 
N Raccoon River 21.15 22.84 20.43 -10.41 -21.42 0.96 0.74 0.70 0.76 
Iowa River 23.95 23.05 21.98 -17.32 -11.03 -8.99 0.67 0.69 0.72 
Salt Creek 6.71 6.52 6.51 -5.52 -3.30 -8.98 0.56 0.58 0.58 
English River 14.04 13.97 14.33 -7.10 -2.40 -11.33 0.73 0.73 0.71 
N Skunk River 15.30 14.84 15.10 -2.61 -5.66 -2.42 0.67 0.69 0.68 
Boyer River 15.90 16.16 15.51 -12.57 -25.81 5.53 0.50 0.48 0.52 
Nodaway River 103.89 64.03 65.43 280.68 216.97 271.64 -10.52 -3.37 -3.57 
Nishnabotna River 61.89 63.68 62.21 -77.91 -79.00 -72.26 0.08 0.02 0.07 
Thompson River 19.48 18.62 19.03 24.23 -6.09 8.63 0.64 0.67 0.66 
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In some instances, the model simulations from the different calibration periods do 
behave differently for different flow regimes and different watersheds.  For instance, the 
1958 – 1970 calibration period seems to overestimate in a couple places, mainly for the 
Maple and Iowa Rivers.  The 1970-1982 calibration clearly stands out at the Boone and 
Thompson River basins.  For these two sites, this calibration period produces a much higher 
frequency of low and medium range flows compared to the other calibration periods.   The 
1988 – 2000 calibration also stands out at the Boone River as well as the Maple and North 
Raccoon Rivers where a majority of the flow values are strongly underestimated.  Due to the 
nature of these results, in which all calibration periods are fairly comparable for all the 
statistical methods used, the trend analysis is conducted using the 1958-1970 calibration 
period.  The impact of the model calibration on the trend in simulated streamflow is 
discussed in the results section.   
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Figure 2.3: Flow duration curves over the entire historical record for observed data and simulated data from each 
of the three calibrations (1958-1970, 1970-1982, and1988-2000). 
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2.3 Trend Analysis 
Trends were assessed using running averages and percent change in the running 
average from the beginning to the end of the study period.  The Mann-Kendall test (MK) was 
used to determine if trends in annual values were statistically significant (Mann,1945; 
Kendall, 1975).  The Mann-Kendall test has been widely used to determine trends in similar 
hydrologic studies (Hirsch et al., 1982; Lins and Slack, 1999; Burn et al., 2004; Kahya and 
Kalayci, 2004; Yue and Wang, 2004; Novotny and Stefan, 2006). 
The MK test is a rank-based nonparametric test for assessing the significance of a 
trend.  The null hypothesis is that a sample of data is independent and identically distributed, 
meaning there is no trend or serial correlation between the data points.  The alternative 
hypothesis is that a monotonic trend does exist in the data.  The first step in the method is to 
calculate a statistic, S, which is the sum of the difference between the data points: 
1
1 1
n n
j i
i j i
S Sgn X X     (2.5) 
 
where n is the number of values in the data set.  The sign of the value is determined as: 
 
      (2.6) 
 
Mann (1945) and Kendall (1975) have determined that when n ≥ 8, the statistic S is 
approximately normally distributed.  This allows for the computation of the standardized test 
statistic, Z, computed by: 
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      (2.7) 
 
where var(S) is defined as: 
      (2.8)  
A positive or negative value of Zs represents an upward or downward trend, 
respectively.  If the corresponding p-value is less than or equal to the desired significance 
level, then it is correct to reject the null hypothesis that a trend does not exist in the data.  We 
have used a significance level of 10%, meaning that we are 90% certain it is correct to reject 
the null hypothesis that a trend does not exist in the data set.   
The Mann-Kendall approach requires that the data be serially independent.  If the data 
are positively (negatively) serially correlated, then the MK approach by itself tends to 
overestimate (underestimate) the significance of a trend.  To correct the serial correlation in 
the data the Trend-Free Pre-Whitening (TFPW) procedure was used (Yue et al., 2002).   
First, the slope of the data set is estimated using the Thiel-Sen Approach (TSA) 
(Thiel, 1950; Sen, 1968).  This equation is used because it limits the influence the outliers 
have on the slope (Hirsch et al., 1982). 
      (2.9) 
 
If the slope, b, is almost equal to zero, then it is not necessary to conduct trend 
analysis.  If it differs from zero, then the slope is assumed to be linear and the estimated trend 
from the TSA is removed from the series by: 
      (2.10) 
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Next, the lag-1 correlation coefficient is removed from the new, detrended series,  by: 
 
      (2.11) 
 
where is defined as: 
1
1
1 2
1
1
1
1
n
t t t k t
t
n
t
E E
n
t tn
X X X X
r
EX X
  (2.12) 
 
The trend (Tt) is then added back into the data set (Eq. 2.13) and the MK test is applied to the 
blended series to assess the significance of the trend. 
 
       (2.13) 
 
A list of the hydrologic variables analyzed using this method can be found in Table 2.6. 
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Table 2.6: List of hydrologic variables analyzed in this study using the MK test (unless noted otherwise) and data 
used for each. 
Trend Analyzed Data Used 
Streamflow Observed and modeled values 
Mean annual flow 
 Maximum daily flow due to snowmelt* *determined using modeled snow 
Maximum daily flow due to rainfall 
 7-day low flow during summer (May - October) 
 7-day low flow during winter (November - April) 
 High flow days 
 Extreme flow days 
 
  Soil Moisture/Frozen Ground Modeled values 
Individual mean monthly total soil moisture 
 Number of days with frozen ground 
 First day of frozen ground 
 Last day of frozen ground 
 Number of thaw days 
 
  Snow Modeled values 
Maximum annual snow-water equivalent (SWE) 
 Day of maximum SWE occurrence 
 Number of days with snow cover 
 First day of snow cover 
 Last day of snow cover 
 Number of bare ground days 
 
  Other trends analyzed 
 Correlation between precipitation and streamflow Observed 
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CHAPTER 3: RESULTS 
3.1 Streamflow 
 Observed data obtained from the MOPEX data base is in a 24 hour time step.  
Modeled data was output at a six-hour time step and then aggregated to a 24 hour time step.  
Streamflow is the only variable simulated by the model for which we have quality long-term 
observed data available.  Trends in the observed streamflow were compared with trends in 
the simulated streamflow to assess the model’s ability to reproduce what is being seen in the 
observations.  By doing this, we have established a degree of confidence in the trends found 
in the modeled variables for which there are no observations for comparison.  A summary of 
trend test results of observed and simulated streamflow is found in Table 3.1, and shown 
individually for each watershed in Table 3.2. 
 
3.1.1 Mean daily discharge 
 Observed and simulated mean annual daily discharge were examined and compared 
[where annual refers to a water year (WY) defined as October 1 through September 30].  
There is an observable increase in 10-year running average of mean daily discharge over the 
study period at all sites (Fig. 3.1) with an average percent change in the observed 10-year 
running average of about 51% (Table 3.1).  The MK test also indicates an increasing trend at 
eight of the ten sites, though the trend was significant at the 10% level for only four of those 
sites (Table 3.2).   
The simulated mean annual daily discharge (based on the 1958-1970 calibration) also 
showed an increasing trend over the study period.  Compared with the observed, the model 
produces similar streamflow trends in most places, but there are a few sites in which the 
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simulations diverge significantly.  One possible reason for this could be due to a known, 
well-documented (summarized by Kalra et al., 2008) climatic shift that occurred during the 
winter of 1976-1977 in the North Pacific that caused a change in the ocean-atmosphere 
system.  This is known as the Pacific Decadal Oscillation (PDO), which at that time switched 
from a “cool” phase to a “warm” phase (Mantua et al., 1997).  Although variations caused by 
this shift have been most noted for the Eastern and Central Pacific regions, the timing 
coincides with the step-like shift seen in a few of the basin trends (Maple and Boyer).  
Because a change of this nature would have likely been reflected in the temperature and 
precipitation data, and thus “seen” by the model, there are likely other factors influencing the 
trends we see.  For instance, several previous studies have shown that increasing 
precipitation alone is insufficient to explain increasing discharge trends in agricultural 
watersheds in the Midwest (Schilling and Libra, 2003; Raymond et al., 2008).  These 
potential influences are discussed in section 3.6.1.   
 
3.1.2 7-day summer low flow 
 The summer low flow values were determined for each year by finding the lowest 
average discharge value for seven consecutive days in the months of May to October.  The 
simulated values reflect the increasing trend seen in the observed for most sites and often 
have magnitudes slightly higher than observed (Fig. 3.2).  A majority of the low flow periods 
occur in August and September, though the simulated dates seem to have more variability 
(see Appendix Tables B-1 and B-3). Percent change of 10-year observed running averages is 
highest here for any of the seven streamflow statistics examined, with the average over all 
basins increasing by 71% (Table 3.1).  This agrees with results from previous studies (Kalra 
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et al., 2008; McCabe and Wolock, 2002) that increasing trend results are most significant for 
minimum (and medium) flow periods. It is important to keep in mind that the low flow 
values are very small causing slight changes to produce a large percent change.  These small 
values may also be why the MK test does not reflect the trend we can see from looking at the 
figure.   
There is a feature at all the sites in which the running average has an increase in slope during 
the late 1970s through the 1980s, and then remains elevated through the 1990s.  This is likely 
due to the influence of the 1993 and 1996 floods on the running averages.  To verify this 
theory, the plot was regenerated without those two years.  The resulting figure indicates that 
these years are in fact having an influence on the trends (Fig. 3.3).  However, both the Maple 
and Boyer Rivers show a rapid increase in 7-day low flow in the 1980s that is still 
unaccounted for.  Possible reasons for this are discussed in section 3.6.2. 
 
3.1.3 7-day winter low flow 
 Winter low flow values were determined for each year by finding the lowest average 
discharge value for seven consecutive days in the months of November to April.  Similar to 
summer low flow there is a noticeable increasing trend in the observations, however the 
modeled values do not match the magnitude of the observed values, and are generally lower 
than the observed at all sites (Fig. 3.4).  No significant increasing trends were identified for 
any site using the MK test, yet the percent change in the 10-year running average was the 
second highest of any statistic examined, with an average of 67% for all basins.   
An increasing trend in the observed is consistent with reported increasing winter precipitation 
over Iowa for the last several decades 
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(http://climate.engineering.iastate.edu/CSIPublications.html). These results also follow with 
Novotny and Stefan (2006) which found that 7-day winter low flow for five basins in MN 
had one of the greatest changes of any of the seven streamflow statistics examined.   Since 
precipitation is an input to the model, trends in winter low flows that may be due to winter 
precipitation should allow the model to reproduce observed trends.  Yet simulated values are 
consistently lower than the observed at all sites.  Possible reasons for this discrepancy are 
discussed in section 3.6.2. 
 
3.1.4 Peak flow due to rainfall 
The highest daily flow from rain was extracted for each year starting after the last day 
of simulated snow cover and ending in September.  MK test values confirm the apparent 
increasing trend in observed and simulated 10-year running averages (Fig. 3.5), though only 
one or two sites were found to be significant.  The increasing trend that we see follows 
directly with the reported trend in precipitation, which is found to have increased by 
approximately 20% from 1901-94, across the United States (Karl and Knight, 1998; Todd et 
al., 2006).  The central U.S. specifically has been experiencing more variability of summer 
precipitation (CCSP, 2008), with more intense rain events and hence more episodes of higher 
runoff.  Records for Iowa also show a higher tendency for more intense rain events 
(http://climate.engineering.iastate.edu/CSIPublications.html).  This is the only statistic in 
which the average percent change for the simulated was larger than the observed, albeit only 
slightly. 
  To determine the influence 1993 and 1996 flood years may have on the trend, the 
plot was regenerated excluding these two years (Fig. 3.6).  While there are significant 
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changes for a few locations (Iowa, English, and N. Skunk rivers), an observable increasing 
trend remains present at many of the sites.     
 
3.1.5 Peak flow due to snow 
 The highest daily flow from snow was obtained for each year starting on January first 
and ending on the last day of simulated snow cover.  Overall, there is no discernable trend 
that can be generalized for all study basins (Fig. 3.7).  A few of the sites, e.g. Salt Creek, 
English River, and North Skunk River, seem to have a decreasing trend in both the observed 
and simulated data. A few sites appear to have a generally increasing trend, e.g. North 
Raccoon River, Boone River, and Thompson River, reflected by both the observed and 
simulated data.  There are still other sites in which there seems to be no recognizable changes 
and the simulated does not match the observed, e.g. Maple River and Iowa River.   The MK 
values for the observed tell us that there is a decreasing trend at all sites, but none prove to be 
significant at the 10% level.  The average percent change indicates a 44% averaged decrease 
in peak flow due to snow for the study sites.  The MK values for the simulated data give a 
few increasing trends, with an average 27% increase across the 10-year running average, but 
none were significant.  Out of the seven streamflow statistics analyzed, peak flow due to 
snow had the most variability between the observed and the model.  One reason for this 
could be due to using modeled data for determining snow cover in both the observed and 
simulated cases.  Since we do not have sufficient observed snow cover data for these basins, 
we chose to use the modeled values to determine the last day of snow cover.  It is possible 
that the simulated last day of snow cover does not match with what actually occurred, thus 
skewing the trend we see in the figure. 
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3.1.6 High flow days 
A high flow day is defined as a day in which the flow rate was larger than the mean 
daily flow plus one standard deviation.   The number of high flow days was determined for 
each water year.  There is an increasing trend in the observed data at many of the sites (Fig. 
3.8), although there are a few sites in which the model simulated the observed trends poorly 
(Maple River, Iowa River and Salt Creek).  The MK test found an increasing trend in the 
observations for all but one of the sites, five of which were significant (significance by basin 
is reported in Table 3.2).  For most basins, the trend in high flow days was not present in the 
simulations.  These results differ from the Novotny and Stefan (2006) study, in which high 
flow days had the largest magnitude change out of the seven statistics examined. It does 
however follow more closely with results of other previous research (McCabe and Wolock, 
2002; Lins and Slack, 1999; and Douglas et al., 2000) which report few sites with increases 
in annual maximum daily streamflow compared to annual minimum and median daily 
streamflow statistics across the U.S. 
 
3.1.7 Extreme flow days 
 An extreme flow is defined as when the flow rate is larger than the mean daily flow 
plus two standard deviations.  Only a few sites (Boone River, Maple River, and North 
Raccoon) show an increasing trend, and Thompson is the only site with a clear visual 
decreasing trend in the observations (Fig. 3.9). Based on the MK test, only three and four 
sites had an increasing trend in the observed and simulated extreme flow days, respectively, 
none of which were significant.  A stronger increase in high flow days compared to extreme 
flow days suggests that flows are increasing, but the incidence of extreme flows is not.  
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3.5 Climate correlation 
 Correlation between total annual precipitation and observed streamflow was also 
calculated and found to range between 0.73 and 0.87, with an average of 0.8.  This high value 
indicates that changes in precipitation directly influence the observed changes in streamflow, 
but is not the only factor.  Further support of this is seen in the increasing trends when we 
look at normalized values of total precipitation and streamflow (Fig. 3.10).  Although both 
statistics display similar increasing patterns, at many sites streamflow appears to be 
increasing at a faster rate, particularly for the latter part of the record (Boone, Maple, N. 
Raccoon, and Boyer).  
 These findings are also reflected by the runoff ratio, defined as the total annual 
discharge divided by the total annual precipitation.  If the annual discharge is increasing at a 
faster rate than the precipitation it would lead to ratio values closer to one, which is what we 
see (Fig. 3.11).  One explanation for this relationship may be due to the nature of increasing 
precipitation.  Increasing precipitation in the Midwest is mainly due to an increase in the 
number of intense rainfall events.  An intense rainfall event causes more precipitation falling 
on saturated soils which creates a disproportionally large amount of runoff (Jha et al., 2004).  
Jha et al. (2004) showed that in the Soil Water Assessment Tool (SWAT), a 21% increase in 
annual average precipitation lead to a 50% increase in streamflow.  Although we would not 
expect a direct linear relationship between increased precipitation and streamflow, we 
suggest based on these results, and those of previous studies (Schilling and Libra, 2003; 
Raymond et al., 2008; Zhang and Schilling, 2006b), that land use may have also played a role 
in the streamflow trends seen in parts of Iowa.  This topic is explored further section 3.6. 
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3.2 Soil Moisture 
 Mean monthly soil moisture content as a percent of total storage capacity as modeled 
by the SAC modeling system was examined for each month. Total soil moisture was 
calculated by adding the upper zone and lower zone values and then dividing by the total 
possible storage.  To determine the significance of the trends, the MK test was conducted on 
the non-normalized totals.  A summary of trend test results for mean monthly soil moisture 
and additional model-derived variables is provided in Table 3.3, and shown individually for 
each watershed in Table 3.2. 
 Increasing trends were found for all months at all basins and are most pronounced in 
March, April, and May (Fig. 3.12).  MK values also indicate an increasing trend, though only 
a few sites proved to be significant at the 10% level.  The average percent change was 
consistently in the middle to upper teens.  Like that of peak flow due to rainfall, the 
increasing trend in soil moisture follows that of precipitation. 
 An increasing trend in soil moisture content points to increasing potential for 
flooding, especially in the spring when snowmelt is frequently at its peak.  Higher levels of 
soil moisture during this time will inherently lead to increases in runoff.  Increased soil 
moisture content during the warm season could also lead to an increase in flash flooding 
events.  Previous studies have shown not only an increase in precipitation over the last 
century, but particularly an increase in frequency of heavy rainfall events (Angel and Huff, 
1997; Karl et al., 1995; Todd et al., 2006). 
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3.3 Frozen Ground 
 The ground is defined as frozen when findex, the frost index variable in the model, is 
less than zero.  The number of frozen ground days per water year was found to have a 
significant decreasing trend at all sites (Fig. 3.13), with an average of over six fewer days 
between all basins (Table 3.3).   
 This strong decreasing trend is also seen in both the first day of frozen ground and 
last day of frozen ground per water year.  A decreasing trend indicates that the day of 
occurrence is moving towards earlier in the year.  The frozen ground results are reflecting 
changes in the air temperature because the model uses only inputs of air temperature to 
determine frozen ground.  While we would expect frozen ground to end sooner in the year 
based on the observed warming trend for the U.S. it is interesting to find that frozen ground 
is occurring early in the year.  
 The number of non-frozen ground days occurring between the first and last day of 
frozen ground (referred to as “thaw days”) was also examined.  According to the MK test, 
seven of the ten basins have an increasing trend but none proved significant at the 10% level 
(significance by basin is found in Table 3.4).  The basin-wide average was 0.6 more thaw 
days per water year.  This increasing trend follows with findings of other studies 
(http://climate.engineering.iastate.edu/CSIPublications.html) in which the annual number of 
frost-free days is found to be increasing across Iowa (Figure 3.14). 
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3.4 Snow 
3.4.1 Snow cover 
 A distinct trend cannot be seen in the number of days in which there is snow cover as 
simulated by the model.  As expected given the trends found in frozen ground, the first and 
last day of snow cover trend toward occurring earlier in the year (Table 3.3).  Based on the 
change in 10-year running average, the first day of snow cover occurred an average of 11.1 
days sooner, the most days of any frozen ground or snow statistic.  This trend was confirmed 
by the MK test with a significant decreasing trend found for all sites.  The last day of snow 
cover occurred an average of just over 2.5 days sooner.   
The number of non-snow cover days is defined as the number of days with no snow 
cover between the first day and the last days in which snow cover occurred (referred to as 
“bare ground days”).  An overall trend is difficult to decipher by looking at the plot (Fig. 
3.15).  A decreasing trend is present up until the 1970s when it shifts to increasing, indicating 
fewer days with snow cover. The MK test tells us there is an increasing trend at 8 of the 10 
sites, though only two prove to have a significant increasing trend.  The mean 10-year 
running average over all the basins is over 6.5 fewer days with snow cover. 
 
3.4.2 SWE 
Snow-water equivalent (SWE) modeled by the SNOW-17 was examined, specifically 
the maximum daily SWE value per water year and the day of occurrence. There appears to be 
a slight increasing trend in the maximum SWE value, but the interesting feature to note is the 
“hump” around the 1970s and 1980s at many of the sites (Fig. 3.16).  Although the MK test 
splits the trend for half the basins increasing and half decreasing, the mean 10-year average 
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percent change is over 9%.  The day of maximum SWE occurrence shows a negative trend at 
all basins (Fig. 3.17) and is significant at four sites, indicating the day of maximum SWE is 
occurring earlier in the year.  The average over all basins is over two days sooner.  Similar to 
maximum SWE, there is also somewhat of a “hump” feature in the running average for the 
day of maximum SWE at several of the sites.   
In the model, snowfall is a function of temperature and precipitation during precipitation 
events.  The maximum seasonal SWE is a function of the amount of snowfall, but also the air 
temperatures throughout the entire snow season.  The advantage of studying trends in snow is 
that it is a function of climate, and land use changes will have minimal impact.  Although, 
there may be annual changes in winter residue cover, which are not considered by the model, 
for the most part the winter landscape in Iowa has changed little over the years (i.e. there are 
no large changes in forest cover that would have significantly influence the snow energy 
balance). Therefore, the increases in SWE around the 1970s-1980s are mostly likely a 
reflection of climate change, and possibly the change in the PDO discussed in streamflow 
results. 
 
3.6 Land Use Effects 
 Changing land use, particularly due to agricultural practices, is likely having an effect 
on the water balance in Iowa watersheds, but is not a factor that can be explicitly accounted 
for in the SAC modeling system.  The presence of row crops affects how fast water moves 
through different components of the hydrologic system, and can affect how much water is 
partitioned to each component. Furthermore, row crops cover the landscape for a shorter 
period of time than the grasses which were native to the region, producing a system in which 
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evapotranspiration and surface runoff processes will vary dramatically over the course of a 
short period. Artificial drainage, or tiling, is present throughout Iowa, and is concentrated on 
the north-central part of the state.  About 39% of the total crop area in the state benefits from 
subsurface drainage during the crop growing season from April to October (Baker et al., 
2004).  Tiling effectively increases the amount of water that is able to move at a moderate 
rate through the watershed (with runoff being quick-flow and baseflow being slow flow).  
However, the impact of tiling is likely to only be seen during the wetter time periods when 
flow is present in them.   
Because the model is calibrated to only one time period and does not explicitly 
include tile drainage, changes in water partitioning over time (e.g. to ET, infiltration, runoff, 
etc) may not be accurately represented in the model.  For instance, increasing the amount of 
row crops, such as corn, can lead to increases in the amount of water going to ET late in the 
summer.  Since the model has no way to account for this change, the amount of water that 
goes to ET in the real system will end up in the simulated streamflow.   Land use change 
factors may help explain some of the trends and discrepancies seen in the observed and 
modeled data, particularly with respect to mean daily discharge and seven-day low flows. 
 
3.6.1 Mean daily discharge 
 The 10-year running averages of simulated mean daily discharge, which were based 
on the 1958-1970 calibration, show the inability of the model to match the observed values 
for time periods after the mid-1970s in several basins including Boone, Maple, North 
Raccoon, and Boyer Rivers.  Although Iowa lands have been continually under development, 
the 70s are characterized by a particularly dramatic shift in cropping from relatively diverse 
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crops to almost exclusively corn and soybeans (Schilling et al., 2008; Hatfield et al., 2008).  
Corn and soybeans now constitute over 60% of the land cover of Iowa, much of which is tile 
drained.  This shift in land management is one likely explanation for the significantly 
reduced skill in the 1958-1970 calibration for later years.   
  To assess the potential influence of land use change on mean daily discharge, 10-year 
running averages of the model results from three different calibrations were plotted with the 
observed (Fig. 3.18).  We would expect each simulation to match best with the period it was 
calibrated to, but it is the model behavior during the periods outside the calibration window 
that are most interesting.  Comparison of the trends produced by the three different 
calibrations may lend insight into what other factors are influencing changes in the watershed 
other than climate.  Changes in climate represented in the temperature and precipitation data 
do have an influence on the model simulation over time, with all calibrations showing 
general upward trends in daily mean streamflow (Figure 3.18).  However, in some cases, 
there are significant differences in the trends produced by the calibration periods.  For 
example, the first two calibrations for the Boone River are almost identical in their behavior; 
the simulations reproduce the observed 10-year running averages well until the mid-70s 
where the upward trend in modeled streamflow is small relative to the observed.  The last 
calibration period matches this latter half of the record quite well.  By contrast, all three 
calibrations for the North Skunk River are almost identical and match the observations very 
well.  Finally, in some instances, such as Thompson River, the 10-year running averages 
from the three calibrations have the same shape, they are just offset from each other.   The 
reasons for the discrepancies among the basins require further investigation. 
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3.6.2 7-day low flows 
 An interesting finding discussed previously was that the model tended to 
underestimate winter low flows while it overestimated summer low flows.  With respect to 
summer, while tiling may be having some effect, the ET estimates in the model are most 
likely too low, resulting in an increase in baseflow.   Corn has very large ET fluxes, 
particularly in the late summer, but ET in the SAC modeling system is computed based on a 
climatologically-based ET demand curve which is static from year to year.   The model does 
not have a mechanism to explicitly account for changes in vegetation types or growth of 
vegetation over a season.   It is also impossible for the modeled ET to change in response to 
temperature or other climatic factors, and is therefore a limitation of this study. 
 The underestimated winter low flows could be a result of errors in the frozen ground 
model.  A decline in frozen ground throughout the season would lead to increases in 
infiltration and ultimately increased baseflow.  Although the model produced a declining 
trend in frozen ground, the subsurface movement of water during the winter may not be 
correct.  Another possible source of the increased winter low flows is the presence of flow in 
the tile systems.  If this is influencing the winter low flows, the model would not be able to 
simulate this effect.  Future work quantifying the magnitude of the impact of the frozen 
ground model on infiltration may help clarify this issue. 
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3.7 Figures and Tables 
Table 3.1: Number of sites, as indicated by the Mann-Kendall test, with an increasing trend, a significant increasing 
trend for 10% significance, and basin-average percent change for all seven observed and modeled streamflow 
statistics. 
  
Number with 
positive MK trend 
obs/sim 
Number positive & 
significant at 10% 
obs/sim 
Change in 10-year 
running average 
obs/sim 
Mean annual flow 8/7 4/2 51/27 % 
7-day summer low flow 3/1 1/0 71/43 % 
7-day winter low flow 2/0 0/0 67/32 % 
Peak flow from rain 8/10 2/1 28/32 % 
Peak flow from snow 0/4 0/0 -44/27 % 
High flow days 9/3 5/0 9.84/1.49 days 
Extreme flow days 3/4 0/0 2.45/1.67 days 
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Figure 3.1: 10-year running averages of observed and simulated annual mean daily discharge. 
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Figure 3.2: 10-year running averages of observed and simulated summer 7-day low flow. 
40 
 
 
 
Figure 3.3: 10-year running averages of observed and simulated summer 7-day low flow, excludes 1993 and 1996. 
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Figure 3.4: 10-year running averages of observed and simulated winter 7-day low flow. 
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Figure 3.5: 10-year running averages of observed and simulated annual peak flow due to rainfall. 
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Figure 3.6: 10-year running averages of observed and simulated peak flow due to rainfall, excludes 1993 and 1996. 
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Figure 3.7: 10-year running averages of peak mean daily discharge due to snowfall. 
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Figure 3.8: 10-year running averages of observed and simulated number of days with high flow. 
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Figure 3.9: 10-year running average of observed and simulated number of days with extreme flow. 
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Figure 3.10: Normalized 10-year running averages of total precipitation and total observed streamflow per water 
year. 
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Figure 3.11: Total annual discharge divided by the total annual precipitation (mm), known as the runoff ratio, and 
fitted with a trend line. 
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Table 3.3: Number of sites, as indicated by the Mann-Kendall test, with positive trends and negative trends, a 
significant trend at 10% significance, and basin-average percent change for modeled statistics. 
 
  
MK trend  
(Number of sites) 
 pos/neg 
Number of Sites 
Significant at 10 % 
pos/neg 
Change in 10-
year running 
average  
March soil moisture 8/2 2/0 14.94 % 
April soil moisture 9/1 4/0 15.51 % 
May soil moisture 10/0 4/0 18.09 % 
Number of frozen ground days 0/10 0/10 -6.05 days 
First frozen ground day 0/10 0/6 -2.60 days 
Last frozen ground day 0/10 0/10 -9.16 days 
Number of thaw days 7/3 0/0 0.6 days 
Maximum Annual SWE 5/5 0/0 0.2 % 
Day of maximum SWE 0/10 0/4 -2.07 days 
Number of snow cover days 3/7 0/0 2.02 days 
First day of snow cover 0/10 0/10 -11.12 days 
Last day of snow cover 0/10 0/6 -2.53 days  
Number of bare ground days 8/2 2/0 6.57 days 
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Figure 3.12: 10-year running averages of simulated mean monthly soil moisture as a fraction of total soil moisture 
capacity for March, April, and May. 
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Figure 3.13: Number of days per water year and 10-year running average in which frozen ground occurred as 
simulated by the model. 
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Figure 3.15: Number of days and 10-year running average of non-snow cover days per water year as simulated by 
the model. 
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Figure 3.16: Value and 10-year running average of maximum snow-water equivalent per water year. 
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Figure 3.17: Day of occurrence and 10-year running average of maximum snow-water equivalent per water year. 
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Figure 3.18: 10-year running averages of mean daily discharge for observed data, and simulated data produced by 
each of the three calibration periods (1958-1970, 1970-1982, 1988-2000).  
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CHAPTER 4: CONCLUSIONS 
 
4.1 Major findings 
 Historical observed and modeled hydrologic trends for the last half of the 20
th
 century 
were investigated for ten watersheds in Iowa.  Streamflow, soil moisture, frozen ground, 
snow cover, and snow-water equivalent were simulated using the calibrated NWS SAC 
modeling system driven by inputs of 6-hourly temperature and precipitation data.  Trends in 
these statistics were examined and tested for significance at p=0.1 using the Mann-Kendall 
non-parametric test for trend.    The model accuracy was evaluated through comparison of 
simulated to observed daily streamflow data.  Land use effects were taken into consideration 
by generating model parameters for different time periods and investigating the impacts on 
streamflow trends.  The major findings of this study are as follows: 
(1) Seven streamflow statistics in observed and simulated data were compared and tested 
for significance: mean daily discharge, 7-day summer low flow, 7-day winter low 
flow, peak flow due to rainfall, peak flow due to snow, number of high flow days, and 
number of extreme flow days.  The highest increasing trends were found for mean 
daily discharge and 7-day low flows.  Peak flow due to snow had the most variability 
between simulated and observed data, and was the only statistic with an overall 
decreasing trend in the observed. 
(2) Correlation between precipitation and streamflow averaged around 0.8.  While a 
strong correlation is expected, trends in the 10-year running averages of total annual 
precipitation and total annual discharge show streamflow to be increasing at a faster 
rate than precipitation.  This was also shown through examination of the runoff ratio,   
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indicating that other factors may be influencing the streamflow, and is likely related 
to land use change. 
(3) Model derived data was used to analyze trends in soil moisture content, frozen ground 
days and snow cover.  Mean monthly soil moisture content was found to be 
increasing across all basins and for each month, but was most prominent for March, 
April, and May.   
(4) The number of days with frozen ground was found to be significantly decreasing for 
all sites, averaging over six fewer days per water year.  Additionally, the number of 
non-frozen ground days, or thaw days, was found to be increasing but was not 
significant for any of the sites.  The first and last day of frozen ground both showed a 
trend toward occurring earlier in the year.  Possible reasons for this shift were 
discussed, but require further investigation. 
(5) A trend in number of snow cover days was not easily recognizable, though changes in 
the onset and end of the snow season as well as the number days with no snow cover 
per water year were similar to those found for frozen ground.  Values of maximum 
snow-water equivalent are increasing slightly, and trend toward occurring earlier in 
the year.  A change around the mid-1970s is also observed but is likely related to 
climate change as opposed to land use because the snow simulations are only a 
function of temperature and precipitation. 
(6) An assessment of changes going on within the watershed(s), including conversion of 
landscape from diverse crops and native prairie to row crops provides some insight as 
to why we are seeing a shift in many trends around the 1970s and why the model 
struggles to match observed data at times.  Processes and limitations within the model 
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could also explain these observations.  Further investigation into these topics, 
particularly land use change, is required. 
 
  4.2 Model Evaluation 
 Overall, the SAC modeling system provides a reasonable representation of 
streamflow on yearly time scales.  We have demonstrated that many factors must be taken 
into account to obtain optimum model performance.  Simulated mean annual total discharge 
for the entire historical record based on each of the three parameter sets did not show notable 
differences in modeled output.  However, a more detailed look at the changes over time show 
this difference in parameter sets to be significant.  A plot of 10-year running average of mean 
daily discharge over the entire record for each parameter set (Fig 3.17) indicates that the 
parameters are often a better fit to the period is which it was calibrated, but this is not always 
the case.  As discussed previously, this indicates that other factors such as changes in 
landscape may be resulting in the model’s inability to match the observed. 
Additionally, there are limitations within the model itself that may be affecting the 
simulations.  These limitations include a static ET demand curve that does not allow the 
model to respond to type of vegetation or vegetation changes – which has been particularly 
significant in Iowa since the 1970s (Schilling et al., 2008; Hatfield et al., 2008).  Frozen 
ground is determined solely by air temperature, but as we know is also related to other 
factors such as snow pack.  How the model represents certain parts of the hydrologic cycle, 
such as those just discussed, is a significant limitation this type of study.   
Due to the limitations within the modeling system and the significant impacts of 
landscape changes in the watershed, the applicability of the SAC SMA for a changing 
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climate is uncertain.  While the model responded to changes in the climate and produced 
trends in streamflow that had the same characteristics as the observed, the model failed to 
reproduce shifts in the trends for some basins.  We suggest that this is due to changes in land 
use within the watershed that was not accounted for in the model.    However, understanding 
the relative impacts of land use versus model system error (i.e. errors in model structure, 
observational data, and parameters), on the results shown here is difficult and requires further 
investigation.   
Based on the findings of this study, updates to the SAC modeling system are 
recommended, particularly to the ET demand curve.  Significant changes in the land cover, 
as previously discussed, have increased the amount of water going to the atmosphere through 
ET during the growing season.  The model’s inability to respond to this increase results in 
excess water going to the stream.  Values that are updated to represent current land cover 
conditions may correct errors in the simulations, particularly for streamflow.  Furthermore, 
amending assumptions and processes within the model, such as determination of frozen 
ground based on more than just air temperature, has the potential to improve the accuracy of 
the model. 
 
4. 3 Future work 
 Determine trends for smaller periods within the historic record to assess how trends 
are changing over time 
 
 Compare results to any available observations of long-term soil moisture, snow, and 
soil temperature in the state of Iowa 
 
 Run the SAC modeling system for one or more future data sets provided by the North 
American Regional Climate Change Assessment Program (NARCCAP) 
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 Apply the methodology of this study to the future scenario(s) to assess trends in 
future projections 
 
 Conduct the study using an ensemble of hydrologic models to assess the influence of 
model structure on soil moisture, SWE and frozen ground results 
 
 Compare to other modeling methods to better understand skill and errors associated 
with water partitioning in the watersheds.  
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APPENDIX A: CALIBRATED PARAMETERS FOR EACH CALIBRATION 
PERIOD FOR ALL STUDY BASINS 
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APPENDIX B: OBSERVED AND SIMULATED SUMMER AND WINTER LOW 
FLOW DATES 
Table B-1: Dates of occurrence of observed 7-day summer low flow. 
67 
 
Table B-2: Dates of occurrence of observed 7-day winter low flow.
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Table B-3: Day of occurrence of simulated 7-day summer low flow.
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Table B-4: Day of occurrence of simulated 7-day winter low flow. 
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