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ABSTRACT 
FACTORS INFLUENCING THE PERFORMANCE 
OF THE MANTEL-HAENSZEL PROCEDURE IN IDENTIFYING 
DIFFERENTIAL ITEM FUNCTIONING 
FEBRUARY 1993 
BRIAN E. CLAUSER, B. A., LEHIGH UNIVERSITY 
M.Ed., UNIVERSITY OF MASSACHUSETTS 
Ed.D., UNIVERSITY OF MASSACHUSETTS 
Directed by: Professor Ronald K. Hambleton 
The Mantel-Haenszel (MH) procedure has emerged as one of the 
methods of choice for identification of differentially functioning test 
items (DIF). Although there has been considerable research examining 
its performance in this context, important gaps remain in the knowledge 
base for effectively applying this procedure. This investigation is an 
attempt to fill these gaps with the results of five simulation studies. 
The first study is an examination of the utility of the two-step 
procedure recommended by Holland and Thayer in which the matching 
criterion used in the second step is refined by removing items 
identified in the first step. The results showed that using the two- 
step procedure is associated with a reduction in the Type II error rate. 
In the second study, the capability of the MH procedure to identify 
uniform DIF was examined. The statistic was used to identify simulated 
DIF in items with varying levels of difficulty and discrimination and 
with differing levels of difference in difficulty between groups. The 
results indicated that when difference in difficulty was held constant, 
poorly discriminating items and items that were very difficult were less 
likely to be identified by the procedure. 
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In the third study, the effects of sample size were considered. In 
spite of the fact that the MH procedure has been repeatedly recommended 
for use with small samples, the results of this study suggest that 
samples below 200 per group may be inadequate. Performance with larger 
samples was satisfactory and improved as samples increased. 
The fourth study is an examination of the effects of score group 
width on the statistic. Holland and Thayer recommended that n+1 score 
groups should be used for matching (where n is the number of items). 
Since then, various authors have suggested that there may be utility in 
using fewer (wider) score groups. It was shown that use of this 
variation on the MH procedure could result In dramatically increased 
type I error rates. 
In the final study, a simple variation on the MH statistic which 
may allow it to identify non-uniform DIF was examined. The MH 
statistic's inability to identify certain types of non-uniform DIF items 
has been noted as a major shortcoming. Use of the variation resulted in 
identification of many of the simulated non-uniform DIF items with 
little or no increase in the type I error rate. 
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Standardized tests have become an integral part of society. 
Results are routinely used to inform decisions on acceptance and 
advancement in education and industrial contexts, as well as licensure 
and certification for provision of specialized services. Because of the 
increasing impact of test results in such important areas, the use of 
standardized tests has become a controversial social and political 
issue. One of the most important areas of controversy has been the 
issue of bias in testing. Test developers have not been spared the 
litigation that has become commonplace in other contexts where 
discrimination or bias against some minority group can be alleged. Both 
out of a theoretical and ethical desire to maximize validity and a 
practical interest in defending against litigation, measurement 
specialists have invested considerable effort in the study of bias in 
testing. 
It is possible to approach this issue from a variety of 
perspectives. Bias could be examined as a function of factors external 
to the test construction process such as "test wiseness" of examinees or 
the minority status of the test administrator. It could be examined as 
a problem of predictive validity; or it could be approached as an issue 
of content or construct validity. Examination of bias at the item level 
falls into this category. For both practical and theoretical reasons, 
this is the level that has been chosen most often for research. 
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Practically, if it is possible to identify biased items at the stage of 
pilot testing and remove them, a sound product could be left for actual 
administration. Theoretically, although it may be possible to imagine a 
test that performs well and yet has individual biased items, it is 
difficult to conceive of a test that is biased and constructed entirely 
of unbiased items. 
Efforts to examine bias at the item level have been primarily of 
two types, statistical and judgmental. In spite of very considerable 
research in both areas, convergence between the two has remained 
illusive (Plake, 1980; Engelhard, Hansche, & Rutledge, 1990). This has 
remained the case, in spite of direct efforts by researchers to review 
items identified by statistical bias detection methods and build 
judgmental schemes based on the results (Scheuneman, 1982). Such 
efforts were based on assumptions that the then current judgmental 
efforts were unsatisfactory. The continued illusiveness of this 
convergence suggests two things. First, judgmental approaches remain 
insufficient and are, in general, based on an inadequate understanding 
of the causes of item bias. Second, before judgmental methods can be 
safely modeled on the empirical outcome of statistical applications, 
considerably more research on the various statistical methods is needed. 
At present, convergence between the statistical approaches is far from 
perfect. Serious questions remain about how these approaches function. 
With the proliferation of papers describing alternative bias 
detection methods (Angoff, 1982; Dorans & Kulick, 1983; Holland & 
Thayer, 1988; Rogers, 1989; Scheuneman, 1979), empirical comparisons of 
these methods became an obvious subject for research. This research has 
thinned the field somewhat, but has left several defensible options for 
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identification of biased items. IRT-based methods, the Mantel-Haenszel 
procedure, logistic regression, and the standardization method 
(Hambleton & Rogers, 1989; Rogers, 1989; Wright, 1986) all continue to 
have support. In addition to identifying stronger and weaker 
approaches, research in this area validates the position expressed 
above, that convergence among the statistical approaches is less than 
complete. This is true even among the empirically and theoretically 
strongest bias detection procedures. The research also suggests that 
which procedure performs best may be a function of the context of the 
comparison. Issues such as sample size clearly influence the result. 
The discrepancy between the theoretical and empirical utility of IRT 
methods widens rapidly as the sample size decreases. Although the power 
of the MH procedure will be reduced with a reduction in sample size, 
this decrease will be less extreme. Similarly, the type of bias found 
in the data (or when the comparisons are conducted with Monte Carlo 
research methods, the model used to simulate the data) will influence 
the result. Hambleton and Rogers (1989) demonstrated that there was 
little difference between IRT and Mantel-Haenszel results when items 
contained uniform bias. When non-uniform bias was present, the IRT 
method was superior. Similar results were reported by Swaminathan and 
Rogers (1990) in a comparison of logistic regression and the MH 
procedure. Relatively little research is currently available on the 
impact of these data set related variables on the validity of the 
results produced by these procedures. 
A second factor impacting on the interpretability of the results of 
such comparative studies is the existence of variables representing the 
form of the procedure being used. There is not, for example, a single 
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IRT method of item bias detection. Hambleton and Swaminathan (1985) 
identify three such methods, each of which could contain procedural 
variations. The MH method, while representing one mathematical 
procedure, has apparently been implemented in a variety of ways. 
Although Holland and Thayer (1988) recommend n+1 categories be used for 
matching (where n - the number of items on the test), variations with 
fewer score groups have been used (Wright, 1981). Another procedural 
variation is the use of a two-step process to purify the matching 
criterion. Items identified as biased in a first run of the procedure 
can be removed from the score used as the basis for examinee matching. 
Although this approach was suggested by Holland and Thayer (1988), it is 
unclear to what extent its use has been widespread. Relatively little 
of the research on the MH procedure specifies that this step was 
included. 
A full understanding of the functioning of these various item bias 
detection procedures requires these sorts of data-related and procedure- 
related factors be treated as independent variables. Although some 
research is available which does this, considerable gaps in the 
literature remain. The intention of this dissertation is to identify 
those gaps in research on the MH procedure and to provide empirical 
evidence to fill them. 
The choice of the MH procedure as the focus of such examination is 
somewhat arbitrary. The other approaches noted above warrant similar 
study. The statistic is apparently in wide use (Wright, 1981) and has 
several advantages which are likely to continue to support this favor. 
Among those frequently noted are the fact that it is simple to program 
and inexpensive to run; it has an associated test of significance; it 
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can be run with relatively small sample sizes (Hills, 1989; Wright, 
1981); and it produces results which are similar to the theoretically 
preferred but less practical IRT methods (Hambleton & Rogers, 1989). 
Purpose of the Study 
The purpose of this investigation is to provide an empirical basis 
for decisions regarding the use of the Mantel-Haenszel procedure for 
detecting DIF. The results of five separate studies are presented, each 
of which is an attempt to fill a void in the current literature on this 
procedure. The primary foci of these studies are as follows: 
1. Holland and Thayer (1988) recommend that when total test score 
is used as the matching criterion, the MH be carried out as a 
two-step procedure. Differentially functioning items are 
identified in a first run. The total test score is then re¬ 
calculated for each examinee with these identified items 
eliminated. This "purified" criterion is then used in a 
second run of the procedure. Using simulate data, the first 
study compares the Type I and Type II error rates for the MH 
in its simple and two-step formats. 
2. The second study examines the capability of the MH procedure 
to identify uniform DIF. The two-step MH procedure described 
above is used to identify simulated DIF in items with varying 
a- and b-parameters and with varying levels of difference in 
the b-parameter between groups. The results allow 
identification of the characteristics of items simulated with 
significant levels of DIF but not identified by the procedure. 
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3. Study three examines the effects of sample size on the MH 
procedure. The procedure is used on a simulated data set 
allowing comparison of the relative efficacy with samples 
ranging from 100 to 2000 examinees per group. Unequal 
reference and focal groups are also examined. 
4. The fourth study examines the effects of score group width on 
the test. Proponents of Chi-square type DIF detection 
procedures other than the MH have suggested that reducing the 
number of score groups in the matching criteria will increase 
the power of the test (Raju, Bode, & Larsen, 1989; Scheuneman, 
1979). This modification has been offered elsewhere in the 
literature as potentially useful with the MH. However, 
previous research has been inconclusive as to its efficacy 
(Raju, Bode, & Larsen, 1989; Wright, 1986). In the fourth 
study, simulated data is again examined. Various uniform 
DIF items are simulated. The relative efficacy of the 
procedure is then compared under conditions differing by the 
score group width in the matching criteria. 
5. The literature is replete with evidence that the MH is blind 
to non-uniform DIF (Hambleton & Rogers, 1988; Holland & 
Thayer, 1988; Rogers, 1989; Swaminathan & Rogers, 1990). This 
is often offered as a primary shortcoming of this procedure. 
The final study provides an evaluation of a simple variation 
on the MH procedure which may allow it to identify such items. 
The procedure is evaluated with simulated data containing non- 
uniform DIF items. 
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Together, these five studies provide practitioners with information 
necessary to determine which procedural variations on the MH statistic 
are most appropriate. They also provide information as to the 
limitations this procedure will be under when used with various types of 
data sets and different sample sizes. 
The dissertation is divided into eight chapters. The first 
introduces the problem and the purpose of the investigation. The second 
reviews relevant literature. Chapters 3 through 7 will provide a 
statement of purpose, methodology and results for each of the five 
studies. The final chapter draws conclusions from these results. 
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CHAPTER II 
REVIEW OF THE LITERATURE 
A very substantial body of literature has been produced, during the 
last two decades, on statistical methods for identifying item bias. 
This chapter will provide a review of several aspects of that 
literature. It will establish a definition of item bias. It will 
describe those statistical methods which are theoretically and/or 
empirically preferred. It will review those studies which compare the 
MH procedure to other techniques. Finally, it will review those studies 
which provide empirical information about variables which influence the 
performance of the MH procedure. 
The Definition of Item Bias 
The currently accepted definition of item bias states that an item 
is biased if examinees from different groups but of the same ability 
have differing probabilities of a correct response. This definition 
allows for a distinction between item bias and item impact. Item impact 
describes the circumstance where the difference in probability of a 
correct response for two groups legitimately reflects the difference in 
ability that exists for the two groups. This definition of item bias is 
sometimes referred to as a "conditional" definition (i.e., one that 
conditions on ability). By contrast, the "unconditional" definition 
draws no distinction between bias and impact. Such a definition would 
state that an item displays bias if the probability of a correct 
response varies with group membership. Although this approach to 
conceptualizing bias has had a practical impact on the testing field 
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because of inclusion in the court settlement between ETS and the Golden 
Rule Insurance Company and its subsequent appearance in proposed 
legislation intended to regulate testing, it clearly has little 
psychometric utility. The removal of items from a test because they 
successfully discriminate between examinees that differ in the ability 
of interest is absurd. 
That social values have been confounded with questions of test 
validity is, if not inevitable, at least not surprising. The term 
"bias" evokes ideas of intentional discriminatory practices against 
members of some minority group. In an effort to remove these 
connotations and to promote an objective study of this threat to 
validity, the term differential item functioning (DIF) has been 
introduced as a more value-free descriptor. This term will be preferred 
throughout the remainder of this dissertation. 
DIF has been further subdivided into two types, uniform and non- 
uniform. Uniform DIF is defined as that which occurs when there is no 
interaction between ability level and group membership. In the context 
of IRT models, this type of DIF can be modelled as a difference in the 
b-parameter between groups. Non-uniform DIF involves an interaction 
between group membership and ability level. In IRT terms, this type of 
DIF requires differences in the a-parameter. 
Statistical Techniques for Identifying DIF 
Recent surveys of statistical approaches to DIF detection indicate 
that no fewer than 15 separate procedures are available (Scheuneman & 
Bleistein, 1989; Hills, 1989). If procedural variations on these 
techniques are considered, that number is probably doubled. From among 
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that plethora, several techniques have emerged as preferred either on 
theoretical or empirical grounds. Hills (1989) has recommended the MH 
and the standardization Approaches. Logistic regression must be 
considered an important alternative because of its demonstrated ability 
to identify both uniform and non-uniform DIF. Finally, IRT approaches 
have been described as theoretically preferred and, when the 
requirements of these methods can be met, they have been shown to be 
effective (Scheuneman & Bleistein, 1989). This section will describe 
these four major approaches. 
The Mantel-Haenszel Statistic 
This statistic was first recommended by Mantel and Haenszel (1959) 
as a formula for determining relative risk of disease, in retrospective 
examinations, after controlling for factors which could produce 
misleading associations between occurrence and group membership. 
Holland and Thayer (1988) recommended it for an alternative application, 
namely, DIF identification. In this application, the factor controlled 
for is examinee ability level. This matching can be accomplished via an 
external criterion or by means of the total test score. In either case, 
K 2x2 tables are produced, where K is the number of score groups used 
for matching. Each of these tables has the following configuration: 
Score on Studied Item 
1 0 Total 
Reference Aj Bj n^ 
Group Focal Cj Dj nFj 
Total m-,j m0j Tj 
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a: 
The MH chi-square tests the H0 against the alternative 
H, : JjL - “ fl. J - 1.K 
Qrj Qrj 
where a ** 1. The following formula can be used to estimate 
ZBjCj/T, 
The MH Chi-square takes the form 
MH Chi-square - < l^r^(A1) |-h)2 
SjVar(Aj) 
This form includes a continuity correction. The var(Aj) is given by 
var(Aj) - nRjnFjmijmoj . 
T,2(Trl) 
In addition to these two primary forms of the MH statistic, Holland and 
Thayer (1988) suggest a third variant. The a is on a scale from 0 to «, 
with a value of a-1 representing no difference between groups. The MHA 
is a transformation, 
4 A A 
^mh “ ~_ln(aMH) “ -2.35 ln(aMH). 
1.7 
The delta has the advantage that no difference between groups is 
represented by A-0. Negative values are associated with items that the 
reference group members found easier than did corresponding members of 
the focal group. Positive values indicate that the item favored the 
focal group. 
Holland and Thayer (1988) demonstrated that the aMH-e^iF‘biR, under 
specified conditions. That is, the aMH corresponds exactly to the one- 
parameter IRT model definition of DIF. The three conditions are: 
1. The items 2, 3, ..., j exhibit no DIF, but the studied 
item may exhibit DIF. 
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2. The criterion for matching, X+, includes the studied 
item. 
3. The data are random samples from R and F (p. 140). 
(Of course, for this result to hold for a given data set, the data must 
fit the one-parameter model.) While the second two of these three 
conditions can be easily met, the requirement that no item except the 
studied item may exhibit DIF is more problematic. If the total test 
score is used as the matching criterion, there is no reason to assume 
this condition will be met. For this reason, Holland and Thayer (1988) 
suggest a two-step procedure to remove DIF items from the matching 
criterion. In the first step, an initial DIF analysis is implemented 
based on total test score. The second step repeats the analysis, using 
as the matching criterion all items not identified as displaying DIF in 
the first analysis. The exception is that the studied item is included 
in the matching criterion in each case, even if the item is excluded 
from the criterion for analysis of all other items. Although the 
utility of this two-step process has not been empirically demonstrated, 
it has obvious intuitive appeal and has been recommended elsewhere for 
use with alternative techniques (Kok, Mellenbergh, & van der Flier, 
1985). 
When the MH chi-square statistic is used, items can be flagged for 
removal from the test (or for further evaluation) based on the 
significance level of the chi-square value, with one degree of freedom. 
At ETS, the MHA has been used to classify items into categories based on 
DIF potential. "A" items are those with MHA values which are not 
significantly different than 0 (a—.05) or with absolute values less than 
1.0. These are considered to be free of DIF. "B" items are those with 
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values significantly greater than 0. They also have absolute values 
between 1.0 and 1.5 or values of at least 1.0 but not significantly 
greater than 1.0. These items have some dif potential. They may be 
used, but, if a choice exists, the item with the lowest absolute value 
is considered preferable. "C" items have an absolute value of at least 
1.5 that is significantly different than 1.0. These items are used only 
if it is essential to meet test specifications (Zwick & Ercikan, 1989) . 
It would appear that the MH statistic is rapidly achieving the 
status of "industry standard" for DIF identification. Hills (1989) 
cites the following advantages with the technique: It provides both a 
measure of effect size and a test of statistical significance; it is the 
uniformly most powerful and unbiased test of the null hypothesis against 
the alternative hypothesis that the probability of a correct response is 
not uniform across ability levels; it can be used with relatively small 
samples and with unmatched samples; and it is inexpensive to use. 
Additionally, it has been empirically shown to produce results which are 
similar to those of the IRT area method (Hambleton & Rogers, 1989). The 
primary disadvantage of the MH statistic is its demonstrated inability 
to identify non-uniform DIF (Hambleton & Rogers, 1989; Swaminathan & 
Rogers, 1990). 
The Standardization Method 
Like the MH procedure, this method, proposed by Dorans and Kulick 
(1983), compares chances for success between groups after matching 
examinees on ability. The standardized difference in proportion correct 
is given by 
if ■ 
^STD “ ( ^FS ” ^*RS ‘ 
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PFS is the probability of a correct response for focal group members in 
score group S. PRS is the same measure for reference group members. Ws 
is the relative frequency, within score group S, of the standardization 
group. That is typically the focal group. Dstd can also be represented 
as the difference in weighed proportions. 
D - p • _ p' 
^STD r F r R* 
In this case, 
P'f “ ^S^S^FS 
P ' R “ ^S^S^RS ’ 
As with the MHa, this can be transformed to the delta scale 
P'r/(1-P'r) 
astd -2.35 In 
P'f/(1-P'f) 
The interpretation of this statistic is similar to that of the AMH with 
a difference from 0 of at least 1.0 representing a meaningful 
difference. 
Because the signed values at each score level are summed, errors 
tend to cancel each other. At the same time, actual differences which 
are positive for one group on one part of the ability scale and negative 
on another will be obscured. This statistic, like the MH, should be 
expected to be relatively blind to non-uniform DIF. A second 
standardization statistic has been provided which may be more sensitive 
to non-uniform DIF. This statistic is the root mean weighted squared 
difference and is represented by 
RMWSD - [ZSUS (PFS-PRS)2]'5. 
The difficulty with this statistic is that it reflects both real 
differences between groups and sampling error. Wright (1986) provides 
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the following equation, which represents the expected value for the 
RMWSD at each score level: 
EKPfs- PBs)2) " (Pfs -Prs)2 + VAR(Pfs) + VAR(Prs). 
Obviously, the utility of the statistic depends on keeping the variances 
small. 
The major advantage of this procedure is that, like the MH, it 
matches examinees by ability before comparing likelihood of success. 
Unlike the MH, it has no associated test of significance and it requires 
large samples to produce stable estimates (Dorans & Kulick, 1983). This 
is particularly the case with the RMWSD method where samples of 10,000 
or more may be necessary (Wright, 1986). Despite this disadvantage, 
when the sample size requirements can be met, the results have been 
promising (Scheuneman & Bleistein, 1989). 
The Logistic Regression Method 
Another procedure which has obvious similarities to the MH is the 
logistic regression method. Swaminathan and Rogers (1990) showed that 
the MH could be thought of as a special case of logistic regression in 
which ability is a discrete rather than continuous variable and no 
interaction between ability and group membership can be specified. 
Swaminathan and Rogers (1990) provide the following equations for this 
procedure. The model for predicting probability of a correct response 
for a given item is 
e ( &o+&i ^) 
P(U-1|0) 
1+e C*o' +&? ) 
In this case, the item is correct when U-l, 0is the observed ability, 
and JSq and &, are, respectively, the slope and intercept for the 
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parameter. To model DIF, separate equations are specified for the two 
groups: 
p(u„- i| V- 
e(^oj+^ij^ij) 
1+e 
where i-1, nj and j-1, 2. The subscript i represents the examinee 
and j represents group membership. This can also be specified in an 




z - To+V+T2g+T3(0g), 
1 for members of group 1 
o for members of group 2, 
T2 “^0l"^02» an^ T3 — &11~^12* ^ T3^0, 
the item displays non-uniform DIF. If T2*0 and T3-0, the item displays 
uniform DIF. These two hypotheses can be tested simultaneously (i.e., 
T2-0 and T3-0) as part of the null hypothesis 
Hq : <V-0. 
The alternate hypothesis is 
H1: C-j^O. 
In this case, 
and the test statistic is 
A A 
X2 — T' C ' (CSC' )‘1CT' . 
This has a chi-square distribution with 2 degrees of freedom. 
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This procedure has among its advantages the fact that it has an 
associated test of significance; the computer programs needed to 
implement it are part of standard packages (Hills, 1989); it has been 
shown to be approximately as effective as the MH procedure for 
identifying uniform DIF and more effective for identifying non-uniform 
DIF; and it provides a model-based approach which allows for the 
inclusion of additional terms representing factors that may require 
examination. 
The IRT Methods 
This last approach warrants inclusion in this discussion both 
because of its empirical utility and because it provides an important 
theoretical framework for conceptualizing DIF. There are two important 
approaches to DIF detection based on item response theory, comparison of 
ICCs and comparison of item parameters. 
Comparison of ICCs. Comparison of ICCs can be accomplished either 
with area methods or sum of squares methods. Both require fitting a 
three-parameter model to the focal and reference group data, separately. 
The parameters are then scaled to account for differences in ability 
distributions between groups. For the area method, the difference in 
area between the curves can be estimated using the formula provided by 
Rudner (1977): 
A - +2 |Plj(^K)-pl2(^K) I A*. 
0— 3 
This approach estimates the area over some predetermined range of the 
ability scale (in this case, 0 values between -3 and +3). More 
recently, Raju (1988) has provided formulae for the exact area between 
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the curves. These formulae require the assumption that the c-parameter 
is equal for both groups. Both signed and unsigned area equations are 
provided. In the case that the a-parameters are unequal, the areas are 
given as 
Signed Area -(1-C) (b2-b.,) , 
Unsigned Area - (1-C) | 2^a2~ai) ln(l+exp( Daia2(b2'bi)) ) . (b„-b,) | . 
Da1a2 a2-a1 
If the a-parameters are equal for both groups, the equations for both 
signed and unsigned area are identical and given as the signed area 
above. Within the context of the three-parameter model, the area method 
corresponds to the theoretical conceptualization of DIF. This metric 
has been used in the context of simulation studies to quantify DIF (see, 
for example, Rogers, 1989). These methods are unweighted and so they 
reflect potential for DIF across the ability scale without regard for 
where, on that scale, the examinees are performing. 
Linn, Levine, Hastings and Wardrop (1980) provided equations for the 
signed and unsigned sum of squares procedures for measuring differences 
between the curves. These reflect the average squared difference 
between the ICCs. The summing is done across the difference in the 
probability of a correct response at the ability level at which each 
examinee functioned. This provides a weighting based on the ability 
distributions for the two groups. The equations are given as 
« Tlp^rip A A 
Unsigned SOS - 2 [PIR(0j)-P,F(*j) ]2, 
nR+nF J”1 
4 np"^Ilp A A A A 
Signed SOS - 2 [PiR(0j)-P,f(0j) ] I P,R(*j)-P(*j) I • 
nR+nF J”1 
In this case, nR is the number of examinees in the reference group and 
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A A 
nF is the number in the focal group. PIR and PF represent the 
probability for success for members of the reference and focal groups 
respectively for item i. 
Typically, the significance of such statistics is judged by creating 
a set of baseline statistics using randomly equivalent groups instead of 
the reference and focal groups. This may be accomplished with two 
samples from the reference group. The most extreme values occurring 1% 
or 5% of trials can then be used as a standard for judging values 
obtained in item screening using either approach to examining 
differences in ICCs (Shepard, Camilli, & Williams, 1984). In cases 
where the reference group sample may not be large enough to support such 
an approach, Rogers and Hambleton (1989) have suggested using simulated 
data to establish the baseline. Raju (1990) has also provided 
asymptotic sampling distributions and tests of significance to be used 
with the signed and unsighed area methods. At this time, his 
methodology remains untested, but may prove useful. 
Comparison of Item Parameters. Hambleton and Swaminathan (1985) 
have provided a test statistic which allows for a direct comparison of 
parameters between groups for the three-parameter (or other) model. As 
with the methods described above, it requires choosing a model, 
estimating parameters separately for the two groups, and placing them on 
a common scale. Implementation is then relatively simple, resulting in 
a value distributed as a chi-square. The authors provide two warnings. 
First, the test is based on asymptotic theory and it is unknown how 
large a sample is required to produce accurate results. Second, the 
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assumed distribution is valid only if 6 is known. The results may not 
hold when 6 as well as the item parameters are estimated simultaneously. 
Hambleton and Rogers (1986) offer an alternative approach. They 
suggest graphing the difficulty parameters for the reference group 
against those for the focal group. Outliers represent items which may 
display DIF. As with the difference in ICC methods, a comparison of 
randomly equivalent samples can be used to provide a baseline. 
Summary 
The techniques described above do not represent an exhaustive list 
of possible IRT-based techniques. Both Wright (1976) and Linn and 
Harnisch (1981) have recommended techniques based on comparison of model 
fit for the two groups. These methods will not be discussed here 
because they have not generally been recommended or widely used 
(Hambleton & Swaminathan, 1985). 
The accepted IRT-based procedures have the advantage of being 
closely related to an accepted theoretical model of DIF (Hills, 1989). 
They have also been shown to be empirically useful in identifying both 
uniform and non-uniform DIF. Among the disadvantages are the relative 
expense of implementation in terms of computer time and the fact that 
sample sizes must be large enough to produce independent stable 
estimates for both reference and focal groups. 
Comparisons of the MH with Other Techniques 
With the proliferation of statistical methods for DIF identification 
during the '70s and early '80s came a number of studies comparing these 
approaches (Burril, 1982; Ironson & Subkoviak, 1979). Because the MH 
statistic was relatively recently recommended for this application, it 
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is not included in most of these comparative studies. More recent 
studies have examined the statistics performance by comparing it to 
those approaches which have emerged as being among the theoretically and 
empirically preferred techniques. This section will review comparisons 
of the MH procedure with IRT methods, standardization, and logistic 
regression as well as describing studies including less noteworthy 
procedures. 
Comparison with IRT 
Hambleton and Rogers (1989) provide a direct comparison of the MH 
and the IRT area method. The form of the area method used was based on 
a three-parameter IRT model. The area between the ICCs was estimated 
from the lower group mean minus 3 SD to the upper group mean plus 3 SD. 
The cut-off score was determined by estimating areas between ICCs for 
two randomly equivalent focal group samples. The largest area obtained 
by this method was considered the greatest value likely to occur by 
chance. This provided a reasonable cut-score value. The form of the MH 
procedure used was the two-step process recommended by Holland and 
Thayer (1988). The significance level used in both steps was .01. The 
two procedures were used to examine Native American and Anglo-American 
examinee responses from a high school proficiency test. Because large 
samples were available, it was possible to have 1,000 examinees from 
each group in each sample and to replicate the results with randomly 
equivalent groups. The focal and reference groups differed in mean 
score by more than 1 SD. For the purpose of this study, 75 items were 
selected from the original test. 
Replicating the results with both procedures highlighted the fact 
that these techniques are somewhat unstable. (The stability of the MH 
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is discussed in a subsequent section in some detail.) To draw 
comparisons between techniques, items were considered flagged by a 
procedure only if they were identified with both samples. The area 
method consistently identified 14 items. The MH consistently identified 
nine, seven of which were shared in common with the area method. This 
means that, of the 75 studied items, all but nine were consistently 
judged by the two procedures. Of those nine, the authors suggest that 
three were probable examples of Type II error. These items were 
identified in both samples with one technique and in only one sample 
with the other technique. An additional four items had ICCs that 
crossed markedly. These represent examples of non-uniform DIF. Not 
surprisingly, these were identified by the area method but not the MH. 
The remaining two items, one of which was identified by each method, 
appeared to represent cases where the ICCs and ability distributions 
interacted to produce conditions favorable to one method over the other. 
The authors conclude that "the Mantel-Haenszel method can be safely 
substituted for IRT-based methods if safeguards are put in place to 
detect non-uniform DIF" (p. 333). 
Comparison with Standardization 
The standardization procedure was compared to the MH in a study by 
Wright (1986). Data were taken from the verbal section of the November 
1984 administration of the SAT. A sample of 10,000 White and 3,000 
Black examinees was drawn from the population taking the test. 
Subsamples were subsequently drawn from these two "full samples" to 
allow comparison of results with different sample sizes. Because both 
techniques compare response patterns for the two groups after matching 
examinees by ability, it was of interest to also compare the two 
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techniques while varying the number of score groups used for matching. 
Two levels of this variable were examined, 61 score groups (the total 
possible) and six score groups. Six sample sizes were examined, ranging 
from 10,000, 3,000, to 1,000, 80, respectively for reference and focal 
groups. (The specific performance of the MH across these conditions is 
discussed in a subsequent section.) For the MH statistic, the dependent 
measure was the MHa or MHA. Chi-square values or number of items 
identified were not reported. Results are reported in terms of 
correlations and mean values. This makes interpretation somewhat 
difficult. Wright concludes that the two approaches are measuring 
phenomena too similar to make a practical difference. 
Comparison with Logistic Regression 
Swaminathan and Rogers (1990) have offered logistic regression as a 
potentially powerful means of detecting DIF and have provided a 
comparison with the MH statistic. The techniques were compared via a 
simulation study. Both uniform and non-uniform DIF were examined. Two 
sample sizes (250, 500 per group) and three test lengths (40, 60, 80 
items) were considered. In each case, 20% of the items contained 
simulated DIF. Each test contained equal numbers of uniform and non- 
uniform DIF items. The test items were simulated based on a three- 
parameter logistic model. DIF was simulated to produce areas between 
the ICCs for the two groups of .6 and .8. For uniform DIF, this 
represented b-parameter differences of .48 and .64. The results 
indicated that the two methods performed similarly in identifying 
uniform DIF. Approximately 75% of these items were identified using the 
smaller sample and 100% were identified using the larger sample. For 
non-uniform DIF, logistic regression identified approximately 50% of the 
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items in the smaller sample and 75% with the larger. The MH was 
completely blind to this type of DIF. It should be noted that the 
studied non-uniform DIF was modeled entirely in terms of differences in 
the a-parameter values. All b-parameters were set at 0. This meant 
that the ICCs crossed in the middle of the ability distribution. The 
authors indicated that the results may have been different for non- 
uniform DIF items which were easier or more difficult. Such items would 
have had ICCs crossing away from the center of the ability distribution. 
DIF of this sort may more closely approximate uniform DIF and therefore 
be identified by the MH. A more elaborate simulation study conducted by 
Rogers (1989) compared these two techniques while manipulating 
additional variables. Generating model, sample size, test length, score 
distribution, percent of DIF items on the test, item parameter 
combinations, and size of DIF were all examined. The results confirmed 
those of the earlier study, showing the two techniques to perform 
similarly in identification of uniform DIF. Again, items with medium 
difficulty and non-uniform DIF modelled based solely on differences in 
the a-parameter were routinely missed by the MH. The MH and logistic 
regression procedures performed more similarly when items were 
relatively easy or difficult. Similar results were also found in cases 
where DIF was the result of differences in both a- and b-parameters. 
Both studies showed a higher Type I error rate for logistic regression. 
(The specifics on the performance of the MH statistic will be described 
in a subsequent section.) One shortcoming of these two comparisons is 
that the ability distributions for focal and reference groups were 
always equal. The case where ability distributions differ across groups 
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is not uncommon in actual test situations and may represent a greater 
challenge for statistical procedures. 
Comparisons with Other Methods 
Although it is of primary interest to examine the relative 
performance of the MH statistic in comparison to the currently favored 
techniques described above, other studies are available which compare 
the MH to additional techniques. Wise (1987) compared nine techniques 
in a simulation study. The methods included a signed and unsigned chi- 
square, Angoff's Delta method, two modifications on the Delta method 
(one suggested by Shepard, Camilli, & Williams [1985]; the other by Wise 
[1982]), the MH chi-square, MHA, a signed version of the MH, and the 
compound binomial exact test. Sample size, test length, percent focal 
group in sample, percent DIF items, difference in ability distribution 
between groups, and ratio of reference group standard deviation to focal 
group standard deviation are all manipulated. Various combinations of 
a-, b-, and c-parameters were then used to produce simulated items. DIF 
sizes of -.4, .1, and .8 were examined. Averaged across all three DIF 
sizes, the signed MH chi-square performed best, followed by the signed 
chi-square, followed by the MH chi-square. The shortcoming of the 
signed variation on the MH chi-square used by Wise is that its 
distribution is unknown. One serious flaw makes the results of this 
study difficult to interpret. The number of items identified by each 
technique is reported across each of the conditions and summed across 
all conditions. However, the identification rates are based on the 
value (for each technique) representing the 95th percentile for items 
modelled without DIF. This approach does not correspond to the way the 
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MH is typically used in practice and ignores the fact that it has an 
associated test of significance. 
One final comparative study, by Camilli and Smith (1990), examined 
the performance of the MH statistic relative to a randomization test for 
estimating the significance of differences in the chance of success, by 
group membership, from the expected value. This test does not make 
parametric assumptions and so should be less influenced by departures 
from normality. They also examined the potential advantages of using a 
jackknife test for estimating a variation on the standard MH statistic. 
The randomization test calculates the probability of achieving a 
success rate as great as that observed based on all possible 
permutations of the 2x2xK layout after fixing the marginal frequencies 
for each 2x2 subtable. Rather than calculating the exact randomization 
value, the value was approximated based on a sample of all possible 
combinations. It was believed that this approach may offer advantages 
in the case where ability distributions differed significantly for the 
two groups and samples were relatively small (i.e., where there was 
limited overlap between groups). A comparison of the MH and 
randomization approaches was made with an actual data set in which 
examinee groups differed by approximately one standard deviation. It 
was then replicated with a simulated data set. The two methods were 
shown to produce very similar results (r—0.995 based on actual test 
results). Camilli and Smith conclude that the MH results are adequate 
under the studied conditions. No apparent advantage is associated with 
using the randomization test. They also conclude that the MH results 
are somewhat conservative. 
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The jackknife procedure provides an alternative to the standard MH 
procedure that allows a correction when unanticipated sources of 
variation can be identified in the data. With this procedure, subsets 
of the data (in this case, score groups) can be deleted individually. 
When obtained in this way, the ratio of the log odds to its standard 
error is distributed as a t statistic. The statistic is obtained in the 
following manner: 
A* - KA- (K-l)Aj 
where A* is the jackknife version of the statistic, K is the total 
number of score groups, A is the MHA and A} is the MHA with the j score 
group deleted. The jackknife test was applied too the actual data set 
used in the previous comparison. Again, the authors reported that no 
practical advantage was evident with this variation on the standard 
procedure. 
Summary 
In general, the results of the six studies described in this section 
confirm the relative utility of the MH statistic. They suggest that, 
with the exception of an inability to identify certain types of non- 
uniform DIF items, the statistic performs favorably in comparison with 
other accepted methods. The next section will examine the results of 
specific research on variables influencing the statistic's performance. 
Variables Influencing the MH Procedure 
Numerous studies have examined the variables which may influence the 
MH procedure. This review will describe the variables considered and 
outline the results of previous studies in terms of those variables. 
Since some of this information was presented in papers comparing the MH 
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procedure to other DIF detection techniques, there will be some 
redundancy between this and the previous section. 
Distributional Properties and Type I Error Rate 
In a study comparing the MH with logistic regression, Rogers (1989) 
examined the empirical distribution of the MH statistic and its nominal 
Type I error rate. The study used simulated data generated to fit two- 
and three-parameter IRT models. Parameter values were taken from values 
estimated for actual test results and selected to produce a simulated 
40-item test with the desired distribution. Five studied items, 
representing different levels of difficulty and discrimination were then 
examined across 100 replications for both models (two- and three- 
parameter) and two sample sizes (250 and 500). Goodness of fit of the 
observed to the theoretical distributions was tested with the 
Kolmogorov-Smirnov procedure. Since none of the items was simulated to 
contain DIF, the nominal to empirical Type I error rates could be 
compared by totalling the number of false positives across the 100 
replications. The results of the Kolmogorov-Smirnov procedure indicated 
that the empirical distributions differed from the theoretical 
distributions in six of the 20 cases studied. This is perhaps not 
surprising considering that the models used to generate the data were in 
all cases different than the Rasch model, which has been shown to 
correspond theoretically to the MH statistic. In general, no pattern 
could be ascribed to the results except that a greater correspondence 
existed between the theoretical and empirical distributions when larger 
samples were used. In spite of this lack of correspondence between the 
distributions, the Type I rates remained, on average, below the nominal 
rate across the 20 conditions studied. There appeared to be no 
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correspondence between conditions which differed in their theoretical 
distributions and those with higher than nominal false positive rates. 
These results suggest that the MH procedure is robust with respect to 
the model used to generate the data, and support the continued use of 
the MH procedure. 
Stability of the Estimates 
Four studies have examined the stability of the MH statistic across 
various conditions. The simplest, and in some ways most important, 
comparison was that carried out by Hambleton and Rogers (1989). They 
used the MH to examine the results of a high school proficiency test. 
They used responses from 1,000 Anglo-American and 1,000 Native American 
examinees. They then replicated these results with a second randomly 
equivalent (non-overlapping) sample from each group. The test contained 
75 items. The MH procedure used was the two-step process recommended by 
Holland and Thayer. A .01 significance level for the chi-square value 
was used to flag items. The statistic showed 80% consistency across all 
items (80% of the items were classified the same way [significant/non¬ 
significant] across samples). Only 47% of the items flagged in sample I 
were flagged in sample II. Of the items flagged in sample II, 64% were 
flagged in sample I. This limited correspondence across samples was 
considered somewhat surprising in light of the relatively large sample 
size. Unfortunately, examination of the chi-square values indicates 
that this discrepancy cannot be explained by values falling just over 
significance in one sample and just under significance in the other. 
Significance at the .01 level requires a chi-square value of 6.64. 
Items were evaluated with values as divergent as 9.52 and 0.02, or 14.94 
and 5.99 for the two samples. 
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Harvey (1991) provided a similar analysis while examining 
populations with different abilities. She used the MH to do multiple 
DIF analyses on the results of the SAT Biology Achievement Test. The 
populations were made up of examinees from the June and December 
administrations. Their abilities differed by approximately half of a 
standard deviation. Male and Female, Asian American and White, Black 
and White, and Hispanic and White comparisons were made. The dependent 
measure was the MHA. Results were reported in terms of Pearson 
correlation coefficients and classification consistency. The 
correlations between populations, across choices of focal and reference 
groups, ranged from .302 to .958. The classification consistency ranged 
from 84% to 97%. In general, these results can be considered similar to 
those presented by Hambleton and Rogers. They differ in that the 
results presented by Harvey are more difficult to Interpret because they 
represent a confounding of the question of stability with the 
possibility of actual differences in the populations. 
Kubiak and Cowell (1990) added to the information on the stability 
of the MH across conditions by studying the consistency of classifi¬ 
cation, using the MHA, for common items appearing in different forms of 
a test. The research was designed to assess the utility of a system for 
producing a weighted average MHA value for items that have been sub¬ 
jected to multiple DIF analyses across forms. The results of this 
assessment were promising. In the process, they presented the results 
of DIF analyses, for items common to two forms, based on the individual 
forms and on combined samples for both forms. Results are presented 
separately for two matching criteria. The criteria are total test 
scores based on all items and total test scores based on common items 
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only. The data are taken from six 80-item forms that were part of a 
large national testing program. The sets of forms contained 30, 48, and 
52 common items. Using the ETS three-level classification system, the 
common item criterion produced 80% to 91% consistency across results 
based on individual forms. For the total test score criterion, these 
results ranged from 80% to 83%. When the statistics based on combined 
samples are compared with each of the individual forms, the common items 
criterion produced results ranging from 79% to 87% agreement. The total 
test score criterion produced agreement levels of 81% to 88%. Although 
these results are, to some extent, a function of the total number of 
items displaying DIF across forms, the level of consistency is 
encouraging, particularly when compared with the limited consistency 
across equivalent groups using the same form, reported by Hambleton and 
Rogers (1989). 
Clauser, Mazor, and Hambleton (1991) provided a different 
perspective on the stability of the MH with items examined in different 
contexts. They analyzed responses to a high school proficiency test 
using samples of 1,000 Anglo American and 1,000 Native American 
examinees. The groups differed in mean ability by more than a standard 
deviation. A pool of 91 items was examined for DIF, using the MH chi- 
square as the indicator. The two-step procedure suggested by Holland 
and Thayer (1988) was used. The evaluation was conducted on the total 
91-item pool. It was then repeated on subgroups of items grouped based 
on the skills required for a correct answer. These subgroups included 
math, reading, interpretation of charts, tables, etc., and prior 
knowledge. Additional subgroupings with randomly selected item content 
were also examined to act as controls. The level of agreement in terms 
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of classification ranged from 73% to 93% for the control subgroups and 
from 63% to 88% for the content-based subgroups. Examination of the 
specific patterns of change in classification suggested two trends. 
Across all conditions (including controls) greater percentages of items 
were identified as displaying DIF in the subgroupings than in the full 
test. By contrast, more items moved from significant to nonsignificant 
status when the re-analysis was as part of a content-based subgroup than 
when it was as part of randomly formed control subgroups. Because the 
data analyzed were actual test results and not simulations, it was 
impossible to determine whether this represented Type I error (in the 
original analysis). Although statistical measures are not provided to 
demonstrate that the subgroupings resulted in a change of dimensionality 
relative to the full test, it may be prudent for practitioners to group 
items for DIF analyses based on item content. 
The theoretical justification for this recommendation was given 
support by Ackerman (1991). He examined 25 items generated based on a 
multidimensional IRT model. Item parameters were equal for both groups 
but the groups had unequal mean abilities across both dimensions. He 
compared the MHA results based on the entire 25 items and on an 18-item 
"valid subtest." The "valid subtest" was considered "essentially 
unidimensional" (p. 21). Seven of the items were considered suspect and 
six of these were identified by the MH under both conditions. One 
additional item was also identified under both conditions. This could 
be considered a Type I error rate of one out of 18. In the case of the 
MH conditioned on the full 25-item test score, nine additional items 
(assumed to be valid) were identified. This represents a 10 out of 18 
item Type I error rate. This data strongly supports the view that the 
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stability (and the validity) of the procedure can be influenced by the 
choice of matching criteria. The requirement that the matching criteria 
be a valid measure of the ability measured by the studied item must be 
taken seriously. The following section examines additional variables 
associated with the matching criteria which may influence the MH 
statistic. 
Variables Associated with the Matching Criteria 
As was noted above, the MH procedure compares the probability of a 
correct response for two groups by first conditioning on the abilities 
of the groups. This could be done with an external criteria. Such an 
approach has intuitive appeal because it avoids the "boot strap" logic 
in which a test of questionable validity is used as the criterion for 
examining itself. Unfortunately, the condition in which a valid 
external criterion is available appears to be the exception. The 
alternative, described by Holland and Thayer (1988), is to use the total 
test score as the conditioning variable. A number of studies have 
examined aspects of this element of the MH procedure, including the 
relative efficacy of internal and external criteria and the specifics of 
how the matching procedure is implemented. 
Working on the assumption that an ideal external criterion must 
measure the same trait as the test under study and be moderately 
correlated with the score produced by that test, Hambleton, Bollwark, 
and Rogers (in press) compared the items flagged as containing DIF using 
an internal and appropriate external criterion. The data used in the 
study were item responses produced by high school seniors on an 
experimental form of a state scholarship examination. Results from four 
subtests were examined, providing a total of 167 items (test lengths 
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were 40, 40, 40, and 47 items). The external criteria were the self- 
reported results of an honors achievement test taken by high school 
seniors. The accuracy of the self-reported scores was checked for a 
sample of the examinees and shown to correlate at 0.92, averaged across 
samples. The correlation of the internal and external criteria, across 
the four subtests was approximately 0.50. The results showed moderate 
agreement in the MH a values across criteria. Eight items were 
identified (at the .01 level) using the external criterion and seven 
were identified using the internal criterion. Four of these were 
identified in both. Those identified with only one of the criteria were 
reported to have typically had values close to the critical level with 
the alternative criterion. Such a discrepancy in classification was 
considered minor considering that it represented 7 out of 167 items. 
These results were also based on relatively small samples. For the four 
subtests examined, combined focal and reference group samples ranged 
from 530 to 593. Larger samples may well have resulted in a closer 
correspondence between the two criteria. These results generally 
support the adequacy of internal criteria. 
In addition to the choice of internal vs. external criteria, several 
procedural variations on the MH have been discussed in the literature. 
The matching criterion may include or exclude the studied item. The 
number of score groups used for matching may vary. The matching 
criteria could include all items or only those shown to be DIF free in 
an initial MH run. 
Holland and Thayer (1988) demonstrated that the MH will correspond 
exactly with the Rasch model definition of DIF (e^R ^f) under the 
conditions that the studied item is included in the matching criterion, 
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no item except the studied item exhibits DIF, the data are random 
samples from the reference and focal groups, and the data fit the one- 
parameter model. Raju, Bode, and Larsen (1989) studied this variable by 
examining actual data sets evaluated using the MH procedure with the 
studied item included and excluded. The test results were responses 
from fourth, fifth, and sixth graders taking the SRA Survey of Basic 
Skills. The sample included 2,400 White, 1,161 Black, and 234 Hispanic 
examinees. The correlations between the studied item included and 
studied item excluded MH a's were .999 for the Black vs. White 
comparison, and higher for the Hispanic vs. White comparison. In spite 
of this stability, this result may be misleading. Rank ordering is 
rarely used as a means of interpreting MH values. One of the 
procedure's advantages is that it has an associate test of significance 
(chi-square). At the .01 level, six of the 40 items on the test were 
identified as displaying DIF with the studied item included and nine 
were identified with the studied item excluded, based on the White vs. 
Black comparison. For the White vs. Hispanic comparison, six items were 
identified with the studied item included and four were identified with 
the studied item excluded. Although it is difficult to interpret this 
result, it suggests a greater need for caution than the .999 correlation 
might imply. Several factors make the interpretation of these results 
difficult. First, Raju, et al. did not follow Holland and Thayer's 
(1988) recommendation that the matching criteria be based on N + 1 score 
groups (where N - the number of items on the test). Instead, they used 
two, four, six, eight, or ten score groups, well below the 41 possible. 
The results reported above are based on ten score groups. In general, 
greater discrepancies were noted with fewer score groups (although rank 
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order correlations remained at .999). Second, the authors report a 
substantial number of DIF items. This is particularly so in the case of 
the White vs. Black comparison. At the .05 significance level, 16 items 
were identified with the studied item included and 17 with the studied 
item excluded. This represents 40% and 43%, respectively. This raises 
the question of the presence of significant Type I error. At a minimum, 
these results force the conclusion that the comparison is not being made 
under conditions which approximate the theoretical requirements 
described by Holland and Thayer (i.e., only the studied item may display 
DIF) . To approximate this condition, it would have been necessary to 
use Holland and Thayer's two-step procedure in which an initial MH run 
is used to identify potential DIF items and thus provide a purified test 
which can be used as the matching criteria along with the studied item. 
The use of these results as a guide to practitioners is made 
additionally difficult by the large examinee samples in the Black vs. 
White comparison (combined samples of 3,561, during the screening stage 
of tests, are typically unavailable). The generalizability of this 
result is questionable. Raju's conclusion that more research is needed 
is accurate. 
In addition to examining the issue of inclusion vs. exclusion of the 
studied item in the matching criteria, Raju, et al. attempted to shed 
light on the question of how the number of score groups in the matching 
criteria influence the MH results. As indicated above, they analyzed 
test results using two, four, six, eight, or ten score groups. This was 
done with the studied item included as well as with the studied item 
excluded. With the White vs. Black sample (as described above), the 
rank order correlations were no lower than .977. Again, the number of 
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items identified as displaying significant DIF across conditions 
suggests less stability than the .977 might imply. At the .01 level, 25 
items were identified with two score groups and nine were identified 
with ten score groups, based on the Black vs. White comparison (studied 
item excluded, 20 and six respectively, studied item included). The 
confounding features of the study noted above make these results 
similarly difficult to interpret. The failure to include the total 
possible number of score groups in the comparison (i.e., 41) becomes a 
particular liability in this context. Although it is presented as a 
tentative conclusion, requiring more study, the suggestion that "four or 
more score groups yield stable a estimates" (p. 11) provokes the 
question, stable relative to what? 
The high rate with which items were identified as displaying 
significant DIF (above 50% in some conditions) also raises questions 
regarding the validity of these results. Because these results are 
based on actual tests rather than simulated data, it is impossible to 
distinguish between Type I error and high statistical power. 
Raju, et al. offer additional grounds for caution in interpreting 
their results, namely, that they appear to be in contradiction to those 
presented by Wright (1986). Wright's analysis is based on examination 
of the 1984 administration of the SAT-Verbal. He used a White reference 
and Black focal group consisting of 10,000 and 3,000 examinees, 
respectively. Results were also examined for smaller samples, the 
smallest being 1,000 and 80 for reference and focal groups, respectively 
(the specifics of the sample size will be described in a subsequent 
section which focuses on this variable). Two matching criteria are 
compared; one with a score group width of 10 points, producing 61 score 
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groups on the SAT scale of 200 to 800; the second with a width of 100 
points, producing six score groups. The dependent measure is the MHA. 
As with the previous paper, the results are presented in terms of 
correlations. The conditions show considerable stability. Across 
sample sizes, correlations range from .99 (for the large samples) to .95 
(for the smallest). Data is not presented on the number of items 
displaying statistically significant DIF. Mean MHA values are presented 
for each sample size across the two matching criteria. These values 
show a consistent difference between conditions. Wright concludes that 
"six standardization intervals is inadequate for matching such extreme 
groups (mean differences of approximately .8 standard deviations)" (p. 
9). Wright's study shares a major liability with the Raju et al. paper. 
Because the evaluation is conducted with actual test data, the 
inevitable question - which condition produces superior results? - 
remains unanswered. It is impossible to know if higher MHA values 
indicate increased Type I error or increased power. 
Although these papers leave the question of how many score groups 
are optimal less than completely answered, they make a number of 
important points about this variable. Raju indicates that the answer 
may vary with test length. Wright suggests that the ability 
distributions may also influence this conclusion. The ambiguity of the 
conclusions from both of these papers recommends a simulation study 
which includes these variables. 
Statistical Power and Sample Size 
That statistical power increases with sample size is a given. One 
could hardly justify a research project to demonstrate that the 
phenomenon holds for the MH procedure. The question that does warrant 
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empirical examination is the more practical issue of how large a sample 
is needed to detect non-trivial levels of DIF under various test 
conditions. At least three studies have provided data relevant to this 
question. 
In the study described above, Wright (1986) examined six 
combinations of sample sizes for White (reference) and Black (focal) 
groups. These combinations included 10,000 to 3,000, 3,000 to 3,000, 
10,000 to 800, 5,000 to 400, 2,000 to 200, and 1,000 to 80 reference to 
focal group, respectively. Again, the dependent measure was the MHA 
statistic. Results are presented across sample sizes and for both 
matching criteria, as described in the previous section. Correlations 
between the largest sample and each of the others ranged from .98 to .45 
for the 61 interval matching criterion and from .99 to .53 for the six 
interval criterion. A mean squared difference statistic was- also 
presented. This represented the average squared difference between item 
statistics in the full sample and subsamples. These values ranged from 
.011 to .524. While this data supports the view that sample size is an 
important variable and that stability is limited across widely disparate 
samples, it does little to inform practitioners as to how large a sample 
is required to identify non-trivial DIF. As noted above, this design 
allows no means for distinguishing between increased power and Type I 
error. 
Two additional studies extended this examination of sample size with 
simulations. Wise (1987) examined the performance of the MH statistic 
with total (i.e., reference group + focal group) samples of 400 and 800. 
The focal group represented either 10% or 40% of the sample. Tests of 
30 and 60 items were generated using a 3-parameter IRT model. DIF was 
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simulated by increasing the focal group difficulty parameter by 0.1, - 
0.4, or 0.8. Wise reported increased detection rates with increased 
sample size. In general, the MH was unable to detect the lowest level 
of simulated DIF under either sample size condition. Detection rates 
were below 10%. When DIF of size -0.4 was simulated, detection rates 
increased to 23% and 54% respectively for sample sizes of 400 and 800. 
With the largest simulated DIF (0.8), those rates were 70% and 82%. A 
similar increase in power was associated with the increase in focal 
group representation from 10% to 40%. With DIF simulated at -0.4, 
detection rates of 27% and 47% were reported across the two levels of 
representation. With DIF simulated at 0.8, detection rates were 62% and 
88%. These results support the continued use of the MH with small 
samples, when necessary. They also show the value of collecting as 
large a sample as possible with approximately equal focal and reference 
group representation. 
The major limitation of this study was the choice of criterion for 
flagging items. Rather than using the MH chi-square values, the cutoff 
was chosen based on the 95th percentile of MH values for items simulated 
without DIF. This raises questions as to the generalizability of these 
results to conditions under which practitioners are likely to use the MH 
procedure. 
Rogers (1989) carried out a similar simulation study comparing MH 
detection rates with samples of 250 and 500. In this case, reference 
and focal groups were of equal size. Total samples were 500 and 1,000. 
This complex simulation study examined a variety of variables in 
addition to sample size. Two generating models were used, a 2-parameter 
and a 3-parameter IRT model. Two test lengths (40 and 80 items) were 
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simulated. Additionally, two ability distributions (normal, skewed), 
two percentages of DIF items in the test (0, 15), four item types 
(combinations of a- and b-parameters) , and four sizes of DIF were 
examined. Averaged across all conditions, the MH identified 68% of 
simulated uniform DIF items with the smaller sample and 83% with the 
larger sample. For items with non-uniform DIF, the detection rates were 
35% and 46%. Sample size was shown to be a statistically significant 
variable. This study provides additional evidence that the MH procedure 
is able to fairly consistently identify DIF of moderate size with total 
samples as small as 500. What the study does not do is provide insight 
into the extent to which "moderately” sized DIF corresponds to 
practically non-trivial DIF. A second factor which requires 
consideration is the extent to which these results hold when reference 
and focal groups have different mean ability levels. Although two 
ability distributions were examined, the means for the two groups were 
equal in all conditions. 
One final study attempted to examine the impact of widely divergent 
representation of reference and focal group members. DeMauro (1990) 
argued that this variable could result in artifactual MH results. He 
attempted to support his hypothesis by manipulating the proportions of 
focal and reference group members in data examined by the MH. SAT data 
were examined with males and females representing the two groups. The 
reference and focal groups were represented at 55% to 45%, 80% to 20%, 
and 90% to 10%. The results did not call into question the validity of 
the MH under these conditions. While these results do not demonstrate 
that a significant advantage is gained by using greatly disproportionate 
reference groups, they do not caution against the continued practice of 
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taking advantage of this data when it is available. The Wise study 
described above provides limited data on this variable, but is far from 
complete. A more complete simulation study is needed to examine the 
gains in power available by increasing the focal group while holding the 
reference group constant. 
Test Length 
Three of the studies cited above provide information regarding the 
effect of test length on the MH procedure. Clauser, Mazor, and 
Hambleton (1991) reported that the number of items identified by the MH 
chi-square consistently increased across conditions when examinee 
responses from a high school proficiency test were re-examined as part 
of randomly or non-randomly formed subtests. When 91 items originally 
analyzed as one test were analyzed as three subtests (31, 30, 30 items), 
the number of identified items increased by 36%, from 22 to 30 items. 
When they were reassessed as part of three subtests formed based on 
content, the number of identified items increased by 23%, from 22 to 27 
items. 
These results were not confirmed by the results of simulation 
studies. In the simulation study by Wise (1987) described as part of 
the discussion of sample size, test length was one variable. Test 
lengths of 30 and 60 items were compared. Although levels of 
statistical significance are not provided, for a DIF size of -0.4, the 
percentage of items detected was 29% and 42%, respectively for test 
lengths of 30 and 60 items. With a DIF size of 0.8, 76% of the items 
were identified for each of the test lengths. As part of the simulation 
study (described in several of the above sections), Rogers (1989) 
reports on results for test lengths of 40 and 80 items. When uniform 
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DIF was modelled, 76% of items were identified with the 40-item test and 
75% were identified with the 80-item test. No significant difference in 
means was noted. A significant interaction between test length and size 
of DIF was noted. 
It would appear that there were factors influencing the results of 
the Clauser et al. study that were not modelled in the simulation 
studies. To the extent that practitioners are satisfied that their data 
fits the model used in the simulation study, the evidence suggests that 
this is not a significant variable. 
Item Parameter Variables 
Holland and Thayer (1988) demonstrated that the MH reduces to the 
one-parameter IRT model under certain conditions (described above). One 
implication of the correspondence between the MH statistic and Rasch 
models is that DIF must be modelled solely in terms of difference in the 
difficulty parameters in order to fit the model. That the MH procedure 
is robust, with respect to the generating model for the data, in terms 
of Type I error, was discussed above. It remains to examine the extent 
to which violation of this assumption about the generating model 
influences the Type II error rate. 
Examining Native American and Anglo-American responses to a high 
school proficiency test, Hambleton and Rogers (1989) compared the 
results of IRT DIF detection procedures and the MH. Since the IRT 
method assumed a three-parameter model, it is of interest to examine the 
items consistently identified by one method but not by the other. Six 
items of this sort are discussed. Four of them are clear cases of non- 
uniform DIF. That is, the difference between the ICCs is the result (at 
least in part) of differences in the discrimination parameters. The 
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other two items appear to have produced discrepant results across 
detection techniques because of interactions between the item parameters 
(or ICCs) and the examinee ability distributions. While not providing 
definitive answers, these findings highlight the significance of item 
parameter variables with the MH. Two simulation studies have confirmed 
the importance of these variables and provided some quantification of 
their effect. 
Wise (1987) examined uniform DIF, looking at three levels of the a- 
parameter (1.0, 1.5, 2.0), five levels of the b-parameter (-1.50, -0.75, 
0.00, 0.50, 1.00), and two levels of the C parameter (.20, .25). He 
found a higher percentage of items detected with a lower C parameter 
value. The b-parameter values associated with the highest detection 
rates were those closest to the mean of the ability distributions 
involved. The a-parameter value with the highest detection rate was 
1.5. Both the lower and higher values had lower rates. All of these 
results were consistent across DIF sizes of -0.4 and 0.8. 
Again, the Rogers (1989) study, described previously, provides the 
most information. Four levels of DIF were examined, defined by 
differences in area between the ICCs for the two groups. In order to 
hold these constant, a- and b-parameters were specified as high and low 
(for a) and high, medium, and low (for b). Specific values were 
adjusted within ranges to produce the specified level of both uniform 
and non-uniform DIF. In general, high a values were above 1.0 and low a 
values were below 1.0. Low b-parameters were below -1.0, medium were 
between -1.0 and 1.0, and high were above 1.0. 
The results for uniform DIF are consistent with those of the Wise 
study. This variable, "item type," was shown to be statistically 
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significant. The type of item shown to have the highest percentage 
detection rate was that with a medium b-parameter value and a high 
a-parameter value; that is, a b value near the middle of the ability 
distribution and an a value above 1.0. When non-uniform DIF was 
studied, the results were quite different. Detection rates for the high 
b value and low b value items were approximately ten times higher than 
those with the medium b values. These results are for the case where 
DIF is modelled solely based on differences in a-parameter values. When 
DIF results from differences in both a- and b-parameter values, items 
with medium b-parameter values were identified 80% of trials. 
Examinee Ability Distribution 
The utility of the MH statistic for DIF analysis rests in the fact 
that it matches examinees on ability before estimating the relative odds 
for a correct response between groups. This allows for discrimination 
between DIF and impact for a given item. For the MH to perform 
effectively, the results should be independent of the ability 
distributions of the two examinee groups. For obvious reasons, 
examination of this variable is most straightforward in the context of 
simulation studies. The two major simulations discussed above both 
manipulated this variable. The Rogers (1989) study examined two 
distributions, normal and negatively skewed. No significant differences 
resulted from manipulating this variable. Similarly, no significant 
interactions occurred with distribution and other variables examined. 
The one limitation of the Rogers study is that, although two different 
distributions were examined, they were equal for focal and reference 
groups across all conditions. 
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The Wise (1987) study did include a comparison of examinee groups 
that differed by 1.0 standard deviations. Interestingly, higher 
detection rates are reported for the conditions where the group means 
were unequal than when they were equal. Wise offers no indication as to 
the cause of this phenomenon. This result is clearly encouraging to 
practitioners. It also suggests that this variable should be included 
in future simulations. 
While it was noted above that the score distribution variable can 
most straightforwardly be examined in the context of data simulation, it 
can be studied in the context of actual test data. Hambleton and Rogers 
(1989) demonstrated a high degree of stability in MH chi-square results 
when they compared Native American and Anglo-American examinees sampled 
randomly from the population completing the test (showing a mean 
difference greater than 1.0 standard deviations) and then re-sampled to 
produce groups matched on ability. While these data provide less 
control of extraneous variables, they represent a valuable confirmation 
with actual data of the encouraging results provided by Wise. 
Percentage of DIF in the Total Test 
One final variable that has received attention is the percentage of 
DIF in the test. In order to account for differences in ability between 
groups, examinees are grouped by ability. For this to be effective, the 
matching criteria must be a valid measure of the ability of interest. 
When that criteria is the total test score, there is obvious concern 
that significant numbers of items with DIF in the test could invalidate 
the measure. The extent to which this may influence the MH results was 
examined as part of two previous simulations studies. Rogers (1989) 
included conditions with 0% DIF (excluding the studied item) and 15% 
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DIF. The variable was not show to be significant (at P < .01). It is 
important to note that she used the two-step procedure (Holland & 
Thayer, 1988) in which items identified as displaying DIF on a first run 
are excluded from the criteria. Rogers concluded that these results 
argued for the effectiveness of the two-step procedure. 
Wise (1987), by contrast, does not specify that the two-step 
procedure was used. He reported that a higher percentage of studied 
items was identified when 20% of the test was made up of DIF items than 
when 10% was made up of such items. The result that the statistic has 
higher power when the matching criteria are less valid is somewhat 
counterintuitive. One result which was not reported (but which would 
have been useful) was the Type I error rate under these conditions. 
Before concluding that there is an advantage in using a less valid 
matching criterion, more study is needed. 
Summary 
In this chapter, DIF has been defined and the currently favored 
statistical methods for DIF identification have been described. 
Additionally, the available research comparing the MH statistic to other 
methods has been reviewed, as has that which examines factors 
influencing the performance of the MH statistic. This research suggests 
that, except for an inability to identify certain types of nonuniform 
DIF, the MH statistic's performance compares favorably to that of other 
techniques. It does this while maintaining the advantage of being 
relatively simple to program and inexpensive to run. Although the 
results show somewhat limited stability, the MH statistic appears to 
share this shortcoming with other techniques. The sample size 
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requirement with this method appears to be lower than that recommended 
for some of the other currently favored approaches (Logistic regression 
being the exception). Studies examining procedural and data set 
variables which may influence the MH statistic indicate that it performs 
well across the conditions studied. These examinations have, however, 
not been exhaustive. Some of the gaps and shortcomings of previous 
research have been described in earlier sections of this chapter. The 
following five chapters provide a description of five studies designed 
to fill some of these gaps and provide practitioners with additional 
guidance in the appropriate use of the MH statistic. 
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CHAPTER III 
THE EFFECTS OF PURIFICATION OF THE MATCHING CRITERION ON 
THE IDENTIFICATION OF DIF USING THE MANTEL-HAENSZEL PROCEDURE 
Purpose 
In order to discriminate between item impact and DIF (or item 
bias), the MH procedure compares the odds for success between groups 
after conditioning on ability. Such conditioning requires a valid 
criterion. The MH statistic can be implemented with either an internal 
or external criterion. There is obvious intuitive appeal for favoring 
the use of a valid external criterion. At the point that the DIF study 
is undertaken, the validity of the studied test must be in some 
question. Conditioning on an invalid criterion can produce, at best, 
dubious results. Unfortunately, valid and appropriate external criteria 
are not routinely available. Test developers are forced to rely on 
internal criteria (typically the total test score). 
The criterion variable has received some attention but is far from 
completely understood. Hambleton, Bollwark, and Rogers (in press) 
compared the use of internal and external criteria. Their results 
suggest that, even when the internal and external criteria are only 
moderately correlated, the results produced may be quite similar. 
Clauser, Mazor, and Hambleton (1991) examined the effects of choosing 
various internal criteria (i.e., using subsets of items from a full 
test) and discovered that varying the criterion could substantially 
alter the items identified by the MH statistic. While the Hambleton, e_c 
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al. results would seem to support the use of the internal criteria, the 
Clauser, et al. results call for caution in selecting that criterion. 
Again, the most obvious shortcoming of the use of the total test score 
as the criterion is the contamination of that criterion produced by the 
inclusion of items containing DIF. 
One possible answer to the problem of contamination in internal 
criteria is that proposed by Holland and Thayer (1988). They suggest a 
two-step process in which the MH procedure is implemented with total 
test score as the criterion. Items identified are then removed and the 
MH is re-implemented using this "purified" score as the matching 
criterion. Although this procedure is not new (it was recommended by 
Holland and Thayer at least as early as 1986) and is not unique to the 
MH (it was recommended by Kok, Mellenbergh, and van der Flier (1985) in 
the context of an iterative logit method for detecting item bias), the 
extent to which it has become a part of common practice is unknown. It 
appears that its utility has not received empirical examination, though 
this two-step procedure has been used in some MH research (Hambleton & 
Rogers, 1989). On the other hand, at least some evaluations of the MH 
procedure have been conducted on the basis of a one-step process 
(Harnisch, 1991). Typically, its use has not been specified. One 
reviewer, in commenting on a previous piece of MH research by Clauser, 
Mazor, and Hambleton (1991) referred to the two-step process as an 
"unusual" variation, considering the one-step application "more 
conventional" (personal communication) . This study is an attempt to 
evaluate the utility of the Holland and Thayer recommendation by 
examining the change in Type I and Type II error rates associated with 
using this two-step process. 
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Method 
The evaluation was conducted on data simulated to fit a one- 
dimensional, three-parameter IRT model, using DATAGEN (Hambleton & 
Rovinelli, 1973). Tests of three lengths, 20, 40, and 80 items, were 
simulated. The longer two lengths are not uncommon in actual testing 
situations. They are typical of achievement test subtests. The 20-item 
length may be less common in practice, but was included to examine the 
extreme case in which the matching was based on a small number of items. 
Under these conditions, removing even marginally useful items from the 
second run may be counterproductive. These test lengths were crossed 
with four levels of DIF contamination. Each test contained 
approximately 0%, 3%, 8%, or 20% DIF items. This represents the range 
from no DIF to substantial contamination. In order to create conditions 
as close as possible to those found in actual practice, item parameters 
were taken from parameter estimates of actual test items (i.e., the 1985 
administration of the Graduate Management Admissions Test; see Kingston, 
Leary, & Wightman, 1988). 
Uniform DIF was simulated by randomly identifying items and 
increasing the b-parameter for the focal group by .6. The only 
requirement was that the selected item(s) have an a-parameter value of 
at least 0.60. This was done because other research (see Chapter 4) 
indicated that items with lower a-parameters are not likely to appear as 
DIF with relatively moderate differences in the b-parameters between 
groups. Two ability distributions were used. The first, in which focal 
and reference groups were normally distributed with mean of 0.0 and 
standard deviation of 1.0, the second using the same distributions but 
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with reference group mean equal to 0.0 and the focal group mean equal to 
-1.0. Each group contained 1,000 examinees. The actual item parameters 
are shown in Table 3.1. C-parameters were set at .20. The shorter test 
lengths are made up of the first 40 or first 20 items listed. Each of 
the 24 conditions (4x3x2) was replicated 50 times to insure some level 
of stability in the results. These simulated test data were then 
examined using the two-step MH procedure. The MH program, written by 
Rogers and Hambleton, identifies all items with a MH Chi-square value of 
.01 on the first run and removes them from the criteria for the second 
run. In keeping with Holland and Thayer's (1988) recommendation, the 
studied item was always included in the criterion for its own analysis, 
regardless of the status of the item under investigation in the first 
step of the procedure. 
Results 
Tables 3.2 and 3.3 represent the percentage of DIF items identified 
across conditions for the equal and unequal ability groups respectively. 
Across all conditions, the second run results were equal to or superior 
to the first run results. The identification rates were consistently 
higher with equal ability distribution comparisons than with unequal 
ability comparisons. The advantage of purifying the matching criterion 
was most apparent where the level of simulated DIF was greatest. 
Table 3.4 and 3.5 show the Type I error rates across conditions. 
Again, they represent the equal and unequal ability distributions, 
respectively. Although the differences across conditions are less 
pervasive than those displayed in the previous tables, it appears that a 
practically meaningful inflation in the Type I error rate may be 
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associated with first run results when a substantial number of DIF items 
are present in the data set. Table 3.6 provides the results of a 
weighted regression analysis of the identification rates summarized in 
Tables 3.2 and 3.3. These results show that a model including main 
effects for test length, percentage of DIF simulated, ability 
distribution, and criterion, and interactions between length and 
percentage of DIF and length and ability distribution satisfactorily 
fits the model. The sum of squares associated with the residual for 
this model is 25.50. This should be distributed as a chi-square with 23 
degrees of freedom. This result is very close to the chance level. 
Removing the criterion factor from the variable increases the sum of 
squares for the residual by 4.24 to 29.74. This difference (with 1 
degree of freedom) is significant at the .05 level. Adding factors that 
represent interactions between criterion and other variables improves 
the model minimally. Decreases in the residual sum of squares are 
similar to those in the degrees of freedom. Apparently, these 
Interactions are not significant. Repeating this regression analysis 
for the Type I error rate data presented In Tables 3.4 and 3.5 did not 
produce significant results. This is most likely because the apparent 
improvement was limited to a small number of cells representing the 
longest test lengths. 
Discussion 
The data presented above provide reasonable evidence that the two- 
step MH process produces results which are both significantly and 
practically superior to those of the simple procedure. In 13 out of 18 
conditions examined, the two-step procedure identified more simulated 
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DIF items than did the one-step procedure. In the other five 
conditions, the results were equal. In general, the greatest 
differences between runs occurred in those conditions in which more 
simulated DIF had been modelled. This pattern should come as no 
surprise. The affects of purifying the matching criterion should be 
most evident in those instances where the greatest contamination is 
present. Although not statistically significant, the two-step process 
is associated with a decreased overall Type I error rate. The 
improvement is less than that associated with the identification rate. 
Unlike the comparisons associated with identification rates, there were 
two conditions in which the Type I error rate was actually greater on 
the second run than on the first. These occurred on the 20-item 
simulation under the conditions that there was no simulated DIF on the 
test or only one item per test. The conservative interpretation of 
these results suggests that, although a reduction in the Type I error 
rate cannot be demonstrated to be statistically significant, it is 
apparent that the two-step procedure does not produce an inflation in 
this error rate. 
For the practitioner, this suggests an advantage in using the 
second step results. If there is relatively little DIF in the test, the 
difference associated with using the two-step procedure will be minimal. 
When the test contains substantial levels of DIF, the advantage will be 
greater. Which of these conditions exists will be known only after the 
procedure has been used. Since both the liability and additional effort 
and expense associated with using the two-step procedure is minimal, it 
would seem that practitioners screening for DIF with the MH would be 
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Table 3.2 





Percent of Items with DIF 
3 8 20 
1st 97% 80% 82% 
2nd 80 97% 87% 91% 
1st 84% 75% 61% 
2nd 40 84% 79% 78% 
1st 46% 67% 75% 
2nd 20 46% 72% 85% 
Table 3.3 
DIF Identification Rate with Unequal Ability Distributions 
MH Test Percent of Items with DIF 
Run Length 3 8 20 
1st 72% 46% 55% 
2nd 80 74% 47% 65% 
1st 20% 17% 26% 
2nd 40 22% 17% 29% 
1st 2% 43% 35% 
2nd 20 2% 45% 37% 
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Table 3.4 





Percent of Items with ] 
0 3 8 
DIF 
20 
1st 1% 1% 1% 4% 
2nd 80 1% 1% 1% 2% 
1st 0% 0% 1% 4% 
2nd 40 0% 0% 1% 1% 
1st 1% 1% 1% 3% 
2nd 20 1% 1% 1% 0% 
Table 3.5 
Type I Error Rate with Unequal Ability Distributions 
MH Test Percent of Items with DIF 
Run Length 0 3 8 20 
1st 2% 1% 1% 7% 
2nd 80 1% 1% 1% 1% 
1st 2% 2% 2% 2% 
2nd 40 2% 2% 2% 2% 
1st 4% 3% 4% 5% 
2nd 20 5% 4% 4% 5% 
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Table 3.6 
Results of Multiple Regression 
Model DF 
Chi-Square 
For Residual P-value DF 
Chi-Square for 
Factor Removed 
From Model P-value 




removed 24 29.74 <.19 1 4.24 <.04 
★This model includes factors for all main effects and factors for 




THE EFFECTS OF ITEM CHARACTERISTICS ON MANTEL-HAENSZEL 
DETECTION RATES 
Purpose 
As the literature review in Chapter II demonstrates, the MH 
procedure has been the focus of considerable attention during recent 
years. Numerous studies have described its use in practical settings, 
compared it to alternative procedures or manipulated procedural 
variables. 
Several of these studies have produced results which call into 
question the stability, if not the validity, of the Mantel-Haenszel 
results. For example, papers by Raju et al. (1989) and Clauser et al. 
(in press) report surprisingly high numbers of items identified as 
differentially functioning. This raises the question of whether these 
results may reflect false positive findings. Because these studies were 
based on actual test results, it is impossible to draw a final 
conclusion. However, in some preliminary follow-up research using 
simulated data, the MH statistic failed to identify a substantial number 
of the simulated DIF items (Clauser & Mazor, 1990). Items were 
simulated using a three-parameter IRT model. The item discrimination 
(a-) parameters were equal for both reference and focal groups (randomly 
set from a pre-specified distribution). The (item difficulty) b- 
parameters (similarly chosen from an identified distribution) were set 
so that reference and focal groups differed by up to 0.6 standard 
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deviations. Examination of the results suggested that the Mantel- 
Haenszel values increased as the difference in the b-parameter values 
increased, but that the size of this increase was clearly related to the 
item discrimination. Poorly discriminating items were associated with 
low Mantel-Haenszel values even when the difference in the b-parameters 
was large. Highly discriminating items produced higher Mantel-Haenszel 
values when compared across similarly divergent b-parameter values. 
Because the study was primarily intended to examine a different aspect 
of the Mantel-Haenszel statistic, a more systematic follow up study 
seemed appropriate. 
The present study extends this line of inquiry by examining 
effects of changes in the a- and b-parameters and accompanying 
interactions as well as the amount of simulated DIF on the performance 
of the MH statistic. A simulation study is a useful way to organize 
information about the types of DIF items which are not detected by the 
MH statistic in two important situations: Equivalent and non-equivalent 
reference and focal ability distributions. A large sample size was used 
to remove sampling error as a major threat to the valid interpretation 
of the findings. 
Previous studies (Hambleton & Rogers, 1989; Rogers, 1989) have 
shed significant light on the situation in which the a-parameters have 
unequal values for the two groups of interest resulting in item 
characteristic curves (ICCs) which cross. Because the MH statistic is a 
signed statistic, the positive and negative values created in such 
situations may cancel each other, making the MH procedure blind to non- 
uniform DIF. In contrast, the present research is concerned with the 
conceptually simpler case where the a-values are equal for the reference 
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and focal groups but high for some items and low for others. These 
differing a-values are examined in combination with both between group 
differences in the b-parameters and various overall levels of item 
difficulty. 
In light of the considerable attention the Mantel-Haenszel 
statistic has received, surprisingly little research is available on 
this aspect of its performance. In the context of comparing the Mantel- 
Haenszel and logistic regression approaches to identification of 
differential item functioning, Rogers (1989) provided some insights into 
this aspect of the statistic's performance. She found significant 
results when varying both the item type and size of the simulated 
"bias." Item types included those with low and high a-parameters (i.e., 
.60 and 1.20) and high, medium, and low b-parameters (I.e., 1.50, 0.0, - 
1.50). The present study extends this research by examining a wider 
range of a- and b-parameter values and by examining them in the context 
of both equal and unequal ability distributions. The main question is: 
what are the statistical characteristics of items which are known to 
display DIF and which go undetected by the MH statistic? 
Method 
This study used simulated data produced using DATAGEN (Hambleton & 
Rovinelli, 1973), a computer program to simulate examinee item response 
data fitting a one-dimensional logistic model. To produce the test into 
which the simulated DIF items were placed, a- and b-parameters were 
taken from 59 randomly chosen items from the 1985 administration of the 
Graduate Management Admission Test (Kingston, Leary, & Wightman, 1988). 
These parameters were used to more closely approximate conditions found 
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in practice. Sixteen items containing simulated DIF were then added to 
the 59 to make a total test of 75 items. This test length was chosen 
because it is within the range occurring in typical standardized testing 
situations (e.g., achievement subtests) and yet long enough to reduce 
the instability which can occur with Mantel-Haenszel results for shorter 
tests. It also allowed for a substantial number of items for study 
without making the percentage of DIF items in the test greater than that 
which has been routinely identified in actual tests. 
The c-parameters for all studied items were set at 0.20. The a- 
parameters for the studied items were set at 0.25, 0.60, 0.90, or 1.25. 
These values were crossed with four levels of simulated DIF represented 
by differences in the b-parameters for focal and reference groups of 
0.25, 0.50, 1.00, and 1.50. These 16 item parameter combinations (4 
levels of item discrimination x 4 levels of b-value difference) were 
then staggered across five levels of item difficulty producing reference 
group b-parameter values of -2.50, -1.00, 0.00, 1.00, and 2.50. To 
allow for this number of studied items (80), five simulated tests were 
required, each containing 16 DIF items. Table 4.1 shows the a-parameter 
values, and the reference and focal group b-parameter values for each of 
the 80 studied items. 
Figures 4.1 and 4.2 show the reference and focal group item 
characteristic curves (ICCs) for four of these 80 items. Item 1 and 
item 4 represent the extremes of simulated DIF in the study. Item 2 and 
item 3 represent middle levels of simulated DIF. As the curves suggest, 
the level of simulated DIF differed markedly across the studied items. 
The p value differences for the items (for the groups simulated with 
equal ability distributions) range from .01 to .52. 
63 
The examinee item responses for the 59 non-DIF items were held 
constant for the five test simulations to prevent chance differences in 
these responses from influencing the effects under study. Responses 
were produced for 1,000 examinees in each group. Although this is a 
larger sample size than may be available to many researchers in 
practice, particularly during the screening stage for most tests, it was 
chosen because previous research has indicated that sample size is a 
significant variable with the Mantel-Haenszel statistic (Rogers, 1989). 
It was assumed that this sample size would increase the stability of the 
results and, by so doing, allow for a clearer focus on the variables of 
interest. 
Ability distributions were created for the reference and focal 
groups so they would be equal and normally distributed with a mean of 
0.0 and a standard deviation of 1.0. This arrangement is similar to 
that which is often encountered when using the MH statistic to assess 
for male-female differences. The simulations were then repeated using 
distributions that differed by 1.0 standard deviation. The distribution 
for the reference group remained as described above. The distribution 
for the focal group had the same shape but with a lower mean. This 
arrangement was intended to simulate conditions found in studies 
comparing racial groups (see, for example, Hambleton & Rogers, 1989; 
Raju, Bode, & Larsen, 1989; Wright, 1987). 
The MH procedure was then carried out on each of the ten sets of 
simulated test results, five tests (with 16 DIF items per test) with 
equal reference and focal groups and five tests with unequal (means one 
standard deviation apart) reference and focal groups. A single 
application of each condition was carried out. For each item, the MH 
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statistic was calculated (see Holland & Thayer, 1988). The MH procedure 
was implemented using a two-stage process described in Chapter III. 
Results 
The specific items identified by the MH are indicated in Table 
4.1. Table 4.2 summarizes results for the equal ability examinee 
groups. For each of the three main factors, the number and percent of 
simulated DIF items at each level of the factor are reported. For the 
b-Parameter Difference and a-Parameter Value factors, 20 items appeared 
at each level in the simulations. For the b-Parameter Value factor, 16 
items appeared at each level in the simulations. The procedure 
identified (at the .01 level of statistical significance) 49 of the 80 
items which contained some level of simulated DIF. One of the 59 "non- 
DIF" items used in the five simulations was identified as differentially 
functioning. As the difference in the difficulty for focal and 
reference groups increased, the probability that the item would be 
identified as differentially functioning increased dramatically. A 
similar but less dramatic effect was noted for increases in the 
discrimination parameter. Although the absolute value of the difficulty 
parameter appeared to strongly influence the results, the impact was 
limited to the extreme upper range of the scale (i.e., b-values in the 
vicinity of +2.50). 
Table 4.3 shows these results replicated for reference and focal 
groups with unequal ability distributions. Although the MH statistic 
identified fewer items as differentially functioning under this 
condition (46 out of 80) , the pattern of results relative to the other 
variables was similar to those noted above. Table 4.4 shows AN0VA 
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results for all of the studied items across both conditions of ability 
distribution. Main effects for each of the four variables were shown to 
be significant, as were four of the six two-way interactions. 
Discussion 
In general, these results appear to confirm the overall validity 
of the MH statistic to identify uniform differential item functioning. 
Approximately 60% of the DIF items were identified. Only one of the 
"non-DIF" items was identified. This is well within the range that 
might be predicted using a .01 significance level. Clearly, the type I 
error rate is low with a large sample size and when the test score is 
used as the matching variable. This finding applies to both equivalent 
and non-equivalent reference and focal groups. 
As expected, the greater the difference in the difficulty 
parameters between groups, the more likely it was that an item would be 
identified. However, this pattern of performance of the MH statistic 
was highly influenced by the other variables examined. In general, an 
item with a given difference in difficulty was nearly 50% more likely to 
be identified as differentially functioning with a discrimination value 
of 0.90 or above as with 0.25. A similar finding was reported by 
Camilli and Smith (1990). Although it seems necessary to consider the 
discrimination value of an item when determining the impact of 
difficulty differences for the item, these results suggest that 
eliminating items during screening based on MH results may produce tests 
consisting of the less discriminating items. In eliminating this 
percentage of the more highly discriminating items, a less biased test 
will be produced. Still, some bias may exist because it is 
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contained in the less discriminating items where it remains undetected, 
even with large examinee samples. 
Another variable of concern was that of the absolute value of the 
difficulty parameter of the studied item. This analysis examined the 
question of whether the MH statistic functioned equally effectively 
across the entire range of the difficulty scale. The clear answer is 
that it does not. The present results suggest that the procedure was 
essentially blind to differential functioning in the most difficult 
items studied. Again, this result cannot be considered much of a 
surprise. Extremely difficult items can only function differentially 
for the relatively few examinees at the upper end of the ability 
distributions. The majority of examinees in both groups will get the 
item wrong. Because the MH statistic is weighted by the number of 
examinees in each cell, differential functioning occurring within a few 
sparsely populated cells at the extreme end of the distribution will be 
missed. 
The question of whether ignoring differential functioning 
occurring under these conditions is appropriate depends on the use for 
which the test is intended. The weighting of the MH statistic allows 
identification of uniform DIF items at that part of the ability 
distribution where most of the examinees are functioning. Although this 
is generally advantageous, it could become problematic under several 
circumstances. First, if the ability distributions of examinees on 
which the test is screened are different than those on which the test 
will be employed; second, if it is important that the test be highly 
valid across the entire score range; and third, (and perhaps most 
importantly) in those conditions where a test is specifically intended 
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to identify a relatively small number of highly competent examinees. 
Under this latter condition, it may be desirable to run the MH procedure 
on a selected group of the most competent examinees. Loss of power is 
associated with these types of analyses. Also, there is a loss of 
generalizability of the findings to the total sample, though this loss 
would not be serious if the purpose of the testing program was focused 
on high-performing examinees. 
The final variable considered was the relative level of ability 
for the focal and reference groups. Although the significant 
interactions make caution appropriate in interpreting the main effects 
of the ANOVA, there is additional evidence in the data to suggest that 
the disparity in ability between groups may have a meaningful impact on 
the MH results. A comparison of the p-value differences between groups, 
associated with items identified or missed by the MH procedure, suggests 
that the statistic may have greater sensitivity when used with groups of 
equal ability. The largest p-value difference associated with an item 
that was missed with the equal ability comparison was .08. This is in 
contrast to .15 for the unequal ability comparison. (P-values were 
estimated using equal ability distributions for groups of 2000 examinees 
with mean 0.0 and standard deviation of 1.0.) 
The Anova table (Table 4.4) shows that the main effects for each 
of the four variables considered are significant. In addition, four of 
the six two-way interactions are significant (at .01). Although this 
latter result may limit the interpretations placed on the main effects, 
it is consistent with our assumptions about the statistic. It is 
obvious that the main effects for a- and b-parameter values are 
partially dependent on the difference in the b-parameters between 
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groups. If this difference equals 0.00, it is unlikely that any level 
of difficulty or discrimination will produce a significant MH value. 
Similarly, if the significance of the b-parameter value is explained by 
the fact that DIF in very difficult items cannot be identified because 
there are too few examinee functioning in that part of the ability 
distribution, then shifting the ability distribution (to decrease the 
ability for the focal group) should be expected to exaggerate this 
effect. An examination of the data supports this explanation. The five 
items identified on the equal ability distribution comparison and missed 
on the unequal ability distribution comparison were all moderately to 
very difficult (i.e., four reference group b-values of 1.00 and one of 
2.50). The two items identified on the unequal ability distribution 
comparison and missed on the equal were extremely easy (i.e., both 
reference group b-values were -2.50). 
Overall, this research supports the continued use of the Mantel- 
Haenszel statistic for identifying differential item functioning. 
However, the findings suggest that caution should be used in attempting 
to identify such "uniform DIF" in extremely difficult items. This 
problem may be exaggerated in cases where the ability distributions for 
the focal and reference groups are substantially different. 
Additionally, the possible problems referred to above regarding the 
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Table 4.2 
Mantel-Haenszel Statistic Results for Simulated DIF Test Items for 






.25 5 25 
.50 10 50 
1.00 17 85 
1.50 17 85 
a-Parameter Value 
.25 9 45 
.60 13 65 
.90 15 75 
1.25 12 60 
b-Parameter Value 
(Reference Group) 
-2.50 11 69 
-1.00 13 81 
0.00 12 75 
1.00 11 69 
2.50 2 13 
1 p < .01 
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Table 4.3 
Mantel-Haenszel Statistic Results for Simulated DIF Test Items for 






.25 6 30 
.50 10 50 
1.00 14 70 
1.50 16 80 
a-Parameter Value 
.25 8 40 
.60 12 60 
.90 13 65 
1.25 13 65 
b-Parameter Value 
(Reference Group) 
-2.50 13 81 
-1.00 13 81 
0.00 12 75 
1.00 7 44 
2.50 1 6 
1 p < .01 
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Table 4.4 
Analysis of Variance of Mantel-Haenszel Statistics 
Factor F P 
b-Parameter Difference 94.924 .000* 
a-Parameter Value 29.441 .000* 
b-Parameter Value 39.673 .000* 
Ability Distribution 6.516 .012* 
b-Par. Diff. x a-Par. Val. 6.964 .000* 
b-Par. Diff. x b-Par. Val. 11.722 .000* 
b-Par. Diff. x Ability Dist. 2.827 .042 
a-Par. Val. x b-Par. Val. 7.022 .000* 
a-Par Val. x Ability Dist. .242 .867 
b-Par Val. x Ability Dist. 3.577 .009* 

































































































































































THE EFFECT OF SAMPLE SIZE ON THE MANTEL-HAENSZEL STATISTIC 
Purpose 
During recent years, the MH statistic has received considerable 
attention as a DIF detection method. Among the advantages cited by its 
advocates are the relatively close correspondence between MH results and 
those of the theoretically preferred IRT approaches (Hambleton & Rogers, 
1989); the simplicity of programming and low cost of computer execution 
(Holland & Thayer, 1988); and the fact that it is useful with small 
samples (Hills, 1989). This latter point, its usefulness with small 
samples, will be the focus of this study. 
Several previous studies have examined the power issue with the MH 
in a cursory manner. Both Wise (1987) and Rogers (1989) have used 
simulated data sets to compare two sample sizes. Wise compared samples 
of 400 and 800. Rogers compared samples of 250 and 500. Both found a 
significant increase in power associated with the increased sample size. 
Wright (1986) also examined the power effects associated with varying 
sample sizes. He substantially extended the scope of this inquiry by 
including a wider range of sample sizes and by including unequal 
reference and focal group samples. Unfortunately, his results are less 
easily interpreted than those of Wise and Rogers because he based the 
evaluation on actual test data. This allowed for no clear distinction 
between increased power and exaggerated Type I error. 
While the simple question of whether increasing sample size will 
result in increased power may seem trivial, and has in any case 
76 
apparently been resolved by previous studies, a more extensive power 
study is justified for two reasons. First, the Hambleton and Rogers 
(1989) study, which demonstrated a close correspondence between the MH 
and IRT approaches, used a sample size of 1,000. If such a 
correspondence is part of the justification for using the MH, it is 
important to examine the extent to which the MH will continue to produce 
such results with reduced samples. Second, it has been suggested that 
the MH may be used successfully with samples as small as 100 (Hills, 
1990). Such a number is far from the 1,000 used in the Hambleton and 
Rogers (1989) paper and is less than that previously examined in 
published simulation studies. 
The present study extends the information available on the 
relationship between power and sample size by examining the functioning 
of the MH statistic with a simulated data set under a wide range of 
sample sizes with both equal and unequal reference and focal group 
samples. This should provide an answer to the general question of how 
well this procedure actually functions with reduced samples such as 
those suggested by Hills, as well as providing insight into the efficacy 
of using unequal sample sizes between groups. Although this practice 
has received little empirical study, it is apparently not uncommon and 
may be difficult to avoid given conditions in which, even with 
oversampling, it may be impossible to produce substantial samples of 
minority examinees. 
Method 
Data for this study were generated using the program DATAGEN 
(Hambleton and Rovinelli, 1973). This program simulates examinee 
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responses using the IRT model specified by the user. For this study a 
three parameter logistic model was used. Because the literature 
suggests that the differences in underlying ability in the groups under 
study might be a significant variable (Wise, 1987), three data sets of 
2000 examinees each were generated to allow for comparisons of groups 
with equal ability, and of groups where the focal group was less able. 
For two of these sets, the distributions of ability scores were set to a 
mean of zero. All distributions were normal with a standard deviation 
of one. These distributions were used to make comparisons between 
groups of equal ability. The abilities for the third distribution was 
set to a mean of -1.0. This was to allow for comparisons between groups 
with substantially different underlying ability distributions. 
Five different 75-item tests were generated for each group. A 75- 
item test length was chosen as it is typical of many widely used 
standardized tests, such as achievement subtests, and is long enough to 
provide stable results. On each test the first 59 items were common 
(the same across all five tests). IRT item statistics (b, a) for these 
59 items were set using values selected randomly from published tables 
of statistics for the items for a recent administration of the Graduate 
Management Admission Test (Kingston, Leary, and Wightman, 1988). The 
c-values for these 59 and all additional items were set to .20. Table 
5.1 shows the a and b values for these 59 items. 
Eighty additional items were generated, with the parameters set to 
function differentially in the two groups. They were constructed so as 
to form five sets of 16 DIF items. Each set was combined separately 
with the 59 common non-DIF items to create five different 75 item tests 
for each of the groups described above. Each set of 16 items had four 
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different levels of discrimination (a), with four items at each level. 
These values were .25, .60, .90, or 1.25 . To simulate DIF the values 
of the b parameters were set to differ by .25, .50, 1.00 or 1.50 for the 
reference and focal groups. The levels of a and the difference between 
the bs were completely crossed for each set of 16. 
Five values of b were used for the reference group, the bs for the 
focal groups being increased by the amount specified above. These 
values were -2.5, -1.0, 0, 1.0, or 2.5. Because there were five values 
of b, rather than four, it was not possible to completely cross each of 
these with the as and b differences within each subtest. Therefore, 
four of these five values are represented within each subtest. However, 
within the entire set of 80 DIF items each level of b was completely 
crossed with each level of a and with each difference in b-values (i.e., 
the amount of DIF). This set of a and b parameters was chosen because 
it was considered desirable to simulate the range of values that might 
actually be found in practice. These values are also similar to the 
range of values found in the GMAT estimations. Table 5.2 shows the 80 
item parameter combinations for both groups. 
The MH procedure was run for each test comparison using a computer 
program written by H. Jane Rogers and Ronald K. Hambleton. Tests were 
first compared using all 2000 examinees in each group. The first 1000 
examinees in each group were then selected, and the procedure was rerun. 
This was repeated with 500, 200, and 100 examinees, respectively. In 
order to minimize the impact of chance variability, replications of the 
results were conducted at the smaller sample sizes. The 500 run was 
replicated once for each set, and the 200 and 100 runs were each 
replicated twice. Because it was of interest to examine the effects of 
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using unequal reference and focal group samples, additional examinee 
were selected which represented reference and focal group members 
at a three-to-one ratio, 1500 to 500, 750 to 250, 300 to 100, and 150 to 
50, and a nine-to-one ratio, 1800 to 200, 900 to 100, 450 to 50, and 180 
to 20. 
The Rogers and Hambleton MH program uses the two-step MH procedure 
recommended by Holland and Thayer (1988). The results reported in the 
next section are based on the second run of the MH program, using a .01 
significance level. That is, items identified as DIF on the first run 
were removed from the calculation of the overall test score and then the 
MH statistic was recalculated for each of the 75 items in the test. 
Results 
Table 5.3 shows that the percentage of DIF items correctly 
identified as such decreased markedly as the number of examinees 
decreased. With 500 examinees in each group, substantially fewer than 
half of the DIF items were flagged. With 1000 examinees, 58 and 61% of 
the DIF items were flagged (for the unequal and equal ability 
distributions, respectively). This increased to 64 and 71% when the 
full sample of 2000 (each group) was used. The percentage of items 
correctly identified at sample sizes of 200 and 100 was very small. 
When the ability distributions for the groups were equal, the detection 
rates were consistently higher than when the distributions were unequal, 
but, in both cases, the pattern across sample sizes was consistent. 
The 80 parameter combinations for simulated DIF items are 
represented in Table 5.4, with items which the MH procedure detected as 
DIF indicated with an X in the appropriate row and column. Table 5.4 
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shows results for equal ability group comparisons. These results are 
reported in Table 5.5 for reference and focal groups of unequal ability. 
There was a distinct pattern in the types of items which were flagged as 
DIF, and which were missed, and this pattern became more pronounced as 
sample size decreased. 
The items which were missed at the 2000 examinee level were not 
identified at any other sample size. As the sample size decreased items 
were lost, but rarely gained. Poorly discriminating items were least 
likely to be identified, requiring larger sample sizes and greater 
differences between the two groups on item difficulty. The first items 
to be identified were those of moderate difficulty, with very difficult 
items being the least likely to be flagged. Not surprisingly, items 
with larger b differences were more likely to be identified than items 
with smaller b differences. Items most likely to be missed were the 
most difficult items, those with the smallest difference between the bs, 
and the most poorly discriminating items. This trend was apparent at 
the 2000 examinee level and became more marked as sample size decreased. 
The differences between the classical item difficulties (p-values) for 
the equal ability distribution reference and focal groups are presented 
in Table 5.6, based on N-2000. By comparing Tables 5.4 or 5.5 and 5.6, 
it is possible to determine the pattern of p-value differences for items 
which were missed. When equal ability distributions are compared, the 
largest ^-difference of a DIF item which was missed was .04, and the 
smallest ^-difference of an item which was identified was .02 when 
groups of 2000 were used. With groups of 1000, these differences were 
.08 for the largest ^-difference missed, and .03 for the smallest 
difference identified. With groups of 500, a p-difference of .08 was 
81 
missed, and .07 identified. With groups of 200, the largest in¬ 
difference missed was .17 and the smallest difference identified was 
.07. With groups of 100, the largest ^-difference missed was .23, and 
the smallest identified was .15. 
A similar pattern was apparent when groups of differing abilities 
were compared. (The 2'differences reported here are based on a 
comparison of the two equal ability distributions, as comparing 2-values 
for unequal ability distributions would not be meaningful.) In general, 
comparing groups of differing abilities resulted in larger differences 
being missed at all sample sizes. The largest 2_c*ifferences missed were 
.07, .15, .17, .23, and .29 for groups of 2000, 1000, 500, 200, and 100, 
respectively. Conversely, with unequal ability distributions, the 
smallest 2-differences of items identified were smaller than those 
identified with equal ability distributions. These differences were 
.01, .01, .03, .03, and .09 for groups of 2000, 1000, 500, 200, and 100, 
respectively. In general, these were associated with very easy items, 
so it is not surprising that they were more likely to be identified with 
unequal distributions. 
Table 5.7 shows the percentage of simulated DIF items identified 
across conditions for the comparisons using unequal reference and focal 
group samples. Tables 5.8 through 5.11 show the specific items 
identified across these comparisons. The general pattern of items 
identified across these conditions remains similar to those described 
for equal sample size comparisons. Items with relatively small 
differences in b-parameters between groups, the most difficult items, 
and items with relatively low discrimination continue to be missed most 
frequently. Comparing these results with those for equal focal and 
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reference group sample sizes suggests that, for any given total sample 
size, in general, the greatest percentage of items are identified when 
the groups are equal (isolated exceptions are present). However, the 
identification rate is clearly increased by the addition of reference 
group members. Comparison of unequal focal and reference group 
conditions with equal focal and reference conditions corresponding to 
the focal group size in the unequal comparison indicates that the 
percentage identified is always increased with the increased reference 
group. The greater the increase in sample size for the reference group, 
the greater the increase in power. With a sample of 100 examinees in 
each group, 9% and 18% of the simulated DIF items were identified, 
respectively for unequal and equal ability distributions. With the 
focal group held constant and the reference group increased to 300 
examinees, these percentages increased to 20% and 24%. When the 
reference group is increased to 900 examinees, the percentages increase 
to 28% and 33%. 
Examination of the MH results for the 59 non-DIF items indicated 
that the type I error rate remained close to the nominal level across 
conditions. For equal sample size conditions, a maximum of two items 
was identified out of 59. This occurred only with the largest sample 
size (i.e., total sample of 4,000). The most common type I error rate 
was zero. For unequal sample sizes, the rate was somewhat higher. The 
most extreme case was five items identified out of 59. The mode 
continued to be zero. 
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Discussion 
The decrease in detection rates at the smaller sample sizes was not 
surprising. Any statistic will be less powerful as the sample becomes 
smaller. However, the high percentage of items missed even at the 
largest sample sizes was unexpected. With 2000 examinees more than 30% 
of the DIF items were missed with unequal ability distributions, and 
more than 25% with equal distributions. While this is a relatively high 
percentage, an inspection of the 2_valu® differences of the items missed 
when equal ability groups are compared reveals the differences are of 
little practical concern. Even if there were 10 items on a test with j>- 
value differences of .03, this would be likely to result in less than 
half an item difference overall between the reference and focal groups. 
This is a level of DIF which most practitioners would probably find 
tolerable for most purposes. However, if ability distributions of the 
two groups are not equal, fairly substantial 2"va^ue differences can go 
undetected, even at this sample size. 
Conversely, the amount of DIF missed when a sample size of 100 was 
used is more of a concern. Here it is likely that ^-differences of .20 
would be missed routinely. Ten items with this amount of bias on a test 
could result in an overall difference between reference and focal groups 
of more than two points. A difference of this size could be a focus of 
concern, depending on the purpose of the test. 
The implications for practitioners are clear. The results of the 
MH procedure are questionable at small sample sizes. The question of 
how small is small depends on the need for accuracy in identification. 
If only the most markedly DIF items are a concern, sample sizes of 200 
in a group might be considered adequate. There would seem to be little 
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justification for using sample sizes any smaller than 200. Sample sizes 
of 500 will yield more accurate results, and increasing to 1000 or 2000 
will pick up all but the small £-value differences. Differences in 
ability distributions should be considered also, as comparisons of 
groups of differing abilities may impact identification rates. Thus, if 
groups of differing abilities are to be compared, it is probably 
advisable to be even more conservative, and use large samples if 
possible. Practitioners should also be aware, however, that even with 
2000 examinees per group with equal or unequal ability distributions 
some DIF items may not be identified. These are most likely to be very 
difficult items, poorly discriminating items, or items with relatively 
small differences in difficulty between the groups. 
The initial results provided in this study suggest that 
practitioners attempting to increase the power of the MH procedure in 
circumstances where collecting large focal group samples is impractical, 
may improve their results by increasing the reference group sample. 
Additional study in this area is needed. The comparisons made in this 
study include conditions in which the focal and reference groups have 
ability distributions which have approximately equal standard deviations 
(with or without equal means). If this condition were modified, it is 
possible that greatly disproportionate reference group representation 
could lead to an increase of type I or type II error. Caution is 
appropriate in applying these results to conditions in practice which 
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Percentage of Differentially Functioning Items Correctly Identified 
Sample Size/ 
Group 




2000 64% 71% 
1000 58% 61% 
500 31% 38% 
200 24% 28% 
100 9% 18% 
Note: The percentages reported for sample sizes of 500, 200 and 100 are 
based on the average number of items identified across replications. 
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Table 5.4 




Level of Item Discrimination 
a—.60 a-.90 a-1.25 
b1 b Sample^ Sample Sample Sample 
difference 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 
-2.5 .25 X 
-1.0 .25 X X X X X 
0.0 .25 X X X X 
1.0 .25 X X X X 
2.5 .25 
-2.5 .50 X X X X X X 
-1.0 .50 X X X X X X X X X 
0.0 .50 X X X X X X 
1.0 .50 X X X X X 
2.5 .50 
-2.5 1.00 X X X X X X X X X X X X 
-1.0 1.00 X X X X X X X X X X X X X X X X 
0.0 1.00 X X X X X X X X X X X X X X 
1.0 1.00 X X X X X X X X X X X 
2.5 1.00 X X X X 
-2.5 1.50 X X X X X X X X X X X X X X X X 
-1.0 1.50 X X X X X X X X X X X X X X X X X X 
0.0 1.50 X X X X X X X X X X X X X X X X X X X 
1.0 1.50 X X X X X X X X X X X X X X X X X 
2.5 1.50 X X X 
1Item difficulty value for the reference group. 
2Sample Size Per Group: 1 - 100 examinees; 2 ■ 200 examinees; 
3 - 500 examinees; 4 - 1000 examinees; 5 - 2000 examinees. 
3X indicates that the item was identified as DIF. (For sample 
sizes where replications were run, an X indicates identification on at 
least two runs.) 
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Table 5.5 
Items Identified as Differentially Functioning (Unequal Ability 
Distributions) 
Item Difficulty Level of Item Discrimination 
b1 b 
a-. 25 a-. 60 a-. 90 a-1.25 
Sample^ Sample Sample Sample 
difference 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 
-2.5 .25 X X X X X 
-1.0 .25 X X X X X 
0.0 .25 X X X 
1.0 .25 X X 
2.5 .25 
-2.5 .50 X X X X X X X X 
-1.0 .50 X X X X X X X X X X X 
0.0 .50 X X X X X X X 
1.0 .50 X X 
2.5 .50 
-2.5 1.00 X X X X X X X X X X X X X 
-1.0 1.00 X X X X X X X X X X X X X X X X 
0.0 1.00 X X X X X X X X X X X X 
1.0 1.00 X X X X X X 
2.5 1.00 
-2.5 1.50 X X X X X X X X X X X X X X X X 
-1.0 1.50 X X X X X X X X X X X X X X X X 
0.0 1.50 X X X X X X X X X X X X X X X X 
1.0 1.50 X X X X X X X X 
2.5 1.50 X X 
"•item difficulty value for the reference group. 
2Sample Size Per Group: 1 ■ 100 examinees; 2 * 200 examinees; 
3 - 500 examinees; 4 - 1000 examinees; 5 * 2000 examinees. 
3X indicates that the item was identified as DIF. (For sample 
sizes where replications were run, an X indicates identification on at 
least two runs.) 
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Table 5.6 











-2.5 .25 .02 .01 .01 .02 
-1.0 .25 .01 .03 .05 .05 
0.0 .25 .02 .04 .08 .06 
1.0 .25 .00 .06 .07 .04 
2.5 .25 .04 .01 .00 .01 
-2.5 .50 .01 .06 .03 .03 
-1.0 .50 .03 .06 .12 .09 
0.0 .50 .03 .09 .10 .11 
1.0 .50 .03 .06 .10 .07 
2.5 .50 .01 .03 .01 .02 
-2.5 1.00 .09 .08 .07 .07 
-1.0 1.00 .10 .16 .20 .23 
0.0 1.00 .08 .16 .19 .23 
1.0 1.00 .07 .12 .12 .13 
2.5 1.00 .04 .06 .04 .02 
-2.5 1.50 .11 .17 .16 .15 
-1.0 1.50 .13 .22 .31 .34 
0.0 1.50 .15 .22 .24 .29 
1.0 1.50 .14 .15 .15 .17 
2.5 1.50 .10 .06 .02 .03 
litem difficulty value for the reference group. 
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Table 5.7 
Percentage of Differentially Functioning Items Correctly Identified 
Sample Size/ 
Group 




1500/500 46% 55% 
750/250 38% 44% 
300/100 20% 24% 
150/50 8% 16% 
1800/200 39% 45% 
900/100 28% 33% 
450/50 16% 20% 
180/20 4% 0% 
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Table 5.8 
Items Identified as Differentially Functioning (Equal Ability 
Distributions) 
Item Difficulty Level of Item Discrimination 
a-. 25 a-. 60 a-. 90 a-1.25 
b1 2 b Sample^ Sample Sample Sample 




1.0 .25 X X 
2.5 .25 
-2.5 .50 X X X 
-1.0 .50 X X X X X X 
0.0 .50 X X X 
1.0 .50 X X X X 
2.5 .50 
-2.5 1.00 X X X X X X X X X 
-1.0 1.00 X X X X X X X X X X X X X 
0.0 1.00 X X X X X X X X X X 
1.0 1.00 X X X X X X X 
2.5 1.00 X 
-2.5 1.50 X X X X X X X X X X X X X X 
-1.0 1.50 X X X X X X X X X X X X X X 
0.0 1.50 X X X X X X X X X X X X X 
1.0 1.50 X X X X X X X X X X 
2.5 1.50 X X 
1Item difficulty value for the reference group. 
2Sample Size Per Group (Reference/Focal): 1 - 150/50; 2 - 300/100; 3 
750/250; 4 - 1500/500. 
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Table 5.9 




Level of Item Discrimination 
a-.60 a-.90 a-1.25 
b1 2 b Sample^ Sample Sample Sample 
difference 12 3 4 1234 1234 12 3 4 
-2.5 .25 X 
-1.0 .25 X X 
0.0 .25 X 
1.0 .25 
2.5 .25 
-2.5 .50 X X X X X X X 
-1.0 .50 X X X X X X 
0.0 .50 X X 
1.0 .50 
2.5 .50 
-2.5 1.00 X X X X X X X X X X 
-1.0 1.00 X X X X X X X X X X 
0.0 1.00 X X X X X X X X 
1.0 1.00 
2.5 1.00 
-2.5 1.50 X X X X X X X X X X X X X 
-1.0 1.50 X X X X X X X X X X X X X 
0.0 1.50 X X X X X X X X X X 
1.0 1.50 X X X X X X 
2.5 1.50 
1Item difficulty value for the reference group. 
2Sample Size Per Group (Reference/Focal): 1 - 150/50; 2 - 300/100; 3 
750/250; 4 - 1500/500. 
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Table 5.10 




Level of Item Discrimination 
a-.60 a-.90 a-1.25 
b1 2 b Sample^ Sample Sample Sample 




1.0 .25 X 
2.5 .25 
-2.5 .50 
-1.0 .50 X X X X 
0.0 .50 X X 
1.0 .50 X X X 
2.5 .50 
-2.5 1.00 X X X X X X X 
-1.0 1.00 X XXX X X X X X X 
0.0 1.00 X X X X X X X 
1.0 1.00 X X X 
2.5 1.00 X X 
-2.5 1.50 X XXX X X X X X X 
-1.0 1.50 X XXX X X X X X X 
0.0 1.50 X X XXX X X X X X X 
1.0 1.50 X X X X X X X 
2.5 1.50 X 
1Item difficulty value for the reference group. 
2Sample Size Per Group (Reference/Focal): 1 - 180/20; 2 - 450/50; 3 
900/100; 4 - 1800/200. 
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Table 5.11 







12 3 4 
Level of Item Discrimination 
a-.60 a-.90 a-1.25 
Sample Sample Sample 
1234 1234 1234 
-2.5 .25 X 
-1.0 .25 X X 
0.0 .25 X 
1.0 .25 
2.5 .25 
-2.5 .50 XXX X 
-1.0 .50 X X XXX 
0.0 .50 X 
1.0 .50 
2.5 .50 
-2.5 1.00 X X X X XXX 
-1.0 1.00 X XXX X X X X 
0.0 1.00 X X X X 
1.0 1.00 X X 
2.5 1.00 
-2.5 1.50 X X XXX XXX XXX 
-1.0 1.50 X XXX X X X X X X X X 
0.0 1.50 X X X X XXX X X 
1.0 1.50 X XXX 
2.5 1.50 
^tem difficulty value for the reference group. 
2Sample Size Per Group (Reference/Focal): 1 - 180/20; 2 - 450/50; 3 - 
900/100; 4 - 1800/200. 
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CHAPTER VI 
THE EFFECTS OF SCORE GROUP WIDTH ON THE MANTEL-HAENSZEL PROCEDURE 
Purpose 
The MH statistic tests the null hypothesis that the probability of 
a correct response to a given item is equal for members of the focal and 
reference groups after they have been matched on the ability of 
interest. This can be done using a valid external measure of the 
ability. However, such a measure is generally not available. More 
typically, this matching is carried out using the total test score as 
the criterion. The Mantel Haenszel a represents the sum of the odds 
ratios at each score level within the criterion, weighted by the number 
of examinees at that score level. This allows for k+1 score groups, 
where k is the number of items on the criterion test. For a number of 
reasons, researchers and practitioners have been interested in the 
possible advantages of using this procedure with fewer than the maximum 
number of score groups in the matching criterion. Raju, Bode, and 
Larsen (1989) suggest that if the power of Scheuneman-type Chi-square 
tests (Scheuneman, 1979) increases as the number of score groups 
decreases, then examination of the MH statistic under these conditions 
would seem important. Additionally, Hills (1989) highlights one of the 
advantages of the MH procedure as being its usefulness with relatively 
small examinee samples. However, score levels that appear in only one 
group (i.e., focal or reference) are dropped from the calculations. 
Such a loss is most critical with small samples. This problem can be 
reduced or eliminated if score groups are combined. 
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Both Raju, et al. (1989) and Wright (1986) have provided data on 
the effects of varying the number of score groups used. Unfortunately 
for the practitioner, their results may raise as many questions as they 
answer. Raju and his associates conclude that "4 or more score groups 
yield stable a estimates with the MH technique" (p. 11). However, these 
conclusions are based on comparisons of 2, 4, 6, 8, and 10 score groups. 
These alternatives are compared to each other, but not to the total 
possible number which, for the 40-item test they examined, would have 
been 41. Interpretation of the results is further complicated by the 
surprisingly high numbers of items identified as differentially 
functioning. In the Black versus White comparison (at the .05 level), 
16 out of a possible 40 items were identified with 10 score groups and 
24 were identified with two score groups. The authors attribute this 
"inflated Type I error" to the "large number of Chi-square values 
involved" in the analysis (p. 12), and suggest a procedure such as the 
Bonferroni method to control it. Given that approximately half of the 
items on the test had been identified as differentially functioning, it 
would seem reasonable to consider other explanations. But because the 
data are actual test results, it is impossible to know which items are 
correctly identified and which represent Type I error. A simulation 
study would appear to be the appropriate next step in examining this 
issue. 
Wright's (1986) work in this area is interesting on two counts. 
First, he adds an important dimension to the study by comparing 
different numbers of score groups under conditions of different sample 
sizes. Secondly, he presents results which seem to conflict with the 
results of Raju et al. Wright suggests that six score groups are 
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inadequate when compared to the data produced with 61 score groups. As 
with the Ra j u 6t al. paper, these results are somewhat ambiguous because 
the analysis was conducted on actual test results, allowing no clear 
means to differentiate between increased power and increased Type I 
error. 
The present research attempts to eliminate some of the ambiguity 
found in the results described above by examining the score group 
variable with simulated data. It follows Wright's lead by varying 
sample size as well. In addition, two test lengths were used. This was 
done in response to the suggestion made by Raju et al, that the 
discrepancy between their findings and Wright's may have resulted from 
the fact that Wright examined a longer test. 
Method 
The current study uses simulated data produced using DATAGEN 
(Hambleton & Rovinelli, 1973), a computer program to simulate examinee 
item response data fitting a one-dimensional logistic model. To produce 
the test into which the simulated DIF items were placed, a- and b- 
parameters were taken from 70 items from one of the 1985 administrations 
of the Graduate Management Admission Test (Kingston, Leary, & Wightman, 
1988) . These parameters were chosen to more closely approximate 
conditions found in practice. Ten studied items were then randomly 
added to the 70 to make a total test of 80 items. This test length was 
chosen because it is within the range occurring in typical standardized 
testing situations (e.g., achievement subtests). It allowed for a 
substantial number of items for study without making the percentage of 
DIF items in the test greater than that which has been routinely 
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identified in actual tests. In addition to this 80-item test, a 40-item 
test was evaluated. For this, the first 35 of the 70 GMAT items were 
used. The 100 studied items were then randomly added in sets of five. 
This test length is not uncommon in practice and is the actual length of 
the test studied by Raju et al. 
The c-parameters for all items were set at 0.20. The a-parameters 
for the studied items were set at 0.25, 0.60, 0.90, or 1.25. This 
approximated the range of values found in the estimated GMAT parameters. 
These values were crossed with five levels of simulated DIF represented 
by differences in the b-parameters for focal and reference groups of 
0.00, 0.25, 0.50, 1.00, and 1.50. These 20 item parameter combinations 
(four levels of item discrimination x five levels of b-value difference) 
were then crossed with five levels of item difficulty (with reference 
group b-parameter values of -2.50, -1.00, 0.00, 1.00, and 2.50). To 
allow for this number of studied items (100), ten simulated 80-item 
tests were used, with each containing 10 studied items, and 20 simulated 
40-item tests were used, each containing five studied items. (Note that 
20 of these studied items did not display DIF. Those with no difference 
in the reference and focal group b-parameters were included to allow for 
examination of the type I error rate associated with the studied 
conditions.) Table 6.1 shows the a- and b-parameter values for the 70 
core items. The first 35 of these are the values used for the 40-item 
test. Table 6.2 shows the 100 combinations, for studied items, of a- 
parameter values and the reference and focal group b-parameter values. 
The examinee item responses for the 70 (or 35) core items were held 
constant for the test simulations to prevent chance differences in these 
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responses from influencing the effects under study. Responses were 
produced for 2,000 examinees in each group. Because individual examinee 
response patterns produced by DATAGEN are random, smaller examinee 
samples were produced by selecting the first 1,000, 500, 200, or 100 
examinees from each group. 
Ability distributions were created for the reference and focal 
groups so they would be equal and normally distributed with a mean of 
0.0 and a standard deviation of 1.0. This arrangement is similar to 
that which is often encountered when using the MH statistic to assess 
for male-female differences. The simulations were then repeated using 
distributions that differed by 1.0 standard deviation. The distribution 
for the reference group remained as described above. The distribution 
for the focal group had the same shape with a lower mean. This 
arrangement was intended to simulate conditions found in other types of 
reference-focal group comparisons (see, for example, Hambleton & Rogers, 
1989; Raju, Bode, & Larsen, 1989). 
The MH statistic was then calculated for each item of the above 
data sets. The form of the statistic used was the two-step procedure 
recommended by Holland and Thayer (1988). With this procedure, items 
identified as displaying DIF (at a .01 level of significance) on a first 
MH run are removed from the matching criterion used for the second MH 
run. At each of five sample sizes (i.e., 2,000, 1,000, 500, 200, 100), 
the calculations were replicated with five different numbers of score 
groups (i.e., 81 or 41 and 20, 10, 5, and 2 score groups). Score 
groups were created to be as close as possible to equal in width. This 
equality was based on the number of possible scores used in the matching 
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criterion. When five score groups were used on an 80-item test, the 
intervals would be 0-15, 16.31, 32-47, 48-63, and 64-80. 
Results 
Table 6.3 summarizes the MH results across sample sizes and number 
of score groups for the examinee samples with equal ability 
distributions. Each entry represents the total percent of items that 
were identified out of a possible 80 (uniform) DIF test items. This was 
accomplished by adding the DIF items identified in each of the ten 
tests. As the results indicate, the statistical power increases with 
the sample size. Also, the results reflect substantial stability 
across the number of score groups used in the MH calculations. Table 
6.4 replicates these results for the unequal ability distributions. By 
contrast, under this condition, decreasing the number of score groups 
was associated with substantial increases in the percents of DIF items 
identified. Across the five sample sizes, the average percent of DIF 
items detected increased by 16.4% as the number of score groups was 
decreased from 81 to 2. 
Table 6.5 provides the results across the five sample sizes for the 
data included to allow examination of Type I errors. With equal ability 
distributions, and regardless of sample size or number of score groups, 
the Type I error rate was low. A total of only six items (across 25 
analyses) were incorrectly identified. This closely approximates the 
nominal type I error rate (Nominal - .01, actual - .012). With unequal 
ability distributions, the results were very different. The Type I 
error rate reached 75% with a large sample and a very small (2) number 
of score groups. In contrast, the Type I error rate was very low, 
regardless of sample size, with 20 or 81 score groups. 
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Tables 6.6, 6.7, and 6.8 show identification rates and Type I error 
rates for the studied items on the 40-item test. In general, these 
results can be seen as remarkably similar to those produced with the 80- 
item test. With the equal ability comparisons, small increases in power 
seem to be associated with a reduction in the number of score groups. 
Under these conditions, the Type I error rate remained near the nominal 
value. When comparisons were made with groups of unequal ability, the 
identification rate increased dramatically as the number of score groups 
decreased; however, the Type I error rate was similarly inflated. 
Discussion 
The data suggest very clearly that the extent to which there is 
anything to be lost or gained by varying the number of MH score groups 
depends on the characteristics of the examinee sample under comparison. 
For relatively large sample sizes with very similar ability 
distributions, there is considerable stability across the number of 
score groups. In the context of the 80-item test, with 2,000 examinees 
in each group, no change in the items identified was noted between 81 
and 2 score groups. With 1,000 examinees in each group, only two 
additional items were identified while reducing the score groups from 81 
to 2. For smaller samples (still with equal ability distributions), the 
number of additional items identified remained low. However, the 
percentage increase these gains represent is more impressive. With a 
sample size of 100, the change from 81 to 2 score groups translated into 
a 27% increase in the number of items correctly identified while 
increasing from 11 to 14 items. When attention is turned to the 40-item 
test, a similar pattern is observed. With 2,000 examinees in each 
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group, a reduction from 41 to 2 score groups was associated with the 
identification of only 2 additional items. With 1,000 examinees in each 
group, that same reduction resulted in identification of one additional 
item. With the smallest sample size examined, this reduction resulted 
in three additional items identified. Again, while this absolute value 
is small, it represents a 21% increase. 
Although the gains in power associated with reducing the number of 
score groups appear to be modest, they do not seem to be associated with 
an inflation in the Type I error rate. In general, these results seem 
to suggest that when examinee groups are well matched in terms of 
ability distributions, there may be an advantage to reducing the number 
of score groups used, particularly if the comparison is based on very 
small samples. Unfortunately, the utility of this finding for 
measurement practice is limited in two ways. First, such well-matched 
ability distributions tend to be typical of comparisons between groups 
such as males and females. It is generally not difficult to collect 
larger samples from among these groups, even during piloting of a test. 
Second, the sample sizes for which a reduction in number of score groups 
would produce a substantial benefit are of such low power (below 20% in 
this study) that they should be avoided whenever possible (see Chapter 
V). 
When samples with unequal ability distributions are considered, the 
advantages associated with using fewer than the maximum possible number 
of score groups are more apparent. With the 80-item test and examinee 
groups of 2,000, a 7% increase (i.e., 68% to 73%) when moving from 81 to 
5 score groups is observed. Such increases are consistent across all 
but the smallest sample sizes and are again replicated with the results 
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of the 40-item test. Unfortunately, the usefulness of this apparent 
advantage is even more limited than with equal ability distribution 
comparisons. As the results in Table 5 indicate, reduction in the 
number of score groups is associated with a substantial increase in Type 
1 errors. 
This Type I error rate calls into question whether using the MH 
procedure with fewer than the maximum number of score groups produces 
increased statistical power or results in a random identification of 
additional items without distinguishing between items that function 
differentially and those that do not. A direct comparison of Type I 
error rate and the rate of identification for previously unidentified 
DIF items is not encouraging. For a sample size of 1,000 on the 80-item 
test, the identification rate for DIF items associated with moving from 
81 to 5 score groups increased about 21%. The increase in moving from 
81 to 2 score groups was 36%. This compares to a Type I error rate 
moving from 81 to 5 score groups of 20%, and 50% when moving from 81 to 
2 score groups. Comparisons for other samples show similar patterns. 
Although these results do not provide a definitive answer, they suggest 
that considerable caution should be used in interpreting the results of 
the MH procedure under these conditions. They suggest that the Type I 
error rate is greatest under the same conditions that the MH 
identification rate is highest. Similarly, high Type I error rates were 
also noted among the 70 core items making up the tests into which the 
studied items were placed. Although the numbers are not as extreme, the 
patterns are similar. 
The results do provide clues as to an explanation of the Type I 
error rate. The fact that these errors are inflated only with unequal 
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ability distributions suggests that combining score groups under such 
conditions may result in contamination of the matching criterion. The 
procedure assumes that all examinees within a given score group are of 
equal ability. As the score group width is extended, with unequal 
ability distributions, this assumption will not be met. The result is 
an invalid matching criterion. Use of such a criterion could lead to 
falsely identifying acceptable items. Figure 6.1 provides a graphic 
representation of the extent to which reducing the number of score 
groups in the matching criterion results in inaccurate matching. 
Obviously, when the maximum possible number of score categories are 
used, the mean score within each category for focal and reference 
members is equal. As the number of categories is reduced to ten, this 
equality begins to break down, but only to a small extent. When it is 
further reduced to two categories, focal and reference groups may have 
substantially different means in both categories. This would adversely 
affect the validity of the matching for all examinees. 
The results of an examination of the parameters of those items 
which were correctly identified 4s displaying DIF were, in general, 
consistent with those reported in Chapter IV. Items with moderate to 
high a-parameters, items with greater differences in b-parameters 
between groups, and items with medium to low reference group b-parameter 
values were most likely to be identified. The pattern for studied items 
displaying type I error was similar. For the unequal ability 
distribution comparison, only 4% of the instances of the type I error 
were in items with a-parameters of 0.25. Similarly, only 4% were in 
items with b-parameter values of 2.50. The other three a-parameter 
values (1.25, .90, and .60) accounted for 28%, 36%, and 30%, 
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respectively. The other four b-parameter values (-2.50, -1.00, 0.00, 
1.00) were associated with 18%, 28%, 18%, and 32%, respectively. (These 
numbers are based on the 80-item test.) 
In generalizing the results of this study to actual data sets, the 
reader should note that, although varying sample sizes were examined, 
the focal and reference group samples were always equal. This equality 
often is typical in practice when making male-female comparisons but may 
not be the case when comparisons are made including varying ethnic 
groups. The results reported in Chapter V suggest that, although the 
power of the statistic may change when reference and focal groups are 
unequal, the pattern of results remains unchanged. Nonetheless, some 
caution is appropriate in making generalizations to such conditions. 
For the practitioner, the results of this study suggest that more 
than a moderate reduction in the number of score groups used cannot 
generally be recommended. The use of as few as four groups (as has been 
recommended with Scheuneman-type Chi-square tests) is not justified with 
the Mantel-Haenszel procedure. Increased sample sizes are a clearly 
preferable means of increasing the power of the statistic. In cases 
where this is impossible, the technique of decreasing the number of 
score groups may be helpful. It should, however, be used with 
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Percent of Items Identified by the Mantel-Haenszel Statistic* with Equal 










2,000 73% 73% 71% 73% 73% 
1,000 65% 65% 64% 64% 63% 
500 51% 54% 49% 49% 51% 
200 29% 26% 24% 24% 26% 
100 18% 16% 16% 16% 14% 
*p<.01 
Table 6.4 
Percent of Items Identified by the Mantel-Haenszel Statistic* with Unequal 










2,000 85% 73% 69% 69% 68% 
1,000 79% 70% 66% 63% 58% 
500 66% 53% 45% 45% 41% 
200 38% 29% 25% 25% 24% 




Percent of Studied (Non-DIF) Items Identified by the Mantel- 












Equal 2,000 0% 0% 5% 0% 0% 
1,000 0% 0% 0% 0% 0% 
500 0% 0% 0% 0% 0% 
200 0% 5% 5% 5% 5% 
100 5% 0% 0% 0% 0% 
Unequal 2,000 75% 30% 10% 5% 5% 
1,000 50% 20% 0% 0% 0% 
500 20% 5% 0% 0% 0% 
200 10% 0% 0% 0% 0% 
100 5% 0% 0% 0% 0% 
*p<.01 
Table 6. 6 
Percent of Items Identified by the Mantel-Haenszel 
with Equal Ability Distribution Groups 











2,000 75% 74% 74% 74% 73% 
1,000 65% 66% 65% 65% 64% 
500 53% 53% 53% 50% 48% 
200 33% 24% 25% 23% 24% 




Percent of Items Identified by the Mantel-Haenszel Statistic* 
with Unequal Ability Distribution Groups 










2000 81% 70% 66% 66% 66% 
1000 76% 69% 65% 63% 63% 
500 70% 55% 43% 41% 43% 
200 46% 28% 28% 28% 28% 




Percent of Items Identified by the Mantel-Haenszel Statistic* 
with Unequal Ability Distribution Groups 












Equal 2,000 5% 0% 0% 0% 0% 
1,000 0% 0% 0% 0% 0% 
500 0% 0% 0% 0% 0% 
200 0% 5% 0% 0% 0% 
100 5% 0% 5% 5% 5% 
Unequal 2,000 65% 45% 15% 10% 10% 
1,000 55% 35% 15% 5% 10% 
500 25% 5% 5% 0% 0% 
200 10% 0% 0% 0% 0% 
100 5% 0% 0% 0% 0% 
*p<.01 
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IDENTIFICATION OF NON-UNIFORM DIF USING THE 
MANTEL-HAENSZEL PROCEDURE 
Purpose 
Holland and Thayer (1988) demonstrated that, when the data fit the 
one-parameter model, the MH a reduces to the one-parameter IRT model 
representation of DIF under the conditions: 
1. the items 2, 3, ..., J exhibit no DIF, but the studied item may 
exhibit DIF, 
2. the test score used as the criterion for matching, includes the 
studied item, 
3. the data are random samples from the reference and focal groups. 
One implication of this close correspondence between the MH and the 
Rasch model is that any difference between the response patterns for 
reference and focal groups must be modelled in terms of differences in 
the b-parameter. This has been referred to as "uniform DIF." 
Alternatively, non-uniform DIF occurs when the disparity in item 
responses results from a between group difference in the a-parameters. 
Although it is unclear how prevalent non-uniform DIF may be, there are a 
number of studies which report identifying such items in actual data 
sets (Mellenbergh, 1982; Bennett, Rock, & Kaplan, 1987; Ellis, 1989; 
Hambleton & Rogers, 1989; Linn, Levine, Hastings, & Wardrop, 1981). 
Following from the theoretical correspondence between the Rasch model 
and the MH, it has been assumed that MH statistic would be essentially 
blind to non-uniform DIF. This assumption has been supported by 
empirical evidence. Hambleton and Rogers (1989) showed that the MH was 
unable to identify such DIF when it occurred in a high school 
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proficiency test that had been evaluated using an IRT DIF detection 
procedure. Closer examination of this phenomenon (Rogers, 1989) using 
simulated data indicated that the MH procedure is of little use in 
identifying such DIF when the item characteristic curves cross near the 
middle of the examinee score distribution. Thus, items with ICCs 
similar to Item 1 and Item 2 in Figure 7.1 will not be identified 
(assuming approximately normal score distributions with mean near 0.0). 
Items similar to that represented in Item 3 (Figure 7-2) should be 
routinely identified. The same was shown to be true for items similar 
to Item 4. Non-uniform DIF produced by ICCs which cross in the 
difficult or easy part of the ability range relative to the mean of the 
score distribution are identified because they come sufficiently close 
to approximating uniform DIF, particularly in that part of the ability 
range where the greatest proportion of examinees are located. 
Swaminathan and Rogers (1990) have shown that DIF similar to that 
in Item 1 can be adequately identified with a logistic regression 
procedure that includes a term for interaction between group membership 
and ability. Identification of non-uniform DIF has also been noted as 
one advantage of the IRT approaches to DIF detection (Hambleton & 
Rogers, 1989). Even in the absence of strong empirical evidence 
regarding the prevalence of non-uniform DIF, the MH statistic's weakness 
in this area has been one of the major criticisms of its performance. 
The issue with the Mantel-Haenszel procedure in evaluating non- 
uniform DIF is that it is a signed statistic. Negative differences in 
one part of the score scale can offset positive differences in another. 
Because it is also weighted by the number of examinees at each ability 
level, it should be expected that the extent to which this off-setting 
117 
is significant will be a function of an interaction between the item 
difficulty and examinee ability distributions. Items such as that shown 
in ICC 4 will be likely to be identified by the MH procedure if the 
examinee ability distributions are centered in the middle or low parts 
of the scale. If the examinees are of high ability, this may not be the 
case. This limitation on the MH statistic's inability to identify non- 
uniform DIF suggests a simple variation on the procedure which may 
substantially increase its usefulness in identifying non-uniform DIF. 
If the examinee groups are split near the center (based on ability), the 
MH procedure could be run on each half separately. Although such a 
split may reduce the power of the statistic by reducing the number of 
examinees in each run, it should substantially reduce the issue of off¬ 
setting positive and negative differences. This study examines the 
utility of such a variation in identifying uniform and non-uniform DIF 
in simulated test data. 
Method 
The MH program used in this study is a three-step procedure. For 
this, the program written by Rogers and Hambleton was modified. The 
first step uses the total test score as the matching criterion. The 
second and third steps examine the upper and lower half of the examinee 
distributions, respectively. This was accomplished by taking the mean 
score for the two groups combined as the dividing point for "upper and 
lower half." The mean scores were based on the initial run. The three 
steps in the procedure were: (1) the standard MH procedure using total 
score for all examinees as the matching criterion; (2) the MH procedure 
using total score for the less able half of the examinees as the 
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matching criterion; (3) the MH procedure using total score for the more 
able half of the examinees as the matching criterion. 
This variation on the MH procedure was used to identify DIF items 
in a simulated data set. The data were produced using DATAGEN 
(Hambleton & Rovinelli, 1973). This produced responses based on a 
three-parameter logistic IRT model. Responses were produced for three 
groups, each containing 1,000 examinees. A single reference group was 
simulated with ability normally distributed with mean 0.0 and standard 
deviation 1.0. One focal group was produced with this same 
distribution. A second focal group was generated with the same 
distribution but with a mean of -1.0. Responses for 25 tests were 
generated. Each test contained 75 items. This length was chosen 
because it is long enough to produce stable results and allow for a 
reasonable number of studied DIF items without going beyond the 
percentage of such items which has been reported with actual test data. 
This length is also not uncommon in actual testing situations (e.g., 
achievement test subtests). 
Each test contained 16 studied items. These may or may not have 
contained DIF. In order to approximate conditions found in actual test 
situations, the a- and b-parameters for the 59 non-DIF items were 
randomly selected from published results of a recent administration of 
the GMAT (Kingston, Leary, & Wightman, 1988). (Actual item parameters 
are the same as those reported in Table 5-1.) The c-parameter for all 
items was set at 0.2. For the studied items, five levels of difficulty 
were used so that reference group b-values were set at -1.5, -1.0, 0.0, 
1.0, and 1.5. Four levels of differences in b-values between groups 
were used so that the differences between groups were 0, .35, .60, or 
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1.00. Four levels of discrimination were modelled with a-parameter 
values set at .25, .60, .90, and 1.25. Five levels of difference in 
discrimination were also modelled: 0.0, .25, .50, .75, and 1.00. 
Crossing all of these conditions resulted in 400 combinations. Each of 
these was represented by one studied item. The items were randomly 
placed in the 25 tests. 
Results 
The main results of this study are summarized in Table 7.1. They 
indicate that, of the 320 items simulated to display non-uniform DIF, 
68% were identified using the standard MH procedure when comparisons 
were made between examinee groups of equal ability. When unequal 
ability comparisons were made, 61% of the items were identified. When 
the modified (three-step) procedure was used, these identification rates 
increased to 82% and 76%, for equal and unequal ability distribution 
comparisons, respectively. This represented identifying 44% and 38% 
(for equal and unequal ability comparisons, respectively) of the items 
not previously identified. 
Examination of the 20 items simulated without DIF indicates that 
one of the 20 was incorrectly identified. This identification occurred 
with the standard MH procedure. The item was not identified with either 
of the split sample runs. This suggests that any inflation in the Type 
I error rate associated with the modified procedure is minimal. 
Tables 7.2 and 7.3 show the pattern of identification for the 
standard and modified procedures across the 400-item parameter 
combinations. Greater differences between groups for the a or b 
parameters were associated with increased identification rates. 
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Additionally, higher a-parameter values were associated with lower 
identification rates among the non-uniform DIF items. This is most 
likely the result of the fact that a given change in the a-parameter 
results in decreasing changes in the area between the item 
characteristic curves as the a-parameters increase. That is, an a- 
parameter difference between groups of 0.50 in which the reference group 
has an a-parameter value of 0.60 and the focal group has a value of 1.10 
will produce a greater area between the curves than when the reference 
group has a value of 1.25 and the focal group has a value of 1.75. For 
comparisons based on groups simulated to have equal ability 
distributions, the most extreme b-parameters were associated with lower 
detection rates. For comparisons with unequal ability distributions, 
the most difficult DIF items tended to go undetected. These latter 
results reflect the fact that the MH measures are weighted by the number 
of examinees at each score level. Items far from the center of the 
ability distribution will go undetected, because of this weighting, 
regardless of their level of DIF with respect to the few examinees that 
they influence. 
Discussion 
The results of this study suggest that the standard MH procedure 
identifies a substantial percentage of non-uniform DIF items. This is 
consistent with the findings of Rogers (1989), but contrary to the 
frequent claim that the MH statistic cannot identify such items (Hills, 
1989). Items which have item characteristic curves which cross 
substantially above or below the mean for the examinee ability 
distribution appear to be routinely identified. The modified procedure 
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was shown to identify many of the items missed by the standard 
procedure. It appeared to do this without meaningfully increasing the 
Type I error rate. Based on these results, this variation on the MH 
procedure shows promise in providing a more definitive evaluation than 
the standard procedure. Since the standard procedure is the first step 
in the modified procedure, this variation can never fail to identify 
items that would have been flagged by the standard procedure. When non- 
uniform DIF items likely to be missed by the standard procedure are 
present, the variation may flag them. 
Additional research with this variation on the procedure is needed 
to test its usefulness in actual test situations. A comparison of the 
results of this procedure with those of a three-parameter IRT DIF 
analysis of actual test data would be useful. Two additional simulation 
studies would also be appropriate. Because the second and third steps 
of the procedure divide the examinee sample, the power of the statistic 
may be reduced for these steps. A simulation testing its efficacy with 
smaller samples would be important. Similarly, a simulation examining 
the procedure under conditions in which the ability distributions for 
the examinees were skewed rather than normally distributed may provide 
insight. Under such conditions, it may be more appropriate to make the 
division for the second and third steps at the median rather than the 
mean. This question could be answered empirically. 
In general, the results of this study are encouraging. The 
variation on the standard MH procedure is simple and inexpensive. It 
carries no apparent risks. Additionally, it appears to allow 
practitioners to identify non-uniform DIF items which may be missed by 
the standard MH procedure, within a framework that is likely to already 
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be a part of their DIF screening protocol. While there is no reason to 
suggest that this procedure is to be theoretically favored over IRT 
procedures or logistic regression, it provides a simple alternative 
which may carry many of the practical advantages of these procedures. 
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Five studies examining the performance of the MH procedure were 
presented. In the first, the utility of the two-step procedure 
recommended by Holland and Thayer (1988) was examined. In this 
variation, items identified as displaying DIF on an initial 
implementation of the MH procedure were removed from the matching 
criterion for a subsequent implementation. The study involved a 
simulation in which results of the simple and two-step procedure were 
compared. The conditions for this comparison included three test 
lengths, four levels of DIF contamination in the test, and two ability 
distributions for the examinees in the focal and reference groups. All 
of these conditions were crossed and each combination was replicated 50 
times. The results showed the two-step procedure to be equal to or 
superior to the simple MH procedure in terms of percentage of simulated 
DIF items identified for all conditions simulated. This improved 
identification was achieved without increasing the Type I error rate. 
In the second study the effects of various levels of item 
difficulty and discrimination on the MH procedure were examined. For 
this simulation, four levels of item discrimination were crossed with 
five levels of difficulty (for the reference group), and four levels of 
difference in difficulty for the reference and focal groups. Each of 
these combinations was simulated for two separate ability distributions 
for the two groups. The results confirmed the usefulness of the MH 
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procedure for identifying uniform DIF. Items with low discrimination 
and the most difficult items were less likely to be identified when 
difference in difficulty between groups was held constant. 
In the third study, the conditions examined in the second study 
were replicated for sample sizes ranging from 100 examinees per group to 
2,000 examinees per group. The MH statistic has frequently been 
recommended as useful with small samples. The results of these 
simulations showed it to produce adequate results with as few as 200 
examinees per group. Statistical power was shown to increase as sample 
size increased. 
Because it is not always possible to collect large samples of 
focal group members, practitioners have frequently implemented the MH 
procedure with unequal reference and focal group samples. A second part 
of this study examined conditions in which reference and focal group 
members were represented at a three-to-one or nine-to-one ratio. 
Increasing reference group representation while holding focal group 
membership constant was shown to increase the power of the statistic. 
No increased error or other problems with the statistic's performance 
were noted. Artificially reducing reference groups to maintain equal 
sample sizes appears to be unnecessary and counterproductive. 
The fourth study was an examination of the effects of using fewer 
(wider) score groups in the matching criterion. The combinations of 
conditions described in study number two were repeated. In addition, 
two test lengths were simulated. The MH procedure was used to examine 
these sets of results. It was initially implemented with n+1 score 
groups used for matching (where n is the number of items on the .test). 
The analysis was then repeated using two, five, ten, and 20 score groups 
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for matching. Groups were created to be of equal width. Previous 
researchers had suggested this as a means of increasing the power of the 
statistic. The results suggest that when focal and reference groups 
have very similar ability distributions, this variation can produce 
modest increases in statistical power. When unequal ability 
distributions are compared, this procedure can result in very 
substantial increases in the type I error rate. The procedure's use 
cannot be recommended under such conditions. 
The MH statistic has been criticized because of its apparent 
insensitivity to non-uniform DIF. In the final study, the utility of a 
simple variation on the procedure for identifying items displaying non- 
uniform DIF was examined. The variation involved implementing the MH 
procedure three times for each data set. The first step was the 
standard procedure. The second step repeated the MH procedure using 
only those examinees in the upper half of the ability distribution 
formed by combining all reference and focal group members. The third 
step repeated the procedure using only the examinees in the lower half 
of the combined ability distribution. For this study, items were 
simulated to have four levels of discrimination, four levels of 
difficulty, five levels of difference in difficulty between groups, and 
five levels of difference in discrimination between groups. All 
conditions were crossed and replicated for two different ability 
distributions. The results showed that the standard MH procedure 
identified a substantial percentage of the simulated non-uniform DIF 
items. This result was contrary to the typical criticism made of the 
procedure (i.e., its presumed failure to detect non-uniform DIF). The 
use of the three-step procedure resulted in identification of items 
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missed by the standard procedure. This was accomplished without 
apparent increase in the Type I error rate. 
Recommendations for Practitioners 
The results of the five studies reported above, along with the 
previous research described in Chapter II, provide significant guidance 
for those applying the MH statistic as part of a DIF screening program. 
While some aspects of the statistic's performance require additional 
study, the following points appear to have reasonably strong empirical 
support: 
1. The two-step procedure recommended by Holland and Thayer (1988) is 
preferred to the simple procedure. Purifying the matching 
criterion by removing items identified as displaying DIF on an 
initial implementation of the statistic has theoretical appeal and 
empirical support. There is little liability associated with 
using this procedure, additional effort and expense is minimal and 
the effectiveness of this variation will be equal to or greater 
than that of the simple procedure. 
2. The criterion used for matching examinees must be approximately 
unidimensional. Both Ackerman (1992) and Clauser, Mazor, and 
Hambleton (1991) have shown that substantial type I error may 
result from violations of this assumption. If this assumption is 
in question for the test as a whole, the test may be broken down 
based on item content. MH analysis may then be carried out on 
approximately unidimensional subtests. Alternatively, Ackerman 
has suggested identifying a set of items comprising a "valid 
subtest." Such items are those which from a multidimensional IRT 
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perspective measure the composite of abilities (dimensions) the 
test was designed to measure. Scores based on this subtest can 
then be used for matching when screening all items (see Ackerman, 
1992, for a description of this process). 
3. Larger examinee samples are to be preferred to smaller samples. 
Samples of less than 200 per group (reference and focal) may be 
insufficient for many purposes. Smaller samples allow 
identification of only the most extreme cases of DIF. The power 
of the statistic increases dramatically as the sample increases 
from 200 to 1,000 per group. 
4. When the sample size is limited because there are relatively few 
focal group members, the power of the statistic can be increased 
by increasing the reference group while holding the focal group 
constant. Ratios of as much as nine to one were useful in 
increasing power and did not appear to be associated with 
increased error or other bias. 
5. When very large samples are used, it may be important to use 
measures of both statistical significance and effect size in 
screening items. Because the power of the statistic increases 
with sample size, with samples in excess of 1,000 per group, 
trivial levels of DIF may be identified as statistically 
significant. In such cases, a system such as that currently in 
use at Educational Testing Service (see Chapter II for 
description), may be appropriate. 
6. The examinees used in the sample must represent the population of 
interest. Because the value of the MH statistic at each score 
level is weighted by the number of examinees at that level, DIF 
133 
displayed in very difficult items may go undetected. For these 
items, examinees in most of the score levels have a chance 
probability of a correct response regardless of group membership. 
DIF only occurs at the extreme end of the ability distribution. 
If examinees from that part of the distribution represent a small 
proportion of the sample, such DIF will go undetected. This is 
appropriate under many conditions, but may be problematic when the 
actual intended focus of the test is those high ability 
candidates. This might be the case in some scholarship 
examinations or other tests intended to identify small numbers of 
examinees for special distinctions. Similar problems could result 
when DIF screening is carried out on a sample from the general 
population, but the intention of the test is to screen out a small 
percentage of very low ability candidates. In these 
circumstances, it may be appropriate to limit the group used in 
the analysis to those examinees in the score levels of interest 
(i.e., highest or lowest). Unfortunately, restricting the range 
of abilities examined will reduce the sample size. The potential 
reduction in power this decrease in sample size will produce 
cannot be disregarded. When sample sizes are modest for the 
entire group, such a reduction may be impractical. 
7. Combining score groups in the matching criterion may be useful for 
increasing the power of the MH statistic but, in general, this 
practice should be avoided. When examinee ability distributions 
are similar for the focal and reference groups, this practice may 
lead to a modest increase in statistical power with little 
increase in error. When unequally distributed reference and focal 
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groups are compared, a substantial increase in error may result, 
making the validity of the procedure questionable. Since the 
equal ability distribution condition is likely to exist for those 
groups from which it is easy to collect larger samples (e.g., 
males and females), the overall utility of combining score groups 
must be considered questionable. 
8. Practitioners should remain aware of the fact that items that have 
lower a-parameters are less likely to be identified by the MH 
procedure. If items with a-parameters below 0.6 are a small 
percentage of the items on a test, they can probably be 
discounted. If, by contrast, most of the items on the test are of 
this type, it may be appropriate to use a lower significance level 
when screening for these items. This condition would be typical 
of some certification tests. 
9. The results cited from previous studies as well as those reported 
in Chapter VII make it clear that the MH statistic is not "blind" 
to non-uniform DIF. Nonetheless, it is insensitive to DIF in many 
items of this type. Appropriate screening for such items requires 
use of an additional procedure. This could include the variation 
on the MH statistic described in Chapter VII, logistic regression, 
or IRT methods. 
10. One recurrent theme in DIF analysis research is the lack of 
stability within and across DIF detection procedures. This calls 
upon practitioners to be conservative in their approach. The most 
defensible DIF screening protocol will be based on multiple DIF 
screening procedures. The MH procedure has been shown to be 
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useful but its use with one or more alternative procedures will be 
preferable. 
Directions for Future Research 
The studies described above add to a considerable body of research 
showing the MH statistic to be a useful tool for identifying DIF in 
standardized tests. In spite of the apparent adequacy of the MH 
statistic in most applications, more research is needed. This includes 
both continued study of the performance of the MH statistic and research 
into aspects of DIF identification for which the MH statistic may be 
ill-suited. Within the former category, several extensions of the 
research presented above would be appropriate. One area of concern is 
the generalizability of these results to a variety of different testing 
conditions such as those found in professional certification. The 
simulation studies reported in these pages were modelled on conditions 
typical of achievement testing. Examinee ability was normally 
distributed across a wide range, tests were of moderate length (no more 
than 80 items), and items represented a range of a- and b-parameter 
combinations. In professional certification, examinees may be more 
homogeneous, tests are frequently over 300 items, and the a-parameters 
may be substantially lower than those used in these simulations. 
Hypotheses could be generated as to how these changes might influence 
results, but it is ultimately an empirical question. 
Another area into which this research might be extended is that of 
the conditions likely to produce type I error. Although some of the 
data reported above provide insight into that aspect of the MH 
statistic's performance, a systematic study based on replicated 
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simulations of items with various parameter combinations may be 
useful. 
A final area for future research arising directly from this 
dissertation is the examination of the variation on the MH statistic 
proposed in Chapter VII under a wider variety of conditions. It would 
be useful to see whether it would still continue to perform adequately 
if the examinee ability distributions were skewed rather than normal. 
Additionally, it would be useful to examine its performance on an actual 
data set shown to contain non-uniform DIF by some alternative detection 
technique (e.g., IRT). Finally, it would be valuable to compare its 
performance on a simulated data set to that of the logistic regression 
approach. 
As well as the MH procedure has been shown to perform, its utility 
has limitations. Important questions in DIF detection remain that are 
likely to be beyond the range of the MH statistic. One assumption of 
the MH statistic is that examinees can be adequately matched on ability 
using a single dimension. Tests measuring complex skills and those 
attempting to model actual performance may not meet this assumption. 
Ackerman (1992) has shown that the MH can be useful in such situations 
providing a "valid subtest" of items can be selected and used as the 
matching criterion. Identifying such a sub test may be difficult or 
impossible. Alternative approaches may be necessary with such data 
sets. In this context, the additional flexibility provided by logistic 
regression may represent an obvious and superior answer. This approach 
allows examinees to be matched on multiple criteria simultaneously. 
Examination of this potential of logistic regression is important given 
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the current move to more complex items often described as performance 
assessment. 
One final area of DIF research requiring attention is that of DIF 
detection in polytomously scored items. Again, the current move toward 
"performance assessment" and evaluation of complex skills is likely to 
make polytomously scored items increasingly common. The MH statistic, 
logistic regression, and IRT all have the potential to be adapted to at 
least some polytomous models. IRT models can be applied to categorical 
and graded response items. Comparisons between groups can then be made 
using parameter estimates or fit statistics. Green, Fitzpatrick, 
Candell, and Miller (1992) presented a demonstration of such an 
application with actual test data. Using the procedure described by 
Linn and Harnisch (1981) , they studied DIF in items with multilevel 
scoring. Their results do not allow for conclusions regarding the 
procedure's effectiveness. Additional research is clearly needed. 
Mantel and Haenszel (1959) provided a formulation of the MH 
statistic for use in circumstances where there were more than two 
categories (as well as circumstances in which there are more than two 
groups). In addition, Mantel (1963) described a form of the statistic 
for use when the categories are ordered. These procedures should have 
direct application to the identification of DIF in categorical and 
graded response items. Zwick (1992) highlights the importance of these 
characteristics. At this time, there is little or no data to 
demonstrate that these techniques are effective for identification of 
DIF in simulated or actual tests. As with the MH statistic, 
reformulations of the model allow for the application of logistic 
regression to categorical and graded response item types. Again, as 
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with the generalized form of the MH statistic, this approach remains at 
the level of a theoretical application rather than a demonstrated method 
for DIF detection. Each of these techniques will require careful study 
with both simulated and actual data sets. Following this initial work, 
comparisons of the procedures showing the greatest promise will be 
appropriate. In addition to developing and assessing these methods, 
statistical approaches to DIF identification in items producing 
continuous (interval) scores will be needed. Mantel (1963) has 
presented a variation on the procedure for use with ordered categories 
which may be applicable. Regression or factor analytic techniques may 
also prove useful in this context. Proliferation of these more complex 
item types will provide challenges for those interested in DIF study 
well into the future. 
Conclusions 
The MH statistic has become popular as a procedure for DIF 
detection. It is easily programmed, inexpensive, in terms of computer 
time, and has been shown to be effective relative to alternative 
procedures. Additionally, it has been claimed that it is useful with 
small samples. One of the few disadvantages cited for the procedure is 
that it is unable to detect non-uniform DIF. With some minor cautions, 
the five studies reported above can be said to strongly support the 
continued use of the MH procedure. In general, they suggest that it is 
best implemented in the form described by Holland and Thayer (1988). 
This includes matching examinees from reference and focal groups using 
n+1 score categories where n is the total number of items on the test. 
It also includes use of the two-step procedure involving purification of 
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the matching criterion. The results reported above supported the 
continued use of the MH procedure with small samples but suggested that 
samples smaller than 200 examinees per group may be too small. The 
final study reported called into question the generalization that the MH 
procedure is unable to identify non-uniform DIF. It showed that the 
standard MH procedure was able to identify many of the non-uniform DIF 
items simulated. The study also demonstrated that, with a simple 
modification, the MH procedure can identify many non-uniform DIF items 
that would otherwise be missed. 
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