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Abstract
Let G = (V,E) be a graph. A set of vertices A is an incidence generator for G if for
any two distinct edges e, f ∈ E(G) there exists a vertex from A which is an endpoint of
either e or f . The smallest cardinality of an incidence generator for G is called the incidence
dimension and is denoted by dimI(G). A set of vertices P is a 2-packing if the distance
between any pair of distinct vertices from P is greater than two. The largest cardinality of a
2-packing of G is the packing number of G and is denoted by ρ(G). The incidence dimension
of graphs is introduced and studied in this article, and we emphasize in the closed relationship
between dimI(G) and ρ(G). We first note that the complement of any 2-packing in a graph
G is always an incidence generator for G, and further show that either dimI(G) = ρ(G)
or dimI(G) = ρ(G) − 1 for any graph G. In addition, we also prove that the problem of
determining the incidence dimension of a graph is NP-complete, and present some bounds
for it.
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1 Introduction
The famous Gallai’s theorem states that
α(G) + β(G) = n,
1
where G is a graph on n vertices, and α(G) and β(G) represent the vertex cover number and the
independence number, respectively, of G. Its beauty lies not only in the numbers, but also in the
fact that the union of any vertex cover set and an independent set that yield α(G) and β(G),
respectively, results in the whole vertex set. With such an elegance, the hunt for analog results is
always open.
One possibility occurs if we observe an independent set from an equivalent, but yet different,
perspective. This comes from the notion of k-packings in graphs. A set P ⊆ V (G) is a k-packing
set (or k-packing for short) of G if the distance between any pair of distinct vertices from P is
greater than k. The k-packing number of G is the maximum cardinality of any k-packing of G
and is denoted by ρk(G). Clearly, 1-packings represent independent sets of G, and maximum
1-packings are maximum independent sets of G. A ρk(G)-set is a packing of cardinality ρk(G).
Since we are interested only in 2-packings, hereinafter we will simply use the terminology ρ(G)
and packing, instead of ρ2(G) and 2-packing, respectively. A natural question concerns finding an
analogy to the Gallai’s theorem for maximum k-packings for k ≥ 2. We precisely deal with this
problem for the case when k = 2.
Packings were an interesting topics for a longer period as a natural lower bound for the dom-
ination number γ(G) of graphs (for definitions, terminology and more information on domination
in graphs we suggest the books [12, 13]). One of the first results (and indeed very remarkable) of
that type is from Meir and Moon [22], who have shown that ρ(T ) = γ(T ) for every tree T (in a dif-
ferent notation). Efficient closed domination graphs represent a class of graphs with ρ(G) = γ(G),
where both maximum 2-packing sets and minimum dominating sets coincide. In such a case we
call a minimum dominating set a 1-perfect code. The study of perfect codes in graphs was initiated
by Biggs [1]. Later it was intensively studied and we recommend [19] for further information and
references.
In the last decade the packing number became itself more interesting, and not only in connec-
tion with the domination number. For instance, the relationship between the packing number and
maximal packings of minimum cardinality, called also the lower packing number, is investigated
in [25]. A connection between the packing number and the double domination in the form of an
upper bound is presented in [23]. Graphs for which their packing number equals the packing num-
ber of their complement are described in [4]. In [14], it was shown that the domination number
can be also bounded from above by the packing number multiplied with the maximum degree of
a graph.
A generalization of packings presented in [8] is that of k-limited packings, where every vertex
can have at most k neighbors in a k-limited packing set S. A probabilistic approach to k-limited
packings to achieve some bounds can be found in [7]. A further generalization, that is, general-
ized limited packing of the k-limited packing, see [3], brings a dynamic approach with respect to
the vertices of G, where different vertices can have a different number of neighbors in a general-
ized limited packing. The problem of computing the packing number of graphs is NP-hard, but
polynomially solvable for P4-tidy graphs as shown in [3].
It is now our goal to continue finding several contributions on packings in connection with other
topic in graphs, which has attracted the attention of several researchers in the last recent years.
This is the case of the metric dimension related parameters. The concept of metric dimension
in graphs (introduced first in [11, 26]), and its large number of variants are nowadays commonly
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studied, due to their properties of uniquely recognizing (identifying or determining) the vertices
or edges of graphs. Some of the most recent variants precisely deals with uniquely identifying the
edges of graphs (which is in some way one of the ideas which raised up this contributions). The
first works on these recent topics are [17, 18]. Another metric parameter that can be taken as
a predecessor of that we study here concerns identification of vertices throughout neighborhoods
(see [15]). We next describe all of these related concepts.
Given a graphG, a set S of vertices ofG is an adjacency generator 1 forG if for any two different
vertices u, v ∈ V (G)−S there exists x ∈ S such that |N(x)∩{u, v}| = 1. An adjacency generator of
minimum cardinality is called an adjacency basis for G and its cardinality, the adjacency dimension
of G, which is denoted by dimA(G). These concepts were first introduced in [15] as a tool while
studying some metric properties of the lexicographic product of graphs. More results on the
adjacency dimension of graphs can be found in [5, 6].
Now, given a vertex v ∈ V and an edge e = uw ∈ E, the distance between the vertex v and
the edge e is defined as dG(e, v) = min{dG(u, v), dG(w, v)}. A vertex w ∈ V distinguishes two
edges e1, e2 ∈ E if dG(w, e1) 6= dG(w, e2). A nonempty set S ⊂ V is an edge metric generator for
G if any two edges of G are distinguished by some vertex of S. An edge metric generator with the
smallest possible cardinality is called an edge metric basis for G, and its cardinality is the edge
metric dimension, which is denoted by edim(G). This concept was introduced in [18]. Some other
studies on the edge metric dimension of graphs appeared in [10, 20, 24, 27].
As a kind of a mixed point of view of these two parameters above, we introduce the concept
of incidence dimension in graphs which arises from the two concepts above in some natural way of
research evolution. However, we shall formally define it in the next section, based on the existence
of some properties of the complement of a packing set, which also yields the definition of the
incidence dimension. There we also show the formal connection between the incidence dimension
and packing number of graphs. A section about complexity of incidence dimension will further
follows. We conclude this work with some additional information about incidence dimension.
We consider only finite undirected simple graphs. Let G be a graph with vertex set V (G) and
edge set E(G). For a fixed v ∈ V (G), set {u ∈ V (G) : uv ∈ E(G)} represents the open neigh-
borhood of v and is denoted by N(v). The degree of v is d(v) = |N(v)|. The closed neighborhood
of v ∈ V (G) is N [v] = N(v) ∪ {v}. The distance d(u, v) between any two vertices u and v is the
minimum number of edges on a path between them. Given a set of vertices S of G, we use G− S
to denote the graph obtained from G by removing all the vertices of S and the edges incident with
them. If S = {v} for some vertex v, then we simply write G− v. Also, the subgraph of G induced
by D ⊂ V (G) will be denoted by G[D].
2 Defining the incidence dimension and its connection with
packing number
As mentioned in the introduction we are interested in some properties of the complement of the
packing sets of a graph G. The following result provides a motivation for the definition of incidence
dimension.
1In fact, these sets were called adjacency resolving sets in [15], where the concept was first described.
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Proposition 1. If a set X ⊆ V (G) is a packing set of a graph G, then the set S = V (G) \X is
a vertex cover of G and for any two different edges e and f there exists x ∈ S such that either x
is incident with e or x is incident with f .
Proof. First, let e = uv be an arbitrary edge of G. If {u, v} ∩ S = ∅, then u, v ∈ X. Since
d(u, v) = 1, this yields a contradiction with X being a packing set of G. Thus, S is a vertex
cover. (This also follows from the fact that every packing is also a 1-packing and with this an
independent set. Since the complements of independent sets are vertex covers the result follows.)
Take now two different arbitrary edges e, f ∈ E(G). If e = uv and f = ab are not incident,
then they are distinguished by one endpoint of e which exists in S because S is a vertex cover.
Otherwise they are incident in one vertex, say in u = a. If {v, b} ∩ S = ∅, then v, b ∈ X. This is
a contradiction with X being a packing of G as d(b, v) ≤ 2. So at least one of v or b, say v, is in
S and v is the desired vertex.
With the second property of the proposition above we are able to define the incidence dimen-
sion as follows. For this, note that it is meaningful to demand a minimum cardinality set with this
mentioned property in order to retain the analogy with the relationship between independence
number and vertex cover number.
Definition 1. Given two edges e, f ∈ E(G) and a vertex x ∈ V (G), we say that x (incidently)
resolves or distinguishes the pair e, f , if either x ∈ e or x ∈ f (exactly one of these two edges is
incident with x). A set S of vertices of G is an incidence generator for G if for any two different
edges e, f ∈ E(G) there exists a vertex x ∈ S such that x incidently resolves the pair e, f . An
incidence generator of minimum cardinality is called an incidence basis for G and its cardinality,
the incidence dimension of G, is denoted by dimI(G).
From this we can immediately see that we cannot expect such an elegant result as in the
case of Gallai’s theorem. Indeed, already in the case of K2 we can see that, since there exists
only one edge in K2, an empty set is an incidence generator of minimum cardinality, and we have
dimI(K2) = 0. Clearly, this can be extended to any graph with only one edge. However, as soon
as there are two edges in G, we have dimI(K2) > 0.
The next observation is that, if S is an incidence generator for G, then there exists at most one
edge with both endpoints outside of S. Namely, such two edges would not be incidently resolved
by S, a contradiction with S being an incidence generator for G.
Before we state a deeper connection between the incidence dimension and the packing number
of a graph we need some additional terminology.
Definition 2. Let e = uv be an edge of a graph G. The e-critical packing of G − e, denoted by
Pe(G), is a maximum packing of the graph G− e with the following property.
If |{u, v} ∩ Pe(G)| < 2, then Pe(G) is a packing of G. (1)
Notice that both u and v can be in Pe(G) and then (1) is trivially fulfilled. Clearly, Pe(G) is not a
packing of G in such a case. However, by removing either u or v from Pe(G) we obtain a packing
of G. If u, v /∈ Pe(G), then the set Pe(G) is also a packing for G. If exactly one endpoint of the
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edge e, let say u, is inside the set Pe(G), then NG(v) ∩ Pe(G) = {u} because otherwise Pe(G) is
not a packing of G contradicting (1). Therefore we have
ρ(G) ≤ |Pe(G)| ≤ ρ(G) + 1. (2)
Figure 2 shows an example of a graph G where there is an e-critical packing smaller than ρ(G− e)
for the drawn dashed edge. Black vertices represent unique maximum packing of G−e which does
not fulfill (1) and is therefore not e-critical. Hence, the cardinality of every e-critical packing is
two.
e
Figure 1: A graph G and the edge e for which it holds that ρ(G− e) > |Pe(G)|.
Theorem 2. If G is a graph of order n and k is an integer defined as k = max
e∈E(G)
|Pe(G)|, then
dimI(G) = n − k. An incidence basis for the graph G is any set S = V (G) \ Pe(G) for which it
holds that k = |Pe(G)|.
Proof. Let e = uv and T = Pe(G) such that k = |Pe(G)|. We want to prove that S = V (G) \ T is
an incidence generator for G.
If |{u, v} ∩ T | < 2, then T is also a packing in G, and due to Proposition 1, S is an incidence
generator for G. Otherwise u, v ∈ T and so, T is a packing of the graph G − e. Thus, S is an
incidence generator for G− e with the property that every edge of G− e has at least one endpoint
in S, due to Proposition 1. Since S is an incidence generator for G − e, we have to focus only
on pairs of edges where one edge is e. Consider the edge e and an arbitrary edge f 6= e of G.
Clearly, the edges e and f are distinguished by the endpoint of f that is in S. It follows that S is
an incidence generator for G and dimI(G) ≤ n− k.
Now suppose that there exists an incidence generator S ′ for G with cardinality |S ′| = d′ < n− k.
Since S ′ is an incidence generator for G, it follows that there exists at most one edge in G induced
by P ′e(G) = V (G) \ S
′. Suppose that such edge e = uv exists. First, notice that there is no edge
in G − e between two vertices of P ′e(G). Also, there are not two arbitrary vertices x, y ∈ P
′
e(G)
such that dG−e(x, y) = 2, since S
′ is an incidence generator for G. Thus, it follows that P ′e(G) is a
packing for G− e and both u, v ∈ P ′e(G). Since the cardinality of P
′
e(G) is n− d
′ > k, we obtain
a contradiction with the maximality of Pe(G). If there is no edge in the graph induced by P
′
e(G),
then P ′e(G) is a packing of G, since there are no vertices at distance 2 in P
′
e(G). Every packing
of G is also a packing of G − e, with the property given in Definition 2, for an arbitrary edge e.
Again, this is a contradiction with the maximality of Pe(G). Therefore, we deduce that there is
no incidence generator with cardinality less than n− k.
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A direct consequence of Theorem 2, together with (2), is as follows.
Corollary 3. For every graph G of order n it holds that n− ρ(G)− 1 ≤ dimI(G) ≤ n− ρ(G).
This yields a natural partition of graphs into two classes, those whose incidence dimension equals
to |V (G)| − ρ(G) − 1 and those for which dimI(G) = |V (G)| − ρ(G). To show that a graph G
belongs to the first class, we ’only’ need to find an edge e such that |Pe(G)| = ρ(G) + 1. For the
second class, on the other hand, we need to show that for each edge e we have |Pe(G)| = ρ(G).
We next derive exact results for the incidence dimension for some graph families, and we first
consider a class of graphs called edge-triangular. A graph is called edge-triangular if every edge
of a graph is in at least one 3-cycle.
Proposition 4. Let S be any incidence generator for a graph G. Then the graph G is edge-
triangular if and only if for every e = uv ∈ E(G) it holds that |{u, v} ∩ S| > 0.
Proof. Let G be an edge-triangular graph. Suppose, that there exists en edge e = uv and an
incidence generator S for G such that |{u, v}∩S| = 0. Since G is an edge-triangular graph, there
exists a vertex w such that uvwu is a triangle. Note that the vertex w has to be in S because e
and uw have to be distinguished by at least one endpoint. But then, the edges uw and vw are
not distinguished by any vertex from S. A contradiction with S being an incidence generator.
Conversely, suppose that the graph G is not edge-triangular. Thus, there exists an edge e = uv
that is not a part of a triangle. Consequently, the set S = V (G) \ {u, v} is an incidence generator
for G, which means there exists an edge e = uv such that |{u, v} ∩ S| = 0.
Proposition 4 implies the following corollary.
Corollary 5. Let G be an edge-triangular graph. The set S is an incidence generator for G if
and only if V (G) \ S is a packing of G.
Proof. Suppose that S is an incidence generator. Due to Proposition 4 there are no two vertices
at distance 1 in V (G) \ S. Since S is an incidence generator, there are also not two vertices at
distance 2 in V \ S. In consequence, it follows that V (G) \ S is a packing of G.
The converse holds for any graph G by Proposition 1.
Proposition 6. Let n, r and t be integers.
(i) If n ≥ 3, then dimI(Kn) = n− 1.
(ii) If n ≥ 3, then dimI(Pn) =
⌊
2(n−1)
3
⌋
.
(iii) If n ≥ 4, then dimI(Cn) =
⌊
2n
3
⌋
.
(iv) If r, t ≥ 1, then dimI(Kr,t) = r + t− 2.
Proof. (i) Clearly Kn is an edge-triangular graph. So, the result follows from Corollary 5, and the
fact that any set containing all but one vertex of any graph G is an incidence generator for G.
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(ii) Let V (Pn) = {v0, v1, . . . , vn−1} such that vivi+1 ∈ E(Pn) for every i ∈ {0, . . . , n − 2}.
Consider the set S ′ = {vi : i ≥ 2 and i ≡ 0 or i ≡ 2 (mod 3)}. Note that any two edges of Pn are
incidently resolved by S ′, and so dimI(Pn) ≤ |S
′| =
⌊
2(n−1)
3
⌋
.
On the other hand, let S be an incidence basis for Pn. There could be at most one edge which
is not incident to any vertex of S. Also, if vi ∈ S and i 6= 0, n−1, then vi−1 ∈ S or vi+1 ∈ S. Thus,
for any three consecutive vertices vi, vi+1, vi+2 at least two of them are in S with only one possible
exception. According to these facts, dimI(Pn) = |S| ≥
⌊
2(n−1)
3
⌋
, which completes the proof of (ii).
(iii) Let e = uv be any edge of Cn. Clearly, Cn − e ∼= Pn. It is well known, see [22],
that ρ(T ) = γ(T ) for every tree T and we have ρ(Pn) =
⌈
n
3
⌉
. Moreover, there always exists a
ρ(Pn)-set P such that u, v ∈ P . Hence, |Pe(Cn)| =
⌈
n
3
⌉
. On the other hand, ρ(Cn) =
⌊
n
3
⌋
. If
n 6= 3k, then |Pe(Cn)| = ρ(Cn) + 1, and by Theorem 2, we have dimI(Cn) = n −
⌈
n
3
⌉
=
⌊
2n
3
⌋
.
For n = 3k we have |Pe(Cn)| = ρ(Cn) = k for every edge e and, again by Theorem 2, we have
dimI(Cn) = n− ρ(Cn) = 3k − k =
2n
3
=
⌊
2n
3
⌋
. So, we are done with the proof of (iii).
(iv) Clearly Pe(Kr,t) = {u, v} for any edge e = uv of Kr,t, while ρ(Kr,t) = 1. By Theorem 2
we have dimI(Kr,t) = r + t− 2, because all edges are symmetric to each other.
We end this section with a short discussion on incidence dimension of trees. We recall that
A△B denotes the symmetric difference of the sets A and B.
Theorem 7. Let G be a graph. If dimI(G) = |V (G)| − ρ(G)− 1, then G[P1△P2] is not an empty
graph for some maximum packings P1 and P2 of G.
Proof. LetG be a graph and let S be an incidence basis ofG such that dimI(G) = |V (G)|−ρ(G)−1.
Let P = V (G)− S. Since |P | = ρ(G) + 1, P is not a packing for G. So, there exist two different
vertices u, v ∈ P , such that 1 ≤ d(u, v) ≤ 2. If d(u, v) = 2, then the edges uw and wv, where
w is a common neighbour of u and v, are not resolved by S, a contradiction. Thus d(u, v) = 1.
Let P1 = V (G) − (S ∪ {u}) and P2 = V (G) − (S ∪ {v}). The cardinality of both packings is
maximum possible, since |P1| = |P2| = |V (G)| − ((|V (G)| − ρ(G)− 1) + 1) = ρ(G). Since u and
v are adjacent it follows that G[P1△P2] is not an empty graph and the proof is completed.
The converse implication of Theorem 7 does not hold in general as we can see from the example
in Figure 2. The left side and middle picture show two different maximum packings of G, which
are denoted with black vertices. On the right side there is a picture of G[P1△P2] which is clearly
not an empty graph. However, the incidence dimension of G is not equal to |V (G)| − ρ(G)− 1.
We next provide an exact result for the class of trees with a unique maximum packing. Two
characterizations of such trees were presented recently in [2].
Theorem 8. If T is a tree with the unique maximum packing P , then dimI(G) = |V (G)| − ρ(G).
Proof. Let T be a tree and P its unique maximum packing. To prove that dimI(G) = |V (G)|−ρ(G)
we will use a contraposition of the Theorem 7: If G[P1△P2] is an empty graph, then dimI(G) 6=
|V (G)| − ρ(G) − 1. It follows that P1 = P2 = P , because P is a unique maximum packing
of T . So, G[P1△P2] is an empty graph for any maximum packings P1 and P2 and dimI(G) 6=
|V (G)| − ρ(G)− 1. By using Theorem 2, we conclude that dimI(G) = |V (G)| − ρ(G).
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Figure 2: An example showing that the converse implication of Theorem 7 does not in general
hold.
3 Complexity of the problem
In this section we consider the computational complexity of the problem of computing the incidence
dimension of a graph. It is well known that the problem of calculating the metric dimension of a
graph is NP-hard as stated in the book [9], and formally proved in [21]. We show that the problem
of finding the incidence dimension of an arbitrary graph is also NP-hard. For this, we strongly
rely on edge-triangular graphs. We first consider the following decision problem.
INCIDENCE DIMENSION PROBLEM (IDIM problem for short)
INSTANCE: A graph G of order n ≥ 3 and an integer 1 ≤ r ≤ n− 1.
QUESTION: Is dimI(G) ≤ r?
To study the complexity of IDIM problem we make a reduction from the 3-SAT problem, which
is one of the most classical NP-complete problems known in the literature. For more information
on the 3-SAT problem and reducibility of NP-complete problems in general, we suggest [9].
Theorem 9. The IDIM problem is NP-complete.
Proof. For a set of vertices S guessed for the problem by a nondeterministic algorithm, one needs
to iterate through all pairs of edges and check that every pair is incidently resolved by one vertex
from S. This can be done in polynomial time and therefore IDIM problem is in NP class.
We make a polynomial transformation of 3-SAT problem to IDIM problem in the following
way. Consider an arbitrary instance of the 3-SAT problem, i.e., a finite set U = {u1, . . . , un} of
Boolean variables and a collection C = {c1, . . . , cm} of clauses over those Boolean variables. We
will construct a graph G = (V,E) and set a positive integer r ≤ |V | − 1, such that dimI(G) ≤ r
if and only if C is satisfiable. The construction will be made up of several gadgets and edges
between them.
For each variable ui ∈ U , 1 ≤ i ≤ n, we construct a truth-setting gadget Xi = (Vi, Ei), with
Vi = {xi, yi, zi, wi, Ti, Fi} and Ei = {xiyi, xizi, yizi, yiwi, ziwi, wiTi, wiFi, TiFi}, see Figure 3. Each
truth-setting gadget is connected with the rest of the graph only through Ti and Fi nodes, which
are TRUE and FALSE representing values, respectively.
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Claim 10. Let ui be an arbitrary variable in U . Any incidence generator S must contain at
least four vertices from its truth-setting gadget. Moreover, if there are exactly four vertices from
a truth-setting gadget in S, then yi, wi, zi ∈ S and xi /∈ S.
Proof. Towards a contradiction suppose that there exists an incidence generator S with less than
four vertices from the truth-setting gadget corresponding to ui. It follows that there exists a set
of three vertices Wi = {v1, v2, v3} ⊂ Vi that are not in S. Make a partition of Vi into two sets
Vi = {xi, yi, zi} ∪ {wi, Ti, Fi}. There are at least two vertices from Wi in one of the partition sets.
Since each partition set forms a triangle, it follows, that there is an edge lying outside S. That is
a contradiction with Proposition 4.
Suppose now that exactly four vertices from a truth-setting gadget are in S. If wi /∈ S, then
Ti, Fi, yi, zi ∈ S because otherwise we have a contradiction with Proposition 4. But then xi /∈ S
and edges wizi and xizi are not distinguished by S, a contradiction. Hence, wi ∈ S. If yi /∈ S
(resp. zi /∈ S), then xi ∈ S and zi ∈ S (resp. yi ∈ S) to fulfill Proposition 4. Clearly, exactly one
from Ti and Fi is in S. If Ti ∈ S, then edges Fiwi and yiwi (resp. ziwi) are not distinguished by
S, a contradiction. Thus, yi, zi ∈ S. If in addition xi ∈ S, then for the triangle wiTiFiwi we have
a contradiction with Proposition 4. Therefore, xi /∈ S. ()
Ti Fi
wi
yi zi
xi
Figure 3: The truth-setting gadget for variable ui.
For each clause cj = y
1
j ∨ y
2
j ∨ y
3
j , 1 ≤ j ≤ mj , where y
k
j is a literal in the clause cj, we
construct a satisfaction testing gadget Yj = (V
′
j , E
′
j), with V
′
j = {a
1
j , b
1
j , c
1
j , a
2
j , b
2
j , c
2
j , a
3
j , b
3
j , c
3
j} and
E ′j = {a
1
jb
1
j , a
1
jc
1
j , b
1
jc
1
j , a
2
jb
2
j , a
2
jc
2
j , b
2
jc
2
j , a
3
jb
3
j , a
3
jc
3
j , b
3
jc
3
j , a
1
ja
2
j , a
2
ja
3
j , a
3
ja
1
j , b
1
jb
2
j , b
2
jb
3
j , b
3
jb
1
j , c
1
jc
2
j , c
2
jc
3
j , c
3
jc
1
j}
(see Figure 4). Notice that the satisfaction testing gadget is isomorphic to the Cartesian productC3C3.
Claim 11. Let cj be an arbitrary clause in C and Yj = (V
′
j , E
′
j) its satisfaction testing gadget.
Then any incidence generator must contain at least 8 vertices from V ′j .
Proof. Towards a contradiction, suppose there exists an incidence generator S with less than 8
vertices from the satisfaction testing gadget corresponding to cj . It follows that there exist two
vertices x, y ∈ V ′j that are not in S. Since the diameter of C3C3 is 2, the vertices x and y are
either at distance one or two. Every edge of Yj is a part of some triangle, and so x and y cannot
be at distance one, due to Proposition 4. Thus, there is a vertex z such that the edges xz and zy
exist. But those two edges are not resolved by any endpoint, a contradiction. ()
We also add some edges to connect the truth-setting gadgets with corresponding satisfaction
testing gadgets. If a variable ui occurs as a literal y
k
j in a clause cj = y
1
j ∨ y
2
j ∨ y
3
j , then we add
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a1j
b1j c
1
j
a2j
b2j c
2
j
a3j
b3j c
3
j
Figure 4: The satisfaction testing gadget for clause cj.
the following edges. If ykj is a positive literal then we add the edges Fib
k
j and Fic
k
j . If a variable
ykj is a negative literal in a clause cj , then we add the edges Tib
k
j and Tic
k
j . For each clause cj ∈ C
denote those six added edges with E ′′j . We call them communication edges. Figure 5 shows the
edges that were added corresponding to the clause cj = (u1 ∨ u2 ∨ u3), where u1 and u2 represent
the negative literal corresponding to the variables u1 and u2, respectively.
T1 F1
w1
y1 z1
x1
T2 F2
w2
y2 z2
x2
T3 F3
w3
y3 z3
x3
a1j
b1j c
1
j
a2j
b2j c
2
j
a3j
b3j c
3
j
Figure 5: The subgraph associated to the clause cj = (u1 ∨ u2 ∨ u3).
The construction of the IDIM instance is then completed by setting r = 4n + 8m and G =
(V,E), where
V =
(
n⋃
i=1
Vi
)
∪
(
m⋃
j=1
V ′j
)
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and
E =
(
n⋃
i=1
Ei
)
∪
(
m⋃
j=1
E ′j
)
∪
(
m⋃
j=1
E ′′j
)
One can do the described construction in polynomial time. Notice that the graph G is edge-
triangular.
If we show that C is satisfiable if and only if G has incidence dimension less or equal than
r, then the proof of NP-completeness is completed. From Claims 10 and 11 we get the following
corollary.
Corollary 12. The incidence dimension of the graph G constructed above is at least r = 4n+8m.
The following Lemmas together with Corollary 12 complete the proof for the IDIM problem
being NP-complete.
Lemma 13. If C is satisfiable, then dimI(G) = r.
Proof. We construct an incidence generator S of size r based on a truth assignment of elements
from the set U that satisfies the collection of clauses C. Let t : U → {TRUE,FALSE} be a truth
assignment that satisfies the collection of clauses C. For each clause cj = y
1
j ∨ y
2
j ∨ y
3
j , from C,
put into S the vertices bkj , c
k
j for k ∈ {1, 2, 3}. Since the collection of clauses C is satisfiable, there
exists a literal ykj , k ∈ {1, 2, 3}, that satisfies cj . Fix one such k and put into S the other two
vertices aℓj for ℓ ∈ {1, 2, 3} \ {k}
For each Boolean variable ui ∈ U , put into S the vertices {yi, zi, wi}. Also add to the set S,
the vertex Fi if t(ui) = TRUE, or the vertex Ti if t(ui) = FALSE. The cardinality of the constructed
set S is clearly r = 4n+ 8m.
We now take a look at the set X = V (G) \S. For each ui ∈ U there are xi and exactly one of
the vertices from the set {Ti, Fi} in the set X. The distance between these two vertices is three.
For each cj ∈ C exactly one of the vertices a
1
j , a
2
j , a
3
j is in X. The vertex that is in X corresponds
to the variable that satisfies cj . It follows that this vertex is at the distance three or more from
all the other vertices in X. All other possible pairs of vertices in X are also at distance greater
or equal to three. It follows that X is a packing of G. Graph G is edge-triangular, and together
with the Corollary 5, it follows that S is an incidence generator for G. ()
Lemma 14. If dimI(G) = r, then the collection of clauses C is satisfiable.
Proof. Let S be an arbitrary incidence generator for G with cardinality r. The set S must contain
at least eight vertices from each satisfaction testing gadget and at least four vertices from each
truth-setting gadget due to Claims 10 and 11. Since |S| = r = 8m+4n, it follows that in S there
are exactly four vertices from each truth-setting component, and exactly eight vertices from each
satisfaction testing component. Since the graph G is edge-triangular, and together with Corollary
5, it follows that X = V (G) \S is a packing for G. Moreover, for each i ∈ {1, . . . , n} it holds that
xi ∈ X and exactly one of the vertices Ti, Fi is in X, by Claim 10. For each j ∈ {1, . . . , m} exactly
one of the vertices a1j , a
2
j , a
3
j is in X because b
i
j and c
i
j , i ∈ {1, 2, 3}, are in a common triangle with
either Tℓ or Fℓ where uℓ belongs to clause cj.
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We now define a function that satisfies all clauses from C. For an arbitrary i ∈ {1, . . . , n}, let
vi ∈ {Ti, Fi} ∩X. Let t : U → {TRUE,FALSE} be as follows:
t(ui) =
{
TRUE, vi = Ti,
FALSE, vi = Fi.
We need to show that t is a satisfying truth assignment for C. Let cj = y
1
j ∨ y
2
j ∨ y
3
j ∈ C be an
arbitrary clause and denote the corresponding boolean variables with uj1, uj2, uj3, respectively. To
show that at least one of its literals has value TRUE, take the vertex from V ′j that belongs to X.
There is exactly one of the vertices a1j , a
2
j , a
3
j in X. Let a
k
j , k ∈ {1, 2, 3}, be the vertex that is in
X. The communication edges are added in such a way that akj can be in X (packing set) only if
ujk occurs in cj as:
• a positive literal and vjk = Tjk ;
• a negative literal and vjk = Fjk .
In both cases cj is satisfied by the literal corresponding to the variable ujk . It finally follows that
C is satisfiable, which completes the proof of this lemma. ()
Lemmas 13 and 14 show that the above construction is a polynomial transformation from
3-SAT to the IDIM problem. Therefore, the proof of Theorem 9 is completed.
The proof of Theorem 9 yields the following result.
Corollary 15. The problem of finding the incidence dimension of a graph is NP-hard.
4 Some final remarks on dimI(G)
Given any graph G, it is easy to see that the set V (G) minus one arbitrary vertex is an incident
generator for G. On the other hand, given an incidence basis for G, for all but probably one
edge in E(G) at least one of its endpoints belongs to S. Moreover for any three edges incident
with a same vertex, at least two different endpoints of two different edges must be in S too. In
consequence, the following bounds are easy to deduce.
Remark 16. If G is a connected graph of order n with at least two edges, then⌊n
2
⌋
≤ dimI(G) ≤ n− 1.
The lower bound of Remark 16 is achieved for a path Pn, n ∈ {3, 4, 5, 6, 8}, a cycle C4, a
star K1,3 and some graphs obtained by attaching a pendant vertex or an edge to some vertices
of previously mentioned examples. While it is not clear if this list is complete, we can entirely
describe all graphs achieving the upper bound of Remark 16.
Proposition 17. Let G be a connected graph of order n with at least two edges. Then dimI(G) =
n− 1 if and only if any two vertices of G have a common neighbor.
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Proof. If there are two different vertices x, y ∈ V (G) such that they do not have a common
neighbor, then it is not difficult to see that the set V (G)− {x, y} is an incidence generator for G.
Thus, to have an incidence generator of order n− 1, it is required that any two different vertices
of G have a common neighbor, and vice versa.
Now, concerning the bounds of Remark 16, we next study the existence of graphs G of order
n and incidence dimension r for any r, n such that
⌊
n
2
⌋
≤ r ≤ n− 1.
Proposition 18. For any integers r, n with 2 ≤
⌊
n
2
⌋
≤ r ≤ n− 1 there exists a graph G of order
n such that dimI(G) = r.
Proof. If r = 2, then n ∈ {4, 5}. In these situations, the graphs P4 and P5 respectively satisfy our
requirements. Hence, from now on we may assume r ≥ 3.
Consider n is odd and r =
⌊
n
2
⌋
< n− 1. Let Gr,n be the graph obtained as follows.
• We begin with a complete graph Kr with vertex set V = {u1, . . . , ur}.
• Add r + 1 vertices w, v1, . . . , vr.
• Add the edges uivi for every i ∈ {1, . . . , r} and the edge wv1.
Clearly, Gr,n has order 2r+1 = n. It is not difficult to see that V is an incidence generator for Gr,n
and so, dimI(Gr,n) ≤ r. Now, suppose dimI(Gr,n) < r and let S be an incidence basis for Gr,n.
That means that there is at least one vertex uj ∈ V such that uj /∈ S. If there exists some other
vertex ui ∈ V , i 6= j, such that ui /∈ S, then there are two edges ujuk, uiuk, with k 6= i, j (since
r ≥ 3), such that they are not incidently resolved by S, a contradiction. Thus, V − {uj} ⊆ S,
which means |S| = r − 1 and S = V − {uj}. But, in such a case, the edges wv1 and ujvj are not
incidently resolved by S, which is a contradiction again. As a consequence, dimI(Gr,n) = r.
We next consider (n is even and r =
⌊
n
2
⌋
< n− 1) or
⌊
n
2
⌋
< r < n− 1. Let G′r,n be the graph
obtained as follows.
• We begin with a complete graph Kr with vertex set V = {u1, . . . , ur}.
• Add n− r vertices v1, . . . , vn−r.
• Add the edges uivi for every i ∈ {1, . . . , n− r − 1}.
• Add the edges vn−rui for every i ∈ {n− r, . . . , r}.
• Add the edge v1v2 (notice that such two vertices always exist because r < n− 1).
Clearly the order of G′r,n is n and we can easily notice that V is an incidence generator for G
′
r,n
and so, dimI(Gr,n) ≤ r. Hence, suppose dimI(Gr,n) < r and let S
′ be an incidence basis for G′r,n.
In consequence, there is at least one vertex uj ∈ V such that uj /∈ S
′. A similar procedure as
earlier leads to the fact that dimI(Gr,n) = r − 1 and that S
′ = V − {uj}. However, in this case
there is an edge ujvl for some l ∈ {1, . . . , r} such that the edges v1v2 and ujvl are not incidently
resolved by S ′, a contradiction. Therefore, dimI(Gr,n) = r.
We finally consider the situation r = n− 1, which is straightforward to realize by just taking
the complete graph Kn, and that completes the proof.
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It is natural to think that the incidence dimension is related to the (edge, or adjacency)
dimension of graphs. Accordingly, we conclude this work by comparing dimI(G) with dime(G)
and dimA(G).
Proposition 19. For any graph G without isolated vertices, dimI(G) ≥ max{dimA(G), dime(G)}.
Proof. Let S be an incidence basis for G. Consider two different vertices x, y ∈ V (G) − S. If
N(x)∩S = ∅ and N(y)∩S = ∅, then since G has no isolated vertices there are at least two edges
xx′ and yy′ such that x′, y′ /∈ S. Thus, xx′ and yy′ are not incidently resolved by any vertex of S,
which is a contradiction. So N(x) ∩ S 6= ∅ or N(y) ∩ S 6= ∅. Now, suppose N(x) ∩ S = N(y)∩ S.
Hence, there exists a vertex w ∈ S such that the edges xw and yw are not incidently resolved by
any vertex of S, a contradiction again. Thus, N(x) ∩ S 6= N(y) ∩ S and, as a consequence, S is
an adjacency generator for G and dimI(G) ≥ dimA(G).
Now, since any two edges e1, e2 are incident to at least two different vertices x, y, and at least
one of x, y must be in S, it is clear that the edges e1, e2 are distinguished by x or y. So, S is also
an edge metric generator for G, and dimI(G) ≥ dime(G), which completes the proof.
From [15] we know that dimA(Kr,t) = r+t−2. Also, from [18], we have dime(Kr,t) = r+t−2.
Now, from Proposition 6 (iv), we observe that the bound of Proposition 19 is tight. In such case,
we have the equality dimI(Kr,t) = dimA(Kr,t) = dime(Kr,t). An interesting problem is then to
characterize the families of graphs for which the bound of Proposition 19 is achieved, and moreover,
finding whether the situations dimI(Kr,t) = dimA(Kr,t) 6= dime(Kr,t), dimI(Kr,t) = dime(Kr,t) 6=
dimA(Kr,t) or dimI(Kr,t) = dimA(Kr,t) = dime(Kr,t) happen.
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