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The power of electronic computation is due in part to the development of modular gate struc-
tures that can be coupled to carry out sophisticated logical operations and whose performance
can be readily modelled. However, the equivalences between electronic and biochemical oper-
ations are far from obvious. In order to help cross between these disciplines, we develop an
analogy between complementary metal oxide semiconductor and transcriptional logic
gates. We surmise that these transcriptional logic gates might prove to be useful in amor-
phous computations and model the abilities of immobilized gates to form patterns. Finally,
to begin to implement these computations, we design unique hairpin transcriptional gates
and then characterize these gates in a binary latch similar to that already demonstrated
by Kim et al. (Kim, White & Winfree 2006 Mol. Syst. Biol. 2, 68 (doi:10.1038/
msb4100099)). The hairpin transcriptional gates are uniquely suited to the design of a comp-
lementary NAND gate that can serve as an underlying basis of molecular computing that can
output matter rather than electronic information.
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1. INTRODUCTION
Chemists and biologists are in the process of creating
many de novo implementations of chemical compu-
tation and control logic. Given the rich history of
such development by electrical engineers in the nine-
teenth and twentieth centuries, it is worthwhile to con-
sider key aspects of this history and translate this into
the domain of molecular computing. The evolution of
electronic ampliﬁers and gates is of particular interest.
For example, the workhorse of electrical gate design,
the complementary metal oxide semiconductor (CMOS),
embodies several important lessons regarding power man-
agement and signal-to-noise optimization that should
translate to molecular computers.
One of the most likely avenues for developing modular
and scalable molecular computers is by engineering DNA
to act as a logical nanodevice. For example, Winfree and
co-workers have engineered DNA machines that perform
logical operations using sequence hybridization as an
input and sequence release or production as an output
(Seelig et al. 2006a). The Winfree laboratory has
constructed autocatalytic cascades in which small
amounts of input DNA signal are ampliﬁed as the
machine devolves to a lower energy (higher entropy)
state (Seelig et al.2 0 0 6 b; Zhang et al.2 0 0 7 ). The function
of the autocatalytic cycle can be further modulated by
allosteric DNA molecules that adopt either catalytically
active or inactive conformations based on additional
sequence inputs (Zhang & Winfree 2008). Similar
machines can be constructed, in which the generation of
sequence outputs is not owing to the release of hybridized
oligonucleotides, butrather tothe activationoftranscrip-
tional units (Kim et al.2 0 0 6 ). Using transcriptional
logic gates, a bi-stable circuit based on cross-interfering
transcriptional logic gates has been demonstrated. A
great advantage of all of these logical DNA machines
is that the interactions and energetics of the machines
can be ﬁnely programmed based on the known energetics
of nucleic acid secondary structure formation (Dirks
et al.2 0 0 4 ).
We reasoned that immobilization of transcriptional
gates might lead to similar logical calculations on
surfaces, but with the outcome being a large-scale
computation: pattern formation. In order to test this
hypothesis, we have developed a diffusion-based model
for transcriptional networks and have shown that a var-
iety of patterns can arise from even simple assemblies of
a limited number of transcription gates. Sensitivity
analyses performed on the amorphous computations
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that even minor changes in variables relating to the
spatial and temporal coupling of the gates can have
remarkably robust impacts on the resultant patterns.
Some of the simple DNA gates required to execute
such surface-based, amorphous computations have
been experimentally tested.
2. CONCEPTUALIZATION
2.1. Equivalences between electronics
and chemistry
One of the main thrusts of ‘synthetic biology’ is to port
existing engineering discipline into the practice of bio-
technology. Because much computational and control
theory has been developed by electrical engineers, it is
useful to detail the analogy between chemical and elec-
trical systems (ﬁgure 1).
Electrical engineers encode signals by varying the
concentration of charge per unit capacitance. Electrical
circuits are networks of conductors (wires, resistors and
other devices) that permit the equilibration of the signal
carriers (electrons) between spatially separated capaci-
tors in some predetermined, interesting manner. In con-
trast, chemical circuits encode signals by varying the
concentration of non-identical reagents per unit
volume. Chemical reagents can coexist in the same
volume of space separated by an energy barrier that is
unique to the reagents. Thus, in the same way that elec-
trical circuits are built by bridging the energy barriers
between capacitors with conductor networks, chemical
circuits can be built by bridging the energy barriers
between reagents with catalytic networks. However,
the difﬁculty in scaling such chemical networks is that
the energy barrier between any two reagents is typically
unique to that pair of molecules and, therefore, a
catalyst that bridges them must be similarly unique.
While an electrical engineer can trivially build a scal-
able array of identical capacitors and wire them in
some speciﬁc way, a chemist does not have an equival-
ent luxury. It is for this reason that much interest has
been expressed in the use of nucleic acids as addressable
chemical signals (Stojanovic & Stefanovic 2003; Kim
et al. 2006), leading to a possible scenario of scalable
chemical computing.
Ampliﬁers (ﬁgure 2) are the base technology for
signal processing, and it is therefore important to
extend the chemical analogy to these devices. Ampli-
ﬁers sculpt a source of free energy into the time-varying
shape of the input signal. They do not pass along the
input energy. Instead, ampliﬁers make a new output
signal independent of the input but also proportional
to it. Without the ampliﬁer’s ability to increase the
gain of the signal using the source of free energy, only
limited serial operations would be possible because the
signal energy would be progressively consumed by
each serial stage until it was depleted.
Equally important to the source of free energy is a
sink (ﬁgure 2, red arrow). If it were not for a way to
remove energy from the output, the output would be
able to rise but never fall; an ampliﬁer without a sink
would be a one-shot-ever device.
The chemical analogue of an electrical ampliﬁer
(ﬁgure 2c) is an allosterically regulated catalyst that
sculpts a source of free energy into the shape of a
time-varying input signal. For example, the input
signal might be encoded in the concentration of a mol-
ecule that allosterically regulated a kinase enzyme. The
kinase would use free energy from ATP to phos-
phorylate an output reagent. A phosphatase could
dephosphorylate the output and thereby act as the
required sink. Such a kinase/phosphatase pair would
ideally keep the concentration of phosphorylated
unlike electrical potential, different
chemical potentials can exist without
spatial separation.  Catalysts, like
electrical conductors, form paths
through which chemical potential
energy can equilibrate
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Figure 1. Chemical equivalences to electrical ﬂow. In this and subsequent diagrams, standard electronic symbols are used. In the
‘chemical’ portion of the diagram, circles and triangles represent substrates and products. The orange oval represents an enzyme
that lowers the activation energy for interconversion of these substrates and products. In electronics, signals are encoded by stor-
ing potential energy across a capacitor and conductors (wires and resistors) permit signals to equilibrate. By analogy, enzyme
catalysts act in the same role as electrical conductors, permitting signals stored in chemical potential to equilibrate.
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Gates (ﬁgure 3) are not only ampliﬁers but also
transform and reshape output signals in some way.
For example, an inverter or a ‘NOT gate’ (ﬁgure 3a)
multiplies the input signal by a negative number; an
‘AND gate’ (ﬁgure 3b) generates an output that is pro-
portional to the multiplicative input of the two inputs.
In chemical terms, an allosteric kinase enzyme that was
coordinately regulated by two inputs could similarly be
an AND gate. It is extremely important to appreciate
that these gates, whether electronic or chemical, are
ampliﬁers; without gain, only limited serial compu-
tational operations would be possible. The problem
with the chemical gate as described is that its gain
cannot subsequently be pulled down to zero without
additional engineering.
As discussed, ampliﬁers and gates require a sink path
to pull the output low. The design of this sink is subtle.
Early semiconductor computers implemented with
free energy (a)
(b)
(c)
time-varying 
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when it is too high, they need a path to ground (sink)
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Figure 2. Ampliﬁers. (a) A technology-independent schematic of an ampliﬁer (triangle). For simplicity, schematic ampliﬁer dia-
grams usually show only the input and output signals (left and right of the triangle) and omit the connections for power supply
(free energy) and ground (sink). (b) An example electrical implementation (NMOS) of an ampliﬁer. An N-doped transistor is
switched by the input A routing the free energy (power supply) to charge the output capacitor encoding signal B. An unswitched
resistor constantly drains B enabling it to come low when the input falls. (c) An enzymatic ampliﬁer. Input signals (black circles,
different from the use of this symbol as a substrate as shown in ﬁgure 1) can allosterically control an enzyme (orange oval). The
enzyme uses a source of free energy (ATP) to convert a lower energy substrate (half grey triangles) into a higher energy product
that is also an active signal (full grey triangles). Another enzyme (red square) acts as the sink by accelerating the constant drain
of the product back to its more chemically stable form. Note that the input chemical signal is not converted to the output
chemical (the ampliﬁer enzyme does not convert input signal into output product) but rather the state of input drives a reaction
resulting in a similarly shaped state of the output.
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all outputs to ground via resistive paths (ﬁgure 4a). In
such a conﬁguration, the charging circuit must be able
to overpower the constant drain to ground whenever
the output signal is driven high. This technology,
called ‘NMOS’ (the ‘N’ stands for ‘negative doped’),
has several disadvantages. First, whenever the output
of the gate is high, it wastefully consumes power
because the sink futilely shuttles charge to ground.
Second, the time to charge and discharge the gate is
not the same—the transition from high to low is quick
while the transition from low to high is slower owing to
the competing sink path. One can attempt to mitigate
this discrepancy by increasing the conductance of the
sink path, but only at the cost of more wasteful power
dissipation in the high state. Third, the high and low
states do not have the same signal-to-noise ratio
(SNR). The high state is encoded with a large energy
relative to the background noise, while the low state is
encoded with low energy relative to the same background
noise. As a result, the SNR of the high state is much
greater than the SNR of the low state. In essence, ones
and zeros are not created equally, and various engineer-
ing challenges arise from this complication—what elec-
trical engineers sometimes call ‘asymmetric voltage
transfer characteristics (VTCs)’ (Sedra & Smith 2004).
To avoid the disadvantages of NMOS, the computer
industry converted in the late 1980s to what is called
‘CMOS’. CMOS switches the sink to ground in comp-
lement to the charging circuit (ﬁgure 4b)—when the
charging circuit is conducting, the discharging circuit
is disabled and vice versa. At no time is the power
supply connected directly to ground and thus energy
is only consumed in the transition from one state to
another. CMOS also permits the charge and discharge
times to be easily matched. Furthermore, CMOS
permits encoding the two states, high and low, as posi-
tive and negative charges, respectively. Therefore,
the zero and one states can have symmetric noise
characteristics, and the aforementioned problems are
correspondingly reduced.
The chemical analogue to NMOS (ﬁgure 4c) uses a
catalyst that constitutively reduces the concentration
of the output reagents. For example, Winfree and co-
workers implemented a sink in their transcriptional
circuits using RNase H (Kim et al. 2006). However,
to our knowledge, no one has yet proposed an exact
chemical analogue of CMOS.
2.2. Chemical amorphous computing
The term ‘amorphous computing’ (Abelson et al. 2000)
has been coined to describe computations performed by
spatially distributed masses of processors with the fol-
lowing features: all processors are identical, they may
have limited computational abilities, they have no
shared data bus, no shared clock, can communicate
only locally and have no a priori knowledge of their
spatial position within the collection. Informatically,
multi-cellular organisms and colonies ﬁt this amor-
phous computing description very well—clonal cells
are identical processors, the internal transcriptional
and translational state of cells can perform computation
and the diffusion of intercellular molecules can
implement local communication. However, cells are
much more than just computers; they also fabricate
within the same medium and, in consequence, demon-
strate pattern-forming talents that are the envy of
engineers.
We propose a generic model for exploring biologically
inspired amorphous computing (ﬁgure 5). A logic device
is modelled by a fully connected set of n two-input
NAND gates. The output of every gate (i) is connected
to the inputs of every other gate ( j) by a conductor net-
work described by the (2n by n) matrix W. Identical
copies of these logical devices are distributed uniformly
through space (for illustration purposes, in one dimen-
sion) at high density. The internal nodes of these logic
blocks are coupled to the nearest neighbours by conduc-
tors that permit diffusion. The diffusive coupling
between any two nodes is considered to be only a func-
tion of the signal carrier and is therefore able to be
modelled by a list of diffusion constants in the vector
D and can be visualized as sets of identical resistors
travelling between the spatially distributed nodes as
seen in the electrical equivalence diagram in ﬁgure 5b.
As an illustration of how amorphous gates can lead
to simple pattern formation, consider an amorphous
array of latches (ﬁgure 6a). A latch is a device in
which two inverters are in feedback such that the
output of each is trying to invert the other’s input.
free energy
time-varying
signal input inverted output signal
inverters (note small circle) sculpt a
source of free energy into the inverted
shape of the input. As with an amplifier,
there must be a sink
free energy
multiplied
output signal
AND gates (binary multipliers) sculpt a source
of free energy into the binary product of the
input signals A and B. As before, the red
arrow indicates a sink
time-varying
input signal B
time-varying
input signal A
(a)
(b)
Figure 3. Gates. Gates are ampliﬁers that also perform some
function transform of the input signals. (a) An inverter
(note small circle on output of green triangle) is an ampliﬁer
connected so that the input shape is inverted (scaled by
21). (b) An AND gate binary multiplies two inputs resulting
in an output only when both inputs are high.
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ending states depending on the relative strength of the
initial conditions on either side of the latch. If the initial
conditions of the two sides are uninitialized, the latch
acts as a coin toss—randomly committing to one or
the other state. A one-dimensional amorphous collec-
tion of such uninitialized latches would create what
amounts to a set of coin tosses laid side by side. In
ﬁgure 6b, left, the blue and red colouring represents
the latch committing to one state or the other. As
time passes (bottom to top), it can be seen that each
volume of space (one-dimensional pixel, x-axis wrapping
on itself) commits to either a blue or a red state. A
‘feature’ in this space can be thought of as an area of
common fate, for example, a long run of ‘reds’ makes
a wide red feature. If the amorphous latches cannot
communicate with each other, then the feature sizes
will form a binomial distribution of coin-tosses.
However, if the latches can communicate locally by dif-
fusion, then the feature size increases. This effect can be
thought of as a process of recruitment. As each volume
of space begins to commit to either red or blue, it sends
some of that signal to its neighbour. If its neighbour is
still on the fence about which side to commit to, this
inﬂuence may sway the decision. If, however, the neigh-
bour is already in agreement, then the inﬂuence instead
accelerates the commitment. By this recruitment
process, areas that by chance happen to be enriched
for one state, say red, will begin to exert a larger collec-
tive inﬂuence on their blue neighbours, thereby making
even larger areas of agreement. The results can be
seen in ﬁgure 6b, right. In dimensionless Monte Carlo
experiments of this amorphous latch, it was determined
that the mean feature size varies to the half power of the
diffusion constant (ﬁgure S1, electronic supplementary
material).
free energy
(power supply)
unswitched path to ground
NMOS.  Power is consumed
whenever output is high
A
B
free energy
(power supply)
A
B
switched path to ground through
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Figure 4. NMOS versus CMOS. (a) An electrical NMOS ampliﬁer using a resistor that drains the output constantly is inefﬁcient
because when the input is high, the pull-up transistor is ﬁghting the resistor, thus burning power straight to ground. (b) A comp-
lementary conﬁguration where the drain path is now switched by a ‘p-doped’ semiconductor. This conﬁguration is preferable
because the charge and drain paths are always switched opposite to each other and therefore never compete. (c) The chemical
analogue of NMOS uses an unswitched enzyme (red path) to constantly discharge the output. (d) A chemical analogue to
CMOS where the drain enzyme is now allosterically controlled with opposite logic like its electrical analogue.
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work called a ‘ring oscillator’ is created (ﬁgure 7a). In
the same way that an uninitialized latch commits to a
random state, an uninitialized ring oscillator commits
to a random phase. With no communication, each
volume of space randomly chooses a phase, and no pat-
tern is discernable. However, with diffusion, phase
recruitment occurs in the same way that state recruit-
ment does for latches. Such phase recruitment of
coupled oscillators has been known since Huygens’
experiments of 1665 and demonstrated by many
others (a comprehensive review of which is given by
Pikovsky et al. (2001), including a translation of Huy-
gens’ original letter describing the phenomena). Given
enough time, an amorphous array of coupled oscillators
will eventually fully phase synchronize; however, in the
transition, they are capable of making patterns
(ﬁgure 7b). The interesting discontinuities are caused
by the fact that oscillators near a 1808 phase boundary
oscillate faster than those with no phase difference (see
also ﬁgure S2, electronic supplementary material).
While scalable chemical implementations for amor-
phous computing are still not available, we have used
the kinetic model of Kim et al. (2006) to model a one-
dimensional amorphous ring oscillator in order to
determine the feature size. Simulations (ﬁgure S3,
electronic supplementary material) reveal that the
feature sizes are of the order of millimetres and
synchronization times are of the order of tens of
hours. These length and time scales suggest a variety
of interesting applications for otherwise nanoscale com-
putational devices whose ultimate output is a material
(nucleic acid).
3. IMPLEMENTATION
3.1. Designing NAND gates for CMOS
To translate from the electronic schematic (ﬁgure 5)t o
a molecular computer, we propose to further optimize
one-piece transcriptional gates as logic blocks (Kim
et al. 2006). In particular, we have conceptualized the
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Figure 5. (a) Generalized scheme for one-dimensional diffusive amorphous computing. A series of identical logic gates is arrayed
through space with the internal signals of each allowed to diffuse to adjacent areas. (b) An electrical schematic showing a subset
of the logic in one of the amorphous logic units illustrating the interconnection between the output of one gate (i) and the two
inputs of another gate ( j). Each input ( j) has a unit capacitor tied via a unique conductor path to the output of every other gate
(i). The strengths of these interconnection paths are stored in (c) the matrix W. Every signal is coupled to its adjacent spatial
positions left and right via conductors which simulate diffusion. The diffusion constant for each node is stored in (d) the vector D.
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complementary NAND gate (ﬁgure 8). In this gate,
two promoters are present: one of which drives the pro-
duction of output transcript C and one of which drives
the production of its complement C0. Since C is comp-
lementary to C0, the production of one can cancel the
action of each other. On the left-hand side of the dia-
gram, regulatory elements function as an AND gate to
activate the C0 output. Two hairpins sequester portions
of the promoter, keeping it quiescent. Only in the pres-
ence of both A and B are the hairpins destabilized,
allowing the promoter to be completed and the
sequence C0 to be made. On the right-hand side, the
regulatory elements function as the complement:
NAND. A single hairpin sits adjacent to a fully
functional promoter that is producing sequence
C. Only in the presence of both A and B is this hairpin
opened, allowing invasion of the promoter and its sub-
sequent inactivation.
There are several interesting features of the proposed
gate structure. First, using complementary signals C
and C0 permits the possibility of achieving what electri-
cal engineers would call a ‘symmetric static VTC’
(Sedra & Smith 2004), implying equal driving capabili-
ties in both directions and thus making noise margins
equal for both logic states. Second, the fact that
the regulatory sequences are made of RNA while the gate
itself is made of DNA is useful for the design of the
right-hand side of the gate: invading RNA will both
bind more tightly to DNA and of necessity inactivate
latch, high diffusion latch, low diffusion
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Figure 6. Spatial array of bi-stable latches. (a) Schema of a
spatial array of bi-stable latches. Note the diffusion resistors
top and bottom that couple each node to the adjacent pos-
itions. (b) Modelling the performance of immobilized, bi-
stable latches. Simulations of the schema shown in (a) were
carried out with noisy initial conditions. Colours (blue and
red) represent the concentrations of each transcript; inter-
mediate colours (green) indicate gradients between these tran-
scripts. Each gate is arrayed in space along the x-axis (as in
ﬁgure 5) in a circle (i.e. left connects to right). The perform-
ance of the array evolves through time as shown along the
y-axis. Because the circuit is bi-stable, each gate commits to
a fully blue or fully red ﬁnal state based on the random initial
conditions. Left—a simulation with no diffusion (D ¼ 0).
Each volume of space commits randomly to blue or red with
no regard for its neighbours. The feature sizes (the horizontal
length of red or blue regions) are, therefore, determined by the
binomial distribution. Right—same simulation with same
initial conditions but with higher diffusion (D ¼ 1). Regions
that by chance had more red or blue transcripts were able
to recruit their neighbours to their state during the early evol-
ution of the array. Ultimately, the gain of the latch forces each
area to commit to blue or red as before, but recruitment leads
the feature lengths to be signiﬁcantly longer.
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Figure 7. Spatial array of ring oscillators. (a) Schema of a
spatial array of ring oscillators. This schema is identical to
ﬁgure 6a but with an odd number of inverters making each
circuit oscillate. Note the three stripes of conductors that
couple the state of each node to its adjacent cells left and
right. (b) Modelling the performance of an amorphous ring
oscillator. Simulations were again carried out with noisy
initial conditions. Colours are as in ﬁgure 6b. Because of the
noisy initial conditions, each point in space begins in a
random phase. Owing to diffusion, areas that by chance had
similar phase begin to recruit their neighbours into the same
phase. However, by chance it can occur that two areas end
up with nearly 1808 phase separation and the boundaries
between these two regions begin to compete. Interestingly,
oscillators near the phase boundaries run faster resulting in
complex pattern formation.
Modelling amorphous computations Z. B. Simpson et al. S529
J. R. Soc. Interface (2009)the promoter. The difference in chemistry between
regulatory elements and templates should also prove
useful for draining signals from the system as the
RNA can be differentially degraded with ribonucleases
(similar to the use of RNase H by Winfree and co-workers
(Kim et al. 2006)).
There is signiﬁcant difference between the electrical
CMOS design and the proposed DNA analogue as de-
picted in ﬁgure 8. Electrical CMOS gates switch the
conduction between the power supply and the output
capacitor, permitting them to equilibrate; that is, the
output potential can never exceed the power supply.
This is not the case with the proposed DNA analogue.
In the DNA switch, when the promoter activates, the
polymerase will produce either C or C0 until either
the gate changes state or, in the extreme limit case,
the power supply is exhausted. Therefore, the proposed
design is not a perfect analogue.
There are several theoretical solutions that might
improve the design and make it a better mimic of
complementary
NAND
electrical
in A in B
out C
charging stage:
on when either A or B is low
off when both A and B are high
discharging stage:
off when either A or B is low
on when both A and B are high
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out C'
out C
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active
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strand inhibition
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(b)
Figure 8. NAND gate. (a) An electrical implementation of a ‘not and (NAND)’ gate. The charge stage (blue) drives the output
when either signal A or B is active. The discharge stage (yellow) pulls the output down in the complementary logic, speciﬁcally
when A and B are high. (b) Proposed nucleic acid analogue of a ‘CMOS’. Signals are encoded as complementary nucleic acid
strings where the signal is said to be high when an RNA transcript is in high concentration and low when the antisense comp-
lement of that string is in high concentration. The transcriptional gate is broken into two, independently controlled promoters
(yellow and blue areas) on opposite sides of a DNA template. The charge stage (blue) completes the promoter when signal A or B
is low absent (i.e. when A0 and B0 are high). Conversely, the discharge stage is on only when signals A and B are high. While this
analogue is imperfect because transcription is not self-limiting, additional modiﬁcations of polymerases or transcript, as proposed
in the text, would render it equivalent to CMOS.
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drain the system (Kim et al. 2006). However, this sol-
ution would negate the power beneﬁts of CMOS;
indeed, it would double the power problems as now
both high and low states would consume power through
sink paths. A more preferable solution would be to
engineer a way to have the output self-limit the gate.
One possible implementation of a self-limiting gate
would be to somehow have sequence-speciﬁc inhibition
of each individual gate. For example, different poly-
merases and promoters could be used for each gate,
and the RNA transcripts made from each promoter
would contain an aptamer that could inhibit the poly-
merase speciﬁc to that gate. Aptamers have previously
been selected against a number of polymerases, includ-
ing DNA polymerases, reverse transcriptases and RNA
polymerases (e.g. Biroccio et al. 2002). As a transcript
built up, it would turn off the polymerase that led to
its production. While this solution is reasonably
straightforward, it reduces the hypothetical scalability
to only a handful of carefully chosen polymerases (e.g.
T7, T3 and SP6) and their cognate aptamers. A fully
general-purpose complementary address-speciﬁc self-
inhibiting transcriptional gate is, therefore, still elusive,
but could potentially be modelled on the ingenious
DNA : enzyme conjugates proposed by Gianneschi &
Ghadiri (2007).
Beyond these concerns, the practical implementation
of this gate using ribonucleases or custom polymerases
will probably require a great deal of optimization to
avoid potential problems, such as strand migration at
the left-hand promoter that may lead to promoter com-
pletion and leaky transcription in the absence of A and
B. The energetics of the gate will have to be carefully
poised to ensure that both A and B are necessary to
activate the right-hand promoter, and conversely that
in the absence of A, the hairpin will fold and displace
B, avoiding hysteresis in promoter function. Finally,
the presence of B and B0 complementary sequences
within the hairpins at each end of the gate could lead
to intra- or intermolecular interactions that degrade
the performance of the gate. Nonetheless, we believe
that even the conceptualization of this gate structure
moves forward attempts to design and model ‘biotronic’
circuitry.
3.2. Experimental implementation of one-piece
transcriptional gates
In order to determine the feasibility of constructing
a complementary NAND gate similar to the one
described in ﬁgure 8, as a ﬁrst step we attempted to
generate hairpin promoter structures that could be
regulated by sequence inputs (ﬁgure 9). In vitro tran-
scriptional gates have previously been constructed
(Kim et al. 2006), but these gates were made from
several pieces of DNA, and promoter inhibition
occurred when an antisense RNA bound to and disso-
ciated a portion of the promoter. While this strategy
was effective for homogeneous solution phase assays,
it would be less useful for the immobilized circuits
that we envision, where transcription potential has to
be localized at particular points on a surface. We pre-
serve the ability to act upon the nanomachine via a
toehold, but our toehold is found within the loop
sequence of the hairpin. It is likely that the kinetics of
one-piece transcriptional gates is much quicker and
more readily reversible than the kinetics of multi-piece
hairpin C1.0 
T7 promoter 
hairpin C2.0 
T7 promoter 
EC1.1 - 5'- TTAGCAAGTGATACAGGACAATGGGC -3'
EC1.2 - 5'- GTATTAGCAAGTGATACAGGACAATGGGC -3'
EC1.3 - 5'- GTCGTATTAGCAAGTGATACAGGACAATGGGC -3'
EC1.4  - 5'- TTAGCAAGTGATACAGGACAATGGGCTAA -3'
EC2.1 - 5'- TTAGCTAGATAGTGC -3'
EC2.2 - 5'- GTATTAGCTAGATAGTGC -3'
EC2.3 - 5'- GTCGTATTAGCTAGATAGTGC -3'
EC2.4 - 5'- TTAGCTAGATAGTGCTAA -3'
C2
T C
T
A
T C A
A
A
C
C
T
T
C A C T A
T
G
T
C
C
T
G T T
GCTAATACGACTCACTATAGGGAG - 3'
CGATTATGCTGAGTGATATCCCTC CCGATGGACAT - 5'
GCTAATACGACTCACTATAGGGAG - 3'
CGATTATGCTGAGTGATATCCCTC GATCGAGCGACAT - 5'
C1 EC1
EC2
Figure 9. Constructs used to test one-piece transcriptional switches. Green regions of the oligonucleotide inhibitors are comp-
lementary to the red loop in C1.0. Orange regions of the oligonucleotide inhibitors are complementary to the blue loop in
C2.0. Uncoloured sequences outside these core interaction regions can also potentially contribute to binding and inhibition of
either C1.0 or C2.0.
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used for sequence-speciﬁc control of translation (Isaacs
et al. 2004) and for DNA nanomachines (Turberﬁeld
et al. 2003; Green et al. 2006).
Two different hairpin T7 RNA polymerase promoter
structures were designed: one with a larger (C1.0, 19 nt)
loop and another with a shorter (C2.0, 8 nt) loop. When
transcribed in vitro, these structures produced RNA mol-
ecules of the predicted sizes, 18 nt for C1.0 and 16 nt for
C2.0.Thesefunctionaltranscriptionunitswerethenchal-
lenged with a variety of antisense DNA oligonucleotides
complementary to the loop regions and portions of the
stem structures. The DNA oligonucleotides were in
essence surrogates for the RNA transcripts that would
be involved in the regulation of the gates in circuits.
Only one combination, C1.0 with EC1.3, was found to
effectively inhibit transcription (ﬁgure 10, results with
other inhibitors not shown). However, the inhibition
proved to be extremely effective, with only 8.5 per cent
read-through (relative to no inhibitor) observed after 1 h
of transcription and only 2 per cent within the ﬁrst
15 min. Given that the basic model for regulated, hairpin
promoter structures has proven tractable, several of
these can be ganged together to create gates similar to
those shown in ﬁgure 8. In order to optimize the kinetic
performance of these gates, it should be possible to vary
the length of the internal (loop) toeholds (Dirks et al.
2004), the use of auxiliary nucleic acids to catalyse inva-
sion (Bois et al.2 0 0 5 ) and potentially the buffers used
for transcription.
Based on these results, we designed two mutually
inhibitory hairpin promoters and accompanying tem-
plates (termed D1.3 and D3.1, respectively) that
could participate in a bi-stable latch (ﬁgure 11a). As
shown in ﬁgure 11b, the puriﬁed transcription product
of D3.1 (named InhD1) potently inhibited the efﬁcacy
of promoter D1.3 (lane 2) but not promoter D3.1
(lane 6), indicating that this inhibition is sequence-
speciﬁc. Similarly, the product of D1.3 (named
InhD3) potently inhibited D3.1 but not D1.3 (lanes 2
and 5). These results validate the initial design prin-
ciples set out earlier and pave the way to the construc-
tion of more complex molecular computers.
3.3. Model for immobilization and
pattern formation
In order to adapt transcriptional gates shown in
ﬁgures 8 and 11 to the types of pattern formation
modelled in ﬁgures 6 and 7, we envision that the gates
might be surface immobilized (for example, via a pen-
dant biotin moiety on a two-dimensional surface
coated with streptavidin), similar to Frezza et al.
(2007). The entire surface would be ﬂooded with T7
RNA polymerase and nucleoside triphosphates in an
appropriate buffer. The RNA transcripts produced
from the transcriptional gates would diffuse between
the different logic blocks, activating and/or inactivating
them.
This work was funded by the NIH (National Institutes of
Health). We would also like to thank the Welch Foundation
for their continued support, and acknowledge helpful
discussions regarding electrical/chemical analogies with
Prof. John H. Davis, University of Texas at Austin.
REFERENCES
Abelson, H. et al. 2000 Amorphous computing. Commun.
ACM 43, 74–82. (doi.acm.org/10.1145/332833.332842).
Biroccio, A., Hamm,J., Incitti, I., DeFrancesco, R.& Tomei, L.
2002 Selection of RNA aptamers that are speciﬁc and high-
afﬁnity ligands of the hepatitis C virus RNA-dependent
RNA polymerase. J. Virol. 76, 3688–3696. (doi:10.1128/
JVI.76.8.3688-3696)
Bois,J. S.,Venkataraman, S.,Choi,H.M. T., Spakowitz, A.J.,
Wang, Z. G. & Pierce, N. A. 2005 Topological constraints in
none InhD1 InhD3 none InhD3 InhD1
template: D1.3 D3.1
lane: 123 456
effector:
InhD3 (RNA) (a)
(b)
InhD1 (RNA)
D1.3 D3.1
Figure 11. Mutual inhibition of two hairpin promoters. (a)
Schematic of the two mutually inhibitory hairpin promoters
and their products. RNA InhD3 (which is the product of hair-
pin promoter D1.3) is complementary to the loop of hairpin
promoter D3.1 whose product, InhD1, is complementary to
the loop of hairpin promoter D1.3. The small hairpins
placed at the 30 termini of D1.3 and InhD3 reduce aberrant
transcription products. (b) The hairpin promoters are subject
to cross-regulation. Left panel: lane 1 shows the radiolabelled
transcription product of promoter D1.3 in the absence of effec-
tor, lane 2 is the same transcription reaction in the presence of
InhD1 (10-fold excess) and lane 3 is in the presence of InhD3
(10-fold excess). Right panel: lanes 4–6 show a similar exper-
iment with promoter D3.1. Lane 4 contains no effector, lane 5
contains a 10-fold excess of InhD3 and lane 6 contains a
10-fold excess of InhD1.
a
C1.0 transcript
C2.0 transcript
bcdef
Figure 10. Inhibition of transcriptional switches. C1.0 (lanes
a–c) and C2.0 (lanes d–f) were transcribed in the presence
of either no inhibitor (lanes a and d), EC1.3 (lanes b and e)
or EC2.3 (lanes c and f). EC1.3 is complementary to C1.0,
and EC2.3 is complementary to C2.0. Sizes of products were
determined relative to standards (data not shown).
S532 Modelling amorphous computations Z. B. Simpson et al.
J. R. Soc. Interface (2009)nucleic acid hybridization kinetics. Nucleic Acids Res. 33,
4090–4095. (doi:10.1093/nar/gki721)
Dirks, R. M., Lin, M., Winfree, E. & Pierce, N. A. 2004 Para-
digms for computational nucleic acid design. Nucleic Acids
Res. 32, 1392–1403. (doi:10.1093/nar/gkh291)
Frezza, B. M., Cockroft, S. L. & Ghadiri, M. R. 2007 Modular
multi-level circuits from immobilized DNA-based logic
gates. J. Am. Chem. Soc. 129, 14875–14879. (doi:10.
1021/ja0710149)
Gianneschi, N. C. & Ghadiri, M. R. 2007 Design of molecular
logic devices based on a programmable DNA-regulated
semisynthetic enzyme. Angew. Chem. Int. Ed. Engl. 46,
3955–3958. (doi:10.1002/ange.200700047)
Green, S. J., Lubrich, D. & Turberﬁeld, A. J. 2006 DNA hair-
pins: fuel for autonomous DNA devices. Biophys. J. 91,
2966–2975. (doi:10.1529/biophysj.106.084681)
Isaacs, F. J., Dwyer, D. J., Ding, C., Pervouchine, D. D.,
Cantor, C. R. & Collins, J. J. 2004 Engineered ribor-
egulators enable post-transcriptional control of gene
expression. Nat. Biotechnol. 22, 841–847. (doi:10.1038/
nbt986)
Kim, J., White, K. S. & Winfree, E. 2006 Construction
of an in vitro bistable circuit from synthetic transcrip-
tional switches. Mol. Syst. Biol. 2, 68. (doi:10.1038/
msb4100099)
Pikovsky, A., Rosenblum, M. & Kurths, J. 2001 Synchroniza-
tion: a universal concept in nonlinear sciences. Cambridge,
UK: Cambridge University Press.
Sedra, A. S. & Smith, K. C. 2004 Microelectronics circuits,
5th edn. New York, NY: Oxford University Press.
Seelig, G., Soloveichik, D., Zhang, D. Y. & Winfree, E. 2006a
Enzyme-free nucleic acid logic circuits. Science 314,
1585–1588. (doi:10.1126/science.1132493)
Seelig, G., Yurke, B. & Winfree, E. 2006b Catalyzed relax-
ation of a metastable DNA fuel. J. Am. Chem. Soc. 128,
12211–12220. (doi:10.1021/ja0635635)
Stojanovic, M. N. & Stefanovic, D. 2003 A deoxyribozyme-
based molecular automaton. Nat. Biotechnol. 21, 1069–
1074. (doi:10.1038/nbt862)
Turberﬁeld, A. J., Mitchell, J. C., Yurke, B., Mills Jr, A. P.,
Blakey, M. I. & Simmel, F. C. 2003 DNA fuel for free-
running nanomachines. Phys. Rev. Lett. 90, 118102.
(doi:10.1103/PhysRevLett.90.118102)
Zhang, D. Y. & Winfree, E. 2008 Dynamic allosteric control of
noncovalent DNA catalysis reactions. J. Am. Chem. Soc.
130, 13921–13926. (doi:10.1021/ja803318t)
Zhang, D. Y., Turberﬁeld, A. J., Yurke, B. & Winfree, E. 2007
Engineering entropy-driven reactions and networks cata-
lyzed by DNA. Science 318, 1121–1125. (doi:10.1126/
science.1148532)
Modelling amorphous computations Z. B. Simpson et al. S533
J. R. Soc. Interface (2009)