Argumentation for Statistical Model Selection by Sassoon, Isabel Karen
This electronic thesis or dissertation has been 











The copyright of this thesis rests with the author and no quotation from it or information derived from it 
may be published without proper acknowledgement. 
 
Take down policy 
If you believe that this document breaches copyright please contact librarypure@kcl.ac.uk providing 
details, and we will remove access to the work immediately and investigate your claim. 
END USER LICENCE AGREEMENT                                                                         
This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 
International licence. https://creativecommons.org/licenses/by-nc-nd/4.0/ 
You are free to: 
 Share: to copy, distribute and transmit the work  
 
Under the following conditions: 
 Attribution: You must attribute the work in the manner specified by the author (but not in any 
way that suggests that they endorse you or your use of the work).  
 Non Commercial: You may not use this work for commercial purposes. 
 No Derivative Works - You may not alter, transform, or build upon this work. 
 
Any of these conditions can be waived if you receive permission from the author. Your fair dealings and 












Download date: 28. Feb. 2018




A thesis submitted in partial fulfillment for the




Faculty of Natural & Mathematical Sciences
December 2017

2To Yair, Tom and Emma
Abstract
The increased availability of clinical data, in particular case data collected routinely,
provides a valuable opportunity for analysis with a view to support evidence based
decision making. In order to confidently leverage this data in support of decision
making, it is essential to analyse it with rigour by employing the most appropriate
statistical method. It can be difficult for a clinician to choose the appropriate statistical
method and indeed the choice is not always straight forward, even for a statistician.
The considerations as to what model to use depend on the research question, data and
at times background information from the clinician, and will vary from model to model.
This thesis develops an intelligent decision support method that supports the clinician
by recommending the most appropriate statistical model approach given the research
question and the available data.
The main contributions of this thesis are: identification of the requirements from real-
world collaboration with clinicians; development of an argumentation based approach to
recommend statistical models based on a research question and data features; an argu-
mentation scheme for proposing possible models; a statistical knowledge base designed
to support the argumentation scheme, critical questions and preferences; a method of
reasoning with the generated arguments and preference arguments. The approach is
evaluated through case studies and a prototype.
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Chapter 1
Introduction
“Data without a model is just noise”
- The End of Theory: The Data Deluge Makes the Scientific Method Obsolete by C.
Anderson, Wired 2008 [8]
In this chapter I outline my research question and provide an overview of the topics
relevant to the research. I also include an overview of the structure of this thesis.
1.1 Background
The collection of data as routine is becoming common practice in all fields, in the
context of clinical data this has generated a wealth of data sources. These sets of
data will be collected under different circumstances, some will be administrative and
collected by the hospital IT systems, whilst some will be collected directly from the
patient by the individual departments.
15
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Figure 1.1: ”It would appear Hopkins, that your gut feel was only indigestion” Data
driven vs. gut feel decisions
There is a need to exploit this data more routinely as part of evidence based decision
making to inform clinical practice. In order to do so there is a requirement for clinicians
to be able to access this data, but more importantly for clinicians to be able to either
explore the data or use it to test their hypotheses. In addition to being able to do
the latter it is also important that this can be done without the need of statistical,
informatics or administrative support. This will reduce the time it takes to obtain
robust answers to data based research question by removing the necessity to involve
additional resources, which may be scarce.
In order to leverage this data in support of evidence based decision making it is essential
that the data is analysed with rigour. This rigour is based on using the most appropriate
statistical method in the context of the analysis objective, the hypothesis to be tested
and the data. The use of the most appropriate method will provide confidence in any
conclusions derived from the analysis of the data.
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For the clinician tasked with exploiting this data the optimal choice of model is not
always straight forward and in some cases the choice is not clear cut. The considerations
as to what model to use depend not just on the clinician’s research question and data
but may also depend on background information from the clinician, and may vary
from model to model. Two models suitable to achieve the same analysis objective
may perform better under different circumstances. For example some models are more
robust when there is a high proportion of missing data, so this consideration will be
relevant only under those circumstances. Easy to use statistical software packages make
the analysis easy but offer no guidance on selecting the most appropriate model given
the circumstances.
It is also important that any recommendation on the most appropriate statistical model
to use in each case includes the reasoning behind the recommendation. There will be
situations where more than one model is appropriate and therefore the merits of each
approach will need to be noted, and opinions may vary as to what is the ’best’ method
to use. In addition to more than one model being appropriate the clinician’s preferences
or some features present in the data or related to the research question may result in
one approach being more suitable than another.
Some of the information required in order to select the best statistical approach may be
incomplete or missing. As the data is collected as routine there may be situations where
as the data grows the approach to testing the same research question or hypothesis will
be best answered with different techniques. This can be caused by the change in the
overall data and how it would lend itself to being analysed by different methods. For
example, some statistical methods are more suitable for small samples, whilst others
will become options only once the volume of data grows beyond a specific critical
number of cases or rows.
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1.1.1 Selecting the statistical model
”All models are wrong but some are useful”
- George Box, [18]
When looking to test a research question or hypothesis clinicians would interact with
statistical concepts at the design stage of a study, when selecting the models to use
to analyse the data, and when performing and interpreting the analysis. This thesis
focuses on the middle part of the process, the selection of the model because I am
focusing on exploitation of existing data rather than data collection strategies.
Clinicians may not always be qualified in performing the analysis required in support of
their research question and as such would involve a statistician. The statistician’s role
it is to understand the data in the context of the research questions and to recommend
the statistical analysis approach or model best suited to provide the results required.
The need to consult with a statistician for these analyses can be a blocker or a barrier
to the analysis being performed. The use of a model that is not appropriate can result
in rejection or revisions when submitting the result of an analysis to a journal.
”To consult the statistician after an experiment is finished is often merely
to ask him to conduct a post mortem examination. He can perhaps say what
the experiment died of.”
- R. Fisher, [35]
In practice in order for clinicians to answer a specific research question on existing
data, the first step of the analysis involves the identification of the analysis objective.
The analysis objective depends primarily on the target variable of interest (dependent
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variable). Some examples of types of target variables are: nominal, interval or time to
event. For each of these target variable types there can be multiple possible statistical
model approaches, these approaches differ in the assumptions they make as well as the
circumstances under which they are most effective.
An example of a clinician’s research question could be Is there a difference in survival
time between patients on treatment A and patients in treatment B? In this case the
target variable of interest is the survival time, and this corresponds to an analysis
objective of time to event. Another example could be Is there a difference in BMI
(Body Mass Index) between patients on treatment A and treatment B? In this case the
target variable of interest is the BMI, which is a numerical interval variable and this
corresponds to an analysis objective of Interval.
Often, in empirical analyses of clinical data, models are chosen poorly or cannot be jus-
tified. A systematic review by Abraira et al. [1] highlighted that reporting of survival
analysis results, one important type of empirical analysis of clinical data, had increased
within journal publications; however the quality of the reporting of the statistical anal-
ysis was improving slowly. More pertinent to the aim of this thesis is that Abraira et al.
found a low proportion of articles that mention validation of model assumptions prior
to use (proportional hazards assumptions for Cox modelling [24] as a specific example).
1.1.2 Clinical Analysis requirements
The analysis and hypothesis testing on a data set often involves more than one clinician
and multiple different subsegments. This results in different research questions being
applied to the same data set, and as such there is a need to provide a justification
for any model recommendation made. Each individual clinician will provide different
preferences and will assess the assumptions differently, as such in some situations the
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same data set and research question can yield a different recommended model. The
clinical setting reinforces the need for some fundamental requirements from any method
employed in statistical model selection. These are an ability to deal with conflicting
conclusions, an ability to handle incomplete information, and the facility to provide
justification for the resulting recommendation.
1.2 The Thesis Research Question
The research in this thesis focuses on delivering a methodology that supports clinicians
during the task of answering research questions through testing hypotheses on existing
data. Clinicians are assumed to be the target end user to leverage this methodology
within the scope of this thesis. The proposed approach enables more independent
and robust analysis by proposing an intelligent model selection system to address the
challenges of statistical model selection. The model selection methodology proposed
in this thesis suggests the appropriate model(s) to the clinician based on the research
question, the data and any external relevant input.
In order to deliver a methodology to support the process of statistical model selection
in this context there are various challenges that need to be addressed. Firstly, one of
the foundations of the methodology is a representation of the statistical theory. The
latter dictates what statistical models are relevant to answer different types of research
questions. The representation of this knowledge also has to support the validation pro-
cess for the suitability of each model. This can be assessed through assumption testing.
The latter needs to fulfil the assumption tests by either leveraging the available data
or asking the clinician or end user. Furthermore the process needs to be transparent
as the confidence in any recommendation made will depend on the inference process
being retained and explained to the clinician.
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Situations arise when more than one model is suitable to be applied to a given data
set and research question. The option of applying all the possible models may not
be appropriate, as the situation can arise where each of multiple suitable models will
generate different results or conclusions. Therefore a crucial aspect this thesis aims to
address is the generation of a set of recommended models that take into account any
preferences that make some possible models more suitable than other possible models,
hence recommended. These preferences are derived from both statistical theory and
from the clinician’s preferences for a model. There is a need to balance the importance
of the different types of preferences within the process, and to provide an audit trail
of the preferences applied to each recommendation made. This makes it possible to
compare the recommended analysis approach on a given set of data, under different
clinician preferences.
The approach that I have taken to develop the methodology has been based on ar-
gumentation, as the process of recommending one analysis approach over another in-
volves weighing up the relative pros and cons of the different options. Furthermore
argumentation has been shown through its use in decision support to accommodate for
requirements such as those mentioned in Section 1.1. An additional desired feature is
the ability to be driven by a separate knowledge base, to make the system flexible and
expandable by altering the knowledge base rather than the process.
The aim of this thesis is to develop an intelligent model selection system that
recommends the most appropriate model to the clinician, based on their research
question, the data, and any relevant external input. The methodology needs to
take input from both the data and the clinician, to represent statistical knowledge,
to reason with conflicting preferences and to justify the recommendation made.
The approach I have taken also aims for a methodology that can be applied to any
domain or data. The case studies covered and requirements considered in this thesis
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have been clinical in nature but this work can and will be applied to different domains
in the future. Given the nature of the data and research questions considered then it
is assumed in this thesis that the end user is a clinician.
1.3 Case Studies
The research question addressed in this thesis is a result of the collaboration with the
maxillofacial oncology department at Guy’s hospital. The clinicians in the department
are routinely collecting and have access to a broad range of clinical data. The depart-
ment is striving to collect data directly from patients as routine at each patient visit
through the use of hand held devices.
These data sources are an asset when clinicians wish to test hypotheses and gain further
understanding of patients and their progression. I will introduce two examples of the
type of data analysis projects and objectives. These examples will be used as case
studies in later chapters to assist with the evaluation of the original contributions I
present in this thesis. I will also be making use of a separate example of an analysis
based on publicly available data as a running example to illustrate the process of
statistical model selection as well as illustrating the proposed contributions.
• Sentinel European Node Trial (SENT) is a European multi centre prospective
study of the use of sentinel node biopsy. The objective of this study was to estab-
lish whether the technique was both reliable in staging the N0 neck and a safe
oncological procedure in patients with early stage oral squamous cell carcinoma
(SCC). The initial findings have been published in [70]. The trial recruited 420
patients from 2005 - 2010 across fourteen European centres and followed their
progress and treatment. The main hypothesis or research question of interest
for this trial was assessing the difference in diagnostic accuracy between the use
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of Sentinel Node Biopsy when compared to the standard approach involving a
neck dissection. This provided a rich data set for the testing of a wide range
of research questions, as well as the main hypothesis this data was collected for.
More than 40 clinicians are involved across the centres. The secondary analyses
on this data are many and varied and initiated by different clinicians all involved
in this trial. Examples of secondary hypotheses considered on this data included
testing whether there was a significant difference in survival given tumour or de-
mographic characteristics. This situation would benefit from a method for guiding
the selection of the analysis model for each of these secondary analysis, as many
clinicians are involved there are also many different approaches and supporting
reasons for each analysis. There is also a need for overall consistency and in cases
where different analysis approaches result in contradicting conclusions, there is
a need to compare the justifications for the approach used in each analysis in
order to re-conciliate. Another analysis based on this same database of patients
is available in [77].
• Benchmarking Complications - This study looked at developing a model to char-
acterise and assist in predicting the likelihood of patients suffering post operative
complications following surgery for the removal of Oral SCC. This data brought
together patient records from three different centres. The research question in
this case looked at what factors (pre-operative and post-operative) were indica-
tors of higher risk of post-operative complications. The initial work was published
[78], and more recently an additional centre of data has been added to the cohort.
Two subsequent papers have now been published where the models proposed in
[78] are validated against the new data from the additional centre [80], and intro-
duced some additional machine learning approaches to build the models [79]. In
this case the relevance of the proposed methodology is justifying the approaches
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used or any changes in approach in view of the availability of new data, and the
justification for applying different or alternative modelling approaches.
1.4 Contributions of this thesis
My research contributions and main goals of the thesis are:
• The role of argumentation in the task of recommending the appropriate statistical
model to be used given a research question and available data [68]. (Chapter 3)
This starts by formulating the problem in a format that is amenable to the ap-
plication of argumentation. The steps involved include the instantiation of ar-
gumentation schemes to create arguments in favour of the use of a particular
model, the argument representation and structure of the different model options
as arguments, the testing of the assumptions for each of the models available to
the specific research objective, and refinement to a list of possible models to be
used for the analysis.
• The structure of the argumentation schemes and their associated critical ques-
tions. (Chapter 4) This proposes an argument scheme for statistical model se-
lection and articulates appropriate critical questions. The critical questions are
instantiated themselves as argumentation schemes and provide rebuttals or un-
dercuts for the arguments instantiated by the argumentation scheme.
• The structure and role of the Statistical Knowledge Base (SKB) in the model
selection and argumentation process.(Chapter 3 and 5).
This focuses on the structure and information required in the SKB in support
of the proposed argumentation process. This includes the documentation of the
relations between analysis objectives, models and assumptions as well as the
Chapter 1 Introduction 25
method used to validate each assumption. The SKB is then further extended in
support of the preferences.
• Incorporating preferences in the model selection process (Chapter 5)
There are cases where one or more models will be possible and suitable for a given
analysis objective and data. In such cases there are other factors such as prefer-
ences or circumstances that could be used to recommend the most appropriate
model(s). The preferences can incorporate the clinicians’ choice for model, the
purpose of the analysis (importance of accuracy in predictions) and the contex-
tual factors that make one model more suitable than another one under certain
conditions. In this chapter I propose a modification and extension of the method-
ology that is able to leverage these additional considerations. Part of this work
has been published in [69].
• Formalising the original contributions of the thesis (Chapter 6) The original con-
tributions made in this thesis are formalised using Z notation. The formalisation
in Z notation provides a set of elements and schemas that facilitated the imple-
mentation of a prototype.
• Evaluating the original contributions of the thesis (Chapter 7)
The original contributions proposed in this thesis are evaluated through their
application to case studies. These are taken from analysis introduced in Section
1.3. The evaluation process ensures that the same logic as was applied during
the analysis work is reflected within the proposed methodology.
This work is a contribution to automated decision making in artificial intelligence, to
computational argumentation and to medical decision making in health informatics.
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1.5 Structure of the thesis
This thesis is structured into nine chapters as follows:
Chapter 1 defines the research question, as well as providing an overview of the
requirements and motivating case studies.
Chapter 2 presents the literature review of the existing research in areas relevant
the main contributions in this thesis.
Chapter 3 provides an overview of the process of statistical model selection, intro-
duces a running example to articulate the elements proposed within this thesis.
The approach makes use of argumentation schemes and a knowledge base. This
chapter further introduces the structure required of the knowledge base which is
the initial original contribution made in this thesis.
Chapter 4 presents the proposed argumentation schemes in support of the model
recommendation process as well as their critical questions.
Chapter 5 introduces preferences, defines preferences relevant to the process of sta-
tistical model selection and extends the knowledge base to support their use in
the process.
Chapter 6 formalises the argument schemes, critical questions and extended statis-
tical knowledge base in Z notation.
Chapter 7 discusses the overall process of evaluation, initially evaluates the origi-
nal contributions of this thesis through the case studies, describes a prototype
implementation and articulates the future evaluation plan.
Chapter 8 provides conclusions on the original contributions proposed in this thesis
and articulates future research directions.
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Appendix A Z notation
Appendix B Statistical Knowledge Base contents
1.6 Publications
Some aspects of the work described in this thesis has been published in the following:
• The argument scheme and knowledge base structure was initially presented at the
Fifth International Conference on Computational Models of Argument - COMMA
2014 and was published in the proceedings in [68]. The contents of the paper
overlap with some of the material presented in chapters 3 and 4.
• The extension of the knowledge base and the implementation of context domains
in conjunction with extended argumentation frameworks was presented at the
Sixth International Conference on Computational Models of Argument - COMMA
2016 and was published in the proceedings in [69]. The contents of the paper
overlap with some of the material presented in chapter 5.
• My collaborations with clinicians have also resulted in the following publications:
– The publications related to the analysis work on SENT data were: Sentinel
European Node Trial (SENT): 3-year results of sentinel node biopsy in oral
cancer by Schilling et al. published in the European Journal of Cancer [70]
and Sentinel Node in Oral Cancer: The Nuclear Medicine Aspects. A Survey
from the Sentinel European Node Trial by Tartaglione et al. published in
Clinical Nuclear Medicine [77].
– The analysis work related to the Complications data Is benchmarking pos-
sible in audit of early outcomes after operations for head and neck cancer?
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was published by Tighe et al. in the British Journal of Oral and Maxillo-
facial Surgery [78]. Additional publications related to the Complications
data: Development of a benchmarking tool for audit of early outcomes after
surgery for Head and Neck Squamous Cell Carcinoma by Tighe et al. in
the British Journal of Oral and Maxillofacial Surgery [79] and Developing a
risk stratification tool for audit of outcome after surgery for head and neck
squamous cell carcinoma by Tighe et al. in Head & Neck [80].
– The analysis work related to the Implant data Prophylactic use of pentoxi-
fylline and tocopherol in irradiated head and neck oncology patients requiring
dental extractions [62] and Use of pentoxifylline and tocopherol in the man-
agement of osteoradionecrosis [63] were both published by Patel et al. in
the British Journal of Oral and Maxillofacial Surgery.
Chapter 2
Literature Review
In this chapter I present a literature review of the areas of research that are relevant to
the issues addressed in this thesis. Section 2.1 is a review of the research in the area of
expert systems for statistical analysis. Section 2.2 begins a short overview of the areas
of argumentation that I will cover. Section 2.3 focuses on the internal structure and
generation of an argument. Section 2.4 focuses on the process of reasoning with sets
of arguments. Section 2.5 summarises the argumentation aspects covered in previous
sections. Section 2.6 reviews applications of argumentation in clinical decision support,
including the integration of knowledge bases. Section 2.7 introduces preferences and
Section 2.8 provides an overall summary of the literature review.
2.1 Statistical Expert Systems
An overview and introduction on the application of expert systems to the process
of data analysis is provided by Hand [43]. In his paper Hand firstly provides a few
definitions of an expert systems:
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“An ”Expert System” is regarded as the embodiment within a computer
of a knowledge based component, from an expert skill, in such a form that
the system can offer intelligent advice or take an intelligent decision about
a processing function. A desirable additional characteristic, which many
would consider fundamental, is the capability of the system, on demand,
to justify its own line of reasoning in a manner directly intelligible to the
enquirer. The style adopted to attain these characteristics is rule-based
programming”
- British Computer Society’s Committee of the Specialist Group on Expert Systems,
Feb, 1983
In his paper Hand examines the scope of an expert system for statistical analysis
and suggests two modes such a system could employ. The system can be purely a
recommendation engine, or it can recommend and perform the recommended analysis.
Hand refers to the latter as the oracle mode. He argues that the oracle approach has
two major drawbacks: firstly effective statistical work involves interaction between the
statistical theory and the domain knowledge, and secondly a statistician would not use
this as it leaves no opportunity to understand the recommendation made by the system
and therefore does not offer the opportunity to compare the reasoning process to their
own.
Another aspect that is relevant to the requirements of an expert system in support
of data analysis is the end user. The end user of a statistical expert system can be
a novice or an expert and this will affect the desirable properties of such a system.
Hand delves into the details of how a statistical consultant goes about selecting the
appropriate model. Studies have shown that there are marked similarities in the way
statisticians decide which method to use and how clinicians diagnose a patient.
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There are examples of systems designed to help automate statistical analysis, through
the use of expert systems. This area has not had any major developments in the
past years and the two most recent papers that cover this topic are [28] and [2]. The
former describes the range of tasks that such a system needed to cover, whilst the
latter describes an implementation of such a system. The emphasis of this thesis is
on investigating methods to automate this analysis when the end user is the clinician
however there are some features covered in [28] that are relevant to this thesis. These
include the need for any such system to be able to explain itself, cater for user error,
recommend the most powerful technique, adapt for data quality issues, incorporate new
techniques and self document.
The market for statistical analysis tools includes specialist tools for the clinician and the
statistician. However these offer little guidance on the overall model selection process.
Some will recommend the best analysis based on the distributional assumptions of the
data in isolation, whilst others will flag a break in the assumptions within the results
outputs if it occurs. A survey of over 30 years of research on Intelligent Discovery
Assistants (IDA) is provided by Serban et al. [71]. The article considers all the data
analysis systems available and points out that they lack any kind of guidance as to which
techniques can and should be used. Although the scope of the systems considered
in their article is primarily data mining ones there are still some relevant insights
applicable to statistical model selection, as statistical model selection can be seen as
one of the tasks performed by an IDA. The authors state that the problem of model
recommendation is challenging to formulate through precise guidelines. The review
paper [71] aims to identify the different types of support an IDA should offer and the
type of background knowledge that IDA needs to rely on. It then leverages these to
assess how existing offerings address these and makes recommendations for a desirable
set of requirements for future IDAs.
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The processes that Serban et al. [71] suggest are relevant to IDA are the support for
choosing the adequate algorithm and parameters at each step of the analysis process,
as well as offering a template for the overall process. The provision of a graphical user
interface, templates for common workflow and explanations regarding any decision or
recommendations in order to provide rationale for the recommendation and support in
the interpretation of the results. The ability for the system to cater for the user’s prior
experience by offering different levels of support is also suggested as being desirable.
Equally important to an IDA is access to the prior knowledge on the possible techniques
to be applied. In [71] the authors argue that an important aspect of an IDA is the
choice of the scope of the knowledge stored and how it is represented. This knowledge
should include a registry of operators (statistical models would be classed as operators
if the author’s definition from [71] is applied), meta data (data about the data) on the
input data for the analysis and properties of the operators. The authors separate the
properties of the operators into external and internal ones. The external properties
include the inputs, outputs, preconditions and effects (IOPE). The internal properties
are related to the model type and parameters. It is the information held in IOPE that is
crucial in ascertaining if and when an operator (model) is applicable, for example some
models are only applicable to a target variable of type ’time to event’. The authors
suggest this knowledge could be stored in hardcoded form, in an ontology or suggest
the use of semantic web rule language. Expert rules about the process and case based
reasoning (what analysis was done in past similar scenarios) should all be part of the
prior knowledge of such a system.
The ideal properties of an IDA suggested by Serban et al. [71] should include: knowl-
edge about all the available data analysis operators, automated extraction of all of
the required information from the input data in order to advise which techniques are
relevant, be able to rank all the possibilities based on user preferences (if there is more
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than one option for the specific analysis) and learning from the past. The first property
was identified as a limiting factor in many of the IDAs assessed as many supported a
very narrow range of techniques and were not extensible.
The ideal specification for an IDA according to [71] would be: extensible, self main-
tained, would include workflow execution (recommend and execute), leverage an on-
tology in order to store prior knowledge in a common vocabulary to avoid ambiguity,
transparent knowledge that can be queried and self learning. All of these are desirable
properties and guidelines that have been considered in the design of the approach to
automated statistical model selection in this thesis.
A more recent paper shows some renewed interest in the automation of statistical anal-
ysis, the authors present initial work on a project they term ”Automatic Statistician”
[51]. The approach and type of analysis tackled is different from the one this thesis is
focusing on. Lloyd et al. [51] focus on time series data and on analysis that is totally
independent of any end user interaction, as the approach taken is to explore all the
possible model options before selecting the model that best explains the data. The
approach proposed in this thesis assumes that transparency and interaction with the
end user will provide confidence in the model recommendations made.
A more general approach to model selection is developed by Stratton in [75] where
the objective of Stratton’s thesis is to explore modelling process automation in both
equation based modelling (EBM) and agent based modelling (ABM) and propose a
framework for automated ABM model specification. The approach proposed is also
evaluated on empirical data. The notion of a model in [75] is one that does not have
an obvious specification. In comparison the models referred to in this thesis are models
with a statistical theoretical origin.
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2.2 Argumentation
In the previous section I focused on the existing approaches to the support the au-
tomation of the recommendation of a model for a specific analysis. There are many
requirements that have been suggested for such as system, and parallels have been made
to the process of patient diagnosis. An additional area of research that underpins the
method proposed in this thesis is argumentation as it has been proven to help in situ-
ations where there is conflicting or incomplete information, leverage a knowledge base,
provide justifications for any recommendation and has been successfully implemented
as part of decision support systems, specifically clinical decision support systems.
In this section I will provide an overview of argumentation in the context of artificial
intelligence, and more specifically relate it to the research question this thesis aims
to address. Applications of argumentation within the context of clinical decision sup-
port will also be described whilst drawing parallels to the context of statistical model
selection requirements.
The field of argumentation has its roots in ancient Greek philosophy and is now of
growing interest within computer science and artificial intelligence. In philosophy the
objective of argumentation was to understand what was required to identify fallacies or
errors in reasoning when trying to prove an argument. In artificial intelligence, argu-
mentation can help the decision process when there are conflicting claims, incomplete
or uncertain information.
In order to explain argumentation and the role it will takes in this thesis I will cover the
following areas: What is an argument and how is it structured ? How is an argument
generated? How can an argument be visually represented? What is an Argumentation
Framework? How do you reason with a set of arguments to decide which arguments
are acceptable?
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The initial motivation that brought argumentation to the attention of the AI commu-
nity was as a supporting approach to non monotonic reasoning. Argumentation can
be beneficial when needing to reason with incomplete and uncertain information [15].
Specifically the main difference between mathematical proof and arguments lies in the
definition of the argument as being defeasible. In other words even if an argument is
not defeated given the information available at the time, it still has the potential of
being defeated in future.
Argumentation plays a fundamental role in this thesis as it can provide structure to the
interaction between the clinician, the statistician, and the available data when deciding
which model to implement when analysing data.
A research question related scenario
In order to examine how the different aspects of argumentation are applicable to the
research objective of this thesis I am going to use an example that is based on a typical
interaction between clinician, statistician, and the data.
The situation is as follows: The clinician is looking to publish a paper on the suitability
of a new operative technique, and they have access to the relevant data. The success
of this new technique is measured by looking at the patient survival and comparing
survival times and curves between two groups. One group would include patients on
the new treatment and the second group would include patients on the conventional
treatment.
In some cases the clinician may suggest a statistical approach and the statistician would
ensure it is appropriate, and if this is not the case the statistician would suggest an
alternative. There will be situations where the clinician does not have an analysis
approach in mind. In both of these cases the choice of model would depend on a
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number of factors, some of which are intrinsic to the data and others that are external
to it. In some cases there will be more than one appropriate statistical model to use. It
is at this point that argumentation could play a key role in evaluating the reasons for
and those against each different model approach, suggest the strongest one and justify
this selection to the clinician.
I will refer back to this scenario throughout this chapter in order to illustrate how the
use of argumentation would apply to it
2.3 Definition of an Argument
There are a range of definitions as to what constitutes an argument and a minimalistic
definition is provided by Walton [84]. In this paper Walton explains that an argument
can be defined in its most basic format as a set of statements or propositions and is
made up of three parts: a conclusion, a set of premises and an inference from premise
to conclusion. Various synonyms are used to represent these concepts. For example
some additional terminology to express the definition of an argument is provided by
Besnard et al. [17]. The authors expand the terminology to include the concept of
support (equivalent to the premise) and a claim (equivalent to the conclusion or the
consequent).
When relating these concepts back to the scenario introduced in Section 2.2 an argu-
ment in support of performing survival analysis could be constructed from the following
elements:
1. Conclusion: Perform survival analysis.
2. Premises: The data contains survival times.
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Figure 2.1: From Whately’s Elements of Logic 1852
3. Inference from premise to conclusion: The way to analyse survival times is to
perform survival analysis.
2.3.1 Argument Diagrams
The idea behind the use of diagrams as a method for argument analysis, the authors
explain in [67], was first pursued by Whately in 1936. Figure 2.1 shows Whately’s
graph taken from [88]. His method firstly figures out the conclusion of the argument,
then traces the assertions that were made in support of the conclusion. This results in
a chain of arguments, represented by a diagram.
Argument diagrams are an important tool used to assist with the task of analysing and
evaluating arguments by visualising the internal structure of the argument. These assist
in understanding which statements are being used as premises to other statements or
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Perform Survival 
Analysis
The survival time 
is available
This was done 
last time
The data is 
suitable and 
complete
There is enough 
data
Figure 2.2: This is an example of an Argumentation Diagram
claims. Reed et al. [67] present a thorough overview of different argument diagramming
methods. The authors define the argument diagrams as being made up of two main
components: A set of circled numbers arranged as points; A set of lines or arrows
joining these points. Each line or arrow represents an inference.
Figure 2.2 depicts an argument diagram that could arise from the scenario introduced
in Section 2.2. In Figure 2.2 there is one convergent and a set of linked arguments.
Linked arguments work together in support of a conclusion whilst in the case of conver-
gent arguments each argument represents a separate reason to support the conclusion.
Example 2.2 shows one diagram style, but others are possible. Following Whateley’s
diagram there were no major developments in the area till the 1950s and Toulmin’s
model.
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2.3.2 The Toulmin Model
Toulmin [83] identified the importance of the layout of an argument in identifying its
key components. Toulmin laid the groundwork for argument structure in his collection
of essays on argumentation [83]. The Toulmin model of arguments includes these
components:
• Claim: the conclusion of the argument.
• Qualifier: the strength of the argument for the claim.
• Data: the premise.
• Warrant: the inferential leap from fact to qualified claim.
• Rebuttal: circumstances that are exceptions to the warrant i.e. conditions that
may defeat the conclusion.
• Backing: justification for the warrant so it is the assurance to support inferential
passage.
• Qualified Claims: conclusion to be drawn if the warrant holds and the rebuttal
does not hold.
The layout of Toulmin’s argument components is illustrated in Figure 2.3, where the
relationship between the concepts introduced above can be visualised.
Toulmin’s model provides important concepts and offers expressivity in the layout and
justification of arguments. It does however present some limitations. In [17] Besnard
and Hunter point out that the Toulmin model is static and text based so it requires some
interpretation. Its use of natural language can lead to ambiguity as different listeners
may perceive different messages from the same text and as such this makes this model







Figure 2.3: This is an example of Toulmin’s Argumentation Layout
difficult to automate. In order to facilitate the automation a layer of ontologies or
hierarchical description of concepts relevant to the domain would be required.
2.3.3 Argumentation Schemes
So far the literature review has focused on the internal structure of an argument. The
internal structure of an argument may be complex and contain multiple statements in
support of claims and other statements. As argument diagrams help in understanding
the internal structure and dependencies of arguments, a method is needed to identify
the argument type, and ultimately help in validating the claim of the argument. Ar-
gumentation Schemes [85] help in classifying different types of arguments in order to
deal with each type in an appropriate manner. Argumentation schemes are forms of
abstract argument that represent structures of common types of arguments, some of
which are specific to the legal and scientific domain.
One of the key features of argument schemes is the list of associated critical questions
(CQ). The claim that a scheme supports is presumptive and the claim is withdrawn
unless the critical questions posed have been answered successfully. Below is an example
of a scheme and associated critical questions.
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A pertinent example of an argumentation scheme is the scheme for presumptive rea-
soning [11]. In this type of argument scheme given an argument we have a presumptive
reason to perform an action. The presumption can be challenged or withdrawn. The
following scheme is from Walton’s book [85].
• Necessary condition (W1)
G is a goal for agent.
Doing action A is necessary for agent a to carry out goal G.
Therefore agent a ought to do action A.
• Sufficient condition scheme (W2)
G is a goal for agent.
Doing action A is sufficient for agent a to carry out goal G.
Therefore agent a ought to do action A.
The associated critical questions:
• CQ1: Are there alternative ways of realising goal G?
• CQ2: Is it possible to do action A?
• CQ3: Does agent a have goals other then G that should be taken into account?
• CQ4: Are there other consequences of doing action A which should be taken into
account?
The instantiation of the appropriate argumentation scheme, in conjunction with its as-
sociated critical questions is a method of generating a set of arguments. The inference
mechanism characterised by the argumentation scheme will ensure that only arguments
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that have not been undercut, or rebutted through the critical questions will be gen-
erated. Later in this review I will describe applications of argumentation schemes as
part of decision support systems.
The process required when considering the possible model approaches within statistical
model selection does not vary from situation to situation. The inference steps in the
process to be taken are the same with each different research question and data. The
differences lie in the models to be considered and their respective critical assumptions.
The template for this inference process lends itself well to being formalised as an argu-
mentation scheme. This is the approach that I adopted in this thesis for the purpose
of generating arguments in support of the use of each model, and the argumentation
scheme’s critical questions will be used to rebut any of these arguments if the conditions
are not met.
2.4 Reasoning with Arguments
The previous sections covered the definition, internal structure and generation of an
argument, the next step is to define how arguments interact. Once arguments are
constructed and validated conflicts between arguments need to be reasoned with, eval-
uating in light of any existing conflicts, which arguments are acceptable and finally
defining the justified conclusions based on this process. In order for a claim to be
accepted we need to evaluate the argument that supports it as well as any other argu-
ments that attack the original argument of interest. In order to delve into this domain
there are a few definitions necessary:
• Rebutting argument: A rebutting argument is an argument with a claim that is
the negation of a conclusion (claim) of another argument.
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• Undercutting argument: An undercutting argument is an argument with a claim
that contradicts some of the premises of another argument.
• Defeated argument: Both rebuttals and undercuts are types of defeaters.
• Argumentation is the process by which arguments and counter-arguments are
evaluated.
• Argument relations: An argument can either be supported by another argument,
or it can be attacked either by another argument or by raising critical questions
about it.
• Argument semantics: Represents the arguments that are acceptable.
Lets look at ways to relate the terminology introduced above in the context of the
scenario described in section 2.2.
• Clinician’s Argument (CA): In order to determine differences in survival curves
Kaplan Meier Survival Analysis is to be preformed.
• A potential undercut: The data is so heavily censored that the results would be
biased so a χ2 analysis on 3 year survival should be performed. The premise of
CA is contradicted.
• A potential rebuttal: In order determine the differences in survival curves run
proportional hazards model. The claim of CA is contradicted.
A claim can be accepted if there is an argument that supports it, and the latter argu-
ment is not itself attacked by a counter argument that is not itself successfully attacked
by another argument in the set. In other words a claim is accepted if its supporting
arguments survive the conflict with all the other arguments in the set considered.
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2.4.1 Abstract Argumentation
One of the major steps in bringing argumentation and computer science closer is the
work done by P.M. Dung [31]. The main objectives of this paper were to explore ways
to implement the mechanisms of argumentation in computers. The paper introduces
the concept of acceptability of arguments and investigates how this theory can be used
to explore the logical structure of many practical problems. Dung’s focus is on abstract
argumentation and as such the focus is on the relationship between arguments, not on
the content of the arguments themselves. Arguments are represented as symbols.
Abstract argumentation’s aim is to assign a status to each argument. Each argument
can either be accepted or defeated (or refuted). The evaluation of whether an argument
is acceptable or not is with respect to the given argumentation framework (or relevant
collection of arguments).
One of the central concepts that Dung defines in his paper is that of an argument
framework : An Argument Framework as a pair made up of a set Arg of arguments
and R is a a binary relation on Arg. R ⊆ Arg ×Arg.
AF = 〈Arg,R〉
In effect an argumentation framework is a directed graph in which the arguments are
represented as nodes and the attack relation is represented by the arrows. Given such a
graph, one can then examine the question on which set(s) of arguments can be accepted.
Figure 2.4 shows how three arguments attack each other. In this case we have three
arguments A, B and C. B attacks A, but B is also attacked by C. In order to ascertain
which arguments survive the conflict one will assign a status to each one as a starting
point and then decide if this results in a set of accepted arguments. A formal method
to define the outcome of such a process is called argumentation semantics. There
are two formal approaches developed to defining argumentation semantics: labels and
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A A A
A B C
Figure 2.4: An example of an arguments and their relations
extensions. Detailed overviews of the different approaches with examples are in [20],
[21] and Caminada also provides an introduction to argumentation semantics in [19].
Label based
In this method each argument within the set of interest is given a label. In [14] Baroni
et al. describe the various methods used for labelling. One of their suggested sets of
labels is in, out and undecided. If an argument does not receive any attacks then it
can be labelled as in
• an argument is labelled as in if and only if all its defeaters are labelled out.
• an argument is labelled out if and only if it has at least one defeater that is
labelled in.
Extension based
The idea behind the extension based approach is to find sub-sets of arguments within
the set of arguments which can survive the conflict together. In order to do so a few
concepts need to be introduced. These were all introduced by Dung in [31].
1. A set S of Arguments is said to be conflict-free if there are no arguments A and
B in S such that A attacks B.
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2. An argument A ∈ Arg is acceptable with respect to a set S of arguments if and
only if for each argument B ∈ Arg: if BRA then B is attacked by S.
3. A conflict free set of arguments S is admissible if and only if each argument in S
is acceptable with respect to S.
4. A conflict free extension S of an argumentation framework AF is complete if and
only if X ∈ S if and only if S is acceptable with respect to X.
5. A grounded extension of an argumentation framework AF is a minimal complete
set of AF .
6. A preferred extension of an argumentation framework AF is a maximal admissible
set of AF .
7. Every argumentation framework possesses at least one preferred extension.
8. A conflict-free set of arguments S, is called a stable extension if and only if S
attacks each argument which does not belong to S.
9. Every stable extension is a preferred extension, but not vice versa.
Dung’s argumentation semantics include complete, stable, preferred and grounded se-
mantics.
The argumentation frameworks relevant to statistical model selection will contain argu-
ments in support of the use of different models. Each set of arguments supporting the
same model will form a conflict free set. This is not informative enough, however once
sets of preference arguments are incorporated and the argument framework is extended
to an extended argumentation framework (EAF)[58], then the acceptable arguments
according to the preferred extension semantics with respect to the EAF support the
aim of the thesis. As the empty set will always be admissible yet not informative to
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a b c d e
Figure 2.5: This is an example of an Argumentation Framework
the aim of statistical model selection, admissible extension semantics are not suited to
this purpose. The proposed use of preferred extension semantics will ensure that the
preferred extensions of the EAF accept as many of the arguments as they can defend,
thereby including the empty set only when it is the only preferred extension. There-
fore in the context of statistical model selection preferred extension semantics of the
argumentation framework would be sufficient to support the aim of providing a set of
suitable models.
An example
Figure 2.5 contains an example of an argumentation framework and the definitions of
Dung’s Abstract Framework. Given the arguments and their attack relations in Figure
2.5 then the objective is to ascertain which sets of arguments are able to survive the
conflict and whether there exists only one extension or are there several solutions (sets
of arguments) possible.
The conflict-free (cf) sets in Figure 2.5 are:
cf(F ) = {{a, c} , {a, d} , {b, d} , {a} , {b} , {c} , {d} ,∅}
The Admissible Sets (adm) in 2.5 are:
adm(F ) = {{a, c} , {a, d} , {c} , {d} ,∅}
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{b, d} , {a} , {b} are not admissible.
The Grounded Extension (ground) is:
ground(F ) = {{a}}
The Preferred Extensions (pref) are:
pref(F ) = {{a, c} , {a, d}}
The single stable extension (stable) is:
stable(F ) = {a, d}
From the example:
• each AF has a unique grounded extension.
• each (finite) AF has at least one preferred extension.
• existence of stable extensions is not guaranteed.
2.4.2 The Argumentation Process
The concepts introduced so far can now be related to the process of argumentation.
The process of argumentation includes the instantiation of arguments and their attack
relations followed by the computation of extensions. The use of argument schemes is a
method for instantiating arguments in an argumentation framework prior to computing
the extensions. The knowledge required in support of the argumentation schemes (when
such knowledge is required) can be held within a knowledge base. Caminada et al.
provide a graphical representation of this process [21] that can be seen in Figure 2.6.
In the first step in Figure 2.6 a knowledge base would be used to generate a set of
arguments and determine their relation (attack). This would create the argumentation
framework and the next step would be to determine which arguments can be accepted.
Finally, based on a pre-defined criteria, the set of accepted conclusions can be identified.









Step 1: construction of 
arguments and 
attacks
Step 2: identifying 
sets of accepted 
arguments
Step 3: identifying 
sets of accepted 
conclusions
Figure 2.6: This is an example of an Argumentation Process
Additional approaches to the argumentation process are proposed by Atkinson et al
[10] where the authors look at combining abstract argumentation and argumentation
schemes by leveraging the desirable features of each method. In their paper [21] the
authors also address the end to end process of argumentation for inference. They focus
on potential issues emerging when instantiated arguments and abstract argumentation
interact.
2.4.3 ASPIC
The Argumentation Services Platform with Integrated Components (ASPIC) [60] project
was a joint effort aimed at achieving a consensus for theoretical models of argumen-
tation and provides practical argumentation services based on this agreed format. An
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additional highly desirable output of the ASPIC project was the argumentation inter-
change format (AIF). The software components developed as part of the ASPIC project
implements capabilities in: inference, decision making, dialogue and learning. One of
the key objectives of this project was to produce a robust and portable product.
Inference within ASPIC consists of four steps according to [37]:
1. ”Argument construction - tree structured arguments can be constructed from a
knowledge base K of facts and a set S of strict rules of the form α1, ...αn → β .
and a set R of defeasible rules of the form α1, ...αn ⇒ β .
2. Argument valuation - assigns weights to arguments using validation schemes that
depend on the application domain.
3. Argument interaction - is based on the binary conflict relation of attack and
defeat between constructed arguments.
4. Argument status evaluation determines winning or justified arguments based on
the graph of interacting arguments and using Dung’s calculus of opposition [31].”
The argument source is in the form of a knowledge base of facts and rules, each having
a numeric degree of belief in the range of (0,1]. A strict rule has a degree of belief
of 1. A degree of belief of less than one indicates a defeasible rule. Each argument
has a claim and a numeric support (0,1] that the argumentation engine uses to resolve
mutual attacks between arguments. Attack and defeat relations need to be defined
between arguments in order to define acceptability. Within ASPIC there are three
types of attack relations: A rebut is a premise attack, An undercut is an attack on
rule application and Restrictive rebutting ensures that an argument whose top rule is
defeasible cannot rebut and argument whose top rule is strict.
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The ASPIC project aimed to support an extended range of decision criteria, and deci-
sion candidates can be specified using elements of the underlying logical language. The
inference components construct acceptable arguments for and against decision options,
and the decision-making component processes these arguments.
”In argumentation theory the intention is to determine if a particular propo-
sition follows from certain assumptions even if some of these assumptions
are disproved by the other assumptions. Furthermore, arguments can have
relative strengths, which provide a very human-like approach to reasoning”
[41]
The ASPIC framework aims to confirm that one can give a general structured account
of argumentation that is intermediate in its level of abstraction, providing guidance on
the structure of arguments, the nature of attacks, and the use of preferences while at
the same time accommodating a broad range of instantiating logics and allowing for
the study of conditions under which the various desirable properties are satisfied by
these instantiations. ASPIC+ [60] is a more generalised version of ASPIC [65] that
can accommodate a broader range of instantiations including flat Assumption Based
Argumentation (ABA) [32] and Argument Schemes [85]. As our proposed approach
makes use of argumentation schemes then the ability to accommodate for them is of
relevance. ASPIC has been used as basis for several implementations of argumentation
within clinical decision support and I will cover a few examples of these.
2.5 Argumentation summary
In Sections 2.2 and 2.3 I summarised the relevant research relating to the structure of
an argument and showed examples of its internal structure and how it can be graphed.
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I also covered the argumentation scheme as an inference mechanism to generate ar-
guments. The process of statistical model selection would require a mechanism to
generate the arguments in favour of the use of a model (or against its use) and this
would lend itself well to being formalised as an argumentation scheme. There will then
be a need to reason with all the arguments generated as an argumentation framework.
In Section 2.4 I focus on the process of reasoning with a set of arguments. In Section
2.6 the implementations of argumentation for decision support will illustrate how these
concepts are applied.
2.6 Argumentation in Clinical Decision Support
The aim of this section is to investigate the different implementations of argumentation
in the field of clinical decision support that bear relevance to my research question.
The role of argumentation within this thesis resides in the decision making process
that creates the recommended analysis plan based on the clinician’s analysis objective,
expert knowledge and the available data.
In section 2.2 I reviewed the use of arguments and argumentation as a method of
formalising the process of reasoning under uncertainty in conjunction with the ability
to weigh the pro’s and con’s of a pending decision. As a result of this argumentation
is a prominent method to support decision making in clinical situations. There are
a number of implementations where argumentation has been used as part of clinical
decision support and these cover a wide range of clinical decisions.
An overview of the benefits of argumentation for clinical decision support is provided
by Fox at al. [36] where they emphasise the need for a decision support system to
leverage qualitative as well as quantitative inputs. Further in their paper Glasspool et
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al. [37] introduce their work in developing argumentation based services for biomedi-
cal applications. The authors explain that often clinicians revert to making decisions
based on qualitative reasoning, as it is often difficult to acquire the numbers required
to model decisions, argumentation, as a way of formalising human cognition can bring
benefit to this situation. The authors initially explain and review existing applications,
focusing on their limitations to explain the reasoning behind the authors’ new pro-
posed formal foundation for argumentation systems. The authors also document the
lessons learnt from these implementations and explain that the safety implications in
the clinical field make the development of a formal foundation a very important step.
The authors’ development has been based on a formal logic of argument, (LA)[48].
Contrary to standard logic in LA different arguments can simultaneously support or
oppose propositions, this scenario is common in the medical domain where knowledge
can be inconsistent.
The authors describe LA as including: the claim being made, the internally consistent
grounds of the argument, a representation of confidence.
The authors describe a selection argumentation based decision support systems that
were based on the PROforma [38] specification language. The PROforma argumenta-
tion based decision model supports natural form of explanations for and against the
possible decisions. The authors describe three applications of the LA model, the de-
tails regarding the two implementations that bear relevance to this thesis are elaborated
below.
• RAG (Risk Assessment in Genetics) is an implementation of argumentation for
clinical decision support, this was specifically designed to help GPs with initial
counselling for patients with concerns regarding specific genetic conditions. This
system described in [23] offers an interface for the collection and analysis of a
patient’s risk based on their characteristics and their family history. The system
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determines a patient’s resulting risk by adding the pros and the cons, these are a
collection of arguments pertinent to each genetic condition that are stored in the
engine of the system. Overall RAG was seen to improve clinical decisions and
offer clear explanations in support of recommendations, with out any accuracy
loss.
• REACT (Risk, Event, Actions and their Consequences over Time) is another
example of the use of argumentation as part of a medical care planning support
system. REACT is described in [39]. Decisions are rarely made in isolation
and each decision or treatment will have implications on the future treatment
plan and prognosis. REACT enables the patient and the clinician to map out
the treatment plan and simulate the implications of different interventions. All
the information is processed through REACT as logical arguments that include
verbal arguments for and against and that allow for qualitative and quantitative
inputs. The arguments are compiled using a range of methods including Bayes
and domain knowledge. This system was trialled at Guy’s Hospital in genetic
cancer counselling. One of the advantages of the approach taken in this system
is that it helped structure the consultation with the patient and the visualisation
was also seen as especially beneficial in that situation. However it was noted that
some patients may not benefit from the graphical representation, so its use as a
patient facing tool would need to be considered on a patient by patient basis. It
was also noted that the clinicians would need to acquire new skills to work with
a system of this type.
These applications demonstrate according to [37] that only part of the behaviour can be
captured, as the PROforma model is bound to a decision criteria based on aggregation.
It is not possible within this model to define argument interactions, in other words
arguments cannot attack other arguments. The authors develop the ASPIC model in
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order to address this and additional concerns raised with the PROforma based models.
2.6.1 EIRA
EIRA (Explaining, Inferencing, and Reasoning about Anomalies) is an example of an
ASPIC based clinical decision support system and is described in [41]. Its subsequent
enhancements are covered in [42]. The problem that EIRA focuses on is the ability
to detect a patients’ anomalous reaction to a medication within the Intensive Care
Unit (ICU). The system’s objective is to detect an anomalous reaction and to describe
to the clinician the reasons why the observed patient reaction has been flagged as
anomalous. The authors use medical knowledge as a basis for reasoning templates that
form the basis for the argument generation. A scheme is expressed in terms of concepts
derived from medical ontology. At run-time the scheme instantiates an argument by
using domain information in combination with the patient’s specific data. After the
generation of the arguments and their interactions a graph is created illustrating which
arguments are attacked or defended. This forms the basis for inferring whether the
patient’s response to a specific medication was anomalous.
In order to represent the exchange of arguments in the ICU domain, the authors held
sessions with clinicians and captured the possible explanations as to why a particular
reaction to a medication had occurred, and whether given all that was known about
the patient and the medications this was an anomalous reaction. The authors then
formalised the main arguments raised using the ASPIC engine. These formed the basis
for the knowledge base.
In order to use ASPIC the authors completed the following steps:
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1. Defined a knowledge base: this knowledge base included a set of facts and rules.
Confidence in facts is expressed as support, the greater the numeric support the
more confidence in the validity of the rule.
2. Defined argument interactions in line with the attack relations defined in ASPIC
for rebutting, restricted rebutting and undercutting. Note that strict arguments
cannot be rebutted. Under restricted rebutting an argument whose top rule is
strict cannot be rebutted by an argument whose top rule is defeasible. If an
argument A undercuts B, then A claims that some rule in B is not applicable.
3. Evaluated argument status: This is done using Dung’s calculus of opposition [31].
In practice this system initially looks at patient data to identify what drug was adminis-
tered. Then it retrieves the anticipated effects from the domain ontology. The patient
data is then queried again to determine what occurred after the drug was adminis-
tered, the expected and the actual effect are compared in order to determine whether
an anomaly occurred.
Further to this initial implementation of the EIRA system Grando et al. describe in
a subsequent paper [42] some further refinements to the system. This was motivated
by the need to describe to the clinician the rationale behind the decision to classify
a specific patient reaction as anomalous. In [42] Grando et al. propose to construct
justifications using ontology based argumentation reasoning. This new version of the
system is re-named arguEIRA.
In arguEIRA Dung’s calculus of opposition [31] was used to identify and express ar-
gument interchanges made by clinicians. The obtained arguments and attack relations
were modelled in ASPIC. The use of schemes allows the methods used to construct the
argumentation framework to be separated from the form and content of arguments. The
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original anomaly detection was replaced with an argumentation based hypothesis gen-
erator module based on the schemes identified. The hypothesis generator informs a list
of possible hypotheses explaining a patient’s anomalous response, ordered by strength
of evidence. A natural language system was planned to be used for the justifications.
The authors share some sample cases in arguEIRA including the presentation of infor-
mation back to the clinician. These are available in both textual and graphical display.
The feedback the authors received on this enhanced version of the system from clin-
icians was positive, although some clinicians did comment that the feedback was too
wordy and that perhaps more graphical output would help.
The authors further discuss the importance of the separation between domain knowl-
edge and process knowledge. The authors claim that by replacing the domain ontologies
with ones from another application domain arguEIRA is re-usable. They plan to apply
arguEIRA to different domains as part of their future work.
There are some parallels in the research question that underlies EIRA and the problem
this thesis is addressing. The first one being the importance of feedback to the clinician,
this in order for the system to be used and trusted. Another similarity is in the need for
an ontology and a knowledge base in order to create the arguments and communicate
the recommendation back to the clinician.
2.6.2 CARREL+
A further example of a problem that has benefited from the use of argumentation is
the organ transplant system. There is a known shortage of viable organs therefore
the allocation process needs to be as efficient as possible. In their papers [81, 82]
Tolchinsky et al. describe how they extended an existing system CARREL to allow
more deliberation regarding an organ’s viability for transplant. CARREL is a decision
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support system and as such its aim is to inform and facilitate any decision, ultimately
the decision will be made by a clinician. Within CARREL the decision whether an
organ could be offered was based solely on the assessment of experts at the donor site.
In the enhanced CARREL+ system this becomes a joint deliberation between donor
and recipient agents through an argument based dialogue. The aim of this improvement
was to increase availability by letting the recipient site successfully argue that the organ
is actually viable.
CARREL+ focused on two main factors within the organ allocation process: Differing
opinions on organ viability across different doctors and differences in receiver char-
acteristics and circumstances. These were not part of the original CARREL system.
The main extension of CARREL+ was the introduction of a Mediator Agent (MA)
for managing the deliberation over the viability of an organ between the Donor Agent
(DA) and the Recipient Agent (RA).
The authors used the ProClaim argument based model to implement the MA. The three
main tasks for the MA were: to inform the proponent agents of the dialectical possible
moves at each stage of the deliberation; to ensure submitted arguments are relevant,
for example don’t breach any guidelines; and to evaluate the submitted arguments to
identify the winning ones and determine whether the proposed decision is valid. In
order to achieve this the MA accessed four knowledge sources:
1. Argument scheme repository - this includes the argumentation schemes and with
their associated critical questions. Agents construct arguments instantiating
schemes and critical questions that effectively encode the full argument space
which covers all possible lines of reasoning that the agent should pursue for a
given issue. So the role of the argument scheme repository is not only to encode
the full argumentation space but also to guide agents in exploring the full range
of possible dialectical moves at each stage of the dialogue.
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2. Guideline knowledge - This is to validate whether the arguments submitted com-
ply with the established knowledge. This encodes all the medical knowledge
relevant to assessing organ viability.
3. Case based reasoning engine - submitted arguments are assigned strengths based
on evidence gathered from past deliberations.
4. Argument source manager - knowledge related to the agents’ roles or reputation
that can affect the strength of their arguments. Some transplant centres may be
entitled to a greater deviation from the established criteria.
The MA submits arguments in favour of the offered organs viability using a viability
scheme (VS) then theDAi andRAj can submit further arguments. If these are accepted
by the MA, by validating against guidelines these will be arguments that attack or
reinstate the argument for the particular organ’s viability. The argument evaluation is
done when the MA has accepted that all the arguments are valid and organises them
into a graph of interacting or attacking arguments. The justified or winning arguments
were then determined using Dung’s seminal calculus of opposition [31].
Another interesting aspect of this system is the use of critical questions. These are not
only used to instantiate the schemes, but also to challenge the agents to explore rele-
vant areas. In the event of ”tie breakers” MA references guideline knowledge sources
to assign strengths to arguments, through a preference relation. CARREL+ was im-
plemented on a small set of examples and it was delivered on ASPIC.
As with EIRA there are some lessons learnt that are relevant to this thesis. The presence
of multiple agents bears some similarity to the situation within my research question
where the deliberation on what statistical model is recommended involves clinicians,
statisticians and data. Furthermore the approach used in CARREL+ ensures that the
agents are encouraged to explore all options. The parallel implication of the latter
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within statistical model selection is to ensure that additional analysis approaches are
explored if relevant.
CARREL+ is also an example of an ASPIC based implementation and in [42] Grando
et al. discuss the differences between these two systems. Whilst arguEIRA is an auto-
matic hypothesis generator, CARREL has been developed as an argumentation based
tool for supervising and validating deliberation carried out by clinicians. arguEIRA au-
tomatically and exhaustively explores the patient’s medical record and the repositories
of argument schemes in order to generate all possible hypotheses and justifications. On
the other hand CARREL expects the human to generate arguments for and against. A
mediator agent detects the deliberations by means of critical questions associated with
the exchanged argumentation schemes and then evaluates the arguments submitted by
the users to conclude whether a proposed decision is valid. Furthermore CARREL does
not feed back to the user in natural language.
2.6.3 DRAMA
The DRAMA agent (Deliberative Reasoning with Arguments about Actions) is the
system that is proposed by Atkinson et al. [12, 13] to decide the best course of action
for a specific patient. The approach that the authors use includes the following steps:
1. An argument scheme is used as a presumptive justification for a course of action.
AS1: In the circumstances R
We should perform action A
Whose effects will result in state of affairs S
Which will realise goal G
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Which will promote some value V
2. This presumptive justifications must be subject to critique, and this is done
through the critical questions associated with the argumentation scheme.
Within this example the critical questions are:
• CQ1: Are there alternative ways of realising the same effects?
• CQ2: Are there alternative ways of realising the same goal?
• CQ3: Are the assumptions on which the argument is based true?
• CQ4: Does preforming the actions have a side effect that demotes
some other value?
• CQ5: Will the action have the effects described?
The different knowledge bases used within DRAMA were implemented using sim-
ple Prolog rules. The critical questions can lead to some justifications being de-
feated or further actions to be considered. So for each critical question whose
preconditions are satisfied, one or more arguments attacking the original justifi-
cations can be produced. These arguments may in turn be subject to the same
process of critical questioning to generate counter-arguments.
3. All the arguments and counter-arguments and their attack relation are organised
in an argumentation framework and Dung’s calculus of opposition [31] is used to
determine their acceptability.
In the specific scenario covered in [13] there were also value considerations that needed
to be taken into account. The authors used an extension of Dung’s framework - value
based argumentation framework [16]. The implemented example also made use of
six separate knowledge bases to accomplish its objective and recommend the medical
treatment for the patient.
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In DRAMA, similarly to the research question of this thesis, it is conceivable that more
than one analysis method will be suitable, one option may be to suggest all suitable
analysis. Alternatively, as was done in DRAMA, it may be an option to explore the use
of value based argumentation frameworks to somehow encode the benefit of each model
choice relative to each other. Another option may be to apply preferences. These will
be discussed in Chapter 6 of this thesis.
2.6.4 Decision Support using Argumentation Schemes
An additional implementation of decision support using argumentation, specifically
argumentation schemes and critical questions is described by Lindgren[50] where it
is applied in support of clinical diagnosis. The paper focuses on the modelling of
knowledge in clinical guidelines as schemes in an argumentation framework with the
aim of integration into a decision support system. Preferences are also introduced
in order to enrich the diagnostic process. The system provides the physician with an
overview of the evidence in a patient case interpreted within different guideline contexts,
represented as a set of argument schemes.
Lindgren [50] applies the use of argumentation schemes to the support of diagnostic
reasoning for clinical diagnosis in the dementia domains, and in her paper she dis-
cusses the value of an argumentation based approach compared to a list of constraints
approach.
”Studies indicate that a flexible support through out the reasoning process
providing motives and guidance for the situation at hand, is more useful
that optimising a rulebase that only provides with suggestions of diagnostic
solutions in cases where it is possible to provide one, based on the literature
and available patient data ” [50]
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2.6.5 Reasoning with Clinical knowledge
Another challenge that emerges in the context of clinical decision support is the ability
to leverage all of the existing pertinent information. This can be found not only in
clinical guidelines but also in the numerous journal publications and clinical trials. In
their paper [40] Gorogiannis et al. develop a method of representing and reasoning
with biomedical knowledge. They propose the use of logical language to represent
arguments and counter arguments for the relative merits of differing treatments for a
specific condition. The method described supports the drawing of inferences from sets
of rules that are incomplete or inconsistent. For example when the patient is not a
complete match to the trial segment or different trials conclude inconsistently on what
treatment is best. The authors start by defining a simple language, then based on
this they develop the logic or ontological reasoning and finally define an argumentation
system.
In their follow up paper [45] Hunter et al. further expand this system. Whilst in their
previous paper the authors focused on one outcome measure for treatment comparison,
in this later paper they expand the system to include multiple outcome measures.
Their system (based on a logical language) uses a table of evidence as its input. The
argumentation process produces a superiority graph. Their proposed process takes
into account the structure of the individual argument and the dialectical structure
of sets of arguments. In their set up they focus on the pairwise comparison between
treatments, as even in cases where multi way comparisons are available these can always
be represented in pairs.
Arguments are extracted from the evidence pertinent to the specific condition. Their
framework uses Dung [31] to evaluate the arguments once they have all been generated
from the evidence. For example for two treatments t1, . . . , t2 the following claims could
be the case:
Chapter 2 Literature Review 64
• t1 > t2 evidence supports the claim that treatment 1 is superior to treatment 2
• t1 ∼ t2 evidence supports the claim that treatment 1 is equivalent to treatment 2
• t1 < t2 evidence supports the claim that treatment 1 is inferior to treatment 2
The authors further introduce the concept of preferences in the process to take into
account the relative benefits of the treatments begin considered. This is done though
the use of preference argument frameworks (PAF) as proposed by Amgoud et al. [4],
and defining preference relations over sets of benefits (from the different treatment
options).
The relevance on the latter two papers to this thesis is in the translation of the statistical
knowledge on model selection into argumentation. Furthermore the use of preferences
to represent the relative benefit of different model options may be of value to the
research question, and will be discussed in Chapter 6 of this thesis.
2.6.6 Argumentation for Decision Support - Summary
The common themes in the methods described in Section 2.6 are those of benefits
to the end users (typically the clinician), with no compromise on accuracy. However
in collating the drawbacks that have been observed with these systems the majority
relate to the presentation of the information back to the user (clinician or patient)
either directly or facilitated by a consultation with a clinician, highlighting the need
for specialist training of the clinicians and that of tailoring the output in line with
clinician feedback.
In the context of this thesis these implementations show examples of successful argu-
mentation based decision support systems and confirm that these can be accepted for
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use by clinicians. However none of the implementations focus on the use of argumen-
tation for the purpose of automating statistical analysis, the area this thesis and its
contributions is focused on. The lessons learnt from these implementations are relevant
to this thesis. There are multiple aspects addressed within these sample implementa-
tions that will help shape the proposed system and contributions of this thesis.
2.7 Preferences
Preferences are an important element in decision making, especially collective decision
making, notably in situations where preferences cannot be expressed in a binary way,
distinguishing good alternatives from bad, or easily enumerated in a list; then dealing
with them becomes a non trivial issue.In the context of statistical model selection pref-
erences offer a method of expressing the relative strength of support for the use of one
model compared to the use of another one. In their review article Domshlak et al. [30]
discuss different approaches to representation, processing and learning of preferences
within the AI domain. The authors explain that the origins of the representation of
preferences was in the field of economics, specifically decision theory and as such much
emphasis was placed on the utility or value that underlies the different decisions under
differing conditions.
Eliciting preferences directly in terms of a value function, even if there is an underlying
ordinal scale is difficult in the context of AI. The authors further discuss the option of
providing information about preferences in separate pieces, such as binary preference
relations. The downside of this approach is that this does not scale well as the number
of pairwise comparisons grows. Domshlak et al.. [30] describe the use of preference
statements as an alternative approach. These can describe preferences in a local and
contextualised manner. These could be in graphs through logical representation. The
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research has focused on compact representation of preferences, mainly as graphical rep-
resentations. The authors draw some parallels between the preferences communicated
as pieces of information and knowledge bases. They argue that they display the same
problems and concerns with regards to reasoning, revising and fusing different points of
view. These three aspects are important to the use of preferences in statistical model
selection within the methodology proposed.
Domshlak et al. [30] provide an overview of the different methods for preference rep-
resentation and preferences. The options covered for preference representation include
graphical representations such as CP-nets and logic based representations. The latter
can be represented in different propositional logic languages that will vary according to
the nature of the pre-orders that can be encoded and the compactness of the expressed
preference relation.
In their article Coste-Marquis et al. [22] assess the expressiveness and succinctness
of different preference representation languages. The authors conclude that there are
differing levels of succinctness but there is no language that is always more succinct.
Other factors should determine the choice of language in which to represent the pref-
erences. In our case a good starting point are the languages that are used by existing
implementations of argumentation that leverage preferences, none of those make use of
cp-nets.
In the context of argumentation the use of preferences in decision support offers a way
of representing the strength or priority of an argument. Preferences can also be used to
quantify the quality or uncertainty underlying an argument. In their article Amgoud et
al. [4] introduce the concept of a preference based argumentation framework(PAF) as a
way to leverage preference relations into an argumentation framework , as a refinement
of Dung’s acceptability calculus [31]. The authors note that a weakness in Dung’s def-
inition of acceptability is it disregards the quality of the argument. Their proposal for
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preference based argumentation combines the preference relations between arguments
with the defeasibility relations, in other words preferences between arguments are con-
sidered at the same time as attacks between argument to determine if the attack is
valid.
Amgoud et al. [3] further develop their proposed approach by introducing preference
based acceptability. Their proposal is that arguments are acceptable if they are not
attacked or if they are attacked they are preferred to their attacker and therefore
defeat the attack. The extensions will contain un-attacked arguments and arguments
which are preferred to their attackers. The latter are arguments that defend themselves
against their defeaters.
In [6] Amgoud et al. reviewed the methods that incorporated preferences and argumen-
tation ([3], [58] and [16]) and concluded that these could potentially lead to unintended
results. The potential inconsistency is illustrated through the use of a simple example
where it is clear that one argument is not as strong as the other despite defeating it.
Their proposed new approach takes three elements: a set of arguments A, an attack
relation R and a total or partial preorder. Two requirements need to be satisfied by
any extension, the first requirement ensures that the extensions returned by the new
framework are conflict free, the second one captures the idea that that an attack fails
in case the attacker is weaker than its target. As a result of this they proposed a
new preference based argumentation framework (PAF) able to deal with these new
requirements.
Amgoud et al. further refine PAF [7] by distinguishing between two separate roles for
preferences; repairing the attack relation between arguments and refining the evalua-
tion of arguments. Their new proposed abstract and general framework handles both
of the preference roles. A critical attack is defined as one which emanates from an
argument which is less preferred that the argument is attacks. Their proposed method
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to handle the dual role of preferences simultaneously starts by inverting the arrows of
the critical attacks, then computes the extensions, and lastly applies a refinement on
the set of extensions in order to select the best one. The authors do continue to make
an assumption that the preferences are a full or partial pre-order.
An additional approach to handling preferences that may hold some contradictions
is offered in Amgoud et al. [5], where the authors propose an extension contextual
preferences argumentation framework (CPAF) to an early implementation of PAF to
enable it to handle multiple points of view on an inconsistent knowledge base. Amgoud
et al. define the concept of contextual preferences as preference orders that depend on
a particular context. For example if there are two arguments each in support of the use
of a different model m1 and m2. If one model is preferred to the other in the presence
of one context, but the opposite is true with regards to a different applicable context
then this is the situation covered in the paper. The authors propose that the order of
importance of the contexts will determine which is the stronger preference.
An approach that is closer to the way preferences are interpreted in economics is pre-
sented in Bench Capon [16] where he proposes value based argumentation (VAF). In
VAF a Dung framework is augmented with values and orderings so that an attack of
mi on mj is successful only if the value obtained by running mi is greater than the one
promoted by running mj .
A different approach to handling preferences in the argumentation process is provided
by Modgil [58], in his article the author proposes Extended Argumentation Frameworks
(EAF), a novel approach involving the extension of Dung’s argumentation frameworks
to include arguments on the preferences between arguments (meta-level arguments),
(EAFs).
The assumption made on preferences is that they are pre-specified, but may be contra-
dictory as they can vary according to the situation and in time therefore there is a need
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to argue about as well as with preference information. Preferences are also treated as
arguments, but not as arguments that attack other arguments but rather as arguments
that attack the preference of one argument over another one through a second attack
relation. The methodology proposed in [58] preserves the abstract nature of Dung’s ap-
proach [31] whilst accommodating meta-level arguments expressing preference between
arguments.
In their article Modgil et al. [59] further generalise their ASPIC+ framework by adopt-
ing a new method for evaluating extensions. This proposal differentiates between at-
tacks and defeats, the former are used to define conflict free sets whilst the latter as
obtained by applying the preferences determines the acceptability of arguments. The
authors state that they plan to extend this to structure EAFs.
The main difference in how preferences are leveraged between PAF and EAF is as
follows: preference based argumentation (PAF) [6] incorporates the preferences simul-
taneously to evaluating the argumentation framework, whereas the extended argumen-
tation frameworks (EAF) [58] adds a meta-layer of arguments which encapsulates the
preferences between arguments.
In [27] Cyras presents a simple example of common sense reasoning involving prefer-
ences and implements it in a variety of formalisms, including ASPIC+, Assumption
Based Argumentation with preferences and abstract argumentation. The problem is
complemented by a survey of human responders on the decisions made given the same
example. The author compared the ’rational’ choice and the ’intuitive’ solution that
the human respondents opted for most often. The resulting choice when applying
the various argumentation formalisms to the problem produced the ’rational’ or other
choice, but not exclusively the ’intuitive’ one. The author calls for further discussion
on how deal with preferences in such situations.
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An example of an implementation of argumentation with preferences is described by
Croitoru et al. [26]. The EcoBioCap project’s aim is to support the selection of choice
of food packaging for EU consumers by aggregating the preferences of multiple parties.
Croitoru et al. introduce a logic of preferences within their argumentation framework
and describe how arguments and argument related concepts are obtained. The authors
propose a logic able to both express and reason with expert claims over preferences.
This provides an example of an ASPIC+ system with preferences and argumentation
schemes, specifically the argument scheme from expert opinion.
Another relevant paper is by Hunter et al. [44] where the clinical preferences are used
as part of the argumentation process. In this paper the aim is to offer the clinician the
facility to aggregate evidence whilst taking into consideration the clinician’s own assess-
ment of the strength or weaknesses of each item of evidence. A clinician’s preference
may stem from the source of the evidence, as this paper deals with medical evidence in
support of different treatments the sources of evidence can include Meta Analysis and
Clinical trial results. In the methodology proposed in [44] the preferences are placed on
the evidence that is used to evaluate the arguments, not on the arguments themselves.
The authors define a preference rule as a condition on a pair of arguments, and intro-
duce the concept of a Expressed Preference Scheme (EPS) to capture each clinician’s
preference for each set of evidence. This method was evaluated by means of an actual
trial with clinicians. The difference between our situation and the scenario considered
in this paper is that in our case the preferences are not completely dependent on the
clinician’s view.
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2.8 Summary
In this chapter I have presented an overview of the main topics of research relevant
to this thesis. Section 2.1 was devoted to the topic of expert systems and specifically
their use automating the process of analysing data. The conclusion from this part of
the review revealed that the specific challenge this thesis is focusing on has not been
addressed in past work, some aspects of it have but not in its entirety. The literature
reviewed also researched the desirable features of a system aimed to help with the
analysis process. The main conclusions related to the importance of the transparency
of the process, the need for a knowledge base that is flexible and expandable and an
approach that leaves room for interaction (not a black box).
Sections 2.2 and 2.4 have focused on the definition and generation of arguments, rea-
soning with arguments argumentation and the argumentation process. This covered
the process from the notion and instantiation of an argument to reasoning with a set
of arguments. Section 2.6 explored different applications of argumentation to decision
support. The final aspect covered in this literature review is preferences which covered
preferences in the context of decision support as well as in argumentation. In Section
2.7 different approaches for the use of preferences in argumentation are explored. The
approaches relevant to the challenge of statistical model selection, as addressed in this
thesis, need to be able to cater for multiple and conflicting sets of preference orders. The
main approaches of direct relevance to the challenges of statistical model selection are
PAF [6] , CPAF [5] and EAF [58]. Relevant implementations of argumentation based
decision support systems with preferences were also covered in Section 2.7. The role
of preferences will be explored in more detail and applied in the context of statistical
model selection in Chapter 5.
My research and the problem tackled within this thesis touches on the aspects covered
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in this chapter and the key points relevant that will underpin the contributions in
forthcoming chapters are:
• The use of an argumentation scheme to instantiate the arguments with associated
critical questions.
• The need for a supporting knowledge base to hold all of the rules derived from
statistical theory.
• The need for a method of reasoning with all of the arguments generated, each
having a different conclusion as to what model to use.
• The requirement to both interact with the user as the arguments are instantiated,
as well as the feedback reasoning as to the recommendations made.
• The use of preference orders within the argumentation framework.
Chapter 3
Arguments for statistical model
selection
In this chapter I will describe the process of statistical model selection, introduce sur-
vival analysis, discuss how argumentation can be used in decision support to inform
the decision maker as well as describing the applicability to statistical model selection.
The aim of this chapter is to set the scene and the context for the latter part of this
thesis that will introduce my original contributions.
Section 3.1 delves into the details of the process of selecting a statistical model when
given a research question and relevant data. Section 3.2 explains how an argumentation
system can be used for decision support and how the argumentation models inform the
decision maker. The first contribution of this thesis is introduced in Section 3.3 which
defines the required structure and contents of the knowledge base that will support the
proposed model selection methodology.
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3.1 The process of statistical model selection
Analysing available data in support of a research question or hypothesis necessitates
some statistical approach to ascertain whether the effect observed in the data is signif-
icant or not. In a simple example one may have access to data on number of patients
admitted or the number of students passing a test, and one may wish to answer the
question: ”Is there an increase between last year and this year?”. Simply comparing
the number of patients admitted each year or comparing the pass percentage of stu-
dents on its own does not provide an answer to the question asked. A difference in the
values, however large or small, can be attributed to random error and as such provides
no confident evidence that there is indeed a difference between the years.
It is at this point that the statistical model selection problem arises. Each of these
situations can be supported through the use of the most appropriate statistical model
or approach. In some cases there will be more than one possible approach to statistically
test the research question or hypothesis. A trained statistician is able to make these
considerations and tests to result in a recommended analysis model or approach.
As highlighted within the introduction of this thesis, as there is an ever increasing
amount of data available to clinicians to test hypothesis, coupled with easily usable
statistical functionality being offered in standard off the shelf spreadsheet products
there is a need to offer a method to guide, support and justify the selection of one
statistical approach over another. This can be done by consulting a statistician, but this
involves additional effort and time. An automated recommendation and justification
in support of the most suitable model would ensure this does not add effort and time.
The choice of model in support of a research question will involve knowledge on what
model approaches achieve the type of objective specified by the research question and
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the data available. Additionally the statistical theory underpinning the model ap-
proaches (I will refer to these as models) dictates conditions under which models can-
not be used and conditions under which models may not perform at their best. The
former are know as critical assumptions and the latter are context domains. These
conditions can be tested either by querying the data or by eliciting the information
from the domain expert of the data (in most cases the clinician).
3.1.1 Introducing the running example in detail
In order to illustrate the process of selecting an appropriate statistical model I will
be introducing a simple example based on a freely available data set. The data set is
called ovarian and it contains the data collected in a randomised trial comparing two
treatments for ovarian cancer [33]. Table 3.1 shows the attributes available in the data
for all 26 patients:
attribute name attribute description
futime survival or censoring time
fustat censoring status
age in years
resid.ds residual disease present (1=no, 2=yes)
rx treatment group (1,2)
ecog.ps ECOG performance status (1 is better)
Table 3.1: ovarian data: column names and description
Given this data a clinician may be interested in testing the following hypothesis on the
ovarian data:
Hypothesis 1
Is there a difference in patient survival between treatment 1 and treatment 2.
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In order to test Hypothesis 1 then there is a need to select and apply a statistical
model. The measure that determines survival is the survival time, in this data this
is contained in the column futime and the censoring status is in the column fustat
which determines if the event of interest has occurred. This type of analysis is survival
analysis and the analysis objective is survival. The next section explains survival
analysis and illustrates the process through the use of the ovarian data with the aim
to test Hypothesis 1.
3.1.2 Introducing survival analysis
Clinical databases can include a wealth of data representing the length of time elapsed
between specific events in a patient’s disease progression. Common examples are the
time elapsed between diagnosis and death or diagnosis and relapse. This time aspect
of this data requires a special type of statistical analysis which is aimed at estimating
the survival function.
There are instances where a patient is lost in follow up or has not experienced the
event at the time of analysis, this is referred to as censoring. In the context of the case
studies in this thesis a patient is censored if they are still alive, or still alive and disease
free at the time of the last recorded follow up. This is referred to as Right Censoring.
Left Censoring occurs when a patient is not followed from the onset of the disease,
however this is not a feature of the case studies included in this thesis, but an aspect
to consider in the future.
The aim of the analysis of survival data is to estimate the survival function.
S(t) = Pr(T > t) (3.1)
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where T is the survival time. An example of a survival curve (an estimate of the
survival function 3.1) is in Figure 3.1. A graph of S(t) is the Survival Curve.
When there are no censored observations the calculation of S(t) is simply the pro-
portion of survival times that are greater than t. However, in cases where there are
censored observations this becomes more complex. In [47] Kaplan et al. introduces
the Kaplan-Meier non parametric estimator. This involves ordering the survival times







Where rj is the number of patients at risk just before time t(j) and dj is the number
that experience the event of interest at t(j). Censored patients at t(j) are included in
rj , so if a patient is lost to follow up at that time they still count as at risk until that
time.
In order to assess whether there is a difference in survival times between different groups
of patients it is useful to plot a survival curve. The difference in survival curves can
be formally tested using the log-rank test [53] which compares the observed number of
events occurring at each particular time point for each separate group to the number
expected if the survival curve is the same in each group.
This technique is very frequently used in clinical data analysis and as such is very
relevant to Head and Neck data. Table 3.2 contains the data from the ovarian data
example that I will be using throughout this thesis. The patients were all followed from
the diagnosis so there is no left censoring, but some patients were still alive the last
time they were followed up so they were treated as right censored and their survival
time was treated as ”survived at least till their last follow up”.
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futime fustat age resid.ds rx ecog.ps
1 59.00 1.00 72.33 2.00 1.00 1.00
2 115.00 1.00 74.49 2.00 1.00 1.00
3 156.00 1.00 66.47 2.00 1.00 2.00
4 421.00 0.00 53.36 2.00 2.00 1.00
5 431.00 1.00 50.34 2.00 1.00 1.00
6 448.00 0.00 56.43 1.00 1.00 2.00
7 464.00 1.00 56.94 2.00 2.00 2.00
8 475.00 1.00 59.85 2.00 2.00 2.00
9 477.00 0.00 64.18 2.00 1.00 1.00
10 563.00 1.00 55.18 1.00 2.00 2.00
11 638.00 1.00 56.76 1.00 1.00 2.00
12 744.00 0.00 50.11 1.00 2.00 1.00
13 769.00 0.00 59.63 2.00 2.00 2.00
14 770.00 0.00 57.05 2.00 2.00 1.00
15 803.00 0.00 39.27 1.00 1.00 1.00
16 855.00 0.00 43.12 1.00 1.00 2.00
17 1040.00 0.00 38.89 2.00 1.00 2.00
18 1106.00 0.00 44.60 1.00 1.00 1.00
19 1129.00 0.00 53.91 1.00 2.00 1.00
20 1206.00 0.00 44.21 2.00 2.00 1.00
21 1227.00 0.00 59.59 1.00 2.00 2.00
22 268.00 1.00 74.50 2.00 1.00 2.00
23 329.00 1.00 43.14 2.00 1.00 1.00
24 353.00 1.00 63.22 1.00 2.00 2.00
25 365.00 1.00 64.42 2.00 2.00 1.00
26 377.00 0.00 58.31 1.00 2.00 1.00
Table 3.2: Attribute names and contents for the full ovarian data
Although the Kaplan-meier method is non-parametric there are some assumptions that
can affect the validity of the result:
• external factors - there may be a confounding difference between the different
groups or strata that is not represented within the data. This information could
be gleaned from the clinician. The most common example of this is the lack
of independence in censoring. This situation arises when there is a different
censoring pattern between the two groups, for example if one treatment group of
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Figure 3.1: The Kaplan Meier Survival curves ovarian data
patients were to be much more likely to be transferred to another hospital, hence
lost to follow up.
• heavy censoring - within the Head and Neck cancer domain this is a common
feature of the data as the survival prospects are very good. A high percentage
of censoring in the data can cause the Kaplan Meier survival curve estimates to
be biased. The definition of heavy censoring is not rigid, but generally heavy
censoring occurs if 70% or more of the patients have not experienced the event of
interest. Heavy censoring does not preclude the use of this model, but potentially
can cast some uncertainty on the robustness of the results.
Prior to applying the Kaplan-meier model to test Hypothesis 1 the assumptions listed
above should be tested to ensure that they hold. The first assumption is one that
requires the clinician to confirm that there are no external factors to be considered for
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this analysis, but in cases where there are some confounding aspects not represented
in the data then this would require assessing the impact of these on the integrity of
the analysis. The second assumption can also be validated with the clinician. The last
assumption to be validated in order to use Kaplan-meier is the extent of censoring, in
the ovarian data set there are 14 patients who are still alive at the last follow up, this
results in a censoring rate of 1426 = 0.54 which is considered light or mild, not heavy.
Having checked that the assumptions hold applying the Kaplan-meier model to the
ovarian data to test Hypothesis 1 results in a p-value of 0.303 which makes the differ-
ence between the survival curves for Treatment 1 and Treatment 2 not significant at
α = 0.05.
The other common Survival Analysis method is Cox Proportional Hazards and it mod-
els the Hazard function, the method is described in detail in [24]. Cox Proportional
hazards model is a semi-parametric method that also allows the introduction of nu-
merical continuous covariates within the model. For example, it is through the Cox
Proportional Hazards model that one can assess whether a patient’s weight or age has
any effect on the patient’s survival. The Hazard function is defined as the probability
that a patient experiences the event of interest in a small time interval s given the
patient has survived up to the beginning of this interval. The Hazard function can be
estimated as the proportion of patients experiencing the event of interest in an inter-
val per unit time given that they have survived to the beginning of that interval. The
Hazard function can increase, decrease or remain constant or have a more complex pro-




where β is a vector of regression parameters and x is a vector of covariate values.
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The parameters in a Cox Proportional Hazards model are interpreted in a similar
fashion to those in a regression model.
There are some assumptions that must be met prior to the use of Proportional Hazards:
• lack of independence in censoring - This situation arises when there is a different
censoring pattern between the two groups, for example if one treatment group of
patients were to be much more likely to be transferred to another hospital. This
is an assumption shared with Kaplan-meier.
• proportional hazards - The assumption of a constant hazard ratio is called the
Proportional Hazards assumption. The hazard functions of any two patients are
assumed to be constant multiples of each other.
As this is the same data as the one used to apply Kaplan-meier then there is no need
to test the first assumption. The second assumption, one of proportional hazards will
need to be tested. This can be achieved in two ways:
• visually - if the survival curves do not intersect (there are additional visual diag-
nostics)
• analytically - by testing for any significant time dependent covariates or by testing
the residuals (the formulae are beyond the scope of this thesis)
The proportional hazards assumption for the ovarian data has been tested and it
holds. This equates to there being no significant time dependent covariates. Applying
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the Cox Proportional Hazards model to testing Hypothesis 1 results in the effect of
the different treatment on patient survival to be not significant (p-value=0.305 ). This
confirms the findings of the Kaplan-meier model.
An additional approach to analysing survival data is the use of Weibull model [86].
This model is beneficial when certain distributional assumptions about the survival
time are present. The assumptions the Weibull model relies on are:
• lack of independence in censoring - This situation arises when there is a different
censoring pattern between the two groups. This is an assumption shared with
Kaplan-meier.
• distribution of the log-log curve - The estimated ”log:log” (log of the time at-
tribute vs. log log of the survival curve) lines in the graph produced should be
linear if the Weibull model is appropriate.
The second assumption does not hold for the ovarian data, as such the Weibull model
is not one to consider or use in this case.
There are many additional models for survival analysis but for the purpose of this
example we only chose to consider three. Of the three models considered in this example
there were two models that were possible (Kaplan-meier, proportional hazards), and
in this case both confirmed that there is no significant difference in survival times for
patients in treatment 1 compared to treatment 2 (Hypothesis 1).
It is also possible to assess whether one model is more suitable that the other one by
taking into account some additional conditions. A statistician may assess the situation
by discussing the objective of the analysis with the clinician. If the objective of the
analysis extends beyond testing Hypothesis 1 but also looks to produce a benchmark
to be used to estimate survival time for future patients then the recommendation
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would be to use proportional hazards as it facilitates predictions. Another consideration
relates to the different models’ resilience to censoring. These are considerations that
are discussed and assessed when planning the statistical analysis. There are many
additional approaches to analysing survival data, however for the purpose of this thesis
I am focusing on the most commonly used models.
In the example introduced the research question r is the hypothesis being tested (Hy-
pothesis 1). The objective of such a research question is survival analysis (this can be
represented as O = os). The knowledge required to ascertain which models are possible
in this situation would need to contain information on the relations between models (m)
and objectives (o). In the example the content of the knowledge base would document
the link between Kaplan-meier, proportional hazards and weibull and the objective of
analysing survival data. The knowledge base would also need to contain the relations
between each model and their underlying critical assumptions. For example the as-
sumptions of proportional hazards needing to be met in order to support the use of a
proportional hazards model.
3.2 Proposed application of Argumentation to Statistical
Model Selection
In Chapter 2 of this thesis various examples were cited for the use of argumentation in
decision support. The examples were taken from clinical settings, however as mentioned
in Section 2.1 there are similarities in how a clinical diagnosis is made and how a
statistical model is selected. An argumentation based system can provide decision
support by offering a framework to evaluate the pros and cons of a decision.
In the context of statistical model selection an argumentation system can support the
structured inference from the user’s research question to possible options for models to
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use for the analysis. Furthermore an argument can provide more than just a vote of
support of a specific approach, as the knowledge and inference process used to generate
an argument can also be retained to inform decisions.
A set of arguments generated supporting the use of a specific model can offer a docu-
mented reason for the support of any recommendation in favour of the use of the specific
model. For example the set of arguments in support of the use of a model in a given
situation could include an argument in favour of the use of the model as it achieves the
desired objective and an argument in favour of the use of the same model as its critical
assumptions hold. Similarly a situation can arise where the first argument in support
of the use of the model as it achieves the objective is attacked by an argument against
its use as its critical assumptions don’t hold. The type of argument and the source of
its instantiation is important in the context of statistical model selection as it forms
part of the justification for any recommendation made.
The proposed approach of this thesis is based on argumentation schemes supported by
a statistical knowledge base (SKB) containing all the required model information. In
future chapters preferences will be incorporated into this. The argumentation schemes
leverage the statistical knowledge base, the data and the clinician’s knowledge in order
to instantiate the arguments in support of the use of a model. This results in an
argumentation framework containing arguments in support of the use of one or more
models.
In most situations the desired output is a recommended model or set of models that
are the most suitable one given the research question, the data and context and as such
this is reflected in attack relations between each argument that supports the use of a
different model. The research question and the data are problem specific, the SKB is
domain specific and the argumentation schemes and their associated critical question
are domain and problem independent. This is illustrated in Figure 3.2.













Figure 3.2: Overview of the statistical model selection inputs
• Statistical Knowledge Base (SKB) - This will hold all the definitions of the re-
lationships between the research question type (R), objectives (O), models(M)
and the assumptions(A).
• Argumentation Schemes - The proposed method in this thesis involves an argu-
mentation scheme for model to consider on the grounds of achieving the objective.
When this scheme is instantiated it will leverage the additional argumentation
schemes as part of the critical questions in order to identify potential under-cuts,
rebuttals or undermines.
• The data - The assumption is made that the data is relevant to the domain of
the clinician, includes enough scope for research and is in analysis ready format.
• Preferences and context domains - This information will be elicited from the
clinician and then held in a knowledge base. The contextual domains will be part
of the knowledge base as they are derived principally from the known properties
of each of the different models. These will be discussed in Chapter 5 where my
proposed methodology will be extended to account for these.



































Figure 3.3: The Statistical Knowledge Base relevant to the ovarian example
The Argument Schemes are instantiated on the data and incorporate the clinician’s
knowledge to produce a set of arguments in support of or against the use of each of the
models in scope.
3.3 The Statistical Knowledge Base
The statistical knowledge base (SKB) includes all of the relations between the research
question type (R), the objectives (O) , the models (M) and the assumptions (A). The
SKB will hold facts linking R,O,M,A in a way that will support the queries from
the argumentation schemes and their critical questions. The SKB will hold multiple
research question types and each will be linked to the objectives O that can fulfil that
research question R, models M will de defined and will be linked to the respective
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objectives they are suitable for, and for each model the critical assumptions will be
defined.
The relations and contents of the SKB are derived from statistical theory and best
practice, these are the defeasible and strict rules, the defeasible premises or rules will
be validated through the use of argumentation schemes. An example of the elements
of the SKB can be seen in Figure 3.3, this is pertinent to the ovarian example. Figure
3.3 illustrates the contents of the SKB for the objectives of time to event (or survival)
analysis and nominal analysis (or table analysis). From Figure 3.3 it can be seen that
there are three models suitable for an objective of type os and for each of these three
models (ms1,ms2,ms3) there are different critical assumptions, for example model mb2
relies on two critical assumptions a1, a2 the former (a1) also being an assumption to
both ms1 and ms3.
The data used as a basis for answering a research question or hypothesis is assumed for
the scope of this thesis to contain one row per entity of interest (e.g. patient or surgery)
and multiple columns of data. The research question will involve one target variable
and a set of one or more explanatory variables. The type of the target variable will
dictate the type of objective of the analysis. Variables can be of type: Nominal, Ordinal
or Interval. There are also some special cases such as time to event, as a special case
of interval variable and binary as a special case of nominal. Figure 3.4 illustrates the
different data types, their related objectives and for each objective the list of models
that could be applicable. From Figure 3.4 it can be seen that time to event attributes
are a special case of interval attributes and these could be analysed using models such
as Kaplan-meier, Proportional Hazards or Weibull. Note that the methods listed in
italics within Figure 3.4 are not included in the scope of approaches documented in
this thesis, these could be added by expanding the knowledge base in the future.
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Figure 3.4: The different data types and their related objectives
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A key benefit of the architecture proposed within this thesis is that it differentiates
knowledge into domain and problem specific information to be provided by the clinician,
the problem independent domain specific statistical knowledge base and problem and
domain independent argumentation schemes. This facilitates maintainability of the
approach and makes the methodology adaptable to different domains.
Within the process of statistical model selection there are entities such as model mi,
assumption ap, and objective oq. The model is the actual statistical technique,
examples of this are linear regression [66] or kaplan meier survival analysis [47]. The
assumption is a condition that needs to be tested, there are different features for each
assumption and these include whether the assumption is critical or not, or whether
the assumption is one that can be tested by querying the analysis data or whether the
assumption is a question for the end user. The objective is derived from the type of
the dependent variable. The example introduced in Section 3.1.1 has an objective of
survival as the target variable of interest is of type time to event.
The main entity and the one that decisions need to be made on is the model. The
knowledge will all relate to the model. A model has assumption (it can have more
than one) and can fulfil a set of objectives. Initially the non critical assumptions will
not be considered, but will be introduced as context domains in Chapter 5.
Therefore the knowledge base needs to be structured so that it can supply the answer
to the following two questions:
• Return a list M that given an objective lists all the possible model to fulfil this
objective.
• Given M returns a list A that includes all the assumption to be tested and which
model they relate to.
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The elements of the SKB are denoted as follows:
Definition 3.1. Elements in the Statistical Knowledge Base
• The set of models: M = {m1, . . . ,mK} where k = 1, . . . ,K
• The set of assumptions: A = {a1, . . . ,mP } where p = 1, . . . , P
• The set of objectives: O = {o1, . . . , oQ} where q = 1, . . . , Q
The following relationships are defined in the SKB:
Definition 3.2. Relations in the Statistical Knowledge Base
• F ⊆M ×O where if mk fulfils objective oq then (mk, oq) ∈ F
• C ⊆M ×A where if ap is a critical assumption for mk then (ap,mk) ∈ C
• OBJ ⊆ O ×O where if or is an alternative objective to oq then (or, oq) ∈ O
An example of a knowledge base is in figure 3.3. In Figure 3.3 the relations are:
• {(ms1, os), (ms2, os), (ms3, os), (mb1, on), (mb2, on)} = F
• {(ms1, a1), (ms2, a1), (ms3, aa), (ms2, a2), (ms3, a3), (mb1, a10), (mb2,¬a10)} = C
• {(os, on)} = OBJ
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3.4 Summary
In this chapter I have given an overview of the process of statistical model selection,
the inputs that are required and a high level overview of the proposed approach. I
have introduced an example and explained how analysis of this data given a specific
hypothesis would be performed, including the steps required in order to select the suit-
able statistical models to apply. I have then highlighted the elements that are required
in order to select a statistical model and discussed their relations. In Section 3.3 of
this chapter I introduced a format for the knowledge base that will hold the required
information in support of the methodology. In the next chapter I will focus on the
proposed argumentation scheme, its associated critical questions and their interaction




Chapter 3 presented an overview of the core elements of the approach I am proposing
in support of the automation of statistical model selection through the use of argu-
mentation schemes. In Section 4.1 I will introduce the following original contributions:
an argument scheme to instantiate arguments in support of using model mi to achieve
objective oj and its associated critical questions. I will delve into the details of the
proposed argumentation scheme for statistical model selection, the critical questions
and their interaction with the SKB. In Section 4.2 I will make use of the example
introduced in Section 3.1.1 to illustrate the argument scheme and critical questions
introduced in Section 4.1.
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4.1 Argumentation Schemes
The arguments in support of the use of specific models (or model families) will be
instantiated through argumentation schemes. There will be an argumentation scheme
for model to consider on the grounds of meeting the objective. When this scheme is
instantiated it will leverage the additional argumentation schemes as part of the critical
questions in order to identify potential under-cutters, rebuttals or undermines.
A note regarding the notation: The notation I will use makes use of capital italics
for the values in the argumentation scheme definitions (e.g.M for model) and I will
make use of lower case italics for the values used for the instantiations of the argument
schemes (e.g. mi for a specific model).
Definition 4.1. (AS1): Argument Scheme for model to consider on grounds of achiev-
ing the objective - PM(R,O,M)
Premise - O is the objective of the research question R
Premise - M is a model able to analyse O
∴ M is suitable to answer R
The premises for this argumentation scheme (Definition 4.1) are statements that are
verified against the SKB, given the specific oq and r that the clinician is interested in.
In order to evaluate the argument in support of the use of mi it needs to be subject to
critical questions.
Critical Questions
The proposed argument scheme for model to consider on grounds of achieving the
objective (PM) (Definition 4.1) is to be subject to critical questions. These will either
be used to test the assumptions of the scheme (such as CQ2) for potential undercuts
or to highlight exceptions (CQ1) or rebuttals. The critical questions identified are:
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• CQ1: Are there alternative ways of answering R? [This could lead to using
another objective as this would also support the same analysis objective through
a different set of models]
• CQ2: Do any of the critical assumptions for M fail to hold?
The critical questions are themselves defined in terms of argumentation schemes. The
additional argumentation schemes for the critical questions are:
• CQ1: Argument Scheme for alternative objective (AO) - this will produce rebuttal
arguments.
• CQ2: Argument Scheme for failed assumptions (CA) - this will produce argu-
ments against the use of a model if any of its critical assumptions fail. This
undercuts the arguments generated by the argument scheme for models to con-
siders on the grounds of the objective.
The Argument Schemes are instantiated on the data and the clinician to generate a
set of arguments in support of or against the use of each of the models that satisfy the
objective of the research question.
Definition 4.2. (AS2): CQ1: Argument for alternative objective: AO(R,O,Oalt)
- Oalt is an alternative objective to answer R
- M is a model able to analyse Oalt
∴ M is suitable to answer R
The premises for this argumentation scheme CQ1 (Definition 4.2) are statements to be
extracted from the SKB once the initial R and O are known.
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Definition 4.3. (AS3): CQ2: Argument against the use of a Model for failed critical
assumptions : CA((M)
- Model M is suitable to answer R
- A is a critical assumption for M
- A does not hold
∴ ¬M (M is not a model to be considered)
The first two premises for CQ2 (Definition 4.3) are statements that are extracted from
the SKB for a given model to be considered mi, and the last premise is validated either
by performing an analysis on the data or by querying the clinician. In future the option
of applying an argument from expert opinion for the assumptions that are confirmed
by the clinician will be explored.
The instantiation of all of these argumentation schemes (Definitions: 4.1 4.2 4.3) will
produce a set of arguments in support of or against the use of a specific model. These
arguments are the set of arguments that make up the argumentation framework of rele-
vant arguments to the research question and data at hand. The attack relations within
this argumentation framework are relevant and derived from the desire to run only the
most appropriate models, this implies that a decision to use one model (with arguments
in support of its use) negates the use of other models with arguments supporting their
use in the argumentation framework.
If it is acceptable to run all the models that have an argument in the argument frame-
work that supports their use then this argumentation framework does not have any
attack relations per se. If it is desirable to run only the most suitable models the rel-
ative strength or preference of each argument in support of the use of a model should
be considered. In order to pick the most suitable of the models the context domains
(non critical assumptions) and additional preferences over the models are introduced.
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The process of accounting for these preference relations and leveraging them within the
argumentation process will be covered in Chapter 5 of this thesis.
The relation between the different argumentation schemes and critical questions pre-
sented in this section is in Figure 4.1. The arrows refer to the relation between the
argumentation schemes, AS2 (Definition 4.2) and AS3 (Definition 4.3) are instantiated
as critical questions to AS1 (Definition 4.1). AS1 is instantiated to generate a set of ar-
guments in support of the use of models that can achieve the objective of the research
question, the critical questions then are instantiated as argument schemes. In cases
where there is no alternative objective Oalt then there is no need to re-instantiate AS3











Figure 4.1: Argumentation schemes connected via their critical questions
4.2 ovarian example
The proposed argumentation scheme and critical questions will be applied to the ex-
ample introduced in Section 3.1.1. The research question or hypothesis to be tested
is Hypothesis 1 that looked at evaluating whether there was a difference in survival
between treatment 1 and treatment 2. The hypothesis to be tested is equivalent to
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r the research question to be used in the instantiation of the argumentation schemes
introduced in Section 3.1.1. The target or dependent variable is survival of the patient,
which is of type time to event and is therefore corresponding to an analysis objective
of survival analysis os. The SKB contains the relations between the objective and
the model, as well as the latter and the existence of any alternative objectives oa.
The target for this hypothesis (Hypothesis 1) is a time to event attribute, called
futime and as such the objective of the research question is os. The section of the
SKB relevant to this research question relate to two objectives. These are also visually
illustrated in Figure 3.3:
• Survival Analysis os which includes the following models: ms1 Kaplan-meier, ms2
Proportional Hazards and ms3 weibull
• Table Analysis on which includes the following models: mb1 χ2 (Chi squared) ,
mb2 Fisher’s Exact
The critical assumptions relevant to this example are:
• a1 non informative censoring
• a2 proportional hazards
• a3 weibull distribution
• a10 table cell minimum > 5
The contents of the SKB:
• {(ms1, os), (ms2, os), (ms3, os), (mb1, on), (mb2, on)} = F
• {(ms1, a1), (ms2, a1), (ms3, aa), (ms2, a2), (ms3, a3), (mb1, a10), (mb2,¬a10)} = C
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• {(os, on)} = OBJ
The following facts about the assumptions are known (the outcomes of the relevant
assumptions that have been tested on the data or by asking the clinicians):
• {a1, a2,¬a3,¬a10}.
Instantiations of AS1 (Definition 4.1) in this example leads to the following:
Arg1 Argument Scheme for model to consider on grounds of achieving the
objective os : PM(os, r,ms1)
Premise - os is the objective of the research question r
Premise - ms1 is able to analyse os
∴ - ms1 is suitable to answer r
Arg2 Argument Scheme for model to consider on grounds of achieving the
objective os : PM(os, r,ms2)
Premise - os is the objective of the research question r
Premise - ms2 is able to analyse os
∴ - ms2 is suitable to answer r
Arg3 Argument Scheme for model to consider on grounds of achieving the
objective os : PM(os, r,ms3)
Premise - os is the objective of the research question r
Premise - ms3 is able to analyse os
∴ - ms3 is suitable to answer r
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Three arguments have been instantiated, these now need to be subject to the two
critical questions. Instantiating CQ1 using AS2 (Definition 4.2) generates the following
argument:
Arg′4 Argument for alternative objective: AO(os, r)
- os is the objective of research question r
- on is an alternative objective to answer r
- mb1 is able to analyse on calling AS1:PM(on, r,mb1)
∴ - mb1 is suitable to answer r
Arg4 Argument for alternative objective: AO(os, r)
- os is the objective of research question r
- on is an alternative objective to answer r
- mb2 is able to analyse on calling PM(on, r,mb2)
∴ - mb2 is suitable to answer r
• Arg1 : PM(os, r,ms1): ms1
• Arg2: PM(os, r,ms2): ms2
• Arg3: PM(os, r,ms3): ms3
• Arg′4: AO(os, r): mb1
• Arg4: AO(os, r): mb2
Instantiating CQ2 using AS3 (Definition 4.3):
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Arg7 Argument against the use of a Model for failed critical assumption:
CA((ms3)
- Model ms3 achieves objective os
- a3 is a critical assumption for ms3
- a3 does not hold
∴- ms3 is not a model to be considered
Arg8 Argument against the use of a Model for failed critical assumption:
CA((mb1)
- Model mb2 achieves objective os
- a10 is a critical assumption for mb2
- a10 does not hold
∴ - mb1 is not a model to be considered
The instantiation of the Argument Scheme AS3 (Definition 4.3) has generated two
undercuts to two of the arguments in favour of the use of the respective models.
• Arg1 : PM(os, r,ms1): ms1
• Arg2: PM(os, r,ms2): ms2
• Arg3: PM(os, r,ms3): ms3
• Arg′4: AO(os, r): mb1
• Arg4: AO(os, r): mb2
• Arg7: CA(((ms3) : ¬ms3
• Arg8: CA(((mb2) : ¬mb1
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As argumentation schemes AS3 (Definition 4.3) can generate an undercut to the ar-
gumentation scheme AS1 (Definition 4.1) for possible model (PM) then this undercuts
some arguments in support of models from the list of ones that could be applied in this
case study. The resulting list is:
• Arg1 : PM(os, r,ms1): ms1
• Arg2: PM(os, r,ms2): ms2








Figure 4.2: Argumentation Framework for the ovarian example with symmetrical
attacks
In this situation we have an argumentation framework containing three arguments each
supporting the use of a different model, this is illustrated in Figure 4.2. If the overall
aim is to recommend one model or aim to refine the list of models to apply then
this proposed methodology will need to be extended to include and account for the
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information that can assist in arguing what contexts are relevant to the situation and
leverage them in order to recommend the most suitable model(s).
4.3 Summary
In this chapter I have introduced a novel argumentation scheme that enables the in-
stantiation of arguments in support of the use of a model mi on grounds of achieving
the objective of the research question. The argumentation scheme leverages the knowl-
edge base. The critical questions are defined to ensure that arguments in support of
additional analysis approaches are considered, if relevant. The critical questions also
validate whether any of the models’ critical assumptions fail and therefore an argument
against the use of those models is instantiated. The latter argument will undercut the
argument instantiated by the argumentation scheme.
By applying the proposed methodology given a research question and data will result
in a set of arguments each in support of the use of a model. Some aspects of the
contributions presented in this chapter are published in [68].
The next step will be to reason with these arguments and to incorporate additional
information in order to provide a recommendation as to the most suitable model or
models to use (amongst all those that have an argument in favour of their use) given
the circumstances. This will be addressed in the next chapter.
Chapter 5
Preferences
The aim of this chapter is to introduce preferences into the statistical model selection
approach involving argument schemes and critical questions proposed in Chapter 4.
Section 5.1 covers the first original contribution of this chapter and focuses on how
the preferences are derived in the context of statistical model selection. Section 5.2
will review the main approaches used when applying preferences to argumentation,
the methods will be described with an emphasis on the applicability to our scenario.
In Section 5.3 my proposed approach will be explained, including how the SKB is
extended to support preferences. The ovarian example introduced in Section 3.1.1 is
used in Section 5.4 to illustrate the approach proposed in this Chapter. The original
contributions in this chapter are detailed in section 5.1 and 5.3.
5.1 Preferences for Statistical Model Selection
In this section I will characterise and discuss the different source of preference orders
that are relevant to statistical model selection. A preference expressed in the context
of statistical model selection refers to an order of priority between models. I will use
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the notation  to denote a preference relation. For example if we consider a set of only
three models {m1,m2,m3} then if m1  m2 indicates that m1 is preferred to m2. If
we have a set of models {m1, . . . ,mn} then a preference order Pref ⊆ M ×M where
pref on these models would be of the form: pref = {m1  · · ·  mi  · · ·  mn}
where i ∈ {1, . . . , n}. In the context of statistical model selection there will be multiple
preference orders over the same set of models therefore I will also make use of the
notation prefj = {m1  · · ·  mi  · · ·  mn} where i ∈ {1, . . . , n} and j = 1, . . . , J .
The latter index j refers to the different preference orders over the models. Preference
orders could be empty, in which case all models would be equally preferred, and not
all models need to be included in each preference order.
Preference orders over models will arise from different sources in the context of statisti-
cal model selection. One source for preference orders is the statistical theory underpin-
ning each model and dictating which models perform better when certain conditions
are present in the data or the research question. For example, certain types of model
are more resilient to particular features in the data, e.g. censoring or the proportion
of case data lost to follow up, whereas others tend to become unreliable in such cir-
cumstances. Here, the presence of a particular feature causes a preference ordering
over statistical models to arise. This relationship between a feature and an associated
preference ordering is a matter of statistical knowledge. The presence of the feature
may be determined by applying a test on the data or needs to be elicited from domain
knowledge. In what follows, such preferences are called feature-based preferences.
A second source of preference orders is derived from model intent. There are different
reasons for building a model when answering a research question. McBurney [54]
explores the different purposes or reasons why a model can be used. In the context of
statistical analysis the two most common intents for building a model on data are the
need to predict or the need to explain (understand) the data. This is also covered in
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detail in [72] where Shmueli tackles the distinction between explanatory modelling and
predictive modelling in detail and the implications these have on the choice of model
to use. The definition of a good model will differ depending on whether we are looking
for explanatory or predictive power, and this will reflect itself in an order of preference
between models that can achieve a specific analytic objective. This preference order
between models will change depending on the intent (purpose) of the analysis. In what
follows, such preferences are called intent-based preferences.
Finally, there may be preference orders that are derived from the Clinicians themselves.
This could be due to the fact they are more familiar with a model, or that the literature
they reference most makes use of a particular model. These preference orders can
arise when more than one clinician is involved in an analysis and are an important
factor within the decision making process. In what follows, such preferences are called
domain-based preferences.
The source of the preference order can be mapped to a priority or importance when
leveraging the preferences to find the model most suitable to the situation. Feature
based preferences are generally more important in determining a models’ relative suit-
ability than intent based preferences or domain based preferences. Furthermore the
intent based preferences are more important than domain based preferences. This can
be represented as an order of importance over the different preference orders that are
relevant to each type of preference source.
5.2 Applying preferences in argumentation
The approach adopted for statistical model selection makes use of argumentation, vari-
ous approaches have been devised to incorporate preferences into argumentation models
to help decide what arguments to accept or reject and facilitate decision making. I have
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described these in Section 2.7. In this section I will initially expand on some of the
methodologies described in Section 2.7 and illustrate how they would be applicable to
statistical model selection using the example introduced in Section 3.1.1.
There are a number of approaches proposed to accomplish the task of taking preferences
into account as part of the argumentation process. However not all are applicable to
statistical model selection. The main approaches I am going to explore in depth in
this section are the methodologies which have some applicability within the context of
statistical model selection.
5.2.1 Preferences in Statistical Model Selection example
I will be using the ovarian example introduced in Section 3.1.1 to illustrate how
these approaches relate to statistical model selection. When instantiating the argument
schemes (Definitions 4.1, 4.2, 4.3) given the objective of testing Hypothesis 1 then the
resulting argumentation framework contained the following arguments:
• Arg1 : PM(os, r,ms1): ms1
• Arg2: PM(os, r,ms2): ms2
• Arg4 : PM(on, r,mb2): mb2
These arguments when represented as an argumentation framework 〈Arg,R〉 are R =
{(ms1,ms2), (ms1,mb2), (ms2,ms1), (ms2,mb2), (mb2,ms1), (mb2,ms2)}. Where (ms1,ms2)
represents an attack of the argument supporting the use of ms1 on the argument in
support of the use of ms2. The argumentation framework is illustrated in Figure 5.1
where the symmetrical attacks are illustrated.
The preference orders over the models, each of which results from a different context
or source are:
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ms1
ms2 mb2
Figure 5.1: Arguments for three possible models attacking each other
• cd1: pref1 = ms1  ms2  mb2
• cd2: pref2 = mb2  ms2  ms1
• cd3: pref3 = ms1  {ms2,mb2}
There is an order of importance I to each of these contexts (cdi or sources of pref-
erence orders) within the SKB. This list will be different for each different objective,
as different objectives will need different sets of models. In this example the order
of context domains is: I = {cd1  cd2  cd3}, where the most important order is
cd1. The preference order pref1 that results from context domain cd1 results in the
following preferences: {ms1  ms2,ms1  mb2,ms2  mb2}. This ordering can also
be represented as {(ms1,ms2), (ms2,mb2), (ms2,mb2)} where (ms1,ms2) is equivalent
to ms1  ms2.
Table 5.1 contains all the relevant sets of preferences ordered by the context and im-
portance. These preference orders contain conflict. If one were to only consider cd3
then ms1 would be preferred, however if one only considered cd2 then mb2 would be
preferred.
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Importance Source Preference order
cd1 Censoring: mild pref1 = {(ms1,ms2), (ms1,mb2), (ms2,mb2)}
cd2 Model Intent:explain pref2 = {(mb2,ms2), (mb2,ms1), (ms2,ms1)}
cd3 Clinician Preference pref3 = {(ms1,ms2), (ms1,mb2)}
Table 5.1: Preference orders and relative importance for the ovarian example
5.2.2 Preference Based Argumentation Frameworks
In the context of argumentation the use of preferences in decision support offers a way
of representing the strength or priority of an argument. Preferences can also be used to
quantify the quality or uncertainty underlying an argument. In their article Amgoud
et al. [4] introduce the concept of a preference based argumentation framework (PAF)
as a way to leverage preference relations into an argumentation framework, as a refine-
ment of Dung’s acceptability calculus [31]. The authors note that a weakness in Dung’s
definition of acceptability is it disregards the quality of the argument. Their proposal
for preference based argumentation combines the preference relations between argu-
ments with the defeasibility relations, in other words preferences between arguments
are considered at the same time as attacks between argument to determine if the attack
is valid.
The authors differentiate between individual acceptability and joint acceptability of
an argument[4]. The former is related to the existence of direct defenders, whilst
the latter explores the existence of sets of arguments that can be accepted as they
defend themselves against defeaters. The authors propose a general preference based
argumentation framework (PAF) where an argument is acceptable if: it is not defeated,
if it defends itself against its defeaters or it is defended by other arguments.
A PAF is defined in [4] as 〈Arg,R, P ref〉 and >Pref denotes the strict ordering associ-
ated with pref . A,B ∈ Arg then B attacks A if and only if BRA and not (A >Pref B).
The following categories are then defined with a PAF:
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• Sa are the acceptable arguments of the AF
• Sr = {A ∈ Arg | ∃B ∈ Sa such that BRA and not (A >Pref B)}
• Ss = Arg (Sa ∪ Sr) in abeyance.
The set of acceptable arguments will define both Sr and Ss, so in order to construct
Sa the authors propose two notions of defence using the preference relations:
• A,B ∈ Arg such that BRA. A defends itself against B if and only if (A >Pref B).
A defends itself against B as it is preferred to it.
• CR,Pref contains the set of arguments that defend themselves against their de-
featers.
• S ⊆ Arg. An argument A is defended by S if and only if ∀B ∈ A if BRA and
not (A >Pref B) then ∃C ∈ S such that CRB and not(B >Pref C).
The authors show that the acceptable arguments are those which defend themselves
from their defeaters (CR,Pref ) and also arguments which are defended by the arguments
of CR,Pref . The authors claim that in order to know the given status of any argument
in the framework it is not necessary to calculate all the sets of arguments : Sa, Sr, Ss
The authors define a strict defence in a PAF 〈A,R, P ref〉 as follows: A ∈ Arg and
S ⊆ Arg. A is strictly defended by S if and only if ∀B ∈ A such that BRA then
∃C ∈ S such that C disqualifies B. The definition of disqualification is as follows: An
argument C disqualifies another argument B if and only if CRB and not BRC. In
order to verify if an argument is acceptable then only its strict defenders need to be
taken into account.
In a more recent paper Amgoud et al. [6] show that three proposed extensions of the
Dung framework may lead to unintended results, and propose a new preference based
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argumentation framework that ensures sound results. The authors define two basic
requirements of any PAF: extensions should be conflict free with respect to the attack
relation, and in case preferences are not available then the PAF extensions are the same
as Dung’e extensions for an AF. The new approach proposed takes inputs from three
elements: Arg a set of arguments, an attack relation R and a partial or total pre-order
≥. It returns extensions that are subsets of Arg which satisfy the following:
• Conflict-freeness: if ε is an extension of 〈Arg,R,≥〉, then ε is conflict free with
respect to R
• Generalisation: If (@A,B ∈ Arg) such that (A,B) ∈ (R) and (B,A) ∈>, then
any extension 〈Arg,R,≥〉 is also an extension of Dung’s framework 〈Arg,R〉 and
vice versa.
In a further refinement of PAFs [7] Amgoud et al. discuss the dual role of preferences
within an argumentation framework. They explain that preferences are used to repair
the attack relation between arguments (handling critical attacks), and to refine the
evaluation of arguments (refine the results of a framework). The authors claim that
only the first of these roles has been addressed within the existing literature on the
topic. The authors demonstrate that existing models that repair the attack relation
with preferences do not perform well and in certain situations may return counter
intuitive results. The authors then propose a new abstract framework to accomplish
both aims of the use of preferences.
Attacks that conflict with the preference relation between arguments are called critical
if 〈Arg,R〉 and >⊆ Arg ×Arg, an attack BRA is critical if and only if A > B
The authors explain that methods proposed whereby a critical attack is removed from
the framework can lead to non conflict free extensions for the framework. In the case
of symmetric attacks this can be shown not to be the case, as the conflict between the
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arguments in question still remains, and they wont be both in any resulting extensions.
However the requirement for symmetric attacks is very restrictive. The authors further
suggest that the removal of any attack relations results in information being lost.
Amgoud et al. propose that in case of critical attacks then the direction of the attack
is reversed, not removed from the framework. This guarantees that arguments involved
in a critical attack cannot be together in the same extension. Dung’s semantics are
then applied to the repaired (modified) graph. Their modification is defined as follows:
The extensions T under a given semantics are the extensions of the AF 〈Arg,R〉 called
repaired frameworks under the same semantics with: Rr = {(A,B) | (A,B) ∈ R and
not (B > A)} ∪ {(B,A) ∈ R and B > A}.
In this proposed repaired framework for critical attacks the arrow is inverted and the
preferences take precedence over attacks. Preferences do not take precedence over
attacks when the attacks are not critical. It follows that if a PAF has no critical attacks
then the repaired PAF is equivalent to a PAF. This approach delivers always conflict
free extensions. The authors further show that in cases of symmetric attacks their
proposed methodology leads to the same result as removing the attack. Furthermore
the authors show that when the attack relation is symmetric the extensions of a PAF
are a subset of those of its basic AF, the preferences help filter the extensions to the
best ones.
The authors also discuss the role of preferences in refining the argumentation frame-
works, they refer to this as refinement. Refinement is the use of preferences on the
extensions resulting from the repaired framework, to select the preferred extensions.
In order to do so the authors use the concept of either a democratic or elitist relation.
These are defined as follows:
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• Democratic relation: Let ∆ be a set of objects and >⊆ ∆ ×∆ be a partial pre-
order. For X,X ′ ⊆ ∆, X >d X ′ if and only if: ∀x′ ∈ X ′ X.∃x ∈ X X ′ such that
x > x′.
• Elitist relation: Let ∆ be a set of objects and >⊆ ∆×∆ be a partial pre-order.
For X,X ′ ⊆ ∆, X >e X ′ if and only if: ∀x ∈ X X ′, ∃x′ ∈ X ′ X such that x > x′
Intuitively under democratic d for each item in the less preferred set there is a better
element in the preferred set, and under elitist e for each item in the more preferred set
there is an item in the other set that is less preferred than it.
The authors propose a new definition of a rich preference based argumentation frame-
work as an abstract model that extends Dung with preferences between arguments and
integrates both roles of preferences (Repairing and Refining). The preferences are ac-
counted for in a two step process firstly the attack relations are repaired by computing
Rr, to generate an argumentation framework 〈Arg,Rr〉. The preferences are then used
to refine the extensions computed from 〈Arg,Rr〉. The latter can be achieved using
for example either the democratic or elitist principle for comparing extensions.
PAF and the example
In order to illustrate the use of PAFs in the context of preferences in statistical model
selection I will be using the ovarian example and the preference orders introduced in
Section 5.2.1. When applying PAFs to this example we encounter a major restriction
in that only one set of preferences would be considered. Assuming only one set of non
contradicting preferences cd1 from Table 5.1: ms1  ms2  mb2 then:
• PAF is 〈Arg,R, P ref〉 where Arg = {ms1,ms2,mb2} and Pref = ms1  ms2 
mb2.
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• Sa = {ms1}, Sr = {ms2,mb2}
• Sa is conflict free.
Furthermore the repaired framework corresponding to the PAF involves reversing the











Figure 5.2: Argumentation Framework and corresponding repaired preference argu-
mentation framework for the example
5.2.3 Contextual Preferences argumentation frameworks
An argumentation framework based on contextual preferences (CPAF) is defined by
Amgoud et al. [5] as a tuple 〈Args,R, C,, P ref1, . . . , P refn〉. A is a set of arguments,
R is a binary relation representing the defeat relationship between the arguments,
C = {c1, . . . , cn} is a set of contexts,  is a complete preordering on C ×C, Prefi is a
(partial or complete) preordering on A×A issued from the context ci.
The second step in the argumentation process, after the construction of arguments and
counter arguments, is the selection of the most acceptable arguments. In order to select
these arguments within a CPAF the authors suggest three solutions: (1) aggregating
the different preference relations, (2) changing the definitions of individual and joint
defence, (3) aggregating the sets of acceptable arguments.
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The first solution aggregates the preference relations by keeping the preferences ex-
pressed in the most privileged context and among the remaining contexts keep only




• T1 = C
• ∏1 = {(A,B) ∈ Prefi such that ∀ cj ∈ T1 {ci}, ci  cj}
• Tk+1 = Tk {ci}
• ∏k+1 = ∏∪{(A,B) ∈ Prefi, ci ∈ Tk+1, such that (B,A) 6∈ ∏k and ∀ cj ∈
Tk+1 {cj}, ci  cj}
Once the aggregation is done the acceptable arguments are found by computing the
set Sa of the PAF 〈Arg,R, P ref〉.
The second solution involves computing a new set of acceptable arguments, by changing
the definition of both individual and joint defence so that all the preferences are taken
into account. A defeated argument must be preferred to its defeaters in a context which
takes precedence over all contexts where the opposite preference is expressed in order
to self defend.
Formally if A,B ∈ Arg such that ARB. B defends itself against A if and only if
∃ ci ∈ C such that B >Prefi A and ∀ cj such that A >Prefj B then ci  cj . CR,is the
set of arguments defending themsleves against their defeaters.
Let S ⊆ Arg and A ∈ Arg. S defends A if and only if ∀BRA and A does not defend
itself against B then ∃C such that CRB and B does not defend intself against C.
The set of acceptable arguments of the framework 〈Arg,R, C,, P ref1, . . . , P refn〉
denoted by Sa2 is: Sa2 = ∪F i≥0(∅) = CR, ∪ [∪F i≥1(CR,)]
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The third solution involves computing the acceptable arguments for each of the PAFs
〈Arg,R, P ref1〉, . . . 〈Arg,R, P refn〉 and denote these as S1, . . . , Sn. The acceptable
arguments of this CPAF are intially those in Si such that ci is the most privileged
context. Then the next most privileged context cj is selected and arguments from Sj
are kept only if they are not defeated by an argument already in Si. Formally the set
of acceptable arguments of the framework is Sa3 =
∏
n such that:
• T1 = C
• ∏1 = {A ∈ Si such that ∀ cj 6= ci, ci  cj}
• Tk+1 = Tk {ci}
• ∏k+1 =∏k ∪{A ∈ Si, ci ∈ Tk+1 such that ∀ cj ∈ Tk+1 {ci}, ci  cj and @B ∈∏k
such that BRA and B >Prefl A with cl 6∈ Tk+1}
The authors state that Sa1 = Sa2 = Sa3. Intuitively the order in which the acceptable
arguments are computed and aggregated yields the same set of acceptable arguments.
CPAF and the example
In order to implement an approach similar to the one proposed in [5] using the ovarian
example, the different sets of preference orders will be defined as cd1, ...cdn where each
cdi contains a complete or partial pre order of the models prefi = {(ms1,ms2), (mb2,ms2)}.
(ms1,ms2) indicates that ms1 is preferred to ms2. There will be an importance order
on the different preference orders such that {cd1  cd2  · · ·  cdn}, this is equivalent
to {Pref1  Pref2  · · ·  Prefn}. All of the preference orders and their relative
importance are in Table 5.1. I will apply the three approaches proposed in [5] to com-
bining the preference orders across the different contexts, while taking into account
their relative importance or privilege.
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The first method proposed involves creating a Pref from Pref1, . . . , P refn by keeping
all the preferences expressed in their most important (or privileged context). In our
example above this would result in a preference order that matches the one derived
from c1. Pref = {ms1  ms2  mb2}. It would follow that as there are arguments in
support of the use of ms2,ms2,mb2 then applying this preference order would result in
recommending the use of ms1 over the others and the reason for this preference would
be cd1.
The second approach proposed involves computing a new set of acceptable arguments
by changing the definition of defence to take into account the preferences. In order
to self defend a defeated argument must be preferred to its defeaters in a context
which is more important, than any of the other contexts where the opposite preference
is expressed. In our example the arguments in support of ms1,ms2,mb2 attack each
other. Applying the latter definition of defence the only argument that successfully self
defends is ms1.
The third approach proposed involves computing the set of acceptable arguments
S1, . . . , Sn for each of the the frameworks: < Args,R, P ref1 >, . . . , < Args,R, P refn >.
Where Args are the arguments, and R the attack relations between them. In our
example we would compute S1, S2, S3 by applying in turn the different preferences
cd1, cd2, cd3. S1 = {ms1}, S2 = {mb2} and S3 = {ms1}. These sets of arguments will
be aggregated keeping in the acceptable set only arguments that are not defeated by
arguments present in a more important context. Applying the latter to the example
results in ms1 being preferred.
When applied to our situation this example has resulted in the same model being
recommended under each of the three solutions. The process for arriving to a recom-
mended model under each of the the three solutions has differing levels of abstraction
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and complexity. The first solution is most intuitive and could be used as part of the
justification of the model recommended to the end user.
5.2.4 Value argumentation frameworks
One approach makes use of a value assigned to each decision. Although there are many
measures of model fit or prediction accuracy that can be used to measure a model, the
choice of the most suitable model for the given data and research question may lead to a
model that does not perform as well on these metrics as a model that was not suitable.
Therefore in our case there is no relevant method of assigning values when selecting
the most appropriate model therefore Value Argumentation Frameworks (VAF) [16] is
not a suitable approach in this case.
5.2.5 Extended Argumentation frameworks
So far in the chapter the methods that have been included have all had a common
theme in that preferences were expressed as orders over the arguments. A different
approach is proposed by Modgil in[58] where he introduces the concepts of an extended
argumentation framework that includes meta level arguments to enable arguing about
the preferences. An extended argumentation framework (EAF) includes a second attack
relation that ranges from arguments to attacks on the attacks.
Formally an EAF is defined as a tuple 〈Arg,R,D〉 such that Arg is a set of arguments
and:
• R ⊆ Arg ×Arg
• D ⊆ Arg ×R
• if (X, (A,B)), (X ′(B,A)) ∈ D then (X,X ′), (X ′, X) ∈ R
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Alternative notations are suggested by [58]:
• A ⇀ B is equivalent to (A,B) ∈ R A symmetric attack would be written as
A B.
• An attack X on the attack of A on B is written as: X  (A ⇀ B) which is
equivalent to (X, (A,B)) ∈ D
In a extended argumentation framework the preferences are claimed as arguments. If
A attacks B then A defeats B only if in the context of the set of arguments committed
to, there is no argument claiming that B is preferred to A. Formally the concept of a
strict defeat is defined as: Given an EAF 〈Arg,∇,D〉 and a subset S ⊆ Arg then A
defeats′s B if and only if (A,B) ∈ R and ¬∃C such that (C, (A,B)) ∈ D. Intuitively
A strictly defeats B if A attacks B and there is no attack on the preference of A over
B. If A defeatssB and B does not defeatsA then A strictly defeatssB. The latter can
be noted as A→S B.
Within an EAF 〈Arg,R,D〉 a set S ⊆ Arg is conflict free if and only if ∀A,B ∈ S if
(A,B) ∈ R then (B,A) 6∈ R and ∃C ∈ S such that (C, (A,B)) ∈ D. This means that
if A,B ∈ S and A attacks B then S is conflict free only if B does not attack A and
there is a C that attacks the attack from A to B.
In order to define an acceptable argument within an EAF the concept of a reinstatement
set is to be defined first. RS = {X1 →S Y1, . . . , Xn →S Yn} is a reinstatement set for
C →S B if and only if:
• C →S B ∈ RS
• for i = 1, . . . , Xi ∈ S,
• ∀X →S Y ∈ RS , ∀Y ′ such that (Y ′, (X,Y )) ∈ D, there is a X ′ →S Y ′ ∈ RS .
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A ∈ Arg is acceptable with respect to S ⊆ Arg, if and only if: ∀B such that B →S A,
there is a C ∈ S such that C →S B and there is a reinstatement set for C →S B. The
admissible, preferred, complete and stable extensions of an EAF are defined the same
way as for Dung frameworks.
EAF and the example
In order to implement an extended argumentation framework using the arguments
generated from the argument scheme from the ovarian example introduced in Section
5.2.1 the preference orders will be represented as meta-level arguments. For example if a
preference order states that ms1  ms2 then the related meta-level argument generated
from it is P1 ∈ D. This can be represented as (P1, (ms2,ms1)) or P1 (ms2 ⇀ms1).
All of these preference arguments can be derived in EAF notation from Table 5.1, eight
arguments Pj ∈ D would be extracted from Table 5.1.
• From cd1:
– Pcd11  (ms2 ⇀ms1)
– Pcd12  (mb2 ⇀ms2)
– Pcd13  (mb2 ⇀ms1)
• From cd2:
– Pcd21  (ms2 ⇀mb2)
– Pcd22  (ms1 ⇀ms2)
– Pcd23  (ms1 ⇀mb2)
• From cd3:
– Pcd31  (ms2 ⇀ms1)










Figure 5.3: Overlaying all the meta level preference arguments on the ovarian
example
– Pcd32  (mb2 ⇀ms1)
These arguments in R when represented as an argumentation framework 〈Arg,R〉 are
R = {(ms1,ms2), (ms1,mb2), (ms2,ms1), (ms2,mb2), (mb2,ms1), (mb2,ms2)}.
Where (ms1,ms2) represents an attack of the argument supporting the use of ms1 on
the argument in support of the use of ms2
The meta-level arguments in D are superimposed onto the existing attack relations R
that exist between the three possible models. Figure 5.3. shows the resulting EAF
when all of the meta level arguments resulting from the different preference orders are
applied simultaneously. In such an argumentation framework all the conflicts between
arguments are attacked by meta level arguments as such the resulting argumentation
framework is devoid of conflict. This does not assist in selecting the most suitable
model.






Figure 5.4: Extended Argumentation Framework for ovarian including only meta
level arguments from one context domain
The EAF resulting from the example introduced in section 5.2.1 does not enable us
to recommend an extension that contains arguments in support of one or more most
suitable models, however its representation is very visual and offers potential to justify
the decision through the use of the arguments. Applying the order of the contexts to the
EAF would facilitate the existence of extensions containing arguments in support of the
use of the most suitable models. When the meta level arguments from only one context
(such as the most important one) are applied to the argumentation framework in Figure
5.3, the resulting EAF has a preferred extension that includes one argument in support
for one model. Figure 5.4 shows the same EAF when only the most important context
domain is applied. Figure 5.5 shows the remaining attacks between arguments, the ones
attacked by the meta level arguments are in dotted lines. The resulting argumentation
framework’s preferred extension is such that {ms1} is acceptable with respect to it.






Figure 5.5: Extended Argumentation Framework for ovarian including only meta
level arguments from one context domain, and remaining attack relations
Chapter 5 Preferences 123
5.3 Proposed Argumentation Model
In the previous section I illustrated different approaches to the use of preferences in
argumentation frameworks. PAFs [4] were able to consider one set of preferences only,
CPAFs [5] were able to cater for multiple preference orders however these were aggre-
gated prior to their application to the attack relations in the Argumentation Frame-
work. EAFs [58] provide the possibility of arguing about conflicting preferences as
well as conflicts between arguments, as the preferences are represented as meta-level
arguments. Furthermore in EAFs attacks between arguments and attacks on attacks
from the preferences can be visualised and reasoned with simultaneously. These are
the reasons why I chose to use EAFs to underpin my proposed method.
The proposed method in this thesis for leveraging preferences as part of statistical
model selection relies on two components: an extension of the SKB and the extension
of the argumentation framework to an extended argumentation framework (EAF) with
context domain preference orders.
5.3.1 Extending the SKB to include preferences
To incorporate preferences into the approach, the statistical knowledge base (SKB)
introduced in Chapter 3 is extended with the following:
Definition 5.1. Extended Statistical Knowledge Base
• A set of context domains CD = {CD1, . . . , CDH}.
• A set of totally ordered sets of performance measures P = {P1, . . . , PH}. Each
Ph contains a set of measures ph1 ≺ . . . ≺ phj by means of which a model’s
performance is assessed in a specific context.
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• A set of performance functions PF = {PF1, . . . , PFH}, such that each PFi :
CDi×M 7→Pi. The mapping of the model to the performance measure is depen-
dent on the context domain. CDh
• Optionally an order of importance for the context domains can be defined where
I is the ordered set of context domains. The order determines the relative im-
portance of the context domain.
By applying Definitions 5.1 to the example introduced in Section 5.2.1 and using cd1
from Table 5.1 then the definitions above would lead to the following:
• Assuming there is only one context domain cd1 then CD = {cd1}
• The performance measures for cd1 are Pcd1 = {p1, p2, p3}, where p1  p2  p3.
• Then PF1 maps models {ms1,ms2,mb2} to the applicable ordered performance
measures {p1, p2, p3}
Table 5.2 contains the definitions concerning cd11, cd12 and cd13 which are the context
domains related to censoring (absent, mild or heavy). For example a model such
as Kaplan-meier is mildly affected by light censoring and strongly affected by heavy
censoring.
Table 5.3 contains the mappings for the two contexts that are related to intent based
preferences cd21 and cd22.
5.3.2 Reasoning with Arguments and Preferences for Statistical Model
Selection
To construct an argumentation model based on the extended statistical knowledge
base, first the set of contexts ĈD ⊆ CD1∪ . . .∪CDH for the problem at hand must be
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context domain model m Performance measure p
cd11 censoring absent
ms1 KM p1 = unaffected
ms2 PH p1 = unaffected
mb2 Fisher
′s p1 = unaffected
cd12 censoring light
ms1 KM p2 = mildly affected
ms2 PH p1 = unaffected
mb2 Fisher
′s p3 =strongly affected
cd13 censoring heavy
ms1 KM p3 = strongly affected
ms2 PH p1 =unaffected
mb2 Fisher
′s p3 = strongly affected
Table 5.2: cd11, cd12 and cd13 performance function mapping - subset of relevance
to ovarian example
context domain model m Performance measure p
cd21 predict
ms1 KM p3 avoid




ms1 KM p1 suitable
ms2 PH p1 suitable
mb2 Fisher
′s p2 neutral
Table 5.3: cd21 and cd22 performance function mapping for model intent - subset of
relevance to ovarian example
established. ĈD contains the subset of contexts taken from all the context domains in
CD. Whether a context is relevant to a problem is derived by applying a test on the
data, elicited from the domain expert/clinician or elicited from the research question.
Where identification of the context is not straightforward, the contexts in CD provide
hooks (conclusions) for further arguments about the appropriate statistical model.
Let 〈Arg,R〉 be an argumentation framework generated using the methods described
in Chapters 3 & 4. Such a model can now be extended to an EAF 〈Arg,R,D〉 by
defining:
Definition 5.2. Generating the Extended Argumentation Framework using the Ex-
tended Statistical Knowledge Base
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• ∀mx,my ∈ Arg, (mx,my) ∈ R and (my,mx) ∈ R . mx,my are arguments gen-
erated by instantiating the argument schemes and critical questions (Definitions
4.1, 4.2, 4.3) in support of the models mx &my respectively.
• ∀CDh ∈ ĈD if pcdh(mx) ≺ pcdh(my) there is a meta level argument PAcdhxy ∈ D
such that (PAcdhxy , (mx,my)). Intuitively, an attack relationship PAcdhxy 
(mx ⇀ my) is added for each attack of a model mx by a model my where a
context (CDh) justifies a preference of my over mx.
Optionally there may be a preference order I over the context domains, CDM ⊆
CD × CD. Intuitively a context domain cdi may be of higher importance than a
domain cdj if the former is derived from statistical theory and the latter is clinician’s
preference.
The preferred models will be the ones which are supported by an argument that is
acceptable with respect to the set of preference arguments from the context domain in
question. If the arguments in support of the use of more than one model are acceptable
to the set of preference arguments generated by one context domain, another context
domain (the next one in order of importance) can also be used.
5.4 Representing the ovarian example as an EAF with
Context Domains
In this section I will use the ovarian example used in Section 3.1.1. In Chapter 3 the
instantiation of the argumentation scheme (Definition 4.1) and critical questions pro-
posed in this thesis (Definition 4.2 and 4.3) have generated an argumentation framework
〈Arg,R〉 where:
• Arg = {Arg1 : ms1, Arg2 : ms2, Arg4 : mb2}
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context domain model m Performance measure p
cd12 light censoring
ms1 KM p2 = mildly affected
ms2 PH p1 = unaffected
mb2 Fisher
′s p3 =strongly affected
Table 5.4: cd12 performance function mapping relevant to ovarian example
• R = {(Arg1 : ms1, Arg2 : ms2), (Arg1 : ms1, Arg4 : mb2), (Arg2 : ms2, Arg4 :
mb2), (Arg2 : ms2, Arg1 : ms1), (Arg4 : mb2, Arg1 : ms1), (Arg4 : mb2, Arg2 :
ms2)}
In order to generate the EAF for this scenario then the following additional inputs are
required in order to generate the meta level arguments D:
• ĈD = {cd12, cd22, cd3} where cd12 in this case corresponds to light censoring,
cd22 is model intent and cd3 is clinician preference.
• I = {cd12  cd22  cd3}
Context Domain cd1’s mapping is available in Table 5.2 for absent, light, heavy cen-
soring. The ovarian data is light censored (the proportion of censored patients is 54%
which is mild). The relevant slice of Table 5.2 cd12 is presented in Table 5.4.
Applying definitions 5.2 then the following set of meta level arguments are generated:
• (PAcd1−12, (ms1,ms2)) as pcd1(ms1) ≺ pcd1(ms2)
• (PAcd1−13, (mb2,ms2)) as pcd1(mb2) ≺ pcd1(ms2)
• (PAcd1−23, (mb2,ms1)) as pcd1(mb2) ≺ pcd1(ms1)
• where PAcd1−12, PAcd1−13, PAcd1−23 ∈ D
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context domain model m Performance measure p
cd22 explain
ms1 KM p1 suitable
ms2 PH p1 suitable
mb2 Fisher
′s p2 neutral
Table 5.5: cd22 performance function mapping for model intent =’explain’ relevant
to ovarian example
The second context domain of relevance in this example is cd22. In this case the intent
of the analysis is to explore the hypothesis (not to predict) therefore an additional set
of meta level arguments are generated from Table 5.3 where cd22 =
′ explore′. The
relevant aspects of Table 5.3 are replicated in Table 5.5.
Applying definition 5.2 then the following set of meta level arguments are generated:
• (PAcd2−13, (mb2,ms1)) as pcd2(mb2) ≺ pcd2(ms1)
• (PAcd2−12, (mb2,ms2)) as pcd2(mb2) ≺ pcd2(ms2)
• where PAcd2−13, PAcd2−12 ∈ D
Finally there is a clinician expressed preference, this will be cd3 and the clinician has
expressed a preference for ms1. This also generated a set of meta level arguments:
• (PAcd3−13, (ms2,ms1)) as pcd3(ms2) ≺ pcd3(ms1)
• (PAcd3−12, (mb2,ms1)) as pcd3(mb2) ≺ pcd3(ms1)
• where PAcd3−13, PAcd3−12 ∈ D
There are now seven meta level arguments in D. FIgure 5.7 illustrates the extended ar-
gumentation framework generated and including the meta level arguments (preference
arguments PAs) from each of the three context domains.









Figure 5.6: Extended Argumentation Framework for ovarian including preference
arguments from all three context domains
If the order of importance of context domains is applied and only the meta-level ar-
guments generated from cd12 are applied there is a preferred extension which contains
the preference arguments from cd12 and the argument in support of {ms2}. {ms2} is
therefore acceptable with respect to the arguments in the EAF considered.
The preferences can be resolved in order to determine the recommended model by
initially only considering the preference arguments from the most important context
domain (cd12). When only applying the preferences derived from cd12 then ms2 is ac-
ceptable with respect to S′cd1 = {PAcd1−12, PAcd1−13, PAcd1−23}, is the only argument
that is not strictly defeated and as such this would be the recommended model to be
used. In this EAF, the justification to its choice over ms1 and mb2 is given by the
context domain used in order to resolve this: cd12. In this case the recommendation of
ms2 over the other models is explained by it being preferred under conditions of mild
censoring.









Figure 5.7: Extended Argumentation Framework for ovarian including preference
arguments from cd12 only
If we assume that the order over the context domains in the same example is not
given, then the admissable extensions for the EAF can be computed considering the
preference arguments derived from each cdi in turn. The resulting extensions would
be: S1 = {ms2}, S2 = {ms2}, S3 = {ms1} for cd12, cd22 and cd3 respectively. In other
words model ms1 would only be selected in a situation where the preferences of the
clinician (cd3) are prioritised over all other contexts.
5.5 Summary
The approached proposed in this chapter supports the statistical model selection pro-
cess by enabling conflicting preference orderings to be accounted for and reasoned with
in order to recommend the most suitable models. Aspects of the original contributions
made in this chapter have been published in [69]. The differing preference orders are
Chapter 5 Preferences 131
incorporated into statistical model selection through generating meta level arguments,
extending the argumentation framework into an EAF and with the support of an ex-
tended statistical knowledge base. This approach can also take into account the relative
importance of the different preference context domains, if this is applicable to the sit-
uation. This approach further provides a justification for any recommendation made
through the use of context domain importance, or offers a method of acknowledging the
context domain that is prioritised if a specific model is selected (when an importance
order is not relevant or not available).
Chapter 6
Formalising the Argument
Scheme , Critical Questions and
Extended Statistical Knowledge
Base
In this chapter I will formalise the original contributions outlined in this thesis using
Z notation. The formalisation of the system will help clarify the operations of the
proposed methodology, enable representation in a computational system and enable
reasoning over and about the system. Furthermore the formalisation will also aid in
the development of a prototype implementation. Section 6.1 introduces Z notation and
articulates its use in similar situations. Section 6.2 implements the argument scheme,
critical questions and SKB as articulated in Chapter 4. Section 6.3 provides an overview
of the roles and relations between the different schemas proposed in Section 6.2. Section
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6.4 extends the Z specification introduced in Section 6.2 to include preferences through
the extension of the SKB.
6.1 Z notation
Z notation [74] is based on elementary components such as set theory and first order
predicate logic. There are examples of the use of Z notation to formalise multi agent
systems ([52, 29, 56]). Luck et al. [52] use Z to provide an accessible and formal account
of agent systems. The authors use Z as it is sufficiently expressive to allow a consistent
unified structured account of a system and its associated operations and it is deemed
suitable to facilitate implementation. Z notation was also used by Miller et al. [56]
as a basis for an extension of Z aimed at modelling software agents in a multi agent
environment.
An additional implementation in a multi agent setting that makes use of Z is provided
by D’inverno et al. [29]. The authors use Z to provide an abstract formal model of an
idealised dMARS (distributed Multi Agent Reasoning System). The authors justify the
use of Z as it enables designs of systems to be formally developed, whilst allowing for
the systematic reduction of these specifications to implementation. The authors also
describe Z as having the desirable property of being accessible and extremely expressive
allowing for consistent unified and structured accounts of systems. Furthermore the
large array of books and cases studies (academic and industry) is also cited.
The expressiveness and accessibility of Z notation coupled with the need to facilitate a
prototype implementation for the contributions proposed within this thesis supported
my decision to use it as a basis for the formalisation of the contributions. Additional
auxiliary background material on Z notation is provided in Appendix A Section A.1.
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6.2 Formalising the Argument Scheme, Critical Questions
and SKB for Statistical Model Selection in Z Notation
I will now start to build the specifications required to represent the methodology and
related original contributions outlined in Chapters 3 and 4 in Z notation. There are
two aspects of the proposed methodology that need to be addressed: the knowledge
base and the argumentation schemes. The former will be specified first in order for the
latter to be able to leverage the concepts introduced to specify the inference.
Initially the basic types required to define the elements of the SKB (Definition 3.1)
need to be introduced:
[MODEL] - the set of all possible models
[OBJECTIVE] - the set of all possible objectives
[ASSUMPTION] - the set of all possible assumptions
There is also a need to strengthen the specification by setting up variables to account
for potential input errors. As example of such a situation is if a user attempts to
find models for an undefined objective, or to find assumptions for a model that is not
defined. In order to do so I will first define a type:
REPORT ::= ok | already known | not known
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This schema can be then used in conjunction with another schema such as [FindModels]
to flag the situation where the input model is not known to the system.
FindModels ∧ Success
The state space for the proposed specification is:
[StatisticalKnowledgeBase]
known : PMODEL
achieves : MODEL↔OBJECTIV E
requires : MODEL↔ASSUMPTION
The relations between the different elements (Definition 3.2) to be defined by the [Sta-
tisticalKnowledgeBase] schema are illustrated in Figure 6.1 where the light grey lines
represent the achieves relation and the dashed black lines represent the requires rela-
tion.
Initially the Statistical Knowledge Base will be empty
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An example of the contents of the knowledge base used for the ovarian example in-
troduced in Section 3.1.1 and illustrated in Figure 3.3 is:
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known = {ms1,ms2,ms3,mb1,mb2}
achieves = {ms1 7→ time to event,ms2 7→ time to event,
ms3 7→ time to event,mb1 7→ nominal
mb2 7→ nominal}
requires = {ms1 7→ a1,ms2 7→ a1,ms2 7→ a2,
ms3 7→ a1,ms3 7→ a3,mb1 7→ a10,mb2 7→ ¬a10}
dom achieves = {ms1,ms2,ms3,mb1,mb2}
ran achieves = {time to event, nominal}
dom requires = {ms1,ms2,ms3,mb1,mb2}
ran requires = {a1, a2, a3, a10,¬10}
In Z notation the notion of a related pair is defined as a maplet 7→. The following
x 7→ y ∈ F is equivalent to (x, y) ∈ F .
A new entry to [StatisticalKnowledgeBase] is added with the following:
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objective? : OBJECTIV E
known′ = known ∪model?





known′ = known ∪model?
requires′ = requires ∪ {model? 7→ assumption?}
Note that the difference in approach in this formalisation means that there is no re-
quirement that the model is not known, as more than one objective can be mapped to
a known model. Furthermore the process of assigning an objective and assumption to
a model is now split into two schemas. Given that a model can have more than one
objective and more than one assumption then this also means that these schemas can
be called multiple times for each model.
The instantiation of the argument scheme (AS1) (Definition 4.1) given an objective is
in the form of the following enquiry schema:
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[FindModels]
ΞStatisticalKnowledgeBase
objective? : OBJECTIV E
models! : PMODEL
result! : REPORT
(objective? ∈ ran achieves ∧
models! = {m : model | (objective? 7→m) ∈ achieves}
∧ result! = ok) ∨
(objective? 6∈ achieves ∧
result! = not known)
where the type REPORT will be defined to flag situations where the objective stated
is not known.
REPORT ::= ok | not known | none
The result of instantiating [FindModels] is either a list of models and a confirmation
that the results are OK, or a message reporting that the objective of the research
question is not defined in the relation achieves.
Given the list of models, the critical questions need to be instantiated. CQ1: Are there
alternative ways of answering the research question? In order to model this critical
question an additional relation is to be introduced to the [StatisticalKnowledgeBase].
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This will be a relation between OBJECTIVEs.
alternative : OBJECTIV E↔OBJECTIV E
This relation can created through this schema:
[AlternativeObjective]
known objectives : POBJECTIV E
alternative : OBJECTIV E↔OBJECTIV E
known objectives = dom alternative
In order to set this relation up the schema is initialised:
[InitAlternativeObjective]
AlternativeObjective
known objective = ran achieves
Then, the schema to populate the relationship between alternative objectives is:
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[AddAlternativeObjective]
∆AlternativeObjective
objective1? : OBJECTIV E
objective2? : OBJECTIV E
result! : REPORT
(objective1? ∈ ran achieves ∧ objective2? ∈ ran achieves
∧ alternative′ = alternative ∪ {objective1? 7→ objective2?}
∧ result! = ok)
∨ ({objective1? 6∈ ran achieve ∨ objective2? 6∈ ran achieves}
∧ result! = not known)
The above schema will add a relation between one objective (o1) and another objective
(o2) that can be used as an alternative analysis approach to it. The schema will only
allow a relation to be added if both o1 and o2 are defined in the Statistical Knowledge
Base [StatisticalKnowledgeBase].
Now the argument scheme AS2 in support of the first critical question (Definition 4.2)
can be instantiated through the following schema:
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[FindAlternativeObjective]
ΞAlternativeObjective
objective1? : OBJECTIV E
objectives2! : POBJECTIV E
result! : REPORT
(objective2! = {o : objective | (objective1? 7→ o) ∈ alternative}
∧ result! = ok) ∨ (objective2! = {} ∧ result! = none)
The second critical question’s aim (Definition 4.3) is to check the critical assumptions
for each of the models returned as part of [FindModels] (note that the latter will be







(assumptions! = {a : assumption | (a 7→model?) ∈ require}
∧ result! = ok)
∨
(assumptions! = {} ∧ result! = none)
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The resulting list of assumptions will contain elements of the type: {a1, a2, . . . , an} and
these can each then be validated against either the data or the clinician. This relation
between assumptions and their type can also be formalised in a schema.
A new type can be defined to aid in the distinction between assumptions that are to be
tested against the data and those that require eliciting a response from the clinician.
TY PE ::= query | user
The state space for this is defined as:
[AssumptionType]
assumption : ASSUMPTION
type : TY PE
assumption type : ASSUMPTION ↔ TY PE
The [AssmptionType] is initialised:
[InitAssumptionType]
AssumptionType
assumption type = {}
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The relation between the assumptions and their types can be defined by adding the




type? : TY PE
result! : REPORT
(assumption? ∈ requires ∧
assumption type′ = assumption type ∪ {assumption? 7→ type?}
∧ result! = ok)
∨
(assumption? 6∈ requires ∧
assumption type′ = assumption type
∧ result! = not known)
The critical question enquire schema is:
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type! : TY PE
result! : REPORT
(type! = (t : type | assumption? 7→ t) ∈ assumption type ∧
result! = ok)
∨
(type! = (t : type | assumption? 7→ t) 6∈ assumption type ∧
result! = not known)
6.3 Overview of the Z schemes proposed
In the previous section I articulated the Z notation specifications required to set up
the SKB, to instantiate the argument scheme and critical questions. The specification
proposed is made up of three different categories of schemas: schemas to initialise the
knowledge base, schemas to populate the relations in the knowledge base and schemas
to instantiate the argument schemes and critical questions.
The types defined and used by the schemas proposed in Section 6.2 are:
REPORT ::= ok | not known | none
TY PE ::= query | user
The following state spaces are defined:
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Initialising the knowledge base
Figure 6.2: The Z schemas used to initialise the elements of the SKB on the left and




The following schemas are used to populate the relations within the knowledge base.
The relations between these different schemas used to initialise the knowledge base is
in Figure 6.2, for example the schema [initAlternativeObjective] is used to initialise
the [AlternativeObjective]. Figure 6.3 illustrates the relations between the schemas to
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Populating the knowledge base
Figure 6.3: The Z schemas to populate the SKB on the right and their related
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• FindAssumptions
• FindAssumptionType
In the next section the formalisation in Z notation will be expanded to include the
extended knowledge base as proposed in Chapter 5.
6.4 Formalising the Extended SKB for Statistical Model
Selection in Z Notation
In Chapter 5 I proposed an extension of the knowledge base aimed at incorporating
and leveraging multiple sets of conflicting preference orders over the models in order
to provide not just a set of possible models to apply given a data set and a research
question but to refine this to a set of recommended models taking additional contextual
factors into account through the use of an extended argumentation framework.
Given the performance measures are the source of the model orders it makes sense
for these to be represented as a sequence. The position of each item is relevant as it
will determine which performance measure value is better within the relevant context
domain.
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where there are a set of predefined values that [PERFORMANCE MEASURE] can
take:
PERFORMANCE MEASURE ::= affected | unaffected | neutral
| suitable | avoid | clinician pref
The state space for this is defined as follows:
[ContextDomainBase]
known domain : PCONTEXT DOMAIN
p measure : PPERFORMANCE MEASURE
model : PMODEL
measured : CONTEXT DOMAIN ↔ PERFORMANCE MEASURE
relevant : CONTEXT DOMAIN ↔MODEL
effect : PERFORMANCE MEASURE↔MODEL
known domain = dommeasured = dom relevant
The [ContextDomainSpace] is initialised:
[InitContextDomainBase]
ContextDomainBase
known domain = {}
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In order to populate this knowledge base initially the context domains are defined:
[AddContextDomain]
∆ContextDomainBase
domain? : CONTEXT DOMAIN
measures? : PERFORMANCE MEASURE
res! : REPORT
(domain 6∈ known domain ∧
measured′ = measured ∪ {domain? 7→measures?} ∧
res! = ok) ∨
(domain ∈ known domain ∧
res! = already known)
For each given context domain (defined with the previous two schemas) the models
relevant to it can be added and mapped onto the existing defined performance measures.
So a schema is to be defined that for a given model and context domain will map the
model to a performance measure.
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domain? : CONTEXT DOMAIN
res! : REPORT
(domain? ∈ known domain ∧
relevant′ = relevant ∪ {model? 7→ domain?} ∧
effect′ = effect ∪ {model? 7→measure}
res! = ok)
∨
(domain? 6∈ known domain ∧
res! = not known)
The [AddModelToContext] schema will take a model and context domain as inputs.
Then it will map the effect to be assigned to the model from the list of ones defined for
the specific context domain in question only. For example if we have a context domain
for censoring cd12 as defined in Table 5.2 then the values would be:
domain = {cd11}
measures = {p1, p2, p3}
where p1 = unaffected, p2 = mildly affected and p3 = strongly affected.
The AddContextDomain schema would be used to define this context domain (assuming
it has not been already defined). Then the AddModelToContext schema would be
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employed to map all the models the context domain is relevant to to the appropriate
measures. In this example using context domain cd12 from Table 5.2 as an example:
effect = {ms1 7→ p2,ms2 7→ p1,mb2 7→ p3}
Which results in the following preference between models resulting from cd12: {ms2 
ms1,ms2  mb2,ms1  mb2}
The definition of the context domain that is derived from clinician preference would
also be mapped using the Z schemas [AddContextDomain] and [AddModelToContext].
An example of such a context domain where there are only two performance measure
p1andp2 where p1  p2 would lead the the following mapping if the clinician prefers
the use of model ms2:
effect = {ms1 7→ p2,ms2 7→ p1,mb2 7→ p2}
Which results in the following preference between models resulting from the specified
clinician preferences: {ms2  ms1,ms2  mb2}
6.5 Conclusion
In this chapter I articulated a formalisation of the extended statistical knowledge base,
argument scheme and the critical questions based on the contributions presented in
Chapters 3, 4 and 5 of this thesis.
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The requirement for a formalisation using Z was derived from the need to document
the system fully in preparation for a prototype implementation. This formalisation
provided the schemas required to initialise such a system as well as the schemas for the
argumentation scheme instantiations. The formalisation in Z notation provided one of
the inputs for the development of the prototype. The use of the prototype to evaluate
the contributions of this thesis is discussed in Chapter 7.
Chapter 7
Towards Evaluation
In this chapter I will cover different aspects of evaluation. In Section 7.1 I provide a
review on how other argumentation based decision support methodologies have been
evaluated. In Section 7.2 I propose a set of evaluation criteria relevant to the original
contributions of this thesis. Within the scope of this thesis the evaluation is based on
case studies which are elaborated in Section 7.3. The desired future evaluation tasks are
also articulated in this chapter. Section 7.4 presents details of the prototype that was
developed based on the original contributions of this thesis. The method of evaluation
employed in scope of this thesis is the case studies in Section 7.3.
7.1 Evaluating Argumentation based Decision Support Sys-
tems
An important consideration as to how such a decision support system would be evalu-
ated is by reviewing how other similar systems have been evaluated. The relevant ar-
gumentation based decision support systems have been reviewed in Section 2.6: EIRA,
154
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CARREL and DRAMA.
The ArguEIRA decision support system [42] flags anomalies in a patient’s response to
medication. The knowledge required by the system to flag these anomalies was derived
from interviews with clinicians. The benefits of the system were assessed by three
clinicians in the relevant clinical domain. The main focus of this evaluation was on the
layout of the information reported back to the clinician when an anomaly was flagged.
Further evaluation to assess whether the argumentation schemes used in EIRA can be
ported to a different (non medical) domain was suggested.
The collaboration with clinicians in order to evaluate a proposed argumentation based
decision support system was also key in CARREL [81]. Tolchinsky et al. evaluated the
system on a set of examples, this was used to determine whether the argumentation
schemes and their associated critical questions captured all of the required lines of
reasoning. A specific aim of the evaluation was to ascertain that the template for the
argument schemes was not too onerous but still captured all the required details.
A case study forms one of the key aspects of evaluation for the DRAMA agent [13].
The proposed system based on the DRAMA agent is not evaluated as such but is
illustrated through the use of a running example. The evaluation criteria employed
by Atkinson et al. in [13] initially focused on listing the proposed decision support’s
worthwhile features and stating its potential, but is further explored and evaluated
in [9]. In [9] the evaluation of the method is achieved through the following criteria:
comprehensiveness of the model, flexibility of the model when used in different domains
and realistic representation of real life arguments. These criteria were selected as
representing important elements in line with the aim of the thesis [9].
The approach to evaluation selected in [9] is one that could be applied to my thesis,
however the resulting criteria would be different. As my thesis’ remit is within clinical
decision support then all of the scenarios are to be limited to this domain, however
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these can span different objectives within the domain. Therefore I propose that the
initial the evaluation criteria for my proposed methodology consist of case studies based
on clinical data and research questions from clinicians.
The use of case studies to evaluate and assess a proposed method is also covered by
McBurney et al. [55]. In [55] the authors present a formal framework for delibera-
tion dialogues, grounded in a theory of deliberative reasoning from the philosophy of
argumentation. The approach to evaluate the framework included assessment against
criteria for such dialogues and against some case studies concerning major political
decisions.
An additional approach to evaluating an argumentation based decision support system
is described in [73] where Sklar et al. propose an evaluation through a user study. The
focus in [73] is to describe the user study conducted to evaluate the effectiveness of their
proposed system: ArgTrust [61]. ArgTrust is a decision making tool based on a formal
system of argumentation in which the evidence that influences a recommendation is
modulated according to values of trust the user places on the evidence. In contrast
to the situation this thesis focuses on, the aim was to assess the impact of ArgTrust
on the users’ decision making process, rather than ensuring that the tool and the user
would obtain the same conclusion.
The framework proposed by Hunter et al. in [44] also includes a pilot study. The
system proposed by Hunter et al. proposes a language to represent knowledge from
clinical trials and incorporates clinical preferences over the types of evidence in order
to aggregate the knowledge. The clinical pilot study described in [44] had two main
aims: Firstly to validate the ability of their formalism to represent clinician preferences
and secondly to see how stable the representation was. As part of the pilot study each
clinician was presented with a document containing all the different evidence and types.
They were then asked to decide which treatment they would recommend and give a
Chapter 7 Towards Evaluation 157
reason for this. For each clinician and scenario an argument graph was generated and
its extensions were compared to the actual treatment choices made by the clinician.
The end user evaluation is also key in the assessment of RecoMedic [57]. The aim of
RecoMedic is to select the most appropriate items of medical literature given specific
patient characteristics, this is achieved through the use of assumption based argumen-
tation. The evaluation of this system was based on a set of medical studies relevant to
the treatment of brain metastases, and was achieved though a user experience survey
by a small group of postgraduate medical students.
In support of validating the contributions in this thesis one user study would be mainly
used to confirm that the model recommendations made by the system match the ones
made by a group of statisticians - all faced with the same data, research question and
models in scope. This would bear some similarities to the user study in [44]. An
additional user study similar to the user study approach proposed in [73], would be
beneficial to assess end users’ overall impression of the prototype, the ease of use and
the user interface. This latter type of user study would be aimed mainly at clinicians (as
the target end users) but would potentially benefit from being rolled out to statisticians
too.
The evaluation methodologies used across these argumentation based decision support
systems include the use of case studies, the development of a prototype, a specification
and user studies. These methodologies are relevant to this thesis. Some are included as
part of this thesis whilst others such as a user study necessitating prototype deployment
and ethics approval are planned as part of future work.
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7.2 Evaluation approach and timeline
A desirable set of criteria to evaluate the original contributions proposed in this thesis
would include this following:





The evaluation of the original contributions of this thesis can be achieved in different
stages: evaluating the approach, evaluating the approach as implemented in a prototype
through user studies and eventually as a full scale deployment on clinical data. The
different stages and approaches to evaluation are illustrated in Figure 7.1, the shaded
blocks represent the evaluation activities achieved within this thesis.
In an ideal scenario with no resource constraints a prototype system would be imple-
mented on a set of clinical data sets of interest, and then a group of clinicians would be
invited to use the system. A group of statisticians would also be required to validate
that the recommendations and justifications generated by the prototype would align to
their approach. This would require the availability of a working prototype, as well as
time from clinicians and statisticians. In order to determine if the system is providing
value by significantly reducing the time it takes to get from hypothesis to answer a
comparison would need to be made either on the same research questions (one using
this system and the other approaching it in other ways) or on the same clinicians feed-
back. This would benefit from a structure similar to one for a clinical trial in order
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Original Contributions of 
thesis
Original Contributions of 
thesis implemented as an 
evaluation prototype
Original Contributions of 
thesis full implementation
Case studies User Study - Statisticians
In scope of thesis                          Short Term  Future                     Long Term Future
User Study - 
Clinicians User Study on clinical data
Figure 7.1: Evaluation Activities timeline
to isolate the benefit of the use of this system, from the differences in ways different
users perceive the benefit of such an approach. A prototype would also enable all the
evaluation criteria listed above to be assessed, assuming enough diverse data sets and
users were available to the system.
A prototype has been developed as a web application by Zillesen [89] 1. The feasibility
of a roll out of this prototype to clinicians and statisticians within the time frame of
this thesis is not realistic and as such different methods to evaluate this are proposed.
The option of rolling it out to clinicians, pending identification of suitable clinicians,
data sources and ethics approval remains a desirable option for future work. A roll
out of a prototype in a clinical setting would assist in evaluating the usability of the
proposed system from both functional and qualitative aspects.
The initial evaluation of the contributions proposed in this thesis is achieved through the
use of case studies. These will assess whether the proposed approach is comprehensive
enough to deal with different case studies and provide a similar model recommendation
to the actual model implemented in each case study.
1Sign up and access on http://small-data-analyst.herokuapp.com
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7.3 Empirical evaluation through case studies
7.3.1 Case Study 1: SENT
This data was collected as part of the SENT trial as introduced in section 1.3. The
data available includes 415 patients with over 100 attributes (or variables) for each
patient. There are a number of research questions that can be answered by leveraging
this data.
In order to evaluate the case study the following research question (hypothesis) will be
used:
Hypothesis 2
Is there a difference in overall survival between Female and Male patients?
The target variable is a column labelled OS which is of type ”time to event”. The
contents of the SKB relevant to this scenario are in Appendix B. Therefore the initial
step is to instantiate AS1 with objective O = os. This instantiates AS1 (Definition 4.1)
which corresponds to the Z notation scheme [FindModels].
The relevant contents of the SKB for this case study:
• {(ms1, os), (ms2, os), (ms3, os), (mb1, on), (mb2, on),
(mb3, on), (mb4, on), (mb5, on), (mb6, on)} = F
• {(ms1, a1), (ms2, a1), (ms3, aa), (ms2, a2),
(ms3, a3), (mb1, a10), (mb2,¬a10), (mb3, a8), (mb3, a11),
(mb4, a9), (mb4, a11), (mb6, a8), (mb6, a12)} = C
• {(os, on)} = OBJ
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Arg1 Argument Scheme for model to consider on grounds of achieving the
objective os : PM(os, r,ms1)
Premise - os is the objective of the research question r
Premise - ms1 is able to analyse os
∴ - ms1 is suitable to answer r
Arg2 Argument Scheme for model to consider on grounds of achieving the
objective os : PM(os, r,ms2)
Premise - os is the objective of the research question r
Premise - ms2 is able to analyse os
∴ - ms2 is suitable to answer r
Arg3 Argument Scheme for model to consider on grounds of achieving the
objective os : PM(os, r,ms3)
Premise - os is the objective of the research question r
Premise - ms3 is able to analyse os
∴ - ms3 is suitable to answer r
The instantiation of AS1 has in this case study generated three arguments:
• Arg1 : PM(os, r,ms1): ms1
• Arg2: PM(os, r,ms2): ms2
• Arg3: PM(os, r,ms3): ms3
The first critical question applies AS2 (Definition 4.2) in order to instantiate additional
arguments in support of the use of models able to achieve the alternative objective to
os. This invokes the [FindAlternativeObjective] scheme from Chapter 6.
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Arg4 Argument for alternative objective: AO(os, r)
- os is the objective of research question r
- on is an alternative objective to answer r
- mb1 calling PM(on, r,mb1)
∴ - mb1 is suitable to answer r
Arg5 Argument for alternative objective: AO(os, r)
- os is the objective of research question r
- on is an alternative objective to answer r
- mb2 calling PM(on, r,mb2)
∴ - mb2 is suitable to answer r
Arg6 Argument for alternative objective: AO(os, r)
- os is the objective of research question r
- on is an alternative objective to answer r
- mb3 calling PM(on, r,mb3)
∴ - mb3 is suitable to answer r
Arg7 Argument for alternative objective: AO(os, r)
- os is the objective of research question r
- on is an alternative objective to answer r
- mb4 calling PM(on, r,mb4)
∴ - mb4 is suitable to answer r
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Arg8 Argument for alternative objective: AO(os, r)
- os is the objective of research question r
- on is an alternative objective to answer r
- mb6 calling PM(on, r,mb6)
∴ - mb6 is suitable to answer r
This results in six additional arguments in support of the use of additional models. For
each of these arguments in the current set of arguments:
{Arg1, Arg2, Arg3, Arg4, Arg5, Arg6, Arg7, Arg8}
The second critical question (CQ2) tests the critical assumptions thereby undercutting
the argument in support of the use of a model when the critical assumptions for that
model don’t hold.
The assumptions to be tested are: {a1, a2, a3, a8, a9, a10,¬a10, a11.¬a11, a12}. The map-
ping of assumptions to their respective models is detailed in 7.3.1. The result of the
assumptions testing is in table 7.1.
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The instantiation of the AS3 (Definition 4.3) Argument Scheme CA(mi) results in the
following:
Arg9 Argument against the use of a Model for failed critical assumption:
CA((mb2)
- Model mb2 achieves objective on
- ¬a10 is a critical assumption for mb2
- ¬a10 does not hold
∴- mb2 is not a model to be considered
An additional three arguments are instantiated by CA(mi) as above: Arg10 : ¬mb3, Arg11 :
¬mb4, Arg12 : ¬mb6 resulting in the following set of arguments:
• Arg1 : PM(os, r,ms1): ms1
• Arg2: PM(os, r,ms2): ms2
• Arg3: PM(os, r,ms3): ms3
• Arg4: AO(os, r): mb1
• Arg5: AO(os, r): mb2
• Arg′6: AO(os, r): mb3
• Arg7: AO(os, r): mb4
• Arg8: AO(os, r): mb6
• Arg9: CA(((mb2) : ¬mb2
• Arg10: CA(((mb3) : ¬mb3
• Arg11: CA(((mb4) : ¬mb4









Figure 7.2: Argumentation Framework for Case Study 1
• Arg12: CA(((mb6) : ¬mb6
The arguments in favour of the use of a model that are not attacked within the argu-
mentation framework are:
• Arg1 : PM(os, r,ms1): ms1 (ms1 is Kaplan-meier)
• Arg2: PM(os, r,ms2): ms2 (ms2 is Cox Proportional Hazards)
• Arg3: PM(os, r,ms3): ms3 (ms3 is Weibull)
• Arg4: AO(os, r): mb1 (mb1 is χ2)
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context domain model m Performance measure p
cd13 heavy censoring
ms1 KM p3 = strongly affected
ms2 PH p1 = unaffected
ms3 Weibull p3 =strongly affected
mb1 χ
2 p3 =strongly affected
Table 7.2: cd13 performance function mapping relevant to Case Study 1: SENT
Assuming the objective is to run the most suitable models then the preferences derived
from the relevant context domains are to be generated. There are two relevant contexts
in this case: cd13 is heavy censoring and cd22 is model intent explain. cd13 is relevant
as in this data 80 % of the cases are censored.
Referring to Table 7.2 the preference order over models resulting from this is ph 
{km,wei.χ2}. Using Definition 5.2 the three meta-level preference arguments are gen-
erated to reflect this:
• (PAcd1−12, (ms1,ms2)) as pcd1(ms1) ≺ pcd1(ms2)
• (PAcd1−13, (ms3,ms2)) as pcd1(ms3) ≺ pcd1(ms2)
• (PAcd1−23, (mb1,ms2)) as pcd1(mb1) ≺ pcd1(ms2)
• where PAcd1−12, PAcd1−13, PAcd1−23 ∈ D
These meta-level arguments are now added to the argumentation framework in Figure
7.2 to produce the extended argumentation framework in Figure 7.3.
The preference level arguments attack the attack of Arg1, Arg3, Arg4 on Arg2. There-
fore Arg2 is no longer attacked by the other arguments. This results in Arg2 : [ph]
being acceptable with respect to the preference arguments from cd13 for this EAF.
Therefore the recommended model to apply given heavy censoring is ph.
Including also the second relevant context domain (cd22), by using the mapping of
performance measures to models in Table 7.3 generates a different preference ordering












meta Level (Preference) attacks
attacks
attacks defeated by preference attacks
Figure 7.3: Extended Argumentation Framework for Case Study 1
context domain model m Performance measure p
cd22 explain
ms1 KM p1 suitable
ms2 PH p1 suitable
ms3 Weibull p2 neutral
mb1 χ
2 p2 neutral
Table 7.3: cd22 performance function mapping for model intent =’explain’ relevant
to Case Study 1: SENT
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on the models. Given the intent of the analysis is to explore the data (rather than
predict) then ms1(km),ms2(ph) are both preferred to achieve this intent over the other
models considered. The four meta level preference arguments generated are:
• (PAcd2−12, (ms3,ms2)) as pcd2(ms3) ≺ pcd2(ms2)
• (PAcd2−13, (ms3,ms1)) as pcd2(ms3) ≺ pcd2(ms1)
• (PAcd2−22, (mb1,ms2)) as pcd2(mb1) ≺ pcd2(ms2)
• (PAcd2−23, (mb1,ms1)) as pcd2(mb1) ≺ pcd2(ms1)
• where PAcd2−12, PAcd2−13, PAcd2−22, PAcd2−23 ∈ D
Figure 7.4 illustrates the argumentation framework resulting from meta level arguments
from contexts cd13 and cd22. The preferred extension for this argumentation framework
includes Arg2 and the meta-level arguments derived from contexts cd13 and cd22. This
results in the recommended modelms2 : ph on the grounds that it is supported by Arg2 :
mb2 and acceptable to the EAF that includes the meta level arguments generated from
cd13 and cd22. The analysis approach used to answer Hypothesis 2 in the case study
was proportional hazards ms2 which is consistent with the recommendation obtained by
applying the argument schemes, critical questions and extended statistical knowledge
base as proposed in this thesis.









Figure 7.4: Argumentation Framework for Case Study 1 resulting from meta level
arguments from cd13 and cd22
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7.3.2 Case Study 2: Benchmarking Complications
This data set consists of a larger cohort of patients and is a result of a retrospective
exercise in data collection. The relevant clinical records concerning 1034 SCC (Squa-
mous Cell Carcinoma) surgeries from three different hospitals have been collected. The
analysis cohort included only patients’ first surgery and removed any cases with miss-
ing outcome data. This resulted in an analysis data set comprising 802 patients’ first
surgery. The analysis objective or hypothesis was to predict the likelihood of a patient
experiencing a post operative complication following SCC surgery. A post operative
complication is defined as a complication occurring within 30 days of surgery.
Hypothesis 3
Predict the likelihood of a patient experiencing a post operative complication following
SCC surgery
The available data included 40 attributes that were deemed to be clinically relevant
and after an initial review of these the attributes of potential interest were reduced to
20. These are listed in Table 7.4.
In this case study the target variable of interest (comp 30) was binary, the relevant
objective for a binary target variable is on. The number of covariates available was
large. The application of the proposed methodology in this setting would assist in
recommending the most suitable approach. Note that in this example there is no
relevant alternative objective.
The SKB (Definitions 3.1 and 3.2) contents of relevance to this case study are:
• {(mb1, on), (mb2, on), (mb3, on), (mb4, on), (mb5, on),
(mb6, on)} = F
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Table 7.4: Complications Data Set
Name Type Description
comp 30 Binary Indicator of complications
group Nominal Hospital
age Interval Age of patient at surgery
sex Binary Gender of patient
alcohol Nominal Patients’ drinking habits
smoking Nominal Patient’s smoking habits
cvs Binary Patient’s cardiovascular comorbidity
resp Binary Patient’s respiratory comorbidity
abdo Binary Patient’s gastro intestinal comorbidity
performance Nominal Patient’s physical status
prevt Binary Indicator of previous treatment
site Nominal Site of tumour
t Nominal Grading of tumour
n Nominal Grading of nodes
margins Nominal Margins of tumour
ecs Binary Extra Capsular Spread
scale Nominal Scale of Surgery
flap Binary Flap indicator
trach Binary Tracheostomy
a.time.hours Interval anaesthetic time
bloodloss Interval Blood loss from surgery in litres
• {(mb1, a10), (mb1,¬a11), (mb2,¬a10), (mb3, a8), (mb3, a11),
(mb4, a9), (mb4, a11), (mb6, a8), (mb6, a12)} = C
The instantiation of the AS1(Definition 4.1) given the objective of on would be as
follows:
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Arg1 Argument Scheme for model to consider on grounds of achieving the
objective mb1 : PM(on, r,mb1)
Premise - on is the objective of the research question r
Premise - mb1 is able to analyse on
∴ - mb1 is suitable to answer r
The instantiation of AS1 results in the following set of arguments:
• Arg1 : PM(on, r,mb1): mb1
• Arg2: PM(on, r,mb2): mb2
• Arg3: PM(on, r,mb3): mb3
• Arg4 : PM(on, r,mb4): mb4
• Arg5: PM(on, r,mb5): mb5
• Arg6: PM(on, r,mb6): mb6
No alternative objectives are defined for on within the SKB therefore the instantiation
of CQ1(Definition 4.2) does not result in any additional arguments.
The instantiation of CQ2 (Definition 4.3) validates the assumptions relevant to each
of the models supported by arguments. The results of the assumptions testing on this
data and situation is available in Table 7.5.
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- Model mb1 achieves objective on
- ¬a11 is a critical assumption for mb1
- ¬a11 does not hold
∴- mb1 is not a model to be considered
The instantiation of CQ2 (Definition 4.3) generates arguments against the use of some
models: {Arg7 : ¬ mb1, Arg8 : ¬ mb2, Arg9 : ¬ mb6}. As a result of these there will
be only three arguments that are not been undercut by the critical question CQ2:
{Arg3 : mb3, Arg4 : mb4, Arg5 : mb5}. These arguments and their attack relationships
can be seen in the argumentation framework in Figure 7.5. Under the assumption that
only the most suitable models should be used then the context domains can be used to
recommend the most suitable models.
In this situation the declared intent of the analysis was to predict (cd21). The mapping
of the performance measures and models relevant to this case study is in Table 7.6.
Applying Definition 5.2 this results in the following meta-level preference arguments:
• (PAcd2−13, (mb4,mb3)) as pcd2(mb4) ≺ pcd2(mb3)







Figure 7.5: Argumentation Framework for Case Study 2
context domain model m Performance measure p
cd21 predict
mb3 LR p1 suitable
mb4 DT p2 neutral
mb5 NN p1 suitable
Table 7.6: cd21 performance function mapping for model intent =’predict’ relevant
to Case Study 2
• (PAcd2−12, (mb4,mb5)) as pcd2(mb4) ≺ pcd2(mb5)
• where PAcd2−13, PAcd2−12 ∈ D
The effect of applying the preference arguments {PAcd2−13, PAcd2−12} from the context
domain cd21 to the argumentation framework generates the EAF in Figure 7.6. This
does not result in an admissible extension, other than the empty set, as Arg3 : mb3 and
Arg5 : mb5 symmetrically attack each other.









meta Level (Preference) attacks
attacks
attacks defeated by preference attacks
Figure 7.6: Extended Argumentation Framework for Case Study 2 with cd21
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context domain model m Performance measure p
cd3 missing data
mb3 LR p2 unsuitable
mb4 DT p1 suitable
mb5 NN p2 unsuitable
Table 7.7: cd3 performance function mapping for missing data relevant to Case
Study 2
The second relevant context domain (cd3) is missing data. The mapping of the perfor-
mance measures and models relevant to this case study is in Table 7.7.
Note that the definition employed in this case study for evaluating the extent of missing
data is simplistic and solely base on the substantial percentage (close to 80 %) of non
complete cases (i.e. cases with at least one item of data is missing). The preference
orders over the models from Table 7.7 result in the following meta-level preference
arguments:
• (PAcd3−13, (mb3,mb4)) as pcd3(mb3) ≺ pcd3(mb4)
• (PAcd3−12, (mb5,mb4)) as pcd3(mb5) ≺ pcd3(mb4)
• where PAcd3−13, PAcd3−12 ∈ D
Applying only the preference arguments generated from cd3 results in an EAF as
illustrated in Figure 7.7. The results in {Arg4 : mb4} being acceptable with respect to
the set of preference arguments resulting from cd3.
The preference arguments from cd21 are in direct contradiction with those resulting
from cd3. In this particular situation cd21  cd3 and the decision to explore the use of
logistic regression (mb3) was the first approach applied.
In this case study there was a clinician expressed preference for the use of mb3. The
following meta level arguments can be generated from this expressed preference (cd4)
using Definition 5.2:









meta Level (Preference) attacks
attacks
attacks defeated by preference attacks
Figure 7.7: Extended Argumentation Framework for Case Study 2 with cd2
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• (PAcd4−13, (mb4,mb3)) as pcd4(mb4) ≺ pcd4(mb3)
• (PAcd4−12, (mb5,mb3)) as pcd4(mb5) ≺ pcd4(mb3)
• where PAcd4−13, PAcd4−12 ∈ D
The introduction of clinician preference cd4, which in this case study was a preference
for the use of mb5(LR), was also considered. Given the meta-level arguments generated
from cd4 the preferred extension with respect to the meta level arguments generated
from cd21 and cd4 contained the meta-level arguments from cd21 and cd4 and {mb3}.
In effect the justification for the use of mb3 over the other possible models was based
on the argument in support of its use to achieve the objective, a preference generated
from the intent of the analysis to predict and clinician preference for the use of mb3
which is Logistic Regression (LR). This is illustrated in Figure 7.8.









meta Level (Preference) attacks
attacks
attacks defeated by preference attacks
PAcd4 13
PAcd4 12
Figure 7.8: Extended Argumentation Framework for Case Study 2 with cd21 and
cd4
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7.3.3 Conclusion from the Case Studies
The worked out case studies indicate that the breadth of considerations made related
to selecting the most appropriate model to apply in order to answer a research question
were able to be accommodated when applying the argument schemes, critical questions
and extended SKB as proposed in this thesis. The recommended models were in line
with the models applied in the case studies.
Although the case studies are indicative of the type of scenarios where such an approach
would be applied, more evaluation as illustrated in Figure 7.1 is required. The case
studies provide an initial positive step towards more comprehensive evaluation.
7.4 Prototype design and evaluation
A prototype of the methodology was implemented by [89] as part of the requirements
for the MSc Web Intelligence at King’s College London. The prototype was designed
to implement the methodologies proposed in this thesis 2.
The SENT data as introduced in Section 1.3 in a modified and anonymised format
was made available to the MSc project in order for it to be used as an example when
demonstrating the functionality and design of the developed app. The main differ-
ence between the developed app and the empirical evaluation through case studies
presented in Section 7.3.1 is that the app did not offer an alternative objective and
some restrictions on the type of data that can be uploaded onto the hosted platform
where the prototype resides - therefore only an anonymised version of the SENT data
was included.
2Sign up and access on http://small-data-analyst.herokuapp.com
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Figure 7.9: Data in the prototype
The availability of a prototype (with access to real data and ethics approval) would
enable the usability to be evaluated through user studies and additional validation
of the underlying knowledge base, schemes and inference by comparing the prototype
recommendations with a statistician’s one. The implementation of the prototype in a
clinical setting would also evaluate the implementation process, the maintainability of
the system and its scalability.
Case Study 1: SENT in the prototype
The data used in the prototype is an anonymised version of the SENT trial data
introduced in Section 1.3 and matches the analysis empirically evaluated in Section
7.3.1. In order for this to be used in the prototype all demographic and personally
identifiable columns were removed (such as date of birth). Furthermore the most
clinically relevant columns were selected. This resulted in a smaller sized data table
including 25 columns. The data is available to visually inspect in the Dataset tab, see
Figure 7.9.
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Figure 7.10: Starting a new analysis in the prototype
Figure 7.11: Clinician answering the first question on the assumptions in the proto-
type
In order to start an analysis to answer the research question (Hypothesis 2): Is there
a difference in the survival (OS) by gender? then Figure 7.10 illustrates the steps are
taken in the GUI of the prototype.
Figure 7.11 and 7.12 illustrate how the answer to the critical questions is elicited from
the clinician.
As the first assumption question is answered by the clinician by selecting either ’yes’
or ’no’, the next query is displayed under it and the list of possible models is updated
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Figure 7.12: Clinician answering a subsequent question on the assumptions in the
prototype
if required. In this case the answer of ’yes’ to the critical question does not generate
any arguments against the use of any model therefore the list is unchanged. The next
question to be answered by the clinician is in Figure 7.12.
Following the confirmation by the clinician that the weibull assumption held and that
there was no non-informative censoring the prototype recommends the use of the model
ph, and the reasons for this are listed under answered query assumptions. This is in
Figure 7.13.
Figure 7.13: Displaying the recommended model in the prototype
Within the prototype there is also the option to visualise the extended argumentation
framework used to generate the recommendation, see Figure 7.14. This recommenda-
tion is based on the context domain related to censoring as defined in the statistical
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knowledge base (the context domain is defined by the admin user and is based on the
contents of the SKB as in Appendix B). The relevance of this context domain is based
on the proportion of censored cases within the dataset, and this can be automatically
generated from the dataset.
Figure 7.14: Displaying the recommended model in the prototype
7.5 Summary
The criteria to evaluate the methodology proposed in this thesis have been initially
assessed through the use of case studies. The comparison of the results of the empirical
case studies compared to the results obtained applying the proposed approach have
shown that, for the defined knowledge base, the system is able to replicate the process
and match the outcome. The development of a prototype based on the Z notation
specifications in Chapter 6 is an initial step in assessing the feasibility of the imple-
mentation of the specifications based on the original contributions articulated in this
thesis.
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In the absence of a roll out of the prototype and in order to evaluate the comprehen-
siveness of the proposed method an external validation of the recommendations of the
models would be preferred. This would assist in validating not only that the prototype
system based on the original contribution of this thesis produces a recommendation but
that the resulting recommendation is in line with the reasoning a statistician would em-
ploy given the same research question, data and circumstances.
As discussed in section 7.1 and 7.2 there are additional aspects of the evaluation process
that have yet to be undertaken. The next step of the evaluation would be the roll out
of the prototype on indicative clinical data in order to complete two user studies.
One would be addressed to statisticians and would involve documenting the model
recommendations a statistician would make, given the same research questions and
data sets in the prototype, and validating that the reasoning is consistent. The second
user study would be directed at clinicians and would look at collecting feedback on
the system as well as measuring the benefit of the system in terms of time to result
compared to previous working patterns.
In order to test the scalability and maintainability of the proposed approach the struc-
ture of the underlying knowledge base needs be expandable, modifiable as I anticipate
that this is an area where the application of the approach proposed in this thesis on a
different domain will require this. This can be achieved through the design principle
of the specification proposed in Chapter 6 that includes schemes to maintain the SKB




In this chapter I summarise the approach proposed for statistical model selection em-
phasising the contributions made in this thesis.
In this thesis I have developed and articulated an approach that provides recommended
statistical model(s) given a clinician’s research question (hypothesis) and data. The
similarity in the process of selecting the most appropriate statistical model to use
to that of diagnosing a patient, and the challenges related to conflicting conclusions,
incomplete information and the necessity to justify any recommendations have resulted
in an argumentation based approach.
The proposed approach relies on the following original contributions: extended statis-
tical knowledge base, the argument scheme and critical questions to generate an argu-
mentation framework which enables the recommendation and justification in support
of the use of the most suitable model(s). The methodology also allows for the inclusion
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of preferences, deriving from different contexts and their inclusion in the argument
framework evaluation through the use of Extended Argumentation Frameworks.
The methodology allows for inputs and information to be gleaned from the clinician
(end user) as well as from the data. Preferences derived from statistical theory, model
intent and personal preferences of the clinicians (end user) are also leveraged as part
of the recommendation process. The justification for the recommendation of a model
(or set of models) over others is delivered as part of the argument structure.
The objective I set out to address was to devise a method to recommend the most
appropriate statistical model(s) given a clinician’s research question and data. The
method proposed, its formalisation and evaluation through case studies illustrate that
the system can provide a model recommendation. The translation of the Z notation
specification to a prototype illustrates the feasibility of implementation and provides a
basis for future evaluation by end users and statisticians as suggested in Chapter 7.
In Section 8.1 I review the original contributions made in this thesis. In Section 8.2 I
focus on research challenges that are related to the topic explored in this thesis that I
plan to focus on in the future.
8.1 Summary of the Contributions
This thesis makes for the following contributions:
• The role of argumentation in diagnosing the appropriate statistical
model to be used given a research question and the available data. The
process of recommending the most appropriate statistical model(s) was formu-
lated in a format suitable to be supported through arguments and argumentation.
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This formed the foundation of the methodology proposed in this thesis that rec-
ommends the most appropriate statistical model to apply given the clinician’s
research question and the available data.
• The structure of the argumentation scheme and its associated critical
questions The process of ascertaining the suitability of a model was implemented
as an argumentation scheme that leveraged both a knowledge base and the clin-
ician as it is instantiated. This also achieved the separation of the process of
generating arguments in support of the use of a model from the knowledge base.
This enables changes and expansions to be made in the knowledge base without
affecting the scheme. The relevant critical questions were articulated and are
themselves represented as argumentation schemes.
• The structure and role of the Statistical Knowledge Base The elements
required to support the choice of model were selected. The structure of the
knowledge base was designed to support the instantiation of the argument scheme
and critical questions.
• The role and source of preferences in the context of statistical model se-
lection The different sources of preference orders that are relevant to the process
of statistical model selection were categorised into three groups: feature based,
intent based and domain based. In order to differentiate between the different
preference orders over models a notion of context domain was defined.
• The structure of the extended knowledge base The extension of the knowl-
edge base was devised to include context domains, performance measures and
mappings in support of the preference orders. Each context domain has an asso-
ciated set of performance measures and a mapping between these and models.
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• Reasoning with Arguments and context domain derived preference ar-
guments through Extended Argumentation Frameworks The use of the
extended knowledge base was coupled with Extended Argumentation Frameworks
to enable reasoning with arguments and preference arguments, applying the rel-
evant context domain for preference importance order. This enables the recom-
mendation of the most suitable model or models, when more than one model is
possible and the set of context domains applied provide the justification for the
recommendation.
• Formalisation of the system The proposed original contributions were for-
malised in Z notation. The Z notation specifications were leveraged in the devel-
opment of a prototype.
• Evaluation The criteria for the evaluation of similar systems were reviewed
and those relevant to this proposed methodology were considered. The initial
evaluation of the contributions proposed within this thesis was achieved through
clinical case studies. The timeline for further evaluation was mapped out.
8.2 Future Directions
The research conducted for this thesis as well as the rich requirements emanating
from the ever increasing amount of data available have provided a number of possible
directions for future work. Some of the areas for future research are related closely to
the contributions presented in this thesis. Initially the evaluation of the methodology
and the prototype needs to be expanded through the deployment of two user studies.
One user study will be aimed at the statistician and its aim will be to validate that the
reasoning process and recommendation made by a statistician given the same research
question and data is matched by the methodology proposed in this thesis. The second
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user study will be aimed at the end users and will assess how the use of such a prototype
can reduce the time it takes clinicians to get from research question to a statistically
robust conclusion, as well as eliciting general feedback on the usability of the prototype.
The feedback from both of these user studies would be incorporated into a more robust
implementation. This would also include outputs specifically tailored to support the
clinician, as well as offering an ontology-based input for research questions option.
This will broaden the capability of this proposed methodology, as well as include a
more comprehensive statistical knowledge base and access to more research questions.
The methodology proposed in this thesis could also be extended to the more general
question of analysis approach automation beyond the clinical domain, this is also a
future direction for my research. Domain areas rich in readily available data sets (such
as geographical and government administrative data sets) would be suitable candidates
for this.
A second area to address in future work is to address the relation between the selection
of an approach to analyse data and the quality or trust in the data. This setting is of
particular interest as it removes the assumption made in this thesis that the data is all
in one table, and allows for the data required to answer a research question to make
use of multiple data sources. This maps a more realistic scenario as it is rare that data
is residing only in one location. The provenance and quality of each source of data, the
degree of overlap in cases between each source and the clinician’s perceived trust in the
source will all affect how a research question is to be answered. This area bears some
overlap with research on trust and data provenance in the computer science domain,
as well as research on meta-analysis in statistics.
The process of recommending the most suitable analysis approach is illustrated in Fig-
ure 8.1 where the areas touched upon in this thesis are shaded in grey. The overall
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process shows the considerations that become relevant to the process once the assump-
























Figure 8.1: Future research areas vs research scope of thesis
Another relevant and related aspect to consider is the impact of missing data on the
process illustrated in Figure 8.1 of statistical model selection, and the implications
on the confidence in the resulting conclusions. Furthermore as the use of data from
different sources is considered the patterns of missing data generated by collating the
data is an area of interest. This can arise for example when a patient record is assembled
by merging data from the Hospital IT systems and the data collected at departmental
clinic surveys. In such cases this can result in some patients having complete records
and others not having data across some or all of the data sources. This impacts the
trust in the analysis process of the collated data. Furthermore the impact of these gaps
in data will be dependant on the relative trust, recency and quality of each source of
data.
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The availability of multiple sources of data can also lead to the need to provide a
hypothesis generation platform. This is another area for possible future research. This
can be seen as an additional feature to enhance the proposed prototype based on the
contributions of this thesis, as well as a standalone problem.
Although much of the research in this thesis has assumed that there is data, in future
there is also a need to address the situation where the data needs to be collected. This
can be achieved through automation of contents of the data to be collected, so that
questionnaires can be devised to collect the data from the appropriate cohort and in
adequate size to answer the research question. The latter either in isolation or as a
complement to existing data sources.
8.3 Concluding Remarks
The availability of data and the accessibility of data continues to grow, and as such both
the requirement for resources skilled to exploit data as well as the need for automation of
data driven processes continues to grow. Data science is a relative new discipline related
to the exploitation of data. Data science is now deemed one of the most appealing
professions.
However the availability of skilled resources represents a bottleneck in the exploitation
of data and as such methods that support self sufficiency of end users (not statisticians
or data scientists) are required. Such methodologies would provide a range of levels of
support to a wide range of data related tasks.
The research described in this thesis makes a contribution to the automation and
support of the process of data analysis, and its emphasis is to support the non statistical
end user by retaining transparency and involvement of the end user in the process.
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In relating back to the cartoon illustrated in Figure 1.1 in chapter 1 of this thesis,
I certainly hope that with increased emphasis on evidence based decision making, a
plethora of tools and methodologies will be developed to make automated statistical
testing of all ’gut feel’ hypothesis a reality.
Appendix A
The Z Notation
This Appendix provides an introduction to Z notation using a simplified scenario related
to the concepts required for statistical model selection. A glossary of the elements of
Z notation can be found in [46] and sample specifications can be found in [49].
A.1 The Z specification language
Z is used to specify and to describe the behaviour of complex computer systems. A
Z specification works by modelling the states that a system can take, the operations
that cause changes in those states to take place and the enquiries that can discover
information about those states.
A.1.1 Definitions
The Z notation makes use of typed set theory where all the possible elements or mem-
bers of a set are considered to have something in common and are of the same type. For
example, a set of people, or a set of numbers, but not a set that contains both types.
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Within a specification basic types are chosen to be as widely encompassing as possible,
with elements that are uniquely identifiable. For example a specification may refer to
the set of all possible models available. This basic type would be [MODEL]. For each
type it is also useful to introduce a listing of the identifiers of its elements. These could
be for a type defined as [RESPONSE] for example: RESPONSE::=yes | no. Variables
in the specifications must also be declared, so that the type of the value it refers to is
stated. For example km:MODEL (Kaplan Meier is a model)
A.1.2 Initial state
Initially the system is described by defining the variables and any invariant properties
relating those variables. Subsequently operations that change that state while main-
taining the invariant properties. Enquiries can also be defined to obtain information
about the system without changing its state.
A.1.3 Schemas
[S]
a, b : N
a < b
A Z notation specification consists of a narrative text interspersed with formal descrip-
tions written in Z notation. A graphical format called the schema was devised as a way
of making a clear separation between the narrative text and the formal descriptions
with a Z notation specification. An example schema is referred to by the name S and
it declares two variables a and b. It also contains a constraining predicate which in
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this case states that a must be less than b. The top part of the schema contains the
declarations, and the bottom part the predicate.
Schemas can be regarded as units and manipulated by various operators that are anal-
ogous to the logical operators. Z notation makes use of specific conventions on notation
that I will now introduce.
Decoration: A schema name S′ is the same as the schema S with its variables deco-
rated with a prime. This signifies the value of a schema after some operation has been
carried out. For example:
[S′]
a′, b′ : N
a′ < b′
Schema conjunction: Two schemas can be joined by a schema conjunction operator,
as a logical conjunction operator. The effect is to make a new schema with the decla-
rations of the ctwo component schemas merged and their predicates conjoined. Given
the example above:
[T ]
b, c : N
b < c
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SandT == S ∧ T
is equivalent to:
[SandT ]
a, b, c : N
a < b
b < c
Delta convention: The convention in Z notation is that the value of a variable before
an operation is denoted by the undecorated name of the variable, and the value after
an operation by the name decorated by a prime (’) character, and is used in the delta
naming convention.
[∆S]
a, b : N
a′, b′ : N
a < b
a′ < b′
The schema [∆S] describes a state change.
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Xi convention: The convention in Z notation is that a schema using Xi defines an
operation in which the state does not change. A query of an existing knowledge base
would employ this convention as there are no state changes involved. For example:
[ΞS]
a, b : N





A convention is used to denote the variables of a schema which specify operations.
Finishing the variable’s name with a question mark (?) indicates that the variable is
an input to the schema. Finishing the variable’s name with an exclamation mark (!)
indicatess that the variable is an output of the schema.
Further conventions and symbols I will be making use of within the specification are:
• Domain anti-restriction−C : An object x is related to an object y by the relationS−C
R if and only if x is related to y by R and x is not a member of S.
• Range anti-restriction −B : An object x is related to an object y by the relationR−B
T if and only if x is related to y by R and y is not a member of T .
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• Set comprehension: The members of the set {S • E} are the values taken by the
expression E when the variables introduced by S take all possible values which
make the property of S true.
A.1.4 Relations
The setting in which I am using Z notation involves more than one basic type. The
proposed methodology’s knowledge base consist of three basic types: MODEL, OBJEC-
TIVE, ASSUMPTION. So a way of relating these sets to one another will be crucial.
Relations within Z notation are based on the idea of a cartesian product, which is a
pairing of values of two or more sets.
The relationship between the MODEL and OBJECTIVE in the context of the proposed
methodology can be seen in Figure A.1. Such a set as illustrated in Figure A.1 can be
declared:
achieves : P(MODEL×OBJECTIV E)
If a pair of values are related then their pair is an element in the relationship achieves.
For example
(KM, time to event) ∈ achieves
A relation relates values of a set from a source to a target. The source involved in
the relation is the domain or dom and the target is the range or ran. In this example













Figure A.1: SKB Relations: MODEL and OBJECTIVE
illustrated in Figure A.1:
dom achieves = {km, chi, ph, fisher, lm, glm}
ran achieves = {time to event, nominal, interval}
If we consider initially only the relation between MODEL and OBJECTIVE then this
would be defined in Z as follows:
[MODEL] set of all models in scope
[OBJECTIVE] set of all objectives possible
The relationship between models and objectives is in the relation achieves:
achieves : MODEL↔OBJECTIV E
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An operation to ascertain whether model m? achieves objective o? would generate a
variable REPLY:
REPLY ::= yes | no




o? : OBJECTIV E
rep! : REPLY
(m? 7→ o? ∈ achieve ∧ rep! = yes)
∨
(m? 7→ o? 6∈ achieve ∧ rep! = no)
The relation between MODEL and OBJECTIVE will also rely on schemas to populate
it and to maintain it. The proposed knowledge base relies on an additional relation,
between the models and the critical assumptions. This will also need to be represented
in Z and in order to so so the relations are joined together by an operation called
composition.
An example of the relation that needs to be modelled is in Figure A.2.




















Figure A.2: SKB Relations: MODEL × OBJECTIVE × ASSUMPTION
The relation formed by the relation require, then the relation achieves is a forward
composition or reqiores with achieves:
require : ASSUMPTION ↔MODEL
achieve : MODEL↔OBJECTIV E




This appendix includes an overview of the models within the SKB relevant to the case
studies related to this thesis. The objective is directly mapped to the type of the
dependent variable within the research question or hypothesis. Three objectives are
currently covered in this document (time to event, interval and nominal).
B.1 Time to event (S)
Models:
1. KM (Kaplan Meier) [47] ms1 = km
2. PH (Cox Proportional Hazards) [24] ms2 = ph
3. Weibull [86] ms3 = w
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Note: that in a more comprehensive statistical knowledge base models such as compet-
ing risk models and survival forests would be added.
Alternative objective
The alternative method of analysing time to event target variable is to transform the
time to event column into a binary one by selecting an appropriate time cut off. The
binary variable can then be analysed using Oalt = on.
• If t is the time to event variable then tb
• T is the relevant cut off time. Typically this would be 3 years or 5 years
• A new target variable is calculated as follows: t′ = 1 | t ≥ T else t′ = 0
• t′ will be a binary variable
Assumptions:
1. Non informative censoring a1
2. Testing for proportional Hazards a2
3. Testing for Weibull distribution a3
Mapping of assumptions critical to models
• ms1 = km 7→ a1
• ms2 = ph 7→ a1,ms2 = ph 7→ a2
• ms3 = w 7→ a1,ms3 = w 7→ a3
Appendix B Statistical Knowledge Base contents 205
R code to test assumptions




#testing the proportional hazards assumption -
# if the p value resulting in this is <0.05
#then the hazards are not proportional and the assumption does not hold.
ovarian.zph<-cox.zph(ovarian.ph,transform = ’log’)
ovarian.zph
In order to test assumption a3
#Testing the weibull assumption:
#The estimated log log lines in the graph produced should be roughly
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context domain model m Performance measure p
cd11 censoring absent
ms1 KM p1 = unaffected
ms2 PH p1 = unaffected
ms3 Weibull p1 = unaffected
mb1 χ
2 p1 = unaffected
mb2 Fisher
′s p1 = unaffected
cd12 censoring light
ms1 KM p2 = mildly affected
ms2 PH p1 = unaffected
ms3 Weibull p1 = unaffected
mb1 χ
2 p3 = strongly affected
mb2 Fisher
′s p3 =strongly affected
cd13 censoring heavy
ms1 KM p3 = strongly affected
ms2 PH p1 =unaffected
ms3 Weibull p3 = strongly affected
mb1 χ
2 p3 = strongly affected
mb2 Fisher
′s p3 = strongly affected
Table B.1: cd11, cd12 and cd13 performance function mapping
context domain model m Performance measure p
cd21predict
ms1 KM p3 avoid
ms2 PH p1 suitable






ms1 KM p1 suitable
ms2 PH p1 suitable





Table B.2: cd21 and cd22 performance function mapping for model intent
Context domains:
• CD11, CD12, CD13 Censoring levels absent, light, heavy
• CD21, CD22 Model Intent predict, explain
In order to identify if CD11, CD12 or CD13 is present:
#Proportion of censored cases - a patient is censored if fustat=0
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#(the event has not been observed yet so we know they
# were followed for at leas the value in futime )
#no censoring = 0, mild censoring < 0.7, heavy censoring >= 0.7
censoring.prop<-(nrow(ovarian)-sum(ovarian$fustat))/nrow(ovarian)
CD2 will depend on the declared analysis intent of the clinician.
The order of performance measures relevant to these CD is:
• cd1: p1 unaffected  p2 mildly affected  p3 strongly affected
• cd2: p1 suitable  p2 neutral  p3 avoid
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B.2 Interval (I)
Models:
1. anova [25] mi1 = anova
2. t-test [76] mi2 = t
3. Welch [87] mi3 = welch
Assumptions:
1. Is the independent variable normally distributed? a4
2. Independent variable (or covariate of interest) is nominal? a5
3. independent variable (or covariate of interest) is binary? a6
4. Is the variance equal within each level of the target variable? (Homoscedasticy)
a7
Mapping of assumptions critical to models
• mi1 = anova 7→ a4,mi1 = anova 7→ a7
• mi2 = t 7→ a4,mi2 = t 7→ a6,mi2 = t 7→ a7
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B.3 Categorical (N)
Models:
1. chi squared [64] mb1 = χ
2
2. Fisher’s exact [34] mb2 = Fisher
3. Logistic regression mb3 = lr
4. Decision Tree mb4 = dt
5. Neural Network - mb5 = nn
6. Linear Discriminant Analysis - mb6 = lda
Assumptions:
1. Is the dependent variable binary? a8
2. Are there more than 500 cases? a9
3. Are there more than 5 cases in one cell? a10
4. Is there more than one covariate of interest? a11
5. Are the independent variable multivariate normally distributed? a12
Mapping of assumptions critical to models
• mb1 = χ2 7→ a10,mb1 = χ2 7→ ¬ a11
• mb2 = Fisher 7→ ¬ a11
• mb3 = lr 7→ a11,mb3 = lr 7→ a8
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mb2 Fisher’s p3 avoid
mb3 lr p1suitable
mb4 dt p2 neutral
mb5 nn p1 suitable




mb2 Fisher’s p1 suitable
mb3 lr p1 suitable
mb4 dt p1 suitable
mb5 nn p3 avoid
mb6 lda p2 neutral
Table B.3: Sample performance function for model intent for objective on
Context Domain Model Performance measure
cd3 missing data (*)
mb1χ
2 p1 unaffected
mb2 Fisher’s p1 unaffected
mb3 lr p2 affected
mb4 dt p1 unaffected
mb5 nn p2 affected
mb6 lda p1 unaffected
Table B.4: Sample performance function for missing data for objective on
• mb4 = dt 7→ a9,mb4 = dt 7→ a11
• mb6 = lda 7→ a8,mb6 = lda 7→ a12
Context domains
• CD1 Model intent
• CD2 Missing data
(*) Note that the percentage of missing data can be assessed in a number of ways.
Furthermore it is also possible that different patterns of missing data can negate the
use of a model or favour it. For simplicity an arbitrary percentage of records with at
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least one of the explanatory variables missing will be used. In future this can be refined
further.
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