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COUNTEREXAMPLES TO THE KOTANI-LAST CONJECTURE
FOR CONTINUUM SCHRÖDINGER OPERATORS VIA
CHARACTER-AUTOMORPHIC HARDY SPACES
DAVID DAMANIK AND PETER YUDITSKII
...ne stranen kto ж?
Griboedov A. S. “Gore ot uma”
Abstract. The Kotani-Last conjecture states that every ergodic operator in
one space dimension with non-empty absolutely continuous spectrum must
have almost periodic coefficients. This statement makes sense in a variety of
settings; for example, discrete Schrödinger operators, Jacobi matrices, CMV
matrices, and continuum Schrödinger operators.
In the main body of this paper we show how to construct counterexam-
ples to the Kotani-Last conjecture for continuum Schrödinger operators by
adapting the approach developed by Volberg and Yuditskii to construct coun-
terexamples to the Kotani-Last conjecture for Jacobi matrices. This approach
relates the reflectionless operators associated with the prescribed spectrum to a
family of character-automorphic Hardy spaces and then relates the shift action
on the space of operators to the resulting action on the associated characters.
The key to our approach is an explicit correspondence between the space of
continuum reflectionless Schrödinger operators associated with a given set and
the space of reflectionless Jacobi matrices associated with a derived set. Once
this correspondence is established we can rely to a large extent on the previ-
ous work of Volberg and Yuditskii to produce the resulting action on the space
of characters. We analyze this action and identify situations where we can
observe absolute continuity without almost periodicity.
In the appendix we show how to implement this strategy and obtain anal-
ogous results for extended CMV matrices.
1. Introduction
1.1. Motivation and Background. One-dimensional continuum Schrödinger op-
erators with ergodic potentials are generated as follows. Suppose (Ω,F , µ) is a
probability space, {Tx}x∈R is a µ-ergodic one-parameter group of transformations
of Ω, and f : Ω → R is measurable and (for simplicity) bounded, we consider
potentials
qω(x) = f(Txω)
and Schrödinger operators
[Lqωy](x) = −y′′(x) + qω(x)y(x)
in L2(R).
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This class of potentials contains many important special cases, such as periodic
potentials, almost periodic potentials, and random potentials. Moreover, there are
several general results that hold for all operator families {Lqω}ω∈Ω generated in this
way. For example, the spectrum and the spectral type are almost surely constant,
that is, there are sets Σ,Σac,Σsc,Σpp and a set Ω0 ⊆ Ω with µ(Ω0) = 1 such that
σ(Lqω ) = Σ and σ•(Lqω ) = Σ•, • ∈ {ac, sc, pp}, for every ω ∈ Ω0.
It is well known that all periodic potentials lead to Σsc = Σpp = ∅, whereas all
random potentials lead to Σac = Σsc = ∅. Moreover, the existing results make the
following tendency evident: the stronger the disorder in the potentials, the more
singular the spectral measures of Hω become. That is, as one moves away from
the periodic (= completely ordered) case, one should expect that one eventually
transitions into purely singular spectrum, that is, Σac = ∅.
There is indeed absolute continuity beyond periodicity. For example, purely
absolutely continuous spectrum can be observed for certain classes of limit-periodic
potentials [4, 5, 24], that is, potentials that may be uniformly approximated by
periodic potentials. This fits nicely with the overall picture, as these potentials are
the closest a potential can be to being periodic without actually being periodic.
Going a bit further, purely absolutely continuous spectrum can also be shown for
quasi-periodic potentials with Diophantine frequency vectors and small analytic
sampling functions; compare, for example, [8, 10, 11].
Both limit-periodic potentials and quasi-periodic potentials belong to the class of
almost periodic potentials, where in the description above, Ω is a compact abelian
group, µ is the normalized Haar measure on this group, {Tx}x∈R is a translation
flow, and f is continuous. Note that a bounded continuous function q : R → R is
called almost periodic if any sequence of translates, qk(·) = q(x − xk), contains a
subsequence that converges uniformly. This description is equivalent to the formu-
lation above in the sense that any such function belongs to some almost periodic
family {qω}ω∈Ω, and for every almost periodic family {qω}ω∈Ω, every qω is almost
periodic.
In light of the existing examples with non-trivial absolutely continuous spectrum,
the following problem became quite popular in the community.
Kotani-Last Conjecture. If the family {Lqω}ω∈Ω is such that Σac 6= ∅, then the
potentials {qω}ω∈Ω are almost periodic.
This question is attributed to Kotani and Last since both of them were heav-
ily interested in this problem and advocated it in the community. The problem
has appeared in print many times, for example in surveys by Damanik [7] and
Jitomirskaya [15], and in Kotani-Krishna [21] and Simon [32].
Belief in the Kotani-Last conjecture was nurtured in a least two ways. On the
one hand, as indicated above, at the time [7, 15, 21, 32] were written, all known
examples of ergodic families {Lqω}ω∈Ω with Σac 6= ∅ were indeed almost periodic.
On the other hand, Kotani has shown (in the context of what is nowadays called
Kotani theory) that Σac 6= ∅ implies that the potentials are deterministic, that
is, the past (= the restriction to the left half-line) determines the future (= the
restriction to the right half-line). Indeed, they are reflectionless on the set Σac, and
the relation between the half-line Weyl-Titchmarsh functions this entails allows one
to determine the future from the past; see [16, 18].
In addition, one may consider the following instructive simple case. If the base
flow is a simple translation flow on the circle, then there is indeed a transition to
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purely singular spectrum as soon as one gives up the continuity of the sampling
function, and this is precisely where almost periodicity is lost [9]. The paper [9]
is an extension of Kotani [17] who had looked at potentials taking finitely many
values. Moreover, by approximating continuous sampling functions with discon-
tinuous ones, one can show that the absence of absolutely continuous spectrum is
generic within the space of continuous sampling functions [3].1
In fact, Kotani theory exists in several other settings. For example, it was
worked out for discrete Schrödinger operators by Simon [29], for a class of operators
including Jacobi matrices by Minami [23], and for extended CMV matrices by
Geronimo [12] and Geronimo-Teplyaev [13]. In all of these settings the Kotani-Last
conjecture makes sense and takes essentially the same form. Namely, if there is
non-trivial absolutely continuous spectrum, then the coefficients must be almost
periodic. The supporting evidence is also two-fold in these other settings (concrete
positive examples, and a determinism property stemming from reflectionlessness),
just as in the continuum Schrödinger context.
In two independent (and almost simultaneously released) recent papers, the
Kotani-Last conjecture was disproved in two of these scenarios. Namely, Avila [2]
worked with successive deformations of periodic potentials to construct non-almost
periodic examples for which the absolutely continuous spectrum is non-empty. He
does this for both continuum and discrete Schrödinger operators. On the other
hand, Volberg and Yuditskii [35] considered ergodic families of Jacobi matrices and
employed an approach based on inverse spectral theory to characterize, within a
certain class of Jacobi matrices, those families that are not almost periodic and do
have (purely) absolutely continuous spectrum.
Thus, the Kotani-Last conjecture has been shown to fail in the settings of contin-
uum and discrete Schrödinger operators as well as Jacobi matrices (of course, the
failure within the class of discrete Schrödinger operators implies the failure within
the class of Jacobi matrices). Moreover, there are two completely different ways of
establishing this, one based on direct spectral analysis, and another one based on
inverse spectral theory.
Since the continuum Schrödinger operator setting is the one Kotani originally
worked in, it is an important question whether the Volberg-Yuditskii approach can
be used in this setting. Our main purpose in this paper is to show that this is
possible. That is, akin to Volberg and Yuditskii in [35], we will consider a certain
class of ergodic families of continuum Schrödinger operators with purely absolutely
continuous spectrum, and characterize those families for which the potentials are
not almost periodic (and of course also show that the latter class is non-empty).
1.2. Setting and Main Result. Let us describe the precise setting we will work
in. We will consider subsets E of the real line of the form
(1.1) E = [−1,∞) \
∞⋃
k=1
(λ−k , λ
+
k ),
where the parameters λ±k satisfy
(1.2) λ+0 := −1 < λ−1 < λ+1 < λ−2 < λ+2 < · · · <∞ =: λ−0 .
1To be precise, the papers mentioned in this paragraph consider discrete Schrödinger operators.
The ideas developed in these papers have counterparts in the continuum case.
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We require that supk≥1 λ
+
k < ∞, and hence modulo energy reparametrization we
assume for the sake of simplicity and without loss of generality that
(1.3) sup
k≥1
λ+k = 0,
that is, E contains the right half-line and 0 is accumulated from the left by gaps of
E. Let D = C¯ \ E.
We give a parametric description of our class of domains by means of special
conformal mappings. Consider the so called comb domain Π = Π({ωk, hk}∞k=1),
(1.4) Π := {w ∈ C : Rew > 0, Imw > 0} \ {ωk + iy : 0 < y ≤ hk : k ≥ 1},
with frequencies {ωk}k≥1 ⊂ (0,∞), ω1 < · · · < ωk < ωk+1 < . . . , and heights
{hk}k≥1 ⊂ (0,∞) such that
(1.5) lim
k→∞
ωk =: ω∗ <∞
and
(1.6)
∑
k≥1
hk <∞.
By the Riemann mapping theorem, Π can be mapped conformally on the upper
half-plane. The inverse conformal mapping Θ : C+ → Π is defined uniquely by the
following normalization,
(1.7) Θ(λ) ∼
√
λ as λ→ −∞, Θ(−1) = 0.
Θ has a continuous extension to the closed half-plane, and we define E = Θ−1(R+).
Evidently, the conditions (1.1) and (1.2) hold automatically. To satisfy (1.3) we
consider a rescaling of the comb, if necessary.
Let us point out that the condition (1.6) expresses the fact that D is a Widom
domain, see below.
Our last major assumption is the independence condition on the frequencies. Let
T∞ = {α = {αk}∞k=1 : αk ∈ T},
where T denotes the unit circle, T = {w ∈ C : |w| = 1}. We consider the translation
flow
(1.8) Sℓα = {αke−2iωkℓ}∞k=1, α ∈ T∞, ℓ ∈ R.
We say that the frequencies are independent if the closure of the trajectory {Sℓα}ℓ∈R
coincides with the whole torus,
(1.9) {Sℓα : ℓ ∈ R} = T∞,
for some, and therefore for all, α ∈ T∞. Evidently this condition is stable with
respect to a rescaling of Π.
Throughout the paper we will assume that a set E satisfying (1.5), (1.6) and
(1.9) is given. We want to study continuum one-dimensional Schrödinger operators
Lq = − d
2
dx2
+ q
in L2(R) whose spectrum is given by the set E and which are reflectionless on E,
that is,
lim
ε↓0
m+(λ+ iε) = − lim
ε↓0
m−(λ+ iε) for almost every λ ∈ E,
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where m± is the Weyl-Titchmarsh function of the half-line restriction of Lq to R±
(we recall the definition of m± in Section 2). This class of operators has been
studied, for example, in [6, 18, 19, 20].
Let us point out that in our setting every such operator Lq has purely absolutely
continuous spectrum; see, for example, [27]. We set
q(E) := {q ∈ Cb(R) : σ(Lq) = E, Lq is reflectionless on E}.
It turns out that it is beneficial also to consider the following conformal map.
Choose
(1.10) λ∗ < −1
and consider the change of variables
(1.11) z =
1
λ− λ∗ .
Throughout this paper, whenever in some formula or expression both λ and z
appear, they are linked via (1.11). Note that (1.11) maps the upper half-plane to
the lower half-plane.
The change of variables (1.11) transforms E and D, respectively, into
E˜ =
{
1
λ− λ∗ : λ ∈ E
}
, D˜ =
{
1
λ− λ∗ : λ ∈ D
}
.
In particular, the gap (λ−k , λ
+
k ) of E corresponds to the gap (z
−
k , z
+
k ) of E˜, where
z±k =
1
λ∓k −λ∗
. Let D/Γ ≃ D˜ be a uniformization of D˜, that is, Γ is a Fuchsian group
and z : D → D˜ is a meromorphic function with z ◦ γ = z for every γ ∈ Γ and such
that
• ∀z ∈ D˜ ∃ζ ∈ D : z(ζ) = z,
• z(ζ1) = z(ζ2)⇒ ∃γ ∈ Γ : ζ1 = γ(ζ2).
The Fuchsian group Γ is equivalent to the fundamental group ΓD˜ of D˜. We denote
its group of characters by Γ∗. We normalize z by z(0) = ∞ and (ζz)(0) > 0.
Composing the maps, we obtain the uniformization D/Γ ≃ D via λ∗ + 1z : D→ D.
Recall that a meromorphic function f in the disk D is said to be of bounded
characteristic if it can be represented as the ratio of two bounded analytic functions,
f = f1/f2. The function f is of Smirnov class if in addition f2 is an outer function.
Every meromorphic function F in D˜ defines an automorphic function f = F ◦z (i.e.,
f ◦ γ = f for every γ ∈ Γ) and vice versa. We say that F belongs to the Smirnov
class N+(D˜) if f = F ◦ z is of Smirnov class in D. Note that Lebesgue measure on T
corresponds to the harmonic measure on E˜. Thus, every F ∈ N+(D˜) has boundary
values for Lebesgue almost all x ∈ E˜.
Definition 1.1. We say that E satisfies DCT if for every F ∈ N+(D˜) with∮
∂D˜
|F (x)| |dx| <∞ and F (∞) = 0,
we have
1
2πi
∮
∂D˜
F (x)
x− z dx = F (z)
for every z ∈ D˜.
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We refer the reader to Hasumi [14] for an extensive discussion of this condition
on the domain. It is important to note that the condition DCT does not hold for
all Widom domains.
We are now able to state our main theorem.
Theorem 1.2. Consider a comb domain Π({ωk, hk}∞k=1) subject to the assump-
tions (1.5), (1.6), and (1.9). Suppose E is the image of R+ under (the continuous
extension to the closure of) the conformal map Θ−1 sending the comb domain to
the upper half-plane. Then we have the following dichotomy:
(a) If E satisfies DCT, then every q ∈ q(E) is almost periodic.
(b) If E does not satisfy DCT, then every q ∈ q(E) is not almost periodic.
Of course our main interest here is in sets E for which the second alternative
applies. We will show that such sets indeed exist and hence establish the following
direct consequence of the main theorem.
Corollary 1.3. There exist continuous bounded ergodic potentials, which are not
almost periodic, for which the associated Schrödinger operator has purely absolutely
continuous spectrum.
This provides counterexamples to the Kotani-Last conjecture for continuum
Schrödinger operators. We emphasize again that Artur Avila has already con-
structed counterexamples to this conjecture [2], but our main point here is to show
how one may obtain them using the framework suggested and developed by Volberg
and Yuditskii in [35].
1.3. Structure of the Paper. In Section 2 we establish a connection between
continuum Schrödinger operators that are reflectionless on E and Jacobi matrices
that are reflectionless on some derived set E˜. In Section 3 we summarize the main
aspects of the work of Volberg and Yuditskii [35] that are relevant to our work
and then establish a correspondence between potentials q in q(E) and character-
automorphic Hardy spaces H2(α), by going through the Jacobi matrix that corre-
sponds to each of them. This gives rise to the map π : q 7→ α. We also establish a
unitary equivalence of the Schrödinger operator with potential q in L2(R) with a
multiplication operator in a character-automorphic L2-space with the property that
L2(R+) corresponds to the character-automorphic Hardy space H
2(α); see Theo-
rem 3.6. These unitary maps give rise to a chain of subspaces which is a natural
generalization of the classical Payley-Wiener chain of subspaces in Fourier analysis.
In Section 4 we study the translation flow on the space of potentials q, and the
induced flow on the space of characters α. It turns out that the induced flow is
an explicit translation flow on an infinite-dimensional torus. It therefore becomes
essential to study the fibers π−1({α}). In Section 5 we show that almost periodicity
fails precisely when there exist non-trivial fibers, that is, when π is not 1-1. The
latter condition is equivalent to the failure of DCT, and hence Theorem 1.2 follows.
We also show that there exist sets E for which there are non-trivial fibers, thus
proving Corollary 1.3. Finally, we work out the analog of these results for extended
CMV matrices in the appendix. In particular, we formulate the Kotani-Last con-
jecture for extended CMV matrices and disprove it there, following the same overall
strategy.
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2. Connecting Continuum Schrödinger Operators with Jacobi
Matrices
Consider a continuum Schrödinger operator on the line,
Ly = −y′′ + qy,
with q ∈ Cb(R). For λ ∈ C, consider the associated differential equation
(2.1) − u′′(x) + q(x)u(x) = λu(x).
The solution space of (2.1) is two-dimensional, and a standard basis of this space
is given by {u1(·, λ), u2(·, λ)}, where u1(·, λ) and u2(·, λ)} solve (2.1) and obey the
initial conditions (
u1(0, λ) u2(0, λ)
u′1(0, λ) u
′
2(0, λ)
)
=
(
1 0
0 1
)
.
If λ 6∈ σ(L), then there are solutions u±(·, λ) of (2.1) so that u± is square-integrable
near±∞. In fact, using the constancy of theWronskian one sees that these solutions
are unique up to a multiplicative constant. Moreover, if λ 6∈ R, then u± cannot be a
multiple of u2 (for otherwise a self-adjoint half-line problem would have a non-real
eigenvalue). This implies that the multiplicative constant for u± can be chosen in
such a way that for suitable m±(λ) ∈ C, we have
u±(·, λ) = u1(·, λ) ±m±(λ)u2(·, λ).
With this normalization, the Wronskian of u+ and u− turns out to be
W (u+(·, λ), u−(·, λ)) = −(m+(λ) +m−(λ)).
Lemma 2.1. We have∫ ∞
0
u+(x, λ1)u+(x, λ2) dx =
m+(λ1)−m+(λ2)
λ1 − λ2 ,(2.2) ∫ 0
−∞
u−(x, λ1)u−(x, λ2) dx =
m−(λ1)−m−(λ2)
λ1 − λ2 .(2.3)
Proof. Notice that(
u+(x, λ1)u
′
+(x, λ2)− u′+(x, λ1)u+(x, λ2)
)′
= u+(x, λ1)u
′′
+(x, λ2)− u′′+(x, λ1)u+(x, λ2)
= u+(x, λ1)(q(x) − λ2)u+(x, λ2)− (q(x) − λ1)u+(x, λ1)u+(x, λ2)
= (λ1 − λ2)u+(x, λ1)u+(x, λ2).
Integrating from 0 to ∞, we find
(λ1 − λ2)
∫ ∞
0
u+(x, λ1)u+(x, λ2) dx = −u+(0, λ1)u′+(0, λ2) + u′+(0, λ1)u+(0, λ2),
which implies (2.2) due to the initial values of u+. The proof of (2.3) is analogous.

Moreover, the resolvent (L− λ)−1 is an integral operator with kernel
(2.4) G(x, y;λ) = −u+(max{x, y}, λ)u−(min{x, y}, λ)
m+(λ) +m−(λ)
.
Since q is bounded, the whole-line and the half-line spectra are bounded from
below. We fix a real λ∗ that lies below all these spectra. Then we still have
solutions u±(·, λ∗), which are now real-valued, with the desired square-integrability
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properties as above. The expressions above continue to hold in the way stated,
except (2.2)–(2.3), which become
(2.5)
∫ ∞
0
u+(x, λ∗)
2 dx = m′+(λ∗)
and
(2.6)
∫ 0
−∞
u−(x, λ∗)
2 dx = m′−(λ∗).
Next consider the decomposition L2(R) = L2(R−) ⊕ L2(R+) and the induced
decomposition of A := (L− λ∗)−1. Let us compute the off-diagonal terms.
Lemma 2.2. Set
e± =
χR±u±(·, λ∗)
‖χR±u±‖
and
(2.7) a0 = −
(
m′+(λ∗)m
′
−(λ∗)
)1/2
m+(λ∗) +m−(λ∗)
.
Then, we have
(2.8) A =
(
A− 0
0 A+
)
+ a0〈 · , e+〉 e−(x) + a0〈 · , e−〉 e+(x).
Proof. Note first that due to (2.5), we have
‖χR+u+(·, λ∗)‖ =
(
m′+(λ∗)
)1/2
.
Suppose ϕ+ ∈ L2(R+). Then, for x < 0, we have
[Aϕ+](x) =
∫ ∞
0
G(x, y;λ∗)ϕ+(y) dy
=
∫ ∞
0
−u+(y, λ∗)u−(x, λ∗)
m+(λ∗) +m−(λ∗)
ϕ+(y) dy
= − 〈ϕ+, u+(·, λ∗)〉
m+(λ∗) +m−(λ∗)
u−(x, λ∗)
= −
(
m′+(λ∗)m
′
−(λ∗)
)1/2
m+(λ) +m−(λ)
〈ϕ+, e+〉 e−(x)
due to (2.4). The computation of the other off-diagonal term is analogous. 
Lemma 2.3. Let λ ∈ ρ(L) and let z be given by (1.11). Then, the matrix
(2.9) R(z) =
(〈(A− z)−1e−, e−〉 〈(A− z)−1e+, e−〉
〈(A − z)−1e−, e+〉 〈(A− z)−1e+, e+〉
)
has the form
(2.10) R(z)−1 =
(
r−(z)
−1 a0
a0 r+(z)
−1
)−1
,
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where a0 is as in (2.7) and
r−(z) =
m+(λ∗) +m−(λ∗)
m′−(λ∗)
· m−(λ∗)−m−(λ)
m+(λ∗) +m−(λ)
,(2.11)
r+(z) =
m+(λ∗) +m−(λ∗)
m′+(λ∗)
· m+(λ∗)−m+(λ)
m−(λ∗) +m+(λ)
.(2.12)
Proof. Recall that A = (L− λ∗)−1. Thus, by the resolvent identity,
(A− z)−1 = (L− λ∗)(λ∗ − λ)(L − λ)−1 = (L− λ+ λ− λ∗)(λ∗ − λ)(L − λ)−1,
and hence
(2.13) (A− z)−1 = (λ∗ − λ)− (λ∗ − λ)2(L− λ)−1.
Thus, in order to determine the matrix elements in (2.9) it suffices to consider
(L− λ)−1χR±u±. Denote
(2.14) f = (L− λ)−1χR±u±.
Since (f ∈ D(L) and) (L−λ)f = χR±u±, there must be constants c±1 , c±2 such that
(2.15) f = c±1 χR−u−(x, λ) +
1
λ∗ − λχR±u±(x, λ∗) + c
±
2 χR+u+(x, λ).
Indeed, for each expression like the one on the right-hand side, (L− λ)f = χR±u±
holds pointwise, and in addition there are unique choices of c±1 , c
±
2 such that the
expression determines a function in D(L).
If we combine (2.13) and (2.14), we find
(A− z)−1χR+u+ = −(λ∗ − λ)2
(
χR−u−(·, λ) χR+u+(·, λ)
)(c+1
c+2
)
,(2.16)
(A− z)−1χR−u− = −(λ∗ − λ)2
(
χR−u−(·, λ) χR+u+(·, λ)
)(c−1
c−2
)
.(2.17)
Let us determine these unique values of c±1 , c
±
2 . The only issue is to ensure the
continuity of the function and of the derivative at zero. Continuity at zero leads to
the requirement
c±1 = ±
1
λ∗ − λ + c
±
2 .
Continuity of the derivative at zero leads to the requirement
−c±1 m−(λ) =
1
λ∗ − λm±(λ∗) + c
±
2 m+(λ).
Thus, we seek c±1 , c
±
2 with
(2.18)
(
1 −1
m−(λ) m+(λ)
)(
c±1
c±2
)
=
1
λ∗ − λ
( ±1
−m±(λ∗)
)
.
Since m± are Herglotz functions, the determinant m+(λ) + m−(λ) of the matrix
M(λ) appearing on the left-hand side of (2.18) is non-zero for every λ ∈ C+. This
shows that c±1 , c
±
2 are determined uniquely by
(2.19)
(
c−1 c
+
1
c−2 c
+
2
)
= − 1
λ∗ − λM(λ)
−1M(λ∗).
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Combining (2.16) and (2.17) with (2.19) and using Lemma 2.1, we obtain(〈(A− z)−1χR−u−, χR−u−〉 〈(A− z)−1χR+u+, χR−u−〉
〈(A− z)−1χR−u−, χR+u+〉 〈(A − z)−1χR+u+, χR+u+〉
)
=
(〈χR−u−|
〈χR+u+|
)(|(A− z)−1χR−u−〉 |(A− z)−1χR+u+〉)
= −(λ∗ − λ)2
(〈χR−u−|
〈χR+u+|
)(|χR−u−(·, λ)〉 |χR+u+(·, λ)〉)
(
c−1 c
+
1
c−2 c
+
2
)
=
(
m−(λ∗)−m−(λ) 0
0 m+(λ∗)−m+(λ)
)
M(λ)−1M(λ∗).
Here we use the notation 〈a|b〉 := 〈b, a〉. Therefore,
R(z) =

 〈(A−z)
−1χR−u−,χR−u−〉
‖χR−u−‖
2
〈(A−z)−1χR+u+,χR−u−〉
‖χR−u−‖‖χR+u+‖
〈(A−z)−1χR−u−,χR+u+〉
‖χR−u−‖‖χR+u+‖
〈(A−z)−1χR+u+,χR+u+〉
‖χR+u+‖
2


=

m−(λ∗)−m−(λ)(m′−(λ∗))1/2 0
0 m+(λ∗)−m+(λ)
(m′
+
(λ∗))1/2

M(λ)−1M(λ∗)
(
(m′−(λ∗))
−1/2 0
0 (m′+(λ∗))
−1/2
)
,
that is,
R(z)−1 =
(
(m′−(λ∗))
1/2 0
0 (m′+(λ∗))
1/2
)
M(λ∗)
−1M(λ)

 (m′−(λ∗))1/2m−(λ∗)−m−(λ) 0
0
(m′+(λ∗))
1/2
m+(λ∗)−m+(λ)


=
1
m+(λ∗) +m−(λ∗)
(
(m′−(λ∗))
m+(λ∗)+m−(λ)
m−(λ∗)−m−(λ)
−(m′+(λ∗)m′−(λ∗))1/2
−(m′+(λ∗)m′−(λ∗))1/2 (m′+(λ∗))m−(λ∗)+m+(λ)m+(λ∗)−m+(λ)
)
=

 (m′−(λ∗))(m+(λ∗)+m−(λ))(m+(λ∗)+m−(λ∗))(m−(λ∗)−m−(λ)) a0
a0
(m′+(λ∗))(m−(λ∗)+m+(λ))
(m+(λ∗)+m−(λ∗))(m+(λ∗)−m+(λ))

 ,
which proves (2.10) and concludes the proof. 
Remark 2.4. From (2.7) and (2.11)–(2.12), we find
a20r+(z) =
m′−(λ∗)
m+(λ∗) +m−(λ∗)
· m+(λ∗)−m+(λ)
m−(λ∗) +m+(λ)
,(2.20)
− 1
r−(z)
= − m
′
−(λ∗)
m+(λ∗) +m−(λ∗)
· m+(λ∗) +m−(λ)
m−(λ∗)−m−(λ) .(2.21)
Lemma 2.5. The vectors {e−, e+} are cyclic for A. That is, if f ∈ L2(R) is such
that
〈f, (A− z¯)−1e−〉 = 〈f, (A− z¯)−1e+〉 = 0
for every z ∈ C \ R, then f = 0.
Proof. The assumption is equivalent to
〈f, (A− z¯)−1(χR−u−(·, λ¯))〉 = 〈f, (A− z¯)−1(χR+u+(·, λ¯))〉 = 0
for every z ∈ C \R. Due to (2.13)–(2.15) and the invertibility of the matrix (2.19),
we may deduce that
〈f, χR−u−(·, λ¯)〉 = 〈f, χR+u+(·, λ¯)〉 = 0
COUNTEREXAMPLES TO THE KOTANI-LAST CONJECTURE 11
for every λ ∈ C\R. This in turn implies f = 0; see, for example, [22, Chapter 2]. 
Remark 2.6. Lemma 2.5 (together with the spectral theorem) shows that there
is 2× 2-matrix measure dσ on R such that
R(z) =
∫
dσ(x)
x− z ,
where R(z) is the matrix defined in (2.9). Moreover, there exists a unitary map
FA : L2(R)→ L2(dσ)
such that
FAe− =
(
1
0
)
, FAe+ =
(
0
1
)
, (FA(Af))(x) = x(FAf)(x), f ∈ L2(R).
Since A is a bounded self-adjoint operator (and dσ is compactly supported), we can
consider the canonical Jacobi matrix model for the operator in L2(dσ) given by the
multiplication with the independent variable. In other words, there are bounded
sequences {an}n∈Z ⊂ (0,∞), {bn}n∈Z ⊂ R such that with the associated Jacobi
matrix J = J({an}, {bn}), acting in ℓ2(Z) as a bounded self-adjoint operator, we
have for a suitable unitary map
FJ : ℓ2(Z)→ L2(dσ)
the analogous properties
FJe−1 =
(
1
0
)
, FJe0 =
(
0
1
)
, (FJ(Jf))(x) = x(FJf)(x), f ∈ ℓ2(Z).
Relative to the decomposition ℓ2(Z) = ℓ2(Z−) ⊕ ℓ2(Z+) (with Z− =
{. . . ,−3,−2,−1} and Z+ = {0, 1, 2, . . .}), this two-sided Jacobi matrix J has the
form
J =


J−
a0
a0
J+


with suitable one-sided Jacobi matrices J± (acting in ℓ
2(Z±)). The connecting
terms a0 in this decomposition are precisely given by (2.7) due to (2.10). Moreover,
(2.8) and (2.10) also imply that r± are the standard Weyl-Titchmarsh functions
associated with J±,
r−(z) = 〈(J− − z)−1δ−1, δ−1〉ℓ2(Z−),(2.22)
r+(z) = 〈(J+ − z)−1δ0, δ0〉ℓ2(Z+).(2.23)
In fact, J± are defined by these identities.
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3. The Description of q(E) in Terms of Character-Automorphic
Hardy Spaces
We begin this section by recalling some definitions and results from [35], mainly
concerning character-automorphic Hardy spaces H2(α) and the correspondence be-
tween these spaces and reflectionless Jacobi matrices J ∈ J(E˜). Given the results
from the previous section connecting J(E˜) and q(E), this will then allow us to
identify q(E) with {H2(α) : α ∈ Γ∗}. One of the main objects of interest in our
subsequent discussion is the generalized Abel map π : q(E)→ Γ∗, which is defined
as the composition map
q 7→ H2(α) 7→ α.
3.1. Fundamental Definitions and Results from [35]. This subsection sum-
marizes some of the definitions and results discussed in more detail in [35]. We refer
the reader to that paper, and also to [14], for background and further information.
Recall from Section 1 how we associate with the set E domains D and D˜, and
uniformizations thereof involving a Fuchsian group Γ. Recall also that Γ∗ denotes
the group of characters of Γ. For α ∈ Γ∗, we let
H∞(α) = {f ∈ H∞ : f ◦ γ = α(γ)f},
where H∞ is the standard Hardy space in D. The Widom condition (1.6) ensures
that H∞(α) is non-trivial (i.e., it contains non-zero elements) for every α ∈ Γ∗.
We start with some special character-automorphic functions. Fix z0 ∈ D˜ and
consider the associated Γ-orbit z−1(z0), that is, orb(ζ0) = {γ(ζ0) : γ ∈ Γ} for
any ζ0 ∈ z−1(z0). Consider the Blaschke product bz0 with zeros precisely given by
z−1(z0) and normalized so that bz0(0) > 0. This is the so called Green function of
the group Γ (cf. Pommerenke [28]), which is related to the classical Green function
G(z, z0) of the domain D˜ by the following identity,
log
1
|bz0(ζ)|
= G(z(ζ), z0).
That is, starting from G(z, z0), we can define its harmonic conjugate function
∗G(z, z0). However, this function is multivalued in D˜. In other words, bz0 =
e−G(z,z0)−i∗G(z,z0) is character automorphic. If γD˜ is an element of the fundamental
group ΓD˜ of the domain D˜, which is equivalent to Γ, then we have
e−G(γD˜(z),z0)−i∗G(γD˜(z),z0) = µz0(γD˜)e
−G(z,z0)−i∗G(z,z0), µz0(γD˜) ∈ T, γD˜ ∈ ΓD˜,
or, equivalently,
bz0 ◦ γ = µz0(γ)bz0 , γ ∈ Γ.
This system of multipliers forms a character µz0 of the group Γ.
Let E˜k = E˜ ∩ [z+0 , z−k ]. The harmonic measure ω(z, E˜k, D˜) of the set E˜k in D˜
evaluated in z ∈ D˜ is the harmonic function in D˜, which satisfies the following
boundary conditions,
ω(z, E˜k, D˜) =
{
1, z ∈ E˜k,
0, z ∈ E˜ \ E˜k.
If γk is a generator of Γ and (γD˜)k is the corresponding contour in D˜ around E˜k,
then
µz0(γk) = e
2πiω(z0,E˜k,D˜).
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To simplify notations we put
(3.1) b(ζ) := b∞(ζ), µ = µ∞ ∈ Γ∗.
The Martin function M(z, z0) is a counterpart of the Green function, but related
to boundary points of the domain, z0 ∈ ∂D˜. The symmetric Martin function can
be obtained as the following limit,
M(z, z0) = lim
ε→0
G(z, z0 + iε) +G(z, z0 − iε)
G(∞, z0 + iε) +G(∞, z0 − iε) .
This Martin function is normalized by the condition M(∞, z0) = 1. Similarly,
sz0,ℓ = e
−ℓ(M(z,z0)+i∗M(z,z0)).
defines a character automorphic inner function. We denote its character by χz0,ℓ ∈
Γ∗, sz0,ℓ ◦ γ = χz0,ℓ(γ)sz0,ℓ.
In this work the main role is played by the Martin function in D related to the
boundary point∞ ∈ ∂D, which was defined in (1.7). Note that M(λ) = M∞(λ) :=
ImΘ(λ) is well defined in the upper half plane and possesses a single-valued exten-
sion in D by the symmetry principle. Indeed, as a result of this extension we obtain
a positive harmonic function, such that M(λ) = 0 for all boundary points λ ∈ ∂D
except infinity, where M(λ)→∞ as λ→ −∞.
Let us choose a generator (γD)j of the group ΓD, which is the closed curve that
starts at λ∗ and goes in the upper half plane to the spectral gap (λ
−
j , λ
+
j ) and then
goes back on the symmetric path in the lower half plane. Note that the symmetry
conditions in the Θ-plane on the image of these gaps are of the form
ReΘ(λ) = ωj or Θ(λ) + Θ(λ) = 2ωj, λ ∈ (λ−j , λ+j ),
ReΘ(λ) = 0 or Θ(λ) + Θ(λ) = 0, λ ∈ (−∞,−1).
Therefore, by the symmetry principle, as a result of these two reflections we get
Θ((γD)j(λ∗)) = Θ(λ∗) + 2ωj.
In other words,
(3.2) eiℓΘ◦(λ∗+1/z) ◦ γj = χℓ(γj)eiℓΘ◦(λ∗+1/z), where χℓ(γj) = e2iωjℓ.
Generally, for the given system of generators γj ≃ (γD)j ∈ ΓD, we set an iso-
morphism of Γ∗ and T∞ by
{αj} = {α(γj)} ∈ T.
In particular, the shift operation (1.8) can be rewritten as the translation
(3.3) Sℓα = χ−1ℓ α
in Γ∗.
In our case the condition (1.6) is equivalent to the statement that for the critical
points ck ∈ (z−k , z+k ) of the Green function G(z,∞), the sum of the critical values
is finite,
(3.4)
∑
cj:∇G(cj ,∞)=0
G(cj ,∞) <∞.
And this is the classical form of the Widom condition. In the other words, the zeros
of b′, {z−1(ck) : k ≥ 1}, also satisfy the Blaschke condition in D.
14 D. DAMANIK AND P. YUDITSKII
We define the last required inner character-automorphic function by
(3.5) ∆(ζ) :=
∏
k≥1
bck(ζ),
and set ∆ ◦ γ = ν(γ)∆ for every γ ∈ Γ. Note that due to the Widom condition, b′
is of Smirnov class and its inner part is given by ∆.
Next we let
Hˆ2(α) = {f ∈ H2 : f ◦ γ = α(γ)f},
where α ∈ Γ∗ and H2 is the standard Hardy space in D. As a consequence of the
Widom condition (3.4), we see again that Hˆ2(α) is non-trivial.
The spaces Hˇ2(α) in turn are defined via orthogonal complements. We note that
the group Γ acts on T. Moreover, under the Widom condition, for this action there
exists a measurable fundamental set [28]. Thus, we can also define
L2(α) = {f ∈ L2 : f ◦ γ = α(γ)f},
analogously to the definitions above.
The annihilator of Hˆ20 (α) := {f ∈ Hˆ2(α) : f(0) = 0} (i.e., the orthogonal
complement of this subspace with respect to the standard L2-inner product on
L2(α)) is contained in the subspace2
∆Hˆ2(να−1) := {∆g¯ : g ∈ Hˆ2(να−1)} ⊂ L2(α).
We let
Hˇ2(α) := {g : ∆g¯ belongs to the annihilator of Hˆ20 (να−1)}.
For every α ∈ Γ∗, by the Riesz representation theorem, there exist reproducing
kernels kˆα, kˇα such that
〈f, kˆα〉 = f(0) for every f ∈ Hˆ2(α),
〈g, kˇα〉 = g(0) for every g ∈ Hˇ2(α),
for which one can show the uniform bounds
(3.6) ∆2(0) ≤ kˇα(0) ≤ kˆα(0) ≤ 1.
Normalizing these functions, we obtain
eˆα(ζ) =
kˆα(ζ)
‖kˆα‖ , eˇ
α(ζ) =
kˇα(ζ)
‖kˇα‖ .
It turns out that
L2(α) = ∆Hˇ20 (να
−1)⊕ {eˆα} ⊕ Hˆ20 (α) = ∆Hˇ20 (να−1)⊕ {∆eˇνα−1} ⊕ Hˆ20 (α).
The fundamental fact is (see the discussion at the end of [35, Subsection 2.3] and
[14]):
(3.7) DCT holds ⇔ Hˆ2(α) = Hˇ2(α) for all α ∈ Γ∗.
Denote
NT F = {α ∈ Γ∗ : Hˆ2(α) 6= Hˇ2(α)}.
2To avoid confusion we emphasize that a · over a complex function space indicates element-wise
complex conjugation.
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That is, NT F is precisely the set of α’s that have a non-trivial fiber underH2(α) 7→
α. Then, by (3.7),
(3.8) E satisfies DCT ⇔ NT F = ∅.
Moreover, NT F is always small,
(3.9) HaarΓ∗(NT F) = 0,
where HaarΓ∗ denotes the Haar measure on Γ
∗; see [35, Theorem 6.2].
By an intermediate (character-automorphic) Hardy space we mean any closed
space H2(α) with
Hˇ2(α) ⊆ H2(α) ⊆ Hˆ2(α)
and the invariance property
zH20 (α) ⊆ H2(α),
where, as usual, H20 (α) := {f ∈ H2(α) : f(0) = 0}. Let kα be the reproducing
kernel of this space and eα := kα/‖kα‖ its normalization. Thus,
(3.10) H2(α) = {eα} ⊕H20 (α).
Every function f in H20 (α) is of the form f = bg with b from (3.1) and some
g ∈ Hˆ2(αµ−1). Thus, with H2(αµ−1) defined by H20 (α) = bH2(αµ−1), (3.10) can
be rewritten as
H2(α) = {eα} ⊕ bH2(αµ−1),
and now we can iterate and obtain
H2(α) = {eα} ⊕ {beαµ−1} ⊕ b2H2(αµ−2) = ... = {eα} ⊕ {beαµ−1} ⊕ {b2eαµ−2} ⊕ ...
It is easy to see that the system
(3.11) eαn(ζ) := b
n(ζ)
kαµ
−n
(ζ)√
kαµ−n(0)
, n ≥ 0
forms an orthonormal basis of H2(α).
Next we shift in the other direction. Notice that by (3.6), we have eα0 (0) >
eˇα(0) > ∆(0), so that zeα0 does not belong to H
2(α) (since it has a simple pole
at the origin). Thus, since zeα0 is orthogonal to b
2H2(αµ−2), there are eα−1 and
coefficients a0(α), a1(α), b0(α) such that
zeα0 = a0(α)e
α
−1 + b0(α)e
α
0 + a1(α)e
α
1 , ‖eα−1‖ = 1, (beα−1)(0) > 0.
In particular, eα−1 is normalized and orthogonal to all e
α
n, n ≥ 0. We define H2(αµ)
by
b−1H2(αµ) = {eα−1} ⊕H2(α).
Now we can iterate as before and obtain normalized vectors eαn, n ≤ −1.
The system {eαn : n ∈ Z} forms an orthonormal basis of L2(α) and the multipli-
cation operator by z in L2(α) is given by a Jacobi matrix with respect to this basis.
More precisely, we have the following result from [35].
Proposition 3.1. With respect to the ONB {eαn : n ∈ Z}, multiplication by z in
L2(α) is given by the following Jacobi matrix J = J(H2(α)):
zeαn = an(α)e
α
n−1 + bn(α)e
α
n + an+1(α)e
α
n+1,
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where
an(α) = A(αµ−n), A(α) := (zb)(0)
√
kα(0)
kαµ(0)
,
bn(α) = B(αµ−n), B(α) := (zb)(0)
b′(0)
[
(kα)′(0)
kα(0)
− (k
αµ)′(0)
kαµ(0)
]
+
(zb)′(0)
b′(0)
.
With the dual Hardy space
bH˜2(µ−1α−1ν) := ∆L2(α)⊖H2(α)
and the dual basis
(3.12) b(ζ)e˜αn(ζ) = ∆(ζ)e
α
−n−1(ζ), ζ ∈ T,
we obtain the Jacobi matrix τJ = J(H˜2(µ−1α−1ν)), whose coefficients are related
to those of J = J(H2(α)) by
τan = a−n, τbn = b−n−1.
The following result is [35, Theorem 2.11].
Proposition 3.2. The Jacobi matrix J = J(H2(α)) is reflectionless, that is, it
belongs to J(E˜). Moreover, we have
r+(z(ζ)) = − e
α
0 (ζ)
a0eα−1(ζ)
, r−(z(ζ)) = − e˜
α
0 (ζ)
a0e˜α−1(ζ)
.
Propositions 3.1 and 3.2 establish a way of going from a space H2(α) to a Jacobi
matrix J = J(H2(α)) ∈ J(E˜). Let us now discuss the other direction, that is, we
start with a Jacobi matrix J ∈ J(E˜) and wish to associate a space H2(α).
The first step is to recall the description of J(E˜) as a torus of dimension given
by the number of gaps of E˜ (which is infinite in our present situation). Given a
Jacobi matrix J = J({an, bn}) ∈ J(E˜) acting in ℓ2(Z), it is well known that the
vectors {δ−1, δ0} are cyclic for J . The matrix resolvent function is given by(
R−1,−1(z) R−1,0(z)
R0,−1(z) R0,0(z)
)
= E∗(J − z)−1E ,
where E : C2 → ℓ2(Z) is defined by
E
(
c−1
c0
)
= c−1δ−1 + c0δ0.
The spectral theorem yields the existence of a 2× 2 matrix measure dσ such that
(3.13) R(z) =
∫
dσ(x)
x− z .
With the half-line restrictions J± = Pℓ2(Z±)JP
∗
ℓ2(Z±)
of J and the associated Weyl-
Titchmarsh functions
r+(z) := 〈(J+ − z)−1δ0, δ0〉ℓ2(Z+), r−(z) := 〈(J− − z)−1δ−1, δ−1〉ℓ2(Z−)
we have (
R−1,−1(z) R−1,0(z)
R0,−1(z) R0,0(z)
)
=
(
r−1− (z) a0
a0 r
−1
+ (z)
)−1
,
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and in particular
− 1
R0,0(z)
= − 1
r+(z)
+ a20r−(z),(3.14)
R−1,−1(z) = r+(z)
−1r−(z)R0,0(z).(3.15)
The function R0,0 is clearly of Nevanlinna class, it is analytic in C¯ \ E˜, and real in
R \ E˜. Since J ∈ J(E˜), we have
(3.16)
1
r+(x+ i0)
= a20r−(x+ i0) for Lebesgue almost every x ∈ E˜,
and therefore R0,0 is purely imaginary almost everywhere on E˜. This leads to the
formula
(3.17) R0,0(z) =
−1√
(z − z−0 )(z − z+0 )
∏
k≥1
z − xk√
(z − z−k )(z − z+k )
,
where xk ∈ [z−k , z+k ] is the unique point at which the argument of R0,0(x + i0)
switches from π to 0. With this terminology, the space of divisors, D(E˜), is defined
as follows:
(3.18) D(E˜) = {(xk, εk) : xk ∈ [z−k , z+k ], εk ∈ {1,−1}, k ≥ 1},
with the identifications (x−k ,−1) = (x−k , 1) and (x+k ,−1) = (x+k , 1). Thus, D(E˜) =
T∞. The map from J(E˜) to D(E˜) is defined as follows. Given J ∈ J(E˜), the xk,
k ≥ 1, are defined by (3.17). The εk, k ≥ 1, need only be defined if xk ∈ (z−k , z+k ).
We set εk = 1 (resp., εk = −1) if xk is a pole of 1/r+ (resp., a pole of a20r−)
(this is well defined since by (3.14) at least one of these functions has a pole at
xk and by (3.15) and analyticity of R−1,−1 at xk at most one of them has a pole
at xk). By our assumptions (1.3) and (1.5), every J ∈ J(E˜) has purely absolutely
continuous spectrum, which is given by E˜, and hence by [35, Lemma 3.2], the map
D : J(E˜)→ D(E˜) defined above is a bijection (and in fact a homeomorphism with
respect to the strong operator topology on J(E˜) and the product topology on the
infinite product of circles D(E˜)).
The second ingredient is the construction of the generalized Abel map
(3.19) π˜ : J(E˜)→ Γ∗.
The following result is [35, Lemma 4.5]:
Lemma 3.3. Given J = J({an, bn}) ∈ J(E˜), there is a unique factorization
(3.20) r+ ◦ z = − 1
a0
e0
e−1
such that
a0(e−1(ζ)e0(ζ) − e0(ζ)e−1(ζ))(3.21)
=
√
(z(ζ) − z−0 )(z(ζ) − z+0 )
∏
k≥1
√
(z(ζ) − z−k )(z(ζ) − z+k )
(z(ζ) − ck)
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for ζ ∈ T, where e0 and be−1 are of Smirnov class with mutually simple singu-
lar parts and e0(0) > 0. Moreover, with the divisor D(J) = {(xk, εk) : k ≥ 1}
associated with J and
W (z) =
∏
k≥1
z − xk
z − ck ,
we have
(3.22) e0(ζ) =

∏
k≥1
b(1+εk)/2xk

√ (W ◦ z)∆(ζ)∏
k≥1 bxk(ζ)
.
With the function e0 from this lemma, the generalized Abel map π˜ in (3.19) is
defined by sending J to the character α ∈ Γ∗ of e0. With this α, the next result,
which is [35, Theorem 4.10], associates an intermediate (character-automorphic)
Hardy space H2(α) with J and this accomplishes our goal.
Proposition 3.4. Suppose J = J({an, bn}) ∈ J(E˜) and dσ is the 2 × 2 matrix
measure from (3.13). Then the map(
P−1(x)
P0(x)
)
7→ f(ζ) := e−1(ζ)P−1(z(ζ)) + e0(ζ)P0(z(ζ))
is unitary from L2(R,C2; dσ) to L2(α), with α = π˜(J). Moreover, the composition
map
F : ℓ2(Z)→ L2(R,C2; dσ)→ L2(α)
is such that H2J := F(P ∗ℓ2(Z+)(ℓ2(Z+))) has the properties
Hˇ2(α) ⊆ H2J ⊆ Hˆ2(α), z(H2J )0 ⊆ H2J .
By Propositions 3.1 and 3.4 we have maps H2(α) 7→ J(H2(α)) and J 7→ H2J .
Volberg and Yuditskii also prove in [35, Section 4] that these maps are mutual
inverses and hence we obtain a 1-1 correspondence between J(E˜) and intermediate
(character-automorphic) Hardy spaces {H2(α)}.
Alternatively, H2(α) can be defined via its reproducing kernel kα(ζ1, ζ2). We
note for later use that by [35, Theorem 5.2], the reproducing kernel of H2(α) is
given by
(3.23) kα(ζ1, ζ2) =
(
a0e
α
−1(ζ1) e
α
0 (ζ1)
)
J
(
a0eα−1(ζ2)
eα0 (ζ2)
)
z(ζ1)− z(ζ2)
,
where
(3.24) J =
(
0 −1
1 0
)
.
3.2. Potentials in q(E) and Character-Automorphic Hardy Spaces. In this
subsection we extend the bijection J(E˜) ↔ {H2(α)} discussed in the previous
subsection to bijections
(3.25) q(E)↔ J(E˜)↔ {H2(α)}.
Composing these two bijections, we obtain the desired bijection q(E) ↔ {H2(α)},
which will be crucial to our study of the shift action on q(E) in terms of the induced
action on {H2(α)} in the next section.
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Proposition 3.5. There is a 1-1 correspondence between q(E) and J(E˜).
Proof. Given q ∈ q(E), construct J as in Remark 2.6. Since q ∈ q(E), we have
lim
ε↓0
m+(λ+ iε) = − lim
ε↓0
m−(λ+ iε) for almost every λ ∈ E.
By (2.20)–(2.21), this implies that
lim
ε↓0
a20r+(z + iε) = − lim
ε↓0
1
r−(z + iε)
for almost every z ∈ E˜.
That is, J ∈ J(E˜), and hence we have a map q(E)→ J(E˜).
Conversely, suppose we are given J ∈ J(E˜). Denote the associated half-line
Weyl-Titchmarsh functions by r±, that is, we have (2.22)–(2.23) and (3.16). The
function r+(−x2) is analytic in the vicinity of the origin, and hence we have an
expansion
r+(−x2) = c0 + c1x+ c2x2 + · · · .
Note that c1 < 0. Then, the function m+ defined by
m+(λ) =
c1
c0 − r+(z) −
c2
c1
obeys
m+(λ) = −
√−λ+ o(1), λ→ −∞.
Therefore, it is of the form
m+(λ) = −
√−1− λ
∏
k≥1
√
(λ− λ−k )(λ− λ+k )
λ− λk +
∑
k≥1, λk∈(λ
−
k ,λ
+
k )
ρkεk
λk − λ,
where
ρj =
√−1− λj√(λj − λ−j )(λj − λ+j ) ∏
k≥1, k 6=j
√
(λj − λ−k )(λj − λ+k )
λj − λk
and εk ∈ {±1}.
Standard inverse spectral theory yields the existence of a bounded continuous
(using that R+ ⊂ E) half-line potential q+ on R+. In the same way we can produce
q− on R− from r−. Moreover the left and right limits of q± coincide due to the
standard trace formula,
q−(0−) = q+(0+) = −1 +
∑
k≥1
(
λ−k + λ
+
k − 2λk
)
.
We obtain the potential q whose restrictions to R± are given by q± which belongs
to the class q(E) by construction. The collection of data {(λk, εk) : k ≥ 1} is called
the divisor associated with the potential q. 
As a corollary of the construction above, we have the following analog of Propo-
sition 3.4.
Theorem 3.6. For every q ∈ q(E), there exists a unique H2(α) such that there
exists a unitary map
F : L2(R)→ L2(α)
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with F(L2(R+)) = H2(α) and
FLqf =
(
λ∗ +
1
z
)
Ff
for every f ∈ D(Lq). Conversely, every H2(α) arises in this way.
Remark 3.7. Looking forward to the next section, one may ask about the image
of L2(R+,ℓ) = {f ∈ L2(R) : supp(f) ⊆ [ℓ,∞)} under the map F . We will give the
answer to this question in Theorem 4.6.
Remark 3.8. Let us endow q(E) with the compact-open topology (i.e., the topol-
ogy of uniform convergence on compact subsets of R), and similarly J(E˜) with the
topology of pointwise convergence of the coefficient sequences. The collection D(E)
of all divisors is equipped with the product topology, where each gap gives rise to a
circle T (arising from λk ∈ [λ−k , λ+k ] and a choice of εk = ±1 when λk ∈ (λ−k , λ+k )),
which carries the standard topology; compare (3.18). All the maps between q(E),
J(E˜), D(E), D(E˜) discussed above are continuous with respect to the topologies
associated with them; compare, for example, Craig [6].
4. The Action on Characters Induced by the Shift Action on q(E)
In this section we study the shift action on q(E), that is,
Tℓ : q(E)→ q(E), q(·) 7→ q(· − ℓ).
Since a potential q is in 1-1 correspondence with its pair of Weyl-Titchmarsh func-
tions m± = m±(q), this suggests looking at m±(ℓ, ·) = m±(Tℓ(q))(·). By the
definition of the Weyl-Titchmarsh function (and the fact that the Jost solutions for
the shifted potential are simply the shifted Jost solutions), we have
(4.1) u±(·, ℓ, λ) = u1(·, ℓ, λ)±m±(ℓ, λ)u2(·, ℓ, λ),
where u±(·, ℓ, λ), u1(·, ℓ, λ), u2(·, ℓ, λ) solve (2.1), and are subject to
u±(·, ℓ, λ) is square-integrable at ±∞
and
(4.2)
(
u1(ℓ, ℓ, λ) u2(ℓ, ℓ, λ)
u′1(ℓ, ℓ, λ) u
′
2(ℓ, ℓ, λ)
)
=
(
1 0
0 1
)
.
In particular, we have u±(·, 0, λ) = u±(·, λ), u1(·, 0, λ) = u1(·, λ), and u2(·, 0, λ) =
u2(·, λ).
Since the square-integrable solution (on either half-line) is unique up to a mul-
tiplicative constant, we have(
u−(x, ℓ, λ) u
′
−(x, ℓ, λ)
u+(x, ℓ, λ) u
′
+(x, ℓ, λ)
)
=
(
c−(ℓ, λ) 0
0 c+(ℓ, λ)
)(
u−(x, λ) u
′
−(x, λ)
u+(x, λ) u
′
+(x, λ)
)
with suitable constants c±(ℓ, λ). Evaluating this at x = ℓ, and using (4.1) and
(4.2), we obtain(
1 −m−(ℓ, λ)
1 m+(ℓ, λ)
)
=
(
c−(ℓ, λ) 0
0 c+(ℓ, λ)
)(
1 −m−(λ)
1 m+(λ)
)(
u1(ℓ, λ) u
′
1(ℓ, λ)
u2(ℓ, λ) u
′
2(ℓ, λ)
)
Denote
A(ℓ, λ) :=
(
u1(ℓ, λ) u
′
1(ℓ, λ)
u2(ℓ, λ) u
′
2(ℓ, λ)
)
.
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Then we can write
(4.3)
(
1 m+(ℓ, λ)
) ∼ (1 m+(λ))A(ℓ, λ),
where v, w ∈ C2 \ {(0 0)} are equivalent, v ∼ w, if they define the same element in
PC1, that is, if there exists c ∈ C \ {0} with v = cw.
On the other hand, due to (2.20), we have
(4.4)
(
1 m+(ℓ, λ)
) ∼ (1 −a20(ℓ)r+(ℓ, z))Cℓ,
where Cℓ is a constant SL(2,R) matrix and a
2
0(ℓ), r+(ℓ, z) are the Jacobi matrix
quantities associated with Tℓ(q). Inserting a dilation, we can turn (4.4) into
(4.5)
(
1 m+(ℓ, λ)
) ∼ (a0(ℓ) −a0(ℓ)r+(ℓ, z)) C˜ℓ
with a suitable constant SL(2,R) matrix C˜ℓ.
Thus, it follows from (4.3) and (4.5) that
(4.6)
(
a0(ℓ) −a0(ℓ)r+(ℓ, z)
) ∼ (a0 −a0r+(z)) C˜0A(ℓ, λ)C˜−1ℓ .
Now recall the factorization (3.20), that is, r+(ℓ, z(·)) = − 1a0(ℓ)
e0(ℓ,·)
e−1(ℓ,·)
, and recall
also that the generalized Abel map π˜ sends the Jacobi matrix corresponding to Tℓ(q)
to the character αℓ ∈ Γ∗ of e0(ℓ, ·). Thus, to conform with our earlier notation we
rewrite the factorization as r+(ℓ, z(·)) = − 1a0(ℓ)
e
αℓ
0
(·)
e
αℓ
−1(·)
. We can therefore rewrite
(4.6) as follows: for every ζ ∈ D, there exists sℓ(ζ) ∈ C \ {0}3 such that
(4.7) sℓ(ζ)
(
a0(ℓ)e
αℓ
−1(ζ) e
αℓ
0 (ζ)
)
=
(
a0e
α
−1(ζ) e
α
0 (ζ)
)
B(ℓ, z(ζ)),
where
B(ℓ, z) = C˜0A(ℓ, λ)C˜
−1
ℓ .
We can rewrite (4.7) as
∆
b
sℓ
(
a0(ℓ)e
αℓ
−1 e
αℓ
0
)
=
∆
b
(
a0e
α
−1 e
α
0
)
B(ℓ, z) on T,
which is
(4.8)
1
sℓ
(
a0(ℓ)e˜
αℓ
0 e˜
αℓ
−1
)
=
(
a0e˜
α
0 e˜
α
−1
)
B(ℓ, z) in D,
due to (3.12) and the fact that B(ℓ, z) = B(ℓ, z). Thus, with
Φα =
(
a0e
α
−1 e
α
0
a0e˜
α
0 e˜
α
−1
)
,
we see from (4.7) and (4.8) that
(4.9)
(
sℓ 0
0 s−1ℓ
)
Φαℓ = ΦαB(ℓ, z).
Lemma 4.1. With J from (3.24), we have B(ℓ, z)JB(ℓ, z)∗ − J = 0 if z ∈ R and
B(ℓ, z)JB(ℓ, z)∗ − J
z − z¯ ≤ 0
if z ∈ C−.
3sℓ(ζ) is always non-zero because A(ℓ, λ) is entire and has determinant one.
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Proof. This lemma is well known; compare, for example, [1]. For the convenience
of the reader we give the proof. Observe that
A(ℓ, λ)′J =
(
u′1(ℓ, λ) u
′′
1(ℓ, λ)
u′2(ℓ, λ) u
′′
2(ℓ, λ)
)(
0 −1
1 0
)
=
(
u′1(ℓ, λ) (q(x) − λ)u1(ℓ, λ)
u′2(ℓ, λ) (q(x) − λ)u2(ℓ, λ)
)(
0 −1
1 0
)
=
(
u′1(ℓ, λ) u
′′
1(ℓ, λ)
u′2(ℓ, λ) u
′′
2(ℓ, λ)
)(
q(x) − λ 0
0 −1
)
= A(ℓ, λ)
[
−λ
(
1 0
0 0
)
+
(
q(x) 0
0 −1
)]
=: A(ℓ, λ) [−λP +H ] .
Notice that P ≥ 0 and H = H∗.
Therefore,
(A(x, λ)JA(x, λ)∗)′ = A′(x, λ)JA(x, λ)∗ + A(x, λ)JA′(x, λ)∗
= A(x, λ) [−λP +H ]A(x, λ)∗ − A(x, λ) [−λ¯P +H]A(x, λ)∗
= −A(x, λ)(λ − λ¯)PA(x, λ)∗,
and hence (since A(0, λ) is the identity matrix)
0 ≤
∫ ℓ
0
A(x, λ)PA(x, λ)∗ dx
= −A(ℓ, λ)JA(ℓ, λ)
∗ − A(0, λ)JA(0, λ)∗
λ− λ¯
= −A(ℓ, λ)JA(ℓ, λ)
∗ − J
λ− λ¯ .
This shows that
A(ℓ, λ)JA(ℓ, λ)∗ − J
λ− λ¯
is non-positive for λ in C+. Moreover, A(ℓ, λ)JA(ℓ, λ)
∗ − J is zero for λ ∈ R since
in this case A(ℓ, λ) ∈ SL(2,R). Since these properties are preserved after taking
products with SL(2,R)matrices, the claim forB(ℓ, z) follows (notice that if λ ∈ C+,
then z ∈ C−). 
Lemma 4.2. We have
(kα(ζi, ζj))1≤i,j≤n −
(
kαℓ(ζi, ζj)sℓ(ζi)sℓ(ζj)
)
1≤i,j≤n
≥ 0
Proof. Recall that due to (3.23), we have
kα(ζ1, ζ2) =
(
a0e
α
−1(ζ1) e
α
0 (ζ1)
)
J
(
a0eα−1(ζ2)
eα0 (ζ2)
)
z(ζ1)− z(ζ2)
Therefore, if we sandwich
−B(ℓ, z(ζ1))JB(ℓ, z(ζ2))
∗ − J
z(ζ1)− z(ζ2)
.
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between
(
a0e
α
−1(ζ1) e
α
0 (ζ1)
)
and
(
a0eα−1(ζ2)
eα0 (ζ2)
)
, we obtain a Hermite-positive func-
tion due to Lemma 4.1 and [1]. Combining this with (4.7), the lemma follows. 
Lemma 4.3. For every g ∈ H2(αℓ), we have sℓg ∈ H2(α).
Proof. For m ≥ 1, choose ζ0,1, . . . , ζ0,m ∈ D and η1, . . . , ηm ∈ C and consider the
function g ∈ H2(αℓ) of the form
g(ζ) =
m∑
j=1
ηjsℓ(ζ0,j)k
αℓ(ζ, ζ0,j).
Our goal is to show that the function f = sℓg belongs to H
2(α). To this end we
will use [35, Lemma 5.3]. Thus we need to consider a finite collection ζ1, . . . , ζn ∈ D
and prove the estimate
(4.10)
∣∣∣∣∣
n∑
i=1
f(ζi)ξ¯i
∣∣∣∣∣
2
≤ ‖g‖2H2(αℓ)
n∑
i,i′=1
kα(ζi, ζi′)ξ¯iξi′
for all choices of ξ1, . . . , ξn ∈ C. Once we accomplish this, [35, Lemma 5.3] implies
that f ∈ H2(α) and ‖f‖2H2(α) ≤ ‖g‖2H2(αℓ). Since the g’s of the form we consider
are dense in H2(αℓ), the lemma then follows.
In order to prove (4.10) we define the function F : D× D→ C by
F (ζ1, ζ2) := k
αℓ(ζ1, ζ2)sℓ(ζ1)sℓ(ζ2).
This function is Hermite-positive, so that in particular the matrix

F (ζ1, ζ1) · · · F (ζ1, ζn) F (ζ1, ζ0,1) · · · F (ζ1, ζ0,m)
...
...
...
...
F (ζn, ζ1) · · · F (ζn, ζn) F (ζn, ζ0,1) · · · F (ζn, ζ0,m)
F (ζ0,1, ζ1) · · · F (ζ0,1, ζn) F (ζ0,1, ζ0,1) · · · F (ζ0,1, ζ0,m)
...
...
...
...
F (ζ0,m, ζ1) · · · F (ζ0,m, ζn) F (ζ0,m, ζ0,1) · · · F (ζ0,m, ζ0,m)


is positive definite. This matrix has block form(
A B
B∗ D
)
and hence by replacing A with
A′ =


kα(ζ1, ζ1) · · · kα(ζ1, ζn)
...
...
kα(ζn, ζ1) · · · kα(ζn, ζn)

 ,
which is ≥ A by Lemma 4.2, it follows that the matrix(
A′ B
B∗ D
)
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is still positive definite. Therefore, with the vectors
−→
ξ = (ξ1, . . . , ξn)
T and −→η =
(η1, . . . , ηm)
T , we have (
〈A′−→ξ ,−→ξ 〉 〈B−→η ,−→ξ 〉
〈−→ξ , B−→η 〉 〈D−→η ,−→η 〉
)
≥ 0.
Thus,
(4.11)
∣∣∣〈B−→η ,−→ξ 〉∣∣∣2 ≤ 〈D−→η ,−→η 〉〈A′−→ξ ,−→ξ 〉.
But
〈D−→η ,−→η 〉 = ‖g‖2H2(αℓ),
and hence (4.11) becomes (4.10). 
Lemma 4.4. The function sℓ belongs to the Smirnov class N+ and satisfies |sℓ| ≤ 1
throughout D and |sℓ| = 1 almost everywhere on T. That is, sℓ is an inner function.
Proof. From (4.7) we see that
(4.12) sℓ =
(
a0e
α
−1(ζ) e
α
0 (ζ)
)
B(ℓ, z(ζ))
(
1
0
)
eαℓ0
.
Since sℓ is analytic throughout D, the zeros of the numerator in (4.12) cancel out
all zeros of the denominator. It follows that sℓ belongs to the Smirnov class N+ and
hence has boundary values almost everywhere on T. By the maximum principle for
the Smirnov class, the lemma therefore follows once we show that |sℓ| = 1 almost
everywhere on T.
Again by (4.7), we have
|sℓ(ζ)|2
(
a0(ℓ)e
αℓ
−1(ζ) e
αℓ
0 (ζ)
)
J
(
a0(ℓ)e
αℓ
−1(ζ)
eαℓ0 (ζ)
)
(4.13)
=
(
a0e
α
−1(ζ) e
α
0 (ζ)
)
B(ℓ, z(ζ))JB(ℓ, z(ζ))∗
(
a0eα−1(ζ)
eα0 (ζ)
)
for every ζ ∈ D. Now send ζ to a point on the boundary of D where the boundary
value of sℓ exists. Then, B(ℓ, z(ζ))JB(ℓ, z(ζ))
∗ will converge to J, and by the
Wronskian identity (3.21) (note that the right-hand side of (3.21) is independent
of the character α!), we infer from (4.13) that |sℓ(ζ)|2 tends to 1. 
Proposition 4.5. We have
(4.14) sℓ(ζ) = exp
(
iℓΘ∞
(
λ∗ +
1
z(ζ)
))
.
Proof. First of all we note that each of the functions involved in the definition of
sℓ(ζ) can be extended by continuity to the boundary points ζ ∈ T for which z(ζ) ∈
E \ {0,− 1λ∗ } (the first exceptional point 0 corresponds to the point of singularity
of B(ℓ, z) and the second one is the accumulation point of the intervals which form
the set E˜). In fact, sℓ(ζ) has an analytic extension to the complement of the unit
disk through each arc in the preimage of the interval [z+j+1, z
−
j ] in the fundamental
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domain of the group Γ. Therefore, due to Lemma 4.4, sℓ(ζ) is necessarily of the
form
(4.15) sℓ(ζ) = exp
(
iℓ1Θ0
(
λ∗ +
1
z(ζ)
))
exp
(
iℓ2Θ∞
(
λ∗ +
1
z(ζ)
))
,
where M0(λ) = ImΘ0(λ) and M∞(λ) = ImΘ∞(λ) are the symmetric Martin func-
tions in the domain D, which correspond to the two possible singularities of the
function sℓ(ζ) on the boundary, that is, the origin and infinity.
The formula (4.15) becomes the asserted formula (4.14) once we show that ℓ1 = 0
and ℓ2 = ℓ. From (4.9) we have
1
sℓ
=
(
a0(ℓ)e˜
αℓ
0 e˜
αℓ
−1
)
B
(
1
0
)
a0(ℓ)e˜α0
.
Since B( 1λ−λ∗ ) is uniformly bounded in the vicinity of 0 and the functions |e˜
αℓ
0 |2 ◦
z−1( 1λ−λ∗ ) and |(be˜
αℓ
−1)|2 ◦ z−1( 1λ−λ∗ ) have harmonic majorants in Imλ > 0, we have
1
|sℓ| ◦ z−1( 1iy−λ∗ )
≤ C
y
1
|e˜αℓ0 | ◦ z−1( 1iy−λ∗ )
.
That is, if
0 < ℓ1 = lim
y→+0
log 1
|sℓ|◦z−1(
1
iy−λ∗
)
M0(iy)
≤ lim
y→+0
log 1
|e˜
αℓ
0
|◦z−1( 1iy−λ∗ )
M0(iy)
,
then e˜αℓ0 has a non-trivial singular inner factor. But according to (3.22) this is an
outer function times, possibly, a Blaschke product. Thus ℓ1 = 0.
Finally, from (4.9) we have the two-sided estimate
‖B(ℓ, z(ζ))‖
‖Φα(ζ)‖ · ‖Φ−1αℓ (ζ)‖
≤ 1|sℓ(ζ)| ≤ ‖Φα(ζ)‖ · ‖Φ
−1
αℓ (ζ)‖ · ‖B(ℓ, z(ζ))‖.
Since for all H2(α)
lim
λ→−∞
log ‖Φ±1α (z−1( 1λ−λ∗ ))‖√|λ| = 0,
and, as is well-known,
lim
λ→−∞
log ‖A(ℓ, λ)‖√|λ| = ℓ,
due to the normalization (1.7), we get ℓ1 = ℓ. 
As an immediate corollary, we have the following result, which provides an answer
to the question raised in Remark 3.7.
Theorem 4.6. For every ℓ ∈ R, we have
(4.16) F (L2(R+,ℓ)) = exp
(
iℓΘ∞
(
λ∗ +
1
z
))
H2(αχ−1ℓ ),
where F is the map from Theorem 3.6.
In particular, the chain of subspaces {F (L2(R+,ℓ))}ℓ∈R is transformed into the
chain of subspaces
{
exp
(
iℓΘ∞
(
λ∗ +
1
z
))
H2(αχ−1ℓ )
}
ℓ∈R
.
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Remark 4.7. (a) On the right-hand side of (4.16), we do not specify which inter-
mediate Hardy space H2(αχ−1ℓ ) arises in situations where αχ
−1
ℓ ∈ NT F .
(b) Theorem 4.6 should be compared with the classical Payley-Wiener result
stating that
F
(
L2(R+,ℓ)
)
= exp (iℓz)H2
for every ℓ ∈ R, where F denotes the Fourier transform on L2(R).
Proposition 4.8. Via the composition of the maps
q(E)→ J(E˜)→ Γ∗, q 7→ J 7→ α,
the push-forward of the flow Tℓ on q(E) is the flow Sℓ on Γ∗. In particular, the
push-forward is minimal and uniquely ergodic with respect to the Haar measure on
Γ∗.
Proof. Recall from (3.2) that χℓ is the character of sℓ. Recall also that the gener-
alized Abel map π˜ sends the Jacobi matrix corresponding to Tℓ(q) to the character
αℓ ∈ Γ∗, that is, the flow ℓ 7→ αℓ is precisely the one associated with the translation
flow on q(E) with initial condition q. From Lemma 4.3 we see that χℓαℓ = α, that
is,
(4.17) αℓ = χ
−1
ℓ α.
Combining (3.2) and (4.17), the first statement of the proposition follows. The
second statement follows from the first statement along with the assumption (1.9).

Remark 4.9. The map π : q(E) → Γ∗, q 7→ α from Proposition 4.8 is called the
generalized Abel map. It is continuous with respect to the compact-open topol-
ogy on q(E). Since q(E) is compact in the compact-open topology, it admits a
translation invariant probability measure dq. By Proposition 4.8 the push-forward
of this measure, π∗(dq), is a translation invariant probability measure on Γ
∗. Due
to assumption (1.9), π∗(dq) is equal to normalized Haar measure on Γ
∗. By (3.9),
the generalized Abel map π is almost everywhere 1-1. Thus, the measure dq is
actually uniquely determined by π and Haar measure on Γ∗. In particular, q(E) is
uniquely ergodic with respect to the shift action. The corresponding measure on
D(E) (namely, the push-forward of the measure dq under the map q(E) → D(E)
discussed in Remark 3.8) was shown in [35, Section 7] to assign positive measure
to any non-empty open set. Pulling back this property, we find that dq assigns
positive weight to any non-empty open set in q(E).
5. Proof of the Main Theorem and Corollary
In this section we prove Theorem 1.2 and Corollary 1.3. Given our results up to
this point, the proofs of these statements are analogous to the proofs given in [35]
of the corresponding statements in the Jacobi matrix case. We provide the details
for the convenience of the reader.
Proof of Theorem 1.2. (a) Assume that E satisfies DCT. Then, by (3.8), we have
NT F = ∅. Thus, the map between q ∈ q(E) and α ∈ Γ∗ is a homeomorphism; com-
pare, for example, [33]. Since the translation flow on q(E) corresponds to a strictly
ergodic translation flow on the compact Abelian group Γ∗ via this homeomorphism,
it follows that every q ∈ q(E) is almost periodic.
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(b) Assume that E does not satisfy DCT. We have to show that every q ∈ q(E)
is not almost periodic. We will proceed in three steps. In the first step, we show
that there exists a q ∈ q(E) that is not almost periodic. In the second step we show
that almost every q ∈ q(E) is not almost periodic. In the third and final step, we
then show the result in complete generality, that is, indeed every q ∈ q(E) is not
almost periodic. The reason for breaking up the proof into three steps is that each
step relies on the previous one.
Let us begin with the first step. As E does not satisfy DCT, by (3.8), we
have NT F 6= ∅. Choose any α ∈ NT F and consider the (distinct!) potentials
q(Hˆ2(α)), q(Hˇ2(α)) ∈ q(E) corresponding to the spaces Hˇ2(α) ( Hˆ2(α). We claim
that at least one of these potentials is not almost periodic. Assume to the contrary
that both are almost periodic. By Proposition 4.8, (1.9), and (3.9) it is possible to
choose β ∈ Γ∗ \ NT F and a sequence ℓj →∞ such that Sℓjα→ β as j →∞, and
Sℓjα is the character associated with both Tℓjq(Hˆ2(α)) and Tℓjq(Hˇ2(α)). Since
β ∈ Γ∗ \ NT F , there exists a unique qβ ∈ q(E) associated with this character. By
the almost periodicity of q(Hˆ2(α)), q(Hˇ2(α)) and the choices above, we can (twice)
pass to a subsequence of {ℓj}, which we still denote by {ℓj}, such that
lim
j→∞
‖Tℓjq(Hˆ2(α))− qβ‖∞ = lim
j→∞
‖Tℓjq(Hˇ2(α)) − qβ‖∞ = 0.
But this is a contradiction since
0 < ‖q(Hˆ2(α)) − q(Hˇ2(α))‖∞
= ‖Tℓjq(Hˆ2(α)) − Tℓjq(Hˇ2(α))‖∞
≤ ‖Tℓjq(Hˆ2(α)) − qβ‖∞ + ‖qβ − Tℓjq(Hˇ2(α))‖∞
→ 0 as j →∞.
This completes the first step.
For the second step, fix some q0 ∈ q(E) that is not almost periodic. By the first
step, such a q0 exists. Choose open (in the compact-open topology) sets On, n ≥ 1,
in q(E) with
O1 ⊃ O2 ⊃ · · · ⊃ On ⊃ · · · ,
⋂
n≥1
On = {q0}.
By Remark 4.9, the measure dq on q(E) assigns strictly positive weight to each On.
Thus, if we consider the shift-invariant set
Vn =
⋃
ℓ∈R
Tℓ(On),
it follows from ergodicity of dq that dq assigns full weight to each Vn, n ≥ 1. As a
consequence, the set
V :=
⋂
n≥1
Vn
has full dq measure. We claim that every q ∈ V is not almost periodic. Suppose
to the contrary that there exists q1 ∈ V that is almost periodic. By construction
of the set V , q0 is an accumulation point (in the compact-open topology) of the
set of translates of the almost periodic function q1, which in turn implies that q0 is
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almost periodic as well;4 contradiction. This shows that every q in the full measure
subset V of q(E) is not almost periodic, and this completes the second step.
For the third step, let q ∈ q(E) be arbitrary and assume that q is almost periodic.
Then any accumulation point (in the compact-open topology) of translates of q
must be almost periodic as well. Let us force accumulation on a point that is
already known to be not almost periodic in order to get a contradiction. With the
generalized Abel map π : q(E) → Γ∗, let α = π(q). By Proposition 4.8, we have
π(Tℓq) = Sℓα. Recall from (1.9) that {Sℓα : ℓ ∈ R} is dense. Since both π(V ) and
Γ∗ \ NT F have full Haar measure, their intersection has full Haar measure, and
in particular it is not empty. Thus, let us choose β in this intersection, and then
{ℓn} ⊂ R with Sℓnα → β. Now, since β ∈ Γ∗ \ NT F , there is a unique q˜ ∈ q(E)
with π(q˜) = β, and since β ∈ π(V ), q˜ is not almost periodic by the previous step.
Since Tℓnq → q˜ by construction, we have accomplished what we wanted, namely,
we have found a non-almost periodic accumulation point of translates of an almost
periodic function, which is impossible. This contradiction shows that q is indeed not
almost periodic, and this completes the third step and the proof of the theorem. 
Proof of Corollary 1.3. Consider a comb domain Π({ωk, hk}∞k=1) subject to the as-
sumptions (1.5)–(1.9). Suppose E is the image of R+ under (the continuous ex-
tension to the closure of) a conformal map sending the comb domain to the upper
half-plane. The corollary follows from Theorem 1.2 as soon as it is established that
under these assumptions it is possible that the set E does not satisfy DCT. One can
use, for example, conformal images of the sets discussed in [35, Proposition 1.10]
(note that the condition (1.9) can indeed be ensured for appropriate choices of gap
boundaries within the framework of [35, Proposition 1.10]), which were shown there
to satisfy the Widom condition but not DCT. Of course, the Widom condition and
DCT are conformally invariant. This concludes the proof. 
Appendix A. The Kotani-Last Conjecture for Extended CMV
Matrices
In this appendix we discuss the Kotani-Last conjecture for extended CMV ma-
trices and how to disprove it by following the strategy we employed in the main
body of the paper for continuum Schrödinger operators.
CMV matrices arise in the study of orthogonal polynomials on the unit circle, and
they are the canonical matrix representation of a unitary operator on a separable
Hilbert space with a cyclic vector. By the spectral theorem, the latter operator
is unitarily equivalent to multiplication by the independent variable in L2(T, dν).
Applying the Gram-Schmidt orthonormalization procedure to 1, z, z−1, z2, z−2, . . .,
we obtain a basis of L2(T, dν) with respect to which the operator is represented by
4If q0 is the limit of Tℓkq1 with respect to uniform convergence on compact subsets, by almost
periodicity of q1 we can choose a subsequence of {Tℓk q1} that converges uniformly to an almost
periodic limit. This limit must of course also be the limit in the compact-open topology and hence
be equal to q0. This implies that q0 is almost periodic.
COUNTEREXAMPLES TO THE KOTANI-LAST CONJECTURE 29
the matrix
C =


υ¯0 υ¯1ρ0 ρ1ρ0 0 0 . . .
ρ0 −υ¯1υ0 −ρ1υ0 0 0 . . .
0 υ¯2ρ1 −υ¯2υ1 υ¯3ρ2 ρ3ρ2 . . .
0 ρ2ρ1 −ρ2υ1 −υ¯3υ2 −ρ3υ2 . . .
0 0 0 υ¯4ρ3 −υ¯4υ3 . . .
. . . . . . . . . . . . . . . . . .


,
where υn ∈ D = {w ∈ C : |w| < 1} and ρn = (1 − |υn|2)1/2. The parameters
{υn}n∈Z+ are called Verblunsky coefficients. A matrix C of this form is called
a CMV matrix. We refer the reader to [30, 31] for background on orthogonal
polynomials on the unit circle and CMV matrices.
The matrix C acts in ℓ2(Z+). Of course, there is a natural two-sided extension of
C, which acts in ℓ2(Z). Such a two-sided infinite matrix is determined by Verblunsky
coefficients {υn}n∈Z, it is denoted by E , and it is called an extended CMV matrix.
The two-sided situation is natural if the coefficients are defined by suitable sam-
pling along the orbits of an invertible map. To fix notation, let Ω be a compact
metric space, T : Ω → Ω a homeomorphism, dµ a T -ergodic Borel probability
measure on Ω, and f : Ω→ D measurable. Then, we have coefficient sequences
υn(ω) = f(T
nω), ω ∈ Ω, n ∈ Z.
The extended CMV matrix corresponding to the sequence υ(ω) = {υn(ω)}n∈Z is
denoted by Eω. As in the Schrödinger case, we have the following general result.
There are sets Σ,Σac,Σsc,Σpp ⊆ T and a set Ω0 ⊆ Ω with µ(Ω0) = 1 such that
σ(Eω) = Σ and σ•(Eω) = Σ•, • ∈ {ac, sc, pp}, for every ω ∈ Ω0.
In this setting, the Kotani-Last conjecture takes the same form as before:
Kotani-Last Conjecture. If the family {Eω}ω∈Ω is such that Σac 6= ∅, then the
sequences {υ(ω)}ω∈Ω are almost periodic.
As before this means that for each υ(ω), the set of its translates is relatively
compact in ℓ∞(Z) or, equivalently, that we can choose Ω to be a compact abelian
group, T a minimal translation, µ Haar measure, and f continuous. Slightly abusing
terminology, we will say that an extended CMV matrix E is almost periodic if its
Verblunsky coefficients form an almost periodic sequence.
Our goal is to show that the Kotani-Last conjecture for extended CMV matrices
fails:
Theorem A.1. There are families {Eω}ω∈Ω of the form above such that for every
ω ∈ Ω, the extended CMV matrix Eω has purely absolutely continuous spectrum and
is not almost periodic.
As mentioned already, the strategy will be the same as the one employed above
for continuum Schrödinger operators. Thus, consider a set E2 ⊂ T in the complex
(ϕ-) plane. We write
(A.1) T \ E2 =
∞⋃
k=0
(ϕ−k , ϕ
+
k ),
where the arc (ϕ−k , ϕ
+
k ) ⊂ T represents the k-th gap of E2. Let D2 := C¯ \ E2.
Now let us consider the extended CMV matrices we want to associate with the
set E2. We will require that their spectrum is equal to E2 and that they are
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reflectionless on E2. To make the latter condition explicit, let us recall that we can
associate a Schur function s+ with the coefficients {υn}n∈Z+ so that
s+(ϕ) =
υ0 + ϕs
(1)
+ (ϕ)
1 + ϕυ¯0s
(1)
+ (ϕ)
, υ0 = s+(0), s
(1)
+ (ϕ) =
υ1 + ϕs
(2)
+ (ϕ)
1 + ϕυ¯1s
(2)
+ (ϕ)
, υ1 = s
(1)
+ (0), . . . .
Similarly, we can associate a Schur function s− with the coefficients {υn}n∈Z− .
The extended CMV matrix corresponding to the Verblunsky coefficients {υn}n∈Z
is called reflectionless on E2 if we have ϕs+(ϕ) = s−(ϕ) Lebesgue almost everywhere
on E2. We will denote the set of extended CMV matrices which are reflectionless
on E2 and have spectrum E2 by E(E2). We equip the set E(E2) with the topology
of strong operator convergence, which on the level of Verblunsky sequences means
that they converge pointwise.
If all reflectionless measures on E2 are absolutely continuous, the set E(E2) may
be parametrized, as usual, in terms of divisors D ∈ D(E2). Each gap (ϕ−k , ϕ+k ) of
E2 corresponds to a circle, namely {(ϕk, εk) : ϕk ∈ [ϕ−k , ϕ+k ], εk = ±1} with the
identifications (ϕ−k ,−1) = (ϕ−k , 1) and (ϕ+k ,−1) = (ϕ+k , 1), and with the standard
topology on this circle. The space D(E2) of divisors {(ϕk, εk) : k ∈ Z+} is the
product of these circles equipped with the product topology. It is homeomorphic
to E(E2).
As before we will use uniformization for the given domain and elements of poten-
tial theory and character-automorphic functions. For the uniformization we can use
the same map z as before once we apply a suitable fractional linear transformation.
Choose ϕ∗ ∈ (ϕ−0 , ϕ+0 ) and define the new variable
(A.2) z = i
ϕ∗ + ϕ
ϕ∗ − ϕ.
Its inverse is given by
(A.3) ϕ = ϕ∗
z − i
z + i
.
Note that (A.2) maps ϕ∗ 7→ ∞, 0 7→ i, ∞ 7→ −i, and it maps the set E2 to the
compact set
E˜2 =
{
i
ϕ∗ + ϕ
ϕ∗ − ϕ : ϕ ∈ E2
}
in the z-plane. We consider a uniformization D/Γ ≃ D˜2 of D˜2 := C¯ \ E˜2 with a
Fuchsian group Γ and a meromorphic function z : D→ D˜2 with the same properties
as before. There is κ ∈ D∩C− with z(κ) = i and z(κ¯) = −i. Composing the maps,
we obtain the uniformization D/Γ ≃ D2 via ϕ∗ z−iz+i : D→ D2.
With the Green function bz0 of the group Γ from before, we have
(A.4) v := ϕ∗
z− i
z+ i
= eiψ1
bi
b−i
, bi(κ¯) > 0, b−i(κ) > 0,
for some ψ1 ∈ [0, 2π). Note that v is automorphic, that is, v◦γ = v for every γ ∈ Γ.
Due to (A.4) this implies that the characters of bi and b−i coincide; we still denote
this common character by µi.
In order to describe the character µi explicitly, we parametrize the set E2, up to
a rotation, using a periodic comb domain. Let Π2 = Π2({ωk, hk}∞k=1),
(A.5) Π2 := {w ∈ C : Imw > 0} \ {ωk + 2jπ + iy : 0 < y ≤ hk : k ∈ Z+, j ∈ Z}
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with frequencies {ωk}k∈Z+ ⊂ [0, 2π), ω0 < ω1 < · · · < ωk < ωk+1 < . . . , and
heights {hk}k∈Z+ ⊂ (0,∞) such that
(A.6) lim
k→∞
ωk =: ω∗
and
(A.7)
∑
k≥1
hk <∞.
Lemma A.2. Let Π2 be a periodic comb domain as in (A.5). Let Θ2 be a conformal
mapping from C+ onto Π2, which is normalized by
Θ2(iy) = iy + . . . , y →∞.
Then Θ2 is 2π periodic, that is, Θ2(ψ + 2π) = Θ2(ψ) + 2π for every ψ ∈ C+.
Proof. The conformal mapping Θ−12 (Θ2(ψ) + 2π) makes sense and maps C+ onto
itself. Therefore by the normalization condition, Θ−12 (Θ2(ψ) + 2π) = ψ + x0. Our
claim is x0 = 2π.
We use the integral representation for Θ2(ψ),
Θ2(ψ + x0)−Θ2(ψ)
x0
= 1 +
1
π
∫
R
ρ(x) dx
(x− ψ)(x− (x0 + ψ)) ,
where ρ(x) = ImΘ2(x). Note that ρ(x) is uniformly bounded. Since Θ2(ψ + x0)−
Θ2(ψ) = 2π, we get
1
π
∫
R
ρ(x) dx
(x− ψ)(x − (x0 + ψ)) =
2π
x0
− 1.
We put ψ = iy and pass to the limit as y →∞. Our goal is to show that the limit
of the integral is zero.
We separate real and imaginary parts,
1
π
∫
R
x− x0 + iy
(x− x0)2 + y2
x+ iy
x2 + y2
ρ(x) dx = I1 + iI2,
where
I1 =
1
π
∫
R
x(x− x0)− y2
((x− x0)2 + y2)(x2 + y2)ρ(x) dx
and
I2 =
1
π
∫
R
y(2x− x0)
((x− x0)2 + y2)(x2 + y2)ρ(x) dx.
Taking into account I2 = 0, we get
I1 =
1
π
∫
R
x2 − x20/2− y2
((x − x0)2 + y2)(x2 + y2)ρ(x) dx =
2π
x0
− 1.
Since x2 ≤ x2 + y2 and y2 ≤ x2 + y2, we have
0 ≤ 1
π
∫
R
x2
((x − x0)2 + y2)(x2 + y2)ρ(x) dx ≤
1
π
∫
R
ρ(x) dx
(x − x0)2 + y2
and
0 ≤ 1
π
∫
R
y2
((x− x0)2 + y2)(x2 + y2)ρ(x) dx ≤
1
π
∫
R
ρ(x) dx
(x− x0)2 + y2 .
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In the last integral we can pass to the limit, say due to the Lebesgue theorem,
lim
y→∞
1
π
∫
R
ρ(x) dx
(x− x0)2 + y2 =
1
π
∫
R
lim
y→∞
ρ(x) dx
(x− x0)2 + y2 = 0.
Thus, 2π/x0 − 1 = 0. 
Note that Θ2 in Lemma A.2 is uniquely defined only modulo an additive real
constant. We fix a unique such function by requiring in addition that Θ2(0) =
0. Subject to this condition, the comb domain Π2 and the map Θ2 are in 1-1
correspondence. We can define a set E2 of the form (A.1) as follows. The definition
will depend on another parameter eiψ0 ∈ T. Let
E2 = E2(Π2, e
iψ0) = {ei(ψ+ψ0) : ψ ∈ Θ−12 (R)}.
The fact that Θ2 is 2π-periodic allows us to define a function f on D¯ by
f(ϕ) = f
(
ei(ψ+ψ0)
)
= eiΘ2(ψ).
We claim that this function can be extended analytically as a multi-valued function
in D. Moreover, this function has a simple relation to our complex Green functions
bi and b−i.
Lemma A.3. f can be extended to D as a multi-valued function. In other words,
f ◦ v is a character-automorphic function on D. Moreover,
f ◦ v = bib−i
bi(t0)b−i(t0)
,
where v(t0) = e
iψ0 .
Proof. f can be extended analytically through the gap (ϕ−0 , ϕ
+
0 ) of E2 by the sym-
metry principle since Θ2 + Θ¯2 = 2ω0 on the image of this gap. Note that by
definition, f has a simple zero at 0. Therefore, it also has a simple zero at ∞.
Moreover, f has no other zeros and we have |f ◦ v| = 1 on T. This shows that
f ◦ v = bib−ieiψ2 . To determine the unimodular constant eiψ2 , we note that for t0
with v(t0) = e
iψ0 , we have
bi(t0)b−i(t0)e
iψ2 = f(eiψ0) = eiΘ2(0) = 1
by our normalization condition. This completes the proof. 
Corollary A.4. We have µi(γk) = ei(ωk−ω0).
Proof. Fix a contour (γD)k corresponding to the generator γk of the group Γ. We
extend f analytically along this contour. Due to the reflection property, we obtain
(f ◦ v)(γk) = e2i(ωk−ω0).
On the other hand, by the properties of the functions bi, b−i this is µi(γk)
2. 
To formulate our main result we need one more unimodular constant. From the
representation (A.4) we get
(A.8) eiψ1 = eiψ0
b−i(t0)
bi(t0)
.
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Theorem A.5. Consider eiψ0 ∈ T, a periodic comb domain Π2 = Π2({ωk, hk}∞k=1)
as in (A.5) satisfying (A.6) and (A.7), and the associated set E2 = E2(Π2, e
iψ0) ⊂
T. With eiψ1 ∈ T from (A.8), we assume in addition that
{nk}k∈Z+ ⊆ Z, ∃k0 : ∀k ≥ k0, nk = 0, and(A.9)
exp
(
i
(
n0ψ1 +
∑
k≥1
nk(ωk − ω0
))
= 1⇒ ∀k ∈ Z+, nk = 0.
Then we have the following dichotomy:
(a) If E2 satisfies DCT, then every E ∈ E(E2) is almost periodic.
(b) If E2 does not satisfy DCT, then every E ∈ E(E2) is not almost periodic.
The proof of Theorem A.5 goes along the same lines as the proof of Theorem 1.2.
The basis for the proof is the following result by Peherstorfer and Yuditskii from
[26].
Theorem A.6 (a reformulation of Theorem 1.5 in [26]). There is a bijection be-
tween {H2(α)} × T and D(E2). Since the latter is homeomorphic to E(E2), this
gives rise to a continuous generalized Abel map π2 : E(E2) → Γ∗ × T. The push-
forward of the shift operation on the sequence of Verblunsky coefficients of a matrix
in E(E2) by the generalized Abel map is the translation by (µi, eiψ1).
The theorem is not stated in this form in [26], but it may be extracted from
that paper. First of all, [26, Theorem 1.5] assumes that E2 is homogeneous, but
this assumption is actually not necessary for the modified statement given above.
Homogeneity implies that, in our notation, NT F = ∅, and hence one gets a bi-
jection between Γ∗ × T and E(E2) in this case ([26, Theorem 1.5] is formulated
in such a way that Γ∗ × T is mapped onto E(E2)). Of course, one does not have
such a bijection when NT F 6= ∅. Secondly, the second component of (µi, eiψ1) is
not described explicitly there but it may be identified as eiψ1 given our discussion
above, see also the second remark in [26, Section 4.3].
Once Theorem A.5 is obtained, one shows that the second alternative is possible
and hence derives Theorem A.1 in the same way Corollary 1.3 was derived above.
Concerning an explicit formula for the Verblunsky coefficients in terms of the
reproducing kernels kα(ζ, κ) and kα(ζ, κ¯) and the related orthonormal basis in
H2(α), see Theorems 4.1 and 4.4 in [25].
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