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Abstract
Weakly electric fish use self-generated electric fields for communication, active electrolo-
cation and navigation. Additionally to visual sense, this ability enables them to detect
objects and food even in dark or turbid waters. Specialized muscle cells in the tail region
actively generate an electric field in the surrounding fluid, shaped like a dipole between
tail and head. This dipole field may be distorted depending on environmental parameters
such as the presence of objects of different geometry or material properties in the animal’s
vicinity. Electroreceptors, distributed all over the fish’ skin allow to perceive distortions
of the field, caused by objects. Furthermore, fish execute stereotyped scanning behaviors
to obtain additional sensory information of detected objects.
The development of innovative sensor systems for short-range exploration in fluids is still
in its infancy. Also, the use of electric fields in bio-inspired technologies is still at an early
stage. Based on the biological model of weakly electric fish, the question has already
been examined if an array of electrodes can be used for a contactless object detection and
localization and finally for navigation in fluids (Solberg et al. 2008). This examination is
performed by analyses of electric field modulations, based on so-called EEVs. An EEV
(Ensemble of Electrosensory Viewpoints) is a scalar field representation of the influence
of an object on the electric field in the form of potential differences measured between
two electrodes for every possible object location.
The first part of this thesis explores the characteristics of the electric dipole field and the
resulting EEV by means of numerical simulations to determine the influence of an object
placed in the emitted field. It will also be investigated how many receptors are required
and which arrangement is to be preferred to uniquely identify the positions of spherical
objects in the vicinity of the sensor system. For this, a receptor system composed of a
simple biomimetic abstraction of an emitter dipole and an orthogonally arranged pair
of sensor electrodes is used. Inspired by the scanning movements of the fish, a fixed,
minimal scanning strategy, composed of active receptor system movements is developed.
The active electrolocation strategy introduced here is based on the superposition of
vii
extracted EEV contour-rings in order to find intersections of these contours.
The second part of this work focuses on the development of an application for active
electrolocation which is based on a minimal set of scanning movements as a precursor for
the partitioning of the later search area in which sensor-emitter movements take place. In
this application, EEVs are also used as major components of two localization algorithms.
In order to find points within the search space which are part of several contour-rings,
intersection points have to found. Due to numerical inaccuracies intersection points may
degrade to contour-segments which lie very close to each other but do not touch. For
this case, a nearness metric is used to identify such points. However, in this part of the
work the EEVs are based on a simplified analytical representation, which renders the
corresponding algorithms suitable for embedded computer systems.
In the third part of this thesis, a fitted histogram representation of EEVs is used to com-
pare a large number of different movement sequences to select the optimal composition
from this variety. For this, the general shape of an EEV has to be considered, which
plays a major role in estimating the best sequence.
viii
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1
Introduction to biological and bioinspired
electrolocation
Abstract
This chapter provides a short introduction, first to the biological and then to the
bioinspired electroreceptor system to be developed. At the beginning, various sensory
modalities of biological beings are presented. Subsequently, the ability of weakly electric
fish to perform active electrolocation will be described. This is followed by the concept
of electric images which enables the fish to perceive objects and their parameters. After
that, the scanning behavior of the weakly electric fish while approaching and identifying
objects is presented. Inspired by the biological model, an abstraction of the electrosensory
system of the fish for the development of a technical receptor system will be introduced.
To investigate different strategies for active electrolocation, the concept of EEVs will be
revised and modified. Closing the chapter, the main research objectives of the thesis are
defined and the content of the main chapters is outlined.
1.1 Sensory modalities and electrosensory system of the
weakly electric fish
Evolution has led to various sensory modalities of biological beings adapting them to
different habitats to be able to perceive relevant information from their environment.
Depending on the life-style and the physical propagation properties of the specific medium
that sensory systems are tuned to the modalities can be classified as far, intermediate,
near and contact senses. Examples for far range sensing are the visual sense or the
echolocation system of bats and toothed whales (Jones 2005). An example for near
range sensing are the specialized hair cells of insects (Zill et al. 2014) or the mechanical
1
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appendages for tactile exploration like antennae (Staudacher et al. 2005). Fish have
evolved various intermediate range sensory systems. A typical mechanosensory example is
the lateral line system that is tuned to low frequency vibrations and preassure differences
caused by water movements (Mogdans and Bleckmann 2012). Another example, often
found in aquatic vertebrates, is the ability to perceive low frequency electric fields.
This so-called passive electroreception is frequently found in fishes and has evolved
independently several times.
Contrary to the passive sense, only a few lineages of fish have evolved the ability to
actively generate weakly electric fields and use these self-generated fields to explore their
environment. This so-called active electric sense has been discovered in the 1950s when
Lissmann demonstrated that some fish can use these fields to identify objects in their
nearby environment (Lissmann 1958; Lissmann and Machin 1958).
Afterwards it has been determined that these fish also use electric fields to communicate
(Moller 1970; Hopkins 1999). The ability to sense and detect objects within a short
range of approximately twice the body length of the animal (Sichert et al. 2009) is called
active electrolocation (von der Emde 1999). A prominent and well studied example of
a weakly electric fish is Peters’ elephant-nose fish (Gnathonemus petersii) as shown in
figure 1.1. These nocturnal fish, native to the rivers of West and Central Africa, use
active electrolocation to orient in darkness or turbid waters. They are also able to identify
the size, shape, material properties and relative position of unknown objects (von der
Emde and Fetz 2007).
Figure 1.1: Picture of a weakly electric fish, in this case, Peters’ elephant-nose fish
(Gnathonemus petersii). Its characteristic Schnauzenorgan, which is a flexible extension
of its chin, explains the origin of this species name. The fish have the special ability to
actively generate electric fields and perceive them on their skin to detect and analyze
objects in their environment. The photograph was generously provided by Jacob
Engelmann.
The electric organ of the fish represents the emitter part of the biological electrosensory
system. It consists of specialized muscle cells located in the tail region of the fish, which
are responsible for the field generation (Lissmann 1951; M. V. L. Bennett 1971). By
2
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discharging the electric organ, a bipolar weak electric field is build up which surrounds
their body. Figure 1.2(a) shows a 2D-illustration of the isopotential lines which indicates
the emitted field. In this example, the field is distorted by the presence of objects
consisting of different materials. The distortion depends on the relation of the material
parameters (i.e. conductivity and permittivity) of the respective object to the fluid. The
analytical calculation of the field distortion plays an important role in this work, therefore
it will be described in more detail in chapter 2. An effect that sets the dipole field of the
animal apart from a simple dipole field is the fact that the animals body and the anatomy
of the electric organ as well as its innervation shape the geometry of the dipole-like field,
resulting in asymmetric properties (Machin and Lissmann 1960; Bell et al. 1976). While
this is of biological as well as technical importance, the field-shaping effects of the body
are not covered in this thesis to be able to focus on very basic abstractions of biological
principles first.
In general, two main orders of weakly electric fish which differ in characteristics of
form and continuity of their electric organ discharge (EOD) signal, have evolved in
parallel (Bullock and Heiligenberg 1986). Most of the Gymnotiformes, native to South
America, emit a nearly sinusoidal waveform of the EOD signal. In contrast, most of
the Mormyriformes like Gnathonemus petersii, exhibit short and pulsed EOD signals.
A typical biphasic pulse-type EOD waveform of Gnathonemus petersii, is exemplarily
shown in figure 1.2(b). Environmental modulations of the EOD amplitude, frequency
and/or phase allows the fish to perform active electrolocation but also to differentiate
between individuals (Crawford 1992; Mc Gregor and Westby 1992), species (Hopkins
and Bass 1981), genders (Bass and Hopkins 1983) and dominance (Carlson et al. 2000).
The sensor part of the biological electrosensory system is constituted by electroreceptors
which are distributed across the fish’s skin (Szabo 1965; Caputi and Budelli 2006). Two
types of receptive organs are identified: Ampullary electroreceptors, sensitive to low-
frequency electric fields, are used for passive electrolocation (Bullock and Heiligenberg
1986), whereas tuberous electroreceptors, which are only present in fish that perform active
electrolocation, are able to perceive higher frequencies (von der Emde and Bleckmann
1997). Tuberous organs are subdivided again into so-called Knollenorgan receptor organs,
which perceives EODs of other fishes during electrocommunication (Hopkins 1983; Zakon
1987; Kramer 1990) and into Mormyromast electroreceptors which are used for sensing
the self-emitted EOD pulses (Bell 1990; von der Emde 1999). The biological measurement
system is mainly composed of more than 2000 Mormyromasts distributed over the surface
of the skin, but the density distribution of the receptor organs is not uniform (Hollmann
et al. 2008). Most electroreceptors can be found in the head region and in particular
on the extended chin, the so-called Schnauzenorgan. It indicates regions with high
receptor densities within the electrosensory surface (functional foveae) (Caputi et al.
3
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Figure 1.2: Equipotential lines surrounding the body of the weakly electric fish and
a typical EOD signal. (a) Top view of equipotential lines which surround the weakly
electric fish. The emitted field is distorted by objects of different materials. The emitter
(electric organ), which is located in the tail region of the fish, is marked in red. The
object shown above is more conductive (e.g. metal) and the object illustrated below is
less conductive than the fluid surrounding the fish. (b) Typical electric organ discharge
(EOD) signal, here emitted by Gnathonemus petersii, does not vary appreciably but
minor modifications of EOD amplitude and duration are used by fish for communication
and orientation. This depends, for example, on the sex and hormonal state of the fish
(Bass and Hopkins 1985). The EOD is measured by using two electrodes in the water,
which are positioned in front of and behind the fish.
2002; Bacelo et al. 2008). The biological electrosensory system allows perceiving field
distortions caused by objects by detecting potential changes in the range of 0,1 % of the
basal field amplitude on the surface of the fish’s skin (Nelson and MacIver 1999). For an
estimated skin potential of about 1 mV, the perception limit is in the µV-range. This
extreme sensitivity underlines the attractiveness of this sensory modality for technical
abstractions, although reaching the same sensitivity will be challenging, understanding
how animals deal with measurement noise will certainly be informative for technical
abstractions of this ability.
The presence of an object in the environment of the fish results in a 2D-modulation of
the self-generated electric field at the electroreceptive skin of the animal, which has been
termed as the electric image (Budelli and Caputi 2000; Budelli et al. 2002; Engelmann
and von der Emde 2011). Based on the concept of electric images, a correlation of object
parameters and signal parameters exists (figure 1.3). This enables the fish to perceive
objects and their properties like position, distance, size, shape and material parameters
in a complex 3D-scene (Toerring and Moller 1984; Engelmann et al. 2008; Engelmann
and von der Emde 2011).
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Figure 1.3: Detection of different object parameters based on combinations of im-
age/analysis parameters. Based on the concept of electric images, weakly electric fish
are able to detect objects and to analyze their properties in a complex 3D-scene. This
includes the position of the object along the fish body, the distance of the object to the
fish, the size, material parameters of the object and the shape. The fish can identify
these object parameters by combining different parameters such as the location of the
amplitude, the slope, the width and size of the image, the distance to the object, the
waveform distortions and more. The figure is adapted from (Engelmann and von der
Emde 2011).
However, it has to be noted that there is no one-to-one relationship between the spatial
properties of the object and the shape of the electrical image when projecting 3D-objects
onto the 2D-sensory surface, since electrical images are usually blurred (Engelmann and
von der Emde 2011). But different combinations of analysis parameters enable the fish to
identify the individual object parameters. Even if fish, based on the concept of electrical
images, are able to detect several object parameters according to a combination of analysis
parameters, only the aspect of object localization is initially considered in this work. The
reason for this is to take a step backwards in order to extract as much information as
possible from the basic data and a few parameters by using basic procedures.
The information and data processing of the biological electrosensory system is performed
by the central nervous system of the fish. Mormyromast electroreceptors transduce the
electrosensory signals necessary for active electrolocation. A Mormyromast contains two
different types of electroreceptor cells: The A-cells encode only the amplitude of the
signal, while the B-cells are sensitive to both the amplitude and the waveform (phase
shifts) (Bell et al. 1989). The sensory input of both types of receptor cells is transmitted
to two zones of the electrosensory lateral line lobe (ELL) of the brain (Bacelo et al. 2008).
Within a layer of granule cells, the temporal code of the signal is transformed into a rate
code. A second input, an electric organ corollary discharge (EOCD), is also processed
in the granule cells in order to predict and eliminate responses to self-generated stimuli
(M. V. L. Bennett and Steinbach 1969). The EOCD is a copy of centrally generated
motor command signals which is sent from motor areas responsible for EOD generation
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to sensory systems involved in the processing and analysis of electrosensory data (Bell
1982; Bell et al. 1992; Bell and Grant 1992; Sawtell 2010).
1.2 Scanning behavior of weakly electric fish
Weakly electric fish use a sophisticated repertoire of movement behaviors while ap-
proaching objects (Toerring and Belbenoit 1979). This exploratory behavior has been
characterized in five different probing motor acts (PMAs) as illustrated in figure 1.4. The
fish changes their position and body geometry to obtain additional sensory parameters
like the size, shape, and material properties of the detected objects (von der Emde and
Fetz 2007; Engelmann and von der Emde 2011; Stamper et al. 2012; Pedraja et al. 2018).
This scanning behavior is based on whole body movements (Engelmann et al. 2009) and
on motor prototypes with rotational and translational character arranged sequentially in
time (Toerring and Moller 1984; Hofmann et al. 2014; Lebastard et al. 2016).
(a) (b1) (b2)
(c) (d) (e)
m
p
Figure 1.4: Exploratory behavior of weakly electric fish. The fish uses five different
probing motor acts (PMAs) while investigating objects of interest. The circular object
is surrounded by concentric circles which enable the comparison of probing distances for
example when using different materials of the object (metal rod (m), porcelain tube
(p)). The dashed lines indicate the corresponding probing distance. The arrows are
pointing in direction of the fish’s movements. The PMAs have been termed differently:
(a) chin probing, (b1) lateral va-et-vient, (b2) radial va-et-vient, (c) lateral probing, (d)
tangential probing, (e) stationary probing. The figure is redrawn according to (Toerring
and Belbenoit 1979; Toerring and Moller 1984)
Inspired by the biological model, the question arises whether the exploratory behavior
of fish, based on their different movement actions, can be used to develop a minimal
and fixed scanning strategy that allows a unique localization of objects. In order to
analyze and compare different movement sequences, in this work the options for moving
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the sensor-emitter array are reduced to the two fundamental modalities of rotation and
linear shift.
1.3 Abstraction of the biological electrosensory system for
the development of a technical electroreceptor system
As explained in chapter 1.1, the electrosensory system of weakly electric fish, used for
active electrolocalization, is basically composed of the electric organ, the electroreceptors
and the central nervous system as illustrated in figure 1.5(a). In order to transfer the
localization capabilities of the fish to the technological domain, an abstraction inspired by
the biological system is carried out. Figure 1.5(b) shows the electrosensory system of a
hardware setup used to develop and perform active electrolocation strategies. Similar to
weakly electric fish, the technical system is also composed of three main components: The
emitter system is required to generate an electric field, the sensor system is responsible
for receiving the signal and a system for acquiring and processing the data has to be
implemented.
The aspect that the weakly electric fish forms an electric dipole-like field around its body
will be considered during designing a sensor system for active electrolocation. Based on
the biological model, the emitter system here comprises two emitter electrodes connected
to a function generator to create an electric dipole field. The pulse waveform of the
fish’s EOD signal is simplified by a continuous sinusoidal signal which is emitted by the
function generator. On the one hand a sinusoidal signal is used to avoid electrolytic effects
(Eickmann 2014), on the other hand the use of any other periodic but non-sinusoidal
waveform would show disadvantages. A square wave signal for example is approximated
by an additive synthesis of a large number of sine waves. However, a variety of signal
processing techniques include the Fourier analysis, in which a function of the real signal
over time is transformed into a function of frequency. Concerning the square wave signal,
it leads to a large frequency spectrum, whereas the sinusoidal signal only consists of the
fundamental frequency, a fact that simplifies the signal analysis.
In the following analyses, simulations and calculations, a static 2D-dipole field, generated
at the emitter electrodes, is assumed. A further simplification with respect to the
biological example concerns the analysis of the data, where here only the effective signal
amplitude (RMS value) is considered. Thus, in contrast to the fish, the phase distortions
of the emitted signal is not analyzed . As shown by Meyer (1982) and von der Emde
(1999), Mormyrid fish can indeed use this information to determine capacitive properties
of objects.
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Figure 1.5: Comparison of the biological and technical electrosensory system used for
active electrolocation. (a) Electrosensory system of a weakly electric fish. In principle,
the biological system is composed of the electric organ, the electroreceptors and the
central nervous system. The electric organ is responsible for generating a weak electric
field surrounding the fish body. A large number of electroreceptors is distributed on the
fish’s skin to sense distortions of the field when objects are present. The acquisition
and processing of the sensory data is performed by the central nervous system of the
fish. (b) Electrosensory system as a hardware setup. Inspired by the biological model,
the basic components of the hardware system exhibit similar functionality for active
electrolocation. Two emitter electrodes and a function generator are used to realize an
emitter system. The simplified sensor system consists of a sensor pair and corresponding
signal amplifiers. The data acquisition is carried out by an analog-to-digital converter
(ADC) and the processing of data is performed by a measurement computer. The
emitter and sensor electrodes are located in a fluid-filled basin.
Furthermore, the electroreceptors in the electrosensory system of the fish, consisting of a
large number of Mormyromasts, is abstracted to a minimum number of sensors for the
design and development of the hardware system. This minimum condition requires at
least two sensors to allow for differential signal acquisition (as opposed to a single-ended
configuration) and to allow for a large amplification. Differential measurement of voltages
compared to single-ended measurement provides the advantage that noise signals which
act simultaneously on both sensors will not be considered during measurements. Thus a
large amplification at both sensors is achievable even with noisy signals, since the noise
is then almost eliminated.
In a first step, the emitter and sensor electrodes are arranged orthogonally to each
other as in Solberg et al. (2008) and are placed in a fluid-filled basin. This minimal
abstraction is to be characterized by how much information can be obtained using this
basic sensor-emitter ensemble. In addition, further questions regarding the number and
arrangement of sensors and emitters have to be answered. How much more information
can be obtained if multiple sensor pairs are used for electrolocation, just as the fish is
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equipped with many sensors on its skin? With respect to the fovea of fish, it can also
be investigated whether a high sensor density at particular locations can be useful to
acquire more information and to achieve a unique localization of objects.
The third main component of the hardware-setup is the data acquisition and information
processing stage. In accordance to the data processing system of the biological model,
in which the input signal obtained by the electroreceptors is sampled, encoded, and
further processed by peripheral and central neurons specialized for time coding (Kawasaki
2009), the technical system requires an analog-to-digital converter (ADC) to transform
the amplified analog measurement signal into a digital signal. In the first step, the
data processing is carried out by a PC. Once suitable localization strategies have been
developed and successfully validated, the implementation on an embedded hardware
system for the analysis and digital processing of measured signals is intended.
Weakly electric fish are considered to be capable of forming a cognitive map and exhibit
a memory of the position of landmarks for a successful navigation (A. T. D. Bennett
1996; Braithwaite 1998; Cain and Malwal 2002). In accordance to this ability, in this
work the concept of EEVs introduced in Solberg et al. (2008), will be revised, which
comprises the location of objects at different positions relative to the sensor array. In
principle, also here a map, the so-called EEV matrix, is used for object localization. The
matrix can be constructed by systematically placing an object at each discrete position
on a grid. It contains the observed potential difference measured at the sensors for each
coordinate of the object. A previously generated EEV can be used as a look-up table
which is only dependent on direct sensor readings in order to carry out and investigate
different active electrolocation strategies for a unique identification of objects.
Previous work already examined various approaches and methods for identifying objects
in active electrolocation systems, bioinspired by weakly electric fish. As mentioned
before, these fish are able to perceive perturbations of the self-generated electric field
by means of electroreceptors on their skin. In a similar fashion, sensors integrated in a
hardware setup can be used to detect distortions of a self-generated electric dipole field.
A close inspection of the distortions provides further data including information on size,
shape and material properties of detected objects. Electrosensory information can be
obtained both from the amplitude or/and the phase shifts of the measured perturbation
signal. For example, in Ammari et al. (2014) the frequency dependency is used for shape
classification and recognition of objects with large permittivity, whereas Solberg et al.
(2008) have focused on extracting information from the amplitude of the perturbations.
Likewise Gottwald et al. (2017) used amplitude and waveform measurements to investigate
strategies comparable of those used by the animals, to determine the distance and the
impedance of capacitive objects.
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In general, two different experimental setups have been used to develop methods for
localizing and identifying objects and their properties based on electrosensory information.
Boyer’s group has specialized on a configuration with multiple current sensors (Boyer
et al. 2012; Boyer et al. 2013; Lebastard et al. 2013; Boyer et al. 2015; Bazeille et al.
2018). The general principle is based on emitting a voltage and sensing the currents in
a multiple-electrode electrosensory platform (Servagent et al. 2013). In contrast, the
principle used in the list of references Solberg et al. (2008); Y. Silverman et al. (2012);
Snyder et al. (2012); Neveln et al. (2013); Dimble et al. (2014); Bai et al. (2015) and
Bai et al. (2016) is based on the combination of two emitter electrodes for generating an
electric dipole field and a varying number of pairs of differential electrodes for sensing
the potential differences. Based on their differing sensing modes, these two options are
also referred to as U-I or U-U sensors.
These approaches have resulted in the introduction of probabilistic based procedures
for navigation based on electric information as well as the localization of objects. In
Lebastard et al. (2013), an environment reconstruction based on a Kalman filter is
introduced, whereas Solberg et al. (2008) and Stachniss and Burgard (2014) use a particle
filter approach, which is a type of Bayes filter. In a further example shown in Y. Silverman
et al. (2012), a combination of a particle filter and an extended Kalman filter approach has
been introduced to estimate the location and orientation of a robot system with respect
to the object. Thus, this robot system is able to localize and orient itself. The common
feature of all probabilistic sensor models is that the measured values are considered as
probability distributions. Depending on a diversity of usage, a suitable choice based on
these different statistical algorithms has to be defined.
The strategies developed in this thesis are all based on voltage measurements, are
initially examined independently of the more complex and higher-level procedures like
probabilistic approaches (e.g. particle filter algorithm, Kalman filter, Bayes filter). They
are focused on the extraction of existing information from unprocessed data. However,
in the future they may act as a pre-processing step for higher-level algorithms. The
principal mathematical means to analytically describe the perturbation of an electric field
caused by an object used in this thesis draw on earlier works (Lissmann and Machin 1958;
Bacher 1983; Rasnow 1996; Ammari et al. 2013). These approximations will be used in
chapters 4 and 5 to analytically describe an EEV and thus the influence of a spherical
object on the electric field. Based on this mathematical framework, it is intended to
develop methods that can be implemented in an embedded software system.
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1.4 Outline of the thesis
The present work is structured into a theoretical description of the fundamentals and in
three main research objectives:
Chapter 2 introduces the fundamentals of the theoretical description of an electric field
and its distortion by objects. In particular, the properties of the field at interfaces
between different materials will be investigated more closely. In this context, the interface
between object and fluid represents an important focus which provides the basis for an
analytical field description which plays a central role later in this work. This so-called
simplified analytical formulation requires only a lower computational power compared to
simulations when performing active electrolocation. In the second part of this chapter a
numerical FEM-simulation of the distorted electric field is presented. At the end of the
chapter the concept of electrical viewpoints is introduced which provides the foundation
on which all subsequent chapters are based.
In chapter 3 the first main research objective is presented in which an optimal con-
catenation of active receptor system movements is to be examined. Inspired by the
electrosensory system and the scanning behavior of weakly electric fish, an optimal
scanning strategy composed of reduced sensor movements based on numerically extracted
EEVs is to be developed. The aim is a unique localization of a spherical object.
The second main research objective, introduced in chapter 4, is concerned with the
development of an application for active electrolocation. This is based on the reduced
sensor movements explored in chapter 3 which will be used in a preliminary step for a
search area partitioning and a fragmentation of extracted EEV contour-rings. In this
chapter, the EEVs will be generated by means of a simplified analytical formulation.
Based on a nearness metric, a strategy for active electrolocation is to be developed, which
can be implemented on an application-oriented embedded hardware system. Furthermore,
this strategy will be used to empirically determine an optimal composition of movements
of the sensor-emitter ensemble.
The third main research objective presented in chapter 5 is based on the optimal
composition of movements whose result was determined before in chapter 4. For the
symmetrical sensor-emitter arrangement, a method is developed that can be used to
compare a large number of different movement sequences to analytically determine the
optimal composition of movements. For this purpose, a fitted histogram representation
of analytically calculated EEVs is used to estimate the best sequence by means of the
resulting fit curve.
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The last chapter 6 contains a conclusion of the results and the final discussion of the
achievements of this thesis. An outlook on further possible methods and applications
completes this work. In this context, a particular focus is directed to the investigation of
unsymmetrical sensor arrangements for possible improvements of the already introduced
strategies.
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The electric field and its perturbation by
spherical objects
Abstract
This chapter gives a summary of the basic equations, which are required to describe
the characteristics of electromagnetic fields and their perturbation by spherical objects.
Both an analytical and a numerical solution for the description of the distortion will be
presented. The explanations are based on the following literature, which is specialised
in electrodynamics of media and of analytical and numerical solutions of electric and
magnetic fields (Landau et al. 1984; Jackson 1999; Griffith 1999; Binns et al. 1993) Based
on this theoretical background, the perturbation of the field and its representation with
electrical viewpoints will be presented.
2.1 Analytical description of the perturbed electric field
For simple geometric objects like spheres or cylinders within an electric field, an analytical
description for the field and the change of its shape can be found. The analytical
description presented in this section is based on Maxwell’s equations and the resulting
interface-conditions at a surface between different media. In order to find a solution,
suitable boundary conditions and simplifications have to be defined. First, the simple case
is assumed where a spherical object is located in a uniform electric field. In the further
procedure the field is extended to a dipole field. To find a mathematical description,
especially for the perturbation by the spherical object, a solution for the Poisson’s or
Laplace’s equation has to be derived. These equations, which will be explained in more
detail below, represent suitable descriptions of many natural scientific problems.
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2.1.1 Macroscopic Maxwell’s equations
At the interface between two media with different electrical properties, the characteristics
of the fields can be described by the macroscopic Maxwell’s equations (Maxwell 1865;
Maxwell 1873), here shown in differential form. In contrast to the integral representation,
the differential form treats location-dependent quantities and the central values are the
electromagnetic fields themselves.
~∇ · ~D = ρq (Gauss’s law) (2.1)
~∇ · ~B = 0 (Gauss’s law for magnetism) (2.2)
~∇× ~E + ∂
~B
∂t
= 0 (Faraday’s law) (2.3)
~∇× ~H − ∂
~D
∂t
= ~J (Ampe`re’s law) (2.4)
~E denotes the electric field, ρq the total charge density, ~B the magnetic flux density, ~H
the magnetic field, ~D the electric displacement field (electric flux density) and ~J the
current density. All field quantities locally depend on space ~x and time t. Gauss’s law
shown in equation (2.1) indicates that electrical charges are the sources of the electric
displacement field. Equation (2.2) shows the Gauss’s law for magnetism. It means that
the magnetic field is source-free because there are no free magnetic charges or magnetic
monopoles. Faraday’s law (equation (2.3)) states that a time-varying magnetic flux
density induces a local curl of the electric field. The last of the Maxwell’s equations as
shown in equation (2.4) is called Ampe`re’s law. The equation expresses that a time-
varying electrical flux density and a current density cause a local curl of the magnetic
field.
In addition, also the influence of material properties must be taken into account by
supplementary equations. These linear approximations are valid in homogeneous, linear
and isotropic media:
~D =  ~E (2.5)
~B = µ ~H (2.6)
~J = σ ~E (Ohm’s law) (2.7)
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In these equations, µ stands for the permeability of the material and σ for the conductivity
of the conductive medium. The permittivity  is the product of the vacuum permittivity
0 and the relative permittivity r:
 = 0 · r (2.8)
The four Maxwell’s equations and three material equations described above combined
with the equation of continuity of charge are sufficient to describe the relationships of
electric and magnetic fields and currents (with defined boundary conditions) in materials.
∂ρ
∂t
+ ~∇ ~J = 0 (Continuity equation) (2.9)
The continuity equation represents the relationship between the charge and the electric
current within a medium. In closed systems, the sum of charges always remains constant.
2.1.2 Interface conditions at a surface of different media
The transition from one material to a different one leads to a discontinuity. At the
interface of two materials, as illustrated in figure 2.1, the behaviour of electromagnetic
fields are described by general interface conditions (here in scalar form), which are derived
from Maxwell equations:
Et2 − Et1 = 0 (2.10)
Ht2 −Ht1 = Js (2.11)
Dn2 −Dn1 = σq (2.12)
Bn2 −Bn1 = 0 (2.13)
Jn2 − Jn1 = −∂σq
∂t
(2.14)
σq is the surface charge density at the boundary surface and Js the surface current
density which indicates the current per unit surface at the interface. The indices n and
t refer to the normal and tangential components of the fields. Perfect conductors are
related to a surface current density and perfect insulators to a surface charge density at
the interface.
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Figure 2.1: Behaviour of electromagnetic fields and fluxes at the interface of two
media. The interface is located between two different regions, each with its own
material parameters , σ and µ. General conditions as shown in equations (2.10)-(2.14)
characterise the behaviour of the fields ~E and ~H and their corresponding fluxes ~D, ~B
and current ~J at the interface of the two media. A surface charge density σq and a
surface current density ~Js are assumed at the surface of the boundary. Furthermore a
tangential ~t and normal vector ~n to the surface is illustrated.
2.1.3 Perturbation due to a spherical object in a uniform electric field
When an object is placed within a uniform electric field, the shape of the initial field is
perturbed. This is caused by charge distributions on the object surface and within the
object. They constitute an additional electric field which overlays the original field. The
following section addresses the mathematical description of the influence of a spherical
object on an electric field.
As illustrated in figure 2.2, a sphere with radius a is placed in an initially uniform electric
field ~E0, which is oriented along the z-direction. A general solution to describe the
perturbation δϕ(~r) due to the sphere at a point ~r outside the sphere has to be found. The
solution also depends on material properties such as the permittivity 2 and conductivity
σ2 of the sphere and the permittivity 1 and conductivity σ1 of the surrounding medium.
For the boundary value problem to be solved it has to be assumed that there are no free
charges in the vicinity of the sphere. Thus, the following boundary conditions can be
assumed by the general interface conditions as already introduced in equations (2.10)-
(2.14). Equation (2.10) shows that the tangential component of ~E is continuous:
Et1 = Et2 (2.15)
A partial derivative of equation (2.12) with respect to the time t and substituted in
equation (2.14) results in:
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Figure 2.2: Spherical object in a uniform electric field. At the origin, a sphere with
radius a, the permittivity 2 and conductivity σ2 is placed in a medium with permittivity
1 and conductivity σ1. The initially uniform electric field ~E0 shows in direction of the
z-axis. θ represents the zenith angle and φ the azimuth angle.
Jn2 − Jn1 = ∂Dn1
∂t
− ∂Dn2
∂t
(2.16)
Taking equations (2.5) and (2.7) into account, this results in the second boundary
condition
σ1En1 + 1
∂En1
∂t
= σ2En2 + 2
∂En2
∂t
(2.17)
It should be noted that the electrical resistivity ρ is defined as the inverse of the electrical
conductivity σ:
ρ =
1
σ
(2.18)
2.1.4 Solution of boundary-value problem by solving Laplace’s equa-
tion
An additional field quantity of Maxwell’s equations is the electrostatic potential ϕ. Under
static conditions, the electric field ~E is equal to the negative gradient of the potential ϕ:
~E = −~∇ϕ (2.19)
Application of the divergence to equation (2.19) and substitution of equations (2.1) and
(2.5) results in Poisson’s equation:
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∆ϕ = −ρq

(2.20)
Many electrodynamic questions can be solved by means of Poisson’s equation. A solution
for this equation can be found by calculating the electrical potential ϕ for a given charge
density distribution. If the charge density is zero (space of no free charge), the following
Laplace’s equation is obtained:
∆ϕ = 0 (2.21)
The problem to be solved here satisfies the Laplace’s equation in spherical coordinates.
In spherical coordinates (r,θ,φ) the Laplace equation ∆ϕ(~r) in three dimensions is given
by:
∆ϕ(~r) =
1
r2
∂
∂r
(
r2
∂ϕ
∂r
)
+
1
r2sinθ
∂
∂θ
(
sinθ
∂ϕ
∂θ
)
+
1
r2sin2θ
∂2ϕ
∂φ2
(2.22)
In order to solve the elliptic Partial Differential Equation (PDE) of this Laplace’s equation,
boundary conditions are required. An approach to obtain a solution by separation of
variables is chosen. It is assumed that
ϕ(r, θ, φ) = F (r, θ) Φ(φ) (2.23)
The boundary-value problem as depicted in figure 2.2 exhibits a rotational symmetry
about the z-axis (azimuthal symmetry). Consequently, the general solution for this
problem is independent of φ. The advantage of this is that only two ordinary differential
equations have to be considered and solved separately. Finally, the coefficients have to
be determined by taking the boundary conditions into account because the PDEs are
always defined on a region. A solution for this scenario is defined as follows:
ϕ(r, θ) =
∞∑
l=0
[
Alr
l +Blr
−(l+1)
]
Pl(cosθ) (2.24)
A detailed derivation for this solution presented in equation (2.24) can be found in
Jackson (1999, Chapter 3: Boundary-value Problems in Electrostatics II).
Pl(cosθ) are Legendre polynomials. The coefficients Al and Bl have to be determined for
(r = a) in consideration of the boundary conditions as defined by equations (2.15) and
(2.17). In addition, the boundary condition in which r goes towards infinity (r →∞) is
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observed. The applied external and constant electric field is ~E0 = (0, 0, ~E0) = E0~ez. The
first case to be investigated is the limes r → ∞. Taking equation (2.19) into account,
the electrical potential difference ϕ between the two points A and B can be written as:
ϕ = ϕB − ϕA = −
B∫
A
~E0 d~s = −W
q0
(2.25)
The electrical potential is equivalent to the amount of work W required in bringing a
positive test charge q0 from a reference point to an arbitrary point within the electric
field. Here, A is chosen as the reference point, assumed to be in infinity (A=∞) and
B= r.
ϕr − ϕ∞ = −
r∫
∞
~E0 d~s = −E0
r∫
∞
ds (2.26)
At infinity the potential is referenced to zero and the applied uniform electric field is
assumed in z-direction. Integrating the above equation (2.26) according a simple path s
(for example a straight line) from infinity to r gives the potential associated with the
constant and unperturbed field:
ϕr→∞(r, θ) = −E0z = −E0r cosθ (2.27)
Inside the sphere (r < a) the interior potential ϕ2 is
ϕ2(r, θ) =
∞∑
l=0
Alr
lPl(cosθ) (2.28)
Compared to the general solution described in equation (2.24), there are no terms with
Bl because the origin (r= 0) lies within the volume to be considered. In that case, all
Bl have to be set to zero, otherwise the potential would diverge at the origin and that
would not correspond to the physical model.
Outside the sphere (r > a) the exterior potential ϕ1 is
ϕ1(r, θ) =
∞∑
l=0
[
Clr
l +Dlr
−(l+1)
]
Pl(cosθ) (2.29)
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Thus, the potentials inside and outside are expanded in spherical harmonics, which
represent homogeneous polynomial solutions of the Laplace’s equation shown in equa-
tion (2.21).
The potential described in equation (2.28) is a Legendre polynomial of order 1, hence
further considerations need to be performed only to this order. Consequently, the
potential inside the sphere is given by
ϕ2(r, θ) = Ar cosθ (2.30)
and the potential outside can be calculated as
ϕ1(r, θ) = Cr cosθ +
D
r2
cosθ (2.31)
At infinity, the distortion of the field caused by the sphere tends to zero, therefore
according to equation (2.27) the result for the coefficient C is
C = −E0 (2.32)
The two remaining coefficients A and D have to be determined under consideration of
the interface conditions at (r = a). The tangential component of the electric field ~E is
continuous as shown in equation (2.15). From this, it follows that the potential at this
interface is continuous. Therefore, equation (2.30) and (2.31) can be equated and C can
be substituted according to equation (2.32). This results in:
A =
D
a3
− E0 (2.33)
Also the normal component of the the electric displacement field ~D is continuous across
the surface. In addition it is assumed that the potential and thus the electric field have
sinusoidal time dependence. This approach is chosen to allow the use of a sinusoidal
source to generate the electric field that avoids electrolytic effects.
ϕ(~r, t) = ϕ(~r)eiωt and ~E(~r, t) = ~E(~r)eiωt (2.34)
where ω is the angular frequency. Thus, the problem is quasi-static for which the time
dependency of the current density can be neglected (Jackson 1999). The advantage
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of using the description in equation (2.34) can be found in the calculation of the time
derivative of the complex function:
∂
∂t
eiωt = iω eiωt (2.35)
It simplifies the partial derivation over time, because the result is a factor.
The boundary condition depicted in equation (2.17) combined with equation (2.34) and
(2.35) imply the following condition at (r = a):
(σ1 + iω1)
∂ϕ1
∂r
∣∣∣∣
r=a
= (σ2 + iω2)
∂ϕ2
∂r
∣∣∣∣
r=a
(2.36)
The calculation can be simplified by using the following substitutions
ψ1 = (σ1 + iω1) (2.37)
=
ξ1
ρ1
with ξ1 = 1 + iω1ρ1 (2.38)
ψ2 = (σ2 + iω2) (2.39)
=
ξ2
ρ2
with ξ2 = 1 + iω2ρ2 (2.40)
After inserting equation (2.32) in equation (2.31), this result and equation (2.30) can be
used to calculate the outcome of equation (2.36) as follows:
ψ1
(
−E0 − 2D
a3
)
= ψ2A (2.41)
Reorganization of the solution results in the following expression for A:
A =
ψ1
ψ2
(
−E0 − 2D
a3
)
(2.42)
Equating equations (2.42) and (2.33) leads to
D
a3
− E0 = ψ1
ψ2
(
−E0 − 2D
a3
)
(2.43)
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Rearranging for the coefficient D results in
D = E0a
3
(
ψ2 − ψ1
ψ2 + 2ψ1
)
(2.44)
Substituting back according to equations (2.37) and (2.39) results in
D = E0a
3
(
(σ2 + iω2)− (σ1 + iω1)
(σ2 + iω2) + 2(σ1 + iω1)
)
(2.45)
= E0a
3
(
σ2 − σ1 + iω(2 − 1)
σ2 + 2σ1 + iω(2 + 21)
)
(2.46)
This solution of D is based on the conductivity σ and the permittivity  of the medium
and object as dependend material parameters.
However, if equations (2.38) and (2.40) are used for back substitution as in Rasnow
(1996), this leads to a result of D depending on resistivity ρ and permittivity  of the
medium and object.
D = E0a
3
(
ξ2
ρ2
− ξ1ρ1
ξ2
ρ2
+ 2 ξ1ρ1
)
(2.47)
= E0a
3
(
ξ2ρ1 − ξ1ρ2
ξ2ρ1 + 2ξ1ρ2
)
(2.48)
= E0a
3
(
ρ1 − ρ2 + iωρ1ρ2(2 − 1)
ρ1 + 2ρ2 + iωρ1ρ2(2 + 21)
)
(2.49)
This result can also be obtained by using equation (2.18) to replace the conductivities in
equation (2.46) by resistivities.
Consequently, a new term – the contrast factor χ – can be defined for the fractions in
equations (2.46) and (2.49):
χ =
σ2 − σ1 + iω(2 − 1)
σ2 + 2σ1 + iω(2 + 21)
=
ρ1 − ρ2 + iωρ1ρ2(2 − 1)
ρ1 + 2ρ2 + iωρ1ρ2(2 + 21)
(2.50)
Now also the coefficient A can be determined to characterize the behavior inside the sphere.
Therefore, the previously determined result of D has to be inserted in equation (2.42).
A = −
(
3
2 + ψ2ψ1
)
E0 (2.51)
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Substitution back according to equations (2.37)-(2.40) leads to
A = −
 3
2 + (σ2+iω2)(σ1+iω1)
E0 = −
 3
2 + (1+iω2ρ2)ρ1(1+iω1ρ1)ρ2
E0 (2.52)
The second contrast factor Γ to characterize the behavior inside the sphere is defined as
follows:
Γ =
(σ2 + iω2)
(σ1 + iω1)
=
(1 + iω2ρ2)ρ1
(1 + iω1ρ1)ρ2
(2.53)
Consequently, the potential inside the sphere according to equation (2.30), (2.52) and
(2.53) is
ϕ2(r, θ) = −
(
3
2 + Γ
)
E0r cosθ (2.54)
= −
(
3
2 + Γ
)
~E0 · ~r (2.55)
=
(
3
2 + Γ
)
ϕr→∞ (2.56)
This equation shows, that only the second contrast factor Γ, which defines the relationship
between the material parameters, characterises the potential inside the spherical object.
In perfect conductors, as illustrated in figure 2.3(a), the electrical induction causes that
the electric field inside the object is zero and the potential at the boundary is constant.
The physical reason for this is that free charges on the conductive object are redistributed
by the electrical induction of the charges of the applied field. Charges on the surface of
the conductor are induced such that the field within the object is canceled. In perfect
dielectrics as depicted in figure 2.3(b), an electric field can be found on the surface and
inside the object due to the polarization charge, which is opposed to the applied field.
Even though there are only few free charges available in dielectric objects, a transfer of
charges can also accur over short distances caused by the presence of the applied electric
field.
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According to equation (2.31) and (2.32), the potential outside the sphere can be described
as:
ϕ1(r, θ) = −E0r cosθ + E0a
3
r2
cosθ χ (2.57)
= − ~E0 · ~r + ~E0 · ~r
(a
r
)3
χ (2.58)
= ϕr→∞ + δϕ(~r) (2.59)
Equation (2.59) shows that the initialized potential ϕ∞ is superposed by a dipole potential
δϕ(~r) specified as
δϕ(~r) = ~E0 · ~r
(a
r
)3
χ (2.60)
This is the desired analytical description of the perturbation due to the spherical object
in a uniform electric field. It shows that the separation of charge is always responsible for
an influenced object, which becomes an electrical dipole. In consequence of the sinusoidal
time dependence of the potential, a complex-valued character of the amplitude or phase
shift is to be taken into account.
2.2 Numerical description of the perturbed electric field
by means of FEM
As shown in the previous section 2.1, the direct analytical solution of the Laplace’s
or Poisson’s equation solely depends on the chosen boundary conditions and optimal
geometrical requirements, such as spherical symmetry of the object set into the field.
However, if these specifications cannot be maintained, it is possible that only a numerical
solution can be considered instead of an analytical one.
Numerical simulation is used as an important tool in this work. First 2D-numerical
computer simulations of active electrolocation have been implemented by Heiligenberg
(1975) to calculate the electric field of the fish and distortions caused by objects. Subse-
quent studies (Hoshimiya et al. 1980; Rasnow et al. 1989) and (Babineau et al. 2006)
made use of the finite element method (FEM) in which the electric field of the fish was
treated as an electrostatic boundary-value problem to be modelled and solved. The
study here will use FEM with high precision to design the sensor-emitter ensemble by
simulating the electrical dipole field and its distortion by objects. In addition to real
physical measurements, the results of simulation will be used in the development of
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Figure 2.3: Example of a conductive and dielectric spherical object in uniform electric
field. (a) A perfect conductor is placed in a uniform electric field. Due to induction, the
influence of the applied uniform electric field effects the redistribution of the electrical
charge within the object. At the surface of the conductor, the potential is constant at any
point. Outside the sphere, this surface charge generates a dipole field. In addition, the
potential of the surface charge compensates the applied field so that the field inside the
object is zero. (b) A perfect dielectric sphere in a uniform electric field. The polarisation
charge at the surface is responsible for an opposed electric field inside the object. The
shapes of the fields themselves are only determined by the relationships of the material
parameters, as described by the contrast factors Γ and χ for the potential inside and
outside the sphere. For example an object of infinite permittivity is mathematically
identical to a perfect conductive object.
suitable electrolocation strategies as ground truth to evaluate the simplified analytical
solution. The numerical approach used here is the finite element method (FEM) (Clough
1960) in its implementation in the software framework COMSOL Multiphysics® v. 5.2
(Comsol Multiphysics GmbH, Go¨ttingen, Germany).
2.2.1 Physical background for using COMSOL’s AC/DC module
The FEM-based electric field problem considered here requires modeling and simulation
based on the AC/DC module (COMSOL 2015) that also provides the electrostatics
interface and the electric currents interface. Both interfaces solve equation (2.19) for the
scalar electric potential ϕ as the dependent variable. Depending on material properties
of the object and the medium, either the problem can be solved by the electrostatics
interface, in which the permittivities appear in the calculation or by the electric currents
interface, in which the conductivities are the significant material properties. COMSOL’s
electrostatic interface numerically solves the Poisson’s equation as shown in equation (2.20)
in which the electric potential ϕ is the dependent variable in consideration of defined
boundary conditions and initial values.
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To compute the electric field distribution and stationary electric currents in conductive
media, the electric current interface has to be used. Here it is assumed that there
are no temporal charges but a flow of electric currents. The fundamental equation for
this is Ohm’s law, which was previously introduced in equation (2.7). It describes the
linear relation between the current density ~J , the product of the electric field ~E and the
conductivity σ. The current source Q can be defined by the static form of the equation
of continuity as shown in equation (2.9)
Q = ~∇ · ~J (2.61)
From this the following Poisson’s source equation can be calculated by inserting equa-
tion (2.19) in equation (2.7) followed by a substitution in equation(2.61).
∆ϕ = −Q
σ
(2.62)
This equation is numerically solved by COMSOL’s electric current interface and again,
the electric potential is used as the dependent variable. Based on equations (2.20) and
(2.62) it is possible to numerically calculate the electric field.
2.2.2 Modeling process by using COMSOL
In general, the AC/DC module is used to solve the previously described partial differential
equations in consideration of initial and boundary conditions. The modeling process by
using COMSOL (COMSOL 2016) is shown in figure 2.4 by means of a flow chart. Basically,
the interface is composed of the preprocessing, the processing and the postprocessing
step. The preprocessing step contains the global definition, the abstraction in which the
model has to be specified and the modeling step to generate the geometry, define the
materials, the physics model including the boundary conditions and the meshing. In the
processing step the solver and its modifiable options for calculation (study steps) has
to be configured to solve the model. Finally the postprocessing step is used to analyze
and to interpret the results. The FEM-results can also be visualized by COMSOL. For
example, contour and isosurface plots can be generated in a 2D-domain.
2.2.3 Solution of the Poisson’s/Laplace’s equation in 2D based on FEM
The concept of numerical methods is not to get an exact solution of the problem but partial
solutions as discrete components, which have to be combined to achieve an approximation
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Figure 2.4: Flow chart of main steps of the modeling process in COMSOL. The process
can be devided into three general steps from left to right. The preprocessing step is
intended to define the global definitions including the parameters and functions and to
perform the abstraction and modeling of the problem to be solved by FEM. For this,
the dimension, the geometry and the material properties are defined. Subsequently, the
physics and boundary conditions are specified. The meshing completes the modelling
process. This is followed by the second step, in which the model is to be solved. This
processing step includes the solver configurations and the study steps which have to be
defined. Finally, the postprocessing step is used to analyze and interpret the results,
which also can be visualized.
of the total solution. Explanations and calculations of the numerical approach shown
in this subsection are based on the following literature: (Silvester and Ferrari 1996;
Schwab 2013). The general procedure of solving the electromagnetic problem, which
has to be considered here, is based on the method of Rayleigh-Ritz (Rayleigh 1877;
Ritz 1908) and Galerkin’s method of mean weighted residuals (Fairweather 1978). In
general, these methods are used to construct a discretized form (weak form) of a simple
2D limit boundary-value problem based on its strong formulation. In order to obtain a
numerical solution of the electric field and its perturbation by an object, the method of
finite elements can be divided into three principal steps:
 Modeling and discretization of the 2D-domain
 Determination of the local element equations based on interpolation by using shape
functions for minimizing the potential energy
 Assembling the global system equations to solve the linear system under considera-
tion of the boundary conditions
Modeling and discretization of the 2D-domain
At first, the entire 2D-domain used for FEM-calculations, has to be modelled. The
problem which has to be examined is the distortion of the electric field by a spherical
object. The domain is discretized into a number of finite elements and nodes as depicted
in figure 2.5(a). The process is also known as meshing. When discretizing, it is important
to consider that neither overlaps nor holes are created within any region. In addition,
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the elements shouldn’t have too acute angles (H. R. Schwarz 1991). The domain to
be observed here includes material interfaces, thus the mesh has to be adapted to this
boundaries. Here, the 2D-grid is composed of different element types of triangles as
depicted in figure 2.5(b).
(a)
φ3
P3(x3,y3)
P1(x1,y1) 
φ1 x
y
φ2
P2(x2,y2)
(b)
Figure 2.5: Discretized 2D-domain for calculation by FEM. (a) The region considered
here contains a spherical object, which is colored in red. It is devided into a finite
number ob subregions (finite elements). (b) Triangular FEM-element. Each finite
element is having the basic form of a triangle which is set up from three points P1 -P3
with corresponding coordinates (x1, y1)− (x3, y3) and potential ϕ1 -ϕ3. The physical
characteristics of each finite element can be obtained through their simple geometry
and well known basic functions. The solution of Poisson’s/Laplace’s equation for each
finite element can be approximated by a polynomial function.
This geometric structure is useful to determine the physical characteristics of each element
in a simple way in order to divide a difficult field problem into many small simple field
problems.
Determination of the local element equations based on interpolation by
using shape functions for minimizing the potential energy
In consideration of the initial and boundary conditions of the model, a numerical solution
of the Laplace’s/Poisson’s equation can be obtained. It represents an approximation of
the direct solution to the PDE which has to be computed for each finite element.
The basic idea of the FEM is to approximate the exact function ϕ(~x) with ϕN (~x). This
is a linear combination of linear trial functions Pe(~x) which are piecewise continuously
differentiable and their initially unknown coefficients ϕe.
ϕ(~x) ≈ ϕN (~x) ≡
N∑
e=1
Pe(~x)ϕe (2.63)
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These trial functions are used to create an N-dimensional space comprising the approxi-
mate solution. In a subsequent step, the error (also called residual) between the exact
and approximated solution has to be minimized. The residual quantifies the error of
approximation at any point of the domain. The unknown coefficients ϕe have to be
determined, so that the residual on the domain will be minimized. The coefficients ϕe
contain the physical characteristics.
Equations (2.20) and (2.62) show the strong form of the governing Poisson’s/Laplace’s
equation, which represent partial differential equations (PDEs). A PDE can only have
a unique solution by using boundary conditions. Here, a Dirichlet boundary condition
is assumed along the boundary of the domain, in which for example the potential ϕ is
fixed similar to a voltage source.
For each finite element, an approach is applied for the energy it contains. This energy
includes the wanted parameter, here the potential. The energy of the complete solution
area has to be minimized. This leads to a linear system of equations for the unknown
parameters.
In a first step, a potential distribution function has to be set up for each single finite
element e. Based on interpolation, the potential in one 2D-element is approximated by a
linear polynomial function as shown in equation (2.64).
ϕ
(e)
i (x, y) = a
(e)
i + b
(e)
i x+ c
(e)
i y (2.64)
Thus, the solution is assumed to be a function of the spatial coordinates where the
coefficients a(e), b(e) and c(e) have to be determined. By using the triangular FEM-mesh
for the 2D-problem shown in figure 2.5, i runs from 1 to 3, thus representing the nodes
of the triangle.
Correspondingly, the potentials at the three nodes can be described as
ϕ
(e)
1
ϕ
(e)
2
ϕ
(e)
3

︸ ︷︷ ︸
ϕ
(e)
i
=

1 x1 y1
1 x2 y2
1 x3 y3

︸ ︷︷ ︸
B

a(e)
b(e)
c(e)
 (2.65)
This linear equations contain the three unknown coefficients a(e) - c(e). They can be
uniquely determined by resorting to Cramer’s rule which expresses the solution in terms
of determinants of the matrix B.
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a(e) =
detBa(e)
detB
, b(e) =
detBb(e)
detB
, c(e) =
detBc(e)
detB
(2.66)
with
detB = [(x2 − x1)(y3 − y1)− (x3 − x1)(y2 − y1)] (2.67)
The determinants in the numerators of equations (2.66) are formed by replacing the first
column of B with vector ϕ
(e)
i for detBa(e) , the second column of B with vector ϕ
(e)
i for
detBb(e) and the third column of B with vector ϕ
(e)
i for detBc(e) .
The area of the triangular element is denoted by A(e) and, according to analytical
geometry, can be calculated based on the determinant as
A(e) =
1
2
∣∣∣∣∣∣∣∣ det

1 x1 y1
1 x2 y2
1 x3 y3

∣∣∣∣∣∣∣∣ =
1
2
[(x2 − x1)(y3 − y1)− (x3 − x1)(y2 − y1)] (2.68)
where the numbering of the nodes is anticlockwise.
For the unknown coefficients the area of the triangle can be used to simplify the expressions
when equation (2.66) is calculated. The result is:
a(e) =
1
2A(e)
[
(x2y3 − x3y2)ϕ(e)1 + (x3y1 − x1y3)ϕ(e)2 + (x1y2 − x2y1)ϕ(e)3
]
(2.69)
b(e) =
1
2A(e)
[
(y2 − y3)ϕ(e)1 + (y3 − y1)ϕ(e)2 + (y1 − y2)ϕ(e)3
]
(2.70)
c(e) =
1
2A(e)
[
(x3 − x2)ϕ(e)1 + (x1 − x3)ϕ(e)2 + (x2 − x1)ϕ(e)3
]
(2.71)
Here it is shown that the denominator of all obtained coefficients is always equal to twice
the area of the triangle. Thus, for each individual element it can be extracted as constant
in following calculations. The remaining part of the result indicates that the coefficients
are described by the potentials and coordinates of the corresponding nodes. This allows
to define a function of spatial coordinates according to equation (2.64).
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For this, the results of equations (2.69)-(2.71) can now be substituted in equation (2.64)
to determine the potential ϕ within the triangular element e. Transformation of the
equation results in
ϕ(e)(x, y) = N1(x, y)ϕ
(e)
1 +N2(x, y)ϕ
(e)
2 +N3(x, y)ϕ
(e)
3 (2.72)
This equation includes the shape functions N1 -N3
N1(x, y) =
1
2A(e)
[(x2y3 − x3y2) + (y2 − y3)x+ (x3 − x2)y] (2.73)
N2(x, y) =
1
2A(e)
[(x3y1 − x1y3) + (y3 − y1)x+ (x1 − x3)y] (2.74)
N3(x, y) =
1
2A(e)
[(x1y2 − x2y1) + (y1 − y2)x+ (x2 − x1)y] (2.75)
This set of linearly independent shape functions can be interpreted as centroid coordinates
of the triangle and are used by the Ritz-Galerkin method to approximate the defined
solution on a given triangular mesh. The potential field distribution can be described
although the potentials at the nodes are unknown. For this, the potentials will be
adjusted so that the global energy stored in the field becomes minimal. This implies that
the global energy minimum corresponds to the exact solution. In summary, it can be
concluded that the principle approach of FEM is to minimize the stored potential energy
in the field. Instead of solving a second order PDE (strong form), an equation can be
solved which consists the square of the first derivatives of the potential (weak form).
For this, the following variational approach has to be performed. At first, equation (2.72)
has to be partially derived to x and y.
∂ϕ
∂x
=
1
2A(e)
[(y2 − y3)ϕ1 + (y3 − y1)ϕ2 + (y1 − y2)ϕ3] (2.76)
∂ϕ
∂y
=
1
2A(e)
[(x3 − x2)ϕ1 + (x1 − x3)ϕ2 + (x2 − x1)ϕ3] (2.77)
The total electrostatic potential energy W in a small volume ∆v of the field in considera-
tion of equations (2.5) and (2.19) can be calculated as
W∆v =
1
2
∫∫∫
∆v
~E · ~D dv = 1
2

∫∫∫
∆v
~E 2dv =
1
2

∫∫∫
∆v
(~∇ϕ) 2dv (2.78)
=
1
2

∫∫∫
∆v
[(
∂ϕ
∂x
)2
+
(
∂ϕ
∂y
)2
+
(
∂ϕ
∂z
)2]
dv (2.79)
31
Chapter 2. The electric field and its perturbation by spherical objects
The potential distribution to be determined here is related to a two-dimensional field,
which can be regarded as a cross-sectional area of the three-dimensional case and thus
independent of the z-axis. Consequently, the energy per unit of length ∆z can be written
as
W∆v
∆z
= X(e) =
1
2

∫∫
A(e)
[(
∂ϕ
∂x
)2
+
(
∂ϕ
∂y
)2]
dA(e) (2.80)
The linear element functional X(e) is a function of the node potentials of the respective
2D-element e, in this case of a triangle.
X(e) = f(ϕ(e)(x, y)) (2.81)
The functional X and thus the total energy of the entire field can be calculated by
summing up all individual element energies:
X = f(ϕ(x, y)) =
N∑
e=1
X(e) (2.82)
After equations (2.76) and (2.77) have been squared and added up, the results can be
substituted in equation (2.80).
In order to determine the minimum energy, the functional must be partially derived and
set to zero according to
∂X(e)
∂ϕ1
= 0,
∂X(e)
∂ϕ2
= 0,
∂X(e)
∂ϕ3
= 0 (2.83)
For each finite element this results in the following expression to identify the three
unknown potentials ϕ1 -ϕ3

4A(e)

p
(e)
11 p
(e)
12 p
(e)
13
p
(e)
21 p
(e)
22 p
(e)
23
p
(e)
31 p
(e)
32 p
(e)
33

︸ ︷︷ ︸
p
(e)
mn

ϕ1
ϕ2
ϕ3

︸ ︷︷ ︸
ϕ(e)
=

0
0
0
 (2.84)
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with
p
(e)
11 = (y2 − y3)2 + (x3 − x2)2 (2.85)
p
(e)
12 = (y2 − y3)(y3 − y1) + (x3 − x2)(x1 − x3) (2.86)
p
(e)
13 = (y2 − y3)(y1 − y2) + (x3 − x2)(x2 − x1) (2.87)
p
(e)
21 = (y2 − y3)(y3 − y1) + (x3 − x2)(x1 − x3) (2.88)
p
(e)
22 = (y3 − y1)2 + (x1 − x3)2 (2.89)
p
(e)
23 = (y3 − y1)(y1 − y2) + (x1 − x3)(x2 − x1) (2.90)
p
(e)
31 = (y2 − y3)(y1 − y2) + (x3 − x2)(x2 − x1) (2.91)
p
(e)
32 = (y3 − y1)(y1 − y2) + (x1 − x3)(x2 − x1) (2.92)
p
(e)
32 = (y1 − y2)2 + (x2 − x1)2 (2.93)
The linear system as depicted in equation (2.84) corresponds to one finite triangular
element e of the domain. The elements of the local coefficient matrix p
(e)
mn are functions
of the node coordinates. Each row represents one element node and the connection to
the other two nodes of the triangle. If material parameters, such as the permittivities
are not constant for all finite elements of the system, interface conditions have also to be
considered in further calculations.
Assembling the global system equations to solve the linear system under
consideration of the boundary conditions
Each finite element of the system is coupled to the potentials of neighboring elements.
Therefore, a global system matrix Pmn must be constructed, based on the sum of all local
element functionals. This system equation is based on the previously defined FEM-mesh
containing N nodes. According to equation (2.82), the procedure is to connect the global
calculation with local operations on the individual elments, as depicted in equation (2.84),
which then have to be summarized.
Pmn =
N∑
e=1
p(e)mn (2.94)
The coefficients of the system matrix Pmn are obtained by summing up the corresponding
coefficients of the individual element matrices pmn. The procedure will be illustrated by
a simplified example as shown in figure 2.6.
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Figure 2.6: Simplified example to assemble a global system matrix. The system
illustrated here consists of two elements with a total of four nodes. The global numeration
of the potentials and also of the global nodes can be found outside, the local numbering
is located inside of the single elements. For this arrangement a global coefficient/system
matrix will be constructed.
The first step here is to determine equation (2.84) for each separate triangle. According
to equation (2.94), these results have to be added in consideration of possibly common
nodes or edges.
Hence, the global system matrix Pmn for the simplified example in figure 2.6 can be
written as follows 
p111 + p
2
11 p
1
12 p
1
13 + p
2
12 p
2
13
p121 p
1
22 p
1
23 0
p131 + p
2
21 p
1
32 p
1
33 + p
2
22 p
2
23
p231 0 p
2
32 p
2
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
︸ ︷︷ ︸
Pmn

ϕ1
ϕ2
ϕ3
ϕ4
 =

0
0
0
0
 (2.95)
In cases where the nodes of the mesh are not connected, the entry within the global
matrix is zero. For a system of N nodes the approach can be generally described as
N∑
n=1
Pmn ϕn = 0 with m = 1, 2, ..., N (2.96)
Thus it is shown, that by means of numerical calculations it is possible to reduce the
partial differential equations to algebraic equations. Its solution gives an approximation
of the unknown potential values within the mesh and consequently of electromagnetic
field quantities like the electric field or flux intensity, which can be calculated at the
postprocessing stage.
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The FEM-formulation of the problem results in a global system as shown in equation (2.96)
consisting of N equations with N conditions. To determine the N unknown coefficients ϕn
the linear system of equations must be solved by a numerical solver algorithm. However,
the system of equations cannot be uniquely solved without considering the boundary
conditions. If the potentials of the nodes at the boundary are known, the lines within
the global system of linear equations which represent these boundary nodes can be
transferred into a reduced form.
To obtain solutions of linear system, two classes of solver algorithms are provided by
COMSOL, the direct and iterative solvers.
Direct solvers use the lower-upper (LU) decomposition (Turing 1948), which is a matrix
form of Gaussian elimination. However, considering that there are many nodes within
the FEM-mesh that are not connected to each other leads to a large number of entries
in the global system matrix which are set to zero. Therefore, an iterative method to
solve the linear systems of equations is useful. For this, the conjugate gradient method
(Hestenes and Stiefel 1952) is implemented.
In order to achieve a more accurate result, the FEM-mesh has to be modified. This
can be achieved by increasing the number of finite elements and/or the degree of the
polynomial of the shape functions.
2.3 Dipole field perturbation and its representation with
electrical viewpoints
As previously described in chapter 1, weakly electric fish use their self-generated electric
fields for active electrolocation. Inspired by this biological model, a simple, biomimetic
abstraction of a sensor-emitter array is assumed for further considerations. Figure 2.7
shows a setup which consists of an emitter dipole and a respective orthogonally arranged
pair of sensor electrodes. The emitter dipole is represented by squares marked with + for
the positive and - for the negative emitter. The sensors are illustrated by circles, which
are labelled with S1 and S2.
Figure 2.7(a) shows a symmetrical arrangement of the self-generated electric field. The
field is symmetrical because it is not disturbed by any object. As a consequence, the
sensor electrodes are situated at the same equipotential line, which leads to a measured
potential difference of ∆ϕ = 0V . The presence of an object, as shown in figure 2.7(b),
distorts the field which leads to a potential difference ∆ϕ 6= 0.
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Figure 2.7: Biomimetic sensor-emitter setup consisting of an emitter dipole and an
orthogonally arranged pair of sensor electrodes (a) Illustration of a planar unperturbed
electric field. The electric field is generated by a dipole, labelled + and -. The sensor
electrodes S1 and S2 are arranged orthogonally to the two emitter electrodes and
symmetrically with respect to the origin of the coordinate system. The equipotential
lines are shown in black, the field lines in red. If the field generated by the dipole is
not disturbed, both sensor electrodes are located on the same equipotential line. In
consequence, the potential difference ∆ϕ is 0V. (b) Planar electric field perturbed by
a conducting spherical object with r = 7 mm. Here the object is placed at position
(-20, -20) mm which causes a field disturbance. The change of the equipotential line
course leads to a potential difference which can be measured between the two sensors.
The composition of object location and the observed potential difference (~x,∆ϕ) is
called electrosensory viewpoint (EV).
The composition of the measured potential difference ∆ϕ and object position ~x in relation
to the sensor frame has been termed electrosensory viewpoint (EVe) by Solberg et al.
(2008).
EVe = (~x,∆ϕ) (2.97)
The index e in equation (2.97) indicates environmental parameters like size, shape,
material properties of the object, the applied field and of the fluid. The collection of EVe
for each possible object location ~x is called the ensemble of electrosensory viewpoints
(EEV). To generate an EEV, an object (in this case a sphere) is placed at each position
of a grid and the respective EV is stored in the resulting EEV matrix.
EEVe(~x) = (ϕ1 − ϕ2) = ∆ϕ (2.98)
Figure 2.8(a) exemplarily shows a contour plot and figure 2.8(b) a 3D-plot of an EEV.
36
2.3. Dipole field perturbation and its representation with electrical viewpoints
The color code represents the potential difference ∆ϕ at each position of the grid. The
contour-rings of the EEV provide information on possible object positions for a given
sensor reading ∆ϕ. By using a previously generated EEV, one measurement of the
potential difference ∆ϕ at the sensor electrodes reduces the possible object positions to
locations on symmetrical EEV contour-rings. This means that one single measurement
of the potential difference does not uniquely identify the position of an object since a
measured voltage difference between the sensors in principle occurs several times in the
EEV and forms EEV contour-rings (equipotential line of the same potential difference).
This ambiguity can be counteracted by executing shift and rotational movements of
the sensor-emitter ensemble. As a result, also the respective EEV is shifted or rotated.
For a fixed object position this leads to the identification of different contour-rings, one
in each of the moved EEVs. Superposition of these contour-rings reduces the possible
object position to intersection points of the EEVs. This approach will be examined in
detail in chapter 3. Here, an optimal concatenation of active sensor movements based on
numerically extracted EEVs will be investigated.
ensemble of electrosensory viewpoints (EEV)
contour-
rings
(a)
EEV, 3D-plot
(b)
Figure 2.8: Ensemble of electrosensory viewpoints (EEV). (a) 2D-visualisation of the
EEV. By placing the spherical object at each position of a grid, the corresponding EVs
are collected in a matrix to compose an EEV. (b) 3D-plot of the EEV. The uneven
appearance of the slim peaks is due to discretization effects rather than noise. For a
given sensor-emitter array, the EEV consists of isopotential contour-rings and exhibits
mirror symmetries. As a consequence, one measurement of the potential difference ∆ϕ
reduces the possible object position to the locations on symmetrical contour-rings. Thus,
a single measurement does not identify a unique object position. This issue can be
tackled by moving the sensor-emitter ensemble and thus also the respective EEV.
The strategies presented in chapter 4 also use EEVs as a basis to perform active
electrolocalization. Finally, in chapter 5 a fitted histogram representation of EEVs will
be examined to estimate the optimal composition of movement sequences.
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3
Optimal concatenation of active sensor
movements based on numerically extracted
EEVs
Abstract
As described in chapter 1, weakly electric fish use self-generated electric fields for
active electrolocation to detect objects in their nearby environment. A vast number of
electroreceptors are distributed across the skin of the electric fish which represent the
sensor part of the biological system. The emitter part is represented by specialized muscle
cells, located in the tail region to generate a weak electric field around the fish’s body.
Furthermore, fish execute stereotyped scanning movements by changing their body shape
and position to obtain additional sensory information (Engelmann et al. 2009). Inspired
by this biological model, a fixed, minimal scanning strategy, composed of active receptor
system movements is developed which allows a unique localization of a spherical object
in the vicinity of the sensor system. The derived strategy is based on the superposition of
numerical extracted contour-rings of linearly shifted and/or rotated EEVs (Solberg et al.
2008). The electric field characteristics of the receptor system are modelled and simulated
by means of FEM (Finite Element Method) which was introduced in section 2.2. To
analyze a movement sequence, matrices of unique intersection points and respective
contrast functions are introduced. The best resulting concatenation of receptor system
movements consists of a linear shift, a rotation and the original EEV.
Most of the scientific results presented in this chapter have been published in:
Wolf-Homeyer et al. (2016).
This manuscript includes Jacob Engelmann and Axel Schneider as co-authors.
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3.1 Active sensor movements for disambiguation of object
positions
Apart from the setup of the biological electroreceptor system as depicted in figure 3.1(a)
which was described in chapter 1 and which represents the general inspiration for this
work, weakly electric fish also use a sophisticated repertoire of movement behaviors
when approaching objects of their interest. These scanning behaviors are composed of
whole body movements (Engelmann et al. 2009) as sketched in figures 3.1(b) and (c) .
Furthermore, they consist of motor prototypes with rotational and translational character
arranged sequentially in time (Toerring and Moller 1984; Hofmann et al. 2014).
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Figure 3.1: Exemplary sketch of electrolocation behavior of weakly electric fish. (a)
The biological template use their self-generated electric field for active electrolocation. (b)
In addition the fish change their relative position and orientation during electrolocation
observed in recurring stereotypic motor- and electromotor behaviors. On the one hand,
the active scanning movements influence the temporal sequence of sensory input (EOD
frequency, middle part) and on the other hand they shape the spatial sensory input. This
affects the spatial relation between the emitter organ and the objects in the environment
and thus shapes the sensory input. (c) Stereotyped electromotor sequences can be
analyzed and quantified (Hofmann et al. 2014). The basic motor aspects involve rotatory
and linearly shifted components.
Inspired by this biological model, a scanning strategy is developed, which is based on a
minimal set of optimal concatenations of active receptor system movements. The aim of
this strategy is to uniquely identify the position of a spherical object in the nearby vicinity
of the sensor system. To reach this goal, the biomimetic abstraction of a sensor-emitter
ensemble as introduced in section 2.3, consisting of an emitter dipole and an orthogonally
arranged pair of sensor electrodes is assumed. This arrangement is used to develop a
minimal, yet fixed and non probabilistic scanning strategy for the movement of the whole
sensor-emitter array.
The basic principle behind the scanning strategy is the measurement of the potential
difference ∆ϕ between the two sensor electrodes. If there is no object within the
self-generated field, as shown in figure 2.7(a), the composition of the electric field is
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symmetrical and the sensor electrodes S1 and S2 are located at the same equipotential
line. This results in a potential difference ∆ϕ = 0 between both sensors. However, the
presence of an object within the field as presented in figure 2.7(b) distorts it which leads
to a potential difference ∆ϕ 6= 0. Solberg et al. (2008) had termed the combination of the
measured potential difference ∆ϕ and the location of the object in relation to the sensor
frame ~x electrosensory viewpoint (EVe). The collection of EVs for each object location
is called Ensemble of Electrosensory Viewpoints (EEVe) as described in equations (2.97)
and (2.98).
The observation depends on unchanging environmental parameters like size, shape,
material properties of the object, the applied field and the conductivity of the fluid.
This is indicated by the index e. If a generated EEV is given, a single measurement
of a potential difference ∆ϕ between the sensors does not uniquely identify an object
position but it reduces the position that has to be determined to locations on EEV
contour-rings. Within the EEV, contour-rings occur in a point symmetrical arrangement.
By shifts and rotations of the sensor-emitter ensemble, which also shifts or rotates the
EEV, it is possible to solve this ambiguity. The shifted or rotated sensor system leads
to a new potential difference ∆ϕ between the sensors while the unknown position of
the object is unchanged. This causes a different isopotential contour which is formed in
the shifted or rotated EEV. If the isopotential contours of different movements of the
sensor-emitter array are superimposed, their created intersection points mark possible
object positions. Solberg et al. (2008) used a particle filter approach (Stachniss and
Burgard 2014) to narrow down the possible object position by the concatenation of
linear shifts of the sensor-emitter array. In such an approach, each particle represents
a possible object location and the direction of movement is defined in a random walk
fashion by a probabilistic controller. This approach minimizes the expected variance of
particles, which requires calculations of movement consequences in each time step. The
described strategy of Solberg et al. (2008) only generates translational movements of the
sensor system in order to localize the object. In contrast to this, this chapter describes
a fixed, a-priori movement strategy consisting of a concatenation of only a few linear
and rotational shifts of the sensor-emitter ensemble and the respective EEVs. Based
on superimposed EEVs, a unique identification of object positions is possible. Simply
because of the utilization of rotations, the strategy developed here is already closer to the
described movement behavior of weakly electric fish (Hofmann et al. 2014). Furthermore,
it can be easily integrated into an actively moveable technical sensor configuration.
To examine different concatenations of movements of the sensor-emitter array, EEVs
of all possible rotational movements and linear shifts are created numerically based
on COMSOL Multiphysics® to derive an optimal concatenation of movements. To
evaluate the results, a contrast measure will be defined, which assesses the uniqueness of
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a given concatenation. Additional conditions such as measurement accuracy and local
topography of the EEVs have to be considered. In the end, this results in a minimal and
fixed scanning strategy of rotations and linear shifts of the sensor-emitter array which
can be used for further localization approaches.
3.2 Object localization by means of rotated and linearly
shifted EEVs
As explained in section 2.3, the EEV describes the influence of an object onto the self-
generated electric dipole field. There are several ways to characterize the perturbation
of the electric field due to a spherical object. In order to implement the analytical
description as shown in equation (2.60) which has the benefit of fast computation, several
assumptions have to be considered. As already described in section 2.1, this equation
is only applicable for a spherical object. Furthermore, Rasnow (1996) has assumed a
uniform electric source field for calculations. Due to the azimuthal symmetry of the
boundary-value problem the latter was later on exchanged for a dipole field by Solberg
et al. (2008). However, if the simplified analytical model is used, deviations from the
real solution are especially serious in those places where emitter and sensor electrodes
are situated (singularities). In addition, real applications must deal with inhomogeneous
fields and with objects, the shapes of which are generally different from those of ideal
spheres. Because of this, detailed FEM-simulations are used in this section instead of the
simplified analytical description to accurately determine field perturbations due to objects
by taking their material properties into account. This numerical modelling approach is
used to identify an ideal and minimal set of sensor system movements to localize objects
in the electric field. Figure 2.7 exemplary shows an FEM-simulation result of a simple
two-dimensional dipole model which was computed by COMSOL Multiphysics®. It
represents the solution of a classical stationary electric field problem for which material
properties of object and surrounding medium where considered.
As explained in detail in section 2.2, electrostatic equations are numerically solved in
different ways. Depending on material properties, COMSOL’s electrostatics interface
or electric currents interface has to be used. The derivations of the fundamental equa-
tions (2.20) and (2.62) which are used here can also be found in chapter 2. In general
however, the electric field problem which is numerically treated here solves equation (2.19)
for the scalar electric potential ϕ as the dependent variable. This is independent of the
interface (electrostatic or electric current) which is used. Based on these equations, the
numerical calculation of the electric field is possible. Figure 2.7(b) exemplary depicts an
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electric field distorted by an object. Thus, a potential difference ∆ϕ between the two
sensor electrodes can be measured and an EEV can be generated.
Based on the previously introduced sensor-emitter array, figure 3.2(a) illustrates a contour
plot of the original EEV. For this example, a spherical conducting object with radius
r = 7 mm is located at position ~x= (-20, -20) mm. This represents the reference point for
subsequent assumptions. The measured potential difference for an object at the reference
point is not unique because this value also can be found along the two contours, here
emphasized as black contour-rings.
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Figure 3.2: Strategies for active object localization based on EEVs which provide
information about possible object positions. (a) EEV for a conducting object at here
at reference point ~x (-20, -20) mm which results in a potential difference ∆ϕ measured
between the sensors. All along the extracted EEV contour-rings, here marked in
black, the same measured potential difference can be found. That means that a single
measurement of the observed potential difference does not reveal the wanted object
position. (b) The sensor-emitter ensemble and thereby also the EEV is rotated by
45◦ while the object is maintained fixed. This results in a new potential difference
measured between the two sensor electrodes. Therefore, a new set of EEV contour-rings
emerges. (c) The superposition of the contour-rings of the original and rotated EEV
leads to intersections between the extracted contours. In addition to the true intersection
point at (-20, -20) mm which indicates the correct object’s location, three additional and
symmetrically arranged possible object positions exist. (d) Same as in (b) but for a linear
shift by 9 mm both in x- and y- direction of the sensor-emitter ensemble and thereby
also for the EEV. A new potential difference between the sensors can be measured and
new contour-rings of possible object positions can be extracted. (e) Superposition of
original and linearly shifted EEV contour-rings which reduces the number of possible
object locations to five intersections.
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This means, that a single measurement of the observed potential difference between
the sensors does not uniquely determine the position of the object but reduces it to
the locations of the black marked EEV contour-rings. In order to further narrow down
the object position, it is possible to rotate or shift the sensor-emitter ensemble. In
figure 3.2(b), the array is rotated clockwise by 45◦ and thus also the respective EEV.
Since the object remains in the same location but the relative orientation to the sensor-
emitter array has changed as compared to figure 3.2(a) a new potential difference can be
measured between the two sensor electrodes. The newly measured potential difference
belongs to a new set of contour-rings, also marked in black. Once again, the identification
of the object position is not unique because the object must be situated at locations
along the new contour-rings. The same applies in the case, in which the sensor-emitter
ensemble is linearly shifted. The example in figure 3.2(d) shows such a linearly shifted
EEV. The ensemble was shifted by 9 mm both in x- and y-direction. As a result, two
new contour-rings are emphasized in relation to the newly measured potential difference.
The superposition of the extracted EEV contour-rings of the original and rotated EEV
as shown in figure 3.2(c) and of the original and linearly shifted EEV as depicted in
figure 3.2(e) is used to create intersection points. This method is used to reduce the
possible object locations from contour-rings to single spots, the intersection points of the
extracted EEV contour-rings.
Figure 3.3(a) shows the superposition of perfectly separated contour-rings of original
and rotated EEV once again. This is to emphasize that rotational movements alone
create symmetric points of intersections. Hence, for pure rotations, strictly speaking
no uniqueness of object positions can be achieved. Instead, a significant 2-ambiguous
prediction of the location is possible. In contrast to that, the superposition of perfectly
separated contour-rings of original and linearly shifted EEV as displayed in figure 3.3(b)
breaks the symmetry and results in asymmetric points of intersections. Mixed information
of rotational and shifted movements, as exemplary illustrated in figure 3.3(c), leads to
contour-ring intersections which reduce the possible object position to just one location.
Here, the superposition of original, rotated and linearly shifted EEV detects the wanted
object position at the reference point ~x= (-20, -20) mm.
In the subsequent sections it will be examined, how many rotational and linearly shifted
movements in which combination are needed to determine the unique position of an
object by means of contour-ring intersections. An optimal sequence of movements of
the sensor-emitter system has to be found, which leads to a preferably unique object
position.
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Figure 3.3: Mixed information on EEV contour-ring intersections of different move-
ments of the sensor-emitter ensemble. (a) Superposition of perfectly separated contours
of original and rotated EEV is repeatedly shown as in figure 3.2(c). Purely rotational
movements create symmetric intersection points. Hence, only a significant 2-ambiguous
prediction of object localization is possible. (b) Superposition of perfectly separated
contour-rings of original and linearly shifted EEV as in figure 3.2(e). In this case
the symmetry is broken which results in asymmetric intersection points. (c) Mixed
information of different sensor-emitter movements, here the combination of perfectly
separated of original, rotated and linearly shifted EEV is illustrated. Since only at one
location three contour lines intersect (here marked with a red number three), the possible
object position can be reduced to just one location. At the remaining intersections,
each marked with a blue number two, only two EEV contour lines intersect. Therefore,
these positions can be excluded as possible object positions. The wanted object can be
uniquely detected at the reference point ~x= (-20, -20) mm.
3.3 Numerical extraction and superposition of
EEV contour-rings
In order to assess each possible reference point if a chosen combination of original, rotated
and linear shifted EEV leads to a unique identification of that point as the possible object
position, the following steps have to be taken. By means of the described FEM-simulation,
an EEV matrix consisting of a defined number of discrete points is created. For this, a
parametric sweep study with specified resolution of the object positions is performed
in COMSOL to achieve the so called original EEV matrix. Both rotational and linear
shift operations will be applied to the computed original EEV matrix thus generating
EEV matrices for arbitrary rotations and linear shifts without re-simulation. Arbitrary
rotations and shifts, however, do not necessarily fit into the chosen resolution of the
original grid. Therefore, the described process adds rounding noise to the resultant
matrices which, in turn, also creates signal-to-noise problems comparable to measuring
the real potential differences for rotated or shifted sensor-emitter setups. For a given
EEV matrix (independent of whether it represents an original, rotated or linearly shifted
EEV matrix) a discretization operation is introduced to extract contour-rings which
have approximately the same potential difference as the reference point. In this process
the value one is stored in a newly introduced discretization-matrix D, if an entry in
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the EEV matrix (∆ϕMP (x, y) = measurement point) is similar enough to the potential
of a reference point (∆ϕRP = reference point e.g. measured by the sensor pair). If
the similarity is too small, the value zero will be stored in the discretization-matrix.
In the ideal case, the numerical extraction process would create thin and closed EEV
contour-rings composed of ones within the resulting discretization-matrix D.
3.3.1 Extraction of EEV contour-rings by means of discretization
strategies
Two different strategies of numerical extraction of EEV contour-rings are implemented
which decide, if a potential difference at the measurement point ∆ϕMP is similar enough
to the potential difference at the reference point ∆ϕRP . The first discretization strategy
is based on a constant epsilon-neighborhood (CEN) and the second on a relative potential
distance (RPD), which will be described in more detail below.
Strategy 1: Constant epsilon-neighborhood (CEN)
In this strategy, a defined constant epsilon  will be adapted to the range of the values
within the EEV matrix. The resulting discretization-matrix DCEN can be calculated as
follows:
DCEN (x, y) =
1 if |∆ϕMP (x, y)−∆ϕRP | < 0 otherwise (3.1)
If the absolute value of the potential difference between an EEV matrix entry ∆ϕMP (x, y)
and the reference point ∆ϕRP lies in a pre-defined -neighborhood, the corresponding
entry in the matrix DCEN is a one. If this is not the case, the corresponding entry is a
zero. Depending on the value of , this strategy generates further possible object position
in addition to the reference point. These positions also represent possible candidates
for the wanted object position. By definition, the potential difference at the reference
point must be unique, because the matrix will not contain another identical value. The
advantage of strategy 1 is that it is easy to implement. Furthermore this strategy is closely
related to the concept of measurement accuracy of a real world measurement. Besides,
the number of similar object positions within the discretization-matrix is adjustable
by the value . The disadvantage of strategy 1 is that a constant  value considers no
different gradients of the potential differences within the EEV matrix. As illustrated
in figure 2.8(b), low values of potential difference can result in many possible object
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positions (large contour-rings in flat valleys). As described below, this disadvantage will
be managed by the second strategy.
Strategy 2: Relative potential distance (RPD)
In contrast to a fixed  value, this strategy is based on a relative potential distance ∆ϕr
between measured value and reference value. This is to decide whether an EEV matrix
entry (measurement point) is similar enough to the reference point. In this case, the
discretization-matrix DRPD can be calculated as follows:
DRPD(x, y) =
1 if
|∆ϕMP (x,y)−∆ϕRP |
|∆ϕRP | < ∆ϕr
0 otherwise
(3.2)
If the relative potential distance ∆ϕr between an EEV matrix entry ∆ϕMP and the
reference point ∆ϕRP , which is normalized with respect to the potential difference at the
reference point, lies below a threshold ∆ϕr, the corresponding entry of the discretization-
matrix DRPD is set to a value of one. Thus, this matrix point represents a possible
object position. If this condition is not fulfilled, this entry is assigned a zero. As in
strategy 1, the advantage of strategy 2 is that it is also easy to implement. As a result,
the EEV contour-rings extracted by strategy 2 have a thinner edge than those obtained
by using strategy 1. This difference between the two strategies is depicted in figures 3.4
and 3.6, which will be discussed later.
3.3.2 Superposition of EEV contour-rings based on localization matri-
ces D
In order to determine how many movement conditions are required to uniquely detect
an object, the previously introduced two strategies are applied to original, rotated
and linearly shifted EEV matrices. The resulting matrices generated by the respective
discretization method will be superimposed to determine intersection points.
The general procedure can been structured as follows:
 Simulation of an original EEV which takes environmental parameters of the object,
fluid, field, sensor arrangement and number of sensors and emitters into account
 Determination of the potential difference ∆ϕRP at one single reference point (object
location)
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 Applying one of the two strategies CEN or RPD to extract the EEV contour-rings
and to discretize the resulting matrix. For this, the potential difference ∆ϕRP
which was determined for the reference point is used as reference value.
 The original EEV is linearly shifted or rotated, while the object remains at the
position of the reference point.
 The extraction and discretization process will be repeated for the shifted or rotated
EEV, considering a newly determined potential value ∆ϕRP at the reference point.
This leads to a different extracted EEV contour-ring.
 Superposition of the numerically separated EEV contour-rings. For this purpose,
the discretization-matrices Dn, which correspond to the respective movement
conditions n, is added up.
 The number of intersections is determined by counting the number of hits for a
certain matrix entry. This predicts the uniqueness of the object positions.
3.3.3 Combination of rotational EEV contour-rings
In this subsection the difference between strategy 1 (CEN) and strategy 2 (RPD) will
be discussed. Using strategy 1, figures 3.4(a)-(c) illustrate the numerical extraction and
superposition of an original and a rotated EEV matrix, whereas in figures 3.4(d)-(f) the
same is shown for strategy 2. In both strategies, the EEV contour-rings are extracted for
the determined potential value ∆ϕRP at the reference point. Then the results are stored
separately in discretization matrices Di,s with index i being a counter index and index s
indicating the strategy. For a single observation at the reference point ∆ϕRP , each EEV
contour is represented by its localization subspace Di,s. Subsequently, the superposition
of the extracted EEV contour-rings is realized by adding up N discretization matrices:
Dres,s =
N∑
i=1
Di,s s ∈ {1, 2} (3.3)
For each coordinate of the resulting matrix Dres,s(x, y), its entry contains the number of
discretization matrices in which the given coordinate is a candidate for an object position.
Intersection points of EEV contour-rings can be detected, if this number is larger than
one.
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Figure 3.4: Two strategies for object localization using extraction, discretization and
superposition of rotated EEV contour-rings. At the reference point, a spherical object
(indicated by dashed lines) is placed at (-20, -20) mm, which remains at this position. In
subfigures (a)-(c) an example for strategy 1 (CEN) is shown. In this case, the potential
difference ∆ϕRP , determined at the reference point, is used to identify those entries
within the EEV matrix which contain potential differences that lie in a pre-defined
ε-neighborhood of ∆ϕRP . Those entries represent possible object locations. Strategy 2
(RPD) is depicted in subfigures (d)-(f). Here, the relative potential distance between
an EEV matrix entry (∆ϕMP ) and the reference point (∆ϕRP ) is normalized with
respect to this potential difference at the reference point. If the resulting value lies below
a threshold ∆ϕr, the entry of the EEV matrix represents a possible object location.
(a) Based on strategy 1, an original EEV is used for extraction and discretization of
contour-rings. (b) Sensor-emitter ensemble is rotated by 45◦. New contour-rings, based
on the same strategy as in (a) are extracted and stored in a discretization matrix.
(c) The resulting discretization matrices from (a) and (b) are added up (superposed).
At the intersection points of all EEV contour-rings, the superimposed matrix contains
the value two. At other locations, the values are one or zero. (d) and (e) By using
strategy 2, contour-rings for original and a 45◦ rotated EEV matrix are extracted which
results in thinner contour-rings. (f) The discretization matrixes from (d) and (e) are
superposed. Again, the maximum value two can be found at the intersection points of
the added EEV contour-rings. The uniqueness of the possible object position can be
evaluated by the resulting count values in (c) and (f).
The most likely object position p˜max,s for the given strategy s can be identified at matrix
coordinates of maximum value.
p˜max,s = arg max
(x,y)
Dres,s(x, y) (3.4)
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If several coordinates with the same maximum are present, they will be collected in the
set Pmax,s:
Pmax,s = {(x, y, cmax) | Dres,s(x, y) = max Dres,s = cmax} (3.5)
In addition, the set Ps of all coordinates with at least one intersection of EEV contour-
rings (Dres,s(x, y) > 1) is given by
Ps = {(x, y, c) | c = Dres,s(x, y) > 1} (3.6)
Pmax,s is a subset of Ps containing possible candidates for an object position. The prob-
ability of that coordinate representing an object position increases as the corresponding
count value c in an element of Ps raises. If c = cmax = N , the corresponding coordinate
represents the most probable object position.
In the example shown in figure 3.4, a spherical object is assumed at the reference point
(-20/ -20) mm, which will be retained for following considerations. Based on strategy 1,
the result of the superposition Dres,1 = D1,1 +D2,1 of figures 3.4(a) and (b) is depicted in
figure 3.4(c). Here, the set P1 = Pmax,1 = {(−20,−20, 2), (−8,−8, 2), (8, 8, 2), (20, 20, 2)}
contains the real object position and three phantom objects (all ci = cmax = 2). Note,
that original and rotated discretization matrices always lead to mirrored intersection
points. The reason can be found in the mirror symmetry of the EEV contour-rings.
Even if a large number of purely rotational discretization matrices are used, the number
of intersection points will be reduced to a minimum of two in best case. Given these
conditions, the prediction of an object position can only be 2-ambiguous. However,
depending on the thickness of the EEV contour-rings, the set Ps can also have more
than four entries.
Based on strategy 2, figure 3.4(f) contains the superposition Dres,2 = D1,2 + D2,2 of
figures 3.4(d) and (e). Here, the resulting set P2 = Pmax,2 is in principle the same as
for strategy 1. But in figures 3.4(d) and (e) it can be noticed that the extracted EEV
contour-rings are thinner. This is an advantage of strategy 2 (RPD) over strategy 1
(CEN).
Because there is always an ambiguity of the object positions when concatenating purely
rotated EEVs, it seems advisable to use also discretization matrices of translational or
mixed movements to break the mirror symmetry. Section 3.4 will examine this issue.
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3.3.4 MUP for combination of rotational EEV contour-rings
In the last section, the idea of concatenated movements of the sensor-emitter array to
localize objects is demonstrated. One specific object position is to be uniquely identified
by adding up the discretization matrices of the respective movement conditions. In
figure 3.4 the concatenation of original and rotated EEV by 45◦ for only one matrix-point
(reference point) is demonstrated. The respective concatenation sequence Sc,s can be
described by a series of original EEV and rotated (later also translated) versions of
the EEV. In this example, the sequence is SR45,s = [ORIG, ROT45] (where the suffix
R45 indicates the purely rotational character of this concatenation sequence and the
suffix s denotes the discretization strategy). If the concatenation sequence SR45,s is
used for this reference point, the position of the object can not be uniquely identified
but this given sequence can be tested for each possible object position. Depending on
the cardinal number of the set Pmax,s from equation (3.5) it can be decided whether
an object position can be uniquely identified by a given concatenation sequence. The
resulting matrix for all possible object positions and the respective decisions is called
Matrix of Unique intersection Points MUPc,s.
MUPc,s(x, y) = |Pmax,s| (3.7)
Each point within the MUP indicates, whether the corresponding object position can be
uniquely identified. Figure 3.5(a) exemplary illustrates a MUPR48,1 by using strategy 1
(CEN) with an  of 0.5 mV and the concatenation sequence SR48,1 = [ORIG, ROT48]. In
this case, the prediction of an object position can only be 2-ambiguous because always a
second, point symmetric localization exists. In consideration of this given concatenation
sequence, the 2-ambiguous positions are indicated by white pixels. Positions with higher
ambiguity are marked as black pixels.
3.3.5 Contrast function of rotational EEV contour-rings
Considering the above assumptions, it is possible to create a MUPRα,s for each con-
catenation sequences SRα,s = [ORIG, Rα] with a rotation angle α ∈ [0◦...90◦]. In each
case the MUP contains the number of object positions which can be identified uniquely
(2-ambiguously) by the sequence and strategy underlying that specific MUP. The per-
centage of unique points within the MUP can be plotted over the respective rotation
angles. This results in a contrast function CF .
CFRT = f(α), α ∈ N ∧ (0◦ ≤ α ≤ 90◦) (3.8)
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Figure 3.5: Matrix of unique intersection points (MUPs) and contrast function of
rotational EEV contour-rings used to indicate an optimal movement strategy. The MUP
is the basis to find the set of those consecutive movements which allows the unique
identification of as many hypothetical object positions as possible. (a) Exemplary
visualization of a MUP in which each point (pixel) indicates, whether the corresponding
object position can be uniquely identified. Uniquely here means 2-ambiguously, because
the concatenation of rotations always creates intersection points which exhibit mirror
symmetry. Based on strategy 1 using an  of 0.5 mV for a rotation by 48◦ (SR48,1), the
superposition of the discretized EEV contour-rings allows an identification of an object
position. Unique positions are indicated by white pixel, which are set to one within the
discretization matrix. Positions with higher ambiguity are set to zero, here illustrated as
black pixel. As a measure for the quality (uniqueness) of the movement strategy (here
for the original and consecutive rotation of the sensor-emitter ensemble) the relative
number of white pixels within the MUP is used. (b) Contrast function, for a given
concatenation of movement conditions, which illustrates the percentage of unique points
within the MUP for combinations of the original EEV and different rotation angles of
the sensor-emitter array. In this case, the optimum can be found for the combination of
original EEV and an EEV rotated by 48◦.
As an example, a contrast function by using strategy 1 with a fixed ε of 0.5 mV is shown
in figure 3.5(b). Here, the optimum and thus the highest value of the contrast function,
can be identified for a rotation angle of α = 48◦. It indicates the best movement strategy
of the sensor-emitter array when only rotations are allowed. The respective MUPR48,1 is
illustrated in figure 3.5(a). In order to derive an optimal movement strategy, the rotation
angle that provides the maximum contrast value (here for example S = [ORIG, R48,...])
is used when further movements are subsequently added to the movement strategy. Once
this angle is set, it will not be modified, which reduces the number of permutations for a
given strategy and the related computational burden.
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3.3.6 Combination of linearly shifted EEV contour-rings
In the previous section, the results for the combination of original and rotated EEV
contour-rings were analyzed. Figure 3.6 shows an example of a linearly shifted EEV
contour-ring which represents an additional possibility in the concatenation of sensor-
emitter movements.
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Figure 3.6: Two strategies for object localization using numerical extraction, discretiza-
tion and superposition of linearly shifted EEV contour-rings. As shown in figure 3.4, a
spherical object is placed at a fixed reference point (here at (-20, -20) mm). In (a)-(c),
strategy 1 (CEN) and in (d)-(f) strategy 2 (RPD) is used for the numerical extraction.
(a) Discretization matrix of original EEV matrix. (b) Extracted EEV contour-rings
following a shift by 9 mm in x- and y-direction, respectively. (c) Superposition of
discretization matrices of (a) and (b). The intersections of the added EEV contour-rings
exhibit the maximum values, which in this case is a count value of two (highlighted in
red). (d)-(f) Same as in (a)-(c) but strategy 2 is used for discretization. Compared to
the results of strategy 1, thinner contour-rings can be observed. The resulting count
values in (c) and (f) provide information on the uniqueness of possible object positions.
This example uses identical conditions (material parameters, size of object, position of ref-
erence point) as compared to those of the previously presented rotational concatenations.
Figures 3.6(a)-(c) visualize the numerical extraction and superposition of an original and
a linearly shifted EEV matrix for strategy 1 (CEN). By using strategy 2 (RPD), the
same is shown in figures 3.6(d)-(f). In both strategies a linearly shift movement of the
sensor-emitter ensemble of 9 mm in x- (horizontal) and 9 mm in y- (vertical) direction
is applied. As already described for the rotational case, the EEV contour-rings are
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numerically extracted and stored separately in different discretization matrices Di,s.
As opposed to the combination of original and rotated EEVs, which at best provide
2-ambiguous object positions, the combination of original and linearly shifted EEVs
breaks the symmetry. This potentially results in a unique object position. It should
be stressed, that the usage of strategy 2 (RPD) leads to thinner EEV contour-rings as
compared to strategy 1 (CEN). Comparing figures 3.6(c) and 3.6(f) shows that thinner
EEV contour-rings are to be preferred. After superposition of the extracted contour-rings
and counting of the intersection points, the number of possible object positions (red
pixels) is smaller for strategy 2. However, both strategies show phantom objects at
several positions. That means, that for the given operation the position of the object is
still not unique.
3.3.7 MUP for combination of linearly shifted EEV contour-rings
For linearly shifted EEV contour-rings, the matrix of unique intersection points (MUP)
can in principle be generated in a similar way as for the case of rotation. Each matrix
entry indicates whether the corresponding object position can be uniquely identified
by a concatenation sequence Sc,s of movements of the sensor-emitter ensemble. In this
case, the sequence is composed of an original (ORIG) and a linearly shifted (LS) EEV
matrix (SLS,s = [ORIG, LSxy]). As an example, figure 3.7(a) illustrates the MUPx9y3,1
with a fixed ε of 0.5 mV for the extracted EEV contour-rings. Compared to purely
rotational movements as depicted in figures 3.4 and 3.5, linearly shifted operations of the
sensor-emitter array identify truly unique (as opposed to 2-ambiguous) object positions
in the MUP.
3.3.8 Contrast function of linearly shifted EEV contour-rings
It is possible to generate one MUPLSxy,s for each linear shift in different x- and y-
directions which results in a two dimensional contrast function.
CFLS = f(x, y), x, y ∈ N ∧ (0 ≤ x ≤ xmax)
∧(0 ≤ y ≤ ymax)
(3.9)
In the example depicted in figure 3.7(b) strategy 1 was used with an  of 0.5 mV and
xmax and ymax restricted to 9 mm. The percentage of unique points for a given shift
operation is represented on the vertical axis. In this figure, the largest value of the
contrast function can be found for a shift of 9 mm in x- and 3 mm in y-direction (see
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Figure 3.7: Matrix of unique intersection points (MUPs) and 2D-contrast function
of linearly shifted EEV contour-rings. (a) MUP by using strategy 1 with  of 0.5 mV
for the combination of an original and a linearly shifted sensor-emitter array (9 mm
in x- and 3 mm in y-direction). (b) In contrast to rotational operations, which result
in scalar parameter, the linear shift operation is a two dimensional parameter. This
leads to a 2D-contrast function, which visualizes the percentage of unique points in
the combination of the original EEV and different linear shifts of the sensor-emitter
ensemble.
MUPLSx9y3,1 in figure 3.7(a)), which indicates the locally best movement strategy of the
sensor-emitter ensemble.
3.4 Estimation of unique object positions for permutations
of rotational and linearly shifted movements
To obtain an efficient measurement strategy for a preferably unique estimation of object
positions, this section analyses the results of different movement sequences of the sensor-
emitter array. In figure 3.8(a), the results for an increasing number of purely rotational
movements of the sensor system, concatenated in a movement sequence, is shown.
The results of an increasing number of concatenated linear shifts are demonstrated
in figure 3.8(b). Mixed sequences of rotations and linear shifts are finally depicted in
figure 3.9. Since strategy 2 (RPD) generally provides better results than strategy 1
(CEN), this strategy was used for all results presented here. The optimum value of
uniqueness is determined after each procedural step (rotation in figure 3.8(a) or linear
shift in figure 3.8(b)). The best movement operation in each case (e.g. a rotation angle
or a linear shift) is stored in the current movement sequence S. Subsequently, the next
best movement condition can be looked up in the respective contrast function and will
again be added to the exisisting movement sequence S.
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Figure 3.8: Comparison of uniqueness in object localization for purely rotational and
purely linearly shifted concatenations of movements. (a) Concatenations of original
EEV and an increasing number of rotated EEVs. The resulting maximum number of
2-ambigious positions in percent is displayed as a function of different relative potential
differences (RPD, see different shades of gray). For concatenations of purely rotational
movements, symmetry effects have to be considered. This implies that a maximal
uniqueness of 100 % in this case does not represent unique object locations but mirror
symmetric locations of objects (2-ambiguous). (b) Concatenations of original EEV and
an increasing number of linearly shifted EEVs. In contrast to (a), shift movements lead
to unsymmetrical intersection points. Hence, symmetry effects are irrelevant such that
truly unique object positions can be identified.
Figure 3.8(a) visualizes the results of the concatenation of an original EEV and an
increasing number of purely rotated EEVs in dependence of different RPD-values. If a
small value of RPD is defined, which represents a high measuring accuracy, even the
concatenation of a small number of rotational movements generates a high percentage of
2-ambigious object positions. With an accuracy of 1 % of relative potential distance with
respect to the reference point, a concatenation of original and two rotational EEVs is
sufficient to achieve a 100 % accuracy of 2-ambiguous object positions. For large RPD-
values, a large number of concatenations or a high measurement accuracy is required.
The results of concatenations of an original EEV and an increasing number of purely
linear shifted EEVs is shown in figure 3.8(b). In contrast to figure 3.8(a), comparable
RPD-values indicate lower results for the maximal number of unique points for the
same number of movements (e.g. ORIG +3 LS vs. ORIG + 3 ROT). The results imply
that combinations of rotations and linear shifts form an optimal strategy in which the
symmetry is broken and to achieve a high number of uniquely identifiable object positions.
Figure 3.9 illustrates results of uniqueness for mixed movement sequences. Here the
maximum number of unique positions is plotted over different RPD-values. The best
value of uniqueness is achieved by the concatenation of an original EEV, one linear
shift and one rotational movement (ORIG + LS + ROT). Even purely linearly shifted
movements (ORIG + LS + LS + LS) do not achieve higher values. The graphs of
purely rotational movements are set to zero because they are only 2-ambiguous. For an
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RPD-value of 4 %, the concatenation composed of the original EEV, one rotation and
one linear shift, enables an over 90 % unique identification of all possible object positions.
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Figure 3.9: Visualization of uniqueness for concatenations of mixed sequences of
rotations and linear shifts. Note that the movement sequences are not commutative.
The combination of an original EEV followed by one rotational and one linearly shift
movement (ORIG + LS + ROT) shows the best uniqueness values for a given RPD
in comparison to purely linearly shift concatenations as depicted in figure 3.8(b). For
purely rotational sequences (ORIG + ROT),(ORIG + ROT + ROT) the values are set
to zero, because they are only 2-ambiguous and not unique.
3.5 Summary
As described in detail in the in the introductory chapter 1, weakly electric fish are able
to generate and sense electric fields. They use this ability for communication and active
electrolocation. Specialized electroreceptors, distributed all over the fish’s skin, allow
to receive the emitted electric field and its distortions, caused by objects (Nelson and
MacIver 1999). In this chapter, the biological model was reduced to a simple emitter
and sensor dipole whose axis is arranged orthogonally and symmetrically to each other.
This reduced example was used to find an optimal, active movement strategy of the
sensor-emitter ensemble that leads to a unique identification of an object position in
the nearby environment of the array. This issue has been already pursued based on
probabilistic (e.g. Bayes filter, Kalman filter) approaches (Lebastard et al. 2013; Y.
Silverman et al. 2012; Y. Silverman et al. 2013). However, before these more complex
approaches are adopted, the very basic movement strategy of the sensor-emitter array can
first be optimized as such. Thus, the concept of EEVs (Solberg et al. 2008) was revised,
which contains the placement of objects at different positions relative to the sensor
frame. The object positions and the potential difference measured here are mapped in
an array (EEV). When a sufficient number of movements is arranged in a sequence, a
clear identification of the object positions is possible. Therefore, the sensor-emitter array
has to be moved actively and the respective EEV contour-rings, which are based on the
potential measurement at the sensors, have to be superimposed.
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In this chapter it was also shown, that the concatenation of purely rotational movements
has the disadvantage of mirror symmetries. Mirror symmetries can not be prevented
by superposition of contour-rings from rotated EEVs. For this reason, the notion of
2-ambiguous object positions was introduced for concatenations of pure rotations. In
contrast, the concatenation of pure linear shifts of the ensemble generates potentially
unambiguous results. But the highest percentage of object positions can be uniquely
identified by using a concatenation of the original EEV, a linearly shifted and a rotated
EEV (ORIG + LS + ROT). Based on the concept of MUPs (matrix of unique intersection
points) and respective contrast functions which have been defined in this chapter, an
evaluation of the uniqueness was performed.
The scanning strategy introduced in this chapter is based on the ability of a technological
measuring system to record the movement of the sensor-emitter system with a certain
accuracy in an egocentric reference frame. The biological model solves this problem
by receiving and processing of proprioceptive information of active body or body parts
movements. An example for an actively moved body part of fish is the Schnauzenorgan
(Engelmann et al. 2009) which is covered with hundreds of electroreceptors. By moving
the Schnauzenorgan, a fish presumably obtains additional information on its own location
and objects in its vicinity.
Furthermore, the movement velocity of the object to be observed must be taken into
account for position measurement accuracy. The measurement strategy proposed in
this chapter consists of the two sensor movements rotation and linear shift and the
corresponding measurements of the potentials at the sensors. The necessary EEV is used
like a lookup table and can be calculated beforehand. The movement of the sensor-emitter
ensemble could be realized in a technological implementation just by switching from one
pair of sensor electrodes to another one in an array of sensors. This further reduces the
time required for the measurement process.
In addition, this chapter focuses on the localization of a single object. If for example
more than one object is present in a symmetrical configuration with respect to the
sensor-emitter array, the sensor reading might cancel out and the system would be blind.
In a more general and natural situation, objects successively enter the boundary of the
measurement volume of the sensor-emitter array. This problem could be solved, at least
in part, by a higher system level that takes object tracking into account.
If the size and shape of objects are also to be determined, an electric imaging system
with considerably more than just two sensors would be required. This could be used to
receive an electrical projection of the object shape onto a sensory surface. An examplary
shape recognition strategy is presented by Ammari et al. (2014). The arrangement with
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multiple sensors as described above would therefore be beneficial both for speeding up
the measurement and for shape recognition.
In order to avoid computational expensive FEM-simulations for EEVs, the next chapter
will focus on a simplified analytical representation for EEV contour-ring calculations.
Faster calculations based on algebraic methods also allow the development of strategies
for an active design of the emitted field and for optimizing the arrangement of the sensors.
The results will finally be implemented in a real physical experiment in order to transfer
the active localization strategy shown here e.g. in marine robotics.
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4
Search area partitioning and contour-ring
fragmentation as a strategy in an application
for active electrolocation
Abstract
Chapter 1 explained that weakly electric fish use active electrolocation and scanning
behavior to detect objects and additional sensory information of their nearby environment.
Inspired by this biological example, this chapter carries the bioinspired approach an
important step further by introducing an application for active electrolocation based
on reduced sensor movement sequences as introduced in chapter 3. The reduced sensor
movements are used as a precursor for search area partitioning. In chapter 3 and in Wolf-
Homeyer et al. (2016), a minimal set of scanning movements was proposed. Conducted
with an initially simulated receptor system consisting of an emitter dipole and an
orthogonally arranged pair of sensor electrodes, sensor measurements are used to look up
EEV contour-rings (Solberg et al. 2008). The algorithm introduced in the present chapter
requires only fragments of discrete EEV contour-rings. It is based on an analytical
representation of the electric field and the EEVs rather than using computationally
expensive FEM-simulations. A close inspection of the scanning movements allows an
exclusion of sectors of the general search area (search area partitioning). Discrete two-
dimensional EEV contour-ring points (CRPs) of desired accuracy are extracted. Using a
nearness metric, sets generated for each sensor-emitter orientation are analyzed to find
subsets containing corresponding points which allow to estimate the object position. The
conception of two resulting localization algorithms concludes this chapter.
Most of the scientific results presented in this chapter have been published in:
Wolf-Homeyer et al. (2018)
This manuscript includes Jacob Engelmann and Axel Schneider as co-authors.
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4.1 Short range sensor application based on a biomimetic
abstraction for active electrolocation
Already at an early stage, realistic FEM-based field models were used to investigate
the field generated by fish and distortions caused by objects located within this field.
The biological model acted as inspiration to develop different approaches for short range
sensors for underwater systems. The sensor system in Boyer et al. (2012) is composed of
a mosaic of electrodes intended to measure currents. This includes a complex analytical
model for electrolocation of objects and also for the recognition of their different shapes.
The robotic electrolocator application developed by Bai et al. (2015) and Fang et al.
(2016) contains five or seven pairs of differential electrodes for sensing the perturbation
due to objects and for the evaluation of the resultant electric image. In this case, the
number of sensors used here compared to the biological model is small. In the following,
different approaches for the acquisition and analysis of measured data are identified. The
synergy between simulations and physical models have been investigated by Neveln et al.
(2013) for the study of bioinspired and biomimetic robotics which is based on electric
fish model approaches. For processing and analyzing the data of the electrolocation
system, Peng et al. (2017) presents three location algorithms in the frequency domain.
In Boyer et al. (2015), robotic systems are proposed which use a reactive control strategy
for electric sensing. The sensing system demonstrated in Bai et al. (2016) is based on a
capacitive method for object identification. In Lebastard et al. (2013), a model-based
approach by using a Kalmann filter is presented to uniquely localize objects. A dipole
approximation and a non-iterative multi-frequency location search algorithm is applied
in Ammari et al. (2013) which is based on a mathematical model.
In this chapter, the design of the sensor-emitter ensemble was deliberately reduced to
a minimum. As in chapter 3, the setup is composed of a simple emitter dipole and an
orthogonally arranged pair of sensor electrodes. This reduced system is used to develop an
application algorithm for active electrolocation. It contains a compact analytical model
of the electric field and the corresponding EEV and introduces two scanning strategies
based on a minimal set of scanning movements (Wolf-Homeyer et al. 2016) to transfer it
to future robot systems e.g. to AUVs (Autonomous Underwater Vehicles). In a first step,
an FEM-simulation used to create a ground truth and thus optimal measurement source
to be compared with the simplified, analytical calculation of an ensemble of electrosensory
viewpoints (EEV) for object localization as introduced in the course of this section. In
section 4.4, real test measurements will be introduced for reference.
The biomimetic abstraction as presented in section 2.3 and also used in Wolf-Homeyer
et al. (2016) is assumed to identify the position of a nearby object. The reduced sensor-
emitter system used here is based on the shape and kind of measurement introduced
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in Solberg et al. (2008). It is composed of a simple and orthogonally arranged sensor
and emitter dipole. The electrodes are assumed to be fixed on a joint electrode mount,
consequently they maintain their relative positions with respect to each other when
the mount is moved. Combined with the minimal movement strategy proposed in
Wolf-Homeyer et al. (2016), consisting of a combination of the original condition, a
rotational movement and a linear shift, a unique identification of an object position is
possible. The aim pursued in this chapter is to derive and assess an efficient algorithm,
which implements electrolocation based on this minimal movement strategy without the
computational costs of an FEM-simulation. A single sensor reading of the potential
difference ∆ϕ at the sensor electrodes can be used to look up EEV contour-rings, but
it does not uniquely identify the position of the object. A unique identification can be
achieved by shifting or rotating the sensor-emitter array. As a result, the respective EEV
is also moved according to the movement condition. If a measurement at the sensors
before and after the movement is given, in principle two sets of different contour-rings can
be looked up from the EEV. By superposition of these EEV contour-rings, the number of
possible object positions is reduced to the intersection points of the rings. In this chapter,
this primary movement strategy which performs the superposition of contour-rings to
find intersections will be replaced by a simple estimation of nearness.
4.1.1 Analytical calculation of electric field in a 2D-plane and the
charge of the dipole to determine the EEV
In a first approach, the EEV matrix was simulated by using FEM. The goal of this
section is to calculate EEVs analytically, that means independent of computationally
expensive FEM-simulations, which is based on a simplified analytical formulation. In
figure 4.1(a) the 2D-abstraction of the sensor-emitter array is presented. As shown in
figure 4.1(b), it is assumed that the electric field is caused by two parallel conducting
cylinders of infinite length and opposing line charge density λ in a homogeneous medium.
Both cylinders exhibit the same size, with radius R and their center points are arranged
at a distance of 2d apart.
A constant potential ±V0 at the emitter electrodes and consequently a constant voltage
V between these electrodes is required for the arrangement to be considered and for
following calculations. Here, the surfaces of the cylinders represent equipotential surfaces.
Thus, the dipole field caused by the two cylinders is equal to a field generated by two
charged wires. As a consequence, the line charge densities ±λ of these wires and their
distance b to the origin have to be found such that these conditions are satisfied. To find
a solution for b, the method of images is used which represents a special technique in
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Figure 4.1: Sensor-emitter ensemble in vector representation. (a) 2D-abstraction of
the sensor-emitter array. On the x-axis, the set of two emitter electrodes are arranged
orthogonally to the set of sensor electrodes, which are located on the y-axis. In addition,
the arrangement contains a spherical object. With reference to the equations shown
in section 4.1.1, the relationships within the configuration are represented by vectors.
(b) 3D-abstraction of two parallel conducting cylinders of infinite length which represent
the emitter electrodes. All drawings are not to scale.
electrostatics. In case that the potential V corresponds with the surfaces of the emitter
electrodes, the distance b can be calculated as:
b =
√
d2 −R2 (4.1)
The derivation of equation (4.1) is based on the analysis of Apollonian circles which can
be found in Appendix A. The line charges ±λ of the wires are equal to the charges on
the surface of the emitters and are located at positions ~xp = (−b, 0) and ~xn = (b, 0).
As depicted in detail in figure 4.1(b), the line charges ±λ (and the respective wires) are
aligned with respect to the z-axis if cartesian coordinates are assumed. In this case, the
electric field can be displayed as a function of the coordinates x and y. The emitter
electrodes in this 2D-plane are represented as circles of radius R. A constant charge
density can be observed within the cross-sectional area of these electrodes due to the
spatial distribution of the charge. The individual electric fields ~Ep and ~En at position
~x (point of observation) outside the cylinders can be analytically calculated for the
corresponding line charge density:
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~Ep(~x) =
λ
2pi
· ~rp
(rp)2
~rp = ~x− ~xp (4.2)
~En(~x) =
−λ
2pi
· ~rn
(rn)2
~rn = ~x− ~xn (4.3)
where rp and rn are the distances between position ~x and the electrically charged
conductors. The permittivity  is composed of the vacuum permittivity 0 and the
relative permittivity r of the medium as shown in equation (2.8).
The total electric field at the point of observation can be calculated by superposition of
the contributions of two opposing line charges and the corresponding individual electric
fields ~Ep and ~En:
~E(~x) = ~Ep(~x) + ~En(~x) (4.4)
~E(~x) =
1
2pi
·
(
λ(~x− ~xp)
‖x− xp‖2
− λ(~x− ~xn)‖x− xn‖2
)
(4.5)
The line charge density λ which is shown in equation (4.5) has to be determined in
consideration of the applied constant voltage V between the emitter electrodes. The
relationship between the scalar potential ϕ and the electric field vector ~E over the surface
of a conductor is generally defined as:
ϕ = −
∫
~Ed~s (4.6)
Applying this to equation (4.5) for the dipole field consisting of two opposite line charges
leads to the formulation of equation (4.7), which defines the potential distribution on
the 2D-plane.
ϕ(~x) =
λ
2pi
· ln
(
rn
rp
)
(4.7)
A constant potential ±V0 at the emitter electrodes is assumed. Here, the positive line
charge can be found at (−b, 0) and the negative at (b, 0). Thus, the voltage V between
the charges can be calculated from:
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V = V0(~xp)− (−V0(~xn)) = λ
4pi
ln
(√
(x− b)2 + y2√
(x+ b)2 + y2
)
(4.8)
By converting and simplifying equation (4.8), the respective line charge density at one
emitter electrode with fixed potential V0 can be determined (Landau et al. 1984):
λ =
V0 · 2pi
ln( dR +
√
( dR)
2 − 1)
=
V0 · 2pi
cosh−1( dR)
(4.9)
For all following steps, the line charge λ, as calculated in equation (4.9), remains constant
and will be inserted in equation (4.5).
The EEV, as already mentioned in section 2.3, describes the perturbation δϕ of a spherical
object of radius a in the uniform electric field E0 for a point ~r outside the sphere. To
create such an EEV, the analytical description derived in equation (2.60) can be used.
Adapted initially from Rasnow (1996), Solberg and co-workers (Solberg et al. 2008) as
well as Boyer et al. (2012); Bai et al. (2015); Fang et al. (2016); Neveln et al. (2013) and,
Lebastard et al. (2013) utilise a reduced form of this algebraic description.
Contrary to the calculation of the electric field described above, now the coordinate
origin is assumed to be in the center of the spherical object. Based on the 2D-solution
of Laplace’s equation (Landau et al. 1984), the perturbations δϕS1 at sensor S1 and
δϕS2 at sensor S2 of the electric field due to the sphere at point ~rS1 and point ~rS2 in the
2D-plane can be calculated as:
δϕS1(~rS1) =
~E(~x) · ~rS1 · a2
r2S1
· χ ~rS1 = ~s1 − ~x (4.10)
δϕS2(~rS2) =
~E(~x) · ~rS2 · a2
r2S2
· χ ~rS2 = ~s2 − ~x (4.11)
where rS1 and rS2 are the distances between the point of observation x and the respective
sensor electrodes. Here, the electric field ~E(~x) is based on equation (4.5). The real part
of the electrical contrast factor χ as introduced in equation (2.50) provides information
on whether the object is perfectly conducting (real(χ)=1), a perfect insulator (real(χ)=-
0.5) or if the spherical object has the same resistivity ρ and dielectric constant  as
the surrounding medium (real(χ)=0). The potential difference δϕ between the sensor
electrodes S1 and S2 can be determined by
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δϕ(~x) = δϕS1(~rS1)− δϕS2(~rS2) (4.12)
δϕ(~x) =
(
~E(~x) · (~s1 − ~x) · a2
‖~s1 − ~x‖2 −
~E(~x) · (~s2 − ~x) · a2
‖~s2 − ~x‖2
)
· χ (4.13)
where δϕ(~x) is an implicit function which represents the numerical discription of an EEV.
In the following, equation (4.13) is referred to as simplified analytical EEV representation.
In this chapter, the approach to analytically calculate the EEV distribution will replace
the numerical simulations performed by FEM as presented in Wolf-Homeyer et al. (2016).
To determine the accuracy of the analytical EEV description from equation (4.13) as
compared to the numerical (FEM-based) representation, the same fixed set of parameters
as in Wolf-Homeyer et al. (2016) is used. Especially, the deviation between the solutions of
the simplified analytical EEV representation and the FEM-simulation has to be estimated
and analyzed to consider them during further development of an application for active
electrolocation.
Figure 4.2 illustrates a comparison of FEM-simulated (a) and simplified analytical EEV
representation (b). In this example, EEV contour-rings caused by a spherical object at a
fixed position are shown. The comparison of the electric field components along cut line 1
(figure 4.2(c) and (d) shows a close match of the curves. This indicates that the applied
electric field of the dipole and the corresponding calculation of the line charge density
is similar in both cases. Also the comparison along cut line 1 and 2 of the simplified
analytical EEV representation (cmp. equation (4.13)) and the FEM-simulated EEV in
figure 4.2(e) and (f) shows a close match with decreasing precision in the vicinity of the
electrode sides. Additionally, a cut through the measured EEV is demonstrated. The
measuring system and experimental conditions will be described in detail in chapter 4.4.1.
The difference between the analytical and FEM-simulated EEV will be tolerated in the
development of the application.
4.2 Localization algorithm based on a basic movement se-
quence
Weakly electric fish show an increased movement activity close to interesting objects.
The correspoding movement behavior consists of linear shifted and rotational movements,
which seem to be crucial for the fish to collect information on an object (Hofmann
et al. 2014). Based on the preliminary work (Wolf-Homeyer et al. 2016) an algorithm
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Figure 4.2: Comparison of FEM-simulated and analytical EEV representations. (a)
FEM-based EEV of a conducting object of radius 7 mm located at position (-30, 20) mm.
The object causes the potential difference ∆ϕORIG between the sensors. This potential
difference can also be measured for object positions located along the blue EEV contour-
rings. (b) Analytical EEV with identical conditions. The potential difference ∆ϕORIG
which is determined in (a) is used to extract EEV contour-ring points (CRPs) by means
of the marching squares algorithm (Schroeder et al. 2006). In detail A, the deviation
between the FEM-simulation (green contour line), the analytically calculated CRPs
(blue asterisks) and the real object position (black circle) is illustrated. Detail B depicts
a singularity point at the position of sensor S2, which can also be found at all electrode
positions. The two horizontal cuts (dotted lines) visualize, where the data for panels
(c)-(f) were obtained: (c) x-component of the electric field based on FEM-simulation
(blue) and on the analytical solution (red) along cut line 1; (d) y-component of the
electric field with same conditions as in (c). The overlay of the results demonstrates a
close match for both cases. (e) Comparison of FEM-simulated, analytically calculated
and real measured EEV along cut line 1. The results include the marked object. (f) Same
as in (e) but for cut line 2. It should be noted that the analytical, the FEM-based
and the measured EEV are again in general agreement. The largest deviations can be
observed close to the electrode locations.
is developed which combines a minimal set of scanning movements, with intermediate
sensor measurements for object localization. Hereafter, the minimal set of scanning
movements, composed of linear and rotational movements of the sensor-emitter ensemble
(shown in figure 2.7(a)) , will be referred to as basic movement sequence.
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4.2.1 Active electrolocation by means of a basic algorithm
In figure 4.3, a flow chart of a localization algorithm for calculating an object position
is presented. It is based on the basic movement sequence which contains reduced
sensor movements as determined in Wolf-Homeyer et al. (2016) and in chapter 3. The
combination of a linear shift, a rotation and the original EEV has proven to be an optimal
movement sequence. Furthermore, it is described in Hofmann et al. (2014) and Lebastard
et al. (2016) that fish alternately exhibit sequences of linear and curve swimming behavior
when scanning interesting objects in their environment. This can be considered to be
a precursor for search area partitioning, which will be introduced in section 4.2.3. In
parallel with the four main steps of the algorithm shown in figure 4.3, this, this method of
search area partitioning is also implemented. Search area partitioning is also dependent
on the measured potential difference and the respective movement condition of the
sensor-emitter array. The first step contains the acquisition of readings from the sensor
electrodes for the reduced sequence of movements of the sensor-emitter array. It consists
of the three measurements of potentials (∆ϕORIG,∆ϕROT45,∆ϕLS) which result from
a 45◦ rotation (ROT45) and a linear shift (LS) of the sensor-emitter setup. For real
measurements, as explained in the example in section 4.4, the sensor-emitter array is
attached to a real robot arm. The arm actively executes the required movements (rotation
and linear shift) of the sensor and emitter electrodes, which maintain a constant relative
position with respect to each other. Subsequently, it is also possible to construct an array
containing electrodes at the original, rotated and displaced positions. For the particular
measurement, the electrodes corresponding to the respective rotated or shifted positions
would then have to be activated.
The second step of the algorithm from figure 4.3 deals with the definition of source field
parameters and calculates the EEV based on the simplified analytical representation
as described in section 4.1.1. This step requires the specification of the dipole charge
and the material properties (contrast factor, see equation (2.50)). Based on the three
measurements performed in step one, the EEV contour-ring points (CRPs) are extracted
in step three. According to the respective movement sequence, the orientation and
position of the contour-rings have to be modified. This method will be explained in
detail in sections 4.2.2 and 4.2.3. The final step (section 4.2.4) includes a nearness metric
to identify the object candidates.
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Figure 4.3: Basic movement sequence for active electrolocation illustrated in a flow
chart. The sequence can be devided into four steps from top to bottom: The first step
contains the data acquisition of sensor readings for a sequence of movements of the
sensor-emitter array. In the second step, the source field parameters are defined and
the basic EEV for the original position is calculated based on the simplified analytical
representation. Third, EEV contour-ring points (CRPs) which fit to the measured
potential difference ∆ϕ are extracted. Depending on the underlying movement sequence,
the detected CRPs are then either used directly, or rotated or shifted. As illustrated in
the parallel box on the left, the search area can be reduced to triangular sectors. The
detected CRPs of the third step then can be assigned to the associated sectors. The
fourth step is concerned with the identification of object candidates. Intersections of
EEV contour-ring fragments of different orientations and shifts within the search sectors
are candidates for the true object positions. Instead of intersection, in this sequence
the nearness, that means the shortest distance of fragments, is calculated. The centroid
of the CRPALL-polygon with smallest contour-length represents the calculated object
position
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4.2.2 Extraction of EEV CRPs and modification according to the re-
spective movement sequence
A discrete EEV matrix of object positions with defined resolution can be generated
by using the simplified analytical EEV representation according to equations (4.13)
and (4.5) as presented in section 4.1.1. If an object is placed within the dipole field, a
potential difference ∆ϕ between the sensor pair can be determined. Within the previously
generated EEV matrix, all possible positions which correspond to this measured potential
difference have to be extracted. The extraction is based on a marching squares algorithm
(Schroeder et al. 2006) which tracks the course of the respective EEV contour-ring. While
following a defined threshold isovalue line, this algorithm is used to extract contours
in a 2D-matrix. This results in the extraction of discrete 2D EEV contour-ring points
(CRPs) as illustrated in figure 4.2(b). Detail A depicts the extracted CRPs as blue
asterisks with a slight deviation to the real object position. To begin with, this operation
will always be performed by using the original, analytically calculated EEV matrix. In
consideration of the identified potential differences ∆ϕORIG, ∆ϕROT45 and ∆ϕLS it is
initially independent of the respective movement condition. In a subsequent step, a
transformation (rotation or shift operation) according to the movement condition will be
applied to the EEV matrix.
The marching squares algorithm determines whether an entry (pixel) of the matrix is
larger than or equal to a defined threshold value. In this case, the potential difference ∆ϕ
represents the threshold. In a 2D contour-plot, this algorithm computes the isoline, which
follows the isovalue in this given contour sequence. The general procedure of the marching
squares algorithm is based on a linear interpolation along edges and corners which is a
modification of the marching cubes algorithm, published by Lorensen and Cline (1987)
to extract a polygonal mesh of an isosurface from a 3D scalar field. The advantage here
is that the algorithm generates CRPs in sorted order with desired accuracy. Afterwards,
these CRPs can be transformed by using a suitable rotation or linear shift operator
according to the respective movement condition. The rotation operator transforms the
extracted CRPs anticlockwise around the origin (0,0) and maps the points onto a new
rotated position. By using the shift operator, the points are linearly shifted in the
selected x- and y-directions. Original EEV CRPs do not require any transformation. For
each movement condition, the resulting CRPs are stored in separate lists.
4.2.3 Search area partitioning
The combination of an original EEV and an EEV rotated by 45◦ allows the exclusion of
polygonal sectors of the search area. As will be shown, the search area can be reduced to
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a quarter of the original area. This also leads to a fragmentation of the contour-rings
and thus also of the extracted CRPs, which minimizes the number of ambiguous object
positions. In Boyer et al. (2013); Lanneau et al. (2017) and Bazeille et al. (2018) a similar
method for partitioning, but these cases in consideration of the sign of currents, measured
here, is demonstrated. The strategy introduced here is used as a precursor step which
reduces the complexity of the actual process of active electrolocation. To determine the
polygonal sectors which can be excluded from the search area, the actual movement and
the respective sign of the measured potential difference between the sensor electrodes
have to be considered. In figure 4.4, four possible cases are illustrated: Figures 4.4(a)-(c)
for case 1, (d)-(f) for case 2, (g)-(i) for case 3 and (j)-(l) for case 4. Each of the four cases
represents one distinct combination of the signs of the potential differences ∆ϕORIG
and ∆ϕROT45. The association to one of these four cases always creates two triangular
sectors, composed of different basic points for each case. In figure 4.5 an example of
the partitioning procedure is demonstrated. The example contains positive values for
the two potential differences which means that it is covered by case 1. This leads to a
fragmentation of the selected EEV contour-rings as depicted in figure 4.5(d). However,
the contour-rings are extracted as a set of CRPs, so it is required to examine whether
each individual CRP is located within one of these two sectors. If so, the CRP is assigned
to the respective sector and movement condition. If not, the CRP will not be considered
during further processing because it represents not an object candidate.
4.2.4 Active electrolocation strategy based on a nearness metric
As derived in Wolf-Homeyer et al. (2016), the position of an object can, in principle, be
determined at the intersections of the extracted EEV contour-rings of the original (ORIG),
the rotated (ROT45) and linearly shifted (LS) movement condition of the sensor-emitter
ensemble. These EEV contour-rings for the respective movement condition are shown in
figures 4.6(a)-(c). The EEVs are generated by means of FEM. In addition, this movement
sequence was determined in Wolf-Homeyer et al. (2016) as being the optimal movement
strategy. The movement conditions ORIG and ROT45 are not sufficient to uniquely
locate an object, because a symmetry of the contour-ring intersections are always present
in this combination. That means that in the worst case, four intersection points can be
identified for each pair of EEV contour-rings. This issue can be counteracted by including
the linear shift condition (LS). As a result, a reduction to just one solution is possible.
By using the marching squares algorithm, contour-ring intersections might be blurred,
caused by inaccuracies and spatial discretization effects. Hence, the identification of
precise intersections is replaced by the determination of spatial distances between CRPs
of different EEV fragments. Here, this modified strategy is referred to as nearness metric.
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Figure 4.4: Partitioning and reduction of search area as a precursor for active elec-
trolocation. It is based on case discrimination of a fixed set of movements (ORIG and
ROT45) of the sensor-emitter array and the sign of the measured potential difference.
Four possible cases can be identified according to the permutations of the potential
differences. Consequently, the association to one of the four cases reduces the search area
to a quarter of the original area. (a)-(l) The minimal and fixed set of sensor movements
allows the exclusion of sectors of the search area. This leads to a fragmentation of a
subset of EEV CRPs. In consideration of the sign of the potential differences ∆ϕORIG
((a), (d), (g), (j)) and ∆ϕROT45 ((b), (e), (h), (k)) determined at the sensors for the
respective movement condition, the search area can be reduced to a combination of two
triangular sectors ((c), (f), (i), (l)).
This means that all CRPs of EEV fragments which belong to one type of sensor-emitter
array orientation and position are tested with respect to their distances to all other CRPs
of the remaining EEV fragments of different orientation and position.
As illustrated in figure 4.6(d), CRPs for each movement condition in consideration of the
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Figure 4.5: Example to illustrate the procedure of partitioning. (a)-(d) An object at
position (-10, 30) mm is related to two EEV contour-rings for each movement condition.
In this case ∆ϕORIG and ∆ϕROT45 are both positive. This leads to a selection of the
partitioning of the search area as depicted in case 1 (see figure 4.4 (a)-(c))
respective potential difference ∆ϕ between the sensors are extracted. This is based on
the analytical formulation, the marching squares algorithm and subsequent modification
according to the respective movement operation (ROT45 or LS). In figure 4.6(e), contour-
ring fragments composed of those CRPs are shown which remain after using the method
of search area partitioning. An close-up view is depicted in detail A in figure 4.6(f).
Subsequently, the nearness of the remaining CRPs has to be investigated within the
reduced search area to estimate the position of the object. Thus, one contour-ring
fragment in figure 4.6(e) results from the original position of the sensor-emitter array
(ORIG, blue), one fragment results from the 45◦ rotation (ROT45, red), and one fragment
is due to the linear shift (LS, green). Consequently, out of these three fragments, three
CRPs have to be found which show the closest distance to each other as demonstrated
in the detail A in figure 4.6(f). As a result, a triangle (black) is composed of the three
CRPs. Instead of e.g. the surface area, the contour-length of the triangle is chosen
as a metric for the nearness of these three CRPs. The reason for this choice is that if
the three points are located far away from each other, but reside almost on one line,
the triangle would exhibit a small surface area. Consequently, a high nearness would
erroneously be indicated. To detect the triangle with the smallest nearness within the
search area, a permutation of all CRPs of the different contour-ring fragments is stored
in a matrix. This method is performed separately for the CRPs within search sectors
1 and 2 (upper and lower triangle). The best result is the triplet with the smallest
contour-length. The calculated object position is located at the centroid of the identified
triangle CRPALL with the smallest contour-length. If the special case occurs that the
triangle collapses to a line, the centroid will also be located on the line. The nearness
metric can also be maintained if a movement strategy is chosen which contains n instead
of three positions/orientations of the sensor-emitter ensemble. In this case, the triangle
changes into a polygon with n vertices.
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Figure 4.6: Modified strategy for active electrolocation based on the EEV intersection
method developed in Wolf-Homeyer et al. (2016). In contrast to the intersection
method, here the nearness of EEV CRPs is investigated. The CRPs are extracted by a
marching squares algorithm (Schroeder et al. 2006). (a) Original EEV contour-rings
(ORIG) for an object at position (-30, 20) mm, generated by an FEM-simulation. The
potential difference ∆ϕORIG can also be found along the blue EEV contour-rings. As a
consequence, the object position is not unique. (b) The object remains fixed while the
sensor-emitter ensemble is rotated by 45◦. It follows that the simulated EEV (ROT45)
is also rotated. Consequently, a new potential difference ∆ϕROT45 can be measured at
the sensors. This leads to the corresponding extracted EEV contour-rings highlighted
in red. (c) Same EEV as in (a) and (b) but for a linear shift of the sensor-emitter array
by 12 mm in the x- and y-directions (LS (12, 12) mm). Again, the object remains fixed.
The new potential difference ∆ϕLS can be identified along the green EEV contour-rings.
(d) In consideration of ∆ϕORIG, ∆ϕROT45 and ∆ϕLS, EEV CRPs are extracted. The
extraction is based on a marching squares algorithm. Depending on the corresponding
movement sequence, the points will be moved accordingly. (e) Method of reduction of
the search area for possible object positions. A partitioning of EEV CRP fragments is
performed. (f) Detail A with regard to (e). The nearness of the remaining points of the
EEV fragments is analyzed to calculate the object position within the reduced search
area (see figure 4.4). A triangle composed of one point for each individual movement
condition has to be created for all permutations. The calculated object position is
identified at the centroid of the CRPALL-polygon (highlighted in yellow) with the
smallest contour-length. In this example, the intersection area (yellow circle) differs
from the real center of the object (center of the black circle). On the one hand, it is
caused by a low resolution of the marching squares algorithm and, on the other hand,
the general differences between the simulated EEV and the analytically calculated EEV
as shown in figures 4.2(e) and 4.2(f).
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4.2.5 Results by using the basic movement sequence
The basic movement sequence for electrolocation was introduced in section 4.2.1. Addi-
tionally, detailed aspects such as CRP extraction (section 4.2.2), search area partitioning
(section 4.2.3) and the nearness metric for the actual identification of possible object
positions (section 4.2.4) were introduced. They represent central aspects of the algorith-
mic core of the localization process. The implementation of the simplified, analytical
representation for calculating the electric field and the respective EEV, as shown in
section 4.1.1, represents another significant aspect for the intended application for active
electrolocation. The lowered computational burden by using analytical solutions for
object localization is a basic requirement if the entire process is to be performed on a
small-scale processor system, e.g. in mobile robotic applications. In this section, the
differences between the analytically calculated object positions ~xCAL by means of the
above basic movement sequence are compared to the real object position ~xOBJ . At first,
instead of a physical measurement of the potential differences ∆ϕ for each object position
~xOBJ with a real sensor-emitter ensemble, the actual potential difference is taken from a
high-precision FEM-based COMSOL field simulation, in the sense of an optimal reference.
The results are fed into the algorithm proposed in this chapter. The reason for this is
that the accuracy of the algorithm can be assessed independently of errors caused by a
physical measurement process. The calculated object position ~xCAL is the output of the
algorithm.
In figure 4.7 an example to determine the uniqueness of all object positions within the
search area is presented. Figure 4.7(a) shows the matrix of Euclidean distance (MOED)
which visualizes the Euclidean distance between real (~xOBJ) and those positions identified
by using the basic movement sequence. In order to determine whether an object position
was calculated with sufficient accuracy, a threshold value has to be introduced. For
each possible object position, the result is entered into a binary matrix D in which the
value 0 is stored if the normalized distance lies below the threshold. Here, the distance
is normalized with respect to the diagonal distance of the search area. The diagonal
distance of the search area is the maximal possible diagonal distance between the minimal
position ~xmin (here: (-40, -40) mm) and the maximal position ~xmax (here: (40, 40) mm)
of the defined grid.
Therefore, the binary discretization-matrix D can be written as follows:
D(x, y) =
1 if
||~xOBJ−~xCAL||
||~xmin−~xmax|| > threshold
0 otherwise
(4.14)
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matrix of euclidean distance (MOED) for LS (12,12) mm 
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Figure 4.7: Matrix of Euclidean distance (MOED) and corresponding normalized
binary matrix by discretization D to examine deviations between real (~xOBJ) and
detected (analytical solution) object positions (~xCAL). (a) MOED as a result of a basic
movement sequence consisting of the original sensor-emitter position (ORIG), a rotation
by 45◦ (ROT45) and a linear shift by 12 mm in the x- and y-directions (LS (12, 12) mm).
The colour of each pixel indicates the the Euclidean distances between real (~xOBJ ) and
detected (~xCAL) object position. (b) Normalized discrete matrix D, in this example
for a threshold value larger than 10 %. The normalized distance corresponds to the
maximum possible diagonal distance of the search area. White pixels within the discrete
matrix D indicate that the object position cannot be uniquely identified, while black
pixels identify unique object positions.
Figure 4.7(b) illustrates a binary matrix D for a threshold value of 10. White pixels
represent non-unique object positions (nu-points), which will be counted for further
processing and analysis. Figure 4.7 only visualizes one linear shift movement condition
(LS (12, 12) mm) within the basic movement sequence (ORIG, ROT45, LS). If all cases
of linear shift movements are to be evaluated and trends have to be investigated, an
evaluation matrix as presented in figure 4.8 is used.
This example illustrates normalized tolerances of Euclidean distances between known
real (~xOBJ) and calculated (~xCAL) object positions in dependence of different threshold
values (from (a) 1 % to (i) 20 %). In figure 4.8 a single pixel within one of the evaluation
matrices visualizes the percentage of nu-points within the binary matrix as shown in
figure 4.7(b). The relative number of nu-points is represented in relation to the total
number of pixels per search matrix. Here, all cases of LS-conditions (LS (0...14, 0...14)
mm) for different threshold values are explored. For thresholds larger than 3 %, a
diagonal trend to the upper right corner can be observed. The resulting uniqueness for
these cases is better than 85 %. In each matrix, the red pixel indicate the shift condition
with the highest number of unique object positions.
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Figure 4.8: Evaluation matrix for all cases of linear shift movements according to
different threshold values for normalized tolerances of Euclidean distances between real
(~xOBJ) and calculated object positons (~xCAL). The evaluation is performed by using
the basic movement sequence (ORIG, ROT45, LS). (a)-(i) The colours within the the
matrices indicate the percentage of nu-points within the binary matrix D. Here, real
object positions are represented by inputs from an FEM-simulation. All cases of linear
shifts (LS (0...14, 0...14) mm) are investigated. A linear shift of 0 (LS (0, 0) mm) was not
considered and is marked in white. The best result of a linear shift condition according
to the evaluation matrix with a given threshold value is indicated by a red marker point.
A diagonal trend to the upper right corner (darker shades of blue) can be noticed for
thresholds more than 3 %. The uniqueness in these cases is better than 85 %.
4.3 Active electrolocation by means of a majority voting
approach
In order to partition the search area into sectors, the basic localization algorithm includes
a rotation of the sensor-emitter ensemble as a movement strategy. The linear shift
movement is performed to prevent symmetrical intersections of the contour-rings. To
increase the number of those locations in the search area where objects can be uniquely
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localized, the basic movement sequence is extended by additional linear shift movements.
When each of these different linear shifts is combined with the original EEV and the
rotated EEV, an evaluation can be performed by using the basic localization algorithm.
This results in several estimates of the possible object position. To decide on the best
estimate of the position, a majority voting approach is applied subsequently.
4.3.1 Process sequence of the majority voting approach
Three linear shift movements constitude the basis for the majority voting approach
introduced in this chapter. In figures 4.8(c)-(i), a diagonal shift direction is suggested as
a first movement. Furthermore, a second shift in the x-direction and a third shift in the
y-direction is assumed. Figure 4.9 illustrates an example application of this extended
movement combination composed of three basic movement sequences. Here, in each line
(a)-(e), (f)-(j) and (k)-(o) one different LS-condition has been applied, ORIG and ROT45
and the real object position (~xOBJ) are fixed conditions.
As a result, three object positions ~xCAL1, ~xCAL2 and ~xCAL3 are calculated. They form
the basis for a majority voting approach to determine the most likely object position.
For this, the minimal Euclidean distance of all permutations of the calculated object
positions has to be investigated.
∆~xi,j = ~xCALi − ~xCALj (4.15)
Let i,j ∈ {1,2,3} such that
‖∆~xi,j‖ = argmin(‖∆~xm,n‖ : m 6= n ∧ m,n ∈ {1, 2, 3}) (4.16)
The final resulting object position ~xRES is determined at the center point of the two
positions with the smallest Euclidean distance.
~xRES =
~xi + ~xj
2
(4.17)
The next section examines by how much the localization accuracy is improved when
using the triple LS-approach.
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Figure 4.9: Application example of an extended movement approach which consists
of three basic movement sequences. Each sequence contains a different LS, ORIG and
ROT45 are fixed conditions. The three results are the foundation for a majority voting
approach to find the most likely object position. In this example, the known real object
position is xOBJ (-30, 4) mm. (a)-(e) Basic movement sequence for a linear shift of
12 mm in the x- and y-directions LS1 (12, 12) mm. The calculated object position for
this composition/sequence is xCAL1 (-29.1, 3.9) mm. (f)-(j) Same conditions but for a
linear shift of 12 mm in the x-direction only LS2 (12, 0) mm. Here, a large deviation of
the calculated object position at xCAL2 (12,4, -8.0) mm can be noticed. (k)-(o) Linear
shift of 12 mm in the y-direction only LS3 (0, 12) mm. This results in a calculated object
position at xCAL3 (-29.1, 5.2) mm. The three resulting possible object positions xCAL1,
xCAL2 and xCAL3 are used to search for the minimal Euclidean distance of all their
permutations. According to the idea of a majority voting approach, the center point of
the two results with minimal Euclidean distance represents the object position xRES . In
this example xCAL1 and xCAL3 show the smallest Euclidean distance. As a consequence,
the final resultant object position is located at the center point xRES (-29.1, 4.5) mm.
The distance (error) between known real and calculated object locations is 1.04 mm or
0.92 % with regard to the normalized distance.
4.3.2 Method of separate discretization for the superposition process
In figure 4.9 the result of the majority voting approach using one triple LS-condition is
shown for a single object position only. However, all permutations of linear shifts for
all object positions have to be investigated in order to obtain information concerning
the uniqueness of all object positions and to provide recommendations for optimal LS
movement combinations. For this, a strategy is pursued that searches for the best
combination of triple LS movements with the smallest number of nu-points.
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Based on a defined threshold, binary matrices for each of the three movement sequences
containing one of the triple LS-conditions (ORIG, ROT45, LS1...3) are generated accord-
ing to equation (4.14). This is the precondition for the superposition process of these
three discretized matrices with different linear shifts. As a result, a majority voting
approach matrix (DMVA) consisting of values between 0 and 3 is generated.
DMVA(x, y) =
3∑
i=1
Di(x, y) (4.18)
Within this matrix DMVA, the values 0 and 1 identify unique object positions, the values
2 and 3 represent positions which are not unique. Thus, the resulting matrix DRES is
determined as follows:
DRES(x, y) =

1 if DMVA(x, y) = 2 ∨ DMVA(x, y) = 3
0 otherwise
(4.19)
The values 1 within matrix DRES represent nu-points, which are counted. Here again,
the result is used for an assessment of the uniqueness of object positions.
An example of the majority voting approach for all object positions by using three
different linear shifts is illustrated in figure 4.10. For a defined and fixed threshold value,
the results of this separate discretization method are depicted in figure 4.10(e)-(g). In
this case, all binary matrices D are generated with a threshold larger than 10 %. By
using the majority voting approach, the final matrix DRES as shown in figure 4.10(h)
can be generated. For this, the three single matrices D (equation (4.18)) have to be
added up and treated according to equation (4.19).
4.3.3 Results of majority voting approach compared to the basic move-
ment sequence
Based on each LS-condition, the separate discretization and superposition process can
be used for a fast investigation of all permutations of the triple LS combinations by
applying the majority voting approach. For a defined threshold the aim is to find the
best combination with the smallest number of nu-points. The comparison of the results
of nu-point object positions between the basic movement sequence and the majority
voting approach depending on different combinations of linear shifts and threshold values
is demonstrated in table 4.1. The best results of the basic movement sequence presented
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Figure 4.10: Example result of majority voting approach for all object positons within
the search area using different linear shifts. (a) MOED for a linear shift of 12 mm in the
x- and y-directions (LS1 (12, 12) mm). The colors indicate Euclidean distances between
known and calculated object positions. (b) MOED for a linear shift of 12 mm in the x-
direction only (LS2 (12, 0) mm). (c) MOED for a linear shift of 12 mm in the y-direction
only (LS3 (0, 12) mm). (d) Resultant matrix after using the majority voting approach.
In comparison to the results of the basic movement sequence, this approach reduces
Euclidean distances between known real and calculated object positions. (e) Normalized
binary matrix by discretization D for a threshold value larger than 10 %. In figure 4.7,
the illustrations of (a) and (e) were already shown before. (f) D related to the linear
shift of 12 mm in the x-direction only, as shown in (b). (g) D for a linear shift of 12 mm
in the y-direction only, referring to (c). (h) Resulting matrix DRES for an implemented
majority voting approach. Here again, the threshold value is larger than 10 %. This
application uses the method of separate discretization and the superposition process
as introduced in section 4.3.2. To analyze the uniqueness of possible object positions,
the values of nu-points are counted. In this example, a significant improvement in
comparison to the single results of the basic movement sequence demonstrated in (e)-(g)
can be noticed.
in this table are already shown in figure 4.8 as red markerpoints. A trend towards
diagonal shifts at approximately half the distance between the sensors and the center of
the sensor-emitter array for a threshold larger than 3% can be noticed. Depending on
these conditions, the uniqueness is better than 85%.
Furthermore, in table 4.1 the best results in terms of smallest number of nu-points and
the respective best combinations of all permutations of linear shifts for different threshold
values by using the majority voting approach are presented. In comparison with the
results of the basic movement sequence, the uniqueness is considerably improved. In
the last column of table 4.1, a modified majority voting approach for a specific case
combining pure x-, pure y- and diagonally-directed linear shifts is shown. Compared
with the best combinations of all permutations of the majority voting approach, no
significant deterioration of nu-points can be observed. For this reason, this specific case
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(LS1-LS3)
threshold nu-best nu-best nu-best for
[%] [%] LSx LSy [%] LS1x LS1y LS2x LS2y LS3x LS3y [%] comb.
1 49.7 1 5 48.3 10 5 2 4 1 5 49.6 5
2 20.6 0 13 14.3 15 0 9 11 0 13 14.9 13
3 15.1 8 13 8.7 15 1 9 11 0 13 9.6 13
4 12.5 8 13 6.7 13 0 10 12 0 13 7.4 13
5 11.1 10 11 5.6 13 0 10 12 0 13 6.5 13
8 9.5 10 11 4.2 14 1 10 11 6 5 5.4 13
10 8.9 8 10 3.7 14 1 10 11 6 5 4.9 12
15 8.0 10 11 2.7 15 0 11 9 0 11 3.8 12
20 7.5 9 10 2.3 15 0 11 9 0 11 3.4 12
basic movement majority voting
nu-best
 
at nu-best
 
at
(LS)
best result of
one linear shift 
best combination of 
(LSx, LSy, LSd)
sequence approach 
all permutations of linear shifts
best combination of
pure x-, pure y and
diagonal directed LS
Table 4.1: Comparison of results between the basic movement sequence and the
majority voting approach. For this, different combinations of linear shift directions and
pure x-, y- and diagonally-directed shifts are used. As a result, the smallest number of nu-
points, their positions and the best combination are presented. For evaluation, different
threshold values define the maximum permissible deviation (normalized Euclidean
distances) between the known real (~xOBJ) and the calculated object position (~xCAL).
The basic movement sequence uses only one linear shift within the corresponding
movement sequence (ORIG, ROT45 and LS). In figure 4.8, the results and tendency are
already illustrated. The majority voting approach uses the basic movement sequence
three times, each with a different linear shift. For a threshold value of 8 %, the best result
of using the basic movement sequence creates a share of 90 % of uniquely determinable
object positions. By using the majority voting approach, these results can be improved
to a value of 95 %.
is used for further investigation to find the best triple-LS combination with the smallest
number of nu-point object positions for a defined threshold value. The percentage of
nu-points within the binary matrix only for a combination of pure x-, pure y- and
diagonally-directed linear shifts in which all three values are the same. The result is
presented in figure 4.11. The best result of nu-points for all threshold values can be
found for a value equal to approximately half the distance between the sensors and the
center of the sensor-emitter ensemble.
4.4 Results of majority voting approach using real mea-
surements
In the preceding sections, sensor inputs from FEM-simulations were used instead of real
measurements to analyze the fundamental applicability of the introduced majority voting
approach. The benefit of using FEM-simulations was the provision of perfect and noise-
free potential differences between the sensor electrodes for all possible object positions.
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Figure 4.11: Percentage of nu-points within binary matrix for combinations of pure
x-, pure y- and diagonally-directed linear shifts. The results are dependent on different
thresholds for normalized Euclidean distances between real (~xOBJ) and calculated
object position (~xCAL). By using the majority voting approach, a triplet of a pure x-,
pure y- and diagonally-directed shift is applied to analyze the method and data. As
an example represents the value 13 on the x-axis the combination LSx = (13, 0) mm,
LSy = (0, 13) mm, LSd = (13, 13) mm. In addition, in each curve a red markerpoint is
included, which illustrates the best result with the lowest percentage of nu-points. For
all threshold values, the best result of nu-points can be found at approximately half the
distance between the sensors and the center of the sensor-emitter ensemble.
These perfect sensor values are used as reference for the evaluation of the algorithm
for object localization. Thus, the accuracy of the proposed localization algorithm could
be explicitly validated without the undesired side-effects of real measurements, such as
noise. Furthermore, results should be obtained that are initially unaffected by constraints
such as different object and fluid parameters, temperature, polarization effects at the
electrodes and setup inaccuracies. The use of FEM-simulations enables identical boundary
conditions with different test parameters to be repeated several times with reproducible
results. In this section it is shown that the strategy can also be used on the basis of
noisy data from a real measurement system.
4.4.1 Implementation of a real measurement system and first results
Inputs of real measurements, which represent object positions, are required during the
validation of the majority voting approach. Therefore, a physical measurement system
has been set up, containing a sensor pod which consists of four sensor-emitter electrodes.
The electrodes are connected to an embedded mixed-signal hardware. As demonstrated in
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figure 4.12(a), the entire setup is mounted on a robot with SCARA-kinematics (selective
compliance assembly robot arm).
embedded hardware implemented on real robotic-setup
SCARA  
robot
sensor
 pod spherical
object on 
mount
embedded
hardware
(a)
sensor pod with electrodes and object
sensor pod
with 
chlorinated
silver 
electrodes
sphere attached 
on object mount 
S1 
S2 
+
-
(b)
Figure 4.12: Robotic and sensor pod setup with embedded mixed-signal hardware
for real measurements. (a) Real robotic setup, consisting of a four-axis SCARA robot
on which a sensor pod is attached to its end-effector. The setup is used to generate
EEVs by moving the sensor pod on a meandering path relative to a spherical object
which is fixed on a mount and placed in a water-filled basin. By means of an external
frequency generator, the electric dipole field is emitted via the emitter electrodes of the
pod. Embedded hardware is used to perform the analysis and digital processing of the
measured signals and their transfer to a PC. (b) Sensor pod with four chlorinated silver
electrodes which are arranged orthogonally to each other. One pair acts as an emitter
dipole, the other as sensor electrodes. All measurements are performed in the water at
a distance of 1 mm above the spherical object.
The sensor pod, which is attached to the robots end-effector, is moved by the four-
axis SCARA robot through a water-filled basin. In this case, the water has a defined
conductivity of 400 µS/cm−1. A conducting stainless steel sphere (r = 7.5 mm) is fixed
on a mount which is placed in the water basin. A close-up view of the sensor pod
including the electrodes and of the object on a mount is depicted in figure 4.12(b). The
sensor pod contains four chlorinated and orthogonally arranged silver electrodes with
radius r = 1 mm. One pair generates the electric dipole field, the other pair acts as
measuring electrodes for sensing the signals. As already shown in figure 2.7(a), the
distance between the two electrodes of each pair is 50 mm. Each electrode is inserted
into a glass pipette which is sealed with glue as proposed by Rasnow (2005). An external
frequency generator is used to generate an electric dipole field at the emitter electrodes
with a 1 kHz sine signal with an RMS value of 1 V. The analogue signal measured at the
differential electrode pair is amplified by a gain factor of G = 275. Subsequently, the
analogue signal is converted into a digital signal by the embedded hardware for further
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processing and analysis. To measure EEVs, a grid of 160 mm by 160 mm is scanned by
the robot in 4 mm steps. The intermediate values are interpolated bicubically. At each
position, the measuring time is 0.02 s (20 periods) with a sampling frequency of 100
MS/s. All measurements are carried out at a distance of 1 mm above the conductive
sphere.
By application of a fast Fourier transform (FFT), the amplified signal is transferred
to the fequency domain. To construct the entry for the EEV matrix at the respective
measurement position, the amplitude of the 1 kHz component is selected from the
amplitude spectrum. If an asymmetrical sensor arrangement is given due to inaccuracies
in the physical setup, an offset may be recorded, which has to be subtracted from the
measured values. Figure 4.13 demonstates measured and smoothed EEV matrices without
offset.
Figure 4.13(a) illustrates a 3D-plot of a measured EEV. Particularly at the base region
of the EEV in the range of about 0 V, a noise carpet can be observed. Based on this
measured EEV, a 3D-plot of a smoothed EEV with a Gaussian filter with a standard
deviation of σ = 8 can be seen in figure 4.13(b). In figure 4.13(c), a 2D-plot related
to figure 4.13(a) is depicted. The smoothed 2D-plot in figure 4.13(d) corresponds to
the 3D-plot in figure 4.13(b). In this example, an object is located at (-30, -30) mm
which causes the blue highlighted EEV contour-rings. The comparison of the measured
EEV and the smoothed EEV shows that the smoothed contour-rings emphasizes the
natural partitioning of the EEV into four quadrants. It follows that the accuracy of the
measurements is improved although the total range of the EEV is getting smaller because
of the Gaussian filter. By multiplying the EEV by a suitable factor, the range of the
EEV can be re-adjusted. Therefore, by subtracting both EEVs, the mean value of the
absolute error between the analytically calculated EEV matrix and the measured EEV
matrix can be calculated and subtracted from the EEVs. For further measurements, this
calculated factor will be retained as a constant value.
The validation process of the majority voting approach includes the results of unfiltered
and filtered measurements. The same method as in section 4.3 is applied to analyze
the results but here real measurements are used as inputs instead of simulations. By
using the majority voting approach, table 4.2 shows the results of real measurements
for a fixed triple combination, composed of pure x-, pure y- and a diagonally-directed
shift of half the distance between sensor electrode and the center of the sensor-emitter
array (12.5 mm). Here, the results are depending on different threshold values for
normalized Euclidean distances between the known real (~xOBJ) and calculated (~xCAL)
object positions. Furthermore, unfiltered and various filtered EEV matrices (Gaussian
filter with σ = 6...10) are analyzed. A standard deviation of σ = 9 causes the best result
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Figure 4.13: Comparison of measured EEV matrix and an EEV matrix smoothed
with a Gaussian filter. (a) 3D-plot of a measured EEV. Particularly at the base area
at potential differences of about 0 V, a noise carpet can be observed. (b) 3D-plot of a
measured EEV matrix as in (a) but smoothed by a Gaussian filter (standard deviation
σ = 8). (c) 2D-plot of a measured EEV corresponding to (a) with an object located
at (-30, -30) mm. The object causes a potential difference that can also be measured
along the blue EEV contour-rings. The noise, especially in the range about 0 V, leads
to the distortion of contour-rings in the exterior region of the EEV. (d) 2D-plot of
smoothed EEV, corresponding to (b). For an object at the same position as in (c), the
EEV contour-rings are extracted. The deviations are reduced by the smoothing which
improves the measurement accuracy in the area that exhibits small gradients.
with a share of about 80 % unique object positions (∼20 % non-unique object positions).
This is indicated in table 4.2 by a red rectangle.
4.4.2 Optimization of the measurement results
Compared to the results of simulation shown in table 4.1 which represent ideal and
reproducible values, the results of real measurements presented above contains potential
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filter no filter σ = 6 σ = 7 σ = 8 σ = 9 σ = 10
factor 0.4 0.49 0.52 0.55 0.6 0.6
threshold nu-best nu-best nu-best nu-best nu-best nu-best 
[%] [%] [%] [%] [%] [%] [%]
1 94.8 90.2 88.0 89.0 93.5 95.9
2 83.4 72.0 72.0 72.5 77.2 83.9
3 71.0 55.6 55.8 57.7 62.8 68.9
4 63.7 44.6 42.2 42.1 50.7 56.7
5 58.5 39.4 36.2 33.1 37.1 46.0
8 50.8 33.6 29.6 24.5 23.5 26.6
10 48.2 31.8 27.5 22.6 21.4 23.9
15 44.3 30.5 26.4 21.5 19.8 21.3
20 41.9 29.9 26.3 21.5 19.8 21.1
filtered EEV-matrix by Gaussian filter with standard deviation specified by σ
for combination LSx = (12.5,0) mm, LSy = (0,12.5) mm, LSd = (12.5,12.5) mm 
majority voting approach (real measurements)
Table 4.2: Results of real measurements based on the majority voting approach.
They are determined for different threshold values for normalized Euclidean distances
between the known real (~xOBJ ) and the calculated object position (~xCAL). A fixed triple
combination composed of pure x-, y- and a diagonally-directed shift in half-distance
(12.5 mm) between the sensors and the center of the sensor-emitter ensemble is applied.
An EEV matrix without filter is compared to different filtered EEV matrices which are
created by a Gaussian filter with standard deviation specified by different σ. The best
result with a share of 80% unique object positions is indicated in the table by a red
rectangle.
for optimization. In order to get as close as possible to the quality of these ideal results,
the following optimizations have to be carried out:
 An offset will be reduced by maintaining a precise symmetry in all dimensions of
the real sensor pod.
 First measurements were realized at a small distance above the spherical object. To
intensify distortions of the electric field, caused by the object, and their resultant
EEVs, upcoming measurements could be performed at the height level of the object.
To avoid collisions with the object, the positioning of the sensor pod has to be
monitored.
 The errors caused by interpolation could be reduced by a field scan with a smaller
step size (higher resolution).
 Long-term measurements are influenced by temperature. This effect has to be
examined by further measurements. Like for all other parameters of the fluid and
the object it has to be ensured, that the temperature is also kept constant.
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4.5 Summary
Based on EEVs, a general movement strategy for active electrolocation of an object
was introduced in chapter 3 and (Wolf-Homeyer et al. 2016). Here, the composition
of EEV contour-rings of an original position (ORIG), a 45◦ rotated (ROT45) and of a
linearly shifted (LS) sensor-emitter ensemble was identified as the minimal necessary set
of scanning movements. These results were determined by means of FEM-simulations
of the electric field. Based on an analytical calculation of EEVs, the current chapter
examined open questions without computationally expensive FEM-simulations. Hereby,
the advantage arises that the calculations can be conducted on embedded hardware
systems for robotic applications.
In the first step of the strategy introduced in this chapter, the minimal set of scanning
movements is applied. The rotation by 45◦ within the composition of movements allows
a partitioning and a resultant exclusion of sectors of the search area. Beforehand, a
discrete EEV matrix is generated from the simplified analytical formulation. Depending
on the potential difference measured at the sensors, the contour-ring points (CRPs)
are extracted by application of a marching squares algorithm. The partitioning of the
search area leads to a fragmentation of the extracted EEV CRPs. As a result, for each
orientation of the sensor-emitter array, a subset of 2D discrete EEV CRPs of desired
accuracy can be determined. In Wolf-Homeyer et al. (2016) the intersections of EEV
contour-rings were used to calculate the position of the object. Instead of intersections,
in this chapter a nearness metric from the CPR subsets is introduced and used for
object localization. This strategy is less sensitive to inaccuracies of measurements or
discretization effects that possibly lead to blurred EEV contour-rings. As a consequence,
this strategy reduces the number of ambiguous object positions.
The application for active electrolocation introduced in this chapter is implemented
independently of probabilistic models (e.g. Kalman filter, Bayes filter) as opposed to
Lebastard et al. (2013); Solberg et al. (2008); Y. Silverman et al. (2012) and Y. Silverman
et al. (2013). In contrast to these more complex and high level procedures this method
goes a step back and takes up the concept of EEVs again. Thus, existing information
from unprocessed data can be extracted. The application is only dependent on direct
sensor readings of a simple sensor-emitter ensemble. Thus, the measured potential
differences at the sensor electrodes allow the generation of EEVs, which provide direct
information on possible object positions. In combination with a minimal set of movement
conditions arranged in a fixed sequence, a unique localization of an object is enabled.
This concept differs from probabilistic approaches like particle filters but it can be used as
a pre-processing step for such higher level algorithms. Within the particle filter algorithm,
each possible object position is represented by discrete particles with different likelihood
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weightings. The aim is to minimize the expected variance of the particles. Therefore, the
controller continuously has to predict and update this probability to make a hypothesis
of where the object can be identified. However, the application introduced here can be
implemented independently of recursive procedures.
On basis of the time complexity of each single algorithmic part, the time consumption of
the complete application can be determined. The four general steps of the algorithm are
demonstrated in the flow chart in figure 4.3. At first, the initial data acquisition and the
calculation of the field is performed once. Hence, a low computing time with constant
time complexity is consumed in both steps. The EEV contour-rings are extracted by
means of a marching squares algorithm. This exhibits a low and linear time complexity
of O(n). This step can be implemented in a computationally efficient way. Within the
last step, the identification of the object candidates is based on a nearness metric. This
shows a cubic time complexity of O(n3). The reason for this is that the contour-lengths
of the triangles of all possible permutations from the three subsets (ORIG, ROT45, LS)
have to be compared with each other. As a result, the triangle with the smallest nearness
in each sector has to be selected. An improvement of the time consumption is possible if
the resolution of the marching squares algorithm is reduced. Furthermore, the method of
partitioning reduces the search area to a quarter of the original area. Consequently, the
number of CRPs is approximately reduced to one quarter of its initial value.
The weakly electric fish is used as biological inspiration for the application presented
here. An electric field is generated by specialized muscle cells in the tail region of the fish.
A large number of electroreceptors distributed all over the fish’s skin perceive distortions
of the self-generated field, caused by objects (Nelson and MacIver 2006). Compared to
the biological receptor-emitter system of fish, the technical equivalent realized in this
application is composed of a simple emitter dipole and a pair of sensor electrodes which
are arranged symmetrically and orthogonally with respect to each other.
As an improved strategy to the above described basic movement sequence, a majority
voting approach was also introduced in this chapter as an active electrolocation algorithm.
Therefore, the minimal set of scanning movements is used three times, each with a
different linear shift. Based on the three results, the majority voting approach is applied
to extract the most likely object position. The algorithm uses the calculated object
position from each of the three trials and determines the Euclidean distance of all
possible combinations of these results. At the center point of the two results with
minimal Euclidean distance, the final resulting object position is assumed.
A composition of a pure x-, a pure y- and a diagonally-directed linear shift is used for a
modified majority voting approach. The best triple combination of linear shifts for this
specific case can be located at a value of approximately half the distance between the
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sensors and the center of the sensor-emitter array. It is caused by the general shape of
the EEV as illustrated in figures 2.8(a) and 2.8(b). In the base region of the EEV at a
measuring range of about 0 V, EEV rings with a large contour-length are extracted. As
a consequence, a high number of possible object positions can be detected. Furthermore,
this region exhibits a small gradient which leads to significant divergences of the possible
object positions, even if the measurement accuracy shows only slight deviations. In
contrast to this, the higher level regions of the EEV, for both positive and negative values
of potential differences, show larger gradients and smaller contour-lengths of the extracted
EEV rings. The advantage of this is that the number of possible object positons is reduced
and possible measurement deviations cause only minor effects. Consequently, the search
area can be reduced again and the ambiguous object position can be determined more
accurately if a combination of EEV contour-rings is used which contains a large number
of extracted contour-rings from higher regions of the EEVs. The results in figure 4.11
show that it can be achieved by shifting the sensor-emitter ensemble by a value of half
the distance between the sensors and the center of the array. The realization of the
movement conditions of the sensor-emitter ensemble could be carried out by switching
between different sets of sensor electrodes in a sensor array. Both localization algorithm
introduced in this chapter are prepared for implementation on an application-oriented
embedded hardware system.
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5
Evaluation of a fitted histogram representation
of EEVs for the estimation of an optimal
composition of movement sequences
Abstract
Weakly electric fish are capable of performing active electrolocation. This ability is
supported by performing swimming movements, presumably to scan interesting objects.
Based on this, bioinspired approaches have already been introduced in chapters 3 (Wolf-
Homeyer et al. 2016) and 4 (Wolf-Homeyer et al. 2018) for the unique localization
of an object. At first, a minimum set of scanning movements of a sensor-emitter
system, composed of an original, a rotational and a linear shift movement was proposed
as an optimal concatenation of movements. Based on this, an application for active
electrolocation was introduced. As in the present chapter, a symmetrical receptor system
consisting of a sensor pair and an orthogonally arranged emitter pair is chosen in all
investigations. The basic principle behind all localization strategies is the superposition
of extracted EEV contour-rings. Intersections or the nearness of the individual rings
provide information about possible object positions.
In this chapter, a fitted histogram representation of the EEVs, based on the kernel
density estimation, is used to be able to compare a large number of different movement
sequences. The examination is performed by means of histograms which are created by
the simplified analytical representation of the potential differences from the resulting
EEVs as introduced in chapter 4. By using a histogram fit strategy, all possible movement
combinations, consisting of original, rotated, and shifted sensor-emitter ensemble can
then be tested in a brute force approach. The overall best sequence can be determined
by finding exactly the movement sequence whose combined EEV is represented by a
density fit curve with the smallest maximum.
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5.1 Consideration of the general shape of an EEV by means
of a histogram representation and density fit curve
Inspired by the biological model of weakly electric fish, in chapter 3 and in Wolf-
Homeyer et al. (2016) a minimal set of scanning movements of a receptor system was
proposed to detect objects by active electrolocation. The optimal concatenation of
movements derived here is composed of the original EEV, a rotation and a linear shift
of the original EEV. The basic principle behind the scanning strategy is based on the
superposition of numerical extracted contour-rings of FEM-simulated and differently
moved EEVs which leads to intersections of the extracted contours. These intersections
provide possible object positions. At each point of the search area, different potential
differences can be measured, hence different sized contour-rings are formed. Two different
discretization strategies (CEN and RPD) are implemented for the numerical extraction
of EEV contour-rings. However, the strategies depend on the respective parameters  and
∆ϕr which have to be defined beforehand. In addition, blurred measured values have to
be compensated by adjusting these parameters. Since the strategy is also dependent on
time-consuming simulation results, an optimal movement sequence was only determined
by solely concatenating the prior best movement conditions and not by investigating all
possible permutations. Furthermore, the test conditions were limited to a linear shift of
0 mm to 9 mm in 1 mm steps, both in x- and y-direction, due to the high computational
effort.
Chapter 4 and Wolf-Homeyer et al. (2018) introduce an application for active electroloca-
tion based on the minimum set of scanning movements proposed in chapter 3. A reduced
sensor movement sequence composed of the original EEV and an EEV rotated by 45◦,
is used as a precursor for a fragmentation of the contour-rings. This fixed rotational
movement is required to perform the maximal reduction of the search area. Based on an
analytical calculation of the EEVs and independently of computationally expensive simu-
lations, two localization algorithms are introduced in this chapter 4, which require only
the fragments of discrete EEV contour-rings. As modification of the intersection method,
the localization algorithms use a nearness metric to examine for each sensor-emitter shift
(orientation of 0 mm to 25 mm in 1 mm steps, both in x- and y-direction), whether the
identified object positions are unique. By using the majority voting approach, in which
again each point of the matrix has to investigated, the best triple combination of linear
shifts can be located by shifting the sensor-emitter ensemble by a value of approximately
half the distance between the sensors and the center of the sensor-emitter array. This
extensive investigation in chapter 4 was possible because the rotational movement was a
fixed parameter, but it would have been overly time-consuming if all rotations had been
involved in the study.
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representation and density fit curve
The empirically determined results shown in the preceding chapters suggest that the
basic shape of the EEV, as depicted in figure 5.1(a) as a 2D-plot and 5.1(b) as a 3D-plot,
plays a major role in estimating an optimal composition of a movement sequence. The
EEV’s extensive base region at a range of about 0 V causes extracted EEV contour-rings
with a large contour length. Consequently, a high number of possible object positions
can be identified. In addition, this region exhibits a small gradient of the potential
differences. Even if slight deviations in the measurement accuracy are present, significant
differences of possible object positions may result. On the contrary, regions of larger
potential differences (higher level regions) in the EEV show smaller contour-lengths of
the extracted contour-rings with larger gradients. Hence, the number of possible object
positions is reduced and only minor effects are caused by possible deviations of the
measurements e.g. due to noise.
The example in figure 5.2 compares the superposition of extracted EEV contour-rings
using the same movement sequence but the object is assumed at different positions. In
figure 5.2(a)-(d) the object is located far away from the sensors and emitters. As a
consequence, large contour-rings in the range of about 0 V are extracted for the three
movement operations in the sequence. The result of the superposition in figure 5.2(d)
illustrates, that a unique object localization is not possible, since several contour-rings
run almost in parallel to each other at very low distances. If a combination of EEV
contour-rings is used, which contains a large number of extracted contour-rings from
higher levels of the EEV, a unique object position can be identified more accurately. The
example in figure 5.2(e)-(h) demonstrates such a case. Since the object is located closer
to the sensor-emitter array, smaller contour-rings are selected. Furthermore, the result in
figure 5.2(h) also shows that the linear shift movement is required in order to break the
mirror symmetry caused by purely rotational movements on the one hand and to provide
combinations of extracted EEV contour-rings, consisting of the base region and regions
from higher levels on the other. It is easier to identify points of intersection which favor
the uniqueness of the object localization.
To avoid that contour-rings have to be extracted again for each point in the search matrix
and for each movement condition, so that the result can be examined for uniqueness by a
superposition and by using an intersection method or nearness metric, a new strategy is
introduced. For this, fitted histogram representations of the EEVs are required to identify
an optimal composition of movements from a large number of movement sequences. The
histogram depicted in figure 5.1(c) is based on the EEV already shown in 5.1(a) and (b).
The heights of the bins illustrate the relative frequency density of the potential difference
of the EEV. In addition, a smoothed density fit curve of the histogram, generated by a
kernel density estimation (KDE) (Rosenblatt 1956; Parzen 1962), is presented in black.
This fit curve allows the estimation of the probability distribution within the EEV for
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Figure 5.1: 2D- and 3D-plot of an EEV and the corresponding histogram with kernel
smoothing density fit curve. (a) 2D-plot of a FEM-simulated EEV. This visualization
also shows the sensors S1 and S2 and emitters (labelled + and -), which are symmetrically
and orthogonally arranged to each other. Depending on the potential difference measured
at the sensors, mirror symmetrical EEV contour-rings of different sizes can be extracted.
(b) The general form of the EEV is represented as a 3D-plot. In the range of about 0 V
only small gradients of the potential differences can be found which leads to contour-rings
with large contour-lengths. As a consequence, a high number of possible object positions
can be identified. In the higher level regions of the EEV the contour-lengths of the
extracted EEV rings are smaller and the gradients of the potential differences are larger.
The advantage of this is that the number of possible object positions is reduced and
inaccuracies in potential measurements show smaller effects. (c) Histogram of an EEV
with a kernel smoothing density fit function. The individual bins of the histogram,
which are of equal width, are also color-coded according to the legend shown between
(a) and (b) to indicate the respective potential difference at the sensors. The heights of
the bins indicate the relative frequency density, i.e. their total sum equals 100 %. The
smoothed density fit curve, illustrated in black, was generated based on a kernel density
estimation as introduced in section 5.2.
discrete points independently of a parameterization. This will play an important role in
the strategy elucidated in the following section.
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Figure 5.2: Comparison of a superposition of extracted EEV contour-rings using the
same movement sequence but for different object positions. The two examples shown in
(a)-(d) for an object at position 1 (-10, -30) mm and in (e)-(h) for an object at position
2 (-6, 10) mm were based on the composition of the original EEV matrix ((a) and (e)), a
rotational movement by 45◦ ((b) and (f)) and a linear shift of 12 mm in both x- and
y-directions ((c) and (g)). (d) Result of the superposition of extracted EEV contour-rings
for position 1. In this case, the object is situated far away from the emitters and sensors,
so the contour-rings extracted for all three movement sequences are comparably large. In
this case, it is not possible to identify a unique object position by using the intersection
method or the nearness metric derived from it, because several contour-rings run in
parallel at a close distance to each other. In addition, large EEV contour-rings also
imply many possible object positions. (h) Result of the superposition of extracted EEV
contour-rings for position 2. A combination of small and large contour-rings enables a
unique object localization, since intersection points of the rings can be clearly identified.
5.2 Estimation of an optimal composition of movement se-
quences based on a fitted histogram representation of
EEVs
As mentioned in the introductory section 5.1, the aim of the fitted histogram representa-
tion is to determine optimal combinations from a large number of movement sequences
that provide a unique localization of objects in the widest possible search area. For the
introduced strategies, each discrete point within the search matrix has to be examined for
uniqueness. For each point the potential difference has to be measured separately with
respect to each movement condition. After that, the corresponding EEV contour-rings
have to be extracted and the intersection points or the nearness of the rings have to be
determined to be able to perform a localization and to obtain a prediction about the
uniqueness. The method introduced in this chapter, referred to as histogram fit strategy,
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examines the totality of the points contained in a search matrix, which significantly
reduces the analytical effort. A second advantage of this strategy is that only the super-
position and not each individual movement condition of the sequence to be observed will
be analyzed.
In figure 5.3, the histogram fit representations of EEVs is illustrated to identify an optimal
composition of movement sequences. Based on a kernel density estimation, the density
fit curve, which is an envelope of the histogram of EEV potential differences, can be
determined to estimate an optimal composition of movement sequences. Figures 5.3(a)-(c)
show an example of a sequence, composed of an analytically calculated original EEV
(ORIG), a rotated EEV by 45◦ (ROT45) and a linearly shifted EEV both in x- and
y-direction (LS (12.5, 12.5) mm). Figures 5.3(d)-(f) exemplary depict the respective
histogram fit representations. Here, the absolute values of the potential differences within
the analytically calculated EEV matrix are used. In addition, the matrices are normalized
to a value range between 0 and 1. The resulting data is plotted as a histogram for which
the number of bins was arbitrarily set to 20. It has to be emphasized that the KDE is
independent of the choice of bin numbers of the histogram, since the latter only serves
the visualization of the value distribution. The estimation of the density fit curve itself,
however, is based on a sample of 100 values from the respective EEV.
The essential part of the strategy is visualized in figure 5.3(g). Again, a histogram fit
representation is shown, but in this case it was obtained from a superposition of the
absolute matrices of ORIG, ROT45 and LS(12.5, 12.5) mm. To improve the comparability
of different movement sequences, the superposition is followed again by a normalization.
Compared to the results of each single movement condition presented in figures 5.3(d)-(f),
the maximum value of the density fit curve (colored in red) decreases when a superposition
is used. A further effect that can be observed in the histogram is that the frequency
is more evenly distributed and thus also the mean value of the gradient of the curve is
reduced. As the most important aspect of the procedure, it is this uniform distribution of
potential differences which is desired. By superposition of EEV matrices from a sequence
composed of different movement operations, a combination of potential values is obtained
for each discrete point. Now the objective is to find those combinations for which the
number of potential differences in the range of 0 V is minimized, since these values are
the main reason for a non-unique object localization. In the histogram, respectively in
the density fit curve, these unwanted combinations can be found in the left part, i.e. in
the region of the first bins. The strategy does not examine each individual point of the
superimposed EEV matrices but the totality of the points within the resulting matrix.
Thus, also a large number of movement combinations can be examined to identify the
best sequences using a suitable selection of movements. The movement sequence with
the lowest maximum value of the density curve represents the best combination.
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Figure 5.3: Histogram fit representation of EEVs based on a kernel density estimation
(KDE) to identify an optimal composition of movement sequences. The histogram
visualizes the distribution of the potential difference of the EEV. (a) Analytically
calculated original EEV (ORIG). (b) Analytically calculated rotated EEV by 45◦
(ROT45). (c) Analytically calculated EEV, in this case linearly shifted by 12.5 mm
both in x- and y-direction (LS (12.5, 12.5) mm). (d) Histogram fit representation of
ORIG EEV. For this, the absolute value of the potential difference is used, which is
normalized to a value range between 0 and 1. The fit curve shows an overshoot close
to the first bins of the histogram which is caused by the KDE. (e) Representation of a
fitted histogram of the absolute and normalized ROT45 EEV. (f) Same as in (d) and
(e) but for the linearly shifted EEV depicted in (c). (g) Superposition of absolute value
matrices ORIGabs, ROTabs45 and LSabs(12.5, 12.5) mm. Subsequently, the resulting
matrix is also normalized to a range between 0 and 1 to allow for a comparison for
different movement sequences. The lowest maximum value of the density fit curves of
all movement sequences provides the best result.
Several requirements have to be observed in order to execute the strategy. As already
used in chapters 3 and 4, the sensor arrangement is assumed to be symmetrical. The
sensors and emitters are arranged orthogonally to each other and have the same size.
Furthermore, the same potentials are emitted to generate the electric dipole field. This
enables to calculate the EEV analytically as in chapter 4.
The general procedure of the histogram fit strategy is structured as follows:
1. Analytical calculation of the individual EEV matrices for each movement condition
of the respective sequence: ORIG, ROT, LS
2. Computation of absolute values of the analytically calculated EEV matrices to
prevent cancellation of the potential differences during addition: ORIGabs, ROTabs,
LSabs
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3. Superposition of the absolute matrices:
RES = ORIGabs + ROTabs + LSabs
4. Normalization of the resulting matrix RES to a range between 0 and 1 to ensure
comparability between different sequences: RESnorm
5. Generate histogram representation of the normalized resulting matrix RESnorm.
The choice of the number of bins is arbitrary. In this case, a fixed number of 20
bins have been chosen
6. Calculation of density fit curve f according to equations (5.2), (5.3) and (5.4),
which will also be explained in the current section 5.2
7. Determination of the maximum value of the relative frequency density in the fit
curve: max (f)
To be able to compare a large number of different sequences with each other, these seven
steps of the general procedure have to be performed for each individual sequence s. The
lowest maximum value of the relative frequency density in the fit curve of all investigated
movement sequences indicates the best result rbest:
rbest = min {max (fs)} s ∈ N+ (5.1)
where s is the index of the respective movement sequence.
The density fit curve of the EEV histogram used here is based on the kernel density
estimation, which can be defined by a smoothing function and a bandwidth value
(Bowman and Azzalini 1997). In contrast to the strategies introduced in chapters 3 and
4, in which the corresponding parameters or a threshold value have to be defined to
determine whether an object position can be calculated with sufficient accuracy, the KDE
belongs to the non-parametric statistics to estimate the probability density fit curve of
random data (Sheskin 2006). The advantage of this is that the model structure is only
determined from the data, thus a flexibility is available since just one parameter, the
sample size n, has to be defined. The kernel density estimator fˆ to obtain the fit curve f
is defined as
fˆh(x) =
1
nh
n∑
i=1
K
(
x− xi
h
)
(5.2)
100
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with the bandwidth h > 0 and (x1, ...,xn) are random samples from the distribution
with sample size n. The kernel K is represented by a non-negative function. There are
various choices of kernels (Hill 1985), in this case a Gaussian kernel is selected:
K(u) =
1√
2pi
e−
1
2
u2 (5.3)
For the quality of density estimation the selection of the kernel is less important than
the choice of the bandwidth value h which controls the smoothness of the resulting
density fit curve. The approach used here to calculate the optimal bandwidth for random
samples of normally distributed one dimensional data with Gaussian kernel is Silverman’s
rule-of-thumb (B. W. Silverman 1986) which is given by
h =
(
4σ
3n
) 1
5
(5.4)
where σ is the standard deviation of the samples. The kernel density is evaluated with a
sample of 100 equally arranged points which cover the range of data.
5.3 Results of the fitted histogram representation of EEVs
In contrast to the investigations performed in chapters 3 and 4, the histogram fit
representation allows to compare a significantly larger number of permutations concerning
the uniqueness of object localizations. In chapter 4 a variety of linear shift movements
is investigated and compared, but the rotational movement has been fixed to 45◦ since
this value is essential for the partitioning of the search area. Using the histogram fit
strategy, it is possible to examine sequences from a large number of rotational movements
combined with numerous linear shifts and the original matrix to compare their uniqueness
with respect to object localization. Here, all cases of ROT-conditions (ROT (0...90) ◦)
in combination with the cases of LS-conditions (LS (0...25, 0...25) mm) and the ORIG-
condition are explored. The resulting number of permutations is 61516. After applying
the general procedure for each of these sequences, the maximum value of the fitted curve
is determined and stored in a matrix. According to equation (5.1), the best result of all
observed sequences can be found. In table 5.1, the best result is given in the first row. In
addition, the ranking of the five best scores is depicted in the following four rows. The
respective combinations of the movement sequence is also shown. The relative frequency
density indicates the identified maximum value of the density fit curve. The results in the
ranking list are only composed of discrete values of the respective movement conditions.
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ranking of best scores relative frequency density
ROT LSx LSy
[ranking number] [degree] [mm] [mm] [%]
1 44 13 13 28.451
2 46 13 13 28.452
3 42 21 4 28.455
4 48 4 21 28.456
5 42 22 3 28.466
half sensor length 45 12.5 12.5 28.340
mean (best 10) 45.00 12.70 12.70 28.460
STD (best 10) 3.43 8.85 8.85 0.009
mean (best 100) 45.03 12.99 12.81 28.570
STD (best 100) 2.96 6.93 6.90 0.056
mean (best 500) 44.94 12.66 12.62 28.770
STD (best 500) 4.73 8.17 8.19 0.120
combination of movement sequence
Table 5.1: Ranking of best results for combinations of movement sequences by means
of the histogram fit strategy. The first part of the table (first five rows) lists the five best
identified movement sequences, composed of the original EEV, a rotation and a linear
shift. As at first only discrete values were examined, the composition of the original
matrix, a rotation by 45◦ and a shift of exactly half the sensor length (LS(12.5, 12.5) mm)
was additionally tested. This result is highlighted by the red rectangle because in this
case the relative frequency density shows an improved result compared to the best result
of the first five rows. The lower part of the table contains the arithmetic mean for the
best 10, 100 and 500 results and the corresponding standard deviation (STD). Regarding
the rotational movement, a rather constant mean value of 45 ◦ with a slight deviation
can be identified for all cases. However, the linear shift movement differs greatly in its
combination, which was also observed in the results of the ranking list.
Since in chapter 4 it was assumed that exactly half the sensor length shift would probably
provide the best result, this sequence (here highlighted by a red rectangle) was also tested.
In fact, this combination provides the best result. To recognize tendencies indicating
optimal movement sequences, the mean value and the standard deviation (STD) of the
best 10, 100 and 500 results are additionally calculated and also shown in the table. In
all cases, the rotational movement condition exhibits a rather constant mean value of
45 ◦ with only a slight deviation, whereas the linear shift movement condition shows
significant deviations with respect to the mean.
To visualize the best 500 results and their tendencies, in figure 5.4(a) a 3D-scatter plot of
the results and in figure 5.4(b) a 2D-scatter plot for the cut plane at ROT45 is presented.
The linear shift movement conditions, both in x- and y-directions are shown on the x-and
y-axes. The rotational movement condition is illustrated on the z-axis of the diagram.
The ranking of the optimal composition of movement sequences is shown as color-coded
markers and the best results are highlighted in blue shades. The diagram illustrates
that the results have been grouped into roughly three clusters. Already in table 5.1
it can be observed that the rotational movement of 45◦ seems to be optimal but the
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linear shift movement condition can not only be reduced to one optimal value. The
empirically determined result presented in chapter 4 can be identified in the center of the
scatter-plot. The shading of blue markers indicates that the best results are concentrated
here. However, two additional linear shift conditions are displayed, each predominantly
shifting only in one direction.
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Figure 5.4: Visualization of the 500 best combinations of movement sequences by means
of the histogram fit strategy. (a) The 3D-scatter plot shows the relationship between the
linear shift movements in both x- and y-direction depicted on the x- and y-axes and the
rotational operation which can be found on the z-axis of the diagram. All permutations
composed of the combination of the original EEV (ORIG), all cases of rotational
conditions (ROT(0...90) ◦) and all cases of linear shift conditions (LS(0...25, 0...25) mm)
are explored by means of the histogram fit strategy. To analytically determine the
optimal composition of movement sequences, the ranking of the 500 best scores is
presented. The ranking is color-coded, the best results are highlighted in blue shades.
As a result, three different clusters have emerged. On the one hand the expected result,
which was already empirically determined in chapter 4 (half sensor length), can be
observed, on the other hand also a linear shift only in one direction appears to provide
a suitable result. However, the rotational movement of 45◦, previously defined for the
method of partitioning of search area, seems to be optimal for all analyzed sequences.
(b) 2D-scatter plot of the 500 best combinations illustrated for the intersection plane at
ROT45.
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an optimal composition of movement sequences
5.4 Summary
The histogram fit strategy introduced in this chapter, which is based on a kernel density
estimation, is easy to implement and requires less computing time compared to the
previously introduced strategies. A fitted histogram representation of EEVs is used
to estimate an optimal composition of movement sequences. The maximum value of
the obtained density fit curve of the EEV histogram provides information about the
uniqueness of object localization derived from a composition of movement conditions.
Thus, a large number of sequences can be compared with each other and the optimal
movement sequence can be identified by the lowest maximum value. Using this strategy,
it is possible both to validate the previously empirically determined result obtained
in chapter 4, which proposes a linear shift of half a sensor length, and to verify the
rotational movement of 45◦ that is permanently applied in all prior strategies. In addition,
the analysis of the scatter plot, shown in figure 5.4, once again confirms the majority
voting approach, introduced in chapter 4. A sequence from the ORIG condition, a
ROT45 condition and three linear displacements is used here. The first shift is performed
exclusively in x-, the second exclusively in y- and the third both in x- and y- direction.
The results that can be observed in the scatterplot seem to correspond to this approach.
Furthermore, the histogram fit strategy is not based on defining parameters and the
calculation of intersections or the nearness of EEV contour-rings to assess the uniqueness
of object localization within a matrix that results from a superposition of different
movement conditions.
As in chapters 3 and 4, a symmetrical sensor-emitter arrangement with orthogonally
arranged sensor electrodes has been assumed as a precondition for this strategy. When
using the symmetrical arrangement, it was possible to compare all permutations with
each other by means of the strategy. But also the examination of an unsymmetrical
sensor arrangement can be performed using this histogram fit strategy. Since the search
for a suitable sensor arrangement leads to a significant number of permutations that
have to be compared with each other, the solution can be determined as an optimization
problem. The outlook in chapter 6 briefly discusses an approach for the optimization
problem of an unsymmetrical sensor arrangement which is based on the histogram fit
strategy. As a further step, a cluster analysis may be implemented for evaluation and to
quantify the intensity of the linear correlation between the individual results.
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6.1 Discussion
This thesis concentrates on the localization of objects in fluids based on a bioinspired
electroreceptor system. The central questions are how many sensors are needed in order
to uniquely determine the position of an object and which sensor arrangements and
movements are beneficial for this task. The biological model, the weakly electric fishes
are able to generate and sense electric fields and use this for active electrolocation.
While the sensor-emitter configuration in the biological template is anatomically fixed,
discontinuities in the density of electroreceptors have been reportend and have been
implicated as morphological adaptations to facilitate sensing (Caputi et al. 2002; von der
Emde and S. Schwarz 2002). In addition to these anatomical specializations, fish are
known to execute stereotyped scanning behaviors that are believed to provide specific
and sometimes new sensory information like size, shape and distance of detected objects
(Engelmann and von der Emde 2011; Biswas et al. 2018). Technical abstraction makes it
possible not only to investigate the role of different sensor arrays and the contribution of
movement, but can further be extended to changes of the emitter configuration, thereby
going beyond the biological example.
Previous work has already used bioinspired technologies to develop sensor systems that
operate contact-free at short distances. These systems are based on probabilistic (e.g.
Bayes filter, Kalman filter, particle filter) approaches (Lebastard et al. 2013; Y. Silverman
et al. 2012; Y. Silverman et al. 2013; Solberg et al. 2008). However, before these more
complex approaches are adopted or extended, this work takes a step back to optimize
the very basic movement strategy of the sensor-emitter ensemble as such. Therefore,
all data reported in this thesis is based on a simple biomimetic abstraction for active
electrolocation, consisting of an emitter dipole and an orthogonally arranged pair of
sensor electrodes. This reduced sensor-emitter array is a simplified abstraction of the
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biological electrosensory system of fish. In a first step, this abstraction is used to find
an optimal scanning strategy composed of a minimal set of scanning movements of this
receptor system to uniquely identify the position of an object. For this, the approach of
EEVs, a concept originally introduced by Solberg et al. (2008), was used in this thesis.
This concept is connected with the idea that optimal movements (optimal scanning
strategy) of the sensor-emitter ensemble can further facilitate object localization.
Based on the superposition of numerical extracted contour-rings of linearly shifted and/or
rotated EEVs, the number of possible object positions is reduced to the intersections
of these rings. This allows to localize the object provided that a sufficient number
of movements and local measurements are performed in sequence. Contrary to using
exclusively translational movements as in Solberg et al. (2008), this work shows by
inclusion of rotational movements that a minimal set of scanning movements suffices to
uniquely localize an object. Rather than using a particle filter approach, the strategy
introduced here is based solely on the superposition of extracted EEV contour-rings as
determined by potential measurements at the sensors. When a concatenation of purely
rotational movements is used, the mirror symmetries of the superimposed EEV contour-
rings result in a reduction of uncertainty with respect to the object position in 2 possible
(mirror symmetric) positions. In contrast to this, a concatenation of purely translational
shifts can result in potentially unambiguous results. However, for a limited amount of
movements and measurements the highest percentage of unique object positions have
been identified by using a concatenation of the original EEV (ORIG), a rotated EEV
(ROT) and a linearly shifted EEV (LS). In a first step, for this minimal set of scanning
movements, the electric field characteristics and the respective EEVs were modelled
and simulated by means of FEM. This allows a simple optimization of this very basic
scanning strategy, which then can be used as a pre-processing step for more complex
and higher-level process approaches, e.g. particle filters.
Thereafter, as an extension of these results, a strategy was developed that has the
potential to be used in robotic applications. This approach is based on the minimal set of
scanning movements (see above). As a first step only two movements (ORIG + ROT45)
are used to reduce the search area by using a skillful partitioning approach. In contrast
to the first approach that relies on computationally intensive FEM-simulations, the EEVs
are calculated by a simplified analytical formulation which is based on mathematical
assumptions presented in Rasnow (1996) that enable the description of the perturbations
caused by a sphere in an uniform electric field. Such an analytical approach offers the
advantage that it can be implemented on embedded computer systems.
A further improvement to the initial approach is a modification of the optimal scanning
strategy. In contrast to the use of precise intersections, also the nearness of contour-rings,
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chosen from a composition for each movement condition, provided sufficient information to
identify the position of an object. The recently introduced localization algorithms (basic
movement sequence and majority voting approach) are based on this nearness metric
which makes them less sensitive to measurement inaccuracies or unwanted discretization
effects. As a result, this increases the number of unique object positions. These
localization algorithms, applicable in embedded systems, are independent of probabilistic
models and only dependent on direct sensor readings and on a technological measuring
system to record the movement of the simple receptor system. In contrast, Solberg et al.
(2008) has chosen a particle filter approach in which each possible object position is
represented by discrete particles with likelihood weightings. Subsequently, the expected
variance of particles has to be minimized which allows the controller continuously to
predict and update this probability to make a hypothesis of where the object can be
located. Based on a particle filter algorithm, a typical electrolocation sequence starts
with an initial assumption, followed by a series of observations that cause defined
movements of the sensor-emitter system. The robot stops when a localization criterion
is satisfied, e.g. when the uncertainty is below a threshold value. As an advancement
of the electrolocation sequence used by Solberg et al. (2008), in which only linear shift
movements were performed, the beneficial influence of rotational movements on the
results was demonstrated in this work. In addition, it was shown that a minimal and
fixed movement sequence is sufficient to uniquely localize an object.
The majority voting approach introduced in this thesis is based on an original EEV
(ORIG), a fixed rotational movement by 45◦(ROT45) and a triple combinations composed
of a pure x-, a pure y- and a diagonally-directed linear shift (LS1-LS3). For this
configuration, the best combination of linear shifts is represented by shifting the receptor
system by a value of approximately half distance between the sensors and the center
of the sensor-emitter ensemble. This is caused by the general shape of the EEV. Its
base region exhibits a range of about 0 V, in consequence the length of the extracted
contour-rings is large which results in a high number of possible object positions. In
addition, this region shows a small gradient which can lead to large deviations in case of
measurement inaccuracies. However, higher level regions of the EEV offer the advantage
of smaller contour-ring lengths and larger gradients which results in a reduced number
of possible object positions and minor effects caused by deviations. In conclusion, it is
advantageous to use a combination of EEV contour-rings that include a large number of
extracted contour-rings from higher-level regions of the EEVs.
These reflections about the general shape of an EEV and its influence on measurements
have led to the question of whether a rotational movement different to 45◦ could also
provide the same or even better results in uniquely identifying an object. By means of the
majority voting approach, the use of a fixed rotational movement (ROT45) is justified by
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the fact that a maximal reduction of the search area (search area partitioning) is achieved.
This fixed ROT45 movement enables the complete investigation of exclusively linear
shifts because the number of permutations to be tested are kept on a manageable level.
However, if all rotations have to be examined as well in this study, it is an advantage not
to analyze each discrete point within the search matrix, but the totality of the points
contained in the EEV matrix has to be examined for uniqueness. For that reason, a fitted
histogram representation is introduced to compare a large number of different movement
sequences. Based on a kernel density estimation, a histogram fit strategy is used, in which
the lowest maximum value of the obtained density fit curve is to be identified, which
indicates the best sequence out of a large number of movement sequences. The concept
of this strategy is based on considerations of the basic shape of the EEV. It plays a major
role in estimating an optimal composition of movement sequences. An advantage of this
histogram fit strategy is that it is easy to implement and that it requires less computing
time compared to the localization strategies presented previously. Thus, this strategy
could also act as a pre-processing tool for more complex and high-level approaches.
6.2 Future research
This section contains recommendations for future work and possible practical implemen-
tations of the object localization strategies and of the application presented in this thesis.
Initially, the focus of the study was on a symmetrical sensor arrangement of the receptor
system. However, the question arises whether a different sensor arrangement provides
better results for the localization of objects by generating EEVs which possibly provide
higher potential differences or gradients in acceptable ranges in the distance to the
sensors. Figure 6.1 illustrates three different examples of unsymmetrical or compressed
sensor arrangements on a planar unperturbed electric field. In all examples, the emitters
are kept in their original position (E+ = (-25, 0) mm and E - = (25, 0) mm) which allows a
simple analytical calculation of the EEVs. Figure 6.1(a) shows an arrangement similar to
the symmetrical receptor system, which has already been used and investigated. Again,
in the unperturbed case, the sensors are positioned on the 0 V equipotential line between
the emitters, but are closer to each other. Figure 6.1(b) illustrates sensors that are
placed on equipotential lines of the same potential but of opposing sign. Therefore,
in the unperturbed case, the potential difference, measured at the sensors, is always
unequal to 0 V. The third example in figure 6.1(c) show sensors which are located on the
same equipotential line but different to 0 V. If there is no object present in the field, the
potential difference measured at the sensors is always 0 V.
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Figure 6.1: Different sensor arrangements on a planar unperturbed electric field.
In all cases, the emitters (labelled + and -) are located at original position, but the
sensors S1 and S2 are arranged differently. (a) Symmetrical sensor arrangement for
S1 = (0, 12.5) mm and S2 = (0, -12.5) mm. The sensors are located on the equipotential
line centered between the two emitters. Similar to the symmetrical arrangement always
used as simple biomimetic abstraction, in the unperturbed case, a potential of 0 V can
be measured here, but in contrast the sensors are closer to each other. (b) Here, the
sensors are placed at positions S1 = (-12.5, 25) mm and S2 = (12.5, -25) mm. They are
located on equipotential lines which exhibit the same potential but different signs. (c) In
this configuration, the sensors are placed at S1 = (-12.5, 25) mm and S2 = (-12.5, -25) mm.
In the unperturbed case, the sensors are positioned on an equipotential line having a
potential difference of 0 V.
Based on the unsymmetrical or compressed configurations presented in Figure 6.1, it is
possible to generate EEVs as illustratec in figure 6.2 as 2D- and 3D-plots. These EEVs are
created by means of FEM-simulations. In general, it should be mentioned that the shape
of the EEVs can be modified by using an unsymmetrical or changed sensor arrangement.
The EEVs depicted in figures 6.2(a) and (b) exhibits a symmetrical range of the potential
difference, even if the contour-rings are partially compressed. If the distance of the
sensors to is larger than the distance of the emitters to the center of the arrangement, it
is also possible to generate stretched EEV contour-rings. Figures 6.2(c) and (d) illustrate
an unsymmetrical EEV in which also partially compressed contour-rings can be observed.
However, compared to the EEV presented in (a) and (b), a positive offset in the range
of the potential difference is present. The unsymmetrical EEV shown in figures 6.2(e)
and (f) differs from the previous EEV by having no offset, however the contour-rings
change their symmetry characteristics. In addition, this arrangement enables to generate
higher potential differences. In summary, it could be a future strategy to use stretched
or compressed EEV contour-rings to on the one hand break the symmetry and on the
other hand to keep the sensors on equipotential lines of 0 V in the unperturbed case, to
avoid an offset.
Thus, the question arises where exactly the sensors have to be positioned to achieve
the best localization of objects. The number of permutations is too large to investigate
and compare all cases. For this reason, an optimization procedure based on a genetic
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Figure 6.2: Comparison of different unsymmetrical or compressed EEVs, visualized
as 2D- and 3D-plots. The labels of the figures correspond to the respective sensor
arrangement shown in figure 6.1. (a) 2D-plot of symmetrical EEV for sensor arrangement
also illustrated in figure 6.1(a). (b) 3D-plot of symmetrical EEV as shown in (a). The
range of the potential difference is symmetrical, even if the EEV contour-rings are
partially compressed. (c) 2D-plot of the EEV for sensors for the arrangement presented
in figure 6.1(b). (d) 3D-plot with regard to (c). This arrangement causes a positive
offset in the range of the potential difference and partially compressed contour-rings.
(e) Here, the sensors are located at positions as shown in figure 6.1(c). (f) 3D-plot of
unsymmetrical EEV as depicted in (e). Here again, the range of the potential difference
is symmetric, but the EEV contour-rings change in their symmetry characteristics.
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algorithm (GA) is used as part of the histogram fit strategy to determine an optimal sensor
arrangement even in unsymmetrical scenarios. Figure 6.3 provides an explorative example
of a histogram fit representation of unsymmetrical EEVs after using an optimization
procedure by means of a genetic algorithm.
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Figure 6.3: Fitted histogram representation of unsymmetrical EEVs after optimization
by means of a genetic algorithm. An optimal arrangement of the sensors is investigated
by means of the histogram fit strategy in order to identify optimized compositions of
movement sequences. In this arrangement the positions of the sensors S1 and S2 are
variable, the locations of the emitters remain fixed in relation to each other and to
the origin, but under consideration of a rotational or a linear shift movement. This
enables the simplified analytical calculation of the EEVs. (a) EEV1 as a result of
optimized sensor positions for the emitters at ORIG position. (b) The emitters are
rotated by 45◦ (ROT45), the distribution after optimization of the sensors results in
EEV2. This result shows similarities compared to the symmetrical sensor arrangement.
(c) Result of EEV3 after using the genetic algorithm. Here, the emitters are linearly
shifted by 12.5 mm both in x- and y-direction (LS (12.5, 12.5) mm). (d) Superposition
matrix of EEVs shown in (a)-(c). It can be observed that almost the entire area is
filled up primarily by small contour-rings. (e) Histogram fit representation of ORIG
EEV1 shown in (a). (f) Fitted histogram representation of the optimized EEV2 for
emitters at ROT45 with regard to (b). (g) Same as in (e) and (f) but for EEV3 depicted
in (c). (h) Histogram fit representation of superposition of absolute value matrices
ORIGabs (EEV1), ROTabs45 (EEV2) and LSabs(12.5, 12.5) mm (EEV3). Compared to
the best result of the symmetrical arrangement presented in chapter 5, a more uniform
distribution can be observed below the fit curve. However, this effect is a consequence
of the influences caused by offsets.
Genetic algorithms are a specific form of evolutionary algorithms, which use the natural
selection process of biological evolution in their functionality to solve optimization
problems (Holland 1992). However, in most cases it is not possible to find the global
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but a sufficiently precise local solution (here the minimum) of the optimization problem.
As part of the genetic algorithm, a population consisting of individual solutions will be
repeatedly modified. By applying operators, such as recombination and mutation, over
successive generations the population tends towards the minimal solution. By means
of the histogram fit strategy, the genetic algorithm aims to find the minimum of the
maximum value of the obtained density fit curve. This requires the adaptation of GA
parameters such as population size, number of generations and the definition of bounds
to determine an optimal solution. The result in figure 6.3 is based on a population size of
200 individuals and a number of 300 generations. The sensors are arbitrarily placed on
discrete points by integer constraints within the bounds of the search area, whereas the
emitters always remain fixed in their position relative to the origin under consideration
of any possible rotational movements or linear shifts. In this first approach, the emitter
configuration is unchanged in consideration of the basic movement sequence composed
of ORIG (figure 6.3(a) and (e)), ROT45 (figure 6.3(b) and (f)) and LS (12.5, 12.5) mm
(figure 6.3(c) and (g)) to optimize the positions of the sensors in the rotated or linearly
shifted ensemble. The superposition matrix of the individual EEVs as a result of the
optimization process can be seen in figure 6.3(d). A variety of small EEV contour-rings
can be observed which cover the entire search area. This uniform distribution of the
result can also be recognized below the density fit curve presented in figure 6.3(h). Since
it is difficult to deal with objects that are far away from the receptor system, many
areas with large field strengths and consequently also large gradients are advantageous
because they reduce the number of possible object positions. In comparison to the
best result of the symmetrical sensor arrangement, it seems that a better result has
been found due to optimization. However, by examining this result for uniqueness by
means of the basic movement sequence for each position in the matrix, it turns out
that this it is not the case. This is caused by the influences of offsets as presented in
figure 6.2(c) and (d). Nevertheless, from a measurement point of view, such a result
could potentially be advantageous as the measurements can be carried out in higher
ranges of potential differences by means of smaller EEV contour-rings, which exhibit
larger gradients. Furthermore, it could be useful to eliminate possible offsets by suitable
methods to minimize their influence when applying the histogram fit strategy.
A further opportunity for future work to improve and optimize the developed localization
strategies can be found in a three-dimensional simulation, which is inspired by the general
shape of the biological model. All investigations in this work have been carried out using
two-dimensional simplified assumptions without sensor bodies. However, it would be
possible to realize the movement of the receptor system in a technological implementation
by a defined arrangement of sensors only by switching between the different sensor
pairs. A selection of the corresponding electrodes of an array could be performed by
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using controlled analog multiplexers (Bo¨ckmann 2017). However, this would require the
appropriate design of a sensor pod.
Currently, there is a variety of physical models for the design, construction and control
of bioinspired and biomimetic underwater vehicles (Neveln et al. 2013). Different robot
applications were developed in order to investigate localization strategies for 3D-objects.
For example, Boyer et al. (2012) use a current sensing approach in a sensor system
consisting of seven electrodes to measure the current that flows through the electrodes.
Another electrosensory application, based on a voltage sensing approach, is shown in
Bai et al. (2015), where a cylindrical shaped sensor pod, which contains two emitter
electrodes and multiple pairs of differential sensing electrodes, is used to measure the
potential difference for the detection of perturbations to the self generated electric field.
Thus, the sensor geometry plays an important role in the development of applicable
receptor systems.
In order to provide a complex 3D-distribution of sensor points, a 3D-model of a fish shape
might serve as a template to define a bioinspired distribution of technical electro-sensors.
As an example, a simplified geometry based on the biological model of weakly electric fish,
which can be used for 3D-field simulations is shown in figure 6.4(a). The fish geometry is
simplified to reduce the model to the essential features, which enables the simulation to
operate more efficiently. In figure 6.4(b), a mesh generation of the simplified geometry in
preparation for numerical simulations is illustrated. A result of first 3D-simulations of
the electric field based on the simplified fish model is presented in figure 6.4(c). In this
case, the field is not perturbed by objects.
simplified fish geometry used in simulation 
(a)
generated mesh of simplified fish geometry 
(b)
3D field simulation based on simplified fish model 
(c)
Figure 6.4: 3D-field simulation based on biological model using a simplified fish
geometry. (a) Simplified 3D-fish geometry used in FEM-simulation. Model simplifi-
cations reduce the model to the essential features enabling the simulation to operate
more efficiently. (b) Mesh generation of the simplified fish model to subdivide the
continuous area into discrete sections in preparation for numerical simulations. (c) First
3D-field simulation results based on biological model (simplified geometry) without
object. Based on this model, further abstractions can be derived for the development
of the arrangement of sensors and emitters which could be attached to a body of an
underwater vehicle.
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This model could not only be used to develop the design of the artificial electrosensory
system, further questions with respect to the biological system could also be investigated.
With regard to the shape and frequency of the EOD signal emitted by the fish, time-
dependent simulations with dynamic signals could be helpful to determine an optimal
signal shape. In addition, the determination of the phase shift of the signals could be
useful to detect further object parameters (Ammari et al. 2014; Bai et al. 2015; Bai et al.
2016). First approaches for the development of a signal processing system suitable to
implement in a technical system have already been investigated in Eickmann (2015).
This work was focused on the localization of a single spherical object. The disadvantage
of the strategies developed here is that the parameters of the object and the fluid, such
as the permittivity, conductivity and the size of the object have to be known to be able
to uniquely localize an object. Therefore, further investigations should be carried out
concerning the influence of these parameters or to what extent a larger number of objects
or a different shape or size of an object influence the localization strategies introduced
here. It may be advantageous to supplement additional methods based on probabilistic
approaches in order to uniquely identify further characteristics such as shape, material
properties, size or number of objects.
Furthermore, inspired by the scanning movements of the fish, the dynamic behavior
of the receptor system was investigated. A minimal set of scanning movements has
been determined to be sufficient to perform an unique object localization. However, the
fish also change their body shape relative to the object (Sim and Kim 2011). Further
research could be carried out to determine whether this behavior would provide a gain
in information if it is transferred to the sensor system.
Technical implementations of the localization strategies and the application which were
developed in this thesis might be found in mobile underwater robotics, medical technology,
in the determination of material properties of liquids or objects, or in environments where
optical systems might fail, for example when inspecting fluid-filled drains. A similar
approach was used to investigate a catheter-based sensor for the medical diagnosis of
arteriosclerosis which is intended to identify plaques (Metzen et al. 2012). A further
example in which the detection of an emitted field is applied is the electrical impedance
tomography (EIT) (Barber and Brown 1984). EIT is based on measurements of electrical
conductivities within a body and is used in medical imaging. By emitting weak alternating
currents and sensing potential differences at the surface of the examined body region, EIT
is used to estimate the distribution of impedances to generate images of the structures of
the biological tissue within the body. In Snyder et al. (2012) the possibility of using EIT
also for active electrolocation in fluids has been explored.
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To conclude, it can be summarized that the original research question, which was initially
focused on active electrolocation of objects can be extended by many aspects. The
continuous optimization of the design and the movement conditions of the bioinspired
electroreceptor system has played an major role in the development and investigation of
suitable strategies for object localization. To find an optimal scanning strategy, which
should be composed of a minimal set of movements, numerical methods were initially
used. In principle, the developed strategy is based on the superposition of extracted
linearly shifted and/or rotated EEV contour-rings, which intersections reduce the number
of possible object positions. To implement this scanning strategy on embedded systems,
two localization algorithms were introduced which are based on a simplified analytical
EEV representation and an improvement of the intersection strategy by investigating
the nearness of the contour-rings. In the last step, a fitted histogram representation was
introduced to estimate the optimal composition of movement sequences.
The scanning, localization and evaluation strategies developed in this thesis may provide
useful answers to future research questions in the field of active electrolocation.
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Appendix A
A.1 Abstraction of the emitter arrangement for calculat-
ing equipotential lines by means of Apollonian circles
According to section 4.1.1, the arrangement to be considered assumes that the electric
dipole field as shown in figure A.1(a) is caused by two parallel conducting cylinders
of infinite lengths. A 3D-plot of this arrangement is visualized in figure A.1(b). The
cylinders with the corresponding and opposing line charge densities ±λ (here highlighted
in blue) are located in a homogeneous medium. In figure A.1(c), an abstraction of the
emitter-electrodes is presented by means of a vector representation with reference to the
equations used in this appendix. Both emitter cylinders exhibit the same radius R with
center points arranged at a distance of 2d apart. The corresponding line charge densities
are at a distance of 2b from each other.
The two parallel conducting cylinders generate equipotential lines in a plane perpendicular
to the line charges which are represented by the the so-called Apollonian circles (Altshiller
1915). The geometric construct of these circles are named after the ancient geometer and
astronomer Apollonius of Perga. This construct is useful for calculating equipotential
lines of electric fields. Based on the conditions of the vector representation illustrated
in figure A.1(c), correlations of the radii R and the center positions d of the circles are
calculated as functions of the distance b in the following.
The line charge densities ±λ of the emitters are located at positions ~xp = (−b, 0) and
~xn = (b, 0). Furthermore, the distance vectors ~rp and ~rn between position ~x and the
electrically charged conductors are defined as:
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Figure A.1: 2D- and 3D-abstraction of the emitter arrangement consisting of two
cylinders with corresponding vector representation. (a) 2D-plot of an unperturbed
electric dipole field, which is generated by a pair of emitter electrodes (labelled + and
-). The equipotential lines are depicted in black. (b) 3D-plot of the electric dipole field,
caused by two parallel conducting cylinders which represent the emitter-electrodes. The
centers of the cylinders are marked in white, the corresponding line charges are indicated
in blue. The equipotential lines of this arrangement in a plane perpendicular to the line
charges are represented by the so-called Apollonian circles. (c) Vector representation
of the emitter-arrangement with reference to the equations used in this appendix. All
drawings are not to scale.
~rp = ~x− ~xp ⇒ rp =
√
(x+ b)2 + y2 (A.1)
~rn = ~x− ~xn ⇒ rn =
√
(x− b)2 + y2 (A.2)
According to equation (4.7) the potential ϕ at point ~x is given as:
ϕ(~x) =
λ
2pi
ln
(
rn
rp
)
=
λ
4pi
ln
(
(x− b)2 + y2
(x+ b)2 + y2
)
(A.3)
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Transformation of equation (A.3) results in
e
ϕ(~x)4pi
λ =
(x− b)2 + y2
(x+ b)2 + y2
= k (A.4)
where k is a constant ratio of the radii rn and rp which results in an Apollonian circle
for the geometric location of the point.
k =
x2 − 2xb+ b2 + y2
x2 + 2xb+ b2 + y2
= const. (A.5)
Rewriting equation (A.5) results in:
x2 + y2 − 2xb 1 + k
1− k + b
2 = 0 (A.6)
The equation of a circle with center at (d, 0) is
(x− d)2 + y2 = R2 or x2 + y2 − 2xd+ d2 = R (A.7)
Comparing equations (A.6) and (A.7) leads to equipotential lines, represented by circles
with following conditions
d = b
(
1 + k
1− k
)
(A.8)
and
b2 = d2 −R2 (A.9)
which is already given in equation (4.1). Substituting equation (A.8) in (A.9) results in
R2 =
(
b2
(1 + k)2
(1− k)2
)
− b2 = b2
(
(1 + k)2 − (1− k)2
(1− k)2
)
= b2
(
4k
(1− k)2
)
(A.10)
Finally, for the radii R of the equipotential lines the following correlation is obtained:
R =
2b
√
k
|1− k| (A.11)
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