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Abstract
The paper extends the results obtained by C. Kenig, F. Lin and Z. Shen in [17] to more general elliptic homog-
enization problems in two perspectives: lower order terms in the operator and no smoothness on the coefficients.
We do not repeat their arguments. Instead we find the new weighted-type estimates for the smoothing operator
at scale ε, and combining some techniques developed by Z. Shen in [21] leads to our main results. In addition, we
also obtain sharp O(ε) convergence rates in Lp with p = 2d/(d − 1), which were originally established by Z. Shen
for elasticity systems in [21]. Also, this work may be regarded as the extension of [25,26] developed by T. Suslina
concerned with the bounded Lipschitz domain.
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1 Introduction and main results
In this paper, we study convergence rates in periodic homogenization theory for general linear elliptic systems with
Dirichlet or Neumann boundary conditions in a bounded Lipschitz domain. More precisely, we consider the following
operators depending on a parameter ε > 0,
Lε = −div
[
A(x/ε)∇+ V (x/ε)]+B(x/ε)∇+ c(x/ε) + λI
where λ ≥ 0 is a constant, and I = (eαβ) is an identity matrix. Let d ≥ 3, m ≥ 1, and 1 ≤ i, j ≤ d and 1 ≤ α, β ≤ m.
Suppose that A = (aαβij ), V = (V
αβ
i ), B = (B
αβ
i ), c = (c
αβ) are real measurable functions, satisfying the following
conditions:
• the uniform ellipticity condition
µ|ξ|2 ≤ aαβij (y)ξαi ξβj ≤ µ−1|ξ|2, for y ∈ Rd, and ξ = (ξαi ) ∈ Rmd, where µ > 0; (1.1)
(The summation convention for repeated indices is used throughout.)
• the periodicity condition
A(y + z) = A(y), V (y + z) = V (y), B(y + z) = B(y), c(y + z) = c(y), for y ∈ Rd and z ∈ Zd; (1.2)
• the boundedness condition
max
{‖V ‖L∞(Rd), ‖B‖L∞(Rd), ‖c‖L∞(Rd)} ≤ κ, where κ > 0. (1.3)
Throughout this paper, we always assume Ω is a bounded Lipschitz domain, and r0 denotes the diameter of Ω,
unless otherwise stated. Let L0 be the homogenized operator associated with Lε, which is expressed by
L0 = −div(Â∇+ V̂ ) + B̂∇+ ĉ+ λI,
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2where Â, V̂ , B̂ and ĉ are the constant coefficients, formulated in (2.3). We assume that uε, u0 ∈ H1(Ω;Rm) are the
weak solutions to the Dirichlet problems (DHε) and (DH0). If the coefficients of Lε satisfy (1.1) − (1.3), then it is
well known that uε ⇀ u0 weakly in H
1(Ω;Rm) and strongly in L2(Ω;Rm). Note that the problem (DH0) is usually
referred to as the homogenized one of (DHε), and the related literatures could be found in [5, 16, 28]. The primary
purpose of this paper is to investigate the rate of convergence of ‖uε − u0‖L2(Ω), as ε → 0, in a bounded Lipschitz
domain Ω ⊂ Rd. As a consequence, we find an universal way to handle convergence rates for elliptic operators with
rapidly oscillating periodic coefficients under Dirichlet or Neumann boundary conditions.
1.1 Main results
Theorem 1.1 (Dirichlet condition). Suppose that the coefficients of Lε satisfy (1.1)− (1.3) and A = A∗. Let uε and
u0 be the weak solutions of the Dirichlet problems:
(DHε)
{
Lε(uε) = F in Ω,
uε = g on ∂Ω,
(DH0)
{
L0(u0) = F in Ω,
u0 = g on ∂Ω,
(1.4)
with F ∈ L2(Ω;Rm) and g ∈ H1(∂Ω;Rm). Then we have∥∥uε − u0∥∥L2(Ω) ≤ Cε ln(r0/ε){‖F‖L2(Ω) + ‖g‖H1(∂Ω)}. (1.5)
Moreover, if u0 ∈ H2(Ω;Rm), then for p = 2dd−1 we have∥∥uε − u0∥∥Lp(Ω) ≤ Cε‖u0‖H2(Ω), (1.6)
where C depends only on µ, κ,m, d and Ω.
Before stating the Neumann boundary problem, we denote the conormal derivative operator with respect to Lε on
∂Ω by
Bε = n ·
[
A(x/ε)∇ + V (x/ε)], (1.7)
where n = (n1, · · · , nd) is the outward unit normal vector to ∂Ω. Its homogenized operator is B0 = n · [Â∇+ V̂ ], and
the details could be found in [29, pp.7].
Theorem 1.2 (Neumann condition). Suppose that the coefficients of Lε satisfy (1.1)− (1.3) and A = A∗. Let uε and
u0 be the weak solutions of the Neumann problems:
(NHε)
{
Lε(uε) = F in Ω,
Bε(uε) = h on ∂Ω,
(NH0)
{
L0(u0) = F in Ω,
B0(u0) = h on ∂Ω,
(1.8)
where F ∈ L2(Ω;Rm) and h ∈ L2(∂Ω;Rm) satisfy the compatibility condition (2.6), then we have∥∥uε − u0∥∥L2(Ω) ≤ Cε ln(r0/ε){‖F‖L2(Ω) + ‖h‖L2(∂Ω)}. (1.9)
Moreover, if u0 ∈ H2(Ω;Rm), then for p = 2dd−1 we have∥∥uε − u0∥∥Lp(Ω) ≤ Cε‖u0‖H2(Ω), (1.10)
where C depends only on µ, κ,m, d and Ω.
Our main results are quite similar to those obtained by C. Kenig, F. Lin and Z. Shen for Lε with Dirichlet or
Neumann boundary conditions (see [17, Theorem 1.1, Theorem 1.2]), where Lε = −div[A(x/ε)∇]. Compared to theirs,
an obvious progress is that the estimates (1.5) and (1.9) do not rely on any smoothness assumption on the coefficients
of Lε. Besides, the operator Lε investigated here is more complicated, which requires the use of one more corrector χ0
produced by the coefficient V . Although it would not bring the essential difficulty in most cases (see [28, 29] for the
recent works), some subtle tools such as the radial maximal operator are still necessary here to control the behavior
of u0 near ∂Ω or far away from ∂Ω at scale ε. Since the nontangential maximal function estimates for Lε in Lipschitz
domains have not been established yet, we can not count on the methods developed in [17] to derive the estimates
(1.5) and (1.9). Fortunately, some new findings permit us to transfer all the estimates from Lε to L0, and obviously
the regularity theories related to L0 are good enough to be employed. So, before giving the formal proofs of Theorems
1.1, 1.2, it is instructive to sketch the main ideas. For convenience, we take the Dirichlet problem as an example.
Before proceeding further, it is necessary to introduce some notation to ease the later statements.
31.2 Notation in the paper
• distance function δ(x) = dist(x, ∂Ω), where x ∈ Ω. If x ∈ Rd \ Ω, then we set δ(x) = 0;
• boundary layer Ω \ Σr, where Σr = {x ∈ Ω : dist(x, ∂Ω) > r} with r > 0;
• cut-off function ψr (associated with Σr), satisfying
ψr = 1 in Σ2r, ψr = 0 outside Σr, and |∇ψr| ≤ C/r; (1.11)
• level set Sr =
{
x ∈ Ω : dist(x, ∂Ω) = r};
• internal diameter r00 = max{r > 0 : B(x, r) ⊂ Ω}, ∀x ∈ Sr, and c0 = r00/10 is referred to as the layer constant.
• the weighted-type norms:
‖f‖L2(Σr ;δ) =
( ∫
Σr
|f(x)|2δ(x)dx
)1/2
, ‖f‖L2(Σr ;δ−1) =
(∫
Σr
|f(x)|2δ−1(x)dx
)1/2
. (1.12)
We denote ‖f‖Hk(Σr ,δ) by
∑k
i=0 ‖∇kf‖L2(Σr ;δ), where k is a positive integer, and ‖∇0f‖L2(Σr ;δ) = ‖f‖L2(Σr;δ). We
take a similar way to define ‖f‖Hk(Σr ,δ−1).
1.3 Outline of the proof of (1.6)
We first introduce the recent progress on convergence rates made by Z. Shen in [21] and by T. Suslina in [25, 26]
through outlining the proof for the estimate (1.6). To obtain the estimates ‖uε−u0‖Lp(Ω) = O(ε) with p = 2, or 2d/(d−
1), it is sufficient to prove ‖wε‖Lp(Ω) = O(ε), where wε is the first order approximating of uε, defined by
wβε = u
β
ε − uβ0 − ε
d∑
k=0
χβγk (x/ε)ϕ
γ
k .
Note that χk with k = 0, · · · , d are correctors, and ϕ = (ϕγk) ∈ H1(Rd;Rm(d+1)) can be later fixed by the concrete
target. Before estimating ‖wε‖Lp(Ω), we need to calculate the quantity ‖wε‖H1(Ω). For this purpose, it is natural to
consider what equation wε satisfies. According to the fact that Lε(uε) = L0(u0) in Ω and uε = u0 on ∂Ω, it is not
hard to check that wε satisfies the following Dirichlet boundary value problem
Lε(wε) = −div(f˜) + F˜ in Ω,
wε = ε
d∑
k=0
χk,εϕk on ∂Ω,
where f˜ and F˜ are really complicated and we will show them later. Thus the quantity ‖wε‖H1(Ω) determined by f˜
and F˜ follows from the H1 estimates, and then one may estimate ‖wε‖Lp(Ω) by a duality argument (see [25, 26]).
Precisely speaking, we need to consider the related dual problems as follows. For any Φ ∈ Lq(Ω;Rm) with q = 2
or 2d/(d+ 1), we say φε and φ0 are the solutions to the “adjoint Dirichlet problems” associated with (1.4), if φε and
φ0 respectively solve
(DH∗ε)
{
L∗ε(φε) = Φ in Ω,
φε = 0 on ∂Ω,
(DH∗
0
)
{
L∗0(φ0) = Φ in Ω,
φ0 = 0 on ∂Ω,
(1.13)
where L∗ε is the adjoint operator associated with Lε. We are now in the position to show the formula∫
Ω
wεΦdx =
∫
Ω
f˜ · ∇φεdx+
∫
Ω
F˜ φεdx,
provided ϕk with k = 0, · · · , d are supported in Ω. We mention that this equality follows from the second Green’s
formula associated with Lε and L∗ε, and then implies the estimate of ‖wε‖Lp(Ω) in terms of f˜ and F˜ .
Until now, the key issue concerning the estimates of ‖wε‖H1(Ω) and ‖wε‖Lp(Ω) is all related to f˜ and F˜ . We present
their exact formulas in (2.28) and (2.29) since they are too lengthy to be shown here. The techniques to handle f˜
4and F˜ have already been in [21, 25, 26], and we directly use the notation K, I in (2.29) to indicate where the related
techniques are applied. Although a little more new notation appears, if the reader is experienced, one may easily
discover K, I and ∇ju0 − ϕj are the most difficult terms in (2.28), where ∇j = ∂/∂xj with j = 1, · · · , d. To reach
our goal, a little trick is to set ϕ0 = S
2
ε (ψ4εu0) and ϕj = S
2
ε (ψ4ε∇ju0), where Sε is a smoothing operator at scale ε,
and ψ4ε is a cut-off function supported in Σ4ε. Here we use cut-off function to avoid analyzing the behavior of wε on
∂Ω, while the cost paid is that we have to estimate the quantity ‖u0‖H1(Ω\Σ4ε).
The first result is ‖wε‖H1(Ω) = O(ε 12 ). In the proof, we borrow the methods from T. Suslina [25,26] to handle the
term K, and the techniques from Z. Shen [21] to deal with the terms I and ∇ju0 − ϕj .
Furthermore, inspired by T. Suslina [25, 26] we employ the duality argument to accelerate the convergence rate.
Resetting wε we then have (see Lemma 3.6)∣∣∣ ∫
Ω
wεΦdx
∣∣∣ ≤ C{‖u0‖H1(Ω\Σ8ε)‖φε‖H1(Ω\Σ9ε) + ε‖u0‖H2(Ω)‖φε‖H1(Ω)}. (1.14)
Obviously, the next thing is to show the quantities ‖u0‖H1(Ω\Σ8ε) and ‖φε‖H1(Ω\Σ9ε). The first one is done with the
aid of the nontangential maximal function coupled with radial maximal function to control the behavior of ∇u0 and
u0 on Ω \ Σ8ε, respectively. The original idea belongs to Z. Shen in [21]. For the quantity ‖φε‖H1(Ω\Σ9ε), we consider
the auxiliary function
Θε = φε − φ0 − εχ∗0,εS2ε (ψ20εφ0)− εχ∗k,εS2ε (ψ20ε∇kφ0),
and obtain ‖Θε‖H1(Ω) = O(ε 12 ) due to the previous result, where χ∗k with k = 0, · · · , d are corresponding first order
correctors of L∗ε. This argument is developed by T.Suslina in [25, 26]. Then it is not hard to reach ‖φε‖H1(Ω\Σ9ε) ≤
‖Θε‖H1(Ω) + ‖φ0‖H1(Ω\Σ9ε) by the observation that S2ε (ψ20εφ0) and S2ε (ψ20ε∇kφ0) are supported in Σ18ε and Σ18ε ∩
(Ω \Σ9ε) = ∅. Consequently, a routine computation gives ‖wε‖Lp(Ω) = O(ε) under the condition of u0 ∈ H2(Ω). This
implies our result (1.6).
In fact, when Ω is merely a Lipschitz domain, the assumption u0 ∈ H2(Ω;Rm) is not very natural, since ∇u0 only
belongs to H1/2(Ω;Rm) under the boundary condition g ∈ H1(∂Ω;Rm) (see [17, Lemma 4.3]). For this reason, we
manage to get rid of the assumption of u0 ∈ H2(Ω;Rm) by using the given data in the systems (1.4). Compared with
the proof of (1.6), the improvement of the methods in this paper focuses on proving the estimate (1.5).
1.4 Sketch of the proof of (1.5)
In the following, we want to explain why we consider the smoothing operator in weighted-type norms. Perhaps
the reader will be disappointed because the motivation is rooted in the tedious computation and we owe the success
to the author’s luck.
Let us go back to the estimate (1.14). In fact, before obtaining it the quantity
∫
Ω
wεΦdx is controlled by
C
{‖u0‖H1(Ω\Σ9ε)‖φε‖H1(Ω\Σ9ε) + ‖u0‖H1(Ω\Σ9ε)‖φε‖H1(Σ4ε) + ε‖u0‖H2(Σ4ε)‖φε‖H1(Σ4ε)} .
Due to the auxiliary function Θε, the estimates of φε are transformed into the corresponding ones of φ0, and the above
expression turns into
C
{‖u0‖H1(Ω\Σ9ε)‖φ0‖H1(Ω\Σ9ε) + ‖u0‖H1(Ω\Σ9ε)‖φ0‖H1(Σ4ε) + ε‖u0‖H2(Σ4ε)‖φ0‖H1(Σ4ε) + good terms} , (1.15)
where “good terms” means the terms which do not bring essential difficulties. An obvious advantage of this argument
is that we avoid using the nontangential maximal function of φε to control its behavior near the boundary, which
opens up an opportunity to handle the operator with lower order terms even though we have not yet established the
nontangential maximal function estimates for (DHε) in Lipschitz domains. Another important advantage is that it
can accelerate the convergence rates since ‖Θε‖H1(Ω) = O(ε 12 ). Let us observe the expression (1.15) again, and we
claim that the first term ‖u0‖H1(Ω\Σ9ε)‖φ0‖H1(Ω\Σ9ε) is also good, since we can prove the following estimates
‖u0‖H1(Ω\Σ9ε) = O(ε
1
2 ), ‖u0‖H2(Σ4ε) = O(ε−
1
2 ), (1.16)
in Lemma 4.2. The above estimates were first obtained by Z. Shen for elasticity systems in [21]. Meanwhile the
estimates (1.16) suggest that the second and third terms of (1.15) are the tricky ones, which exactly arouse the
inspiration for the weighted-type norms. Inspired by the proof in [21], it is not very hard to derive the following
estimates,
‖u0‖H1(Ω\Σ9ε;δ) = O(ε), max
{‖∇2u0‖L2(Σ4ε;δ), ‖∇2φ0‖L2(Σ4ε;δ)} = O([ln(r0/ε)] 12 ),
5as well as
‖φ0‖H1(Σ4ε;δ−1) = O
(
[ln(r0/ε)]
1
2
)
.
Compared to the estimates (1.16), the above quantities show a noticeable improvement in the sense of the order of ε.
Since Ω is just a Lipschitz domain, we can not expect to apply H2 estimates to u0 near the boundary. In general, the
worse the smoothness of the boundary is, the higher the level of the technicalities employed will be. The core idea
in the proof is to use the radial maximal function, which was employed by C. Kenig, F. Lin and Z. Shen in [17], and
nontangential maximal function to control the boundary behavior of the solutions to the corresponding homogenized
problems. In addition, we find δ as the weighted function highly effective in eliminating some singularity produced by
∇2u0 near the boundary of Ω. This is another crucial aspect to explain why we use the above weighted-type norms,
and we refer the reader to the proof of Lemma 4.5 for precise details.
Observe that if the second and third terms in (1.15) are replaced by
‖u0‖H1(Ω\Σ9ε;δ)‖φ0‖H1(Σ4ε;δ−1) and ε‖u0‖H2(Σ4ε;δ)‖φ0‖H1(Σ4ε;δ−1),
respectively, then it is not far from reaching ‖wε‖L2(Ω) = O(ε ln(r0/ε)) due to the duality method. This enlightens us
to find the following weighted-type inequality,∣∣∣ ∫
Ω
wεΦdx
∣∣∣ ≤ C‖u0‖H1(Ω\Σ9ε)‖φ0‖H1(Ω\Σ9ε) + Cε‖u0‖H1(Ω)‖φε‖H1(Ω)
+ C
{
‖u0‖H1(Ω\Σ8ε;δ) + ε‖∇u0‖L2(Σ4ε;δ) + ε‖∇2u0‖L2(Σ4ε;δ)
}
‖φ0‖H1(Σ4ε;δ−1)
+ C
{
‖u0‖H1(Ω\Σ8ε) + ε‖∇u0‖L2(Σ4ε) + ε‖∇2u0‖L2(Σ4ε)
}
·
{
‖ξε‖H1(Ω) + ‖φ0‖H1(Ω\Σ20ε) + ε‖φ0‖H1(Ω) + ε‖∇2φ0‖L2(Σ10ε)
}
,
(1.17)
where ξε = φε − φ0 − εχ∗0,εSε(ψ10εφ0) − εχ∗k,εSε(ψ10ε∇kφ0). It follows from Theorem 4.1 that ‖ξε‖H1(Ω) = O(ε
1
2 ).
Noting the right-hand side of (1.17), the first, second and fourth terms produce the factor O(ε), while the third term
contribute the factor O(ε ln(r0/ε)). Combining them and applying the duality method finally leads to the desired
estimate (1.5).
Now a big question is how to derive the estimate (1.17). Although the computations are quite lengthy, the central
aim is to figure out the factors O(ε) or O(ε ln(r0/ε)). To do so, the crucial ingredients are the following estimates of
weighted-type,
‖gεSε(f)‖L2(Σ2ε;δ) ≤ C‖g‖L2(Y )‖f‖L2(Σ2ε;δ), ‖gεSε(f)‖L2(Σ2ε;δ−1) ≤ C‖g‖L2(Y )‖f‖L2(Σ2ε;δ−1), (1.18)
where f ∈ L2(Ω) is supported in Σ2ε, and gε(x) = g(x/ε) is square integrable and periodic at scale ε. Also,
‖f − Sε(f)‖L2(Σ2ε;δ) ≤ Cε‖∇f‖L2(Σε;δ), (1.19)
where f ∈ H1(Ω) is supported in Σε. Briefly speaking, the smoothing operator in the weighted-type norms satisfies
the similar properties as in [20,25,26]. We refer the reader to Lemmas 3.2 and 3.3 for the accurate statement. We end
this paragraph with a comment that the weighted-type norms were discovered to accelerate the convergence rates at
first, and then inspire us to check the estimates (1.18) and (1.19).
For the Neumann problem, the proof of (1.10) is quite similar to that given for (1.6). A slight difference occurs
when we proceed with the duality argument. Here we construct the following “adjoint Neumann problems” associated
with (1.8)
(NH∗ε)
{
L∗ε(φε) = Φ in Ω,
B∗ε(φε) = 0 on ∂Ω,
(NH∗
0
)
{
L∗0(φ0) = Φ in Ω,
B∗0(φ0) = 0 on ∂Ω,
(1.20)
where B∗ε is the adjoint operator of Bε, and B∗0 = n · [Â∇+ B̂] is the homogenized operator of B∗ε . The remainder of
the arguments is analogous to that in Theorem 1.1 and we omit them here.
1.5 Source of the ideas
Undoubtedly, the ideas used here are inspired from several sources. For example, some weighted-type inequalities
applied to studying convergence rates have already been in [17], and the smoothing operator Sε at the scale ε as
the improvement of the Steklov smoothing operator was originally shown in [21], in which Z. Shen has obtained the
estimates like (1.6) and (1.10) for Lε. The duality argument employed here is motivated by T. Suslina in [25,26], and
6the Steklov smoothing operator was originally applied to homogenization problem by V.V. Zhikov in [30]. However the
estimates (1.17), (1.18) and (1.19) presented here seem to be new. We do not offer lengthy heuristics or motivation,
but as compensation have tried to present all the technicalities of the proofs in the later sections.
We mention that in the case of d = 2, the correctors χk with k = 0, · · · , d are bounded even without the smoothness
assumption on A (see [13, Section 4.4]). There is a simple way to derive the corresponding results of this paper, and
we will investigate this case in another place. Finally, we remark that the convergence rates are active topics in
homogenization theory, and without attempting to be exhaustive, we refer the reader to [1–9, 11, 12, 14, 16, 19, 20, 23,
24, 27–30] and the references therein for more results.
This paper is organized as follows. Some definitions and remarks as well as known lemmas and theorems are
introduced in Section 2. We will prove the weighted-type inequalities for the smoothing operator in Section 3, in
which we also introduce two lemmas related to the duality methods (see Lemmas 3.5, 3.6). Section 4 deals with the
Dirichlet problem, while Section 5 handles the Neumann problem.
2 Preliminaries
Define the correctors χk = (χ
αβ
k ) associated with Lε as follows:
L1(χ0) = div(V ) in R
d,
χ0 ∈ H1per(Y ;Rm
2
) and
∫
Y
χ0dy = 0
(2.1)
and 
L1(χ
β
k + P
β
k ) = 0 in R
d,
χβk ∈ H1per(Y ;Rm) and
∫
Y
χβkdy = 0
(2.2)
for 1 ≤ k ≤ d, where Y = (0, 1]d ∼= Rd/Zd, and H1per(Y ;Rm) denotes the closure of C∞per(Y ;Rm) in H1(Y ;Rm). Note
that C∞per(Y ;R
m) is the subset of C∞(Y ;Rm), which collects all Y -periodic vector-valued functions (see [9, pp.56]).
By asymptotic expansion arguments (see [5, pp.103] or [16, pp.31]), we obtain the homogenized operator L0, and its
coefficients Â = (aˆαβij ), V̂ = (Vˆ
αβ
i ), B̂ = (Bˆ
αβ
i ) and ĉ = (cˆ
αβ) are given by
aˆαβij =
∫
Y
[
aαβij + a
αγ
ik
∂χγβj
∂yk
]
dy, Vˆ αβi =
∫
Y
[
V αβi + a
αγ
ij
∂χγβ0
∂yj
]
dy,
Bˆαβi =
∫
Y
[
Bαβi +B
αγ
j
∂χγβi
∂yj
]
dy, cˆαβ =
∫
Y
[
cαβ +Bαγi
∂χγβ0
∂yi
]
dy.
(2.3)
Remark 2.1. For simplicity of presentation, if f is a periodic function, we will denote f(x/ε) by fε(x). For example,
we usually write Aε(x) = A(x/ε) and χk,ε(x) = χk(x/ε), and their components follow the same simplified way as well.
Warning: the reader do not confuse the two types of notation: one type is the abridged notation, the other type is
the common notation such as the solution uε, the smoothing operator Sε and the set Σε.
Definition 2.2 (Bilinear form). We define the bilinear form associated with Lε as
Bε[u, φ] =
∫
Ω
{
aαβij,ε
∂uβ
∂xj
+ V αβi,ε u
β
}∂φα
∂xi
dx+
∫
Ω
{
Bαβi,ε
∂uβ
∂xi
+ cαβε u
β + λuα
}
φαdx (2.4)
for any u, φ ∈ H1(Ω;Rm).
Consider the following Dirichlet and Neumann boundary value problems
(D)
{
Lε(uε) = −div(f) + F in Ω,
uε = g on ∂Ω,
(N)
{
Lε(uε) = div(f) + F in Ω,
Bε(uε) = h− n · f on ∂Ω.
(2.5)
Definition 2.3 (Weak solution). Let f = (fαi ) ∈ L2(Ω;Rmd), F ∈ L
2d
d+2 (Ω;Rm), g = 0 and h ∈ H−1/2,2(∂Ω;Rm) in
(2.5). Then
7(i) we say uε ∈ H10 (Ω;Rm) is a weak solution to (D), if uε satisfies
Bε[uε, φ] = −
∫
Ω
fα · ∇φαdx+
∫
Ω
Fαφαdx ∀ φ ∈ H10 (Ω;Rm);
(ii) we say uε ∈ H1(Ω;Rm) is a weak solution to (N), if uε satisfies
Bε[uε, φ] = −
∫
Ω
fα · ∇φαdx+
∫
Ω
Fαφαdx+ < h, φ >H−1/2,2(∂Ω)×H1/2,2(∂Ω) ∀ φ ∈ H1(Ω;Rm).
Remark 2.4. Choose φα = 1 in (ii) of Definition 2.2, and then we have the compatibility condition∫
Ω
(
Bαβi (x/ε)
∂uβε
∂xi
+ cαβ(x/ε)uβε
)
dx+ λ
∫
Ω
uαε dx =
∫
Ω
Fαdx+ < hα, 1 >H−1/2,2(∂Ω)×H1/2,2(∂Ω) (2.6)
for α = 1, . . . ,m, which implies the counterpart of (2.6) in [17] since B = 0, c = 0 and λ = 0 there.
Lemma 2.5. Suppose that the coefficients of Lε satisfy (1.1) and (1.3). Then the corresponding bilinear form Bε[·, ·]
satisfies
• boundedness property ∣∣Bε[u, v]∣∣ ≤ C‖u‖H1(Ω)‖v‖H1(Ω) ∀ u, v ∈ H1(Ω;Rm); (2.7)
• coercive property
c‖u‖2H1(Ω) ≤ Bε[u, u] ∀ u ∈ H1(Ω;Rm), (2.8)
whenever λ ≥ λ0, and λ0 = λ0(µ, κ,m, d).
Here, C is dependent on µ, κ, λ,m, d,Ω, while c depends only on µ, κ,m, d.
Theorem 2.6 (Dirichlet problem). The coefficients of Lε and λ0 are given as in Lemma 2.5. Suppose f ∈ L2(Rmd),
F ∈ L 2dd+2 (Ω;Rm) and g ∈ H1/2(∂Ω;Rm). Then (D) has a unique weak solution uε ∈ H1(Ω;Rm), whenever λ ≥ λ0,
and the solution satisfies the uniform estimate
‖uε‖H1(Ω) ≤ C
{‖f‖L2(Ω) + ‖F‖
L
2d
d+2 (Ω)
+ ‖g‖H1/2(∂Ω)
}
, (2.9)
where C depends only on µ, κ,m, d and Ω. Moreover, with one more the periodicity condition (1.2) on the coefficients
of Lε, we then have uε ⇀ u0 weakly in H1(Ω;Rm) and strongly in L2(Ω;Rm) as ε→ 0, where u0 is the weak solution
to the homogenized problem L0(u0) = F in Ω and u0 = g on ∂Ω.
Theorem 2.7 (Neumann problem). The coefficients of Lε and λ0 are shown as in Lemma 2.5. Then for any
f ∈ L2(Ω;Rmd), F ∈ L 2dd+2 (Ω;Rm) and h ∈ H−1/2(∂Ω;Rm), there exists a unique weak solution uε ∈ H1(Ω;Rm) to
(N), whenever λ ≥ λ0. Furthermore, the solution satisfies the uniform estimate
‖uε‖H1(Ω) ≤ C
{‖f‖L2(Ω) + ‖F‖
L
2d
d+2 (Ω)
+ ‖g‖H−1/2(∂Ω)
}
, (2.10)
where C depends only on µ,m, d and Ω. If we assume that Lε additionally satisfies (1.2), then the flux converges:
Aε∇uε + Vεuε ⇀ Â∇u0 + V̂ u0, and Bε∇uε + (cε + λI)uε ⇀ B̂∇u0 + (ĉ + λI)u0 weakly in L2(Ω;Rm) as ε → 0,
where u0 satisfies the corresponding homogenized problem: L0(u0) = div(f) + F in Ω and B0(u0) = h on ∂Ω with
B0 = n · V̂ + n · Â∇.
Remark 2.8. Theorems 2.6, 2.7 are referred to as the corresponding homogenization theorems. The reader may find
the related proofs in [5, 16]. Lemma 2.5 gives the uniqueness and existence of the weak solution to (D) or (N). We
also refer the reader to [28, 29] and the references therein for more details.
Definition 2.9. Define the adjoint operator L∗ε as
L∗ε = −div
{
A∗(x/ε)∇+B∗(x/ε)
}
+ V ∗(x/ε)∇+ c∗(x/ε) + λI,
while the corresponding boundary operator becomes
B∗ε = n ·
[
A∗(x/ε)∇+B∗(x/ε)].
8Furthermore, the related bilinear form is given by
B∗ε[v, φ] =
∫
Ω
{
aαβij,ε
∂vα
∂xi
+Bαβj,ε v
α
}∂φβ
∂xj
dx+
∫
Ω
{
V αβi,ε
∂vβ
∂xi
+ cαβε v
α + λvβ
}
φβdx
for any v, φ ∈ H1(Ω;Rm).
Remark 2.10. Let uε, vε ∈ H10 (Ω;Rm) be the two weak solutions to the Dirichlet problems{
Lε(uε) = div(f) + F in Ω,
uε = 0 on ∂Ω,
{
L∗ε(vε) = div(φ) + Φ in Ω,
vε = 0 on ∂Ω,
respectively. It follows from Bε[uε, vε] = B
∗
ε[vε, uε] that
< Lε(uε), vε >=< uε,L∗ε(vε) > . (2.11)
Remark 2.11. If uε, vε ∈ H1(Ω;Rm) are two weak solutions to the Neumann problems{
Lε(uε) = div(f) + F in Ω,
Bε(uε) = h− n · f on ∂Ω,
{
L∗ε(vε) = div(φ) + Φ in Ω,
B∗ε(vε) = η − n · φ on ∂Ω,
respectively, then we have the second Green’s formula
< Lε(uε), vε > − < uε,L∗ε(vε) >= − < Bε(uε), vε > + < uε,B∗ε (vε) > (2.12)
by noting that Bε[uε, vε] = B
∗
ε[vε, uε].
Remark 2.12. To handle the convergence rates, we define some auxiliary functions via
bαγik (y) = aˆ
αγ
ik − aαγik (y)− aαβij (y)
∂
∂yj
{
χβγk
}
, bαγi0 (y) = Vˆ
αγ
i − V αγi (y)− aαβij (y)
∂
∂yj
{
χβγ0
}
, (2.13)
and
∆ϑαγi =W
αγ
i := Bˆ
αγ
i −Bαγi (y)−Bαβj (y)
∂
∂yj
{
χβγi
}
in Rd,
∫
Y
ϑαβi (y)dy = 0,
∆ϑαγ0 =W
αγ
0 := cˆ
αγ − cαγ(y)− Bαβi (y)
∂
∂yi
{
χβγ0
}
in Rd,
∫
Y
ϑαβ0 (y)dy = 0.
(2.14)
We mention that the existence of ϑk is given by [9, Theorem 4.28] on account of −
∫
Y ϑ
αγ
k (y)dy = 0 for k = 0, 1, . . . , d.
Furthermore it is not hard to see that ϑαγk is periodic and belongs to H
2
loc(R
d).
Lemma 2.13. There exist Eαγjik ∈ H1per(Y ) with k = 0, 1, . . . , d, such that
bαγik =
∂
∂yj
{
Eαγjik
}
and Eαγjik = −Eαγijk, (2.15)
where 1 ≤ i, j ≤ d and 1 ≤ α, γ ≤ m. Moreover if χk is Ho¨lder continuous, then Eαγjik ∈ L∞(Y ).
Proof. See [29, Lemma 2.8]. 
Definition 2.14. Fix ζ ∈ C∞0 (B(0, 1/2)), and
∫
Rd
ζ = 1. Define the smoothing operator
Sε(f)(x) = f ∗ ζε(x) =
∫
Rd
f(x− y)ζε(y)dy, (2.16)
where ζε(x) = ε
−dζ(x/ε).
Lemma 2.15. Let f ∈ Lp(Rd) for some 1 ≤ p <∞. Then for any h ∈ Lpper(Rd),
‖h(·/ε)Sε(f)‖Lp(Rd) ≤ C‖h‖Lp(Y )‖f‖Lp(Rd), (2.17)
where C depends only on d.
9Proof. See [21, Lemma 2.1].
Lemma 2.16. Let f ∈ W 1,p(Rd) for some 1 < p <∞. Then we have
‖Sε(f)− f‖Lp(Rd) ≤ Cε‖∇f‖Lp(Rd), (2.18)
and furthermore obtain
‖Sε(f)‖L2(Rd) ≤ Cε−1/2‖f‖Lq(Rd) and ‖Sε(f)− f‖L2(Rd) ≤ Cε1/2‖∇f‖Lq(Rd), (2.19)
where q = 2dd+1 , and C depends only on d.
Proof. See [21, Lemma 2.2].
Remark 2.17. Throughout the paper, let B(P, r) denote the open ball centered at P of radius r, and the symbol r0
only represents the diameter of Ω. We say ∂Ω ∈ C0,1 (Lipschitz), if there exists R such that for each point P ∈ ∂Ω
there is a new coordinate system in Rd obtained from the standard Euclidean coordinate system translation and
rotation so that P = (0, 0) and
B(P,R) ∩Ω = B(P,R) ∩ {(x′, xd) ∈ Rd : x′ ∈ Rd−1 and xd > φ(x′)},
where φ ∈ C0,1(Rd−1) is a boundary function with φ(0) = 0 and ‖∇φ‖L∞(Rd) ≤ M0. Note that M0 indicates the
boundary character of Ω. In the paper, saying a constant C depends on Ω means this constant involves both M0 and
|Ω|, where |Ω| denotes the volume of Ω.
Remark 2.18. For 0 ≤ r < c0, we may assume that there exist homeomorphisms Λr : ∂Ω → ∂Σr = Sr such that
Λ0(Q) = Q, |Λr(Q)−Λt(P )| ∼ |r− t|+ |Q−P | and |Λr(Q)−Λt(Q)| ≤ Cdist(Λr(Q), St) for any r > s and P,Q ∈ ∂Ω
(which are bi-Lipschitz maps, see [17, pp.1014]). Especially, we may have maxr∈[0,c0]{‖∇Λr‖L∞(∂Ω), ‖∇(Λ−1r )‖L∞(∂Ω)} ≤
C(M0). For a function h, we define the radial maximal function M(h) on ∂Ω as
M(h)(Q) = sup{|h(Λr(Q))| : 0 ≤ r ≤ c0} ∀ Q ∈ ∂Ω. (2.20)
We mention that the radial maximal function will play an important role in the study of convergence rates for Lipschitz
domains (we refer the reader to [17] for the original idea, and we also refer the reader to [18, Theorem 5.1] for the
existence of such bi-Lipschitz maps).
Definition 2.19. The non-tangential maximal function of u is defined by
(u)∗(Q) = sup
{|u(x)| : x ∈ ΓN0(Q)} ∀ Q ∈ ∂Ω, (2.21)
where ΓN0(Q) = {x ∈ Ω : |x − Q| ≤ N0δ(x)} is the cone with vertex Q and aperture N0, and N0 > 1 is sufficiently
large.
Remark 2.20. Let h ∈ Lp(Ω) with 1 ≤ p <∞. For any r ∈ (0, c0), Λr is given in Remark 2.18, and we can show the
estimate of ‖h‖Lp(Ω\Σr). By (2.21), we note that h(Λr(x)) ≤M(h)(x) a.e. x ∈ ∂Ω for all r ∈ (0, c0). Then∫
Ω\Σr
|h|pdx =
∫ r
0
∫
St=Λt(∂Ω)
|h(y)|pdSt(y)dt
=
∫ r
0
∫
∂Ω
|h(Λt(z))|p|∇Λt|dS(z)dt ≤ Cr
∫
∂Ω
|M(h)|pdS ≤ Cr
∫
∂Ω
|(h)∗|pdS,
(2.22)
where C depends only on p and the boundary character. We note that the first equality is based on the so-called
co-area formula (2.23), and we use the change of variable in the second one. Besides, the first inequality follows from
Remark 2.18. In the last one, it is not hard to see M(h)(Q) ≤ (h)∗(Q) by comparing Definition 2.19 with (2.20).
We now explain the co-area formula used here. Let Z(0; r) = {x ∈ Ω : 0 < δ(x) ≤ r}, then Z(0; r) = Ω \ Σr. Here
we point out |∇δ(x)| = 1 a.e. x ∈ Ω without the proof (see [10, pp.142]). In view of co-area formula (see [10, Theorem
3.13]), we have ∫
Ω\Σr
|h|pdx =
∫
Z(0;r)
|h|pdx =
∫ r
0
∫
{x∈Ω:δ(x)=t}
|h|p
|∇δ|dH
d−1dt =
∫ r
0
∫
St
|h|pdStdt, (2.23)
where Sr = {x ∈ Ω : δ(x) = t}, dHd−1 is the (d − 1)-dimensional Hausdorff measure, and dSt = dHd−1(St) denotes
the surface measure of St.
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Lemma 2.21. Let Ω be a Lipschitz domain, and M associated with c0 is defined in Remark 2.18. Then for any
h ∈ H1(Ω), we have the following estimate
‖M(h)‖L2(∂Ω) ≤ C‖h‖H1(Ω\Σc0 ), (2.24)
where C depends only on d, c0 and the character of Ω.
Proof. See [29, Lemma 2.24].
Lemma 2.22. Suppose that uε, u0 ∈ H1(Ω;Rm) satisfy Lε(uε) = L0(u0) in Ω. Let
wβε = u
β
ε − uβ0 − ε
d∑
k=0
χβγk (x/ε)ϕ
γ
k , (2.25)
where ϕ = (ϕγk) ∈ H1(Rd;Rm(d+1)). Then
(i) if uε = u0 on ∂Ω, we have
Lε(wε) = −div(f˜) + F˜ in Ω, wε = ε
d∑
k=0
χk,εϕk on ∂Ω; (2.26)
(ii) if Bε(uε) = B0(u0) on ∂Ω, we have
Lε(wε) = −div(f˜) + F˜ in Ω, Bε(wε) = n · f˜ + εn · J on ∂Ω, (2.27)
where n is the outward unit normal vector to ∂Ω. Note that f˜ = (f˜αi ) and F˜ = (F˜
α) are given in (2.28), and J = (J αi )
is shown in (2.29).
Proof. See [29, Lemma 5.1]. 
Remark 2.23. For simplicity of presentation in Lemma 2.22, we set
f˜αi = Kαi +
[
aˆαβij − aαβij,ε
][∂uβ0
∂xj
− ϕβj
]
+
[
Vˆ αβi − V αβi,ε
][
uβ0 − ϕβ0
]− ε(Iαi + J αi )
F˜α = [Bˆαβi −Bαβi,ε ]
[∂uβ0
∂xi
− ϕβi
]
+
[
cˆαβ − cαβε
][
uβ0 − ϕβ0
]− ε(Mα +Nα) (2.28)
where
Iαi = aαβij,ε
d∑
k=0
χβγk,ε
∂
∂xj
{
ϕγk
}
+ V αβi,ε
d∑
k=0
χβγk,εϕ
γ
k , J αi =
d∑
k=0
(∂ϑαγk
∂yi
)
ε
ϕγk , Kαi =
d∑
j=0
bαγij,εϕ
γ
j ,
Mα =
d∑
k=0
[(∂ϑαγk
∂yi
)
ε
+Bαβi,ε χ
βγ
k,ε
] ∂
∂xi
{
ϕγk
}
, Nα = [cαβε + λeαβ] d∑
k=0
χβγk,εϕ
γ
k , y = x/ε.
(2.29)
Lemma 2.24. Suppose that the coefficients of Lε satisfy (1.1), (1.2) and (1.3). Let wε be defined by (2.25), and uε, u0
be the weak solutions to (1.4). Then we have
‖wε‖H1(Ω) ≤ C
{
‖̟ε~φ‖L2(Ω\Σ2ε) + ‖∇u0 −∇~ϕ‖L2(Ω)
+ ‖u0 − ϕ0‖L2(Ω) + ε‖̟ε∇~φ‖L2(Ω) + ε‖̟ε~φ‖L2(Ω)
}
,
(2.30)
where ~ϕ = (ϕ1, · · · , ϕd), ~φ = (ϕ0, ~ϕ), and ̟ε denotes the periodic functions (partially or fully) depending on the
coefficients of Lε, the correctors {χk}dk=0, and auxiliary functions {bik, Ejik,∇ϑk}dk=0.
Remark 2.25. As we proceed to prove the above lemma and others, we are often confronted with the periodic
functions such as the coefficients of Lε, the correctors {χk}dk=0, as well as some auxiliary functions {bik, Ejik,∇ϑk}dk=0
in the calculations. These periodic functions are actually the known quantities. The algebra combination of these
periodic functions is always lengthy to write, so we denote it by ̟ε for short. If ignoring the form of the different
combinations, then the notation ̟ε will play a similar role as the constant C does in the estimates, which becomes
an universal periodic function determined by µ, κ,m, d.
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Proof. In view of (i) in Lemma 2.22, we have
Lε(wε) = div(f˜) + F˜ in Ω, wε = ε
d∑
k=0
χk,εϕk on ∂Ω,
where f˜ and F˜ are given in Remark 2.23. It is reasonable to consider dividing wε into wε,1 and wε,2, and they satisfy
(1)

Lε(wε,1) = −div(f˜ −K) + F˜ in Ω,
wε,1 = ε
d∑
k=0
χk,εϕk on ∂Ω,
(2)
{
Lε(wε,2) = −div(K) in Ω,
wε,2 = 0 on ∂Ω,
respectively.
For (1), it follows from (2.9) that
‖wε,1‖H1(Ω) ≤ C
{
‖∇u0 −∇~ϕ‖L2(Ω) + ‖u0 − ϕ0‖L2(Ω)
+ ε‖̟ε∇~φ‖L2(Ω) + ε‖̟ε~φ‖L2(Ω)
}
+ ε‖χk,εϕk‖H1/2(∂Ω)
(2.31)
with summation convention applied to k from 0 to d. We now handle the term of ‖χk,εϕk‖H1/2(∂Ω), and then
‖χk,εϕk‖H1/2(∂Ω) ≤ C‖(1− ψε)χk,εϕk‖H1(Ω)
≤ C‖(1− ψε)χk,εϕk‖L2(Ω) + C‖∇[(1 − ψε)χk,εϕk]‖L2(Ω)
≤ C‖̟ε~φ‖L2(Ω\Σ2ε) + Cε−1‖̟ε~φ‖L2(Ω\Σ2ε) + C‖̟ε∇~φ‖L2(Ω),
(2.32)
where ̟ε is explained in Remark 2.25, here depending on χk,ε or ∇χk,ε, and ~φ = (ϕ0, · · · , ϕd). Hence, plugging (2.32)
back into (2.31), we obtain
‖wε,1‖H1(Ω) ≤ C
{
‖̟ε~φ‖L2(Ω\Σ2ε) + ‖∇u0 −∇~ϕ‖L2(Ω)
+ ‖u0 − ϕ0‖L2(Ω) + ε‖̟ε∇~φ‖L2(Ω) + ε‖̟ε~φ‖L2(Ω)
}
.
(2.33)
For (2), in view of (i) in Definition 2.3, we have
Bε[wε,2, v] =
∫
Ω
K · ∇vdx =: R(v) (2.34)
for any v ∈ H10 (Ω;Rm). According to Lemma 2.13, R(v) in (2.34) satisfies
R(v) = ε
∫
Ω
d∑
k=0
{ ∂
∂xj
[
Eαγjik,ε
]
ϕγk
}∂vα
∂xi
dx
= ε
∫
Ω
∂
∂xj
{ d∑
k=0
Eαγjik,εϕ
γ
k
}∂vα
∂xi
dx− ε
∫
Ω
d∑
k=0
{
Eαγjik,ε
∂
∂xj
[
ϕγk
]}∂vα
∂xi
dx
=: R1(v)−R2(v).
Note that due to the antisymmetry of Ejik with respect to i, j, we obtain
R1(v) = ε
∫
Ω
∂
∂xj
{[
ψε + (1 − ψε)
]
Eαγjik,εϕ
γ
k
}∂vα
∂xi
dx
= ε
∫
Ω
∂
∂xj
{
(1− ψε)Eαγjik,εϕγk
}∂vα
∂xi
dx− ε
∫
Ω
ψεE
αγ
jik,εϕ
γ
k
∂2vα
∂xi∂xj
dx
= ε
∫
Ω
∂
∂xj
{
(1− ψε)Eαγjik,εϕγk
}∂vα
∂xi
dx,
where ψε ∈ C∞0 (Ω) satisfies (1.11), and k = 0, 1, . . . , d. Moreover, we have
R1(v) = −
∫
Ω
∂ψε
∂xj
Eαγjik,εϕ
γ
k
∂vα
∂xi
dx+
∫
Ω
(1− ψε)bαγik,εϕγk
∂vα
∂xi
dx+ ε
∫
Ω
(1− ψε)Eαγjik,ε
∂ϕγk
∂xj
∂vα
∂xi
dx,
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and this indicates∣∣R1(v)∣∣ ≤ {‖Eε~φ‖L2(Ω\Σ2ε) + ‖bε~φ‖L2(Ω\Σ2ε) + ε‖Eε∇~φ‖L2(Ω\Σ2ε)}‖∇v‖L2(Ω\Σ2ε). (2.35)
Meanwhile we arrive at ∣∣R2(v)∣∣ ≤ ε‖Eε∇~φ‖L2(Ω)‖∇v‖L2(Ω). (2.36)
Let v = wε,2. In view of (2.8), (2.34), (2.35) and (2.36), we have
‖wε,2‖H10 (Ω) ≤ C
{‖Eε~φ‖L2(Ω\Σ2ε) + ‖bε~φ‖L2(Ω\Σ2ε) + ε‖Eε∇~φ‖L2(Ω)}. (2.37)
It is clear to see that the desired estimate (2.30) follows from (2.33) and (2.37), which completes the proof. 
3 Weighted-type inequalities and duality lemmas
The core techniques of this paper are introduced in this section. As we mentioned before a crucial reason why we
developed the weighted estimates is that the distance function δ used to help cancel the singularity of ∇2u0 near the
boundary of Ω. Therefore δ is chosen to be the weighted function. To achieve our goal, it is natural to expect the
weighted function δ to pass through the convolution freely in the calculations, and Lemmas 3.1 − 3.3 exactly realize
this thinking.
Lemma 3.1. Let δ(x), Σ2ε be defined in Subsection 1.2. Then for any x ∈ Σ2ε we have∣∣Sε(δ)(x)∣∣ ≤ 2δ(x), ∣∣Sε(δ−1)(x)∣∣ ≤ 2δ−1(x). (3.1)
Proof. It is clear to see that∣∣∣δ(x) − ∫
Rd
ζε(x − y)δ(y)dy
∣∣∣ ≤ ∫
Rd
ζε(x− y)
∣∣δ(x)− δ(y)∣∣dy
≤
∫
Rd
ζε(x− y)‖∇δ‖L∞(Ω)|x− y|dy ≤ ε
∫
Rd
ζε(x− y)dy ≤ ε,
where we use the fact of ‖∇δ‖L∞(Ω) = 1 (see [10, Theorem 3.14]) in the third inequality. Since δ(x) > ε whenever
x ∈ Σ2ε, we have ∣∣Sε(δ)(x)∣∣ ≤ ∣∣∣δ(x)− ∫
Rd
ζε(x− y)δ(y)dy
∣∣∣+ δ(x) ≤ 2δ(x).
By the same token, we have∣∣∣δ−1(x) − ∫
Rd
ζε(x− y)δ−1(y)dy
∣∣∣ ≤ ∫
Rd
ζε(x− y)‖∇δ‖L∞(Ω)|x− y|δ−1(x)δ−1(y)dy
≤ ε
∫
Rd
ζε(x− y)δ−1(x)δ−1(y)dy ≤ δ−1(x)
∫
Rd
ζε(x− y)dy = δ−1(x),
where we point out y ∈ Σε at most, and therefore δ(y) > ε. Thus we have |Sε(δ−1)(x)| ≤ 2δ−1(x), and complete the
proof. 
Lemma 3.2. Let f ∈ L2(Ω) be supported in Σ2ε, and g ∈ L2per(Y ), then we have(∫
Σ2ε
∣∣g(x/ε)Sε(f)(x)∣∣2δ−1(x)dx)1/2 ≤ C‖g‖L2(Y )(∫
Σ2ε
∣∣f(x)∣∣2δ−1(x)dx)1/2, (3.2)
and (∫
Σ2ε
∣∣g(x/ε)Sε(f)(x)∣∣2δ(x)dx)1/2 ≤ C‖g‖L2(Y )(∫
Σ2ε
∣∣f(x)∣∣2δ(x)dx)1/2, (3.3)
where C depends only on d and ‖ζ‖L∞(B(0,1/2)).
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Proof. Noting that for any x ∈ Σ2ε, we have∣∣∣ ∫
Rd
ζε(x− y)f(y)dy
∣∣∣2 ≤ ∫
Rd
ζε(x− y)|f(y)|2δ−1(y)dy
∫
Rd
ζε(x− y)δ(y)dy
≤ 2δ(x)
∫
Rd
ζε(x− y)|f(y)|2δ−1(y)dy,
where we use Ho¨lder’s inequality in the first inequality, and the estimate (3.1) in the last one. Thus∫
Σ2ε
∣∣g(x/ε)Sε(f)(x)∣∣2δ−1(x)dx ≤ 2 ∫
Σ2ε
|g(x/ε)|2
∫
Rd
ζε(x − y)|f(y)|2δ−1(y)dydx
≤ C sup
y∈Rd
∫
B(y,1/2)
|g|2dz
∫
Σ2ε
|f(y)|2δ−1(y)dy
≤ C‖g‖2L2(Y )
∫
Σ2ε
|f(y)|2δ−1(y)dy.
Taking square root on the both sides, we have the desired estimate (3.2). By the same token, we have∣∣∣ ∫
Rd
ζε(x− y)f(y)dy
∣∣∣ ≤ ∫
Rd
ζε(x− y)|f(y)|2δ(y)dy
∫
Rd
ζε(x− y)δ−1(y)dy
≤ 2δ−1(x)
∫
Rd
ζε(x− y)|f(y)|2δ(y)dy,
and this gives(∫
Σ2ε
∣∣g(x/ε)Sε(f)(x)∣∣2δ(x)dx)1/2 ≤ √2( ∫
Σ2ε
|g(x/ε)|2
∫
Rd
ζε(x − y)|f(y)|2δ(y)dydx
)1/2
≤ C‖g‖L2(Y )
(∫
Σ2ε
|f(y)|2δ(y)dy
)1/2
.
We have completed the proof. 
Lemma 3.3. Let f ∈ H1(Ω) be supported in Σε, then we obtain( ∫
Σ2ε
∣∣f(x)− Sε(f)(x)∣∣2δ(x)dx)1/2 ≤ Cε( ∫
Σε
∣∣∇f(x)∣∣2δ(x)dx)1/2. (3.4)
where C depends only on d.
Proof. Let |y| ≤ 1, then we first obtain∫
Σ2ε
∣∣f(x)− f(x− εy)∣∣2δ(y)dy ≤ Cε2 ∫
Σε
∣∣∇f(z)∣∣2δ(z)dz. (3.5)
To see this estimate, we start with
f(x)− f(x− εy) = ε
∫ 1
0
∇f(x+ (t− 1)εy) · ydt.
Then we have ∣∣f(x)− f(x− εy)∣∣2δ(x) ≤ Cε2 ∫ 1
0
|∇f(x+ (t− 1)εy)|2δ(x)dt.
Integrating both sides with respect to x on Σ2ε, we arrive at∫
Σ2ε
∣∣f(x)− f(x− εy)∣∣2δ(x)dx ≤ Cε2 ∫
Σ2ε
∫ 1
0
|∇f(x+ (t− 1)εy)|2δ(x)dtdx
≤ Cε2
∫
Σε
∫ 1
0
|∇f(z)|2δ(z + (1− t)εy)dtdz ≤ Cε2
∫
Σε
|∇f(z)|2δ(z)dz.
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Note that since t ∈ [0, 1] and |y| ≤ 1, we have z = x+ (t− 1)εy ∈ Σε. In the last inequality, it follows from the mean
value theorem that for any z ∈ Σε,
δ(z + (1− t)εy) ≤ ε(1− t)|y|‖∇δ(z)‖L∞(Ω) + δ(z) ≤ ε+ δ(z) ≤ 2δ(z),
since δ(z) > ε and ‖∇δ‖L∞(Ω) = 1.
Next step, we will prove Minkowski’s inequality of a weighted-type.∫
Σ2ε
∣∣f(x)− Sε(f)(x)∣∣2δ(x)dx = ∫
Σ2ε
∣∣∣ ∫
Rd
ζε(x− y)
[
f(x)− f(y)]dy∣∣∣2δ(x)dx
≤
∫
Σ2ε
∫
Rd
ζε(x− y)δ−1(y)dy
∫
Rd
ζε(x− y)
∣∣f(x)− f(y)∣∣2δ(y)dyδ(x)dx
≤ 2
∫
Rd
ζε(x− y)
∫
Σ2ε
∣∣f(x)− f(y)∣∣2δ(y)dydx
= 2
∫
|y|≤1
ζ(y)
∫
Σ2ε
∣∣f(x)− f(x− εy)∣∣2δ(x− εy)dxdy
≤ 4
∫
|y|≤1
ζ(y)
∫
Σ2ε
∣∣f(x)− f(x− εy)∣∣2δ(x)dxdy
≤ Cε2
∫
Σε
∣∣∇f(z)∣∣2δ(z)dy,
where we use Ho¨lder’s inequality in the first inequality, the estimate (3.1) in the second one. In the third inequality,
we observe that δ(x − εy) ≤ 2δ(x) whenever |y| ≤ 1 and x ∈ Σ2ε. Besides, we use (3.5) in the last one. This implies
the estimate (3.4), and we have completed the proof. 
Remark 3.4. For ease of notations, we write
‖f‖L2(Σr ;δ) =
( ∫
Σr
|f(x)|2δ(x)dx
)1/2
, ‖f‖L2(Σr;δ−1) =
(∫
Σr
|f(x)|2δ−1(x)dx
)1/2
,
and ‖f‖H1(Σr ;δ) = ‖f‖L2(Σr ;δ) + ‖∇f‖L2(Σr;δ). Then from Ho¨lder’s inequality, it is not hard to see
‖fg‖L1(Σr) ≤ ‖f‖L2(Σr;δ)‖g‖L2(Σr ;δ−1). (3.6)
Also, it follows from the definition that
‖f‖H1(Ω\Σr ;δ) ≤
√
2r‖f‖H1(Ω\Σr). (3.7)
Moreover, if ϕ ∈ L2(Ω), and gε, f are given in Lemmas 3.2 and 3.3, then we obtain
‖gεSε(f)ϕ‖L1(Σ2ε) ≤ ‖gεSε(f)‖L2(Σ2ε;δ−1)‖ϕ‖L2(Σ2ε;δ) ≤ C‖g‖L2(Y )‖f‖L2(Σ2ε;δ−1)‖ϕ‖L2(Σ2ε;δ), (3.8)
and
‖gεSε(f)ϕ‖L1(Σ2ε) ≤ ‖gεSε(f)‖L2(Σ2ε;δ)‖ϕ‖L2(Σ2ε;δ−1) ≤ C‖g‖L2(Y )‖f‖L2(Σ2ε;δ)‖ϕ‖L2(Σ2ε;δ−1), (3.9)
where we use estimates (3.6), (3.2) and (3.3). Similarly we have
‖[f − Sε(f)]ϕ‖L1(Σ2ε) ≤ ‖f − Sε(f)‖L2(Σ2ε;δ)‖ϕ‖L2(Σ2ε;δ−1) ≤ Cε‖∇f‖L2(Σε;δ)‖ϕ‖L2(Σ2ε;δ−1), (3.10)
where C depends only on d and ‖ζ‖L∞(B(0,1/2)). In the end, we mention that the estimates (3.8)−(3.10) are frequently
used in the proof of Lemma 3.5.
It is known that by energy methods we just have the convergence rate O(ε
1
2 ). To accelerate the convergence rate
from O(ε
1
2 ) to O(ε), we employ the duality methods which developed by T. Suslina in [25, 26]. Compared to theirs,
we make some improvements from a technical standpoint. There are two lemmas related to duality methods in the
paper, and the first one is more complicated than the second one. We mention that the second one is based on the
assumption of u0 ∈ H2(Ω). Because of this, we do not worry about how to control ‖∇2u0‖L2(Ω) by the given data
such as the source term and the boundary term. Of course, if Ω is a smooth domain, there is no worry about it since
we can use the H2 estimate directly. However, this paper is concentrating on the boundary value problems concerned
with Lipschitz domains. In this case, as we have explained before the assumption of u0 ∈ H2(Ω) is not very natural.
Observing that the distance function δ is helpful in cancelling the singularity of ∇2u0 near the boundary of Ω, the
weighted-type inequalities are expected to be established in the duality argument, and then the following lemma makes
this thinking come true.
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Lemma 3.5 (Duality lemma I). Let wε be given in (2.25) by choosing ϕ0 = Sε(ψ4εu0) and ϕk = Sε(ψ4ε∇ku0), where
the weak solutions uε and u0 satisfy (1.4) or (1.8). For any Φ ∈ L2(Ω;Rm), we let φε and φ0 be the weak solutions to
the corresponding adjoint problems (1.13) or (1.20). Then we have∫
Ω
wεΦdx =
∫
Ω
f˜ · ∇φεdx+
∫
Ω
F˜ φεdx, (3.11)
where f˜ and F˜ are defined in (2.28). Moreover, if we assume
ξε = φε − φ0 − εχ∗0,εSε(ψ10εφ0) + εχ∗k,εSε(ψ10ε∇kφ0), (3.12)
where χ∗j with j = 0, · · · , d are the corresponding correctors associated with L∗ε . Then we obtain the estimate∣∣∣ ∫
Ω
wεΦdx
∣∣∣ ≤ C‖u0‖H1(Ω\Σ9ε)‖φ0‖H1(Ω\Σ9ε) + Cε‖u0‖H1(Ω)‖φε‖H1(Ω)
+ C
{
‖u0‖H1(Ω\Σ8ε;δ) + ε‖∇u0‖L2(Σ4ε;δ) + ε‖∇2u0‖L2(Σ4ε;δ)
}
‖φ0‖H1(Σ4ε;δ−1)
+ C
{
‖u0‖H1(Ω\Σ8ε) + ε‖∇u0‖L2(Σ4ε) + ε‖∇2u0‖L2(Σ4ε)
}
·
{
‖ξε‖H1(Ω) + ‖φ0‖H1(Ω\Σ20ε) + ε‖φ0‖H1(Ω) + ε‖∇2φ0‖L2(Σ10ε)
}
,
(3.13)
where C depends on µ, κ,m, d and Ω.
Proof. First of all, we prove the equality (3.11) under different types of boundary conditions. In the case of the
Dirichlet problem, uε and u0 are given in Theorem 1.1, while φε and φ0 satisfy (1.13) with Φ ∈ L2(Ω;Rm) according
to the assumption of this lemma. Hence, in view of (2.11) and (2.26) we have∫
Ω
wεΦdx =< Lε(wε), φε >=< −div(f˜) + F˜ , φε >=
∫
Ω
f˜ · ∇φεdx+
∫
Ω
F˜ φεdx, (3.14)
where we use the facts of wε = 0 and φε = 0 on ∂Ω. For the Neumann problem, uε and u0 are given in Theorem 1.2,
and φε and φ0 solve (1.20) for any Φ ∈ L2(Ω;Rm). It follows from (2.12) that∫
Ω
wεΦdx =< −div(f˜) + F˜ , φε > + < Bε(wε), φε >=
∫
Ω
f˜ · ∇φεdx+
∫
Ω
F˜ φεdx, (3.15)
where we use the facts of Bε(wε) = n · f˜ and B∗ε(φε) = 0 on ∂Ω. Thus the equalities (3.14) and (3.15) show that (3.11)
holds for Lε with either Dirichlet or Neumann boundary conditions under the assumptions of this lemma.
We now proceed to prove the estimate (3.13), and the main task is to estimate the right-hand side of (3.11), and
its first term can be expressed by∣∣∣ ∫
Ω
f˜ · ∇φεdx
∣∣∣ ≤ ∣∣∣ ∫
Ω
K · ∇φεdx
∣∣∣+ C ∫
Ω
∣∣∇u0 − Sε(ψ4ε∇u0)∣∣∣∣∇φε∣∣dx
+ C
∫
Ω
∣∣u0 − Sε(ψ4εu0)∣∣∣∣∇φε∣∣dx+ ε ∫
Ω
∣∣I · ∇φε∣∣dx+ ε ∫
Ω
∣∣J · ∇φε∣∣dx. (3.16)
Clearly, we can divide the estimate of (3.16) in five parts.
Part 1: we study the term of
∫
Ω
K · ∇φεdx. In view of (2.34), we have∫
Ω
K · ∇φεdx = R(φε) = R1(φε)−R2(φε).
It follows from the estimate (2.35) that R1(φε) = 0, because Sε(ψ4εu0) and Sε(ψ4ε∇u0) are supported in Σ3ε. We
only compute the term of R2(φε). By the definition of ξε in (3.12),
R2(φε) = ε
∫
Ω
Eαγjik,ε∇j
{
Sε(ψ4ε∇kuγ0)
}∇iφαε dx
=
∫
Ω
Eαγjik,εSε(∇jψ4ε∇kuγ0)∇iφαε dx+ ε
∫
Ω
Eαγjik,εSε(ψ4ε∇2jkuγ0)∇iφαε dx
≤ C‖u0‖H1(Ω\Σ9ε)‖∇φε‖L2(Ω\Σ9ε)
+ ε
∫
Ω
Eαγjik,εSε(ψ4ε∇2jkuγ0)∇i
[
ξαε + φ
α
0 + εχ
αβ
0 (x/ε)Sε(ψ10εφ
β
0 ) + εχ
αβ
k (x/ε)Sε(ψ10ε∇kφβ0 )
]
dx.
(3.17)
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Note that∣∣∣ ∫
Ω
Eαγjik,εSε(ψ4ε∇2jkuγ0 )∇iξαε dx
∣∣∣ ≤ ∥∥̟εSε(ψ4ε∇2u0)∥∥L2(Ω)‖∇ξε‖L2(Ω) ≤ C‖∇2u0‖L2(Σ4ε)‖∇ξε‖L2(Ω) (3.18)
where we use (2.17) in the second inequality, the notation ̟ε represents the periodic functions determined by Ejik,ε.
(In the following proof, there will be a lot of algebra combinations of the different periodic functions. Ignoring their
concrete form, we often use the notation ̟ε to denote them. We refer the reader to Remark 2.25 for more explanations.
If we say ̟ε depends on some periodic functions, that means ̟ε represents one of their algebra combinations.)∣∣∣ ∫
Ω
Eαγjik,εSε(ψ4ε∇2jkuγ0)∇iφα0 dx
∣∣∣ ≤ ∥∥̟εSε(ψ4ε∇2u0)∥∥L2(Σ4ε;δ)‖∇φ0‖L2(Σ4ε;δ−1)
≤ C‖∇2u0‖L2(Σ4ε;δ)‖∇φ0‖L2(Σ4ε;δ−1)
(3.19)
where we use (3.6) in the first inequality and (3.3) in the last one.∣∣∣ ∫
Ω
Eαγjik,εSε(ψ4ε∇2jkuγ0)∇i
[
εχαβ0,εSε(ψ10εφ
β
0 )
]
dx
∣∣∣
≤
∫
Ω
∣∣∣Eαγjik,εSε(ψ4ε∇2jkuγ0 )[∇iχαβ0,εSε(ψ10εφβ0 ) + εχαβ0,ε∇iSε(ψ10εφβ0 )]∣∣∣dx
≤ ∥∥̟εSε(ψ4ε∇2u0)∥∥L2(Σ4ε;δ)∥∥∇χ0,εSε(ψ10εφ0)∥∥L2(Σ4ε;δ−1) + ε∥∥̟εSε(ψ4ε∇2u0)∥∥L2(Ω)∥∥χ0,ε∇Sε(ψ10εφ0)∥∥L2(Ω)
≤ C‖∇2u0‖L2(Σ4ε;δ)‖φ0‖L2(Σ10ε;δ−1) + C‖∇2u0‖L2(Σ4ε)‖φ0‖L2(Ω\Σ20ε) + Cε‖∇2u0‖L2(Σ4ε)‖∇φ0‖L2(Σ10ε),
(3.20)
where we use Ho¨lder’s inequality in the second inequality, and the estimates (2.17), (3.2) and (3.3) are employed in
the last one. Similarly, we acquire∣∣∣ ∫
Ω
Eαγjik,εSε(ψ4ε∇2jkuγ0)∇i
[
εχαβk,εSε(ψ10ε∇kφβ0 )
]
dx
∣∣∣
≤ C‖∇2u0‖L2(Σ4ε;δ)‖∇φ0‖L2(Σ10ε;δ−1)
+ C‖∇2u0‖L2(Σ4ε)‖∇φ0‖L2(Ω\Σ20ε) + Cε‖∇2u0‖L2(Σ4ε)‖∇2φ0‖L2(Σ10ε).
(3.21)
Combining (3.17)− (3.21), we have∣∣∣ ∫
Ω
K · ∇ϕεdx
∣∣∣ ≤ ∣∣R2(φε)∣∣
≤ C‖u0‖H1(Ω\Σ9ε)‖∇φε‖L2(Ω\Σ9ε) + Cε‖∇2u0‖L2(Σ4ε;δ)‖φ0‖H1(Σ4ε;δ−1)
+ Cε‖∇2u0‖L2(Σ4ε)
{
‖∇ξε‖L2(Ω) + ‖φ0‖H1(Ω\Σ20ε) + ε‖∇2φ0‖L2(Σ10ε) + ε‖φ0‖H1(Σ4ε)
}
,
(3.22)
where ‖φ0‖H1(Σ4ε;δ−1) = ‖∇φ0‖L2(Σ4ε;δ−1) + ‖φ0‖L2(Σ4ε;δ−1).
Part 2: we now consider∫
Ω
∣∣∇u0 − Sε(ψ4ε∇u0)∣∣|∇φε|dx ≤ ∫
Ω
∣∣(1 − ψ4ε)∇u0∣∣|∇φε|dx+ ∫
Ω
∣∣ψ4ε∇u0 − Sε(ψ4ε∇u0)∣∣|∇φε|dx
≤ C‖∇u0‖L2(Ω\Σ8ε)‖∇φε‖L2(Ω\Σ8ε) +
∫
Ω
∣∣ψ4ε∇u0 − Sε(ψ4ε∇u0)∣∣
· ∣∣∇[ξε + φ0 + εχ∗0,εSε(ψ10εφ0) + εχ∗k,εSε(ψ10ε∇kφ0)]∣∣dx.
(3.23)
Note that ∫
Ω
∣∣ψ4ε∇u0 − Sε(ψ4ε∇u0)∣∣|∇ξε|dx ≤ ∥∥ψ4ε∇u0 − Sε(ψ4ε∇u0)∥∥L2(Ω)‖∇ξε‖L2(Ω)
≤ Cε‖∇(ψ4ε∇u0)‖L2(Rd)‖∇ξε‖L2(Ω)
≤ C{‖∇u0‖L2(Ω\Σ8ε) + ε‖∇2u0‖L2(Σ4ε)}‖∇ξε‖L2(Ω),
(3.24)
where we use (2.18) in the second inequality.∫
Ω
∣∣ψ4ε∇u0 − Sε(ψ4ε∇u0)∣∣|∇φ0|dx ≤ ∥∥ψ4ε∇u0 − Sε(ψ4ε∇u0)∥∥L2(Σ4ε;δ)‖∇φ0‖L2(Σ4ε;δ−1)
≤ Cε‖∇(ψ4ε∇u0)‖L2(Σε;δ)‖∇φ0‖L2(Σ4ε;δ−1)
≤ C{‖∇u0‖L2(Ω\Σ8ε;δ) + ε‖∇2u0‖L2(Σ4ε;δ)}‖∇φ0‖L2(Σ4ε;δ−1),
(3.25)
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where we use (3.6) in the first inequality, and the estimate (3.4) in the second one.∫
Ω
∣∣ψ4ε∇u0 − Sε(ψ4ε∇u0)∣∣∣∣∇[εχ∗0,εSε(ψ10εφ0)]∣∣dx
≤ ∥∥ψ4ε∇u0 − Sε(ψ4ε∇u0)∥∥L2(Σ4ε;δ)∥∥∇χ∗0,εSε(ψ10εφ0)∥∥L2(Σ4ε;δ−1)
+ ε
∥∥ψ4ε∇u0 − Sε(ψ4ε∇u0)∥∥L2(Ω)∥∥χ∗0,ε∇Sε(ψ10εφ0)∥∥L2(Ω)
≤ Cε‖∇(ψ4ε∇u0)‖L2(Σε;δ)‖ψ10εφ0‖L2(Σ4ε;δ−1) + Cε2‖∇(ψ4ε∇u0)‖L2(Rd)‖∇(ψ10εφ0)‖L2(Rd)
≤ C{‖∇u0‖L2(Ω\Σ8ε;δ) + ε‖∇2u0‖L2(Σ4ε;δ)}‖φ0‖L2(Σ10ε;δ−1)
+ C
{‖∇u0‖L2(Ω\Σ8ε) + ε‖∇2u0‖L2(Σ4ε)}‖φ0‖L2(Ω\Σ20ε)
+ Cε
{‖∇u0‖L2(Ω\Σ8ε) + ε‖∇2u0‖L2(Σ4ε)}‖∇φ0‖L2(Σ10ε),
(3.26)
where we use Ho¨lder’s inequality in the first inequality, the estimates (2.18) and (3.4) in the second one. By the same
token, we also have∫
Ω
∣∣ψ4ε∇u0 − Sε(ψ4ε∇u0)∣∣∣∣∇[εχ∗k,εSε(ψ10ε∇kφ0)]∣∣dx
≤ C{‖∇u0‖L2(Ω\Σ8ε;δ) + ε‖∇2u0‖L2(Σ4ε;δ)}‖∇φ0‖L2(Σ10ε;δ−1)
+ C
{‖∇u0‖L2(Ω\Σ8ε) + ε‖∇2u0‖L2(Σ4ε)}‖∇φ0‖L2(Ω\Σ20ε)
+ Cε
{‖∇u0‖L2(Ω\Σ8ε) + ε‖∇2u0‖L2(Σ4ε)}‖∇2φ0‖L2(Σ10ε).
(3.27)
Collecting (3.23)− (3.27), we obtain∫
Ω
∣∣∇u0 − Sε(ψ4ε∇u0)∣∣|∇φε|dx
≤ C‖∇u0‖L2(Ω\Σ8ε)‖∇φε‖L2(Ω\Σ8ε) + C
{
‖∇u0‖L2(Ω\Σ8ε ;δ) + ε‖∇2u0‖L2(Σ4ε;δ)
}
‖φ0‖H1(Σ4ε;δ−1)
+ C
{
‖∇u0‖L2(Ω\Σ8ε) + ε‖∇2u0‖L2(Σ4ε)
}{
‖∇ξε‖L2(Ω) + ‖φ0‖H1(Ω\Σ20ε) + ε‖∇φ0‖L2(Ω) + ε‖∇2φ0‖L2(Σ10ε)
}
.
(3.28)
Part 3: an argument similar to the one used in Part 2 shows that∫
Ω
∣∣u0 − Sε(ψ4εu0)∣∣|∇φε|dx
≤ C‖u0‖L2(Ω\Σ8ε)‖∇φε‖L2(Ω\Σ8ε) + C
{
‖u0‖L2(Ω\Σ8ε;δ) + ε‖∇u0‖L2(Σ4ε;δ)
}
‖φ0‖H1(Σ4ε;δ−1)
+ C
{
‖u0‖L2(Ω\Σ8ε) + ε‖∇u0‖L2(Σ4ε)
}{
‖∇ξε‖L2(Ω) + ‖φ0‖H1(Ω\Σ20ε) + ε‖∇φ0‖L2(Ω) + ε‖∇2φ0‖L2(Σ10ε)
}
.
(3.29)
Part 4: according to the expression of I in (2.29), we first have∫
Ω
∣∣I · ∇φε∣∣dx = ∫
Ω
∣∣∣[aαβij,εχβγ0,ε∇jSε(ψ4εu0) + aαβij,εχβγk,ε∇jSε(ψ4ε∇ku0)
+ V αβi,ε χ
βγ
0,εSε(ψ4εu0) + V
αβ
i,ε χ
βγ
k,εSε(ψ4ε∇ku0)
]∇iφαε ∣∣∣dx. (3.30)
Then we can show the estimate of (3.30) term by term. The first one is∫
Ω
∣∣∣aαβij,εχβγ0,ε∇jSε(ψ4εu0)∣∣∣∣∣∇iφαε ∣∣dx ≤ ε−1 ∫
Ω
∣∣̟εSε(∇ψ4εu0)∣∣|∇φε|dx + ∫
Ω
∣∣̟εSε(ψ4ε∇u0)∣∣|∇φε|dx
≤ ε−1∥∥̟εSε(∇ψ4εu0)∥∥L2(Rd)‖∇φε‖L2(Ω\Σ9ε) + ∥∥̟εSε(ψ4ε∇u0)∥∥L2(Rd)‖∇φε‖L2(Ω)
≤ Cε−1‖∇ψ4εu0‖L2(Rd)‖∇φε‖L2(Ω\Σ9ε) + ‖ψ4ε∇u0‖L2(Rd)‖∇φε‖L2(Ω)
≤ Cε−1‖u0‖L2(Ω\Σ8ε)‖∇φε‖L2(Ω\Σ9ε) + ‖∇u0‖L2(Σ4ε)‖∇φε‖L2(Ω),
(3.31)
where ̟ε depends on A and χ0, and Sε(∇ψ4εu0) is supported in Ω \ Σ9ε in the first inequality. The estimate (2.17)
is used in the third one. Then we study∫
Ω
∣∣∣aαβij,εχβγk,ε∇jSε(ψ4ε∇ku0)∣∣∣∣∣∇iφαε ∣∣dx ≤ ε−1 ∫
Ω
∣∣̟εSε(∇ψ4ε∇u0)∣∣∣∣∇φε∣∣dx+ ∫
Ω
∣∣̟εSε(ψ4ε∇2u0)∣∣|∇φε|dx.
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Note that φε in the last term is replaced by ξε + φ0 + εχ
∗
0,εSε(ψ10εφ0) + εχ
∗
k,εSε(ψ10ε∇kφ0), and then the right-hand
side of the above inequality can be controlled by
ε−1
∥∥̟εSε(∇ψ4ε∇u0)∥∥L2(Rd)‖∇φε‖L2(Ω\Σ9ε) + ∥∥̟εSε(ψ4ε∇2u0)∥∥L2(Rd){‖∇ξε‖L2(Ω) + ∥∥χ∗0,εSε(∇ψ10εφ0)∥∥L2(Rd)
+ ε
∥∥χ∗0,εSε(ψ10ε∇φ0)∥∥L2(Rd) + ∥∥χ∗k,εSε(∇ψ10ε∇kφ0)∥∥L2(Rd) + ε∥∥χ∗k,εSε(ψ10ε∇(∇kφ0))∥∥L2(Rd)}
+
∥∥̟εSε(ψ4ε∇2u0)∥∥L2(Σ3ε;δ){‖∇φ0‖L2(Σ3ε;δ−1) + ‖∇χ∗0,εSε(ψ10εφ0)‖L2(Σ3ε;δ−1) + ‖∇χ∗k,εSε(ψ10ε∇kφ0)‖L2(Σ3ε;δ−1)},
where we use Ho¨lder’s inequality and (3.6). We continue to apply the estimates (2.17), (3.2) and (3.3) to the above
expression, and finally obtain∫
Ω
∣∣∣aαβij,εχβγk,ε∇jSε(ψ4ε∇ku0)∣∣∣∣∣∇iφαε ∣∣dx
≤ Cε−1‖∇u0‖L2(Ω\Σ8ε)‖∇φε‖L2(Ω\Σ9ε) + C‖∇2u0‖L2(Σ3ε;δ)
{
‖∇φ0‖L2(Σ3ε;δ−1) + ‖φ0‖H1(Σ3ε;δ−1)
}
+ C‖∇2u0‖L2(Σ4ε)
{
‖∇ξε‖L2(Ω) + ‖φ0‖H1(Ω\Σ20ε) + ε‖∇φ0‖L2(Σ10ε) + ε‖∇2φ0‖L2(Σ10ε)
}
,
(3.32)
Then it is easy to derive∫
Ω
∣∣∣[V αβi,ε χβγ0,εSε(ψ4εu0) + V αβi,ε χβγk,εSε(ψ4ε∇ku0)]∇iφαε ∣∣∣dx
≤
{∥∥̟εSε(ψ4εu0)∥∥L2(Rd) + ∥∥̟εSε(ψ4ε∇u0)∥∥L2(Rd)}‖∇φε‖L2(Ω) ≤ C‖u0‖H1(Ω)‖∇φε‖L2(Ω), (3.33)
where ̟ε depends on V, χk with k = 0, · · · , d, and we use (2.17) in the last inequality.
Combining (3.30)− (3.33), we obtain∫
Ω
∣∣I · ∇φε∣∣dx ≤ Cε−1‖∇u0‖L2(Ω\Σ8ε)‖∇φε‖L2(Ω\Σ9ε) + ‖u0‖H1(Ω)‖∇φε‖L2(Ω)
+ C‖∇2u0‖L2(Σ4ε)
{
‖∇ξε‖L2(Ω) + ‖φ0‖H1(Ω\Σ20ε) + ε‖∇φ0‖L2(Σ10ε) + ε‖∇2φ0‖L2(Σ10ε)
}
+ C‖∇2u0‖L2(Σ3ε;δ)
{
‖∇φ0‖L2(Σ3ε;δ−1) + ‖φ0‖H1(Σ3ε;δ−1)
}
.
(3.34)
Part 5: we make the procedure as in previous parts, and it is not hard to show∫
Ω
∣∣J · ∇φε∣∣dx ≤ ∫
Ω
∣∣∣(∂ϑαγ0
∂yi
)
ε
Sε(ψ4εu
γ
0) +
(∂ϑαγk
∂yi
)
ε
Sε(ψ4ε∇kuγ0)
∣∣∣|∇iφαε |dx
≤
{∥∥̟εSε(ψ4εu0)∥∥L2(Rd) + ∥∥̟εSε(ψ4ε∇u0)∥∥L2(Rd)}‖∇φε‖L2(Ω) ≤ C‖u0‖H1(Ω)‖∇φε‖L2(Ω), (3.35)
where y = x/ε, and ̟ε depends on ∇ϑk with k = 0, · · · , d. We use the estimate (2.17) in the last inequality.
Hence, we can summarize the five parts, and it follows from (3.16), (3.22), (3.28), (3.29), (3.34) and (3.35) that∣∣∣ ∫
Ω
f˜ · ∇φεdx
∣∣∣ ≤ C‖u0‖H1(Ω\Σ9ε)‖∇φε‖L2(Ω\Σ9ε) + Cε‖u0‖H1(Ω)‖∇φε‖L2(Ω)
+ C
{
‖u0‖H1(Ω\Σ8ε;δ) + ε‖∇u0‖L2(Σ4ε;δ) + ε‖∇2u0‖L2(Σ4ε;δ)
}
‖φ0‖H1(Σ4ε;δ−1)
+ C
{
‖u0‖H1(Ω\Σ8ε) + ε‖∇u0‖L2(Σ4ε) + ε‖∇2u0‖L2(Σ4ε)
}
·
{
‖∇ξε‖L2(Ω) + ‖φ0‖H1(Ω\Σ20ε) + ε‖∇φ0‖L2(Ω) + ε‖∇2φ0‖L2(Σ10ε)
}
.
(3.36)
Using the same argument as in the proof of (3.36), we can easily carry out the estimate for the second term in the
right-hand side of (3.11), that is∣∣∣ ∫
Ω
F˜ φεdx
∣∣∣ ≤ C ∫
Ω
∣∣∇u0 − Sε(ψ4ε∇u0)∣∣|φε|dx+ C ∫
Ω
∣∣u0 − Sε(ψ4εu0)∣∣|φε|dx+ ε ∫
Ω
|(M +N )φε|dx. (3.37)
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It is clear to see that the first term in the right-hand side of (3.37) is similar to the proof in Part 2. Thus we show
the computations without explanations:∫
Ω
∣∣∇u0 − Sε(ψ4ε∇u0)∣∣|φε|dx ≤ ∫
Ω
(1− ψ4ε)|∇u0||φε|dx+
∫
Ω
∣∣ψ4ε∇u0 − Sε(ψ4ε∇u0)∣∣|φε|dx
≤ ‖∇u0‖L2(Ω\Σ8ε)‖φε‖L2(Ω\Σ8ε) +
∥∥ψ4ε∇u0 − Sε(ψ4ε∇u0)∥∥L2(Σ3ε;δ)‖φ0‖L2(Σ3ε;δ−1)
+
∥∥ψ4ε∇u0 − Sε(ψ4ε∇u0)∥∥L2(Rd){‖ξε‖L2(Ω) + ε‖χ∗0,εSε(ψ10εφ0)‖L2(Rd) + ε‖χ∗0,εSε(ψ10εφ0)‖L2(Rd)}
≤ ‖∇u0‖L2(Ω\Σ8ε)‖φε‖L2(Ω\Σ8ε) + C
{
‖∇u0‖L2(Ω\Σ8ε;δ) + ε‖∇2u0‖L2(Σ4ε;δ)
}
‖φ0‖L2(Σ3ε;δ−1)
+ C
{
‖∇u0‖L2(Ω\Σ8ε) + ε‖∇2u0‖L2(Σ4ε)
}{
‖ξε‖L2(Ω) + ε‖φ0‖H1(Ω)
}
.
(3.38)
By the same token, it is not hard to see that∫
Ω
∣∣u0 − Sε(ψ4εu0)∣∣|φε|dx
≤ ‖u0‖L2(Ω\Σ8ε)‖φε‖L2(Ω\Σ8ε) + C
{
‖u0‖L2(Ω\Σ8ε;δ) + ε‖∇u0‖L2(Σ4ε;δ)
}
‖φ0‖L2(Σ3ε;δ−1)
+ C
{
‖u0‖L2(Ω\Σ8ε) + ε‖∇u0‖L2(Σ4ε)
}{
‖ξε‖L2(Ω) + ε‖φ0‖H1(Ω)
}
.
(3.39)
The rest thing is to estimate the third term in the right-hand side of (3.37), which is similar to the proof in Parts
4 and 5. The core idea is still that φε is replaced by ξε in some proper place, and we have practiced this argument
serval times before. Due to the expressions of M and N in (2.29), we have∫
Ω
∣∣(M+N )φε∣∣dx ≤ ∫
Ω
∣∣∣̟ε∇[Sε(ψ4εu0) + Sε(ψ4ε∇u0)]φε∣∣∣dx+ ∫
Ω
∣∣∣̟ε[Sε(ψ4εu0) + Sε(ψ4ε∇u0)]φε∣∣∣dx
≤ ε−1
{∥∥̟εSε(∇ψ4εu0)∥∥L2(Rd) + ∥∥̟εSε(∇ψ4ε∇u0)∥∥L2(Rd)}‖φε‖L2(Ω\Σ8ε) + ‖̟εSε(ψ4ε∇u0)‖L2(Rd)‖φε‖L2(Σ3ε)
+
∥∥̟εSε(ψ4ε∇2u0)∥∥L2(Rd){‖ξε‖L2(Ω) + ε‖φ0‖H1(Ω)}+ ∥∥̟εSε(ψ4ε∇2u0)∥∥L2(Σ3ε;δ)‖φ0‖L2(Σ3ε;δ−1)
+
{∥∥̟εSε(ψ4εu0)∥∥L2(Rd) + ∥∥̟εSε(ψ4ε∇u0)∥∥L2(Rd)}‖φε‖L2(Σ3ε)
≤ Cε−1‖u0‖H1(Ω\Σ8ε)‖φε‖H1(Ω\Σ8ε) + C‖u0‖H1(Ω)‖φε‖L2(Ω) + C‖∇2u0‖L2(Σ3ε;δ)‖φ0‖L2(Σ3ε;δ−1)
+ C‖∇2u0‖L2(Σ4ε)
{
‖ξε‖L2(Ω) + ε‖φ0‖H1(Ω)
}
(3.40)
where ̟ε depends on the coefficients B, c, λ and auxiliary functions ∇ϑk with k = 0, · · · , d.
Collecting (3.37)− (3.40), we arrive at∣∣∣ ∫
Ω
F˜ φεdx
∣∣∣ ≤ ‖u0‖H1(Ω\Σ8ε)‖φε‖L2(Ω\Σ8ε) + Cε‖u0‖H1(Ω)‖φε‖L2(Ω)
+ C
{
‖u0‖H1(Ω\Σ8ε;δ) + ε‖∇u0‖L2(Σ4ε;δ) + ε‖∇2u0‖L2(Σ4ε;δ)
}
‖φ0‖L2(Σ3ε;δ−1)
+ C
{
‖u0‖H1(Ω\Σ8ε) + ε‖∇u0‖L2(Σ4ε) + ε‖∇2u0‖L2(Σ4ε)
}{
‖ξε‖L2(Ω) + ε‖φ0‖H1(Ω)
}
.
(3.41)
Consequently, plugging (3.36) and (3.41) back into (3.11), we obtain∣∣∣ ∫
Ω
wεΦdx
∣∣∣ ≤ C‖u0‖H1(Ω\Σ9ε)‖φε‖H1(Ω\Σ9ε) + Cε‖u0‖H1(Ω)‖φε‖H1(Ω)
+ C
{
‖u0‖H1(Ω\Σ8ε;δ) + ε‖∇u0‖L2(Σ4ε;δ) + ε‖∇2u0‖L2(Σ4ε;δ)
}
‖φ0‖H1(Σ4ε;δ−1)
+ C
{
‖u0‖H1(Ω\Σ8ε) + ε‖∇u0‖L2(Σ4ε) + ε‖∇2u0‖L2(Σ4ε)
}
·
{
‖ξε‖H1(Ω) + ‖φ0‖H1(Ω\Σ20ε) + ε‖φ0‖H1(Ω) + ε‖∇2φ0‖L2(Σ10ε)
}
.
(3.42)
The rest task is to handle the term of ‖φε‖H1(Ω\Σ9ε). Hence, in view of (3.12), we instead φε by the first order
corrector ξε. Observing that Sε(ψ10εφ0) and Sε(ψ10ε∇jφ0) are supported in Σ9ε, we arrive at
‖φε‖H1(Ω\Σ9ε) ≤ ‖ξε‖H1(Ω\Σ9ε) + ‖φ0‖H1(Ω\Σ9ε). (3.43)
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Finally, inserting (3.43) into (3.42) we have the desired estimate (3.13), and the proof is completed. 
Lemma 3.6 (Duality lemma II). Assume u0 ∈ H2(Ω) satisfy (1.4) or (1.8). Let wε be given in (2.28) by choosing
ϕ0 = Sε(ψ4εu˜0) and ϕk = Sε(ψ4ε∇ku˜0), where the weak solutions u˜0 is the extension of u0 such that u˜0 = u on Ω and
‖u˜0‖H2(Rd) ≤ C‖u0‖H2(Ω). For any Φ ∈ Lq(Ω;Rm) with q = 2d/(d+ 1), we let φε and φ0 be the weak solutions to the
corresponding adjoint problems (1.13) or (1.20). Then the equation (3.11) also follows. Moreover, we have∣∣∣ ∫
Ω
wεΦdx
∣∣∣ ≤ C{‖u0‖H1(Ω\Σ8ε)‖φε‖H1(Ω\Σ9ε) + ε‖u0‖H2(Ω)‖φε‖H1(Ω)}, (3.44)
where C depends on µ, κ,m, d and Ω.
Proof. The proof of this lemma originally appeared in [29, Lemma 5.5] for a Neumann problem. We provide the reader
with a proof for the sake of completeness.
In view of (3.11), (2.28) and (2.29), we have∣∣∣ ∫
Ω
wεΦdx
∣∣∣ ≤ ∣∣∣ ∫
Ω
f˜ · ∇φεdx
∣∣∣+ ∣∣∣ ∫
Ω
F˜ φεdx
∣∣
≤
∣∣∣ ∫
Ω
K · ∇φεdx
∣∣∣+ C ∫
Ω
(∣∣∇u˜0 − Sε(ψ4ε∇u˜0)∣∣+ ∣∣u˜0 − Sε(ψ4εu˜0)∣∣)(|∇φε|+ |φε|)dx
+ ε
∫
Ω
∣∣I + J ∣∣|∇φε|dx+ ε ∫
Ω
∣∣M+N ∣∣|φε|dx =: I1 + I2 + I3 + I4.
(3.45)
Below we do some calculations in more details. We first estimate I1. In view of (2.34), we have∫
Ω
K · ∇φεdx = R(φε) = R1(φε)−R2(φε).
It follows from the estimate (2.35) that R1(φε) = 0, because Sε(ψ4εu˜0) and Sε(ψ4ε∇u˜0) are supported in Σ3ε. The
rest thing is to estimate R2(φε). By noting that ∇0u˜0 means u˜0, we have
R2(φε) = ε
∫
Ω
Eαγjik,ε∇j
{
Sε(ψ4ε∇ku˜γ0)
}∇iφαε dx+ ε ∫
Ω
Eαγjik,ε∇j
{
Sε(ψ4ε∇ku˜γ0)
}∇iφαε dx
≤
∫
Ω
(∣∣Eαγjik,εSε(∇jψ4ε∇ku˜γ0)∣∣+ ε∣∣Eαγjik,εSε(ψ4ε∇2kj u˜γ0)∣∣)|∇iφαε |dx
≤ ‖̟εSε(∇ψ4ε(∇u˜0 + u˜0))‖L2(Rd)‖∇φε‖L2(Ω\Σ9ε) + ε‖̟εSε(ψ4ε(∇2u˜0 +∇u˜0))‖L2(Rd)‖∇φε‖L2(Ω)
≤ ‖∇ψ4ε(∇u˜0 + u˜0)‖L2(Rd)‖∇φε‖L2(Ω\Σ9ε) + Cε‖ψ4ε(∇2u˜0 +∇u˜0)‖L2(Rd)‖∇φε‖L2(Ω)
≤ C‖u0‖H1(Ω\Σ9ε)‖∇φε‖L2(Ω\Σ9ε) + Cε‖u0‖H2(Ω)‖∇φε‖L2(Ω),
where ̟ depending on E is a periodic function, and the first term in the first inequality is supported in Ω \Σ9ε. Also,
we employ the estimate (2.17) in the second inequality. The above inequality gives
I1 ≤ C‖u0‖H1(Ω\Σ9ε)‖∇φε‖L2(Ω\Σ9ε) + Cε‖u0‖H2(Ω)‖∇φε‖L2(Ω). (3.46)
By the fact that u˜0 is the extension of u0, we have (1 − ψ4ε)∇u˜0 = (1 − ψ4ε)∇u0 and (1 − ψ4ε)u˜0 = (1 − ψ4ε)u0
on Ω. Furthermore, we have
∇u0 − Sε(ψ4ε∇u˜0) =
[∇u˜0 − Sε(∇u˜0)] + [Sε((1− ψ4ε)∇u˜0)− (1 − ψ4ε)∇u˜0]+ (1− ψ4ε)∇u0 in Ω,
u0 − Sε(ψ4εu˜0) =
[
u˜0 − Sε(u˜0)
]
+
[
Sε
(
(1 − ψ4ε)u˜0
)− (1− ψ4ε)u˜0]+ (1− ψ4ε)u0, in Ω,
and then
I2 ≤ C
∫
Ω
{∣∣∇u˜0 − Sε(∇u˜0)∣∣+ ∣∣u˜0 − Sε(u˜0)∣∣ + ∣∣(1 − ψ4ε)∇u˜0 − Sε((1− ψ4ε)∇u˜0)∣∣
+
∣∣(1− ψ4ε)u˜0 − Sε((1 − ψ4ε)u˜0)∣∣+ (1− ψ4ε)(|∇u˜0|+ |u˜0|)}(|∇φε|+ |φε|)dx
≤ C
{∥∥∇u˜0 − Sε(∇u˜0)∥∥L2(Rd) + ∥∥u˜0 − Sε(u˜0)∥∥L2(Rd)}‖φε‖H1(Ω) + C‖u˜0‖H1(Ω\Σ8ε)‖φε‖H1(Ω\Σ8ε)
+ C
{∥∥(1 − ψ4ε)∇u˜0 − Sε((1 − ψ4ε)∇u˜0)∥∥L2(Rd) + ∥∥(1− ψ4ε)u˜0 − Sε((1− ψ4ε)u˜0)∥∥L2(Rd)}‖φε‖H1(Ω\Σ9ε)
≤ Cε
{
‖∇2u˜0‖L2(Rd) + ‖∇2u˜0‖L2(Rd)
}
‖φε‖H1(Ω) + C‖u0‖H1(Ω\Σ8ε)‖φε‖H1(Ω\Σ8ε)
+ Cε
{
‖∇[(1− ψ4ε)∇u˜0]‖L2(Rd) + ‖∇[(1− ψ4ε)u˜0]‖L2(Rd)
}
‖φε‖H1(Ω\Σ8ε)
≤ Cε‖u0‖H2(Ω)‖φε‖H1(Ω) + C‖u0‖H1(Ω\Σ8ε)‖φε‖H1(Ω\Σ8ε)
(3.47)
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where we use Cauchy’s inequality to derive the second inequality and the observation that Sε
(
(1−ψ4ε)∇u˜0
)
restricted
to Ω is supported in Ω \ Σ9ε. In the third one, we employ the estimate (2.18), and the last one follows from
‖∇[(1− ψ4ε)∇u˜0]‖L2(Rd) + ‖∇[(1− ψ4ε)u˜0]‖L2(Rd)
≤ Cε−1
{
‖∇u˜0‖L2(Ω\Σ8ε) + ‖u˜0‖L2(Ω\Σ8ε)
}
+ ‖∇2u˜0‖L2(Rd) + ‖∇u˜0‖L2(Rd)
≤ Cε−1‖∇u0‖H1(Ω\Σ9ε) + C‖u0‖H2(Ω).
Finally, we handle the terms of I3, I4 in (3.45). Note that compared with J , M and N , the structure of I is most
complicated. Hence, we only write down the whole proof for I. In view of (3.30) and each of the first inequalities in
(3.31), (3.32) and (3.33), we obtain∫
Ω
∣∣I · ∇φε∣∣dx ≤ ε−1 ∫
Ω
{∣∣̟εSε(∇ψ4εu˜0)∣∣+ ∣∣̟εSε(∇ψ4ε∇u˜0)∣∣}|∇φε|dx
+
∫
Ω
{∣∣̟εSε(ψ4εu˜0)∣∣+ 2∣∣̟εSε(ψ4ε∇u˜0)∣∣+ ∣∣̟εSε(ψ4ε∇2u˜0)∣∣}|∇φε|dx
≤ Cε−1‖u0‖H1(Ω\Σ8ε)‖∇φε‖L2(Ω\Σ9ε) + C‖u0‖H2(Ω)‖∇φε‖L2(Ω),
(3.48)
where we use the estimate (2.17) in the last inequality, and the fact that Sε(∇ψ4ε∇u˜0) and Sε(∇ψ4εu˜0) are supported
in Ω \ Σ9ε. By the same token, we can show the following estimates without real difficulties,∣∣∣ ∫
Ω
J · ∇φεdx
∣∣∣ ≤ C‖u0‖H1(Ω)‖∇φε‖L2(Ω),∣∣∣ ∫
Ω
Mφεdx
∣∣∣ ≤ C‖u0‖H2(Ω)‖φε‖L2(Ω) + Cε−1‖u0‖H1(Ω\Σ8ε)‖φε‖L2(Ω\Σ9ε),∣∣∣ ∫
Ω
Nφεdx
∣∣∣ ≤ C‖u0‖H1(Ω)‖φε‖L2(Ω).
(3.49)
Combining (3.48) and (3.49) leads to
I3 + I4 ≤ C‖u0‖H1(Ω\Σ8ε)‖φε‖H1(Ω\Σ9ε) + Cε‖u0‖H2(Ω)‖φε‖H1(Ω). (3.50)
Inserting the estimates (3.46), (3.47) and (3.50) into (3.45), we derive∣∣∣ ∫
Ω
wεΦdx
∣∣∣ ≤ C{‖u0‖H1(Ω\Σ8ε)‖φε‖H1(Ω\Σ9ε) + ε‖u0‖H2(Ω)‖φε‖H1(Ω)},
where C depends on µ, κ,m, d and Ω. We have completed the proof. 
4 Dirichlet problem
Theorem 4.1. Suppose that the coefficients of Lε satisfy (1.1), (1.2) and (1.3). Let uε and u0 be the solutions to
(1.4) with F ∈ L2(Ω;Rm) and g ∈ H1(∂Ω;Rm). If we additionally assume A = A∗, then we have∥∥uε − u0 − εχ0,εSε(ψ4εu0)− εχk,εSε(ψ4ε∇ku0)∥∥H10 (Ω) ≤ Cε 12{‖F‖L2(Ω) + ‖g‖H1(∂Ω)}, (4.1)
where C depends only on µ, κ,m, d and Ω.
Lemma 4.2. Suppose that L0 is the homogenized operator of Lε under the same conditions as in Theorem 4.1. Let
u0 be the solution to (DH)0 in (1.4) with F ∈ L2(Ω;Rm) and g ∈ H1(∂Ω;Rm). Then we have
‖u0‖H1(Ω\Σp1ε) ≤ Cε
1
2
{‖F‖L2(Ω) + ‖g‖H1(∂Ω)}, (4.2)
and
‖∇2u0‖L2(Σp2ε) ≤ Cε−
1
2
{‖F‖L2(Ω) + ‖g‖H1(∂Ω)}, (4.3)
where p1, p2 > 0 are fixed real number, and C depends on µ, κ,m, d, p1, p2 and Ω.
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Remark 4.3. The results of (4.2) and (4.3) were originally established by Z. Shen in [17, Theorem 2.6] for Lε with
the Dirichlet boundary condition. Here we employ the radial maximal function to extend his results to our cases, and
it is convenient to let p1, p2 be two proper integers.
Remark 4.4. For ease of presentation, we call the estimate of ‖u0‖H1(Ω\Σp1ε) the “layer type estimate”, while the
estimate of ‖∇2u0‖L2(Σp2ε) is regarded as “co-layer type estimate”, where “co-layer” means of the complementary
layer for short. Obviously, the name of the two terms are based on the different parts of the domain.
Proof. By setting L0 = −div(Â∇), we can rewrite (DH)0 as
L0(u0) = (V̂ − B̂)∇u0 − (ĉ+ λI)u0 + F in Ω, u0 = g on ∂Ω.
Then we consider u0 = v + w, and they satisfy
(1) L0(v) = F˘ in R
d, (2)
{
L0(w) = 0 in Ω,
w = g − v on ∂Ω, (4.4)
where F˘ = (V̂ − B̂)∇u0 − (ĉ+ λI)u0 + F in Ω and F˘ = 0 on Rd \ Ω.
We first study (1). Let Γ0 denote the fundamental solution of L0, then we have v = Γ0 ∗ F˜ in Rd. Moreover, it
follows from the Caldero´n-Zygmund theorem (see [13, Theorem 7.22]) that
‖∇2v‖Lp(Rd) ≤ C‖F˘‖Lp(Rd)
≤ C{‖F‖Lp(Ω) + ‖u0‖H1(Ω)} ≤ C{‖F‖Lp(Ω) + ‖g‖H1/2(∂Ω)}, (4.5)
where p ∈ [ 2dd+2 , 2], and we use the estimate (2.9) and Ho¨lder’s inequality in the last inequality. In view of
|∇v(x)| ≤ C
∫
Rd
|F˘ (y)|
|x− y|d−1 dy,
and the Hardy-Littlewood-Sobolev inequality on fractional integration (see [13, Theorem 7.25]), we have
‖∇v‖L2(Rd) ≤ C‖F˘‖
L
2d
d+2 (Rd)
≤ C{‖F‖
L
2d
d+2 (Ω)
+ ‖u0‖H1(Ω)
} ≤ C{‖F‖
L
2d
d+2 (Ω)
+ ‖g‖H1/2(∂Ω)
}
.
(4.6)
Then by Sobolev’s inequality, we have
‖v‖
L
2d
d−2 (Rd)
≤ C‖∇v‖L2(Rd) ≤ C
{‖F‖
L
2d
d+2 (Ω)
+ ‖g‖H1/2(∂Ω)
}
,
‖∇v‖
L
2d
d−1 (Rd)
≤ C‖∇2v‖
L
2d
d+1 (Rd)
≤ C{‖F‖
L
2d
d+1 (Ω)
+ ‖g‖H1/2(∂Ω)
}
.
(4.7)
Set ̺ = (̺1, · · · , ̺d) ∈ C10 (Rd;Rd) be a vector field such that (̺, n) ≥ c > 0 on ∂Ω, where n denotes the outward unit
normal vector to ∂Ω. Since the divergence theorem, we have
c
∫
∂Ω
(|∇v|2 + |v|2)dS ≤ ∫
∂Ω
< ̺, n > (|∇v|2 + |v|2)dS
=
∫
Ω
div(̺)
(|∇v|2 + |v|2)dx+ 2 ∫
Ω
̺
(∇2v∇v +∇vv)dx
≤ C{‖v‖2
L
2d
d−2 (Ω)
+ ‖∇v‖2L2(Ω) + ‖∇v‖L 2dd−1 (Ω)‖∇
2v‖
L
2d
d+1 (Ω)
}
≤ C{‖F‖2
L
2d
d+1 (Ω)
+ ‖g‖2H1/2(∂Ω)
}
.
(4.8)
where we use Ho¨lder’s inequality and Young’s inequality in the second inequality, and the estimates (4.5), (4.6) and
(4.7) in the last one. Furthermore, it is not hard to see that (̺, n) ≥ c/2 > 0 on St for any t ∈ [0, p1ε], and therefore
the constant C in the right-hand side of∫
St
(|∇v|2 + |v|2)dS ≤ C{‖F‖2
L
2d
d+1 (Ω)
+ ‖g‖2H1/2(∂Ω)
}
(4.9)
23
is independent of t. It follows from (2.22) and (4.9) that
‖v‖H1(Ω\Σp1ε) =
(∫ p1ε
0
∫
St
(|∇v|2 + |v|2)dStdt) 12 ≤ Cε 12{‖F‖
L
2d
d+1 (Ω)
+ ‖g‖H1(∂Ω)
}
(4.10)
where we use the fact of H1(∂Ω;Rm) ⊂ H1/2(∂Ω;Rm) in the last inequality.
The next thing is to estimate ‖w‖H1(Ω\Σp1ε). According to (2) in (4.4), it follows from the L2 regularity problem
(see [22, Theorem 1.4]) that
‖(∇w)∗‖L2(∂Ω) ≤ C
{‖g‖H1(∂Ω) + ‖v‖H1(∂Ω)} ≤ C{‖F‖
L
2d
d+1 (Ω)
+ ‖g‖H1(∂Ω)
}
, (4.11)
where we use the estimate (4.9) (for t = 0) in the last inequality. In view of Lemma 2.21, we have
‖M(w)‖ ≤ C‖w‖H1(Ω\Σc0 )
≤ C‖w‖H1(Ω) ≤ C
{‖g‖H1/2(∂Ω) + ‖v‖H1/2(∂Ω)}
≤ C{‖g‖H1/2(∂Ω) + ‖v‖H1(Ω)} ≤ C{‖F‖
L
2d
d+2 (Ω)
+ ‖g‖H1/2(∂Ω)
}
,
(4.12)
where we use the trace theorem in fourth inequality, and the estimate (2.9) is employed in the third and the last
inequalities. Similarly, it follows from (2.22), (4.11) and (4.12) that
‖w‖H1(Ω\Σp1ε) ≤ Cε
1
2
{‖(∇w)∗‖L2(∂Ω) + ‖M(w)‖L2(∂Ω)} ≤ Cε 12 {‖F‖
L
2d
d+1 (Ω)
+ ‖g‖H1(∂Ω)
}
. (4.13)
Thus combining (4.10) and (4.13), we have
‖u0‖H1(Ω\Σp1ε) ≤ Cε
1
2
{‖F‖
L
2d
d+1 (Ω)
+ ‖g‖H1(∂Ω)
}
, (4.14)
and the desired estimate (4.2) is established by using Ho¨lder’s inequality.
We now turn to prove the estimate (4.3). Recalling u0 = v + w, it is clear to see that
‖∇2u0‖L2(Σp2ε) ≤ ‖∇2v‖L2(Rd) + ‖∇2w‖L2(Σp2ε)
≤ C{‖F‖L2(Ω) + ‖g‖H1/2(∂Ω)}+ ‖∇2w‖L2(Σp2ε), (4.15)
where we use the estimate (4.5) (for p = 2) in the second inequality. The remaining thing is to estimate the term of
‖∇2w‖L2(Σp2ε). Noting (2) in (4.4) again, we obtain the interior estimate
|∇2w(x)| ≤ C
δ(x)
(
−
∫
B(x,δ(x)/8)
|∇w|2dy
)1/2
, (4.16)
where C depends on µ,m, d. We show the explanation below. For any B(P, r) ⊂ 4B ⊂ Ω, we may assume P = 0 and
r = 1 from the translation and rescaling arguments. Then due to the interior Hk regularity theory (see [13, Theorem
4.11]), we have ‖w‖Hk(B) ≤ C(µ,m, d)‖u‖L2(2B), where Hk(Ω;Rm) = W k,2(Ω;Rm). By the Sobolev embedding
theorem (for 2k > d), we arrive at
|w(0)| ≤ ‖w‖L∞(B) ≤ C‖u‖Hk(B) ≤ C‖u‖L2(2B).
Since v = ∇2ijw also satisfies L0(v) = 0 in Ω, it is clear to see |∇2w(0)| ≤ C‖∇2w‖L2(2B). Thus in view of Cacciopolli’s
inequality (see [13, Theorem 4.1]), we obtain |∇2u(0)| ≤ C‖∇u‖L2(4B). Let w˜(x) = w(rx) be the scaled function, a
routine computation gives |∇2w(0)| ≤ Cr
(
−
∫
B(0,r)
|∇w|2dy)1/2, and this implies the estimate (4.16).
Moreover, in view of (4.16), we have ∣∣∇2w(x)∣∣2[δ(x)]d+2 ≤ C ∫
Ω
|∇w|2dy.
Integrating by parts with respect to x on Σc0 (where c0 is layer constant), we obtain
cd+20
∫
Σc0
∣∣∇2w(x)∣∣2dx ≤ ∫
Σc0
∣∣∇2w(x)∣∣2[δ(x)]d+2dx ≤ C|Ω| ∫
Ω
|∇w|2dy.
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As a result, we derive the following (interior) estimate
‖∇2w‖L2(Σc0 ) ≤ C(µ,m, d, c0,Ω)‖∇w‖L2(Ω). (4.17)
Clearly, the above estimate gives∫
Σp2ε
|∇2w|2dx =
∫
Σp2ε\Σc0
|∇2w|2dx+
∫
Σc0
|∇2w|2dx ≤
∫
Σp2ε\Σc0
|∇2w|2dx+ C‖∇w‖2L2(Ω). (4.18)
Hence, the remaining thing is to estimate the first term in the right-hand side of (4.18). It follows from the
estimates (4.16) that∫
Σp2ε\Σc0
|∇2w|2dx ≤ C
∫
Σp2ε\Σc0
−
∫
B(x,δ(x)/8)
|∇w(y)|2
[δ(x)]2
dydx
≤ C
∫ c0
p2ε
∫
St
|(∇w)∗(x′)|2
t2
dSt(Λt(x
′))dt
(
= C
∫ c0
p2ε
∫
∂Ω
|(∇w)∗(x′)|2
t2
|Λt(x′)|dS(x′)dt
)
≤ C
∫
∂Ω
∣∣(∇w)∗(x′)∣∣2dS(x′)∫ ∞
p2ε
dt
t2
≤ Cε−1‖(∇w)∗‖2L2(∂Ω),
(4.19)
where we use co-area formula (2.23) in the second inequality. Note that x′ ∈ ∂Ω such that δ(x) = dist(x, x′) = t and
|∇w(y)| ≤ (∇w)∗(x′) for any y ∈ B(x, δ(x)/8).
Hence, inserting (4.19) into (4.18) we have
‖∇2w‖L2(Σp2ε) ≤ Cε−
1
2 ‖(∇w)∗‖L2(∂Ω) + C‖∇w‖L2(Ω)
≤ Cε− 12
{
‖F‖
L
2d
d+1 (∂Ω)
+ ‖g‖H1(∂Ω)
}
,
(4.20)
where we use (2.9) and (4.11) in the second inequality. Plugging (4.20) back into (4.15), we arrive at
‖∇2u0‖L2(Σp2ε) ≤ Cε−
1
2
{‖F‖L2(Ω) + ‖g‖H1(∂Ω)},
where C depends on µ, κ,m, d, p2 and Ω, and the proof is complete. 
Proof of Theorem 4.1. Let ϕ0 = Sε(ψ4εu0) and ϕk = Sε(ψ4ε∇ku0) in (2.25). Then we have
wε = uε − u0 − εχ0,εSε(ψ4εu0)− εχk,εSε(ψ4ε∇ku0).
It follows from Lemma 2.24 that
‖wε‖H10 (Ω) ≤ C
{
‖u0 − Sε(ψ4εu0)‖L2(Ω) + ‖∇u0 − Sε(ψ4ε∇u0)‖L2(Ω) + ε‖̟εSε(ψ4εu0)‖L2(Ω)
+ ε‖̟εSε(ψ4ε∇u0)‖L2(Ω) + ε‖̟ε∇Sε(ψ4εu0)‖L2(Ω) + ε‖̟ε∇Sε(ψ4ε∇u0)‖L2(Ω)
}
.
(4.21)
We note that Sε(ψ4εu0) and Sε(ψ4ε∇u0) is supported in Σ3ε. To complete the proof, we need the following estimates.
Due to (2.18), we have
‖u0 − Sε(ψ4εu0)‖L2(Ω) ≤ ‖(1− ψ4ε)u0‖L2(Ω) + ‖ψ4εu0 − Sε(ψ4εu0)‖L2(Ω)
≤ ‖u0‖L2(Ω\Σ8ε) + Cε‖∇(ψ4εu0)‖L2(Ω)
≤ C‖u0‖L2(Ω\Σ8ε) + Cε‖∇u0‖L2(Σ4ε)
(4.22)
and
‖∇u0 − Sε(ψ4ε∇u0)‖L2(Ω) ≤ C‖∇u0‖L2(Ω\Σ8ε) + Cε‖∇2u0‖L2(Σ4ε). (4.23)
From (2.17), it follows that
‖̟εSε(ψ4εu0)‖L2(Ω) + ‖̟ε∇Sε(ψ4εu0)‖L2(Ω)
≤ C‖ψ4εu0‖L2(Ω) + C‖∇(ψ4εu0)‖L2(Ω)
≤ C‖u0‖L2(Σ4ε) + Cε−1‖u0‖L2(Ω\Σ8ε) + C‖∇u0‖L2(Σ4ε)
(4.24)
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and
‖̟εSε(ψ4ε∇u0)‖L2(Ω) + ‖̟ε∇Sε(ψ4ε∇u0)‖L2(Ω)
≤ C‖∇u0‖L2(Σ4ε) + Cε−1‖∇u0‖L2(Ω\Σ8ε) + C‖∇2u0‖L2(Σ4ε).
(4.25)
Plugging the estimates (4.22), (4.23), (4.24) and (4.25) into (4.21), we obtain
‖wε‖H10 (Ω) ≤ C‖u0‖H1(Ω\Σ8ε) + Cε‖u0‖H2(Σ4ε).
Moreover, this together with the estimates (4.2) and (4.3) implies
‖wε‖H10(Ω) ≤ Cε
1
2
{‖F‖L2(Ω) + ‖g‖H1(∂Ω)}, (4.26)
where C depends on µ, κ,m, d and Ω, and we have completed the proof. 
Lemma 4.5 (Improved lemma). Assume the same conditions as in Theorem 4.1. Let u0 be the solution to (DH)0 in
(1.4) with F ∈ L2(Ω;Rm) and g ∈ H1(∂Ω;Rm). Then we have
‖u0‖H1(Ω\Σp1ε;δ) ≤ Cε
{‖F‖L2(Ω) + ‖g‖H1(∂Ω)}, (4.27)
and
max
{‖∇2u0‖L2(Σp2ε;δ), ‖u0‖H1(Σp2ε;δ−1)} ≤ C[ ln(c0/ε)]1/2{‖F‖L2(Ω) + ‖g‖H1(∂Ω)}, (4.28)
where p1, p2 > 0 are fixed real numbers and c0 is the layer constant, and C depends on µ, κ,m, d, p1 and Ω.
Remark 4.6. Recall that the layer constant c0 is defined in Subsection 1.2. Compared with the results of Lemma
4.2, we can see that the weighted-type norms can notably improve the ε’ power both in the layer type estimate and in
the co-layer type estimate. Here the weighted function δ plays a key role, briefly speaking, which can produce a good
factor ε
1
2 . So we call Lemma 4.5 the improved lemma.
Proof. The proof of the estimate (4.27) is straightforward. In view of (3.7) and (4.2), we have
‖u0‖H1(Ω\Σp1ε;δ) ≤ Cε
1
2 ‖u0‖H1(Ω\Σp1ε) ≤ Cε
{‖F‖L2(Ω) + ‖g‖H1(∂Ω)}.
We now prove the estimate (4.28). Proceeding as in the proof of (4.3) in Lemma 4.2, we first have
‖∇2u0‖L2(Σp2ε;δ) ≤ C‖∇2v‖L2(Rd) + ‖∇2w‖L2(Σp2ε;δ)
≤ C{‖F‖L2(Ω) + ‖g‖H1(∂Ω)}+ ‖∇2w‖L2(Σp2ε;δ), (4.29)
where we use the hypothesis of δ(x) = 0 when x ∈ Rd \ Ω (see Subsection 1.2) in the first inequality, and (4.5) (for
p = 2) in the second one. Due to the estimate (4.17), we have
‖∇2w‖L2(Σp2ε;δ) ≤ ‖∇2w‖L2(Σp2ε\Σc0 ;δ) + C‖∇w‖L2(Ω)
≤ ‖∇2w‖L2(Σp2ε\Σc0 ;δ) + C
{‖F‖L2(Ω) + ‖g‖H1(∂Ω)}, (4.30)
where we use (2.9) in the second inequality. Hence, it is sufficient to study the term of ‖∇2w‖L2(Σp2ε\Σc0 ;δ). By the
estimate (4.16),
‖∇2w‖2L2(Σp2ε\Σc0 ;δ) =
∫
Σp2ε\Σc0
|∇2w|2δ(x)dx ≤ C
∫
Σp2ε\Σc0
−
∫
B(x,δ(x)/8)
|∇w(y)|2
δ(x)
dydx
≤ C
∫ c0
p2ε
∫
St
|(∇w)∗(x′)|2
t
dSt(Λt(x
′))dt ≤ C ln(c0/ε)‖(∇w)∗‖L2(∂Ω)
≤ C ln(c0/ε)
{‖F‖2L2(Ω) + ‖g‖2H1(∂Ω)},
(4.31)
where the second inequality follows from the same observation as we did in (4.19), and we use (4.11) in the last
inequality. Then combining (4.29) and (4.31), we partially derive the estimate (4.28).
The rest task is to estimate ‖u0‖H1(Σp2ε;δ−1). By the same idea used above, we have
‖u0‖2H1(Σp2ε;δ−1) ≤
∫
Σp2ε\Σc0
(|u0|2 + |∇u0|2)δ−1(x)dx + c−10 ∫
Σc0
(|u0|2 + |∇u0|2)dx
≤
∫ c0
p2ε
∫
∂Ω
(|u0(Λt(z))|2 + |∇u0(Λt(z))|2)|∇Λt|dS(z)t−1dt+ C‖u0‖2H1(Ω)
≤ C
∫
∂Ω
(|M(u0)|2 + |M(∇u0)|2)dS ∫ c0
p2ε
1
t
dt+ C‖u0‖2H1(Ω)
≤ C ln(c0/ε)
{
‖M(u0)‖2L2(∂Ω) + ‖M(∇u0)‖2L2(∂Ω) + ‖u0‖2H1(Ω)
}
,
(4.32)
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where we use co-area formula (2.23) in the second inequality, and the estimate (2.22) in the third one, and the estimate
(2.24) in the last one. This implies
‖u0‖H1(Σp2ε;δ−1) ≤ C[ln(c0/ε)]1/2
{‖F‖L2(Ω) + ‖g‖H1(∂Ω)}, (4.33)
where we use the estimates (2.9) (4.11) and (4.12). The proof is complete. 
Theorem 4.7. Assume the same conditions as in Theorem 4.1. Let uε, u0 be the solutions to (1.4) with F ∈ L2(Ω;Rm)
and g ∈ H1(∂Ω;Rm). Then we have∥∥uε − u0 − εχ0,εSε(ψ4εu0)− εχk,εSε(ψ4ε∇ku0)∥∥L2(Ω) ≤ Cε ln(c0/ε){‖F‖L2(Ω) + ‖g‖H1(∂Ω)}, (4.34)
where c0 is the layer constant, and C depends on µ, κ,m, d, c0 and Ω.
Proof. We prove this theorem by a duality argument. For any Φ ∈ L2(Ω;Rm), we find two weak solutions φε and φ0
solving (1.13). By recalling
ξε = φε − φ0 − εχ∗0,εSε(ψ10εφ0) + εχ∗k,εSε(ψ10ε∇kφ0)
in (3.12), it straightforward follows from Theorem 4.1 that
‖ξε‖H10 (Ω) ≤ Cε
1
2 ‖Φ‖L2(Ω). (4.35)
Due to the linearity of Lε, it is convenient to assume ‖F‖L2(Ω) + ‖g‖H1(∂Ω) = 1, otherwise we replace uε and u0
by uε/(‖F‖L2(Ω) + ‖g‖H1(∂Ω)) and u0/(‖F‖L2(Ω) + ‖g‖H1(∂Ω)), respectively. Hence, by setting
wε = uε − u0 − εχ0,εSε(ψ4εu0)− εχk,εSε(ψ4ε∇ku0),
it is equivalent to proving ‖wε‖L2(Ω) ≤ Cε ln(r0/ε). To do so, in view of Lemma 3.5, we have∣∣∣ ∫
Ω
wεΦdx
∣∣∣ ≤ C‖u0‖H1(Ω\Σ9ε)‖φ0‖H1(Ω\Σ9ε) + Cε‖u0‖H1(Ω)‖φε‖H1(Ω)
+ C
{
‖u0‖H1(Ω\Σ8ε;δ) + ε‖∇u0‖L2(Σ4ε;δ) + ε‖∇2u0‖L2(Σ4ε;δ)
}
‖φ0‖H1(Σ4ε;δ−1)
+ C
{
‖u0‖H1(Ω\Σ8ε) + ε‖∇u0‖L2(Σ4ε) + ε‖∇2u0‖L2(Σ4ε)
}
·
{
‖ξε‖H1(Ω) + ‖φ0‖H1(Ω\Σ20ε) + ε‖φ0‖H1(Ω) + ε‖∇2φ0‖L2(Σ10ε)
}
.
(4.36)
To complete the proof, we need the following computations:
‖u0‖H1(Ω\Σ9ε)‖φ0‖H1(Ω\Σ9ε) + Cε‖u0‖H1(Ω)‖φε‖H1(Ω)
≤ Cε 12 · Cε 12 ‖Φ‖L2(Ω) + Cε‖Φ‖L2(Ω) ≤ Cε‖Φ‖L2(Ω),
(4.37)
where we use the estimates (4.2) and (2.9) in the first inequality.{
‖u0‖H1(Ω\Σ8ε;δ) + ε‖∇u0‖L2(Σ4ε;δ) + ε‖∇2u0‖L2(Σ4ε;δ)
}
‖φ0‖H1(Σ4ε;δ−1)
≤ C
{
ε+ ε
[
ln(c0/ε)
] 1
2
}[
ln(c0/ε)
] 1
2 ‖Φ‖L2(Ω) ≤ Cε ln(c0/ε)‖Φ‖L2(Ω),
(4.38)
where we use the estimates (2.9), (4.27) and (4.28) in the first inequality.{
‖u0‖H1(Ω\Σ8ε) + ε‖∇u0‖L2(Σ4ε) + ε‖∇2u0‖L2(Σ4ε)
}
·
{
‖ξε‖H1(Ω) + ‖φ0‖H1(Ω\Σ20ε) + ε‖φ0‖H1(Ω) + ε‖∇2φ0‖L2(Σ10ε)
}
≤ C
{
ε+ ε+ ε1/2
}
·
{
ε1/2 + ε+ ε+ ε1/2
}
‖Φ‖L2(Ω) ≤ Cε‖Φ‖L2(Ω),
(4.39)
where we use the estimates (2.9), (4.2) and (4.3) in the first inequality.
Consequently, plugging the estimates (4.37)− (4.39) back into (4.36), we have∣∣∣ ∫
Ω
wεΦdx
∣∣∣ ≤ Cε ln(c0/ε)‖Φ‖L2(Ω),
and this implies the desired estimate (4.34), and we have completed the proof. 
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Theorem 4.8. Suppose that the coefficients of Lε satisfy (1.1), (1.2) and (1.3), and A additionally satisfies A = A∗.
Let uε, u0 be the weak solutions to (1.4) with F ∈ Lp(Ω;Rm) and g ∈ H1(∂Ω;Rm), where q = 2dd+1 . Then∥∥uε − u0 − εχ0,εS2ε (ψ2εu0)− εχk,εS2ε (ψ2ε∇ku0)∥∥H10 (Ω) ≤ Cε 12{‖F‖Lq(Ω) + ‖g‖H1(∂Ω)}, (4.40)
where C depends only on µ, κ,m, d and Ω.
Proof. We note that ‖wε‖H1(Ω) is exactly the left-hand side of (4.40) by setting ϕ0 = S2ε (ψ2εu0) and ϕk = S2ε (ψ2ε∇ku0)
in (2.25). Then it follows from (2.30) that
‖wε‖H1(Ω) ≤ C
{
‖∇u0 − S2ε (ψ2ε∇u0)‖L2(Ω) + ‖u0 − S2ε (ψ2εu0)‖L2(Ω) + ε‖̟ε∇S2ε (ψ2εu0)‖L2(Ω)
+ ε‖̟ε∇S2ε (ψ2ε∇u0)‖L2(Ω) + ε‖̟εS2ε (ψ2εu0)‖L2(Ω) + ε‖̟εS2ε (ψ2ε∇u0)‖L2(Ω)
}
.
(4.41)
Before proceeding further, let us do some calculations:
‖∇u0 − S2ε (ψ2ε∇u0)‖L2(Ω) ≤ ‖(1− ψ2ε)∇u0‖L2(Ω) + ‖ψ2ε∇u0 − Sε(ψ2ε∇u0)‖L2(Ω)
+
∥∥Sε[ψ2ε∇u0 − Sε(ψ2ε∇u0)]‖L2(Ω)
≤ ‖∇u0‖L2(Ω\Σ4ε) + C‖ψ2ε∇u0 − Sε(ψ2ε∇u0)‖L2(Ω),
(4.42)
‖̟ε∇S2ε (ψ2ε∇u0)‖L2(Ω) ≤ C‖∇Sε(ψ2ε∇u0)‖L2(Ω)
≤ C{ε−1‖∇u0‖L2(Ω\Σ4ε) + ‖Sε(ψ2ε∇2u0)‖L2(Ω)}, (4.43)
and
‖̟εS2ε (ψ2ε∇u0)‖L2(Ω) ≤ C‖Sε(ψ2ε∇u0)‖L2(Ω) (4.44)
where we mainly use the estimate (2.17) in the second inequality of (4.42), and in the first inequality of (4.43), as well
as in (4.44). After a similar computation, we have
‖̟εS2ε (ψ2εu0)‖L2(Ω) ≤ C‖Sε(ψ2εu0)‖L2(Ω),
‖u0 − S2ε (ψ2εu0)‖L2(Ω) ≤ ‖u0‖L2(Ω\Σ4ε) + C‖ψ2εu0 − Sε(ψ2εu0)‖L2(Ω),
‖̟ε∇S2ε (ψ2εu0)‖L2(Ω) ≤ C
{1
ε
‖u0‖L2(Ω\Σ4ε) + ‖Sε(ψ2ε∇u0)‖L2(Ω)
}
.
(4.45)
By substituting (4.42), (4.43), (4.44) and (4.45) into (4.41), we find
‖wε‖H1(Ω) ≤ C
{
‖u0‖H1(Ω\Σ4ε) + ‖ψ2ε∇u0 − Sε(ψ2ε∇u0)‖L2(Ω) + ‖ψ2εu0 − Sε(ψ2εu0)‖L2(Ω)
}
+ Cε
{
‖Sε(ψ2ε∇2u0)‖L2(Ω) + ‖Sε(ψ2ε∇u0)‖L2(Ω) + ‖Sε(ψ2εu0)‖L2(Ω)
}
.
(4.46)
We now estimate ‖ψ2ε∇u0 − Sε(ψ2ε∇u0)‖L2(Ω). Noting that ψ2ε∇u0 − Sε(ψ2ε∇u0) is supported in Σε, it is
equivalent to estimating ‖ψ2ε∇u0 − Sε(ψ2ε∇u0)‖L2(Σε). Hence,
‖ψ2ε∇u0 − Sε(ψ2ε∇u0)‖L2(Σε)
≤ ‖∇v − Sε(∇v)‖L2(Σε) + ‖(ψ2ε − 1)∇v‖L2(Σε) + ‖Sε
(
(ψ2ε − 1)∇v
)‖L2(Σε) + ‖ψ2ε∇w − Sε(ψ2ε∇w)‖L2(Σε)
≤ ‖∇v − Sε(∇v)‖L2(Rd) + 2‖(ψ2ε − 1)∇v‖L2(Ω) + ‖ψ2ε∇w − Sε(ψ2ε∇w)‖L2(Ω)
where we use the fact of ‖Sε
(
(ψ2ε − 1)∇v
)‖L2(Σε) ≤ C‖(ψ2ε − 1)∇v‖L2(Ω) in the second inequality. This implies
‖ψ2ε∇u0 − Sε(ψ2ε∇u0)‖L2(Σε)
≤ Cε 12 ‖∇2v‖
L
2d
d+1 (Rd)
+ C‖∇v‖L2(Ω\Σ4ε) + Cε‖∇(∇wψ2ε)‖L2(Ω)
≤ Cε 12 ‖∇2v‖
L
2d
d+1 (Rd)
+ C‖∇v‖L2(Ω\Σ4ε) + C
{
ε‖∇2w‖L2(Σ2ε) + ‖∇w‖L2(Ω\Σ4ε)
}
≤ Cε 12{‖F‖
L
2d
d+1 (Ω)
+ ‖g‖H1(∂Ω)
}
,
(4.47)
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where we use the estimates (2.18) and (2.19) in the first inequality, and the estimates (4.5) (for p = 2dd+1), (4.10) (for
t = 0), (4.20) and (4.13) are employed in the last inequality. Also, we have
‖ψ2εu0 − Sε(ψ2εu0)‖L2(Ω) ≤ Cε‖∇(ψ2εu0)‖L2(Ω)
≤ C‖u0‖L2(Ω\Σ4ε) + Cε‖∇u0‖L2(Ω)
≤ Cε 12{‖F‖
L
2d
d+1 (Ω)
+ ‖g‖H1(∂Ω)
}
,
(4.48)
where we use the estimates (4.14) and (2.9) in the last inequality.
We still need to estimate
‖Sε(ψ2ε∇2u0)‖L2(Ω) ≤ ‖Sε(ψ2ε∇2v)‖L2(Ω) + ‖Sε(ψ2ε∇2w)‖L2(Ω)
≤ Cε− 12 ‖ψ2ε∇2v‖
L
2d
d+1 (Rd)
+ C‖∇2w‖L2(Σ2ε)
≤ Cε− 12{‖g‖H1(∂Ω) + ‖F‖
L
2d
d+1 (Ω)
}
,
(4.49)
where we use (2.19) in the second inequality, and (4.5), (4.20) in the last one. Also,
‖Sε(ψ2ε∇u0)‖L2(Ω) + ‖Sε(ψ2εu0)‖L2(Ω) ≤ C‖u0‖H1(Ω) ≤ C
{‖g‖H1/2(∂Ω) + ‖F‖
L
2d
d+2 (Ω)
}
. (4.50)
Consequently, collecting (4.46)− (4.50) and (4.14), we obtain
‖wε‖H1(Ω) ≤ Cε 12
{‖F‖
L
2d
d+1 (Ω)
+ ‖g‖H1(∂Ω)
}
,
and the proof is finished. 
Proof of Theorem 1.1. This theorem includes the estimates (1.5) and (1.6), and we thus divide the proof into two
parts.
Part I, we prove the estimate (1.5). Let
wε = uε − u0 − εχ0,εSε(ψ4εu0) + εχk,εSε(ψ4ε∇ku0), (4.51)
where uε and u0 satisfy (1.4), and ψ4ε is cut-off function defined in Subsection 1.2. Then we have
‖uε − u0‖L2(Ω) ≤ ‖wε‖L2(Ω) + ε
∥∥χ0,εSε(ψ4εu0)∥∥L2(Ω) + ε∥∥χk,εSε(ψ4ε∇ku0)∥∥L2(Ω)
≤ Cε ln(c0/ε)
{
‖F‖L2(Ω) + ‖g‖H1(∂Ω)
}
+ Cε‖u0‖H1(Ω)
≤ Cε ln(c0/ε)
{
‖F‖L2(Ω) + ‖g‖H1(∂Ω)
}
,
where we employ Theorem 4.7 and the estimate (2.17) in the second inequality, and the estimate (2.9) is used in the
last one. We have already proved the estimate (1.5).
Part II, we now proceed to prove the estimate (1.6). Let w˜ε be given by
w˜ε = uε − u0 − εχ0,εSε(ψ4εu˜0) + εχk,εSε(ψ4ε∇ku˜0),
where u˜0 is the extension of u0. For any Φ ∈ Lq(Ω;Rm) with q = 2dd+1 , there exist φε, φ0 solving (1.13) (due to
Theorem 2.6), and satisfying H1 estimate (see ((2.9)))
max
{‖φε‖H1(Ω), ‖φ0‖H1(Ω)} ≤ C‖Φ‖
L
2d
d+2 (Ω)
≤ C‖Φ‖Lq(Ω), (4.52)
where we use Ho¨lder’s inequality in the last inequality. Set
Θε = φε − φ0 − εχ∗0,εS2ε (ψ20εφ0)− εχ∗k,εS2ε (ψ20ε∇kφ0), (4.53)
where χ∗i with i = 0, · · · , d are corresponding correctors of L∗ε. Then it follows from the estimate (4.40) that
‖Θε‖H1(Ω) ≤ Cε1/2‖Φ‖Lq(Ω). Moreover, in view of (4.53) again, we have
‖φε‖H1(Ω\Σ9ε) ≤ ‖Θε‖H1(Ω\Σ9ε) + ‖φ0‖H1(Ω\Σ9ε) ≤ ‖Θε‖H1(Ω) + ‖φ0‖H1(Ω\Σ9ε) ≤ Cε
1
2 ‖Φ‖Lq(Ω), (4.54)
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where we note that χ∗0,εS
2
ε (ψ20εφ0) and χ
∗
k,εS
2
ε (ψ20ε∇kφ0) are supported in Σ18ε, and we use the estimate (4.14) in
the last inequality.
In view of Lemma 3.6, we have∣∣∣ ∫
Ω
w˜εΦdx
∣∣∣ ≤ C{‖u0‖H1(Ω\Σ8ε)‖φε‖H1(Ω\Σ9ε) + ε‖u0‖H2(Ω)‖φε‖H1(Ω)},
and this together with (4.52) and (4.54) leads to∣∣∣ ∫
Ω
w˜εΦdx
∣∣∣ ≤ Cε‖u0‖H2(Ω)‖Φ‖Lq(Ω), (4.55)
where we use the following fact (due to the assumption of u0 ∈ H2(Ω;Rm)),
‖u0‖H1(Ω\Σ8ε) ≤ Cε1/2
{‖M(u0)‖L2(∂Ω) + ‖M(∇u0)‖L2(∂Ω)}
≤ Cε1/2{‖u0‖H1(Ω\Σc0 ) + ‖u0‖H2(Ω\Σc0 )} ≤ Cε1/2‖u0‖H2(Ω). (4.56)
We mention that the estimate (2.22) is used in the first inequality, and we apply the estimate (2.24) to the second one.
We turn back to the estimate (4.55), and this implies
‖w˜ε‖Lp(Ω) ≤ Cε‖u0‖H2(Ω), (4.57)
with p = 2dd−1 .
The reminder of the argument is analogous to that shown in Part I. Before approaching the estimate (1.6), we need
to pose some simple estimates based on the Sobolev embedding theorem and interpolation inequality. Let 2∗ = 2dd−2 ,
and for all k = 0, · · · , d, we first have
‖χk‖Lp(Y ) ≤ C‖χk‖L2∗(Y ) ≤ C‖χk‖H1(Y ) ≤ C(µ, κ,m, d), (4.58)
where we use Ho¨lder’s inequality in the first inequality, and the Sobolev embedding theorem in second one. Besides,
we have  ‖u˜0‖Lp(Rd) ≤ ‖u˜0‖
1
2
L2(Rd)
‖u˜0‖
1
2
L2∗(Rd)
≤ C‖u˜0‖
1
2
L2(Rd)
‖∇u˜0‖
1
2
L2(Rd)
≤ C‖u˜0‖H1(Rd),
‖∇u˜0‖Lp(Rd) ≤ ‖∇u˜0‖
1
2
L2(Rd)
‖∇u˜0‖
1
2
L2∗(Rd)
≤ C‖∇u˜0‖
1
2
L2(Rd)
‖∇2u˜0‖
1
2
L2(Rd)
≤ C‖u˜0‖H2(Rd)
=⇒ ‖u˜0‖W 1,p(Rd) ≤ C‖u˜0‖H2(Rd) ≤ C‖u0‖H2(Ω),
(4.59)
where we use the interpolation inequality and Sobolev’s inequality.
It is clear to see that
‖uε − u0‖Lp(Ω) ≤ ‖w˜ε‖Lp(Ω) + ε
∥∥χ0,εSε(ψ4εu˜0)∥∥Lp(Ω) + ε∥∥χk,εSε(ψ4ε∇ku˜0)∥∥Lp(Ω)
≤ Cε‖u0‖H2(Ω) + Cε
{
‖χ0‖Lp(Y )‖u˜0‖Lp(Rd) + ‖χk‖Lp(Y )‖∇ku˜0‖Lp(Rd)
}
≤ Cε‖u0‖H2(Ω),
where we use the estimates (4.58) and (4.59) in the last inequality, and we have completed the proof. 
5 Neumann problem
Lemma 5.1. Suppose that the coefficients of Lε satisfy (1.1) − (1.3). Let uε and u0 be the weak solutions to (1.8),
and wε is defined in (2.25). Then we have
‖wε‖H1(Ω) ≤ C
{
‖̟ε~φ‖L2(Ω\Σ2ε) + ‖∇u0 − ~ϕ‖L2(Ω) + ‖u0 − ϕ0‖L2(Ω)
+ ε‖̟ε∇~φ‖L2(Ω) + ε‖̟ε~φ‖L2(Ω)
}
+ Cε‖hε~φ‖L2(∂Ω),
(5.1)
where ~ϕ = (ϕ1, · · · , ϕd), ~φ = (ϕ0, ~ϕ), and ̟ represents the periodic function depending on the periodic functions such
as the coefficients of Lε, the correctors {χk}dk=0, and auxiliary functions {bik, Ejik,∇ϑk}dk=0.
Proof. See [29, Lemma 5.2]. 
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Lemma 5.2. Suppose that L0 is the homogenized operator of Lε under the same conditions as in Lemma 5.1, and
we additionally assume A = A∗. Let u0 be the solution to (NH)0 in (1.8) with F ∈ L2(Ω;Rm) and h ∈ L2(∂Ω;Rm).
Then we have
‖u0‖H1(Ω\Σp1ε) ≤ Cε
1
2
{‖F‖L2(Ω) + ‖h‖L2(∂Ω)}, (5.2)
and
‖∇2u0‖L2(Σp2ε) ≤ Cε−
1
2
{‖F‖L2(Ω) + ‖h‖L2(∂Ω)}, (5.3)
where p1, p2 > 0 are fixed real numbers, and C depends on µ, κ,m, d, p1, p2 and Ω.
Remark 5.3. The results of (5.2) and (5.3) were originally established by Z. Shen in [17, Theorem 2.7] for Lε with
the Neumann boundary condition. Here we employ the radial maximal function to extend his results to our cases.
Proof. We first mention that this lemma is the counterpart of Lemma 4.2 in Neumann problems, which was actually
proved in [29, Lemma 5.6]. We provide the reader with a proof for the sake of the completeness. So, proceeding as in
the proof Lemma 4.2, we rewrite (NH)0 as
L0(u0) = (V̂ − B̂)∇u0 − (ĉ+ λI)u0 + F in Ω, ∂u0/∂ν0 = h− n · V̂ u0 on ∂Ω,
where L0 = div(Â∇), and then consider u0 = v + w such that
(1) L0(v) = F˘ in R
d, (2)
{
L0(w) = 0 in Ω,
∂w/∂ν0 = h− n · V̂ u0 − ∂v/∂ν0 on ∂Ω,
(5.4)
where ∂/∂ν0 = n ·Â∇, and F˘ is the same thing in (4.4). For (1), we apply the estimate (2.10) to the term of ‖u0‖H1(Ω)
in (4.5) and (4.6), and then obtain
‖∇2v‖Lp(Rd) ≤ C
{‖F‖Lp(Ω) + ‖h‖H−1/2(∂Ω)}, ‖∇v‖L2(Rd) ≤ C{‖F‖
L
2d
d+2 (Ω)
+ ‖h‖H−1/2(∂Ω)
}
(5.5)
where p ∈ [ 2dd+2 , 2]. Thus by Sobolev’s inequality, we have
‖v‖
L
2d
d−2 (Rd)
≤ C{‖F‖
L
2d
d+2 (Ω)
+ ‖h‖H−1/2(∂Ω)
}
, ‖∇v‖
L
2d
d−1 (Rd)
≤ C{‖F‖
L
2d
d+1 (Ω)
+ ‖h‖H−1/2(∂Ω)
}
. (5.6)
Then plugging (5.5) and (5.6) back into the third line of (4.8) leads to∫
St
(|∇v|2 + |v|2)dS ≤ C{‖F‖2
L
2d
d+1 (Ω)
+ ‖h‖2H−1/2(∂Ω)
}
(5.7)
for any t ∈ [0, p1ε]. and this together with the co-area formula (2.23) shows
‖v‖H1(Ω\Σp1ε) ≤ Cε
1
2
{‖F‖
L
2d
d+1 (Ω)
+ ‖h‖L2(∂Ω)
}
, (5.8)
where we use the fact of L2(∂Ω;Rm) ⊂ H−1/2(∂Ω;Rm).
The next thing is to estimate ‖w‖H1(Ω\Σp1ε). For (2), in view of [29, Remark 5.7], we have
‖(∇w)∗‖L2(∂Ω) ≤ C
{‖h‖L2(∂Ω) + ‖u0‖L2(∂Ω) + ‖∇v‖L2(∂Ω)} ≤ C{‖F‖
L
2d
d+1 (Ω)
+ ‖h‖L2(∂Ω)
}
(5.9)
where we employ the estimate (5.7) (for t = 0) and the trace theorem coupled with the estimate (2.10) in the last
inequality. On the other hand, we apply Lemma 2.21 and the estimate (2.10) to derive
‖M(w)‖L2(∂Ω) ≤ C
{‖h‖L2(∂Ω) + ‖u0‖L2(∂Ω) + ‖∇v‖L2(∂Ω)} ≤ C{‖F‖
L
2d
d+1 (Ω)
+ ‖h‖L2(∂Ω)
}
, (5.10)
Hence, it follows from (2.22), (5.9) and (5.10) that
‖w‖H1(Ω\Σp1ε) ≤ Cε
1
2
{‖(∇w)∗‖L2(∂Ω) + ‖M(w)‖L2(∂Ω)} ≤ Cε 12 {‖F‖
L
2d
d+1 (Ω)
+ ‖h‖L2(∂Ω)
}
. (5.11)
Combining the estimates (5.8) and (5.11), we have
‖u0‖H1(Ω\Σp1ε) ≤ Cε
1
2
{‖F‖
L
2d
d+1 (Ω)
+ ‖h‖L2(∂Ω)
}
, (5.12)
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and this coupled with Ho¨lder’s inequality leads to the estimate (5.2).
We are now in the position to prove the estimate (5.3). Thanks to the first line of the estimate (4.20), we actually
have
‖∇2w‖L2(Σp2ε) ≤ Cε−
1
2 ‖(∇w)∗‖L2(∂Ω) + C‖∇w‖L2(Ω) ≤ Cε− 12
{‖F‖
L
2d
d+1 (∂Ω)
+ ‖h‖L2(∂Ω)
}
, (5.13)
where we use the estimates (5.9) and (2.10) in the second inequality. This together with the estimate (5.5) (with
p = 2) gives the desired estimate (5.3), and we have completed the proof. 
Lemma 5.4 (Improved lemma). Assume the same conditions as in Lemma 5.2. Let u0 be the solution to (NH)0 in
(1.8) with F ∈ L2(Ω;Rm) and h ∈ L2(∂Ω;Rm). Then we have
‖u0‖H1(Ω\Σp1ε;δ) ≤ Cε
{‖F‖L2(Ω) + ‖h‖L2(∂Ω)}, (5.14)
and
max
{‖∇2u0‖L2(Σp2ε;δ), ‖∇u0‖L2(Σp2ε;δ−1)} ≤ C[ ln(c0/ε)]1/2{‖F‖L2(Ω) + ‖h‖L2(∂Ω)}, (5.15)
where p1, p2 > 0 are fixed real numbers and c0 is the layer constant, and C depends on µ, κ,m, d, p1 and Ω.
Proof. The proof is quite similar to that shown in Lemma 4.5, so we can straightforward use some key inequalities
obtained there to prove this one. The estimate (5.14) follows from (3.7) and (5.2) that
‖u0‖H1(Ω\Σp1ε;δ) ≤ Cε1/2‖u0‖H1(Ω\Σp1ε) ≤ Cε
{‖F‖L2(Ω) + ‖h‖L2(∂Ω)}.
We now study the term of ‖∇2u0‖L2(Σp2ε;δ). Thanks to the first line of (4.29) and the second line of (4.31), we
have
‖∇2u0‖L2(Σp2ε;δ) ≤ C‖∇2v‖L2(Rd) + ‖∇2w‖L2(Σp2ε;δ)
≤ C‖∇2v‖L2(Rd) + C
[
ln(c0/ε)
] 1
2 ‖(∇w)∗‖L2(∂Ω) ≤ C
[
ln(c0/ε)
] 1
2
{‖F‖L2(Ω) + ‖h‖L2(∂Ω)}, (5.16)
where we use the estimate (5.5) (for p = 2) and the estimate (5.9) in the last inequality.
The rest thing is to estimate the term of ‖u0‖H1(Σp2ε;δ−1). Due to the estimate (4.32), we have
‖u0‖H1(Σp2ε;δ−1) ≤ C
[
ln(c0/ε)
]1/2{‖M(u0)‖L2(∂Ω) + ‖M(∇u0)‖L2(∂Ω) + ‖u0‖H1(Ω)}
≤ C[ ln(c0/ε)]1/2{‖F‖L2(Ω) + ‖h‖L2(∂Ω)}, (5.17)
where we use the estimates (2.10), (5.9) and (5.10) in the last inequality.
Combining (5.16) and (5.17) leads to the desired estimate (5.15). We have completed the proof. 
Theorem 5.5. Suppose that the coefficients of Lε satisfy (1.1)−(1.3), and we additionally assume A = A∗. Let uε, u0
be the weak solutions to (1.4) with F ∈ Lq(Ω;Rm) and h ∈ L2(∂Ω;Rm), where q = 2dd+1 . Then we have∥∥uε − u0 − εχ0,εS2ε (ψ2εu0)− εχk,εS2ε (ψ2ε∇ku0)∥∥H1(Ω) ≤ Cε 12{‖F‖Lq(Ω) + ‖h‖L2(∂Ω)}, (5.18)
where C depends only on µ, κ,m, d and Ω.
Proof. By suitable modification to the proof of Theorem 4.8, it is not hard to prove this one, which in fact was shown
in [29, Lemma 5.6], so we omit this proof. 
Corollary 5.6. Assume the same conditions as in Theorem 5.5. Let uε and u0 be the weak solutions to (1.8) with
F ∈ L2(Ω;Rm) and h ∈ L2(∂Ω;Rm). Then we have∥∥uε − u0 − εχ0,εSε(ψ4εu0) + εχk,εSε(ψ4ε∇ku0)∥∥H1(Ω) ≤ Cε 12{‖F‖L2(Ω) + ‖h‖L2(∂Ω)}, (5.19)
where C depends only on µ, κ,m, d and Ω.
Proof. By the triangle inequality, we have∥∥uε − u0 − εχ0,εSε(ψ4εu0) + εχk,εSε(ψ4ε∇ku0)∥∥H1(Ω) ≤ ε∥∥χk,εSε(Sε(ψ4ε∇ku0)− ψ4ε∇ku0)∥∥H1(Ω)
+ ε
∥∥χ0,εSε(Sε(ψ4εu0)− ψ4εu0)∥∥H1(Ω) + ∥∥uε − u0 − εχ0,εS2ε (ψ4εu0) + εχk,εS2ε (ψ4ε∇ku0)∥∥H1(Ω). (5.20)
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The next thing is to handle the first two terms in the right-hand side of (5.20). It is not hard to derive the following
estimates:∥∥χk,εSε(Sε(ψ4ε∇ku0)− ψ4ε∇ku0)∥∥H1(Ω)
≤ ∥∥χk,εSε(Sε(ψ4ε∇ku0)− ψ4ε∇ku0)∥∥L2(Ω) + ε−1∥∥(∇χk)εSε(Sε(ψ4ε∇ku0)− ψ4ε∇ku0)∥∥L2(Ω)
+
∥∥χk,εSε(∇(Sε(ψ4ε∇ku0))−∇(ψ4ε∇ku0))∥∥L2(Ω)
≤ C{1 + ε−1}∥∥Sε(ψ4ε∇u0)− ψ4ε∇u0∥∥L2(Rd) + C{‖∇Sε(ψ4ε∇u0)‖L2(Rd) + ‖∇(ψ4ε∇u0)‖L2(Rd)}
≤ C‖∇(ψ4ε∇u0)‖L2(Rd) ≤ C
{
ε−1‖∇u0‖L2(Ω\Σ8ε) + ‖∇2u0‖L2(Σ4ε)
}
≤ Cε−1/2{‖F‖L2(Ω) + ‖h‖L2(∂Ω)},
(5.21)
where we use the estimate (2.17) in the second inequality, and the estimates (2.17) and (2.18) in the third one. For
the last one, we employ the estimates (5.2) and (5.3). By the same token, we can derive∥∥χ0,εSε(Sε(ψ4εu0)− ψ4εu0)∥∥H1(Ω) ≤ C‖∇(ψ4εu0)‖L2(Rd) ≤ Cε−1/2{‖F‖L2(Ω) + ‖h‖L2(∂Ω)}. (5.22)
Collecting the estimates (5.18), (5.20), (5.21) and (5.22), we have the desired estimate (5.19). In the end, we
mention that the proof also follows from Lemmas 5.1 and 5.2, and we have completed the proof. 
Theorem 5.7. Suppose that the coefficients of Lε satisfy the same conditions as in Theorem 5.5. Let uε, u0 be the
solutions to (1.8).
(i) If F ∈ L2(Ω;Rm) and h ∈ L2(∂Ω;Rm), then we have∥∥uε − u0 − εχ0,εSε(ψ4εu0)− εχk,εSε(ψ4ε∇ku0)∥∥L2(Ω) ≤ Cε ln(c0/ε){‖F‖L2(Ω) + ‖h‖L2(∂Ω)}, (5.23)
where c0 is the layer constant.
(ii) If u0 ∈ H2(Ω;Rm), then for p = 2dd−1 , we have∥∥uε − u0 − εχ0,εSε(ψ4εu˜0)− εχk,εSε(ψ4ε∇ku˜0)∥∥Lp(Ω) ≤ Cε‖u0‖H2(Ω), (5.24)
where u˜0 is the extension of u0 (see Lemma 3.6).
Note that C depends on µ, κ,m, d, c0 and Ω.
Proof. Again, the duality argument is employed in this theorem. (i). For any Φ ∈ L2(Ω;Rm), there exist two weak
solutions φε and φ0 satisfying (1.20). According to Lemma 3.5, we construct
ξε = uε − u0 − εχ∗0,εSε(ψ10εφ0)− εχ∗k,εSε(ψ10ε∇kφ0).
Then it follows from Corollary 5.6 that
‖ξε‖H1(Ω) ≤ Cε1/2‖Φ‖L2(Ω). (5.25)
Hence the rest ting is to estimate the right-hand side of (3.13) term by term. We may assume ‖F‖L2(Ω)+‖h‖L2(∂Ω) =
1 for ease of computations. In view of the estimates (5.2) and (2.10), we have
‖u0‖H1(Ω\Σ9ε)‖φ0‖H1(Ω\Σ9ε) + ε‖u0‖H1(Ω)‖φε‖H1(Ω) ≤ Cε
1
2 · Cε 12 ‖Φ‖L2(Ω) + Cε‖Φ‖L2(Ω) ≤ Cε‖Φ‖L2(Ω). (5.26)
On account of the estimates (2.10), (5.14) and (5.15), we derive{
‖u0‖H1(Ω\Σ8ε;δ) + ε‖∇u0‖L2(Σ4ε;δ) + ε‖∇2u0‖L2(Σ4ε;δ)
}
‖φ0‖H1(Σ4ε;δ−1)
≤ C
{
ε+ ε
[
ln(c0/ε)
] 1
2
}[
ln(c0/ε)
] 1
2 ‖Φ‖L2(Ω) ≤ Cε ln(c0/ε)‖Φ‖L2(Ω).
(5.27)
Due to the estimates (2.10), (5.2), (5.3) and (5.25), we arrive at{
‖u0‖H1(Ω\Σ8ε) + ε‖∇u0‖L2(Σ4ε) + ε‖∇2u0‖L2(Σ4ε)
}
·
{
‖ξε‖H1(Ω) + ‖φ0‖H1(Ω\Σ20ε) + ε‖φ0‖H1(Ω) + ε‖∇2φ0‖L2(Σ10ε)
}
≤ C
{
ε+ ε+ ε1/2
}
·
{
ε1/2 + ε+ ε+ ε1/2
}
‖Φ‖L2(Ω) ≤ Cε‖Φ‖L2(Ω).
(5.28)
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Consequently, collecting (3.13), (5.25)− (5.28) gives the desired estimate (5.23).
(ii). The proof is similar to that shown in Part II of Theorem 1.1. Let uε and u0 be the solutions of (1.8), and the
corresponding wε in Lemma 3.6 is given by
wε = uε − u0 − εχ0,εSε(ψ4εu˜0)− εχk,εSε(ψ4ε∇ku˜0). (5.29)
For any Ψ ∈ Lq(Ω;Rm) with q = 2dd+1 , there exist φε and φ0 satisfying (1.20) and the H1 estimates (see (2.10))
max
{‖φε‖H1(Ω), ‖ϕ0‖H1(Ω)} ≤ C‖Ψ‖
L
2d
d+2 (Ω)
≤ C‖Ψ‖Lq(Ω), (5.30)
where we use Ho¨lder’s inequality in the second inequality. According to Lemma 3.6, construct
Πε = φε − φ0 − εχ∗0,εS2ε (ψ20εφ0)− εχ∗k,εS2ε (ψ20ε∇kφ0),
and then we have
‖φε‖H1(Ω\Σ9ε) ≤ ‖Πε‖H1(Ω) + ‖φ0‖H1(Ω\Σ9ε) ≤ Cε1/2‖Ψ‖Lq(Ω). (5.31)
Note that S2ε (ψ20εφ0) and S
2
ε (ψ20ε∇kφ0) are supported in Σ18ε, which guarantees that the first inequality is valid, and
we use Theorem 5.5 and the estimate (5.12) in the last inequality.
In view of Lemma 3.6, we plug the estimate (5.30) and (5.31) into (3.44), and obtain∣∣∣ ∫
Ω
wεΨdx
∣∣∣ ≤ Cε‖u0‖H2(Ω)‖Ψ‖Lq(Ω).
This implies the desired estimate (5.24). We have completed the proof. 
Proof of Theorem 1.2. Based on Theorem 5.7, the proof is almost the same one shown for Theorem 1.1. We first
investigate the estimate (1.9). Let
wε = uε − u0 − εχ0,εSε(ψ4εu0) + εχk,εSε(ψ4ε∇ku0),
where uε and u0 satisfy (1.8). Hence,
‖uε − u0‖L2(Ω) ≤ ‖wε‖L2(Ω) + ε
∥∥χ0,εSε(ψ4εu0)∥∥L2(Ω) + ε∥∥χk,εSε(ψ4ε∇ku0)∥∥L2(Ω)
≤ Cε ln(c0/ε)
{
‖F‖L2(Ω) + ‖h‖L2(∂Ω)
}
+ Cε‖u0‖H1(Ω)
≤ Cε ln(c0/ε)
{
‖F‖L2(Ω) + ‖h‖L2(∂Ω)
}
,
where we employ Theorem 5.7 and the estimate (2.17) in the second inequality, and the estimate (2.10) is used in the
last one.
We now turn to the estimate (1.10). Redefine wε to be expressed by the right-hand side of (5.29). Then it follows
from the estimates (5.24), (4.58) and (4.59) that
‖uε − u0‖Lp(Ω) ≤ ‖wε‖Lp(Ω) + ε
∥∥χ0,εSε(ψ4εu˜0)∥∥Lp(Ω) + ε∥∥χk,εSε(ψ4ε∇ku˜0)∥∥Lp(Ω) ≤ Cε‖u0‖H2(Ω).
We have completed the proof. 
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