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a b s t r a c t
We establish a new lower bound on the l-wise collective minimum
degree which guarantees the existence of a perfect matching in a
k-uniformhypergraph,where 1 ≤ l < k/2. For l = 1, this improves
a long-standing bound of Daykin and Häggkvist (1981) [5]. Our
proof is a modification of the approach of Hàn et al. (2009)
from [12].
In addition, we fill a gap left by the results solving a similar
question for the existence of Hamilton cycles.
© 2011 Published by Elsevier Ltd
1. Introduction
Recently there has been a lot of interest in Dirac-type properties of uniform hypergraphs. With
this namewe describe a general class of problems and results relatingminimum degrees of k-uniform
hypergraphs to the existence of aHamilton cycle (of somekind) or a perfect (or near perfect)matching;
see, e.g., [16,28,20,30,19,29,24,31,2,27,12]. All these results assert that if the minimum degree of
certain type is larger than a threshold value t1 = t1(k, n) then the presence of the object in question
is guaranteed. (See [25] for a survey on this subject up to spring 2010.)
For some complexity aspects of these problems, see [14,32,15]. Typical results from those papers
provide polynomial algorithms for finding Hamiltonian cycles or perfect matchings if the minimum
degree is above t1, and, on the other hand, classify the problem of deciding the existence of the
respective object as being NP-complete if t1 is replaced by some smaller quantity t0.
Besides the well known theorem of Dirac [6] for graphs, the first results of this kind were
obtained by Bollobás et al. [4] as well as Daykin and Häggkvist [5]. The latter set of authors
proved, among other results, that in order to have a perfect matching in a k-uniform hypergraph
H with n vertices, where n is divisible by k, it is sufficient if the minimum degree in H is greater
than k−1k

n−1
k−1

− 1

, about the k−1k fraction of the maximum possible vertex degree. They also
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gave a separate result for the case of k-partite hypergraphs. Recently, it was proved by Hán
et al. [12, Theorem 6] that for k = 3 the fraction 23 can be replaced by 59 + ϵ, which, moreover,
is asymptotically best possible. More lately, the ϵ has been removed by Kühn et al. [22], and,
independently, by Khan [17].
Given a k-uniform hypergraph H and an integer l, 0 < l < k, let δl(H) be the largest integer d such
that every l-element set S of vertices of H has degree degH(S) ≥ d, that is, S is contained in at least d
edges. In particular, δ1(H) = δ(H) is the ordinary minimum vertex degree.
In [12], the case 1 ≤ l < k/2 is studied. At the other extreme lies the equally interesting case
l = k − 1, in which the threshold value of δl(H) guaranteeing a perfect matching in H has been
determined precisely [31]. Later Pikhurko [24] proved that the threshold value of δl(H) for all l ≥ k/2
is asymptotically 12

n−l
k−l

. The case of l < k/2 seems to be harder. In addition to the above mentioned
result for k = 3, paper [12] contains the following general theorem, which for l = 1 coincides
asymptotically with the bound of Daykin and Häggvist which is almost thirty years old.
Theorem 1 ([12]). For all integers k and l, where 1 ≤ l < k/2, and all ϵ > 0, there is n0 such that if H is
a k-uniform hypergraph on n > n0 vertices, with n divisible by k and
δl(H) ≥

k− l
k
+ ϵ

n− l
k− l

,
then H contains a perfect matching.
In this paper we improve the above result.
Theorem 2. For all integers k and l, where 1 ≤ l < k/2, and all ϵ > 0, there is n0 such that if H is a
k-uniform hypergraph on n > n0 vertices, with n divisible by k and
δl(H) ≥

k− l
k
− 1
kk−l
+ ϵ

n− l
k− l

,
then H contains a perfect matching.
It has been conjectured in [21] and also in [12] that the optimal bound on δl(H) guaranteeing a
perfect matching in H is asymptotically equal to
max

1
2
, 1−

1− 1
k
k−ln− 1
k− l

+ o(nk−l). (1)
For l < k/2 this conjecture is still open except for the smallest case k = 3 and l = 1.
The proof in [12] uses the idea of absorption introduced in [30,31]. In this paper we simplify the
proof from [12]. Most notably, we do not need Goodman’s result on the number of triangles in a dense
graph, but instead we use the Erdős counting lemma for partite, uniform hypergraphs (see Lemma 1
in Section 3). These new tools allow us to extend the method from [12, Theorem 6] to other instances
of k and l < k/2. The main proof is presented in Section 3. In Section 4, we further improve our bound
in the smallest open case: k = 4 and l = 1.
Theorem 3. For all ϵ > 0, there is n0 such that if H is a 4-uniform hypergraph on n > n0 vertices, with
n divisible by 4, with
δ1(H) ≥

42
64
+ ϵ

n− 1
3

,
then H contains a perfect matching.
As an addition tool in proving Theorem 2, in Section 2 we prove a sharp result about edgemaximal
partite hypergraphs with a given size t of amaximummatching which is also of independent interest.
For 1 ≤ t ≤ n − 1, let K tk (n) := K(t, n, . . . , n) ∪ (n − t)K1 be the k-partite k-graph containing
in one class n − t isolated vertices but otherwise being complete. Note that K tk (n) has exactly tnk−1
edges and no matching of size t + 1.
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Theorem 4. For all integers k ≥ 1, n ≥ 3, and 1 ≤ t ≤ n − 1, the k-uniform hypergraph K tk (n) is (up
to isomorphism) the only k-partite k-uniform hypergraph with n vertices in each class and at least tnk−1
edges which contains no matching of size t + 1.
Remark 1. A non-partite version of Theorem 4 in known as the Erdős conjecture [8] (see also [10]).
It states that the largest k-uniform hypergraph without a matching of size t + 1 is either K (k)k(t+1)−1 ∪
(n − k(t + 1) + 1)K1, that is, the clique on k(t + 1) − 1 vertices appended by n − k(t + 1) + 1
isolated vertices, or K (k)n − K (k)n−t , a k-uniform hypergraph on n vertices consisting of all k-element sets
intersecting a given subset of vertices of size t . This conjecture is still open except for the case of
graphs (k = 2) proved by Erdős and Gallai in [9], and some small values of t (as compared with n);
see [4,10].
Theorem 4 could be reformulated in terms of König’s property: the edge maximal k-partite
k-uniform hypergraph with n vertices in each class and no matching of size t + 1 has a minimum
vertex cover of size t . (Note that the set of t vertices in K tk (n) of maximum degree n
k−1 forms a unique
minimal vertex cover of K tk (n).) In general, for k-partite k-uniform hypergraphs König’s property does
not hold, and is replaced by Ryser’s conjecture (cf. [1,23]).
In view of Theorem 4, it is perhaps interesting to ask how few edges still guarantee that the König
property holds. For t = n − 1 we may ask a weaker question: that of how few edges guarantee the
presence of an isolated vertex, or more generally, a given minimum degree, if we also assume that
there is no perfect matching in G. For k = 3 and n = 4 we answered the latter question with a little
computer help.
Proposition 1. The smallest number of edges in a 4 × 4 × 4 3-partite 3-uniform hypergraph without a
perfect matching which forces the presence of an isolated vertex is 43.
For details see Section 2. Proposition 1 is crucial in proving Theorem 3.
In Section 5, we give a small contribution to the solution of a Dirac-type question about the
existence of a Hamilton cycle. Dirac-type problems for Hamilton cycles are related to those for perfect
matchings, both by the results obtained and by the methods of proof. Since they are much harder to
tackle, the existing results are limited to just one case of δl: l = k − 1. On the other hand, unlike
for matchings, there are several notions of a hypercycle. Besides the classic notion of a Berge cycle
which we do not consider here, the most studied case is that of (k, r)-cycles, 0 ≤ r ≤ k − 1, defined
as k-uniform hypergraphs whose vertices can be ordered cyclically in such a way that the edges are
segments of that cyclic order and every two consecutive edges share exactly r vertices.
A Hamilton r-cycle is then defined as a (k, r)-cycle in a k-uniform hypergraph H containing all
vertices ofH . A necessary condition is that k−r divides |V (H)|, and for r = 0 this is a perfectmatching.
For k, r , and n, satisfying k− r|n, let hr(k, n) be the smallest integer h such that δk−1(H) ≥ h implies
that an n-vertex k-uniform hypergraph H contains a Hamilton r-cycle.
It was proved in [30] that hk−1(k, n) ∼ 12n, from which it can be deduced (see Section 5) that for
every 0 ≤ r ≤ k − 1 if k − r|n, k − r|k, and k|n then hr(k, n) ∼ 12n as well. On the other hand, the
results from [20,13,18] show that
hr(k, n) ∼ n k
k−r

(k− 1) ,
whenever k− r|n and k− r ̸ |k. This leaves only a small gap in our knowledge about Dirac thresholds
for Hamilton r-cycles in k-uniform hypergraphs. Namely, what is the asymptotic value of hr(k, n)
when k − r|n, k − r|k but k ̸ |n (e.g., k = 6, r = 4, and n = 20)? Note that all counterexamples
existing in the literature assume that k|n (cf. [13], the discussion following the proof of Fact 4, and
[18, Proposition 2.2]). Here we close this gap by providing ‘the last piece in the puzzle’.
Proposition 2. If k− r|n and k− r|k then hr(k, n) ≥ 12n− k. Consequently, hr(k, n) ∼ 12n, regardless
of whether k|n or not.
Throughout the paper k-uniform hypergraphs will be called k-graphs.
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2. Extremal k-partite k-graphs without matchings of given size
In this sectionwe prove Theorem 4.We first determine themaximumnumber of edges in balanced
k-partite k-graphs without a matching of a given size t . For t = 1 this result follows from a more
general theorem of Frankl [11] on intersecting families.
Fact 1. For all integers k ≥ 1, n ≥ 2, and 1 ≤ t ≤ n − 1, the maximum number of edges in a k-partite
k-graph with n vertices in each class and no matching of size t + 1 is tnk−1.
Proof. By Theorem 3 of [3] the complete k-partite k-graph K(n, . . . , n) with n vertices in each part
has a factorization, that is, the edge set of K(n, . . . , n) can be partitioned into nk−1 disjoint perfect
matchingsMi, i = 1, . . . , nk−1. If H is a k-partite k-graph with n vertices in each class and more than
tnk−1 edges, then by the Pigeonhole Principle for some i we must have |Mi ∩ H| > t , which yields a
matching of size t + 1 in H . On the other hand, the k-partite k-graph K tk (n), defined in Section 1, has
exactly tnk−1 edges and no matching of size t + 1. 
Theorem 4 goes beyond Fact 1 by saying that for n ≥ 3 the hypergraph K tk (n) is the only extremal
k-partite k-graph. As our next example shows, the assumption that n ≥ 3 is crucial.
Example 1. For k ≥ 3, k odd, consider a k-partite k-graph H0 with partition V (H0) = V1 ∪ · · · ∪ Vk,
where Vi = {ui, vi}, i = 1, . . . , k, and with the edge set E(H0) consisting of all k-subsets containing at
least (k+1)/2 vertices of {u1, . . . , uk}. Then, the number of edges in H0 is∑ki=(k+1)/2  ki  = 2k−1 and
the set of edges is an intersecting family, that is, there is no matching of size 2. Thus, besides K 1k (2),
also H0 is extremal in this case (note that for k ≥ 3,H0  K 1k (2)). For k even, we include into H0, in
addition, a half of all k-subsets containing precisely k/2 vertices of {u1, . . . , uk}, making sure that no
set is included together with its complement, so that H0 is still intersecting.
Proof of Theorem 4. We prove the statement by induction on k. For k = 2, by König’s theorem there
is a vertex cover in H of size t , but for t vertices to cover all tn edges these vertices have to be in the
same partition class. Thus, H = K t2(n). Now assume that the statement is true for all 2 ≤ k′ ≤ k − 1
and consider a k-partite k-graph with n vertices in each class, tnk−1 edges, and no matching of size
t + 1. Denote the partition classes of H by V1, . . . , Vk.
For amatchingM in the complete (k−1)-partite (k−1)-graph K(V1, . . . , Vk−1) define an auxiliary
bipartite graph GM with vertex classesM and Vk and such that there is an edge {e, v}, e ∈ M, v ∈ Vk
if and only if e ∪ {v} ∈ H .
Let M1, . . . ,Mnk−2 be a factorization of K(V1, . . . , Vk−1). For each i put Gi = GMi . As
∑
i e(Gi) =
e(H), the average number of edges in the Gi’s is tn. However, if for some i, we had e(Gi) > tn, then,
by Fact 1 there would be a matching of size t + 1 in Gi, and hence, a matching of that size in H , a
contradiction. Thus, for all iwe have e(Gi) = tn and Gi does not have a matching of size t + 1. By the
induction assumption for k′ = 2, we have Gi ∼= K t2(n), that is, there is a vertex cover Ci in Gi of size t
such that either Ci ⊂ Mi or Ci ⊂ Vk.
Since every matching M in K(V1, . . . , Vk−1) belongs to a factorization, the above properties of Gi
hold also for GM . That is, for anymatchingM in K(V1, . . . , Vk−1) there is a vertex cover CM in GM of size
t such that either CM ⊂ M (type I) or CM ⊂ Vk (type II). Moreover, for any edge e of K(V1, . . . , Vk−1),
the neighborhood NGM (e) is the same for all M ∋ e. Thus, due to the number of edges in G, if two
matchingsM ′,M ′′ share an edge then they are of the same type (I or II). Moreover, if they are both of
type II then CM ′ = CM ′′ .
We first show that either for all i the matchings Mi are of type I, or for all i they are of type II.
Indeed, fix j ≠ i and let e ∈ Mi and e′ ∈ Mj. Since n ≥ 3 there exists e0 ∈ K(V1, . . . , Vk−1) such that
e0∩(e∪e′) = ∅. LetM be amatching in K(V1, . . . , Vk−1) containing e and e0, and letM ′ be amatching
in K(V1, . . . , Vk−1) containing e′ and e0. Then, by transitivity,Mi andMj are of the same type.
If allMi are of type II then the sets Ci are the same set C ⊂ Vk which, therefore, is a minimal vertex
cover of H . Hence, H ∼= K tk (n).
Finally, consider the case when for all i, Ci ⊂ Mi. Set H ′ = nk−2i=1 Ci and notice that H ′ has tnk−2
edges; it is completely connected with Vk in H and thus, the restriction of H to V1 ∪ · · · ∪ Vk−1 is
precisely H ′. If H ′ had a matching of size t + 1, that matching could be extended to a matching of
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Table 1
Themaximumnumber of edges in a 3-partite 3-graphwithout a perfectmatching, having
n vertices in each class and given lower bound on the minimum degree δ.
δ \ n 3 4
0 18 48
1 16 42
2 16 42
3 15 42
4 14 40
5 – 37
6 37
7 37
8 32
9 –
size t + 1 in H , again, a contradiction. Thus, there is no matching of size t + 1 in H ′ and H ′ has tnk−2
edges. By the induction assumption for k′ = k− 1, we conclude that H ′ ∼= K tk−1(n) has a vertex cover
of size t , which by the construction of H ′ is a vertex cover of the entire hypergraph H . Hence, again
H ∼= K tk (n). 
For 3-partite 3-graphs without perfect matchings (that is, for t = n − 1), we undertook a more
detailed study of the relation between the minimum degree and the maximum number of edges. We
used integer programming. A linear program was created with one binary variable for each edge of
the complete 3-partite 3-graph with n vertices in each class. For each perfect matching an inequality
was created, stating that at least one edge of the matching must be missing. At the same time, one
inequality for each vertex was created, stating that the number of edges at that vertexmust be at least
δ. Observe that this only gives a lower bound on the actual δ of the hypergraph. Finally the objective
was chosen to be maximum number of edges, i.e. the maximum number of variables set to 1.
For n = 3 and n = 4 the resulting integer program is quite small and can easily be solved
by a standard integer programming solver (we used GNU’s glpk and verified the results using a
commercial solver). The maximum number of edges for each case is shown in Table 1. In particular,
and most importantly for us, the smallest number of edges in a 4 × 4 × 4 3-partite 3-graph without
a perfect matching which forces the presence of an isolated vertex is 43. This verifies the correctness
of Proposition 1.
3. The proof of Theorem 2
For two hypergraphs F and Q , let N(F ,Q ) be the number of copies of Q in F . Wewill need a lemma
of Erdős [7] in the following version that can be found in [26].
Lemma 1. For every integer r ≥ 2, every d > 0, and every r-partite r-graph Q , there exist c > 0 and n0
such that for every r-graph F on n ≥ n0 vertices with e(F) ≥ dnr , we have N(F ,Q ) ≥ cn|V (Q )|. 
The main idea behind the proof of Theorem 2 is the same as in [31,12]: find a small absorbing
matching andput it aside, find an almost perfectmatchingM in the remaining hypergraph, and, finally,
use the absorbing matching to extendM to a perfect matching. In [31], due to the degree assumption,
it was possible to find an almost perfect matching from which only k vertices were missing. In [12]
there were many more vertices to be absorbed at the end. Our proof follows closely that from [12].
As a consequence of the absorption lemmaproved in [12, Theorem10], in order to prove Theorem2
it is sufficient to show a seemingly weaker statement. It is analogous to Theorem 16 in [12].
Lemma 2. For all integers k and l, where 0 < 2l < k, and all γ > 0, there is n0 such that if H is a k-graph
on n > n0 vertices with
δl(H) ≥

k− l
k
− 1
kk−l
+ γ

n− l
k− l

,
then H contains a matching covering more than n−√n vertices.
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We wrote above n−√n but, in fact, we could have any sufficiently large constant instead of√n. On
the other hand, to deduce Theorem 2, even γ ′n unmatched vertices for a small constant γ ′ would be
tolerable (as was the case in [12]). Once we prove Lemma 2, it will be quite straightforward to deduce
Theorem2. Just take γ small enoughwith respect to ϵ and apply Corollary 13 from [12] (as a guideline,
see the short proof of Theorem 6 in [12]). Hence, it remains to prove Lemma 2.
Proof of Lemma 2. LetM be a largest matching in H . Assume to the contrary that n− |V (M)| ≥ √n.
Let X = V (H) \V (M). Without loss of generality wemay suppose that x := |X | = √n (we omit floors
and ceilings for clarity of presentation). Setm = |M|.
For every l-element subset S ⊆ X and any submatching M ′ of M , denote by LS(M ′) the (k − l)-
uniform link hypergraph of S, consisting of all (k − l)-element sets T ⊆ V (M ′) such that S ∪ T ∈ H
and |T ∩ e| ≤ 1 for every edge e ∈ M ′. Given S, and takingM ′ = M , the number of edges of H of the
form S ∪ T and such that T ∉ LS(M) is o(nk−l). Hence, by the assumption on δl(H), for every S ∈

X
l

,
|LS(M)| = deg
H
(S)− o(nk−l) ≥

k− l
k
− 1
kk−l
+ γ − o(1)

n− l
k− l

. (2)
To complete the proof, we will find a set S which violates the above inequality.
Not that for a fixed set S ⊆ X we have
LS(M) =

E∈

M
k−l
 LS(E), (3)
where the hypergraphs LS(E) are pairwise edge-disjoint.
For every S ∈

X
l

, we break the family

M
k−l

consisting of the sets E = {e1, . . . , ek−l}, where
ei ∈ M , into three parts, according to the properties of the link LS(E). Namely, we write
M
k− l

= P(S) ∪ A(S) ∪ B(S),
where:
• P(S) =

E ∈

M
k−l

: LS(E) has a matching of size k− l+ 1

.
• A(S) =

E ∈

M
k−l

: |LS(E)| ≤ (k− l)kk−l−1 − 1

.
• B(S) =

E ∈

M
k−l

\ P(S) : |LS(E)| = (k− l)kk−l−1

.
The number (k − l)kk−l−1 is not magic. By Fact 1 with n := k, k := k − l and t := k − l, this is the
maximum number of edges in a (k− l)-partite (k− l)-graph with k vertices in each partition class and
without a matching of size k− l+1. So P(S), A(S), B(S) form a partition. Moreover, by Theorem 4, the
only hypergraph which achieves this maximum is one with exactly l isolated vertices, all belonging to
the same partition class, that is, K k−lk−l (k). We set K := K k−lk−l (k) for convenience. Let us recall that K is
isomorphic to Kk−l,k,...,k ∪ I , where Kk−l,k,...,k is the complete, (k− l)-partite (k− l)-graph and I is a set
of l isolated vertices, disjoint from V (Kk−l,k,...,k). It follows that for every E ∈ B(S), LS(E) is a copy of K .
Our ultimate goal is to find a set S ∈

X
l

with
max(|P(S)|, |B(S)|) ≤ γ
3

m
k− l

. (4)
Indeed, then, using also (3) and the trivial bounds |LS(E)| ≤ kk−l and |A(S)| ≤
 m
k−l

, we will have
|LS(M)| ≤ kk−l(|P(S)| + |B(S)|)+

(k− l)kk−l−1 − 1 |A(S)|
≤

2γ
3
kk−l + (k− l)kk−l−1 − 1

m
k− l

, (5)
which, after using the obvious boundm ≤ n/k, yields a contradiction with (2).
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Fig. 1. The hypergraph F for k− l = 3.
We first show that for most S ∈

X
l

we do have |P(S)| ≤ 13γ
 m
k−l

. This is the easier of the two
remaining tasks, but at the same time very instructive for the other, more involved case.
Fact 2. For at most γ
 x
l

sets S ∈

X
l

we have |P(S)| > 13γ
 m
k−l

.
Proof. Suppose that at least γ
 x
l

sets S ∈

X
l

satisfy |P(S)| > 13γ
 m
k−l

. Then, by averaging, there
exists E0 ∈

M
k−l

such that E0 ∈ P(S) for at least 13γ 2
 x
l

sets S ∈

X
l

. As there are only O(1)
different labeled (k − l)-graphs on k(k − l) vertices, there exists a particular hypergraph L0 on the
vertex set

e∈E0 e and, for some c = c(γ , k) > 0, at least c
 x
l

sets S ∈

X
l

such that LS(E0) = L0.
Remembering that x = √n, we see that one can choose from among these sets k− l+ 1 disjoints sets
S1, . . . , Sk−l+1. (We could choose more, but this is what we need.)
Since E0 ∈ P(Si) and LSi(E0) = L0 for all i = 1, . . . , k − l + 1, there is a matching M0 in L0 of size
k− l+ 1, sayM0 = {T1, . . . , Tk−l+1}. But then the sets Si ∪ Ti, i = 1, . . . , k− l+ 1 form a matching
in H of size k − l + 1 which intersects only k − l edges ofM (the edges in E0). This is a contradiction
with the maximality ofM in H . 
Fact 2 alone yields a weaker version of Lemma 2without the term ‘‘− 1
kk−l ’’, and thus, together with
the absorption lemma, it provides an alternative proof of Theorem1. To prove Lemma2 and ultimately
Theorem 2 we need another, much more involved statement.
Fact 3. For at most γ
 x
l

sets S ∈

X
l

we have |B(S)| > 13γ
 m
k−l

.
Proof. Suppose that at least γ
 x
l

sets S ∈

X
l

satisfy |B(S)| > 13γ
 m
k−l

. Fix one such S. Let
Pk be a (k − l)-graph consisting of 2(k − l) + 1 vertices e1, . . . , e2(k−l)+1 and four edges Ei =
{ei, . . . , ei+k−l−1}, i ∈ {1, 2, k− l+1, k− l+2}. LetF consist of k− l disjoint copiesP 1,P 2, . . . ,P k−l
of Pk, whose midpoints e1k−l+1, e
2
k−l+1, . . . , e
k−l
k−l+1 form an additional edge E0 (see Fig. 1). The edge Ei
belonging to P j will be denoted by E ji .
It is time to recall the Erdős counting lemma, Lemma1, bywhich there areΘ(m(k−l)(2(k−l)+3)) copies
of F in B(S).
By the same averaging argument as before, we conclude that there exists a copy F0 of F and,
say, (k − l)2 + 1 disjoint sets S1, . . . , S(k−l)2+1 in

X
l

such that for every edge E ∈ F0 and every
q = 1, . . . , (k − l)2 + 1, we have LSq(E) = K(E), where K(E) is a copy of the critical hypergraph
K with the partition classes e ∈ E, one of which contains the set I(E) of l isolated vertices. To get a
contradiction with the maximality of M , we have to find a matching M ′ in

E∈F0 K(E) of some size
h ≤ (k − l)2 + 1 which touches at most h − 1 edges of M . That matching, combined with the sets
S1, . . . , Sh, will yield an enlargement ofM .
To show the existence of the required matching, we consider a couple of cases with respect to the
location of the sets I(E).
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Fig. 2. Illustration of Subcase 2a for k = 4, l = 1: T2 consists of the bottom vertices of e2, e3, e4 , while T4 consists of the bottom
vertices of e4, e5, e6 .
Case 1. If for all j = 1, . . . , k − l, I(E jk−l+1) ⊄ ejk−l+1 then construct M ′ by taking any edge T of
KE0 plus k − l matchings M j ⊂ K(E jk−l+1), j = 1, . . . , k − l, all of size k − l and disjoint from T .
Matching M ′ has (k − l)2 + 1 edges, but it intersects only (k − l)2 edges of M , namely the edges
eji, i = k− l+ 1, . . . , 2(k− l+ 1), j = 1, . . . , k− l, because T ⊂

j e
j
k−l+1.
Case 2. There exists j ∈ {1, . . . , k − l} such that I(E jk−l+1) ⊂ ejk−l+1. Without loss of generality we
assume that j = 1 and suppress the superscript 1 thereafter.We also introduce the shorthand notation
Ii = I(Ei) and Ki = K(Ei).
Subcase 2a. If I2 ⊂ ek−l+1 then compose M ′ as the union of a matching M1 of size k − l in K1, a
matching Mk−l+2 of size k − l in Kk−l+2, and two disjoint edges, T2 ∈ K2 and Tk−l+1 ∈ Kk−l+1. Since
|I2 ∩ Ik−l+1| ≤ l ≤ k − 2, there exist distinct vertices u, v ∈ ek−l+1 such that u ∉ I2 and v ∉ Tk−l+1.
Take as T2 any edge of K2 containing u and disjoint fromM1, and take as Tk−l+1 any edge of Kk−l+1 con-
taining v and disjoint from Mk−l+2. The matching M ′ obtained has size 2(k − l) + 2, but it intersects
only 2(k− l)+ 1 edges ofM (see Fig. 2).
Subcase 2b. If I2 ⊄ ek−l+1 then composeM ′ from a matchingMk−l+2 of size k− l in Kk−l+2, an edge
T ∈ Kk−l+1, and a matchingM2 of size k− l in K2. Such a selection, in the given order, is possible due
to our assumptions on Ik−l+1 and I2. The matchingM ′ obtained has size 2(k− l)+ 1, but it intersects
only 2(k− l) edges ofM . 
As a consequence of Facts 2 and 3, the number of sets S ∈

X
l

violating (4) is smaller than 2γ
 x
l

,
and so, there is a set S not satisfying (2). This concludes the proof of Lemma 2. 
Remark 2. In order to close the gap between the conjectured threshold (1) and the bound that we
proved in this paper, whenever 1 − 1− 1k k−l ≥ 12 , one should try to find a (k − l)-partite, (k − l)-
graphF with the following property: for any replacement of its edges E ∈ F with copies of (possibly
different) (k− l)-partite, (k− l)-graphs QE such that, for each E ∈ F ,QE has:
• k vertices in each partition class,
• more than kk−l − (k− 1)k−l edges, and
• no matching of size k− l+ 1,
the resulting hypergraph contains amatching of some size hwhich stretches over less than h partition
classes. Then, themethod applied in this paperwouldwork. (Wewould redefine the sets A(S) and B(S)
by replacing the quantity (k−l)kk−l−1 with kk−l−(k−1)k−l+1; then an analog of (5), and consequently
of (4), could be proved.) Finding such an F is a finite problem and could, in principle, be solved by a
computer search. However, the complexity for such an approach grows prohibitively fast with k.
4. Further improvement for k = 4, l = 1
As an encouragement toward the approach described in Remark 2, for k = 4 and l = 1 we show
here how one can improve the coefficient 4764 of the bound in Theorem 2 down to
42
64 , claimed in
Theorem 3. We believe that similarly but with a significantly bigger effort one can get down to the
conjectured 3764 . In this section a matching of size swill be called an s-matching.
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Proof. The proof follows the lines and notation of the proof of Theorem2, butwe analyze the structure
of LS(E) with more care. Since now |S| = 1, in our notation we will identify S with its element s. In
order to prove an analog of Lemma 2, for every s ∈ X we now partition the family of triples of the
edges ofM as follows. We write
M
3

= P(s) ∪ A(s) ∪ B(s),
where:
• P(s) =

E ∈

M
3

: Ls(E) has a perfect matching (of size 4)

.
• A(s) =

E ∈

M
3

: |Ls(E)| ≤ 42

.
• B(s) =

E ∈

M
3

\ A(s) : Ls(E) has an isolated vertex

.
We checked by computer (cf. Proposition 1 and Table 1 in Section 2) that 3-partite 3-graphs L with
four vertices in each class, at least 43 edges, and without a perfect matching must have δ(L) = 0.
Hence, the above partition of

M
3

is complete. All we have to show is that there exists a vertex s ∈ X
with
max(|P(s)|, |B(s)|) ≤ γ
3
m
3

. (6)
We handle P(s) exactly as in Fact 2. For B(s)we look closer at the structure of Ls(E). For a 3-partite
4×4×4 3-graph Lwith partition classes V (L) = e∪ f ∪g , we call a vertex v ∈ V (L) free if there exists
a 3-matching M in L such that v ∉ V (M); we call a pair of vertices v,w ∈ V (L) free if there exists a
3-matching M in L such that {v,w} ∩ V (M) = ∅. Note that if |L| ≥ 37 then L contains at most one
isolated vertex.
Fact 4. For every s ∈ X and every E ∈ B(s), if e ∈ E contains the isolate of Ls(E) then all pairs of vertices
v,w, where v ∈ f andw ∈ g, are free. In particular, every v ∈ f ∪ g is free. Moreover, e contains at least
two vertices of degrees at least 14.
Proof. Let u ∈ e, deg(u) = 0. Take any v ∈ f and w ∈ g . The total number of edges containing at
least one of these two vertices but not containing u is at most 48 − 27 = 21. Thus, Ls(E) − {u, v, w}
is a 3-partite 3 × 3 × 3 3-graph with at least 43 − 21 = 22 ≥ 19 edges, and so, by Fact 1, it has a
perfect matching, implying that the pair v,w is free in Ls(E). The sum of degrees of the three vertices
of e \ {u} equals at least 43, so the second statement follows. 
It remains to prove the following claim.
Fact 5. For at most γ x vertices s ∈ X we have |B(s)| > 13γ
m
3

.
Proof. Suppose that at least γ x vertices s ∈ X satisfy |B(s)| > 13γ
m
3

. Fix one such s. LetF consist of
three disjoint copiesP 1,P 2,P 3 of the pathP4 described in the proof of Theorem 2, whosemidpoints
are connected by an edge E0 (see Fig. 1). By Lemma 1, there areΘ(m21) copies of F in B(s).
By averaging, there exist 10 vertices s1, . . . , s10 and a copy F0 of F such that for every edge E
of F0 we have E ∈ B(sj), and the 4 × 4 × 4 3-graphs L(E) := Lsj(E) are the same for all j. Let us
denote the edges forming F0 by E1i , E
2
i , E
3
i , i = 1, 2, 4, 5, and E0, where the superscript indicates
which path they belong to. The vertices of these paths are denoted, correspondingly, by e1i , e
2
i , e
3
i .
Thus, E0 = {e14, e24, e34}. For each E ∈ F0 let i(E) be the isolated vertex in L(E). To get a contradiction
with the maximality of M , we have to find a matching M ′ in

E∈F0 L(E) of some size h ≤ 10 which
touches at most h− 1 edges ofM .
Case 1. If for all j = 1, 2, 3, i(E j4) ∉ ej4 then construct M ′ by taking any edge T0 of L(E0) plus three
3-matchingsM j ⊂ L(E j4), j = 1, 2, 3, disjoint from T0. Since, by Fact 4, the sole vertex in T0∩ ej4 is free
in L(E j4), the existence of M
j follows, j = 1, 2, 3. Then M ′ = M1 ∪ M2 ∪ M3 ∪ {T0} is a 10-matching
T0, T1, . . . , T9 in
3
j=1 L(E
j
4) ∪ L(E0)which intersects only nine edges ofM .
686 K. Markström, A. Ruciński / European Journal of Combinatorics 32 (2011) 677–687
Case 2. There exists j ∈ {1, 2, 3} such that i(E j4) ∈ ej4. Without loss of generality we assume that
j = 1 and suppress the superscript 1 thereafter. We will use the shorthand notation Li := L(Ei).
Consider two subcases with respect to i(E2).
Subcase 2a: i(E2) ∈ e4. Let i(E4) = u ∈ e4 and i(E2) = x ∈ e4, x and u possibly equal. Let x1 ≠ u1
be two vertices of e4 such that degL2(x1) ≥ 14 and degL2(u1) ≥ 14. We may assume that i(E5) ∉ e5,
as otherwise e5 and e6 could be swapped around. Since degL2(u1) ≥ 14, there is a vertex v1 ∈ e5 such
that T ′ = {u1, v1, w} ∈ L4 for allw ∈ e6. LetM5 be a 3-matching in L5 which avoids v1; it also avoids a
vertexw ∈ e6. Similarly, there exists a 3-matchingM1 in L1 and an edge T ′′ = {x1, y1, z1} ∈ L2 disjoint
fromM1. Hence, altogether,M1 ∪M5 ∪ {T ′, T ′′} is an 8-matching in L1 ∪ L2 ∪ L4 ∪ L5 intersecting only
seven edges ofM .
Subcase 2b: i(E2) ∈ e2∪e3. LetM5 and T ′ be as in Subcase 2a, and letM2 be a 3-matching in L2 which
avoids u1. ThenM2 ∪M5 ∪ {T ′} is a 7-matching in L2 ∪ L4 ∪ L5 intersecting only six edges ofM . 
This completes the proof of Theorem 3. 
5. The proof of Proposition 2
Recall from Section 1 that hr(k, n) is the smallest integer h such that δk−1(H) ≥ h implies that an
n-vertex k-uniform hypergraph H contains a Hamilton r-cycle (as defined in Section 1).
Assume first that k|n and recall that hk−1(k, n) ∼ n2 . Then, since every Hamilton (k − 1)-cycle
contains a perfect matching and a Hamilton 0-cycle is just a perfect matching, we have 12n − k ≤
h0(k, n) ≤ hk−1(k, n) (the lower bound by a simple construction; cf. [19] or [31]). It follows that
h0(k, n) ∼ 12n too (as mentioned above, h0(k, n)was determined exactly in [31]).
Moreover, trivially, if k − r|k then h0(k, n) ≤ hr(k, n) (take every kk−r th edge of a Hamilton
r-cycle), and if k−r|n then hr(k, n) ≤ hk−1(k, n) (take every (k−r)th edge of aHamilton (k−1)-cycle).
Consequently, hr(k, n) ∼ 12n as claimed.
In the case k ̸ |n, our proof is based on constructions from [27]. Observe that for a Hamilton r-cycle
C we have |C | = nk−r , and, assuming that k − r|n, all vertex degrees in C are equal kk−r . We consider
three cases.
Case 1: kk−r is odd.
Let H1 = (V , E) where V = A ∪ B, 12n − 1 ≤ |A| ≤ 12n, |A| is odd, and E consists of all e ∈

V
k

such that |e ∩ A| is even. Note that δk−1(H1) ≥ 12n − k. Suppose that H1 contains a Hamilton r-cycle
C . Then, by double counting,−
e∈C
|e ∩ A| =
−
v∈A
deg
C
(v) = |A| k
k− r . (7)
This is a contradiction, because the LHS is even, while the RHS is odd.
Case 2: kk−r is even and
n
k−r is odd.
Let H2 = (V , E) where V = A ∪ B, |A| = ⌈ 12n⌉, and E consists of all e ∈

V
k

such that |e ∩ A| is
odd. Note that δk−1(H2) ≥ 12n− k. Suppose that H2 contains a Hamilton r-cycle C . Then the LHS of (7)
is odd, while the RHS is even, again, a contradiction.
Case 3: Both, kk−r and
n
k−r are even. Let s ≥ 2 be the greatest common divisor of kk−r and nk−r (in
fact, the highest common power of 2 would do). Set rs = k− s(k− r) and note that rs ≥ 0. Due to the
choice of rs, every Hamilton r-cycle in H contains a Hamilton rs-cycle in H (since k− rs = s(k− r), we
can obtain the rs-cycle by including every sth edge of the r-cycle). Consequently, hrs(n, k) ≤ hr(k, n)
(recall that for rs = 0 this is a perfect matching). Finally, observe that the greatest common divisor of
k
k−rs and
n
k−rs equals 1, and so, we are back in either Case 1 or Case 2 with rs instead of r . Thus, either
H1 or H2 shows that hrs(n, k) ≥ 12n− k, completing the proof. 
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