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3ВВЕДЕНИЕ
Проблема обнаружения, оценки параметров и классификации 
пространственно-распределённых целей была и остаётся определяю-
щей при разработке и создании современных радиолокационных си-
стем мониторинга космической, воздушной и наземной обстановки 
современными и перспективными радиолокационными средствами.
В настоящей работе названная проблема решается, как задача 
наблюдения наземных и надводных целей космическими система-
ми с высоким разрешением по дальности и азимуту (РЛС с синте-
зированной апертурой).
В работе приведены основные сведения из области принятия 
оптимальных решений: метод максимального правдоподобия, пара-
метрический и непараметрический методы оценивания параметров, 
которые носят общетеоретический характер.
Кроме того, получены модели принимаемых сигналов, синтези-
рованы оптимальные и предложены квазиоптимальные (практически 
реализуемые) алгоритмы обнаружения сигналов от пространственно-
распределённых целей, алгоритмы оценивания параметров назван-
ных сигналов, а также алгоритмы классификации целей по отражён-
ным сигналам.
В работе получены необходимые выражения для определения эф-
фективности обнаружения, оценивания и классификации и произведе-
ны соответствующие вычисления, что позволяет сформулировать прак-
тические рекомендации по выбору параметров используемых сигналов.
Каждая глава монографии носит вполне законченный характер 
и может рассматриваться отдельно от общего текста. В связи с этим би-
блиографический список приводится отдельно к каждой главе работы.
Настоящая монография будет полезна разработчикам и иссле-
дователям современных радиолокационных систем различного на-
значения, предназначенных для эффективной обработки сигналов от 
пространственно-распределённых целей, а также аспирантам и сту-
дентам, изучающим современные радиотехнические системы.
41. ОСНОВНЫЕ МЕТОДЫ 
ДИСТАНЦИОННОГО ЗОНДИРОВАНИЯ
1.1. История дистанционного зондирования Земли из космоса
Дистанционное зондирование Земли (ДЗЗ) –получение инфор-
мации о поверхности Земли и объектах на ней, атмосфере, океане, 
верхнем слое земной коры бесконтактными методами, при которых 
регистрирующий прибор удален от объекта исследований на значи-
тельное расстояние [1]. Общей физической основой дистанционного 
зондирования является функциональная зависимость между зареги-
стрированными параметрами собственного или отраженного излуче-
ния объекта, его биогеофизическими характеристиками и простран-
ственным положением. Суть метода заключается в интерпретации 
результатов измерения электромагнитного излучения, которое отра-
жается либо излучается объектом и регистрируется в некоторой уда-
ленной от него точке пространства.
Дистанционные методы применяются в исследованиях Земли 
очень давно. Вначале использовались рисованные снимки, ко-
торые фиксировали пространственное расположение изучаемых 
объектов. С изобретением фотографии возникла наземная фото-
теодолитная съемка, при которой по перспективным фотосним-
кам составляли карты горных районов. Развитие авиации обе-
спечило получение аэрофотоснимков с изображением местности 
сверху, в плане. Это вооружило науки о Земле мощным средством 
исследований – аэрометодами.
Понятие дистанционного зондирования появилось в XIX веке 
вслед за изобретением фотографии, а одной из первых областей, в ко-
торых стали применять этот метод, стала астрономия. Впоследствии, 
дистанционное зондирование начали использовать в военной области 
для сбора информации о противнике и принятия стратегических ре-
шений. Во время Гражданской войны в США фотоснимки, получен-
ные с помощью неуправляемых летательных аппаратов, служили для
5наблюдения за перемещением войск, подвозом припасов, ходом фор-
тификационных работ и для оценки эффекта артиллерийских обстре-
лов. В результате исследований, которые финансировались различны-
ми государствами, были разработаны технологии, позволившие создать 
сенсоры сначала для военных целей, а затем и для гражданского при-
менения этого метода. После Второй мировой войны метод дистанци-
онного зондирования стали использовать для наблюдения за окружа-
ющей средой и оценки развития территорий, а также в гражданской 
картографии. В 60-х годах XX века, с появлением космических ракет 
и спутников, дистанционное зондирование вышло в космос.
Новая эра дистанционного зондирования связана с пилотируе-
мыми космическими полетами, разведывательными, метеорологиче-
скими и ресурсными спутниками.
Возможности ДЗ в военной области значительно возросли после 
1960 года в результате запуска разведывательных спутников в рамках 
программ CORONA, ARGON, LANYARD, целью которых было полу-
чение фотоснимков с низких орбит. Вскоре были получены стереопары 
снимков с разрешением 2 метра. Первые спутники работали на орбите 
от семи до восьми дней, но уже следующие поколения этих аппаратов 
были способны поставлять данные в течение нескольких месяцев.
В результате осуществления программ пилотируемых полетов, 
которые были начаты в США в 1961 году, человек впервые высадился 
на поверхность Луны (1969 г.). Следует отметить программу Mercury, 
в рамках которой были получены снимки Земли, систематический 
сбор данных дистанционного зондирования во время проекта Gemini 
(1965–1966 гг.), программу Apollo (1968–1975 гг.), в ходе которой ве-
лось дистанционное зондирование земной поверхности (ДЗЗ) и со-
стоялась высадка человека на Луну, запуск космической станции 
Skylab (1973–1974 гг.), на которой проводились исследования земных 
ресурсов, полеты космических кораблей многоразового использова-
ния, которые начались в 1981 году, а также получение многозональ-
ных снимков с разрешением 100 метров в видимом и близком инфра-
красном диапазоне с использованием девяти спектральных каналов.
В Советском Союзе, а затем в России космические програм-
мы развивались параллельно космическим программам США. 
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Полет Юрия Гагарина 12 апреля 1961 года, ставший первым полетом 
человека в космос, запуски космических кораблей «Восток» (1961–
1963 гг.), «Восход» (1964–1965 гг.) и «Союз», работа на орбите косми-
ческих станций «Салют» (впервые 19 апреля 1971 года).
Первый метеорологический спутник был запущен в США 1 апре-
ля 1960 года. Он использовался для прогноза погоды, наблюдения за 
перемещением циклонов и других подобных задач. Первым среди 
спутников, которые применялись для регулярной съемки больших 
участков земной поверхности, стал TIROS-1 (Television and Infrared 
Observation Satellite).
Первый специализированный спутник был запущен в 1972 году. 
Он назывался ERTS-1 (Earth Resources Technology Satellite) и исполь-
зовался, в основном, для целей сельского хозяйства. В настоящее 
время спутники этой серии носят название Landsat. 
Они предназначены для регулярной многозональной съемки тер-
риторий со средним разрешением. Позже, в 1978 году, был запущен 
первый спутник со сканирующей системой SEASAT, но он передавал 
данные всего три месяца. Первый французский спутник серии SPOT, 
с помощью которого можно было получать стереопары снимков, был 
выведен на орбиту в 1985 году. Запуск первого индийского спутни-
ка дистанционного зондирования, названного IRS (Indian Remote 
Sensing), состоялся в 1988 году. Япония также вывела на орбиту свои 
спутники JERS MOS.
Начиная с 1975 года, Китай периодически запускал собственные 
спутники, но полученные ими данные до сих пор находятся в закры-
том доступе. Европейский космический консорциум вывел на орбиту 
свои радарные спутники ERS в 1991 и 1995 годах, а Канада-спутник 
RADARSAT в 1995 году.
История развития аэрокосмических методов свидетельствует 
о том, что новые достижения науки и техники сразу же использу-
ются для совершенствования технологий получения снимков. Так 
произошло в середине XX в., когда такие новшества, как компью-
теры, космические аппараты, радиоэлектронные съемочные систе-
мы, совершили революционные преобразования в традиционных 
аэрофотометодах – зародилось аэрокосмическое зондирование. 
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Космические снимки предоставили геоинформацию для решения 
проблем регионального и глобального уровней.
В настоящее время отчетливо проявляются следующие тенден-
ции поступательного развития аэрокосмического зондирования.
● Космические снимки, оперативно размещаемые в Интер-
нете, становятся наиболее востребованной видеоинформацией 
о местности как для специалистов-профессионалов, так и для ши-
роких слоев населения.
● Разрешение и метрические свойства космических снимков от-
крытого доступа быстро повышаются. Получают распространение 
орбитальные снимки сверхвысокого разрешения – метрового и даже 
дециметрового, которые успешно конкурируют с аэроснимками.
● Аналоговые фотографические снимки и традиционные техно-
логии их обработки утрачивают свое прежнее монопольное значение. 
Основным обрабатывающим прибором стал компьютер, оснащенный 
специализированным программным обеспечением и периферией.
● Развитие всепогодной радиолокации превращает ее в про-
грессивный метод получения метрически точной пространственной 
геоинформации, который начинает эффективно комплексироваться 
с оптическими технологиями аэрокосмического зондирования.
● Быстро формируется рынок разнообразной продукции аэро-
космического зондирования Земли. Неуклонно увеличивается число 
коммерческих космических аппаратов, функционирующих на орби-
тах, особенно зарубежных. Наибольшее применение находят снимки, 
получаемые ресурсными спутниковыми системами Landsat (США), 
SPOT (Франция), IRS (Индия), картографическими спутниками ALOS 
(Япония), Cartosat (Индия), спутниками сверхвысокого разрешения 
Ikonos, QiuckBird, GeoEye (США), в том числе радиолокационными 
TerraSAR-X и TanDEM-X (Германия), выполняющими тандемную ин-
терферометрическую съемку. Успешно эксплуатируется система спут-
ников космического мониторинга RapidEye (Германия).
Аэрокосмический снимок – это двумерное изображение реаль-
ных объектов, которое получено по определенным геометрическим 
и радиометрическим (фотометрическим) законам путем дистанцион-
ной регистрации яркости объектов и предназначено для исследования 
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видимых и скрытых объектов, явлений и процессов окружающего 
мира, а также для определения их пространственного положения.
Диапазон масштабов современных аэрокосмических снимков 
огромен: он может меняться от 1:1000 до 1:100 000 000, т.е. в сто тысяч 
раз. При этом наиболее распространенные масштабы аэрофотосним-
ков лежат в пределах 1:10 000 – 1:50 000, а космических – 1:200 000 – 
1:10 000 000. Все аэрокосмические снимки принято делить на ана-
логовые (обычно фотографические) и цифровые (электронные). 
Изображение цифровых снимков образовано из отдельных одинако-
вых элементов – пикселей (от англ. Picture element–рixel); яркость 
каждого пиксела характеризуется одним числом.
Аэрокосмические снимки как информационные модели местно-
сти характеризуются рядом свойств, среди которых выделяют изобра-
зительные, радиометрические (фотометрические) и геометрические. 
Изобразительные свойства характеризуют способность снимков 
воспроизводить мелкие детали, цвета и тоновые градации объектов, 
радиометрические свидетельствуют о точности количественной реги-
страции снимком яркостей объектов, геометрические характеризуют 
возможность определения по снимкам размеров, длин и площадей 
объектов и их взаимного положения.
Оптимальный способ использования данных наблюдения по-
верхности Земли со спутников заключается в том, чтобы анализиро-
вать их совместно с информацией из других источников.
Получение снимков с перекрытием из нескольких последова-
тельных точек орбиты (стереосъёмка) позволяет получить более 
точное представление о трехмерных объектах и повысить отноше-
ние сигнал/шум.
Использование многозональных снимков основано на уникаль-
ности тоновых характеристик различных объектов. Объединение яр-
костных данных из снимков в различных спектральных диапазонах 
позволяет безошибочно выделять определенные пространственные 
структуры. Съемку с использованием большого числа (более 10) уз-
ких съемочных зон называют гиперспектральной. При гиперспек-
тральной съемке увеличивается возможность выделения объектов, 
характеризующихся наличием полос поглощения, что характерно, 
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например, для загрязнений. Многозональная и гиперпектральная 
съемки позволяют более эффективно использовать различия в спек-
тральной яркости объектов съемки для их дешифрирования. 
К этому виду снимков можно отнести также радиолокационные 
снимки, получаемые как при регистрации отраженных радиоволн 
разной длины, так и при разной их поляризации.
Многовременная съемка – это плановая съемка в заранее опре-
деленные даты, которая позволяет выполнять сравнительный анализ 
снимков тех объектов, характеристики которых изменяются во времени.
Многоуровневая съемка – съемка с различными уровнями дис-
кретизации используется для получения более подробной информа-
ции об изучаемой территории.
Как правило, весь процесс сбора данных подразделяют на три 
уровня: космическая съемка, аэросъемка и наземные исследования.
Снимки, полученные методом многополяризационной съёмки, ис-
пользуют для проведения границ между объектами на основе различий 
в поляризационных свойствах отраженного излучения. Так, например, 
отраженное излучение от водной поверхности обычно более сильно по-
ляризовано, чем отраженное излучение от растительного покрова.
Комбинированный метод заключается в использовании много-
временной, многозональной и многополяризационной съемок.
1.2. Техника получения материалов 
дистанционного зондирования
Аэрокосмическую съемку ведут в окнах прозрачности атмос-
феры, используя излучение в разных спектральных диапазонах – 
световом (видимом, ближнем и среднем инфракрасном), тепловом 
инфракрасном и радиодиапазоне.
В каждом из диапазонов применяют разные технологии полу-
чения изображения и в зависимости от этого выделяются несколь-
ко типов снимков.
Снимки в световом диапазоне делятся на фотографические 
и сканерные, которые в свою очередь подразделяются на получен-
ные оптико-механическим сканированием (ОМ-сканерные) и опти-
ко-электронным с использованием линейных приемников излучения 
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на основе приборов с зарядовой связью (ПЗС-сканерные). На таких 
снимках отображаются оптические характеристики объектов – их 
яркость, спектральная яркость. Применяя многозональный принцип 
съемки, получают в этом диапазоне многозональные снимки, а при 
большом числе съемочных зон – гиперспектральные, использова-
ние которых основано на спектральной отражательной способности 
объектов съемки, их спектральной яркости.
Проводя съемку с использованием приемников теплового излу-
чения (тепловую съемку), получают тепловые инфракрасные сним-
ки. Съемку в радиодиапазоне ведут, применяя как пассивные, так 
и активные методы, и в зависимости от этого снимки делятся на ми-
кроволновые радиометрические, получаемые при регистрации соб-
ственного излучения исследуемых объектов, и радиолокационные 
снимки, получаемые при регистрации отраженного радиоизлучения, 
посылаемого с носителя – радиолокационной съемке.
Отличительной чертой космической фотосъёмки является высо-
кая степень обзорности, охват одним снимком больших площадей 
поверхности. В зависимости от типа применяемой аппаратуры и фо-
топленок, фотографирование может производиться во всем видимом 
диапазоне электромагнитного спектра, в отдельных его зонах, а так-
же в ближнем ИК (инфракрасном) диапазоне. Масштабы съемки за-
висят от двух важнейших параметров: высоты съемки и фокусного 
расстояния объектива. Космические фотоаппараты в зависимости от 
наклона оптической оси позволяют получать плановые и перспек-
тивные снимки земной поверхности. 
В настоящее время для съемок из космоса наиболее часто ис-
пользуются многоспектральные оптико-механические системы – 
сканеры, установленные на ИСЗ различного, назначения. При по-
мощи сканеров формируются изображения, состоящие из множества 
отдельных, последовательно получаемых элементов. Термин «ска-
нирование» обозначает развертку изображения при помощи ска-
нирующего элемента (качающегося или вращающегося зеркала), 
поэлементно просматривающего местность поперек движения носи-
теля и посылающего лучистый поток в объектив и далее на точеч-
ный датчик, преобразующий световой сигнал в электрический. Этот 
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электрический сигнал поступает на приемные станции по каналам 
связи. Изображение местности получают непрерывно на ленте, со-
ставленной из полос – сканов, сложенных отдельными элемента-
ми – пикселами. Сканерные изображения можно получить во всех 
спектральных диапазонах, но особенно эффективным является ви-
димый и ИК-диапазоны. 
При съемке земной поверхности с помощью сканирующих си-
стем формируется изображение, каждому элементу которого соответ-
ствует яркость излучения участка, находящегося в пределах мгновен-
ного поля зрения. Сканерное изображение – упорядоченный пакет 
яркостных данных, переданных по радиоканалам на Землю, которые 
фиксируются на магнитную ленту (в цифровом виде) и затем могут 
быть преобразованы в кадровую форму. В геологии используются ма-
териалы сканерных съемок с ИСЗ серии «Метеор». 
Важнейшей характеристикой сканера являются угол сканирова-
ния (обзора) и мгновенный угол зрения, от величины которого за-
висят ширина снимаемой полосы и разрешение. В зависимости от 
величины этих углов сканеры делят на точные и обзорные. У точных 
сканеров угол сканирования уменьшают до ±5°, а у обзорных увели-
чивают до ±50°. Величина разрешения при этом обратно пропорцио-
нальна ширине снимаемой полосы. 
Хорошо зарекомендовал себя сканер нового поколения, назван-
ный «тематическим картографом», которым были оснащены амери-
канские ИСЗ «Лэндсат-4 и -5». 
Радиолокационная съемка обеспечивает получение изображений 
земной поверхности и объектов, расположенных на ней, независимо 
от погодных условий, в дневное и ночное время благодаря принци-
пу активной радиолокации: отправление зондирующих сигналов из-
лучающей антенной и прием отраженных сигналов с последующим 
преобразованием их в изображения или извлечением информации 
о разности фаз посланного и отраженного сигнала.
Технология радиолокации была разработана еще в 30-х гг. про-
шлого века для военных целей. Основной задачей радиолокации 
тогда было обнаружение цели, определение ее местоположения, 
скорости и направления перемещения. Эта задача многократно 
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успешно решалась в ходе второй мировой войны. Однако сразу по-
сле войны, в январе 1946 г. был получен отраженный радиосигнал от 
Луны, показавший не только военную, но и научную ценность ра-
диолокации. Применение радиолокаторов для изучения поверхности 
Земли началось еще в 1960-е гг., при размещении их на самолетах для 
зондирования территорий, находящихся сбоку от направления по-
лета. Они известны под названием радиолокаторов бокового обзора. 
С их помощью впервые было выполнено картографирование терри-
торий бассейна Амазонки, постоянно скрытых облачностью.
Радиолокационная съемка Земли ведется в нескольких участках 
диапазона длин волн (1 см – 1 м) или частот (40 ГГц – 300 МГц ). Ха-
рактер изображения местности на радиолокационном снимке зави-
сит от соотношения между длиной волны и размерами неровностей 
местности: поверхность может быть в разной степени шероховатой 
или гладкой, что проявляется в интенсивности обратного сигнала и, 
соответственно, яркости соответствующего участка на снимке.
На протяжении нескольких десятилетий исследования Земли 
по радиолокационным снимкам велись преимущественно на ос-
нове учета амплитуды отраженного сигнала, несущего информа-
цию о свойствах поверхности. Наибольшее распространение по-
лучило применение радиолокационной информации для целей 
картографирования, особенно территорий, преимущественно за-
крытых облачностью. В этой области снимки в радиодиапазоне, 
как правило, уступают снимкам в видимом диапазоне по качеству 
изображения, зато существенно превосходят их по возможностям 
получения данных при любых погодных условиях и периодично-
сти повторения при необходимости. 
В последнее время все более широкое распространение получа-
ет радиолокационная интерферометрия – метод обработки данных 
радиолокации, основанный на выделении разности фаз сигналов, 
отраженных разными участками местности. Он позволяет вычислить 
путь, пройденный радиоволнами до поверхности Земли и, соответ-
ственно, получить высокоточную информацию как об абсолютных 
высотах местности, так и о смещениях поверхности, обусловленных 
разными факторами. Интерферометрия предполагает совместную 
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обработку не менее двух результатов съемки одного и того же участ-
ка земной поверхности, зафиксированных антенной при повторных 
наблюдениях (двухпроходная интерферометрия), или двумя антен-
нами, одновременно принимающими сигнал от одной точки под 
разными углами (однопроходная интерферометрия). Интерфероме-
трические данные наиболее современных спутников Cosmo-Skymed 
и TerraSAR-X при режимах съемки с пространственным разреше-
нием 1 м пригодны для создания и обновления топографических 
карт, вплоть до масштаба 1:10 000. 21 июня 2010 г. с космодрома 
Байконур произведен запуск спутника TanDEM-X, составляющего 
пару со спутником TerraSAR-X, предназначенного для синхронной 
радиолокационной съемки поверхности Земли. Целью програм-
мы TerraSAR-X/TanDEM-X является создание в 2013 г. в результате 
маршрутной съемки глобальной цифровой модели с пространствен-
ным разрешением до 3 м при абсолютной точности высотного поло-
жения точек 10 м, а относительной – 2 м.
Инфракрасная (ИК), или тепловая, съемка основана на выяв-
лении тепловых аномалий путем фиксации теплового излучения 
объектов Земли, обусловленного эндогенным теплом или солнеч-
ным излучением. Она. широко применяется в геологии. Темпера-
турные неоднородности поверхности Земли возникают в результа-
те неодинакового нагрева различных ее участков. Инфракрасный 
диапазон спектра электромагнитных колебаний условно делится 
на три части (в мкм): ближний (0,74–1,35), средний (1,35–3,50), 
дальний (3,50–1000). Солнечное (внешнее) и эндогенное (вну-
треннее) тепло нагревает геологические объекты по-разному в за-
висимости от литологических свойств пород, тепловой инерции, 
влажности, альбедо и многих других причин. ИК-излучение, про-
ходя через атмосферу, избирательно поглощается, в связи с чем 
тепловую съемку можно вести только в зоне расположения так на-
зываемых «окон прозрачности» – местах пропускания ИК-лучей. 
Опытным путем выделено четыре основных окна прозрачности 
(в мкм): 0,74–2,40; 3,40–4,20; 8,0–13,0; 30,0–80,0. 
Некоторые исследователи выделяют большее число окон про-
зрачности. В первом окне (до 0,84 мкм) используется отраженное 
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солнечное излучение. Здесь можно применять специальные фото-
пленки и работать с красным фильтром. Съемка в этом диапазоне на-
зывается ИК-фотосъемкой. В других окнах прозрачности работают 
измерительные приборы – тепловизоры, преобразующие невидимое 
ИК-излучение в видимое с помощью электроннолучевых трубок, фик-
сируя тепловые аномалии. На ИК-изображениях светлыми тонами 
фиксируются участки с низкими температурами, темными – с относи-
тельно более высокими. Яркость тона прямо пропорциональна интен-
сивности тепловой аномалии. ИК-съемку можно проводить в ночное 
время. На ИК-снимках, полученных с ИСЗ, четко вырисовывается бе-
реговая линия, гидрографическая сеть, ледовая обстановка, тепловые 
неоднородности водной среды, вулканическая деятельность и т.п. ИК-
снимки используются для составления тепловых карт Земли. Линей-
но-полосовые тепловые аномалии, выявляемые при ИК-съемке, ин-
терпретируются как зоны разломов, а площадные и концентрические 
как тектонические или орографические структуры. Например, нало-
женные впадины Средней Азии, выполненные рыхлыми кайнозой-
скими отложениями, на ИК-снимках дешифрируются как площадные 
аномалии повышенной интенсивности. Особенно ценна информация, 
полученная в районах активной вулканической деятельности.
В настоящее время накоплен опыт использования ИК-съемки для 
изучения дна шельфа. Этим методом по разнице температурных анома-
лий поверхности воды получены данные о строении рельефа дна. При 
этом использован принцип, согласно которому при одинаковом облуче-
нии поверхности воды на более глубоких участках водных масс энергии 
на нагревание расходуется больше, чем на более мелких. В результате 
температура поверхности воды над более глубокими участками будет 
ниже, чем над мелкими. Этот принцип позволяет на ИК-изображениях 
выделять положительные и отрицательные формы рельефа, подводные 
долины, банки, гряды и т.п. ИК-съемка в настоящее время применяется 
для решения специальных задач, особенно при экологических исследо-
ваниях, поисках подземных вод и в инженерной геологии. 
Широкое применение данных космической съемки, которое 
началось с запуска спутника Landsat 1 в 1972 году, открыло новые 
перспективы для мониторинга состояния природных ресурсов и их 
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использования. В результате развития методов дистанционного зон-
дирования существенно упростился процесс картографирования 
земельных и водных ресурсов, почв, лесов, сельскохозяйственных 
посевов и городской инфраструктуры, оценки урожая и многое дру-
гое. Космические снимки используют для эффективного принятия 
решений с помощью географических информационных систем. При 
этом для дешифрирования объектов применяют как визуальные, так 
и численные методы анализа снимков.
Следует отметить, что визуальные методы дешифрирования не 
менее важны, чем численные. На практике успех применения чис-
ленных методов в значительной степени зависит от навыков визуаль-
ного дешифрирования, которыми обладает исследователь.
Примерами эффективного использования технологий дистанци-
онного зондирования может служить краткий перечень отраслей их 
использования:
1. Землепользование и картографирование земельных ресурсов.
2. Исследования роста городов.
3. Сельское хозяйство.
4. Картографирование грунтовых вод.
5. Борьба с наводнениями.
6. Гидроморфологические исследования.
7. Картографирование пустующих земель.
8. Региональное планирование.
9. Борьба с природными катастрофами.
1.3. РЛС с синтезированной апертурой
Радиолокатор с синтезированной апертурой (РСА) – это актив-
ный датчик дистанционного зондирования с боковым обзором, раз-
мещаемый на борту летательного аппарата, например, беспилотного 
летательного аппарата, самолёта или космического летательного ап-
парата. Радиолокатор является активным датчиком в том смысле, что 
подсвечивает подстилающую поверхность для получения ответного 
сигнала на входе приемного устройства. 
Процесс зондирования начинается, когда РСА посылает им-
пульс в направлении земной поверхности. Импульс взаимодействует 
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с земной поверхностью, поглощается, часть импульса отражается 
в сторону сенсора. На приемное устройство импульс приходит с не-
которой задержкой. Сигнал на выходе радиолокатора является ком-
плексным и после специальной обработки из него можно извлечь два 
параметра радиолокационного изображения – амплитуда (яркость) 
и фаза (напрямую связана с временной задержкой и длинной вол-
ны сенсора). Фаза может быть в дальнейшем использована для из-
мерения высоты с точностью до единиц метров и пространственного 
сдвига подстилающей поверхности с точностью порядка сантиметров 
и даже миллиметров. 
В общем случае размер антенны радиолокатора бокового обзора 
определяет максимально возможное теоретическое пространственное 
разрешение в азимутальном направлении: чем длиннее антенна, тем 
лучше разрешение. В отличие от обычного радиолокатора бокового 
обзора, РСА достигает высокого пространственного разрешения в ази-
мутальном направлении формированием синтезированной апертуры. 
Принцип формирования синтезированной апертуры основан на при-
еме сигнала от одной и той же точки местности на протяжении доста-
точно длительного участка полета носителя РСА. При таком способе 
приема сигнала получается искусственное увеличение (синтезирова-
ние) линейного раскрыва антенны за счет движения носителя.
Интерферометрия – это метод измерений, использующий эф-
фект интерференции электромагнитных волн. Техника интерферо-
метрической обработки данных РСА предполагает получение не-
скольких когерентных измерений одного и того же района на земной 
поверхности со сдвигом в пространстве приёмной антенны радиоло-
катора. То, что РСА является активным датчиком, делает возможным 
получение требуемых измерений независимо от времени суток и по-
годных условий. Таким образом, мы получаем прекрасный инстру-
мент для построения цифровых моделей рельефа и для наблюдения 
за земной поверхностью.
Наиболее актуальными в современных условиях являются следу-
ющие направления использования радиолокационных средств ДЗЗ:
– картирование труднодоступных территорий, в том числе, по-
крытых густой растительностью;
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– обновление элементов содержания топографических карт;
– построение ЦМР;
– мониторинг ледовой обстановки в арктических морях с целью 
уточнения положения береговой линии морей и обеспечения судо-
ходства в сложных метеоусловиях;
– оперативный контроль морских экономических зон и районов 
хозяйственной деятельности;
– мониторинг чрезвычайных ситуаций (последствия стихийных 
бедствий и техногенных катастроф на море и на суше).
Среди большого количества задач, решаемых по радиолока-
ционным изображениям земной поверхности, в настоящей работе 
мы сосредоточим основное внимание на задачах распознавания 
пространственно-распределённых объектов. Примерами таких 
задач могут служить следующие: распознавание нефтяных пятен, 
анализ морского волнения и ледовых образований, распознавание 
надводных кораблей и т.п.
Процессор распознавания нефтяных пятен предназначен для обна-
ружения нефтяных пятен на фоне однородной морской поверхности. 
Входными данными для процессора служит радиолокационные 
изображения, импортированные во внутренний формат из одного 
из внешних форматов (CEOS, XML). Результатом обработки явля-
ется растровое бинарное изображение с обнаруженными нефтяны-
ми пятнами и набор параметров, характеризующих пятна (занимае-
мая площадь на поверхности, географическое положение по широте 
и долготе). Полученное в результате обработки растровое бинарное 
изображение, представленное во внутреннем формате, может быть 
экспортировано в один из распространенных внешних форматов 
данных. Например, в графический формат Geo TIFF, который спо-
собен хранить географические координаты элементов изображения. 
Процессор может работать как в автоматическом режиме, так и 
с участием оператора. Реализованный алгоритм имеет небольшое 
число параметров, варьирование которых позволяет повысить каче-
ство результата в случае сложных сцен. 
Основные операции методики распознавания нефтяных пятен по 
данным РСА заключаются в следующем.
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Импорт данных и служебной информации (чтение файла дан-
ных, чтение параметров из формата CEOS, XML, формирование па-
раметров для обработки.
Предварительная обработка (выделение интересующего участка)
Адаптивная пороговая классификация (подсчет статистик по 
изображению, формирование файла порогового значения, пороговая 
классификация).
Итеративная классификация (вычисление параметров статисти-
ческих моделей классов, формирование массива «перспективных» 
пикселей формирование массива приращений функции энергии, 
оптимизация функции энергии и получение новой классификации).
Итеративная фильтрация (анализ геометрии бинарного изобра-
жения, фильтрация бинарного изображения.
Подсчет статистик (вычисление суммарной площади нефтяных пятен).
Адаптивная пороговая классификация представляет собой по-
роговую классификацию с индивидуальным значением пороговой 
величины для каждого элемента изображения. Пороговая величина 
определяется по локальным статистическим характеристикам изо-
бражения. В результате проведения этого этапа обработки формиру-
ется начальная сортировка элементов изображения для последующей 
итеративной классификации. 
Итеративный классификационный алгоритм оперирует не только 
в пространстве признаков, но и с исходным изображением. Это по-
зволяет получить пространственно однородный результат классифи-
кации. Обработка проходит таким образом, чтобы оптимизировать 
некоторую функцию энергии на множестве возможных сортировок. 
Итеративная фильтрация имеет своей целью повышение простран-
ственной однородности результата классификации, и представляет со-
бой нелинейную фильтрацию каскадом возрастающих по размеру окон.
Процессор распознавания кораблей (рис. 1.1) предназначен для 
выделения на фоне морской поверхности надводных судов, оценки 
их характеристик, таких, как: скорость и направление движения, раз-
меры и координаты. Оценка скорости кораблей производится при 
наличии видимых на поверхности кильватерных следов. 
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Рис. 1.1. Обнаружение и распознавание кораблей
Входными данными для процессора являются радиолокационные 
снимки морской поверхности в путевой системе координат в про-
екции наклонной или наземной дальности. Результатом обработки 
является векторный файл формата SHP с отметками обнаруженных 
кораблей и текстовый файл, содержащий перечень кораблей и оцен-
ки их параметров. 
Поиск кораблей производится в автоматическом режиме с возмож-
ностью интерактивного редактирования оператором результатов поиска. 
Оценка скорости производится по смещению судна относитель-
но его кильватерного следа, выделенного в ручном режиме. Расчёт 
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линейной скорости и направления движения производится процессо-
ром автоматически с использованием параметров КА, РСА и геоме-
трии съёмки из состава служебной информации. Оценки размеров ко-
раблей могут корректироваться в интерактивном режиме оператором.
Программа анализа морского волнения предназначена для фор-
мирования оценок пространственного периода, направления рас-
пространения и высоты крупных энергонесущих волн на морской 
поверхности по радиолокационным снимкам. Входными данными 
для программы являются геореференцированные (в проекции линия 
пути – наземная дальность) снимки. 
Рис. 1.2. Программа анализа морского волнения
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В качестве первичного источника анализа программа формирует 
периодограмму морской поверхности с использованием БПФ и рас-
считывает статистически устойчивые оценки спектра. Для уменьше-
ния уровня боковых лепестков и повышения гладкости спектраль-
ных оценок используются весовые функции и пространственная 
фильтрация спектра. 
По результатам анализа характеристик волнения программа спо-
собна построить карту пространственного распределения скоростей 
приводного ветра в предположении, что спектр волнения описывает-
ся распределением Пирсона – Мошковича. 
Результатом работы программы является набор растровых карт, 
характеризующих распределение пространственного периода и на-
правления волнения, высоты волн и скорости ветра. 
Программа способна работать как в автоматическом режиме, так 
и с участием оператора.
1.4. Литература к главе 1
1. Воробьёва А.А. Дистанционное зондирование Земли. Учебно-
методическое пособие. – СПб.: СПбУ ИТМО, 2012. – 168 с.
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2. КЛАССИЧЕСКАЯ ТЕОРИЯ ПРИНЯТИЯ РЕШЕНИЙ
2.1. Проверка простых гипотез
Начнем рассматривать проблему принятия решений с простей-
шей задачи классификации изображений двух классов, иначе гово-
ря, с предложения о том, что предъявляемое классификатору изо-
бражение может относиться к одному из двух отличающихся классов 
(фотоснимок суши или водной поверхности, мужчины или женщи-
ны, розы или гвоздики), которые мы условно будем называть пер-
вым (гипотеза Н
1
) и нулевым (гипотеза Н
0
). Задача классификатора 
с минимальной ошибкой принять одно из двух альтернативных ре-
шений о наличии изображения первого класса или изображения ну-
левого класса. Указанное решение должно быть принято в результате 
анализа принимаемой реализации двумерного случайного поля или 
(в дискретном варианте) N выборочных значений входного процесса, 
представляющих собой вектор наблюдаемых данных . 
С каждой из вышеупомянутых гипотез связана многомерная плот-
ность вероятности вектора x при условии истинности первой – 
 и нулевой –  гипотез. Задача синтеза оптимально-
го алгоритма принятия решения состоит в том, чтобы наилучшим 
образом, с точки зрения выбранного критерия, использовать име-
ющуюся информацию для принятия решения в пользу той или 
иной гипотезы.
Прежде чем приступить к ответу на вопрос о том, как распоря-
диться наблюдаемыми данными, необходимо рассмотреть различные 
критерии принятия решения.
2.2. Критерии минимума среднего риска (критерии Байеса)
Постановка нашей задачи предполагает, что верна либо гипотеза Н
0
, 
либо Н
1
. При каждом испытании возможен один из четырех исходов:
1. Верна гипотеза Н
0
, принимаем решение Н
0
.
2. Верна гипотеза Н
0
, принимаем решение Н
1
.
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3. Верна гипотеза Н
1
, принимаем решение Н
1
.
4. Верна гипотеза Н
1
, принимаем решение Н
0
. 
Первый и третий варианты соответствуют истинным решениям, 
а второй и четвертый – ошибочным. 
Смысл описываемого критерия решения состоит в том, что 
каждому из возможных исходов приписывается некоторая относи-
тельная стоимость (штраф), которая выбирается из эвристических 
соображений. Обозначим стоимости упомянутых выше исходов на-
блюдения вектора через С
00
, С
10
, С
11
, С
01
 соответственно. Первая циф-
ра подстрочного индекса означает выбранную гипотезу (принятое 
решение), а вторая – гипотезу, которая была правильной.
Следующее допущение состоит в том, что каждой из исходных 
гипотез соответствуют априорные вероятности Р
1
 и Р
0
.
Каждый опыт, связанный с наблюдением реализации входного 
случайного процесса, будет сопряжен с определенными потерями, 
оцененными в форме вышеупомянутых стоимостей. Таким образом, 
стоимость – случайная величина  вероятность которой 
есть вероятность события, заключающегося в том, что принимается 
i-я гипотеза, а справедлива j-я. Необходимо сформулировать критерии 
принятия решения таким образом, чтобы минимизировать среднюю 
величину стоимости, иначе говоря, минимизировать средний риск:
  (2.2.1)
где Р
ij
 – вероятность совместного выполнения двух событий: прини-
мается решение в пользу i-й гипотезы, а истинной является j-я.
Использование формулы умножения вероятностей позволяет по-
лучить выражение
  (2.2.2)
где Р(Н
i
/Н
j
) – условная плотность вероятности принять решение 
в пользу i-й гипотезы при истинной j-й. 
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С учетом (1.2.2) запишем выражение среднего риска:
  (2.2.3)
Поскольку мы предполагаем, что в итоге следует выбрать либо 
Н
1
, либо Н
0
, правило решения заключается в разбиении простран-
ства наблюдения  на две части: Г
1
 и Г
0 
(рис. 2.1). Если резуль-
тат наблюдения вектор  оказывается в Г
0
, то принимается решение 
в пользу гипотезы Н
0
, а если в Г
1
 – то в пользу Н
1
.
Рис. 2.1. Область решения
Теперь запишем выражение для риска через условные вероятно-
сти и подпространства решения: 
  (2.2.4)
При записи формулы (2.2.4) учтено, что условная вероятность 
принятия i-й гипотезы при истинной j-й совпадает с вероятностью 
попадания вектора , распределенного с плотностью , в под-
пространство Г
i 
пространства Г (Г
i
  Г).
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Далее будем считать, что стоимость ошибочно принятого реше-
ния выше, чем стоимость правильного решения, т.е.
 C
10
 > C
00
;   C
01
 > C
11
. (2.2.5)
Чтобы определить результат байесовского испытания (миними-
зировать средний риск), следует выбрать подпространства решений 
Г
0
 и Г
1
 так, чтобы величина (2.2.4) была сведена к минимуму. 
Поскольку все пространство Г есть сумма Г
0
 и Г
1
 Г = Г
0
 + Г
1
, (2.2.6)
постольку перепишем выражение риска в следующем виде:
  (2.2.7)
Учитывая условия нормировки
  (2.2.8)
выражение (1.2.7) можно привести к виду
 (2.2.9)
Первые два члена в (2.2.9) не изменяются, коэффициенты Р
1
(С
01
 – С
11
) 
и Р
0
(С
10
 – С
00
) в силу предположения (2.2.5) положительны. Поэто-
му для минимизации среднего риска область Г
0
 принятия нулевой 
гипотезы должна быть выбрана таким образом, что все значения , 
при которых второй член подынтегрального выражения больше, чем 
первый, были включены в эту область, т.к. эти значения вектора на-
блюдаемых данных вносят отрицательный вклад в интеграл и, следо-
вательно, уменьшают средний риск.
Аналогично все значения , когда второй член подынтегрального 
выражения меньше первого, следует исключить из Г
0
 (отнести к Г
1
), 
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поскольку ими вносится в интеграл положительная величина. Таким 
образом, области решения определяются следующим условием, если
  (2.2.10)
то относим  к Г
1
 и, следовательно, утверждаем, что истинна гипо-
теза Н
1
; в противном случае относим  к Г
0
 и утверждаем справедли-
вость Н
0
. Перепишем формулу (2.2.10) в виде
  (2.2.11)
Величину в левой части неравенства (2.2.11) называют отноше-
нием правдоподобия и обозначают через :
  (2.2.12)
Величина в правой части неравенства (2.2.11) является порогом 
испытания и обозначается через :
  (2.2.13)
Таким образом, критерий Байеса приводит нас к критерию отно-
шения правдоподобия 
  (2.2.14)
Важно отметить, что необходимые для минимизации среднего 
риска функциональные преобразования над наблюдаемыми данны-
ми заключаются в вычислении , а значения априорных вероят-
ностей и стоимостей учитываются только при определении порога. 
Указанная инвариантность процедуры обработки информации имеет 
большое практическое значение. Условие (2.2.14) позволяет опреде-
лить все устройство обработки, рассматривая  как переменный по-
рог, учитывающий происходящие изменения в наших оценках апри-
орных вероятностей и стоимостей.
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Если  – монотонная функция, то эквивалентной формой 
записи критерия отношения правдоподобия будет 
В том случае, когда отношение правдоподобия принадлежит 
к экспоненциальному семейству функций, в качестве функции φ це-
лесообразно выбрать натуральный логарифм:
При этом устройство классификации двух изображений суще-
ственно упрощается.
2.3. Многоальтернативная проверка гипотез
Рассмотрим процедуру принятия решения при наличии несколь-
ких вариантов: изображения нескольких классов, кодовые комби-
нации, соответствующие нескольким передаваемым сигналам, дак-
тилоскопические исследования группы людей, распознавание букв 
русского алфавита и т.п.
Итак, предположим, что имеется М 2 альтернатив, причем каждой 
из них априори приписывают некоторую стоимость и полагают, что 
задана система априорных вероятностей Р
0
, Р
1,
…, Р
М–1
 для каждой из 
М возможных гипотез.
Для отыскания байесовского правила решения обозначим на-
званную выше стоимость каждого образа действий через С
ij
 (i-я гипо-
теза выбрана в качестве истинной, а j-я гипотеза является истинной 
на самом деле).
Область пространства, в которой мы выбираем гипотезу H
i
, обо-
значим Г
i
.
Запишем выражение для риска:
Решение будет оптимальным при таком разбиении пространства Г 
на М непересекающихся подпространств, чтобы риск был минимален.
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Метод решения данной задачи не отличается от предыдущего. 
Проиллюстрируем обобщение для М = 3.
Поскольку области не пересекаются, постольку Г
0
 = Г – Г
1
 – Г
2
. 
Запишем выражение для риска.
 (2.3.1)
После несложных преобразований получим
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Решение принимается в пользу той гипотезы, для которой соот-
ветствующее подынтегральное выражение в формуле (2.3.1) меньше:
  (2.3.2)
Определим отношение:
  (2.3.3)
и перепишем правило решения (2.3.3) в виде:
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Рассмотрим частный случай, когда стоимости ошибочных реше-
ний одинаковы и равны единице, а стоимости верных решений счи-
таются равными нулю:
  (2.3.4)
где δ
ij
 – символ Кронекера,
При этом получаем простое правило решения:
Подставляя (2.3.3) в (2.3.4), приходим к следующему правилу 
решения:
В этом случае оптимальный критерий классификации заключает-
ся в формировании апостериорной плотности вероятности для каж-
дого возможного класса и выбора максимума.
Обобщение на случай произвольного числа классов М очевидно.
Решение о выборе номера класса производится путем отыскания 
максимума апостериорной плотности:
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2.4. Случай многих классов
Канонической формой классификатора может служить его пред-
ставление в виде системы разделяющих функций . Классифи-
катор ставит вектор признаков  в соответствие гипотезе (классу) H
i
, 
если для всех j  i справедливо неравенство
Классификатор, таким образом, рассматривается как устройство, 
вычисляющее М разделяющих функций и выбирающее решение, со-
ответствующее наибольшей из них. 
Очевидно, что выбор разделяющих функций не единственен. 
Всегда можно, не влияя на решение, умножить разделяющие функ-
ции на положительную константу или прибавить к ним какую-либо 
константу. Более того, если заменить каждую из  на , 
где f(•) – монотонно возрастающая функция, то результат класси-
фикации не изменится. Это обстоятельство может привести к суще-
ственным аналитическим и расчетным упрощениям. В частности, 
при классификации с минимальным уровнем наиболее удобным на 
практике вариантом разделяющей функции является
  (2.4.1)
Решающие правила остаются эквивалентными. Действие решаю-
щего правила заключается в разбиении пространства признаков  на 
М областей решений Г
1
, Г
2
, …, Г
М
. Уравнение границы, разделяющей 
области Г
i
 и Г
j
 имеет вид
2.5. Вероятности ошибок и интегралы ошибок
Рассмотрим случай двух классов. Возможно два типа ошибок 
классификации: 
● вектор наблюдаемых данных попадает в пространство Г
1
 в то 
время, как истинное состояние природы соответствует гипотезе Н
0
;
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● вектор наблюдаемых данных попадает в пространство Г
0
, хотя 
истинное состояние природы – Н
1
.
В связи с тем, что названные события взаимоисключающие и со-
ставляют полное множество событий, вероятность ошибки может 
быть рассчитана в соответствии с выражением
В случае многих классов проще вычислить вероятность правиль-
ного решения:
Полученный результат справедлив при любом разбиении про-
странства решений. Разбиение в соответствии с байесовским крите-
рием гарантирует, что полученная вероятность будет максимальной.
2.6. Правило принятия решения
при нормальной плотности вероятностей признаков
В соответствии с выражением (2.4.1) структура байесовского ал-
горитма принятия решения определяется в основном видом услов-
ных плотностей . Из множества различных функций плотно-
сти наибольшее значение имеет многомерная нормальная плотность 
распределения по следующим соображениям.
1. Многочисленные эксперименты и практические исследования 
говорят о чрезвычайно широком распространении названной плот-
ности во многих практических ситуациях.
2. В силу центральной предельной теоремы при условии, что рас-
сматриваемый признак есть по существу результат сложения боль-
шого количества примерно равнозначных явлений (ток – сумма 
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электронов, тепловое движение – сумма перемещений атомов 
и т.п.), его распределение, по крайней мере в асимптотике, стре-
мится к нормальному.
3. Многомерная нормальная плотность распределения дает под-
ходящую модель для одного важного случая, когда значения векто-
ров признаков x для данного класса представляются непрерывноз-
начными, слегка искаженными версиями единственного типичного 
вектора, или вектора-прототипа . Именно этого ожидают, когда 
классификатор выбирается так, чтобы выделять те признаки, кото-
рые, будучи различными для образов, принадлежащих различным 
классам, были бы, возможно, более схожи для образов из одного 
и того же класса.
4. Немаловажную роль при использовании нормальной плотности 
играет удобство ее аналитического представления и операций над ней.
Многомерная нормальная плотность распределения в общем 
виде представляется выражением 
  (2.6.1)
где  есть d-компонентный вектор-столбец;  – есть d-компонентный 
вектор среднего значения; R – ковариационная матрица размера d×d; 
 – транспонированный вектор ; R–1 – матрица, обратная 
R, а |R| – детерминант матрицы R. Для простоты выражение (1.6.1) 
часто записывается сокращенно в виде  
Вектор  представляет собой вектор математических 
ожиданий вектора , а матрица  – матрицу 
ковариаций вектора , (М[ ] – операция вычисления математиче-
ского ожидания).
Ковариационная матрица R всегда симметрична и положительно 
полуопределена. Ограничимся рассмотрением случаев, когда R поло-
жительно определена, так что ее детерминант строго положителен. 
Диагональный элемент матрицы R представляет собой дисперсию 
R
ii
 = σ
ii
, а недиагональный элемент R
ij
 есть ковариация x
i
 и x
j
. Если x
i
 
и x
j
 статистически независимы, то R
ij
 = 0. Если все недиагональные 
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элементы равны нулю, то  сводится к произведению одномерных 
плотностей компонент вектора .
Многомерная нормальная плотность распределения полностью 
определяется d + d(d + 1)/2 параметрами – элементами вектора 
среднего значения  и независимыми элементами ковариационной 
матрицы R. Выборки нормально распределенной случайной вели-
чины имеют тенденцию попадать в одну область или кластер. Центр 
кластера определяется вектором среднего значения, а форма – ко-
вариационной матрицей. Из соотношения (1.6.1) следует, что точки 
постоянной плотности образуют гиперэллипсоиды, для которых ква-
дратичная форма  постоянна. Главные оси этих гипе-
рэллипсоидов задаются собственными векторами R, причем длины 
осей определяются собственными значениями. Величину 
называют квадратичным махаланобисовым расстоянием от  до . 
Линии постоянной плотности, таким образом, представляют собой 
гиперэллипсоиды постоянного махаланобисова расстояния . Объем 
этих гиперэллипсоидов служит мерой разброса выборок относитель-
но среднего значения. 
Как мы показали выше, классификация с минимальным уровнем 
ошибки может осуществляться посредством разделяющих функций вида 
Когда многомерная плотность  нормальна, согласно вы-
ражению (2.6.1) получаем
  (2.6.2)
Последнее слагаемое определяется априорными вероятностями 
гипотез. Мы его учитывать не будем, т.к. названное слагаемое может 
быть добавлено на любом этапе работы алгоритма.
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Рассмотрим ряд частных случаев.
1. Признаки статистически независимы и имеют одинаковую 
дисперсию
R = σ2E,
где E – единичная матрица.
В этом случае разделяющая функция сводится к вычислению эв-
клидова расстояния между вектором признаков и каждым вектором 
математических решений. Решение выбирается в пользу той гипоте-
зы, для которой названное расстояние минимально.
  (2.6.3)
где  (2.6.4)
Такой классификатор называют классификатором по минимуму 
расстояния. Если каждый из векторов средних значений считать иде-
альным прототипом или эталоном для образов своего класса, то это 
по существу будет процедура сравнения с эталоном. 
Если априорные вероятности не равны, то, согласно соотноше-
ниям (2.6.2) и (2.6.3), квадрат расстояния (2.6.4) должен быть норми-
рован по дисперсии (поделен на 2σ2) и смещен на величину logP(H
i
); 
поэтому в случае, когда вектор  одинаково близок к двум различным 
векторам средних значений, при принятии решения следует предпо-
честь класс, априори более вероятный. 
Произведя перемножение в формуле (2.6.2) и отбросив оди-
наковое для всех i слагаемое, приходим к линейной разделяющей 
функции:
  (2.6.5)
где   
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Классификатор, основанный на использовании линейных разде-
ляющих функций, называется линейной машиной. 
2. Ковариационные матрицы для всех классов одинаковы R
i 
= R.
Это соответствует ситуации, при которой выборки попадают 
внутрь гиперэллипсоидальных областей (кластеров) одинаковых раз-
меров и формы, с вектором средних значений в центре каждой.
После того как мы пренебрегаем не зависящими от i слагаемыми, 
получаем разделяющие функции вида 
  (2.6.6)
Если априорные вероятности для всех М классов равны, то по-
следним слагаемым в формуле (2.6.6) можно пренебречь. Опти-
мальное решающее правило в таком случае снова оказывается очень 
простым: для классификации вектора признаков следует опреде-
лить квадратичное махаланобисово расстояние от  до каждого из М 
векторов средних значений и отнести  к классу, соответствующему 
ближайшему среднему значению. Как и прежде, в случае неравных 
априорных вероятностей, при принятии решения несколько большее 
предпочтение отдается классу, априори более вероятному. 
После раскрытия квадратичной формы и отбрасывания слагае-
мых, не изменяющихся при разных значениях i, получаем выражения:
  (2.6.7)
3. Произвольные корреляционные матрицы R
i
.
В общем случае многомерного нормального распределения кова-
риационные матрицы для каждого класса разные. В этом случае раз-
деляющие функции получаются квадратичными:
  (2.6.8)
где   
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Таким образом, в зависимости от ситуации (независимые при-
знаки, одинаковые ковариационные матрицы, различающиеся кова-
риационные матрицы) решение принимается в пользу той гипотезы, 
для которой выражение решающей функции (2.6.6), (2.6.7) и (2.6.8) 
соответственно максимально.
2.7. Оценка параметров по максимуму правдоподобия. 
Обучение с учителем
В практических условиях апостериорные плотности вероятностей 
, как правило, либо неизвестны вообще, либо известны с точ-
ностью до ряда параметров. В то же время обычно имеется набор 
так называемых обучающих выборок, достоверно принадлежащих 
каждому из распознаваемых классов. Число этих выборок зачастую 
достаточно мало, чтобы вынести решение о функциональном виде 
требуемых плотностей вероятностей, но достаточно велико для по-
строения оценок параметров названных плотностей, если их функ-
циональный вид предполагается известным.
Допустим, что есть основания предполагать, что плотность веро-
ятности  имеет нормальное распределение со средним зна-
чением  и ковариационной матрицей R
i
, хотя точные значения на-
званных величин точно неизвестны.
В этом случае решение принимается в соответствии с теми же 
принципами и правилами, что и в разделе 2.6, где в формулы (2.6.5), 
(2.6.6) и (2.6.8) подставляются не точно известные значения  и R
i
, 
а их оптимальные в каком-то смысле оценки. Среди таких оценок 
наилучшими в практических ситуациях свойствами обладают оцен-
ки, полученные по методу максимального правдоподобия.
Рассмотрим оценку по методу максимального правдоподобия. 
Предположим, что множество имеющихся обучающих выборок раз-
бито на М классов X
1
, X
2
, …, X
M
, причем выборки в каждом X
i
 стати-
стически независимы и имеют плотность распределения . Бу-
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дем считать, что плотность  задана в параметрической форме, 
т.е. известно ее аналитическое выражение с точностью до неизвест-
ного векторного параметра . Например, нам известно, что выборки 
подчиняются нормальному закону распределения с неизвестным век-
тором математических ожиданий  и ковариационной матрицей R
i
. 
В этом случае компоненты вектора  составлены из компонент  и R
i
.
Для того чтобы в явном виде показать зависимость от неизвест-
ных параметров, запишем плотность вероятностей в виде . 
Задача оценки неизвестных параметров заключается в определении 
их величин по наблюдаемым данным наилучшим образом.
Будем считать, что выборки, принадлежащие наблюдаемым дан-
ным X
i
, не содержат информации о векторе параметров Θ
j
, т.е. пред-
полагается функциональная независимость параметров, принадле-
жащих разным классам. Последнее обстоятельство дает возможность 
рассматривать отдельно каждый класс.
Пусть X содержит n выборок  Так как выборки 
получены независимо, имеем:
  (2.7.1)
Рассматриваемая как функция от  плотность  называет-
ся функцией правдоподобия. Оценка по максимуму правдоподобия 
величины  есть такая величина , при которой выражение (2.7.1) 
максимально. 
На практике эквивалентным, но более простым по своим вычис-
лениям является отыскание максимума не собственно плотности ве-
роятности, а ее логарифма. Если ввести оператор градиента:
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где p – размерность вектора параметров и обозначить функцию лога-
рифма правдоподобия:
то оптимальная оценка вектора параметров  может быть получена 
из решения уравнения:
Применим полученные результаты для многомерного нормаль-
ного распределения. Начнем со случая, когда неизвестно только 
среднее значение. Запишем выражение для логарифма функции 
правдоподобия и оператора градиента:
С учетом (2.7.1) получаем уравнение
из которого следует:
  (2.7.2)
Полученный результат свидетельствует о том, что оценка по мак-
симуму правдоподобия равна среднему арифметическому выборок. 
Для ковариационной функции аналогичным образом может быть по-
лучена ее оценка по максимуму правдоподобия, которая имеет вид:
  (2.7.3)
Полученные результаты (2.7.2) и (2.7.3) представляются совер-
шенно естественными и интуитивно понятными.
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В результате процедура классификации выглядит следующим 
образом.
1. Этап обучения. По обучающим выборкам строятся оценки 
математических ожиданий и ковариационных функций (формулы 
(2.7.2) и (2.7.3)) для каждой из М конкурирующих гипотез.
2. Далее вычисляются М решающих функций: формулы (2.6.5), 
(2.6.7), (2.6.8).
3. Решение принимается в пользу той гипотезы, для которой ре-
шающая функция максимальна.
Рассматриваемые решающие функции, основанные на вычис-
лении взвешенных расстояний между наблюдаемым вектором при-
знаков и вектором математических ожиданий, полученным на этапе 
обучения, дают хорошие результаты в случае, когда вектор признаков 
имеет нормальное или близкое к нему распределение.
2.8. Байесовский классификатор
Из курса математической статистики известно, что оценка по 
максимуму правдоподобия для ковариационной матрицы смещена, 
т.е. ожидаемое значение  не равно R. Несмещенная оценка для R 
задается выборочной ковариационной матрицей 
  (2.8.1)
Очевидно, что оценки (2.7.3) и (2.8.1), совпадают при большом n.
Наличие двух сходных и тем не менее разных оценок для ковариа-
ционной матрицы смущает многих исследователей, т.к. возникает во-
прос: какая же из них «верная»? Ответить на это можно, сказав, что 
каждая из этих оценок ни верна, ни ложна: они просто различны. На-
личие двух различных оценок показывает, что единой оценки, вклю-
чающей все свойства, которые только можно пожелать, не существу-
ет. Для наших целей сформулировать наиболее желательные свойства 
довольно сложно – нам нужна такая оценка, которая позволила бы 
наилучшим образом проводить классификацию. Хотя разрабатывать 
классификатор, используя оценки по максимуму правдоподобия для не-
известных параметров, обычно представляется разумным и логичным, 
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вполне естествен вопрос, а нет ли других оценок, обеспечивающих 
еще лучшее качество работы. В данном разделе мы рассмотрим этот 
вопрос с байесовской точки зрения.
Сущность байесовской классификации заложена в расчете апо-
стериорной вероятности . Байесовское правило позволяет 
вычислить эти вероятности по априорным вероятностям P(H
i
) и ус-
ловным по классу вероятностям . Однако возникает вопрос: 
как быть, если названные вероятности неизвестны. Для ответа на 
него мы должны вычислить , максимально используя всю 
информацию, которая есть в нашем распоряжении. Часть такой ин-
формации может быть априорной, часть содержаться в множестве 
выборок. Пусть X означает множество выборок. Применив формулу 
Байеса, получим апостериорную плотность вероятности
  (2.8.2)
В данном выражения мы считаем, что значения априорных веро-
ятностей известны и не зависят от выборок X. Кроме того, предпо-
лагаем, что выборки можно разделить по классам на М подмножеств: 
X
1
, X
2
, …, X
M
, причем выборки X
i
 принадлежат H
i
. и не оказывают вли-
яния на все , если i  j. Принятые предположения позволя-
ют записать уравнение (2.8.2) в виде
  (2.8.3)
Для принятия решения по правилу (2.8.3), например, путем вы-
бора максимума, мы должны решить М задач оценки M плотностей 
вероятностей  по M обучающим выборкам.
Для примера решим задачу оценки неизвестного вектора средних 
значений . Начнем анализ с одномерного случая, когда p(x/) пред-
ставляет собой нормальное распределение с математическим ожи-
данием, равным  и дисперсией σ2 и общее число выборок равно n: 
X = {x
1
, x
2
, …, x
n
}.
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Предположим, что априорные сведения о среднем значении  ис-
черпываются известной априорной плотностью, которая также счи-
тается нормальной с математическим ожиданием μ
0
 и дисперсией .
Для определения среднего значения воспользуемся байесовским 
правилом. Апостериорная плотность параметра имеет вид
  (2.8.4)
где  – масштабный множитель, не зависящий от .
Подставляя в выражение (2.8.4) соответствующие нормальные 
плотности вероятностей, получаем:
 (2.8.5)
В выражении (2.8.5) множители, не зависящие от , включены 
в константы α′ и α″.
Из (2.8.5) также следует, что плотность p(/X) является нормаль-
ной. Обозначим параметры полученной нормальной плотности, как μ
n
 
и , которые могут быть получены приравниваем коэффициентов из 
выражения (2.8.5) соответствующим коэффициентам из выражения
Отсюда получаем:
   и   
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Решая уравнения в явном виде, получаем
  (2.8.6)
где m
n
 – выборочное среднее;
 – выборочная дисперсия.
Из уравнения (2.8.6) видно, что оптимальная оценка математи-
ческого ожидания апостериорной плотности представляет собой 
линейную комбинацию априорного математического ожидания μ
0
 
и выборочного среднего m
n
, полученного по n выборкам. Коэффи-
циенты перед этими величинами неотрицательны и в сумме равны 
единице.
Если достоверность априорных данных очень высока , то 
в качестве оценки следует использовать априорное математическое 
ожидание μ
0
. Это говорит о том, что никакое число измерений не мо-
жет поколебать нас в уверенности в априорных данных.
При альтернативной ситуации ( , а число наблюдений 
стремится к бесконечности: n → ∞, ) в качестве оценки сле-
дует использовать выборочное среднее m
n
, не доверяя, в свою оче-
редь, априорным сведениям. Вообще относительный баланс между 
априорными представлениями и опытными данными определяется 
отношением σ2 к , называемым иногда догматизмом. Если догма-
тизм не бесконечен, то после получения достаточного числа выборок 
априорные данные перестают играть сколько-нибудь заметную роль, 
а оценка стремится к выборочному среднему.
После получения апостериорной плотности p(/X) остается 
определить «условную по классу» плотность p(x/X) (в данном выво-
де мы полагаем, что все выборки принадлежат одному, например, 
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j-му классу с априорной плотностью p(H
j
)). Для определения требуе-
мой плотности вычислим
Отсюда следует, что плотность  является нормальной со 
средним значением, равным μ
n
, и дисперсией .
Для получения байесовского решения полученную плотность для 
каждого j-го класса следует умножить на априорную вероятность это-
го класса и выбрать максимальное значение
2.9. Эффективность оценки. Нижняя граница дисперсии 
несмещенной оценки. Неравенство Крамера-Рао
Предположим, что мы производим оценку неизвестного неслу-
чайного параметра  и в результате измерений получаем так называ-
емую несмещенную оценку, т.е. такую оценку, математическое ожи-
дание которой равняется значению самого оцениваемого параметра, 
т.е.  Для того чтобы определить качество оценки, следует 
определить ее дисперсию, которая вычисляется следующим образом:
Дисперсия дает меру рассеяния ошибки. Наилучшей оценкой 
была бы, по-видимому, несмещенная оценка с минимальной дис-
персией. Однако регулярной процедуры, которая бы приводила 
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к получению алгоритма, формирующего несмещенную оценку с ми-
нимально возможной дисперсией, не существует.
В этой ситуации имеет смысл получить выражение для нижней 
границы дисперсии любой несмещенной оценки. Знание границы 
позволит сравнить дисперсию той или иной оценки с этой границей, 
и в том случае, если будет получено совпадение дисперсии оцен-
ки с нижней границей, может быть сделан вывод, что мы получили 
наилучшую оценку. Если же точное совпадение не обеспечено, то 
и в этом случае мы можем судить, насколько наша оценка отличается 
от потенциально достижимой.
Докажем следующее утверждение. Если  – любая несмещен-
ная оценка величины , то
  (2.9.1)
или, что эквивалентно,
  (2.9.2)
При этом мы считаем, что производные
    и 
существуют и являются абсолютно интегрируемы.
Неравенства (2.9.1) и (2.9.2) обычно называются границами Кра-
мера-Рао. Любая оценка, удовлетворяющая указанной границе со 
знаком равенства, называется эффективной оценкой.
Доказательство этого положения основано на использовании не-
равенства Буняковского-Шварца. Так как по нашему предположе-
нию оценка считается несмещенной, запишем
  (2.9.3)
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Дифференцируя обе части по , имеем
     (2.9.4)
Первый интеграл равен 1. Кроме того, заметим, что
  (2.9.5)
Подставляя (2.9.5) в (2.9.4), получаем
Перепишем подынтегральное выражение в следующем виде:
и используем неравенство Буняковского-Шварца:
  (2.9.6)
В связи с тем, что каждый из сомножителей представляет собой 
математическое ожидание, имеем следующее неравенство:
Итак, неравенство (2.9.1) можно считать доказанным. Для дока-
зательства неравенства (2.9.2) заметим, что
Дифференцируя по , имеем
  (2.9.7)
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Вновь дифференцируя по  и применяя (2.9.5), получим
Отсюда следует
Последнее равенство означает справедливость условия (2.9.2).
Неравенство Крамера-Рао позволяет сделать ряд важных замечаний.
1. Любая несмещенная оценка имеет дисперсию больше, чем не-
которое число.
2. Неравенство Буняковского-Шварца (2.9.6) выполняется тогда 
и только тогда, когда
  (2.9.8)
Если эффективная оценка существует (равенство (2.9.8) выпол-
няется), то эта оценка является оценкой максимального правдоподо-
бия. Действительно, уравнение правдоподобия имеет вид
Для того чтобы правая часть равенства (2.9.8) принимала нулевое 
значение, оценка  должна быть равна .
3. Если эффективной оценки не существует (равенство (2.9.8) 
не выполняется), то неизвестно, насколько оптимальной является 
оценка максимального правдоподобия (насколько близко она при-
ближается к границе). В этой ситуации границу и дисперсию оценки 
приходится вычислять и полученные величины сравнивать. Однако 
достаточно обнадеживающим является тот факт, что оценка по мак-
симуму правдоподобия является асимптотически эффективной, ина-
че говоря, при стремлении размера выборки (размерности вектора x 
к бесконечности) дисперсия оценки максимального правдоподобия 
стремится к своей границе.
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2.10. Непараметрические методы
В предыдущей главе мы рассматривали вопросы обучения с учи-
телем, допуская, что вид основных плотностей распределения изве-
стен. Для многих случаев принятия решения это допущение неверно. 
Далеко не всегда распространенные параметрические формы полно-
стью соответствуют плотностям распределения, встречающимся на 
практике. В данном разделе мы рассмотрим непараметрические про-
цедуры, которыми можно пользоваться, не считая, что вид основных 
плотностей распределения известен.
Для распознавания образов интерес представляют несколько раз-
личных видов непараметрических методов. Один из методов состоит 
из процедур оценки плотности распределения  на основании 
выбранных образов. Если эти оценки удовлетворительны, то при 
проектировании оптимального классификатора ими можно заменить 
истинные значения плотности распределения.
Другой метод состоит из процедур прямой оценки апостериор-
ных вероятностей . Этот метод близок к таким решающим 
процедурам, как правило «ближайшего соседа», в котором, обходя 
вероятностные оценки, сразу переходят к решающим функциям. 
И наконец, есть непараметрические процедуры, преобразующие 
пространство признаков так, чтобы в преобразованном пространстве 
можно было использовать параметрические методы.
2.10.1. Оценка плотности распределения
Методы оценки неизвестной плотности распределения основы-
ваются на том, что вероятность P попадания вектора x в область R 
задается выражением:
  (2.10.1)
Таким образом, Р есть усредненный вариант плотности распре-
деления р(x), и можно оценить это значение р посредством оценки 
вероятности Р. Предположим, что n выборок x
1
, x
2
, …, x
n
 берутся не-
зависимо друг от друга в соответствии с вероятностным законом р(x). 
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Очевидно, что вероятность попадания k из n выборок в R задается 
биномиальным законом 
  (2.10.2)
и ожидаемой величиной k будет 
 E[k] = nP. (2.10.3)
Более того, это биномиальное распределение для k имеет доволь-
но резко выраженные максимумы около среднего значения, поэтому 
мы считаем, что отношение k/n будет хорошей оценкой вероятности 
Р, а следовательно, и сглаженной плотности распределения. Если те-
перь мы допустим, что р(x) непрерывна и область R настолько мала, 
что р в ее пределах меняется незначительно, то можем написать 
  (2.10.4)
где х – это точка внутри R и V – объем R. Объединяя уравнения 
(2.10.1)–(2.10.4), получаем следующую очевидную оценку для р(x): 
Остается решить несколько проблем практического и теорети-
ческого плана. Если мы фиксируем объем V и делаем все больше 
и больше выборок, отношение k/n сойдется (по вероятности) требу-
емым образом, но при этом мы получаем оценку только простран-
ственно усредненной величины р(x):
Если мы хотим получить р(x), а не усредненный ее вариант, необ-
ходимо устремить V к нулю. Однако если зафиксировать количество 
n выборок и позволить V стремиться к нулю, то область в конечном 
счете станет настолько мала, что не будет содержать в себе никаких 
выборок, и наша оценка р(x)  0 будет бесполезной. 
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С практической точки зрения количество выборок всегда ограни-
чено, так что нельзя позволить объему V становиться бесконечно ма-
лым. Если приходится пользоваться таким видом оценки, то нужно 
допускать определенную дисперсию отношения k/n и определенное 
усреднение плотности распределения р(x). 
С теоретической точки зрения интересно, как можно обойти 
эти ограничения при наличии неограниченного количества выбо-
рок. Предположим, что мы пользуемся следующей процедурой. Для 
оценки плотности распределения x мы образуем последовательность 
областей, содержащих x. Первая область будет соответствовать одной 
выборке, вторая – двум и т.д. Пусть V
n
 будет иметь объем R
n
, k
n
 – ко-
личество выборок, попадающих в R
n
, а p
n
(x) – n-я оценка р(x):
  (2.10.5)
Если р
n
(x) должна сойтись к р(x), то следует выполнить три условия: 
1. 
2. 
3. 
Первое условие обеспечивает сходимость пространственно ус-
редненного P/V к р(x) при однородном сокращении областей и при 
непрерывности р в х. Второе условие, имеющее смысл только при 
р(x)  0, обеспечивает сходимость (по вероятности) отношения ча-
стот к вероятности Р.
Совершенно ясно, что третье условие необходимо, если р
n
(x), за-
данная соотношением (2.10.5), вообще должна сойтись. Это условие 
говорит также о том, что, хотя в конечном счете в небольшую область 
R
n
 попадает огромное количество выборок, оно составит лишь незна-
чительно малую часть всего количества выборок. 
Существует два общих способа получения последовательностей 
областей, удовлетворяющих указанным выше условиям. Первый 
способ заключается в сжатии начальной области за счет определе-
ния объема V
n
, как некоторой функции от n, такой, чтобы . 
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Далее следует показать, что случайные величины k
n
 и k
n
/n ведут себя 
правильно или, что р
n
(x) сходится к р(x). В этом заключается метод 
парзеновского окна, рассматриваемый в следующем разделе. Во 
втором методе k
n
 определяется как некоторая функция от n: . 
Здесь объем V
n
 увеличивается до тех пор, пока не охватит k
n
 «соседей» 
x. Это метод оценки по k
n
 ближайшим соседям. Оба эти метода дей-
ствительно обеспечивают сходимость, хотя трудно сказать что-либо 
определенное об их поведении при конечном числе выборок.
Парзеновские окна
Зададим область R
n
 в виде d-мерного гиперкуба, длина ребра ко-
торого равна h
n
 и, следовательно, объем равен
Определим функцию окна:
Таким образом, (u) определяет единичный куб с центром в нача-
ле координат. Отсюда следует, что  равняется единице, если 
x
i
 находится в гиперкубе объема V
n
 с центром в x, или нулю в любом 
другом случае. Следовательно, количество выборок в этом гиперкубе 
задается выражением:
Подставляя полученное выражение в (1.10.5), получаем оценку 
плотности вероятности:
  (2.10.6)
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Полученная оценка должна быть неотрицательна с площадью, 
равной 1. Для этого необходимо:
φ(u)  0;   
Достоинство рассмотренного метода заключается в том, что при 
достаточно большом числе выборок оценка плотности вероятности 
сходится к неизвестной плотности. В то же время требуемое чис-
ло выборок может оказаться чрезвычайно большим. Это число мо-
жет быть оказаться слишком велико для реальной ситуации, причем 
практически отсутствуют способы уменьшения требуемого объема 
данных. Более того, потребность в числе выборок растет экспонен-
циально с увеличением размерности пространства признаков.
2.10.2. Оценка методом kn ближайших соседей
Одна из проблем, с которой сталкиваются при использовании 
метода парзеновского окна, заключается в выборе последователь-
ности объемов ячеек V
1
, V
2
 ... Если V
1
 слишком мал, то большинство 
объемов будут пустыми, и оценка р
n
(x) будет ошибочной. Если V
1
 
слишком велик, то из-за усреднения по объему ячейки могут быть 
потеряны важные пространственные отклонения от р(x). Кроме того, 
вполне может случиться, что объем ячейки, уместный для одного 
значения x, может совершенно не годиться для других случаев. 
Один из возможных способов решения этой проблемы – сделать 
объем ячейки функцией данных, а не количества выборок. Напри-
мер, чтобы оценить р(x) на основании n выборок, можно центриро-
вать ячейку вокруг x и позволить ей расти до тех пор, пока она не 
вместит k
n
 выборок, где k
n
 есть некая определенная функция от n. Эти 
выборки будут k
n
 ближайшими соседями x. Если плотность распреде-
ления вблизи x высокая, то ячейка будет относительно небольшой, 
что приводит к хорошему разрешению. Если плотность распределе-
ния невысокая, то ячейка возрастает, но рост приостанавливается 
вскоре после ее вступления в области более высокой плотности рас-
пределения. В любом случае, если мы берем 
  (2.10.7)
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мы хотим, чтобы k
n
 стремилось к бесконечности при стремлении n 
к бесконечности, т.к. этот факт гарантирует, что k
n
/n будет хорошей 
оценкой вероятности попадания точки в ячейку объема V
n
. Однако 
мы хотим также, чтобы k
n
 росло достаточно медленно для того, чтобы 
размер ячейки, необходимый для вмещения k
n
 выборок, сжался до 
нуля. Таким образом, из формулы (2.10.7) видно, что отношение k
n
/n 
должно стремиться к нулю. 
Можно показать, что условия
   и   
являются необходимыми и достаточными для сходимости р
n
(x) и р(x) 
по вероятности во всех точках, где плотность р непрерывна.
2.10.3. Оценка апостериорных вероятностей. 
Правило ближайших соседей
Методы, рассмотренные в п. 2.10.1, могут быть с успехом исполь-
зованы для оценки апостериорных вероятностей P(H
i
/x) и, следова-
тельно, для принятия решений по критерию максимума названных 
вероятностей.
Предположим, что мы размещаем ячейку объема V вокруг x и за-
хватываем k обучающих выборок, k
i
 из которых оказываются принад-
лежащими гипотезе H
i
. При этом 
Таким образом, приемлемой оценкой для P(H
i
/x) будет
  (2.10.8)
Из формулы (2.10.8) следует, что оценкой апостериорной веро-
ятности того факта, что справедлива гипотеза H
i
, является доля вы-
борок, отмеченных при обучении как принадлежащих i-му классу. 
Если число обучающих выборок достаточно велико, а размер ячейки 
достаточно мал, то получаем практически наилучшую оценку апосте-
риорной плотности.
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Интересно, что хорошее решение (близкое к оптимальному) по-
лучается при принятии решения о справедливости той или иной ги-
потезы всего по одному ближайшему соседу. Смысл данного правила 
заключается в том, что решение принимается в пользу той гипотезы, 
которой соответствует самая близкая1 обучающая выборка.
Очевидным расширением правила ближайшего соседа является 
правило k ближайших соседей. В этом случае анализируют k обуча-
ющих выборок, расположенных рядом с наблюдаемой выборкой. 
Предпочтение отдается той гипотезе, которая порождает большее 
число обучающих выборок в окрестности наблюдаемой выборки, для 
которой принимается решение.
2.10.4. Аппроксимации путем разложения в ряд
Все описанные до сих пор непараметрические методы имеют тот 
недостаток, что требуют хранения в памяти всех выборок. А так как 
для получения хороших оценок необходимо большое количество вы-
борок, то потребность в памяти может быть слишком велика. Кроме 
того, может потребоваться значительное время вычисления каждый 
раз, когда один из методов используется для оценки величины р(x) 
или классификации нового x. При определенных обстоятельствах 
процедуру окна Парзена можно несколько видоизменить, чтобы зна-
чительно сократить эти требования. 
Основная идея заключается в аппроксимации функции окна пу-
тем разложения ее в конечный ряд, что делается с приемлемой точ-
ностью в представляющей интерес области. Если нам сопутствует 
удача и мы можем найти два множества функций φ
j
(x) и ϕ
j
(x), кото-
рые допускают разложение 
  (2.10.9)
тогда 
1 Например, по среднеквадратичному расстоянию.
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и из уравнения (2.10.6) имеем
где  (2.10.10)
Этот подход имеет некоторые преимущества в том случае, когда 
можно получить достаточно точное разложение с приемлемым зна-
чением m. Информация, содержащаяся в n выборках, сводится к m 
коэффициентам b
j
. Если получают дополнительные выборки, соот-
ношение (2.10.10) для b
j
 можно легко обновить, причем количество 
коэффициентов остается неизменным.
Если функции ψ
j
 и χ
j
 являются полиномами от компонент x и x
i
, то 
выражение для оценки p
n
(x) есть также полином, который можно до-
вольно эффективно вычислить. Более того, использование этой оценки 
для получения разделяющих функций p(x/H
i
), P(H
i
) приводит к просто-
му способу получения полиномиальных разделяющих функций. 
Следует отметить одну из проблем, возникающую при примене-
нии этого способа. Основным достоинством функции окна является 
ее тенденция к возрастанию в начале координат и снижению в других 
точках, так что  будет иметь резкий максимум при x = x
i
 
и мало влиять на аппроксимацию p
n
(x) для удаленного от x
i
. К сожа-
лению, полиномы обладают досадным свойством, заключающимся 
в том, что они могут содержать неограниченное количество членов. 
Поэтому при разложении полинома могут обнаружиться члены, ас-
социируемые с x
i
, удаленным от x, сильно влияющим на разложение. 
Следовательно, важно убедиться, что разложение каждой функции 
окна действительно точное в представляющей интерес области, а для 
этого может потребоваться большое число членов. 
Существует много видов разложения в ряд. Читатели, знако-
мые с интегральными уравнениями, вполне естественно интерпре-
тируют соотношение (2.10.9) как разложение ядра φ(x, x
i
) в ряды по 
собственным функциям. Вместо вычисления собственных функций 
можно выбрать любое приемлемое множество функций, ортогональ-
ных в интересующей нас области, и получить согласие по методу 
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наименьших квадратов с функцией окна. Мы применим еще более 
непосредственный подход и разложим функцию окна в ряд Тейло-
ра. Для простоты ограничимся одномерным случаем с гауссовской 
функцией окна: 
Самым точным это разложение будет в окрестности u = 0, где 
ошибка будет составлять менее u2m/m!. Если мы подставим , 
то получим полином степени 2(m – 1) от x и x
i
. Например, если
m = 2, то 
и, таким образом,
где   
Это простое разложение сжимает информацию из n выборок 
в три коэффициента b
0
, b
1
, b
2
. Оно будет точным, если наибольшее 
значение | x – x
i 
| не превышает h. К сожалению, это заставляет нас 
пользоваться очень широким окном, которое не дает большого раз-
решения. Беря большое количество членов, мы можем использо-
вать более узкое окно. Если мы считаем r наибольшим значением 
|x – x
i
|, то, пользуясь тем фактом, что ошибка в m-членном разло-
жении функции  меньше, чем (r/h)2mm!, и пользуясь 
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аппроксимацией Стирлинга для m!, найдем, что ошибка в аппрок-
симации p
n
(x) будет меньше, чем 
Таким образом, ошибка мала только тогда, когда m > e(r/h)2. Это го-
ворит о том, что требуется много членов, если ширина окна h невелика 
по сравнению с расстоянием r от x до наиболее удаленной выборки. 
2.10.5. Линейный дискриминант Фишера
Одна из ключевых проблем, встречающихся при распознавании 
образов, заключается в так называемом «проклятии размерности». 
Процедуры, выполняемые аналитически в пространствах призна-
ков небольшой размерности, могут стать совершенно непримени-
мыми в пространствах с числом признаков, равным нескольким 
десяткам. Были разработаны различные методы уменьшения раз-
мерности пространства признаков в надежде получить задачу, под-
дающуюся решению. 
Можно уменьшить размерность с d измерений до одного, просто 
проецируя d-мерные данные на прямую. Если выборки образуют хо-
рошо разделенные компактные группы в d-пространстве, проекция на 
произвольную прямую обычно смешивает выборки из всех классов. 
Однако, вращая эту прямую, мы можем найти такую ориентацию, при 
которой спроецированные выборки будут хорошо разделены. Именно 
это является целью классического дискриминантного анализа. 
Предположим, что мы имеем множество n d-мерных выборок 
x
1
, …, x
n
, из которых n
1
 выборок относятся к подмножеству X
1
, соот-
ветствующему гипотезе H
1
, и n
2
 выборок относятся к подмножеству 
X
2
, соответствующему гипотезе H
2
. Если мы образуем линейную ком-
бинацию компонент вектора x, получим скалярную величину  
и соответствующее множество n выборок y
1
, …, y
n
, разделенное на 
подмножества Y
1
 и Y
2
. Геометрически, если , каждая компонен-
та y
i
 есть проекция соответствующего x
i
 на прямую в направлении . 
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В действительности величина  не имеет реального значения, 
поскольку она просто определяет масштаб y. Однако направле-
ние  имеет значение. Если мы вообразим, что выборки, поме-
ченные H
1
, попадают более или менее в одну группу, а выборки, 
помеченные H
2
, попадают в другую, то мы хотим, чтобы проек-
ции на прямой были хорошо разделены и не очень перемешаны. 
На рис. 1.2 показан выбор двух различных значений w для дву-
мерного случая.
Рис. 2.2. Выбор направления вектора W
Мерой разделения спроецированных точек служит разность сред-
них значений выборки. Если m
i
 есть среднее значение d-мерной вы-
борки, заданное как 
то среднее значение выборки для спроецированных точек задается 
посредством 
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Отсюда следует, что  и что мы можем сделать 
эту разность сколь угодно большой, масштабируя . 
Чтобы получить хорошее разделение спроецированных данных, 
необходимо, чтобы разность между средними значениями была вели-
ка относительно некоторого показателя стандартных отклонений для 
каждого класса. Вместо получения дисперсий выборок определим 
разброс для спроецированных выборок, помеченных H
i
, посредством 
Таким образом,  является оценкой дисперсии сово-
купности данных, где  называется полным разбросом внутри 
класса спроецированных выборок. Линейный дискриминант Фише-
ра тогда определяется как такая линейная разделяющая функция wtx, 
для которой функция критерия 
максимальна. 
Чтобы получить J как явную функцию от w, определим матрицы 
разброса S
i
 и S
w
 посредством 
   и   
Тогда
Отсюда
Аналогично 
где   
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Матрица S
w
 называется матрицей разброса внутри класса. Она про-
порциональна ковариационной выборочной матрице для совокупности
 d-мерных данных. Она будет симметричной, положительно полу-
определенной и, как правило, невырожденной, если n > d. S
B
 назы-
вается матрицей разброса между классами. Она также симметричная 
и положительно полуопределенная, но из-за того, что она является 
внешним произведением двух векторов, ее ранг будет не больше 1. 
В частности, для любого  направление  совпадает с направлени-
ем  и S
B
 – вполне вырожденная матрица. 
При помощи S
B
 и S
w
 функцию критерия J можно представить 
в виде 
Это выражение хорошо известно в математической физике как 
обобщенное частное Релея. Легко показать, что вектор , который 
максимизирует J, должен удовлетворять соотношению 
что является обобщенной задачей определения собственного значения.
Если S
W
 является невырожденной, мы можем получить обычную 
задачу определения собственного значения, написав 
В нашем частном случае не нужно находить собственные зна-
чения и собственные векторы  из-за того, что направление 
S
B
 всегда совпадает с направлением . Поскольку масштабный 
множитель для w несуществен, мы можем сразу написать решение 
  (2.10.11)
Таким образом, мы получили линейный дискриминант Фише-
ра – линейную функцию с максимальным отношением разброса 
между классами к разбросу внутри класса. Задача была преобразова-
на из d-мерной в более приемлемую одномерную. Это отображение 
n-мерного множества на одномерное, и теоретически оно не может 
уменьшить минимально достижимый уровень ошибки.
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Когда условные плотности распределения  являются 
многомерными нормальными с равными ковариационными ма-
трицами Σ, то даже не нужно ничем жертвовать. В этом случае 
мы вспоминаем, что граница оптимальных решений удовлетво-
ряет уравнению
где   
и w
0
 есть константа, включающая в себя w и априорные вероятности.
Если мы используем средние значения и ковариационную матри-
цу выборок для оценки μ
i
 и , то получаем вектор в том же направ-
лении, что и , удовлетворяющий (1.10.11), который максимизирует 
J. Таким образом, для нормального случая с равными ковариациями 
оптимальным решающим правилом будет решение H
1
, если линей-
ный дискриминант Фишера превышает некоторое пороговое значе-
ние, и решение H
2
 – в противном случае. 
2.10.6. Множественный дискриминантный анализ
Для задачи с M классами естественное обобщение линейного 
дискриминанта Фишера включает (M – 1) разделяющих функций. 
Таким образом, проекция будет из d-мерного пространства на 
(M – 1)-мерное пространство, причем принимается, что d ≥ M. Обоб-
щение для матрицы разброса внутри класса очевидное: 
где, как и прежде, 
и
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Соответствующее обобщение для S
B
 не так очевидно. Предполо-
жим, что определяем полный вектор средних значений m и полную 
матрицу разброса S
T
 посредством 
и
Отсюда следует, что 
Естественно определять этот второй член как матрицу разброса 
между классами, так что полный разброс есть сумма разброса внутри 
класса и разброса между классами: 
Проекция из d-мерного пространства в (М – 1)-мерное простран-
ство осуществляется с помощью М – 1 разделяющих функций 
   i = 1, ..., M – 1.
Если считать y
i
 составляющими вектора , а векторы весовых 
функций  столбцами матрицы W размера d′(M – 1), то проекцию 
можно записать в виде одного матричного уравнения 
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Выборки y
1
, …, y
n
 проецируются на соответствующее множество 
выборок x
1
, …, x
n
, которые можно описать с помощью их векторов 
средних значений и матриц разброса. Так, если мы определяем 
    
и
то можно непосредственно получить 
   
Эти уравнения показывают, как матрицы разброса внутри класса 
и между классами отображаются посредством проекции в простран-
ство меньшей размерности. Находим матрицу отображения W, кото-
рая в некотором смысле максимизирует отношение разброса между 
классами к разбросу внутри класса. Простым скалярным показателем 
разброса является определитель матрицы разброса. Определитель 
есть произведение собственных значений, а, следовательно, и про-
изведение дисперсий в основных направлениях, измеряющее объем 
гиперэллипсоида разброса. Пользуясь этим показателем, получим 
функцию критерия 
Задача нахождения прямоугольной матрицы W, которая мак-
симизирует J, достаточно сложна. К счастью, оказывается, что ее 
решение имеет относительно простой вид. Столбцы оптимальной 
матрицы W являются обобщенными собственными векторами, соот-
ветствующими наибольшим собственным значениям в 
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Следует сделать несколько замечаний относительно данного ре-
шения. Во-первых, если S
w
 – невырожденная матрица, то данную за-
дачу можно свести к обычной задаче определения собственного зна-
чения. Однако в действительности это нежелательно, т.к. при этом 
потребуется ненужное вычисление матрицы, обратной S
w
. Вместо 
этого можно найти собственные значения как корни характеристи-
ческого полинома 
а затем решить
непосредственно для собственных векторов w
i
. Поскольку S
B
 явля-
ется суммой M матриц ранга единица или менее и поскольку толь-
ко M – 1 из них независимые матрицы, постольку S
B
 имеет ранг 
(M – 1) или меньше. Так что не более M – 1 собственных значений 
не нули и искомые векторы весовых функций соответствуют этим 
ненулевым собственным значениям. Если разброс внутри класса 
изотропный, то собственные векторы будут просто собственны-
ми векторами матрицы S
B
, а собственные векторы с ненулевы-
ми собственными значениями стягивают пространство, натяну-
тое на векторы m
i
 – m. В этом частном случае столбцы матрицы 
W можно найти, просто применяя процедуру ортонормирования 
Грама–Шмидта к M – 1 векторам m
i
. Наконец, заметим, что, во-
обще говоря, решение для W не является однозначным. Допу-
стимые преобразования включают вращение и масштабирование 
осей различными путями. Это все линейные преобразования из 
(M – 1)-мерного пространства в (M – 1)-мерное пространство, 
и они не меняют значительно положения вещей. В частности, они 
оставляют функцию критерия J(W) инвариантной. 
Как и в случае с двумя классами, множественный дискриминант-
ный анализ в первую очередь позволяет сократить размерность зада-
чи. Параметрические или непараметрические методы, которые могут 
не сработать в первоначальном (многомерном) пространстве, могут 
хорошо действовать в пространстве меньшей размерности. 
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Например, можно будет оценить отдельные ковариационные 
матрицы для каждого класса и использовать допущение об общем 
многомерном нормальном распределении после преобразования, 
что было невозможно сделать с первоначальными данными. Вообще 
преобразование влечет за собой некоторое ненужное перемешива-
ние данных и повышает теоретически достижимый уровень ошибки, 
а проблема классификации данных все еще остается. 
2.11. Основные положения радиолокации распределённых целей
Применение сверхширокополосных сигналов и эффекта синте-
зирования апертуры за счёт движения Земли, перемещения космиче-
ских, воздушных летательных аппаратов позволяет получить радио-
локационное изображение (РЛИ) пространственно-распределённой 
цели (ПРЦ), характеризующееся достаточно высокой разрешающей 
способностью, при которой наблюдатель имеет возможность решать 
задачу классификации и распознавания названных ПРЦ
Проблема классификации радиолокационных изображений 
ПРЦ, формируемых с помощью таких средств наблюдения, яв-
ляется частной задачей классической теории распознавания об-
разов – ведущего научного направления современного естествоз-
нания, сложившегося и интенсивно развивающегося в течение 
последних десятилетий.
Фундаментальные основы статистической теории распознавания 
заложены в трудах Т. Андерсона [1], А.А. Харкевича [2], Г.С. Себасти-
ана [3], М.М. Бонгарда [4] и др. Современное состояние этой теории 
подробно отражено в работах В.Н. Вапника и А.Я. Червоненкиса [5], 
Р. Дуды и П. Хафа [6], В.А. Ковалевского [7], Дж. Ту и Р. Гонсалеса 
[8], А.Л. Горелика [9, 10] и других авторов [11, 12].
Пространственно-распределенная цель представляет собой со-
вокупность центров стабильного отражения («блестящих точек») 
и большого числа статистически однородных отражателей, равно-
мерно распределенных по поверхности цели. В качестве модели по-
следних может быть принята абсолютно шероховатая поверхность, 
отражения от которой образуют так называемую диффузионную со-
ставляющую сигнала.
66
Л.Г. Доросинский
Количество, положение и ЭПР центров стабильного отражения 
остаются практически постоянными при изменении ракурса цели на 
несколько градусов.
Примерами пространственно-распределённых целей могут слу-
жить радиолокационные изображения надводных кораблей, полу-
ченных космической РЛС с синтезированной апертурой. 
На рис. 2.3 представлены РЛИ надводных кораблей для различ-
ных условий наблюдения [13, 14] при разрешающей способности 
РСА – верхний ряд – 15 м и нижний ряд – 35 м; ракурсе наблюде-
ния 283° (А–В), 315° (Г–Е) и 270° (Ж–И); отсутствии качки (А, Г, 
Ж) и наличии боковой качки 10° на сторону (Б и Д) и 15° на сторону 
(В и Е), а также при совместном воздействии килевой качки и ры-
сканья ±7° (З, И), где R – это направление по дальности, Х – на-
правление по азимуту.
Рис. 2.3. Примеры РЛИ пространственно-распределенных целей 
(надводных кораблей)
Формулировка существа проблемы заключается в том, чтобы, 
располагая исходным множеством объектов классификации и за-
данным априори принципом разделения этого множества на клас-
сы, распознающий автомат (РА) в соответствии с оптимальным или 
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близким к нему алгоритмом сформировал из наблюдаемых данных век-
тор признаков L = {l
1
, ..., l
k
} и в соответствии с эффективным решаю-
щим правилом разделил пространство признаков таким образом, чтобы, 
в лучшем случае, с максимальной, а в худшем случае, с заданной вероят-
ностью определить класс очередного обнаруженного объекта. При этом 
общая постановка задачи классификации объектов радиолокационного 
наблюдения может быть сформулирована следующим образом.
Пусть задано множество B объектов различных типов. Система 
классификации состоит из P радиолокационных средств, содержа-
щих РА. В каждом из таких РА используется множество радиолока-
ционных сигналов S, на базе которых образуется множество призна-
ков распознавания и множество правил принятия решения о классе 
наблюдаемого объекта K. Кроме того, введем множество параметров 
х, связанных с объектом и условиями его наблюдения, причем часть 
названных параметров х могут быть измерены РА, а часть параметров 
x
0
 не измеряются в процессе решения задачи классификации, но су-
щественным образом влияют на ее эффективность, которая оценива-
ется с помощью некоторого критерия Э{•}.
Если стоимость создания системы классификации С, а общие ас-
сигнования – C
0
, то формально решение задачи сводится к отыска-
нию экстремума функционала:
 Э{P, S, L, K, x/B} (2.11.1)
при ограничении
 C  C
0
. (2.11.2)
Точные методы решения этой задачи неизвестны, что, вообще 
говоря, достаточно естественно в связи с чрезвычайно общим ха-
рактером ее постановки. Разумной альтернативой может служить 
переход к более частной конкретной задаче с учетом реальных усло-
вий, связанных с особенностями решаемой проблемы. При рассма-
триваемой в работе классификации ПРЦ следует учесть некоторые 
ограничения, а именно, выраженный статистический характер про-
блемы, связанный с природой наблюдаемых данных и практической 
невозможностью решения электродинамической задачи, определяет 
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целесообразность использования вероятностных признаков, отказыва-
ясь от детерминированного, логического и структурного подходов [15]. 
Указанные ограничения определяют методологию подхода к реше-
нию задачи классификации ПРЦ. При использовании любого из извест-
ных статистических критериев вектор оптимальных признаков L должен 
быть образован на основе коэффициентов правдоподобия Δ
1
, Δ
м
 (где М – 
число классов) – достаточных статистик, а разбиение пространства ре-
шения на области, соответствующие каждому из классов, производится 
гиперплоскостями (причем, коэффициентами в уравнениях таких пло-
скостей служат в общем случае элементы матрицы стоимостей).
При полной априорной определенности о распознаваемых клас-
сах и условиях наблюдения, а также отсутствии технических огра-
ничений на этом проблема была бы исчерпана. Однако при прак-
тическом использовании РА оба названных требования далеки от 
реальности. В первую очередь это связано с наличием множества 
мешающих параметров χ, которое делится на два подмножества: 
х – подмножество принципиально не измеряемых параметров и x
0
 – 
подмножество параметров, оцениваемых по наблюдаемым данным.
Если U(t) – вектор-функция наблюдаемых данных, то эффек-
тивные признаки следует искать, отталкиваясь от коэффициентов 
правдоподобия:
  (2.11.3)
где P{•} – условный функционал плотности вероятности для реали-
зации U(t); x
0
 – вектор оценок измеряемых параметров; x
i
 – i-я ком-
бинация неизвестных параметров; B
j
 – указание на наличие цели 
j-гo класса (при В = 0 цель отсутствует).
Следует заметить, что размерность вектора L становится чрезвы-
чайно большой в связи с континуальным в общем случае характером 
вектора х. С другой стороны, при его формировании возникает ряд 
проблем алгоритмического и технического характера. И, наконец, 
существующая в современных условиях база данных о радиолокаци-
онных портретах (РП) ПРЦ обычно настолько мала, что не позво-
ляет говорить о достаточно достоверных сведениях о подавляющем
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большинстве индивидуальных характеристик, конструктивных и гео-
метрических особенностей ПРЦ. Последнее обстоятельство не по-
зволяет получить вектор с составляющими компонентами типа 
(1.11.3) и использовать их для классификации.
В связи с этим применяется следующая методология отыскания 
признаков. Названный вектор ищется на основе выражений для до-
статочных статистик в предположении о том, что РП и условия наблю-
дения заданы. После отыскания этих признаков они последовательно 
модифицируются с тем, чтобы полностью учесть имеющуюся апри-
орную информацию с одновременным отказом от учета тех структур-
ных и алгоритмических особенностей, которые недоступны на этапах 
проектирования и начальной боевой эксплуатации РА. В тоже время 
полученные алгоритмы не исключают, а напротив, предусматривают 
адаптацию к новым данным о РП и условиям наблюдения, получен-
ным при опытной и боевой эксплуатации систем МКРЦ. Аналогич-
ный подход реализуется и по отношению к решающим правилам.
Ряд конкретных решений задачи классификации ПРЦ приведён 
в работах [16–19].
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3. КЛАССИФИКАЦИЯ ПРЦ ПО ДАННЫМ 
КОСМИЧЕСКОЙ РЛС БОКОВОГО ОБЗОРА 
С СИНТЕЗИРОВАННОЙ АПЕРТУРОЙ
3.1. Математическая модель цели и отражённого сигнала 
при решении задач распознавания 
пространственно-распределённых целей 
в космических РЛС с синтезированной апертурой
Радиолокационные станции бокового обзора с синтезирован-
ной апертурой (РСА), размещённые на космических носителях, 
обладают решающими преимуществами перед другими средства-
ми космического наблюдения при решении задач классификации 
пространственно-распределённых объектов на земной и морской 
поверхностях и, в частности, незаменимы при космическом мони-
торинге акватории мирового океана. Космические РСА позволяют 
получить радиолокационные изображения (РЛИ) – радиолокацион-
ные портреты ПРЦ. На основе таких портретов формируются при-
знаки для распознавания, использование которых обеспечивает до-
статочно высокую эффективность классификации ПРЦ.
Для решения проблемы синтеза оптимальных и квазиоптималь-
ных алгоритмов формирования вектора достаточных статистик и, как 
следствие, получения признаков, используемых для классификации, 
предварительно должна быть записана математическая модель цели 
и модель отражённого сигнала, учитывающие особенности наблюде-
ния цели и характеристик её движения. 
Для описания взаимного расположения и перемещения но-
сителей РЛС и наблюдаемой цели введем две системы координат 
(рис. 3.1): основную неподвижную систему 0XYZ и вспомогательную 
oxyz, связанную с геометрическими осями цели.
Для описания отражающих свойств наблюдаемых целей ис-
пользуем комплексную функцию отражения  k-й ПРЦ при 
наблюдении его р-й РЛС. В данном случае  радиус-вектор элемен-
тарного отражающего участка (точки) во вспомогательной системе 
координат. При этом будем считать, что функция отражения имеет 
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две независимые составляющие – диффузионную , связанную 
с рассеянными отражениями от поверхности цели, и «зеркальную» 
, появление которой вызвано наличием зеркально отражающих 
элементов конструкции и элементов типа уголковых отражателей. 
Вторая компонента хорошо описывается совокупностью центров 
стабильного отражения, условно именуемых «блестящими точками», 
в то время как первая составляющая представляет собой непрерыв-
ную функцию координат. Таким образом, для функции отражения 
может быть использовано следующее представление:
  (3.1.1)
В этом выражении  – значение комплексной функции отраже-
ния для i-й «блестящей точки» k-й цели при наблюдении ее р-й РЛС; 
N
kp
 – общее число «блестящих точек» при наблюдении цели k-го 
класса р-й РЛС;  – дельта-функция;  – радиус-вектор i-й «бле-
стящей точки». Необходимо отметить, что вид функции отражения 
 существенным образом зависит от ракурса наблюдения цели, 
что не отмечено в (2.1.1) для сокращения записи. В тех случаях, когда 
зависимость характера отражений от ракурса имеет принципиальное 
значение для решения задачи синтеза и анализа алгоритмов распоз-
навания, в контексте будут сделаны необходимые замечания.
При наблюдении цели несколькими (р) РЛС объединим функции 
отражения в р-компонентный вектор
  (3.1.2)
Кратко остановимся на статистических свойствах функции от-
ражения (3.1.2). Будем в дальнейшем считать, что диффузионная 
составляющая описывается р-мерным гауссовским функционалом 
плотности распределения вероятностей с нулевым вектором средних 
значений. Функции отражения соседних элементарных участков по-
верхности считаем статистически независимыми. При этом матрица 
взаимных корреляционных функций компонент вектора  мо-
жет быть представлена в следующем виде:
  (3.1.3)
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Матрица  в общем случае является эрмитовой, положитель-
но определенной.
Если все РЛС системы работают независимо друг от друга, то 
эта матрица вырождается в вещественную диагональную. Этот слу-
чай, по-видимому, наиболее широко распространен в практически 
интересных ситуациях. Возможен другой крайний случай, когда все 
входящие в систему РЛС абсолютно когерентны. Такая ситуация 
может иметь место при работе всех станций от общей РЛС подсве-
та и достаточно близких ракурсах наблюдения. В этом случае  
вырождается в вещественную матрицу с равными элементами, что 
дает возможность представить ее в виде
  (3.1.4)
где  – распределение дисперсии диффузионной составля-
ющей функции отражения по поверхности цели k-го класса;  – 
р-компонентный вектор-столбец, все элементы которого равны еди-
нице.
Для описания статистических свойств отраженных сигналов 
в литературе, как правило, используются три модели [1]:
– детерминированные отражения;
– для каждой «блестящей точки» амплитуда детерминирована, 
в то время как фаза случайна и равномерно распределена на интер-
вале [–, ];
– для каждой «блестящей точки» отраженный сигнал случаен 
и подчинен нормальному распределению плотности вероятности 
с нулевым математическим ожиданием.
При характерном для космических РСА времени наблюдения (ме-
нее 1 секунды) диффузионную составляющую можно считать квазиде-
терминированной, то есть случайной, но не изменяющейся за время 
наблюдения. Аналогичное предположение может быть высказано от-
носительно функций отражения для «блестящих точек». При этом ос-
новным отличием «блестящих точек» от диффузионной составляющей 
функции отражения является их дискретный характер. Кроме того, 
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суммарная ЭПР «блестящих точек» обычно предполагается много 
большей ЭПР поверхности цели и составляет до 80 % всей ЭПР цели 
[2]. Далее предполагаем, что функция отражения нормирована к сум-
марной ЭПР k-й цели таким образом, что выполняется равенство:
  (3.1.5)
Введем модель сигнала, принимаемого совокупностью РЛС. Бу-
дем считать радиолокационные станции, входящие в систему наблю-
дения, в общем случае бистатическими. Принимаемый отраженный 
сигнал представим в виде р-компонентного вектора комплексных 
амплитуд, для составляющих которого справедливо выражение:
 (3.1.6)
В приведенном выражении   – значения норми-
рованных диаграмм направленности передающей и приемной антенн 
р-й РЛС в направлении точки цели  в момент времени t;  
 – текущее значение дальности от передатчика и приемника 
р-й РЛС до точки  цели; s
p
(t) – комплексная амплитуда модулиру-
ющей функции зондирующего сигнала р-й РЛС, которую в дальней-
шем считаем импульсной с длительностью импульса τ
p
 и периодом 
повторения Т
p
 и нормированной таким образом, что выполняется 
условие:
  (3.1.7)
где N
p
(t) – комплексная амплитуда аддитивного шума радиолокаци-
онного тракта для р-й РЛС; kp = 2/λ – волновое число.
Время наблюдения цели каждой РЛС системы ограничено 
и равно Т
ор
.
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С учетом нормировок (3.1.5) и (3.1.7) вещественный множитель 
U
кр
 имеет вид [3]:
  (3.1.8)
где Р
po
 – импульсная мощность зондирующего сигнала р-й РЛС; G
1p
, 
G
2p
 – коэффициент направленного действия (КНД) передающей 
и приемной антенн р-й РЛС;  – суммарная ЭПР k-й цели при при-
еме сигнала р-й РЛС.
Введем диагональные матрицы размерности р×р:
  (3.1.9)
  (3.1.10)
  (3.1.11)
  (3.1.12)
Используя (2.1.2), вектор комплексных амплитуд принимаемых 
сигналов можно представить в виде суммы:
  (3.1.13)
В последнем выражении приняты следующие обозначения:
  (3.1.14)
  (3.1.15)
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Компоненты вектора комплексных амплитуд аддитивного шума 
радиолокационного тракта
  (3.1.16)
будем считать гауссовскими белыми и статистически независимыми 
между собой. Вектор N(t) учитывает, как шумы приемников радио-
локационных станций, так и сигналы, отраженные статистически 
однородной подстилающей поверхностью.
Из (3.1.6) следует, что для полного описания принимаемых сиг-
налов необходимо в явном виде знать зависимость дальностей r
1
 и r
2
 
от координат отражающей точки и текущего времени.
Рис. 3.1. Геометрические соотношения для р-й РЛС системы
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На рис. 3.1 движения носителей передающей (Прд.р) и приемной 
(Прм.р) частей р-й РЛС описываются в основной системе координат 
0XYZ радиус-векторами  и . Движение центра масс наблюда-
емой цели характеризуется радиус-вектором r(t) Для описания движе-
ния произвольной точки  цели относительно центра масс в основной 
системе координат используем вектор . В произвольный момент 
времени t связь векторов  и  задается выражением
  (3.1.17)
где A
p
(t
i
) – матрица поворота осей вспомогательной системы коор-
динат относительно основной системы 0XYZ в момент t
i
. Индекс «р» 
в приведенных выше обозначениях векторов соответствует поряд-
ковому номеру РЛС в системе и позволяет учесть не только отличия 
траекторий движения носителей РЛС, но и возможное изменение 
характера движения ПРЦ при наблюдении ее различными станция-
ми системы на неперекрывающихся интервалах времени (например, 
одной РЛС при разных циклах обзора).
Без учета смещения носителей приемной и передающей частей 
РЛС за время распространения сигнала до цели и обратно искомые 
зависимости описываются выражениями:
  (3.1.18)
  (3.1.19)
Поскольку формулы (3.1.18) и (3.1.19) отличаются только индек-
сами, то дальнейшие выкладки выполнены лишь для первой из них.
Разложим (3.1.18) в ряд Тейлора в окрестности точки t
0p
, соответ-
ствующей середине интервала наблюдения цели р-й РЛС
  (3.1.20)
здесь  – значение i-й производной функции  по 
времени в момент t = t
0p
. Используя правила дифференцирования 
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векторов и их модулей, получим выражения для первых четырех 
производных:
  (3.1.21)
 (3.1.22)
  (3.1.23)
   (3.1.24)
  (3.1.25)
– единичный вектор визирования точки  в момент времени t,
  (3.1.26)
  (3.1.27)
  (3.1.28)
  (3.1.29)
Полученные соотношения достаточно компактны и при наличии 
данных о параметрах траекторий движения носителей РЛС и цели 
могут быть использованы для решения задач синтеза и анализа алго-
ритмов обнаружения, измерения параметров и классификации ПРЦ. 
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3.1. Многоальтернативная проверка гипотез относительно 
различных классов ПРЦ при их наблюдении совокупностью 
космических радиолокационных средств
Проблема определения класса цели может быть формализована 
в рамках классической теории многоальтернативной проверки стати-
стических гипотез. По одной из них вектор принимаемых колебаний 
 порожден только шумом. Остальные гипотезы соответствуют на-
блюдению на фоне шумов различных классов целей. Общее число 
возможных классов – М, число гипотез – (М + 1).
Если все существенные параметры (скорости движения РЛС 
и ПРЦ, координаты, ракурсы, распределения «блестящих точек» 
и диффузионной составляющей ЭПР по поверхности цели) точно 
известны для каждого из распознаваемых классов, то классическое 
решение задачи многоальтернативной проверки гипотез приводит 
к структуре устройства обработки принимаемых сигналов, состоящей 
из М параллельных каналов формирования отношения правдоподо-
бия или его логарифма
и решающего устройства, на М входов которого поступают значе-
ния l
k
. Решающее устройство выносит решение в пользу одной из 
М целей. Способ принятия решения зависит от выбранного кри-
терия качества. При минимизации среднего риска процедура вы-
несения решения предусматривает проверку системы линейных 
неравенств, учитывающих априорные вероятности и конкретный 
вид матрицы потерь. При использовании критерия максимально-
го правдоподобия решение выносится в пользу гипотезы с мак-
симальным значением l
k
. В любом случае наибольший практиче-
ский интерес представляет процедура формирования отношения 
правдоподобия и структурная схема устройства, реализующего 
это отношение.
Достаточная статистика для принятия решения представляет со-
бой вектор, составленный из отношений правдоподобия для каждой 
из М конкурирующих гипотез. Логарифм отношения правдоподобия 
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для k-й гипотезы при отсутствии флуктуаций сигналов, отраженных 
«блестящими точками», может быть записан в виде [4]:
     (3.2.1)
где K
0
 и K
k
 – нормирующие коэффициенты функционалов плотности 
распределения вероятностей для случаев наблюдения только шума 
и k-й цели на фоне шума; Q
0
(t, u), Q
k
(t, u) – комплексные матрицы, 
обратные матрицам взаимной корреляции принимаемого векто-
ра  для гипотез о наблюдении только шума R(t, u) и k-й цели на 
фоне шума R
k
(t, u).
Поскольку шум и диффузионная составляющая принимаемого 
сигнала  являются независимыми случайными процессами, то
  (3.2.2)
где  (3.2.3)
– матрица корреляционных функций диффузионных составляю-
щих вектора принимаемого сигнала.
Для определения вида матриц Q
0
(t, u) и Q
k
(t, u) следует воспользо-
ваться интегрально-матричными уравнениями обращения:
  (3.2.4)
  (3.2.5)
где I – единичная диагональная матрица.
Для последнего слагаемого в (3.2.1) справедливо равенство:
 , (3.2.6)
где Q
Ak
(u, t) – решение интегрально-матричного уравнения:
    (3.2.7)
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При условии, что шум радиолокационного тракта «белый» 
с диагональной матрицей спектральных плотностей N
0
 выражения 
(3.2.4–3.2.7) упрощаются:
  (3.2.8)
  (3.2.9)
   (3.2.10)
  (3.2.11)
Пользуясь рекомендациями [4], ищем матрицу Q
k
(t, u) в виде
  (3.2.12)
В этом случае равенство (2.9) преобразуется следующим образом:
  (3.2.13)
Сравнение (2.2.11) с (2.2.13) показывает, что матрица Q
k0
(t, u) мо-
жет быть найдена путем решения (2.2.11) при А = 1, т.е.
  (3.2.14)
Подставляя (2.2.8) в (2.2.1), получим:
 (3.2.15)
Последнее выражение позволяет представить один из возмож-
ных вариантов структуры устройства формирования логарифма от-
ношения правдоподобия для k-й гипотезы (рис. 3.2). Из (3.2.15) 
и рис. 3.2 следует, что основу устройства формирования  со-
ставляют два корреляционных канала. В одном из них вычисляется 
корреляция принимаемой реализации вектора , нормированного 
к мощности шумов, с вектором ожидаемого сигнала, порожденного 
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«блестящими точками» k-й цели . Во втором канале разностный 
сигнал  коррелируется с вектором
который представляет собой оценку диффузионной составляющей 
принимаемого сигнала в предположении о наблюдении k-й цели.
Рис. 3.2. Вариант структурной схемы устройства формирования 
логарифма отношения правдоподобия
Дальнейшая конкретизация алгоритма формирования логарифма 
отношения правдоподобия и структуры реализующего его устройства 
возможна лишь при определении матриц Q
Ak
(t, u) и Q
ko
(t, u), для чего не-
обходимо решить уравнение (3.2.11). Прежде всего выясним вид корре-
ляционной функции R
k0
(t, u). Используя (3.2.14) и (3.2.3), получим:
 (3.2.16)
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Воспользовавшись широко известным приемом [5], будем искать 
Q
Ak
(t, u) в виде, аналогичном (3.2.16):
  (3.2.17)
После подстановки (3.2.16, 3.2.17) уравнение (3.2.11) может быть 
представлено в виде
  (3.2.18)
где введена матрица (p×p) 
 (3.2.19)
Подстановка (2.2.17) в (2.2.15) дает следующий результат:
  (3.2.20)
  (3.2.21)
  (3.2.23)
Используя (3.2.15), преобразуем второе и третье слагаемые в фи-
гурных скобках (3.2.20). В результате получим:
  (3.2.24)
Кратко рассмотрим смысл введенных функций ,  и 
.
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Поскольку произведение
представляет собой траекторный сигнал, принимаемый р-й РЛС 
от точечной цели с координатой , то диагональные элементы ма-
трицы  следует трактовать как нормированные к  функции 
неопределенности траекторного сигнала соответствующих РЛС.
Рассмотрим р-ю компоненту вектора . При отсутствии шума 
с учетом (3.2.6) имеем:
  (3.2.25)
Как следует из полученного выражения, при отсутствии аддитив-
ных шумов функция  с точностью, зависящей только от функ-
ции неопределенности  траекторного сигнала для р-й РЛС, 
восстанавливает функцию отражения наблюдаемой цели. Функ-
цию  будем называть комплексным радиолокационным изо-
бражением объекта наблюдения, получаемым по данным р-й РЛС. 
Компоненты вектора  следует рассматривать как изображе-
ния, порожденные только совокупностью «блестящих точек» цели 
k-го класса без учета шумов и диффузионной составляющей: отра-
женного сигнала. 
Полученные выражения (3.2.22)–(3.2.24) дают возможность 
представить структуру устройства формирования логарифма отно-
шения правдоподобия в виде, отличном от ранее описанного (см. 
рис. 3.3). При этом вся обработка может быть разделена на два этапа. 
На первом этапе вектор принимаемых сигналов  преобразуется 
в вектор комплексных РЛИ наблюдаемой цели. Поскольку матрицы, 
используемые для этого преобразования, являются диагональными, 
перекрестные связи между РЛС системы на этом этапе отсутствуют. 
На втором этапе элементы вектора комплексных РЛИ нормируются 
к спектральным плотностям аддитивных шумов и обрабатываются 
в соответствии с алгоритмом (3.2.24).
Для выяснения физического смысла интеграла
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умножим его слева на
и проинтегрируем результат по . Учитывая (3.2.14) и (3.2.17), получим:
 (3.2.26)
Рис. 3.3. Вариант структурной схемы устройства формирования
логарифма отношения правдоподобия
Как уже отмечалось, правая часть (3.2.26) представляет собой 
оценку диффузионной составляющей принимаемого сигнала в пред-
положении о наблюдении k-й цели. Используя (3.2.14), представим 
эту оценку в виде:
  (3.2.27)
составляющей функции отражения k-й цели по координатам. Срав-
нение (3.2.26) и (3.2.27) приводит к следующему результату:
  (3.2.28)
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Таким образом, рассматриваемый интеграл дает оценку диф-
фузионной составляющей функции отражения наблюдаемой цели 
в предположении о принадлежности ее к k-й гипотезе.
Выполненный синтез показывает, что в случае отсутствия флук-
туации сигналов, отраженных «блестящими точками», для вычис-
ления логарифмов отношения правдоподобия, наряду с принима-
емыми реализациями сигнала могут и должны быть использованы 
комплексные РЛИ наблюдаемых целей. При этом обработка изобра-
жения заключается в вычислении корреляций его с детерминирован-
ной функцией отражения «блестящих точек» k-й цели  и оцен-
кой диффузионной составляющей .
Реализация подобной системы представляется чрезвычайно 
сложной, в первую очередь, из-за очень высоких требований к каче-
ству и объему априорных сведений.
Для реализации оптимальной обработки требуется знание числа, 
координат на поверхности цели и значений ЭПР каждой «блестя-
щей точки», входящей в радиолокационный портрет ПРЦ, при всех 
значениях ракурса его наблюдения, параметрах качки, рыскания, 
взаимного расположения и характеристик взаимного перемещения 
цели и космического аппарата. Названная информация должна быть 
известна для каждой РЛС, входящей в состав комплекса наблюдения.
Для каждой ПРЦ необходимо знание распределения диффузион-
ной составляющей отражений по координатам его поверхности при 
всех перечисленных выше условиях.
Получение подобной информации принципиально недостижимо 
в обозримом будущем, что ставит на повестку дня разработку алгоритмов 
обработки в максимальной мере сочетающих теоретическую базу опти-
мального синтеза, приведенного выше, с теми априорными данными, 
которыми уже располагает разработчик системы классификации и кото-
рые могут быть получены в результате обозримых в будущем экспери-
ментов, опытной и рабочей эксплуатации средств классификации целей.
К устойчивым и достоверным сведениям о различиях распознава-
емых пространственно-распределённых целей могут быть отнесены:
а) данные о различиях в размерах (длине и ширине);
б) данные о различиях в интегральной (общей) ЭПР.
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Индивидуальные отличия по характеристикам отражения для от-
дельных целей, как правило, имеют очень ограниченный характер – 
единичные радиолокационные портреты (РП) при незначительном 
числе параметров наблюдения, что исключает возможность создания 
сколько-нибудь достоверных статистически усредненных баз данных. 
В связи с этим рабочий алгоритм классификации должен структурно 
опираться на названные выше достоверные сведения, быть адаптив-
ным, а именно содержать возможность настройки на пополняющиеся 
априорные данные и параметры, характеризующие каждую конкрет-
ную ситуацию наблюдения (оценки ракурса, направления и скорости 
перемещения цели и других параметров её движения).
Принимая во внимания высказанные соображения, рабочий 
алгоритм формирования статистик принятия решения не должен 
требовать индивидуальных радиолокационных портретов (распре-
деления ЭПР «блестящих точек» и диффузионной составляющей по 
поверхности цели). Считая распределение ЭПР равномерным, при-
ходим к следующему выражению статистики, которая составляет ос-
нову принятия решения по любому статистическому критерию
  (3.2.29)
где подчеркнута зависимость области, занятой целью k-го класса от 
ракурса его наблюдения φ.
Из последнего выражения, в частности, следует, что основными 
признаками классификации являются оценки области поверхности, за-
нятой целью, то есть по существу оценки его длины и ширины при дан-
ном ракурсе, а также оценка интегральной ЭПР отраженного сигнала.
3.3. Квазиоптимальные и эмпирические алгоритмы 
классификации ПРЦ
В предыдущих разделах описан алгоритм формирования доста-
точной статистики и получения на её основе признаков классифи-
кации ПРЦ при точно известных параметрах, характеризующих вза-
имное расположение и особенности взаимного перемещения ПРЦ 
и КА. В реальных условиях с достаточно высокой точностью могут 
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быть известны лишь некоторые из этих параметров, в первую оче-
редь, относящиеся к описанию движения носителя РЛС. Ряд параме-
тров, необходимых для решения задачи распознавания, может быть 
с достаточной точностью оценен на этапе обнаружения ПРЦ. В част-
ности, в процессе обнаружения могут быть оценены положение цен-
тра цели и величина ее радиальной скорости. Вместе с тем, ряд пара-
метров, играющих основную роль для эффективного распознавания 
(например, ракурс цели и ее угловая скорость вращения), к моменту 
решения задачи классификации остаются неизвестными.
Объединим параметры, описывающие ракурсы наблюдения цели 
всеми РЛС системы, в вектор , а из оставшихся параметров вы-
делим вектор известных  и неизвестных  параметров. При этом 
оптимальный в смысле максимального правдоподобия алгоритм 
классификации требует определения логарифмов отношения прав-
доподобия I
k
 [(U(t))/(χ
0
, χ, ν)] для всех возможных значений векторов 
неизвестных параметров и всех классов целей. Процедура нахожде-
ния логарифма отношения правдоподобия строится в соответствии 
с алгоритмом, описанным в разделе 3.1. Основная процедура такого 
алгоритма заключается в формировании радиолокационного изобра-
жения наблюдаемого объекта в системе координат, связанной с гео-
метрическими осями цели, для всех возможных сочетаний параме-
тров χ и ν в соответствии с выражением
 (3.3.1)
На этапе получения РЛИ знание вектора ракурсов необходимо 
для задания ориентации осей вспомогательной системы 0xyz в про-
странстве. Этот факт позволяет использовать для распознавания изо-
бражения, построенные в предположении о совпадении ориентации 
осей вспомогательной и основной систем координат. Учет истинного 
положения осей ПРЦ может быть выполнен при формировании ста-
тистики . 
Практическая реализация оптимальных и близких к ним алго-
ритмов наталкивается на многочисленные трудности, связанные, 
в первую очередь, с отсутствием необходимой априорной информа-
ции о характеристиках отражающих свойств наблюдаемых объектов, 
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характеристиках их движения относительно координатной системы, 
связанной с ПРЦ. Действительно, оптимальные алгоритмы требуют 
знания распределения «блестящих точек» (центров отражения) по 
координатам поверхности корабля при всех возможных на практи-
ке условиях наблюдения (изменяющиеся ракурсы, угловые скорости 
вращения относительно осей ПРЦ, индивидуальные особенности 
постройки ПРЦ).
Названные соображения вызывают повышенный интерес к поис-
ку более простых и одновременно достаточно эффективных способов 
классификации ПРЦ. При этом, по-прежнему, определяющим являет-
ся выбор классификационных признаков, поскольку выбор решающих 
правил существенно зависит от номенклатуры и свойств этих признаков.
Выше показано, что в рамках типовых ограничений, связанных 
с априорной неопределённостью о большинстве параметров дви-
жения ПРЦ, в качестве вектора признаков целесообразно выбирать 
вектор следующего вида:
где k меняется от 1 до числа классов М.
Дальнейшее упрощение может быть связано с отказом от ис-
пользования вектора признаков, размерность которого равна числу 
распознаваемых классов, и переходом к скалярной величине, равной 
суммарной ЭПР РЛИ, полученной интегрированием по области изо-
бражения, в пределах которой отсчеты РЛИ превышают некоторый 
порог F, устанавливаемый, например, адаптивно по величине оце-
ненной ЭПР подстилающей поверхности, «не занятой» целью.
Указанный признак может быть получен в соответствии с выражением
  (3.3.2)
  (3.3.3)
– нормированное к величине ЭПР водной поверхности и шума РЛИ 
наблюдаемой цели; 1[·] – функция Хевисайда.
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Признак Vp может быть условно назван «объемом РЛИ». Ещё бо-
лее простой признак формируется из «объема» при замене квадратов 
модуля РЛИ единицами. Такой признак по существу представляет 
собой оценку площади РЛИ ПРЦ при заданном пороге F:
  (3.3.4)
Для целей, отношение длины которых к ширине примерно оди-
наково, вместо площади РЛИ может быть использована оценка дли-
ны ПРЦ, определяемая по формуле
  (3.3.5)
где  и  – длины РЛИ, формируемого р-й РЛС, по дальности 
и азимуту.
Очевидно, что каждая из величин, входящая в (3.3.5) может рас-
сматриваться как признак, используемый для классификации.
Описанные признаки V p, S p, D p,   называются в дальнейшем 
геометрическими. При их использовании решение в общем случае 
выносится по данным всех Р РЛС. Такой способ принятия решения 
отрицательно сказывается на автономности функционирования каж-
дой отдельной радиолокационной станции. Поэтому при независи-
мости входящих в систему станций целесообразно выносить частное 
решение каждой отдельной РЛС с последующим объединением ре-
шений методами «голосования» [6].
Рассмотрим другую группу признаков. Отказываясь от деталь-
ной обработки РЛИ (в связи с упомянутым выше отсутствием до-
статочных априорных сведений), сохраним в качестве основной ис-
ходной информации РЛИ наблюдаемой цели в виде квадрата модуля 
комплексного изображения:  Один из путей построения 
системы признаков в этом случае заключается в использовании соб-
ственно отсчетов формируемого РЛИ. Для сокращения размерности 
вектора признаков можно воспользоваться различными функциона-
лами, построенными на пространстве признаков, в частности, мо-
ментами РЛИ, которые были предложены для модели зрительного 
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восприятия человека в 60-х годах [3]. Вычисление начального мо-
мента r + q-гo порядка осуществляется в соответствии с выражением
  (3.3.6)
где х и у – координаты РЛИ.
Моменты (3.3.6) представляют собой не что иное, как коэффи-
циенты в разложении спектральной плотности РЛИ в ряд Тейлора. 
Отсюда следует, что выбор достаточного числа моментов позволяет 
описать РЛИ с любой наперед заданной точностью. В то же время 
наиболее существенными и информативными являются моменты 
относительно невысоких порядков, что позволяет существенно со-
кратить размерность вектора признаков по сравнению с исходным 
числом отсчетов формируемого РЛИ.
Использование моментов в качестве признаков привлекательно 
еще и из тех соображений, что на их основе могут быть построены 
инварианты к афинным преобразованиям (сдвиг, поворот и измене-
ние масштаба). Следует, однако, иметь в виду, что создание инвари-
антов ко всем видам возможных искажений РЛИ принципиально не 
представляется возможным [7], поскольку при изменении ракурса 
наблюдения, например, меняется содержание РЛИ, а не его геоме-
трические характеристики.
Поскольку изображение ПРЦ в общем случае сдвинуто относи-
тельно центра кадра, представляется целесообразным использовать 
центральные моменты РЛИ, инвариантные к этому типу искажений:
  (3.3.7)
где   – координаты центра тяжести РЛИ.
Следует отметить, что при наблюдении цели в разное время даже 
при одинаковом ракурсе ее РЛИ могут отличаться на постоянный 
множитель
  (3.3.8)
Источниками названных искажений могут быть: неравномер-
ность ДН антенны РЛС по дальности и изменение коэффициента 
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усиления приемника РЛС во времени за счет АРУ по шумам, регули-
рующей усиление в зависимости от метеоусловий в районе наблюде-
ния. Для устранения искажений (3.3.8) следует воспользоваться нор-
мированными центральными моментами:
  (3.3.9)
Для уменьшения влияния шумов на формирование признаков, 
основанных на вычислении моментов, интегрирование в (2.3.7) сле-
дует проводить в пределах области, где модуль РЛИ превышает зара-
нее установленный порог F
0p
, т.е.
 (3.3.10)
Обратим внимание на тот факт, что при r = q = 0 (2.3.2) и (2.3.10) 
совпадают, т.е. 
 . (3.3.11)
Рассмотрим теперь правила вынесения решений, которые могут 
использоваться для принятия решения о типе наблюдаемого ПРЦ 
по геометрическим признакам и признакам, основанным на вы-
числении моментов. Надо сказать, что геометрические признаки 
требуют для их использования минимальной априорной информа-
ции, и в связи c этим являются весьма «грубыми». Любой из этих 
признаков ставит в соответствие сложному объекту, каким являет-
ся ПРЦ, одно число, в той или иной степени отражающее размеры 
цели и ее суммарную ЭПР. Поскольку эффективная поверхность 
цели существенно зависит от ракурса, а размеры РЛИ определяются 
как величиной порога, так и условиями наблюдения, в частности, 
состоянием морской поверхности и, как следствие, уровнем поро-
га, применение геометрических признаков особенно целесообразно 
при наблюдении группы ПРЦ под одним ракурсом. Таким требова-
ниям удовлетворяет случай слежения за ордером ПРЦ при его дви-
жении в одном направлении.
Для каждого ПРЦ из наблюдаемого ордера формируется РЛИ, на 
основе которого определяется значение одного из геометрических 
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признаков. Для примера будем считать, что этот признак – «объем 
РЛИ» – V p. В результате получим вектор
где N
гр
 – число целей в группе – ордере. Среди компонентов этого 
вектора определяются наименьшее  и наибольшее  значения, 
которые используются для вычисления двух адаптивных порогов – 
нижнего
и верхнего
где α
в
 и α
н
 – положительные константы.
Решение о принадлежности i-й цели ордера к одному из трех воз-
можных классов выносится путем сравнения V
i
 с порогами  и .
Если  то цель относится к классу «больших». При  
наблюдаемая цель относится к классу «малых». Остальные ПРЦ от-
носятся к «среднему» классу.
Моменты РЛИ описывают изображение цели значительно более 
подробно, поэтому они могут быть использованы для распознавания 
ПРЦ не только в составе ордера но и по одиночным РЛИ. Решение 
в этом случае может быть вынесено по сформированному вектору 
признаков различными способами, пять из которых описаны ниже. 
Приведенные правила являются наиболее употребительными [8], 
причем выбор конкретного правила должен производиться в процес-
се анализа алгоритмов классификации.
Правило 1. Предполагая вектор признаков  гауссовским 
с вектором средних значений М и ковариационной матрицей Н 
(k – номер класса целей), запишем правило решения по максиму-
му правдоподобия
  (3.3.12)
94
Л.Г. Доросинский
Правило 2. Это правило отличается от предыдущего тем, что при 
вычислении квадратичной формы и определителя в (3.3.12) учитыва-
ются только диагональные члены ковариационной матрицы 
  (3.3.13)
где X
i
,  – i-е компоненты вектора признаков и средних значений, 
соответствующие k-й цели;  – дисперсия i-го компонента вектора 
признаков для цели k-го класса.
Правило 3 опирается на метод k ближайших соседей, суть кото-
рого состоит в следующем. В пространстве признаков вычисляет-
ся расстояние от точки, задаваемой вектором X, до каждой из точек 
классифицированной обучающей выборки. Все точки обучающей вы-
борки ранжируютcя по возрастанию вычисленного расстояния. Вслед 
за этим выбираются k первых членов ранжированной последователь-
ности (ближайшие соседи) и подсчитывается число соседей, относя-
щихся к каждому из классов. Решение выносится в пользу того класса, 
к которому относится наибольшее число «ближайших соседей».
Правило 4. В соответствии с этим правилом решение принима-
ется по минимуму эвклидова расстояния в пространстве признаков 
от точки, заданной вектором X, до точек, определяемых векторами 
средних значений для каждой цели. При этом решение выбирается 
в соответствии с алгоритмом
  (3.3.14)
который является частным случаем правила 2 при 
Правило 5. Предусматривает минимизацию среднего рассто-
яния от точки, заданной вектором X до точек обучающей выборки 
i-го класса. Усреднение производится по всем обучающим выборкам
  (3.3.15)
где  – значение i-й компоненты вектора признаков, полученного 
в j-й реализации обучающей выборки k-го класса.
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Следует отметить, что названные правила не исчерпывают все-
го многообразия возможных способов вынесения решения. Выбор 
конкретного правила существенным образом зависит от технических 
возможностей проектируемой системы классификации.
Как правило, статистические характеристики признаков априори 
неизвестны, поэтому в алгоритмах (3.3.12)–(3.3.15) обычно использу-
ются оценки векторов средних значений и ковариационных матриц 
по обучающим выборкам для каждого из распознаваемых классов.
3.4. Адаптивный алгоритм классификации 
пространственно-распределённых целей 
по данным радиолокатора с синтезированной апертурой
Рассмотрим ситуацию, когда необходимо принимать решение 
о принадлежности объекта к одному из трех классов (большой, ма-
ленький, средний). В общем случае принципиально возможно раз-
деление объектов на большее число классов. Однако, как методо-
логия построения алгоритмов классификации, так и их содержание 
при увеличении числа классов останутся качественно неизменными, 
если не считать естественных количественных отличий.
Решение задачи распознавания ПРЦ усложняется в связи с на-
личием амплитудных флюктуаций наблюдаемого радиолокаци-
онного портрета ПРЦ, зависимостью его параметров от условий 
наблюдения: ракурса, отношения сигнал/шум, состояния подсти-
лающей поверхности, определяющей ее удельную ЭПР и уровень 
АРУ сигнала, а также угловых скоростей перемещения цели. Вра-
щательное движение цели с априорно неизвестными скоростями 
вызывает сложные искажения его РЛИ, проявляющиеся в сжатии 
(растяжении) его изображения вдоль путевой дальности, в кажу-
щемся изменении ракурса цели и взаимного расположения от-
дельных блестящих точек.
Указанные особенности задачи приводят к тому, что алгорит-
мы классификации должны базироваться на процедуре адаптив-
ного обучения, в процессе которой формируются эталоны классов 
объектов и зависимости их характеристик от различных параме-
тров, прежде всего от ракурса.
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Для получения и обоснования алгоритмов обработки радиолока-
ционных изображений с целью выделения классификационных при-
знаков и алгоритмов собственно классификации кораблей приведем 
краткий вывод оптимального алгоритма с тем, чтобы путем аргумен-
тированных его упрощений обосновать методологию получения ра-
бочих алгоритмов для классификации.
Решение этой проблемы в общем виде произведем при следую-
щих предположениях:
1. РСА перемещается по прямолинейной траектории, использует 
импульсный широкополосный зондирующий сигнал, причем отсче-
ты РЛИ различных каналов дальности могут считаться статистически 
независимыми. В связи с этим все дальнейшие рассуждения про-
водятся для одного канала дальности. Обобщение алгоритма на все 
РЛИ производится естественным образом на заключительном этапе 
вывода алгоритма классификации.
2. Весь участок поверхности, попадающий в один канал дально-
сти, разбит на отдельные элементарные участки, состоящие, в свою 
очередь, из большого числа элементарных отражателей. Каждый 
элементарный участок определяется своей координатой d
i
 (  
n – число таких участков) по отношению к центру всей наблюдаемой 
поверхности. Сигнал, отраженный от такого участка, представляет 
собой нормальный случайный процесс с нулевым математическим 
ожиданием и дисперсией  которая зависит от целого ряда пара-
метров, в первую очередь, от типа объекта и индивидуальных особен-
ностей его архитектуры, дальности и ракурса его наблюдения и т.п. 
При обозначении мощности отраженного сигнала сохранен индекс 
«m», характеризующий ее зависимость от номера класса объекта.
3. Сигналы, отраженные различными элементарными участ-
ками поверхности, созданы физически различными отражателями 
и поэтому с достаточным основанием могут считаться статистиче-
ски независимыми.
4. В качестве достаточной статистики, являющейся методологи-
ческой основой, как выбора признаков, так и алгоритма принятия 
решения, будет использовано отношение правдоподобия для гипо-
тез о классе объектов.
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С учетом принятых предположений комплексная амплитуда сиг-
нала, принимаемого в n-й точке траектории от i-го элементарного 
участка поверхности цели и/или близлежащей точки подстилающей 
поверхности с координатой x
i
 может быть записана в следующем виде:
  (3.4.1)
где ϖ
0
 – несущая частота; τ
n
(x
i
) – запаздывание сигнала, принимае-
мого в n-й точке траектории от i-го элементарного участка наблюда-
емой поверхности;  – комплексная амплитуда сигнала, форми-
руемого i-м элементарным участком поверхности объекта k-го класса 
в n-й точке приема; N
n
 – комплексная амплитуда n-го отсчёта шума. 
Комплексная амплитуда представляет собой выборочное значение 
нормальной случайной величины, имеющей следующие статистиче-
ские характеристики:
  (3.4.2)
  (3.4.3)
где δ
ij
 – символ Кронеккера.
Обозначая расстояние до центра наблюдаемого участка поверх-
ности R
H
, запишем величину запаздывания отраженного сигнала от 
i-го элементарного участка до n-й точки траектории:
  (3.4.4)
где C – скорость света; r
n
 – координата n-й точки приема отражен-
ного сигнала.
Обобщая высказанные предположения, сформируем вектор на-
блюдаемых данных на выходе приемника локатора:
  (3.4.5)
где  – матрица (N
И
×n), состоящая из векторов:
  (3.4.6)
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 задающих фазовое распределение сигнала, отраженного от i-го эле-
мента поверхности, по точкам синтезируемой апертуры, имеющим 
координаты r
n
  N
И
 – число принимаемых импульсов); 
 – вектор комплексных амплитуд, размерность 
которого определяется числом отражающих элементарных участков 
поверхности; N
ш
 – вектор отсчетов шума, имеющего следующие ста-
тистические характеристики:
где E – единичная матрица, а  – дисперсия шума.
Для решения задачи классификации по какому-либо из статисти-
ческих критериев: минимума среднего риска, максимума апостери-
орной плотности или максимального правдоподобия (этот критерий 
в дальнейшем будет принят в качестве основного) – необходимо за-
писать отношение правдоподобия:
  (3.4.7)
где P[U/.] – условная плотность вероятности наблюдения вектора U 
при наличии поверхности k-го класса и шума или только шума. Счи-
тая вектор U гауссовским с нулевым математическим ожиданием, 
что соответствует предыдущим рассуждениям, запишем отношение 
правдоподобия:
  (3.4.8)
где   
  (3.4.9)
– матрица мощностей сигналов от каждого из n элементарных участ-
ков, входящих в анализируемую поверхность k-го класса.
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Учитывая специальный вид матрицы (3.4.9) и используя равен-
ство Вудбери, запишем логарифм отношения правдоподобия в сле-
дующем виде:
  (3.4.10)
Здесь 
  (3.4.11)
– диагональная матрица отношений мощностей сигналов от каж-
дого i-го элементарного участка к мощности шума в одном импульсе.
Вводя новый вектор
   (3.4.12)
компоненты которого представляют собой отсчеты комплексных 
амплитуд РЛИ, для достаточной статистики (логарифма отношения 
правдоподобия) получаем выражение:
   (3.4.13)
Считая размер элементарного участка поверхности равным разме-
ру элемента разрешения по азимуту и пренебрегая влиянием соседних 
участков (β*Tβ  N
И
E), получаем выражение достаточной статистики:
  (3.4.14)
где q
ik
 (i = 1, ..., N; k = 1, ..., M) – отношение сигнал/шум в i-м эле-
менте разрешения после когерентного накопления N отсчетов; М – 
число классов.
При известных априори «радиолокационных портретах» (векто-
рах q
ik
,) для каждого из классифицируемых типов поверхностей оп-
тимальный алгоритм классификации состоит в том, чтобы вычислить 
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достаточную статистику для каждого возможного m и выбрать макси-
мальное значение.
  (3.4.15)
К сожалению, подробные «радиолокационные портреты» (РП), 
как правило, неизвестны практически ни для одной ПРЦ, что приво-
дит к необходимости их оценки на этапе предварительного обучения. 
Соответственно алгоритм классификации имеет вид:
  (3.4.16)
где знак «уголок над символом» обозначает оценку соответствующего 
параметра на этапе предварительного обучения.
Следует обратить особое внимание на тот факт, что достоверная 
оценка РП представляет собой очень сложную в организационном 
и вычислительном плане задачу, в первую очередь, из-за чрезвычай-
но большого объема факторов, влияющих на вид радиолокационного 
портрета. К таким факторам можно отнести зависимость РП от ус-
ловий наблюдения (дальность, ракурс, длина волны, поляризация), 
погодных и климатических условий, времени суток и времени года, 
индивидуальных особенностей, конфигурации и электродинамиче-
ских свойств наблюдаемых объектов. В то же время, очевидно, что 
в любом случае основой для решения задачи классификации являет-
ся вектор достаточных статистик
  (3.4.17)
Этот вектор является основой для принятия решения в решаю-
щем пространстве, так как константы  не зависят от наблюдаемых 
данных. Использование этого вектора представляет основу для клас-
сификации ПРЦ. Его следует применять на практике во все более 
возрастающей степени по мере создания банка радиолокационных 
портретов, полученных в разных условиях наблюдения.
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Поскольку на этапе эскизного проектирования говорить о нали-
чии представительного банка РП безусловно преждевременно, для 
синтеза алгоритма классификации приходится использовать те ис-
ходные данные о различии объектов, которые не вызывают сомне-
ний и имеют ясное физическое обоснование. Такими робастными 
признаками, как показано выше, являются размеры и общая ЭПР 
ПРЦ, в то время как индивидуальные (присущие конкретному кора-
блю) признаки, содержащиеся в РП ПРЦ, на этом этапе априори не 
известны. В тех случаях, когда какие-либо надежные сведения о рас-
пределении ЭПР по поверхности цели отсутствуют, целесообразно 
считать такое распределение равномерным с тем, чтобы ориентиро-
ваться на худшую ситуацию, ибо наличие индивидуальных особенно-
стей, отличающих один класс от другого, не может, по крайней мере, 
потенциально ухудшить эффективность распознавания.
В этом случае при формировании весовых коэффициентов β
mi
 не 
используется информация о «тонкой» структуре РП, но учитывают-
ся априорные сведения об отличии классов объектов по размерам 
и ориентации областей, занимаемых «портретами» ПРЦ на РЛИ. На-
званные области, в свою очередь, существенно зависят от условий 
наблюдения, в частности, оценок наклонной дальности и ракурса.
В этом случае компоненты вектора a вычисляются путем сумми-
рования отсчетов РЛИ в пределах области, зависящей, как от номера 
конкурирующей гипотезы. так и от ракурса наблюдения ПРЦ:
  (3.4.18)
Более подробно алгоритм выглядит следующим образом.
По наблюдаемому РЛИ, предъявленному к классификации, пре-
жде всего, производятся две операции:
– оценка области, занятой элементами цели на изображении, 
например, путем сравнения отсчетов с порогом, установленным по 
уровню шума;
– оценка ракурс , использующая только те отсчеты РЛИ, которые 
отнесены к ПРЦ по результатам предыдущей пороговой обработки.
Поскольку размерность вектора равна числу конкурирующих 
гипотез, при обучении необходимо моделировать Т выборочных 
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векторов l
t
  при задании объектов каждого из M классов, рас-
положенных под ракурсом, величина которого оценивается по на-
блюдаемому РЛИ 
  (3.4.19)
где  – i-й отсчет t-й обучающей выборки при условии, что объект 
относится к классу k
0
. Следует обратить внимание на отличие индек-
сов k и k
0
. Первый из них – координата вектора, а второй – номер 
объекта, для которой производится моделирование выборочных от-
счетов РЛИ  на этом этапе обучения.
В результате обучения формируются оценки векторов выбороч-
ных средних:
  (3.4.20)
и выборочных дисперсий:
  (3.4.21)
Принятие решения производится по минимуму расстояния:
  (3.4.22)
Анализ алгоритмов распознавания ПРЦ, различающихся удель-
ной ЭПР или размерами, приведен методом статистического моде-
лирования в главе 3.
Принятая методология опирается на понятие достаточной ста-
тистики, поскольку вектор достаточных статистик является опти-
мальным набором признаков, позволяющим решить задачу класси-
фикации наилучшим образом в рамках критерия минимума среднего 
риска. В то же время формирование названного вектора наталкива-
ется на практически непреодолимые трудности из-за очень большой 
априорной неопределённости. В связи с этим целесообразно искать 
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признаки классификации, начиная с вектора достаточных статистик 
путём его последовательного упрощения путём отказа от тех деталей 
и тонких особенностей, которые недоступны классификатору в усло-
виях реальной работы. 
Отражающие свойства цели моделируются комплексной функци-
ей отражения, имеющей две составляющих. Одна из них описывает 
диффузионное отражение радиосигналов от поверхности ПРЦ и яв-
ляется непрерывной функцией координат поверхности цели, а вто-
рая составляющая вызвана наличием в конструкции цели центров 
интенсивного отражения электромагнитных воле, которая хорошо 
аппроксимируется совокупностью «блестящих» точек. Диффузион-
ная составляющая предполагается гауссовской с нулевым математи-
ческим ожиданием. Значения функций отражения от «блестящих» 
точек также считаются гауссовскими и независимыми между собой.
Основные результаты раздела заключаются в следующем.
Для заданной модели отражающих свойств ПРЦ на основе байе-
совского подхода решена задача многоальтернативной проверки ги-
потез применительно к наблюдению пространственно-распределён-
ных целей системой космических РЛС. При этом предполагалось, 
что приём осуществляется на фоне аддитивного гауссовского шума 
и закон движения наблюдаемой цели известен. Получено выраже-
ние для элементов вектора достаточных статистик, представляющих 
собой логарифмы отношений правдоподобия для всех возможных 
классов целей. Предложена структурная схема устройства, обеспечи-
вающего формирование достаточных статистик.
Показано, что формирование вектора признаков должно осу-
ществляться в два этапа:
1. По данным каждой РЛС, входящей в систему, методом искус-
ственного синтезирования апертуры формируется радиолокационное 
изображение наблюдаемой цели.
2. Вектор полученных РЛИ обрабатывается таким образом, что-
бы сформировать вектор достаточных статистик. Формирование до-
статочной статистики осуществляется с помощью двухканального 
устройства. В одном канале формируется логарифм отношения прав-
доподобия для диффузионной составляющей сигнала, отражённого 
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k-й целью, на фоне шума. Второй канал вычисляет логарифм отно-
шения правдоподобия для сигнала, отражённого «блестящими» точ-
ками k-й цели, на фоне шума и диффузной отражающей сигнала.
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4. АНАЛИЗ ЭФФЕКТИВНОСТИ КЛАССИФИКАЦИИ 
ПРОСТРАНСТВЕННО-РАСПРЕДЕЛЁННЫХ ЦЕЛЕЙ 
ПО ДАННЫМ РЛС БО
В данной главе предлагаются методы определения эффективности 
алгоритмов классификации ПРЦ, основанные на определении вероятно-
стей правильного и ошибочного распознавания классов ПРЦ с помощью 
аналитических выражений и/или статистического моделирования, кото-
рые имеют, как самостоятельное значение при проектировании системы 
распознавания, так и позволяют аргументировать выбор наиболее важ-
ных тактических и технических параметров РСА, например, энергетиче-
ского потенциала и разрешающей способности, с позиций обеспечения 
требуемого качества устройства в целом. Проблема анализа эффектив-
ности классификации включает решение трех основных задач, а именно:
1. Разработка методики расчета потенциальной точности классифи-
кации – получение расчетных выражений для определения вероятностей 
ошибочных и правильных решений при использовании вектора наблю-
даемых данных. Такая методика позволяет оценить предельные характе-
ристики качества, на которые можно рассчитывать, исходя из различий 
в отраженных сигналах от ПРЦ различных классов (разделы 4.1 и 4.2).
2. Разработка методики расчета вероятностей ошибочных и пра-
вильных решений по радиолокационным изображениям ПРЦ, полу-
ченным в результате первичной обработки в РСА – на выходе детек-
тора (разделы 4.3 и 4.4).
3. Статистическое моделирование процедуры классификации 
при использовании квазиоптимальных и эмпирических признаков 
(разделы 4.5 и 4.6).
4.1. Методика использования граничных соотношений 
Чернова и Кайлата для оценки эффективности 
классификации ПРЦ по вектору наблюдаемых данных
Потенциальные возможности решения задачи многоальтернатив-
ной проверки гипотез (а именно в таком виде формализуется задача 
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распознавания ПРЦ) в подавляющем большинстве практических 
случаев характеризуются вероятностями вынесения правильных (Р
пр
) 
и ошибочных (Р
ош
) решений. Точный аналитический расчет этих ве-
роятностей может быть выполнен лишь в простейших частных слу-
чаях. В большинстве реальных радиолокационных ситуаций практи-
чески единственным методом оценки эффективности распознавания 
является метод статистического моделирования (математического, 
натурного и т.п.). Однако, на этапе эскизного проектирования, пред-
варительной оценки, прогноза эффективности, когда необходимо 
оценить принципиальную возможность функционирования про-
ектируемых алгоритмов и произвести выбор основных параметров 
РЛС, использование даже гибкого математического моделирования 
приводит к недопустимым затратам машинного времени в связи 
с чрезвычайно большим количеством анализируемых (перебирае-
мых) параметров. В этих условиях для получения количественных 
оценок вероятностных характеристик работы системы наиболее це-
лесообразным следует признать использование граничных соотно-
шений Чернова и Кайлата [1, 2, 7], которые были введены для случая 
проверки двух гипотез и в данной работе распространены на произ-
вольное их количество.
При проверке (М + 1) гипотез вероятность вынесения ошибочно-
го решения равна:
  (4.1.1)
где р
i
 – априорная вероятность i-й гипотезы; p(j/i) – вероятность вы-
несения решения в пользу j-й гипотезы в том случае, когда истинной 
является 1-я гипотеза.
Это выражение можно представить в виде:
  (4.1.2)
В дальнейшем предполагаем, что решение в пользу того или ино-
го класса принимается с использованием критерия минимума пол-
ной вероятности ошибки.
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Используя методику [1], можно найти верхнюю границу ошибки 
(3.1.2) при проверке многих гипотез:
  (4.1.3)
В последнем выражении  и  – границы Чернова для веро-
ятностей ложной тревоги и пропуска цели при проверке пары гипо-
тез i и j независимо от остальных гипотез.
Необходимо отметить, что оценка ошибки, даваемая неравен-
ством (4.1.3), может быть существенно завышена, причем точность 
оценки в общем случае уменьшается по мере увеличения числа кон-
курирующих гипотез.
В этих условиях представляется безусловно целесообразным на-
хождение и нижней границы вероятности ошибки правильной клас-
сификации (4.1.1). Для бинарного обнаружения такая граница введе-
на Кайлатом [3]. В данной работе произведено обобщение названной 
границы на случай произвольного числа гипотез.
Для отыскания нижней границы вероятности ошибки воспользу-
емся выражением (4.1.1). Сумма по j в его правой части представляет 
собой вероятность вынесения ошибочного решения при наблюдении 
цели i-го класса. Такая ошибка возникает, если хотя бы для одной из 
альтернативных гипотез выполняется неравенство:
 l
ij
 > l
ii
   (i  j),  (4.1.4)
в котором
   (4.1.5)
– логарифм отношения правдоподобия при проверке пары гипотез 
с номерами j и i; W
j
(U) и W
i
(U) – плотности распределения вероят-
ностей значений вектора наблюдаемых данных U по гипотезам j и i. 
Пусть событие А
j
 соответствует выполнению условия (4.1.4). Тогда ве-
роятность ошибки при наблюдении i-го класса целей представляется 
как вероятность суммы событий:
  (4.1.6)
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Используя формулу для определения вероятности суммы зависи-
мых событий [4], можно убедиться в справедливости неравенства:
  (4.1.7)
В этом выражении р[A
j
] представляет собой вероятность вынесе-
ния решения в пользу j-гo класса целей при условии, что истинной 
является цель i-го класса при проверке только этой пары альтерна-
тив. Обозначая эту вероятность P
2
(j/i) и используя (4.1.7), для вероят-
ности ошибки (4.1.1) запишем неравенство:
  (4.1.8)
где на значение j наложено единственное ограничение:
 j  i. (4.1.9)
Неравенство (4.1.8) позволяет оценить нижнюю границу вероят-
ности ошибки в случае проверки более двух гипотез. Поскольку нас, 
в первую очередь, интересует случай распознавания трех классов, со-
средоточим внимание именно на этой задаче (обобщение на произ-
вольное число классов производится аналогично).
Используя (4.1.8) и (4.1.9), запишем два очевидных неравенства:
P
ОШ
  P
1
P(2/1) + P
2
P
2
(3/2) + P
3
P
2
(1/3),
 P
ОШ
  P
1
P(3/1) + P
2
P
2
(1/2) + P
3
P
2
(2/3). (4.1.10)
Суммируя правые и левые части этих неравенств, получим:
  (4.1.11)
Выражение, стоящее в квадратных скобках (3.1.11), представляет со-
бой вероятность ошибки при решении задачи проверки двух гипотез – 
i-й и j-й. Для оценки этой ошибки воспользуемся методикой, предло-
женной в [1]. При этом необходимо помнить, что в нашей постановке 
гипотезы с номерами i и j не образуют полной группы событий, то есть
 P
i
 + P
j
  1.  (4.1.12)
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Используя критерий минимума ошибки, искомую вероятность 
графически можно представить в виде суммы заштрихованных на 
рис. 3.1 площадей С и D (на этом рисунке изображены апостериор-
ные плотности вероятностей для двух рассматриваемых гипотез). 
В соответствии с рисунком можно записать два равенства:
   (4.1.13)
Суммируя их, получим:
 А + В + 2(С + D)=P
i
 + Р
j
. (4.1.14)
Нетрудно заметить, что:
  (4.1.15)
Рис. 4.1. К вопросу о нижней границе вероятности ошибки
Следовательно, искомая вероятность ошибки равна:
  (4.1.16)
Для оценки интеграла (3.1.15) применим неравенство Шварца [4]:
 (4.1.17)
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После преобразования правой части (3.1.17) получим:
   (4.1.18)
Следовательно
 P
i
P
2
(j/i) + P
j
P
2
(i/j) = C + D  Kl
ij
, (4.1.19)
где
 (4.1.20)
Это выражение можно представить в виде:
  (4.1.21)
где  (4.1.22)
Выражение (4.1.21) представляет собой обобщение границ Кай-
лата для двух гипотез i и j, не образующих полной группы событий.
Окончательно (4.1.11) запишем в виде
  (4.1.23)
По аналогии с (4.1.10) и (4.1.11) можно найти нижнюю грани-
цу вероятности ошибки для любого числа конкурирующих гипотез. 
В общем случае проверки М + 1 гипотез имеем:
  (4.1.24)
Приведенные выше выкладки получены для случая, когда на-
блюдаемые данные представляют собой скалярную величину. Одна-
ко, все результаты справедливы, если наблюдаемые данные имеют 
векторный характер. Изменения при этом затрагивают только вы-
ражение (4.1.22) для логарифма производящей функции моментов, 
которое принимает следующий вид:
  (4.1.25)
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Для расчета границ Чернова  и  воспользуемся методикой, 
описанной в [5] и основанной на разложении в ряд Эджворта плот-
ности вероятности, которая предполагается близкой к гауссовской. 
Ограничиваясь двумя первыми членами разложения, имеем:
  (4.1.26)
  (4.1.27)
где   (4.1.28)
  (4.1.29)
   (4.1.30)
 (4.1.31)
  (4.1.32)
  (4.1.33)
Значение аргумента s в (4.1.29)–(4.1.32) находится путем решения 
уравнения
  (4.1.34)
Как следует из выражений (4.1.21), (4.1.29)–(4.1.32), для опреде-
ления верхней и нижней границ вероятности вынесения ошибочного 
решения (4.1.1) требуется знать функцию μ
ij
(s) и ее три первые произ-
водные для всех возможных пар распознаваемых классов целей.
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Для расчета необходимых выражений воспользуемся (4.1.25), 
предполагая, что вектор наблюдаемых данных U представляет собой 
совокупность комплексных гауссовских отсчетов с нулевыми средни-
ми значениями. При этом для μ
ij
(s) может быть получено следующее 
выражение:
       (4.1.35)
где R
i
 и R
j
 – корреляционные матрицы вектора Y по гипотезам i и j 
соответственно. Для вычисления значений правой части выражения 
(4.1.35) обычно используют теорему Кейли-Гамильтона [6]. Однако, 
ее непосредственное применение к (4.1.35) требует нахождения соб-
ственных значений трех различных матриц для каждой пары гипотез. 
Процедура поиска собственных значений является достаточно трудо-
емкой. Для ее упрощения целесообразно разложить эрмитову матри-
цу R
j
 на множители по Холецкому:
  (4.1.36)
где L
j
 – нижняя (левая) треугольная матрица, а символ * обозначает 
эрмитово сопряжение.
При этом выражение (3.1.35) может быть представлено в виде:
  (4.1.37)
где  – k-е собственное значение матрицы:
  (4.1.38) 
Искомые производные функции μ
ij
(s) имеют вид:
  (4.1.39)
  (4.1.40)
  (4.1.41)
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Из приведенных соотношений следует, что в рассматриваемой 
постановке граничные значения вероятности ошибки при многоаль-
тернативной проверке гипотез полностью определяются корреляци-
онными матрицами отсчетов вектора наблюдаемых данных по каж-
дому из возможных классов.
Определим вид этих матриц, считая, что входящие в систему РЛС 
независимы между собой. Последнее предположение позволяет огра-
ничиться рассмотрением корреляционной матрицы отсчетов РЛИ, 
получаемого в отдельной р-й РЛС системы при наблюдении k-й цели.
Таким образом, РЛИ цели можно представить в виде суммы трех 
составляющих: шумовой
 (4.1.42)
диффузионной
  (4.1.43)
и составляющей, вызванной наличием «блестящих точек» в составе 
модели ПРЦ k-го класса:
   (4.1.44)
Эти составляющие независимы между собой, и, следователь-
но, элементы искомой корреляционной матрицы представимы 
в виде суммы:
  (4.1.45)
где  (4.1.46)
   (4.1.47)
  (4.1.48)
Дискретные значения  и  задают координаты отсчетов РЛИ на 
плоскости изображения.
Вводя нормированные функции неопределенности  и  
и пренебрегая константами, не влияющими на вычисление функции 
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μ
ij
(s) и ее производных, выражение (4.1.45) можно представить в сле-
дующем виде:
     (4.1.49)
где  (4.1.50)
представляет собой эквивалентное отношение энергии сигнала к спек-
тральной плотности шума в импульсе для случая наблюдения точечно-
го отражателя с ЭПР, равной суммарной ЭПР цели , при распо-
ложении его в точке, соответствующей центру цели. Выражение
  (4.1.51)
следует рассматривать как суммарное отношение сигнал/шум по 
пачке из (2N
И
 + 1) импульсов.
4.2. Анализ потенциальных характеристик классификации ПРЦ 
по вектору наблюдаемых данных
Анализ потенциальных характеристик классификации выпол-
нен на конкретном и наиболее важном в практических приложениях 
примере распознавания трех классов ПРЦ, которые отличаются друг 
от друга размерами и суммарной ЭПР. Предположение об отсутствии 
«блестящих точек» оправдано стремлением получить достаточно об-
щие характеристики, не связанные с индивидуальными особенно-
стями радиолокационных портретов целей, тем более, что учет таких 
особенностей может привести к неоправданно завышенным оценкам 
качества классификатора. Далее считаем, что суммарная ЭПР каж-
дой цели равномерно распределена по поверхности цели, которая 
представляет собой прямоугольник. В качестве эталонов для каждого 
класса используются их «средние» представители: цель N1 («боль-
шая цель») размером 360×30 м, цель N2 («средняя цель») – 240×20 м 
и цель N3 («малая цель») – 120×10 м. Ракурс наблюдения для всех 
ПРЦ считается одинаковым и равным 90°. Будем считать, мощности 
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сигналов, отраженных от целей разных классов при наблюдении под 
одинаковыми ракурсами, отличаются ориентировочно на 3 дБ. Пред-
положим, что разрешающая способность РСА по азимуту и дально-
сти одинакова, т.е.
 Dx = Dy. (4.2.1)
При этом условии обеспечивается равенство масштабов форми-
руемого РЛИ.
На рис. 4.2 приведены зависимости верхней
  (4.2.2)
и нижней
  (4.2.3)
границ вероятности правильного распознавания от суммарного 
отношения сигнал/шум для цели N2 (q
2ε) при различных значени-
ях разрешения. Отношения сигнал/шум для двух других целей от-
личаются на 3 дБ:
 q
1ε = q2ε + 3 дБ;     q3ε = q2ε – 3 дБ. (4.2.4)
Из анализа графиков следует, что для надежного распознавания 
целей с вероятностью не хуже 0,9 необходимо обеспечить отношение 
сигнал/шум q
2ε не менее 15 дБ. Кроме того, эффективность класси-
фикации существенно зависит от разрешающей способности РСА. 
Анализ влияния разрешения на качество распознавания (рис. 4.3), 
выполненный при фиксированной общей энергии пачки импульсов, 
позволяет сделать следующие выводы:
– рассматриваемые кривые имеют максимум, который по мере 
увеличения отношения сигнал/шум смещается в область более вы-
сокого разрешения;
– минимальное значение q
2ε, при котором обеспечивается ве-
роятность правильного распознавание не менее 0,9, составляет 
14 дБ. В этом случае необходимо выбирать разрешение в диапазо-
не 15–35 метров;
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– следует заметить, что по мере увеличения отношения сигнал/
шум требования к разрешающей способности достаточно быстро 
снижаются. Так, уже при q
2ε = 16 дБ диапазон возможных значений 
требуемого разрешения занимает интервал от 6 до 93 м.
Рис. 4.2. Верхние (В) и нижние (Н) границы вероятностей правильной 
классификации в зависимости от суммарного отношения сигнал/шум 
(для цели 2-го класса; цели 1-го и 3-го классов отличаются на ±3 дБ)
В случае фиксированного отношения сигнал/шум в каждом им-
пульсе (без ограничений общей энергетики пачки) вероятность пра-
вильной классификации так же существенно зависит от разрешаю-
щей способности (рис. 4.4). Однако, названная зависимость является 
монотонной – по мере улучшения разрешения вероятность пра-
вильного распознавания возрастает. Отсутствие экстремума связано 
с тем, что в этом случае улучшение разрешения связано с увеличени-
ем числа когерентно суммируемых импульсов и, следовательно, со-
провождается увеличением интегрального отношения сигнал/шум. 
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Практически неограниченное повышение разрешающей способ-
ности невозможно вследствие многих причин, приводящих к фазо-
вым флуктуациям отраженного сигнала, среди которых, в частности, 
и собственное движение ПРЦ.
Рис. 4.3. Верхние (В) и нижние (Н) границы вероятностей правильной 
классификации в зависимости от разрешающей способности 
(при фиксированном суммарном отношении сигнал/шум)
Влияние различий в ЭПР и размерах ПРЦ на эффективность 
их классификации иллюстрируется на рис. 4.5–4.9. Зависимо-
сти вероятности Р
ПР
 от разрешения при распознавании ПРЦ трех 
классов, не отличающихся размерами (240×20 м), но отличаю-
щихся по ЭПР на 3 дБ, приведены на рис. 4.5. Сравнение этих 
графиков с рис. 4.2 показывает, что при распознавании целей со-
впадающих размеров существенно повышаются требования к раз-
решению и отношению сигнал/шум.
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Рис. 4.4. Верхние (В) и нижние (Н) границы вероятностей правильной 
классификации в зависимости от разрешающей способности 
(при фиксированном отношении сигнал/шум в импульсе)
Рис. 4.5. Верхние (В) и нижние (Н) границы вероятностей правильной 
классификации в зависимости от разрешающей способности
(при фиксированном суммарном отношении сигнал/шум)
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Суммарные ЭПР выбраны одинаковыми q
lε = q2ε = q3ε = qε. Из 
анализа приведенных рисунков следует, что при разрешении 30 м 
и qε = 15 дБ цели классифицируются с вероятностью не ниже 0,9 при 
отличии линейных размеров на 45 % и более. Повышение qε до 20 дБ 
позволяет уменьшить различие в размерах до 25 %. По мере улучше-
ния разрешения вероятность правильного распознавания возрастает. 
Отсутствие экстремума связано с тем, что в этом случае улучшение 
разрешения связано с увеличением числа когерентно суммируемых 
импульсов и, следовательно, сопровождается увеличением инте-
грального отношения сигнал/шум. Практически неограниченное по-
вышение разрешающей способности невозможно вследствие многих 
причин, приводящих к фазовым флуктуациям отраженного сигнала, 
среди которых, в частности, и собственное движение ПРЦ.
Рис. 4.6. Верхние (В) и нижние (Н) границы вероятностей правильной 
классификации в зависимости от различий в размерах целей 
(при фиксированном значении суммарного отношения сигнал/шум)
На рис. 4.6 и 4.7 приведены зависимости вероятности правиль-
ного распознавания от разницы в линейных размерах ПРЦ, выра-
женной в долях по отношению к размеру цели 2-го класса (Δ) при 
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разрешении 30 и 10 м. Размеры (L – длина, S – ширина) целей опре-
деляются равенствами:
   (4.2.5)
Рис. 4.7. Верхние (В) и нижние (Н) границы вероятностей правильной 
классификации в зависимости от различий в размерах целей
(при фиксированном значении суммарного отношения сигнал/шум)
Рассмотрим влияние различия в ЭПР между целями на эффек-
тивность классификации. Полагаем, что суммарные отношения сиг-
нал/шум для целей 1-го и 3-го классов составляют:
 q
1ε = q2ε + Δq;    q3ε = q2ε – Δq,  (4.2.6)
где Δq – разница между ЭПР целей разных классов. На рис. 4.8 при-
ведены графики зависимости P
ПР
(Δq) при классификации целей, не 
отличающихся размерами(240×20 м), при разных значениях q
2
. На 
рис. 4.9 показаны аналогичные графики при классификации целей, 
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отличающихся и размерами (360×30, 240×20, 120×10). Анализ полу-
ченных результатов позволяет сделать следующие выводы:
– для распознавания целей с вероятностью Р
ПР
 > 0,9 при 
q
2ε = 20 дБ цели должны отличаться по ЭПР на 5 дВ;
– увеличение q
2ε до 30 дБ сопровождается несущественным повы-
шением качества (требуемое отличие в ЭПР снижается на 0,5–1,5 дБ);
– при фиксированном отношении сигнал/шум и распознавании 
целей стандартных размеров зависимости P
ПР
(Δq) имеют минимум 
в области малых значений разницы в ЭПР целей;
– при q
2ε = 18 дБ и более этот провал располагается в области от-
рицательных значений Δq и имеет незначительную глубину (около 
3 %); по мере уменьшения суммарного отношения сигнал/шум этот 
провал смещается в область положительных значений Δq и глубина 
его возрастает до десятков процентов.
Рис. 4.8. Верхние (В) и нижние (Н) границы вероятностей правильной 
классификации в зависимости от различий в суммарной ЭПР целей 
(при фиксированных значениях суммарного отношения сигнал/шум; 
цели не отличаются размерами)
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Рис. 4.9. Верхние (В) и нижние (Н) границы вероятностей правильной 
классификации  в зависимости от различий в суммарной ЭПР целей 
(при фиксированных значениях суммарного отношения сигнал/шум;
цели отличаются размерами)
4.3. Методика расчета эффективности классификации ПРЦ 
по радиолокационному портрету
4.3.1. Проблема анализа эффективности алгоритмов 
классификации
Сложившаяся практика решения задачи классификации ПРЦ 
предполагает, что процедура синтезирования искусственной аперту-
ры антенны выполнена в результате первичной обработки радиоло-
кационного сигнала, а распознающему автомату предъявляются дан-
ные в виде отдельных отсчетов с выхода устройства детектирования, 
иначе говоря, в виде отсчетов радиолокационного изображения или 
выборочного радиолокационного портрета ПРЦ.
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В качестве основного метода классификации, разумно сочетаю-
щего близость к оптимальному с относительно простой технической 
реализацией, может быть использован следующий алгоритм при-
нятия решения о классе ПРЦ, предложенный в главе 2. В качестве 
решения принимается гипотеза о классе с номером , для которого 
выполняется соотношение:
  (4.3.1)
где  – i-й отсчет РЛИ наблюдаемого ПРЦ;  – i-й от-
счет ожидаемого значения ЭПР (радиолокационного портрета) цели 
k-го класса.
В результате сравнения статистик l(k) указывается номер  клас-
са ПРЦ, принимаемого за истинный. Выбранный алгоритм базиру-
ется на предположении о статистической независимости отдельных 
отсчетов РЛИ η
i
 и их принадлежности к экспоненциальным распре-
делениям (если распределение входной реализации гауссовское с ну-
левым математическим ожиданием) с параметрами , зависящими 
от номера класса ПРЦ. Суммирование в (4.3.1) производится по об-
ласти 
k
, которая, в свою очередь, так же определяется предполагае-
мым классом цели. 
Анализ точности классификации заключается в расчете веро-
ятностей ошибочных и истинных решений о классах наблюдаемых 
ПРЦ. Вероятность принятия решения о справедливости k-й гипоте-
зы при условии, что истинна 1-я, определяется выражением:
  (4.3.2)
где G – пространство решений;  – правило решения;  – век-
тор принимаемых данных;  – плотность распределения прини-
маемых данных при условии, что истинна гипотеза «1».
Производя замену переменных и выбирая в качестве новой пере-
менной функцию
 y
k
 = l(k),  (4.3.3)
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приходим к записи выражения для вероятности ошибки в виде 
многомерного интеграла от совместного распределения статистик 
у
1
...у
N
 по той области пространства решений, которая соответствует 
k-й гипотезе:
  (4.3.4)
где  – совместная плотность распределения случайных вели-
чин у
1
...у
M
 при условии, что принимается 1-я гипотеза; М – общее 
число принимаемых гипотез; G
k
 – область пространства решений, 
соответствующая принятию k-й гипотезы.
В рассматриваемом случае пределы интегрирования в выражении 
для вероятности принятия решения о наличии цели k-го класса при 
наблюдении цели 1-го класса могут быть конкретизированы:
  (4.3.5)
Плотность распределения  выражается через значения от-
счетов РЛИ с помощью формулы:
  (4.3.6)
С учетом независимости компонент вектора наблюдений  плот-
ность вероятности  имеет вид:
  (4.3.7)
где N – размерность вектора наблюдений . 
Определим σ – функцию, входящую в (4.3.5), следующим образом:
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Подставляя (4.3.2) в (4.3.7) и (4.3.6) в (4.3.5), получим:
  (4.3.8)
После замены переменных:
  (4.3.9)
определим характеристическую функцию, соответствующую плотно-
сти распределения 
  (4.3.10)
Для определения плотности вероятности  найдем обрат-
ное преобразование Фурье от последнего выражения (4.3.10):
  (4.3.11)
Вычисление полученного интеграла приводит к чрезвычайно 
громоздким результатам. И тем не менее эти вычисления следовало 
бы привести при том условии, что полученные выражения носили бы 
конструктивный характер, а именно позволяли бы рассчитать веро-
ятности ошибочных решений.
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Поэтому рассмотрим вначале частный случай, при котором вычис-
ление (4.3.11) тривиально и убедимся в степени продуктивности полу-
ченного решения для анализа эффективности распознавания в целом.
Допустим, что размерность вектора наблюдений, равная N, совпа-
дает с числом конкурирующих гипотез М. На практике обычно вы-
полняется неравенство N > М. Тем не менее, такое предположение не 
лишено целесообразности. Оно приводит к расширению числа классов 
ПРЦ – появлению подклассов в пределах каждого класса, что делает 
задачу анализа эффективности классификации более детальной. После 
расчета вероятностей ошибок, если, разумеется, такой расчет удастся 
осуществить аналитическими методами, результаты можно «загрубить», 
объединяя вероятности ошибочных решений внутри подкласса.
После замены переменных:
  (4.3.12)
или в матричной записи:
где  (4.3.13)
и предположения о том, что матрица Q – неособенная, перепишем 
формулу (3.3.11):
  (4.3.14)
В последнем выражении приняты следующие обозначения:
  (4.3.15)
где, в свою очередь, c
il
 – элемент матрицы:
  (4.3.16)
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Интегралы, стоящие в (4.3.14), легко вычисляются, и выражение 
для плотности вероятности принимает вид:
 (4.3.17)
Подставив (4.3.17) в выражение (4.3.5), получим формулу для 
расчета вероятностей ошибок:
  (4.3.18)
при условии  для каждого 
Вычисление последнего интеграла аналитическими методами 
представляет собой непреодолимую задачу.. Общий случай (М  N) 
еще более сложен. В связи с этим особое внимание должно быть 
уделено приближенным методам вычисления вероятностей ошибок, 
к рассмотрению которых мы переходим в следующих параграфах. 
Безусловно, особый интерес для анализа алгоритма классифика-
ции представляет метод статистического моделирования, который 
и с формальной точки зрения является одним из наиболее мощных 
методов вычисления многомерных интегралов. Этот метод будет ис-
пользован при анализе информативности геометрических и «момен-
товых» признаков.
4.3.2. Вывод расчетных выражений 
для оценки вероятностей правильных и ошибочных 
решений при классификации ПРЦ по РЛИ
Рассмотрим приближенный метод [7] определения вероятностей 
правильных и ошибочных выборов гипотез о классах ПРЦ. Алгоритм 
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проверки гипотез принимает решение об истинности класса ПРЦ, 
если соответствующее ему значение статистики: 
  (4.3.19)
основанной на модели плотности вероятности наблюдаемого вектора 
(3.3.7), принимает максимальное значение.
Для выходной статистики, построенной в предположении, что ПРЦ 
соответствует k-му классу при условии, что на самом деле вектор наблю-
даемых данных  соответствует 1-му классу, введем обозначение l (I)(k).
Ошибка классификации имеет место в том случае, когда при на-
блюдении РЛИ ПРЦ 1-го класса выносится решение в пользу ПРЦ 
k-го класса. Такая ситуация наступает, если выходной эффект, соот-
ветствующий k-й гипотезе l (I)(k), оказывается больше, чем выходной 
эффект, соответствующий истинной гипотезе l:
 l (I)(k) > l (I)(l).  (4.3.20)
Вероятность этого события определяется выражением:
  (4.3.21) 
В общем случае формула для вероятности правильного решения 
может быть записана следующим образом:
   (4.3.22)
Поскольку выходной эффект l (I)(k) может превышать статистику 
l (I)(l) при нескольких значениях k (события совместны), точный рас-
чет вероятностей в правой части (3.3.22) довольно сложен (формаль-
но эта процедура не отличается от описанной в предыдущем парагра-
фе). Однако, используя только вероятности (3.3.21), удается записать 
выражение для нижней границы вероятности правильного решения:
  (4.3.23)
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Следует иметь в виду, что с повышением точности классифика-
ции нижняя граница вероятности правильного решения (4.3.23) при-
ближается к истинному значению вероятности. Действительно, чем 
выше эффективность устройства классификации, тем меньше веро-
ятность события, заключающегося в том, что выходные эффекты, 
соответствующие двум и более ложным гипотезам, будут превышать 
статистику (3.3.19), соответствующую наблюдению истинной цели. 
Приведенное заключение имеет тем больше оснований, чем меньше 
число конкурирующих гипотез, что соответствует рассматриваемой 
ситуации классификации ПРЦ.
Введем обозначения:
  (4.3.24)
  (4.3.25)
причем  (в противном случае отсчеты конкурирующих РЛИ 
не отличаются и соответствующе значения ЭПР исключаются из рас-
смотрения),
   (4.3.26)
где   (4.3.27)
В (4.3.27) функция W(u/l) представляет собой плотность распреде-
ления вероятностей случайной величины u, определенной из (4.3.24), 
при условии, что случайные величины η
i
, как это следует из исходной 
постановки задачи, имеют плотность распределения вероятностей:
  (4.3.28)
Характеристическая функция, соответствующая распределению 
(3.3.28), имеет вид:
  (4.3.29)
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Обозначив
  (4.3.30)
найдем характеристическую функцию величины g
i
 η
i
:
  (4.3.31)
Характеристическая функция для u определяется как характери-
стическая функция суммы независимых случайных величин:
  (4.3.32)
Преобразовав (3.3.32) по Фурье, находим плотность вероятности:
  (4.3.33)
Обозначим
  (4.3.34)
и перепишем выражение(3.3.33):
  (4.3.35)
Для вычисления полученного интеграла (4.3.35) рассмотрим 
типовые практически важные ситуации и примем ряд предпо-
ложений. Будем считать, что каждое из распознаваемых РЛИ: l-е 
и k-е в общем случае содержат  (j = 1, M) отсчетов, вызванных 
наличием «блестящих» точек,  (j = 1, M) отсчетов, определяю-
щихся диффузионными отражениями от распределённой поверх-
ности ПРЦ и  (j = 1, M) отсчетов от подстилающей поверхно-
сти. Отсчеты от «блестящих» точек на каждом из РЛИ отличаются 
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по величине ЭПР как между собой, так и между отсчетами от 
«блестящих» точек, распределённой и подстилающей поверхности 
на «своем» и конкурирующем РЛИ. Иначе ведут себя отсчеты, со-
ответствующие распределённой поверхности: в пределах «своего» 
РЛИ они не отличаются по величине ЭПР и, следовательно, отли-
чаются от отсчетов распределённой поверхности другого РЛИ на 
постоянную величину. Относительно подстилающей поверхности 
могут быть высказаны аналогичные соображения. Из сказанного 
следует, что при наличии m
КП
 отсчетов распределённой поверхно-
сти на одинаковых позициях двух РЛИ такова же кратность по-
люсов подынтегрального выражения. Если число элементов двух 
РЛИ, имеющих одинаковые расположения и «занятых» МП, равно 
m
КМ
, то в подынтегральном выражении столько же одинаковых по-
люсов, разумеется, отличающихся по значению от «полюсов под-
стилающей поверхности».
При выполнении принятых предположений вычислим инте-
грал (4.3.35):
при u > 0
    (4.3.36)
где   
В выражении (4.3.36) суммирование производится лишь по тем 
индексам, для которых ζ
q
 > 0 (q  M
Б
, причем M
Б
 – множество тех по-
зиций l-го и k-го РЛИ, на которых расположены «блестящие точки», 
другими словами, множество некратных полюсов.
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При u < 0 интеграл (3.3.35) выглядит аналогично.
 (4.3.37)
В последнем выражении суммирование производится лишь по 
тем индексам, для которых ζ
i
 < 0.
После подстановки (4.3.36) и (4.3.37) в (4.3.27) найдем формулу 
для вычисления вероятности превышения ложным выходным эф-
фектом истинного.
а) при Q > 0:
 (4.3.38)
где r – номера тех индексов, для которых ζ
q
 > 0.
б) при Q < 0:
 (4.3.39)
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Вычисления по приведенным формулам неоправданно громозд-
ки и могут быть существенно упрощены в соответствии со следую-
щими предположениями:
а) размер фрагмента РЛИ выбирается таким образом, чтобы не пре-
вышать максимальных размеров РЛИ ПРЦ, что заведомо ограничивает 
возможное число отсчетов, приходящихся на подстилающую поверхность;
б отношение сигнал/фон в каждом элементе разрешения, содер-
жащем отсчеты, принадлежащие цели, для реальных РЛИ составляет 
не менее 10 дБ;
в) в «блестящих» точках РЛИ ПРЦ сосредоточено, по крайней 
мере, 80 % ее ЭПР.
Высказанные предположения позволяют отказаться от учета от-
счетов, соответствующих распределённой и подстилающей поверх-
ностям на конкурирующих РЛИ. Очевидно, что следствием такого 
условия будет некоторое увеличение вероятностей ошибок и сниже-
ние нижней границы вероятности правильной классификации, что, 
естественно, приведет к несколько заниженным оценкам качества 
распознавания. При этом в формулах (4.3.38) и (4.3.39) будут от-
сутствовать два последних слагаемых: именно в таком варианте они 
могут быть использованы для анализа эффективности классифика-
ции при задании ЭПР ПРЦ в виде совокупности «блестящих» точек, 
распределенных по поверхности цели. При этом расчетная форму-
ла для определения вероятности правильной классификации ПРЦ 
k-го класса выглядит следующим образом:
при Q > 0
при Q < 0
  (4.3.40)
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В выражении (3.3.40) приняты следующие обозначения:
     
Рассмотренный выше метод анализа предполагает наличие апри-
орной информации о числе, ЭПР и распределении «блестящих» точек 
по координатам поверхности ПРЦ. Количество такой информации 
существенно ограничено в связи с явно недостаточным объемом экс-
периментальных данных, натурного и полунатурного моделирования. 
Из сказанного следует, что как построение алгоритмов распознавания, 
так и соответствующий анализ следует производить исходя из суще-
ственно более простых моделей РЛИ, учитывающих лишь безусловно 
присутствующие объективные отличия между распознаваемыми клас-
сами, к которым относятся различия в размерах и ЭПР.
Поскольку в этом случае индивидуальные особенности радиолокаци-
онных портретов ПРЦ не учитываются, оценки вероятностей правильной 
и ложной классификации будут ниже истинных, что не приведет к из-
лишне оптимистическим выводам об эффективности классификации.
Предположим, что РЛИ ПРЦ k-го класса представляет собой со-
вокупность n
k
 экспоненциально распределенных независимых от-
счетов, принадлежащих цели, и, соответственно, m – n
k
 отсчетов, 
созданных только шумом, причем, «целевые» отсчеты имеют одина-
ковую между собой ЭПР, равную σ
k
/n
k
 (σ
k
 – интегральная ЭПР цели 
k-го класса, а параметр экспоненциального распределения «шумо-
вых» отсчетов равен σ
Ш
.
В этом случае оптимальный алгоритм классификации может быть 
синтезирован по критерию максимального правдоподобия, в соот-
ветствии с которым решения принимается в пользу той гипотезы, 
для которой отношение правдоподобия максимально:
  (4.3.41)
где  – плотность вероятности вектора наблюдаемых дан-
ных  при наличии цели k-го класса;  – плотность вероят-
ности вектора наблюдаемых данных  при наличии только шума.
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При экспоненциальном распределении вероятностей отсчетов РЛИ 
отношение правдоподобия может быть записано в следующем виде:
  (4.3.42)
где  
Вероятность принятия k-й гипотезы при истинной гипотезе с но-
мером 1 находится из условия:
  (4.3.43)
В рассматриваемой ситуации гипотезы могут быть упорядочены 
следующим образом: с возрастанием номера гипотезы как размеры 
ПРЦ, так и ее интегральная ЭПР уменьшаются, то есть при K > 1 
считаем, что n
k
 < n
I
 и наоборот. Введем обозначения:
при k > l(n
I
 > n
k
),
  (4.3.44)
при k < l (n
k
 > n
l
),
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Поскольку справедливой считается 1-я гипотеза, в случае «а» 
плотность вероятности случайной величины x
i
 равна
  (4.3.45)
в первой и второй суммах, а в случае «б» плотность вероятности 
в первой сумме определяется в соответствии с выражением (4.3.45), 
а во второй сумме:
W(x
i
) = exp(–x
i
).
После определения характеристической функции и плотности 
вероятности случайной величины у найдем расчетные выражения 
для вероятностей ошибочных и верных решений относительно при-
нятия k-й гипотезы при истинной гипотезе с номером 1.
При k > l;  Q > 0:
При k > l;  Q < 0:
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При k > l;  Q > 0:
При k > l;  Q < 0:
Результат – предыдущая формула при Q = 0.
При k < l;  Q > 0:
При k < l;  Q < 0:
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При k < l;  Q > 0:
При k < l;  Q < 0:
  (4.3.46)
При записи выражения (4.3.46) использованы следующие обо-
значения:
        
139
Раздел 4
Существенного упрощения вычислений можно достичь при усло-
вии, что количество слагаемых в первой и второй суммах выражения 
(4.3.44) достаточно велико, чтобы считать справедливым предполо-
жение о нормализации случайной величины у. В этом случае стати-
стика (4.3.44) гауссова и имеет следующие параметры.
При k > 1
При k < 1
Оценки вероятностей ошибочных и верных решений находится 
из очевидного соотношения:
Приведенная методика позволяет рассчитать оценки ве-
роятностей правильного решения о классификации ПРЦ при 
самых различных радиолокационных портретах – распределе-
ниях ЭПР по поверхности ПРЦ. В то же время расчеты могут 
оказаться неоправданно (для приближенной методики) слож-
ными, если в составе радиолокационных портретов ПРЦ при-
сутствует достаточно большое количество точек с одинаковыми 
(близкими) значениями ЭПР. В этом случае представляется це-
лесообразным использовать несколько иную методику расчета, 
описанную ниже.
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4.3.3. Оценка эффективности классификации 
при корнях большой кратности
Методологическая основа расчета информативности та же, что 
и в разделе 4.1. Мы по-прежнему считаем, что наиболее конструк-
тивной характеристикой эффективности является конечный эффект 
работы алгоритма классификации, а именно, вероятность, (или ее 
оценка) правильной классификации.
Как показано в предыдущем разделе, для оценки вероятности пра-
вильной классификации необходимо рассчитать вероятность  приня-
тия ошибочного решения в пользу k-й гипотезы при истинной первой.
Для расчета вероятности  воспользуемся предположением, 
о том, что компоненты (квадратурные составляющие на выходе ли-
нейной части устройства формирования РЛИ), образующие в резуль-
тате вектор отсчетов радиолокационного портрета , статистически 
независимы и нормальны. В этом случае решение принимается в со-
ответствии с алгоритмом (4.3.1) а вероятности  находятся в соот-
ветствии со следующим приближенным выражением:
   (4.3.47)
где 
 (4.3.48)
причем S выбирается из условия .
В последнем выражении: m
ki
 – математическое ожидание, 
а  – дисперсия i-й компоненты признака при наблюдении ПРЦ 
k-го класса. Для случая, аналогичного анализу алгоритма (4.3.1):
 m
ki
 = 0 (k = 1, M; i = 1, N);   (4.3.49)
4.4. Анализ алгоритмов классификации по РЛИ ПРЦ
Проведение подробного анализа эффективности классификации 
ПРЦ аналитическими методами, изложенными в предыдущем разде-
ле, ограничено банком существующих радиолокационных портретов. 
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В качестве таких портретов используются модели трёх классов целей: 
«большая», «средняя» и «малая» с произвольным распределением «бле-
стящих» точек по их поверхностям. Следует иметь в виду, что эти РП 
получены при идеализированных условиях, далеко не всегда соответ-
ствующих реальным возможностям проектируемых РЛС. Тем не ме-
нее, они могут служить отправной точкой для предварительных оценок 
возможностей решения задачи классификации. Расчет по формулам 
(4.3.38)–(4.3.39) для трех упомянутых типов ПРЦ позволяет получить 
следующую матрицу вероятностей правильных и ошибочных решений:
  (4.4.1)
где P(l/k) – вероятность принятия решения в пользу 1-го класса при 
истинном – k. Номера соответствуют: 1 – «большая» цель, 2 – цель 
«среднего» класса и 3 – «малая» цель.
Результаты приведены для случая, когда какие-либо искажения 
радиолокационных портретов отсутствуют, а удельная ЭПР подсти-
лающей поверхности (–30 дБ) настолько мала, что ее величина прак-
тически не оказывает влияния на качество классификации. В связи 
с этим полученные результаты следует оценивать (по аналогии с раз-
делом 4.2) как ориентировочные, оставляя более точные оценки до 
получения достоверных радиолокационных портретов ПРЦ.
Для анализа алгоритмов классификации в более широком спек-
тре условий наблюдения, по-видимому, нет альтернативы методам 
статистического моделирования. В данном разделе приведены ре-
зультаты такого моделирования для анализа эффективности клас-
сификации трех типов ПРЦ при двух вариантах разрешающей спо-
собности (12 и 24 м), трех значениях удельной ЭПР МП (–30, –20 
и –10 дБ), и трех ракурсах наблюдения ПРЦ (0°, 45° и 90°). Примеры 
РЛИ показаны на рис. 4.10, а матрицы вероятностей – в табл. 4.1.
Примеры РЛИ (отдельные выборочные радиолокационные пор-
треты, полученные при статистическом моделировании) соответ-
ствуют трем классам ПРЦ: класс № 1 (рисунки расположены в пер-
вом столбце); класс № 2 (рисунки расположены во втором столбце) 
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и класс № 3 (рисунки занимают третий столбец листа). РЛИ соответ-
ствуют трём ракурсам наблюдения (0°, 45° и 90°), а также двум значе-
ниям ЭПР морской поверхности (–30 дБ – рисунки на верхней по-
ловина листа и –10 дБ – на нижней.
(Матрицы вероятностей классификации, соответствующие этим 
рисункам, приведены в таблице под номерами 1 и 3).
Если для группы верхних рисунков отношение сигнал/шум 
в среднем (по типам ПРЦ и ракурсам) составляет более 20 дБ и мак-
симальная вероятность ошибки не превышает 0,1, то для нижних 
рисунков (особенно при «неудачном» ракурсе) решение задачи клас-
сификации становится невозможным. При ухудшении разрешаю-
щей способности в два раза (нижняя половина таблицы) вероятность 
ошибки возрастает в 2–3 раза.
Для получения конкретных выводов по другим типам целей 
и при других условиях наблюдения следует произвести соответствую-
щее статистическое моделирование по предложенной методике.
4.5. Сравнительный анализ алгоритмов классификации, 
основанных на векторе достаточных статистик, 
в условиях априорной неопределённости
Как показано в главе 2, использование в качестве вектора при-
знаков вектора достаточных статистик приводит к алгоритму (3.2.29). 
Применение этого алгоритма возможно в условиях, когда ракурс 
ПРЦ и соответствующий набор, по крайней мере, усреднённых 
радиолокационных портретов, известен, и банк данных таких РП 
сформирован. Последнее условие в большинстве практических ситу-
аций, как правило, не выполняется, что приводит к необходимости 
использовать признаки и алгоритмы, основанные на ограниченных 
сведениях о РП ПРЦ и условиях наблюдения. Сравнительный анализ 
эффективности ряда таких алгоритмов и является предметом обсуж-
дения в данном разделе.
В дальнейшем считаем, что каждый отсчет РЛИ формируется как 
значение мгновенной мощности после когерентного суммирования 
в пределах всего времени, выделенного на синтезирование апертуры. 
При этом каждый такой отсчет имеет (в простейшем случае, когда 
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отражения от поверхности ПРЦ содержат только диффузионную со-
ставляющую) экспоненциальную плотность вероятности:
  (4.5.1)
В формуле (4.5.1) приняты следующие обозначения:  – 
i-й отсчет РЛИ, i – номер отсчета изображения, которое представ-
ляет собой двумерное дискретное множество 
m
,  – 
ожидаемое отношение сигнал/шум в i-м отсчете при условии, что 
наблюдается цель k-го класса при ракурсе φ.
Если отсчеты статистически независимы, то логарифм отноше-
ния правдоподобия имеет вид
  (4.5.2)
При внешней простоте алгоритма (4.5.1)–(4.5.2) его практическая 
реализация, как уже упоминалось выше, неосуществима в связи с чрез-
вычайно громоздким перебором возможных значений опорных функций 
(по сути такие функции – распределения ЭПР по координатам ПРЦ).
В связи с этим введем ряд предположений, которые не носят ха-
рактера принципиальных ограничений и позволяют вносить измене-
ния, упрощающие реализацию алгоритма. Сформулируем предполо-
жения, принятые при анализе.
1. ПРЦ разделяются на три класса, отличающиеся по ЭПР и раз-
мерам. Суммарная ЭПР k-го класса равна .
2. Зависимость общей ЭПР цели от ракурса аппроксимируется 
зависимостью
  (4.5.3)
где значение b = 0,9/(/2)2 принято из эмпирического условия, за-
ключающегося в том, что при изменении ракурса от 0 до 90 величина 
ЭПР меняется приблизительно на 10 дБ [10].
3. Распределение ЭПР по площади цели считается равномерным
  (4.5.4)
где S
k
(φ) – количество отсчетов цели k-го класса при ракурсе φ.
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Рис. 4.10. Примеры РЛИ ПРЦ
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Та б л и ц а  4 . 1
№ п/п Разрешение (м) ЭПР МП (дБ) Ракурс Р
1 2 3 4 5
1 12 –30
0°
45°
90°
2 12 –20
0°
45°
90°
3 12 –10
0°
45°
90°
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1 2 3 4 5
4 24 –30
0°
45°
90°
5 24 –20
0°
45°
90°
6 24 –10
0°
45°
90°
О к о н ч а н и е  т а б л .  4 . 1
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4. Все элементы РЛИ, не занятые целью, представляют собой от-
счеты фона, который имеет одинаковую удельную ЭПР. Отношение 
мощностей сигнала от фона и шума – g
Ф
.
5. Оценка ракурса φ производится после бинарного квантования 
РЛИ путем измерения параметров прямой, для которой СКО рас-
стояний до точек множества параметров РЛИ НЦ, полученных после 
бинарного квантования, минимально.
С учетом этих предположений оптимальный алгоритм принимает вид
   (4.5.5)
где – 
k
(φ) область РЛИ, занимаемая ПРЦ k-го класса при ракурсе .
Содержание алгоритма (4.5.5) заключается в следующем.
1. Сформированный кадр РЛИ подвергается бинарному кванто-
ванию для отсечения фона. По полученному множеству точек произ-
водится оценка ракурса φ. Порог квантования выставляется по уров-
ню ложной тревоги. Уровень порога подбирается при анализе.
2. В соответствии с априорной информацией о размерах и ЭПР 
НЦ каждого k-го класса рассчитываются:
а) размеры области , занимаемой целью k-го класса при 
ракурсе ;
б) число точек , приходящихся на цель k-го класса при ра-
курсе  (число точек, входящих в состав ;
в) ожидаемое значение параметра  для k-го класса при ра-
курсе .
3. Отсчеты РЛИ в пределах области  суммируются.
4. Вычисляется выражение в фигурных скобках формулы (3.5.5) 
и принимается решение в пользу того класса ПРЦ, для которого по-
лученное выражение минимально.
Высокая эффективность полученного алгоритма (результаты 
соответствующего анализа обсуждаются ниже) достигается за счет 
практически полного учета всей доступной и достоверной априорной 
информации – размеров, конфигурации областей, занимаемых ПРЦ 
разных классов, их ЭПР при оцененном ракурсе.
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В этой связи представляется целесообразным провести сравни-
тельный анализ оптимального алгоритма с рядом других, зависящих 
от априорной информации в меньшей степени, чем это необходимо 
для алгоритма (4.5.5).
Перечислим алгоритмы, которые сравнивались с (4.5.5).
1.  (4.5.6)
2.  (4.5.7)
3.  (4.5.8)
4.  (4.5.9)
5.   (4.5.10)
6.  (4.5.11)
7.  (4.5.12)
8.  (4.5.13)
где  – оценка суммарной мощности в пределах области 
РЛИ, где отсчеты η
i
 превышают порог Н, установленный по уровню 
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мощности фона;  – та же оценка, пересчитанная к ну-
левому ракурсу; S
k
 – среднее число точек, приходящихся на цель 
k-го класса;  – число точек, соответствующих цели k-го класса 
при условии, что ракурс равен ;  – оценка размеров ПРЦ – число 
отсчетов РЛИ, превысивших порог.
В приведенном перечне алгоритмов простейшими, не использу-
ющими оценок ракурса, являются алгоритмы 1–3. Наиболее слож-
ным, учитывающим изменение и ЭПР, и размеров при вариациях 
ракурса, является алгоритм 8. По существу, он отличается от опти-
мального лишь тем, что не требует априорного знания области РЛИ, 
занимаемой ПРЦ каждого класса при всех допустимых ракурсах. Ал-
горитмы 4–7 занимают промежуточное положение.
Сравнение эффективности перечисленных выше алгоритмов 
производилось методом статистического моделирования на гипо-
тетических тестовых РЛИ, имеющих разрешающую способность 
порядка 25 м. Мощность фона соответствует подстилающей по-
верхности с удельной ЭПР 20 дБ. Радиолокационные портреты 
простейших НЦ формировались для 5 опорных ракурсов в пределах 
от 0 до 90 градусов. Конкретные ракурсы цели задавались случай-
ными, равновероятными. Порог для отсечения фона устанавливал-
ся на уровне, при котором вероятность его превышения отдельным 
отсчетом фона не превышала 0,01.
Результаты сравнительного анализа выбранных девяти алгорит-
мов приведены на рис. 4.11. По оси абсцисс отложено отношение 
мощности сигнала, отраженного «малым» ПРЦ, к мощности фона 
в пределах площади, занимаемой целью. Общее количество распоз-
наваемых классов равно 3, причем цели разных классов отличаются 
по ЭПР на 3 дБ, а по площади на 50 %.
Как следует из полученных результатов, основной алгоритм 
(4.5.5) обладает существенно более высокой эффективностью. Сле-
дующую по качеству группу алгоритмов занимают те, которые ис-
пользуют адаптивную оценку ракурса для выбора интегральной 
ЭПР каждого класса целей, соответствующей оцененному ракурсу. 
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И, наконец, наименее эффективны алгоритмы, использующие раз-
личия в размерах, но пренебрегающие информацией о различиях 
в ЭПР различных классов ПРЦ.
Рис. 4.11. Сравнение алгоритмов классификации
4.6. Комплексное распознавание. Классификация ПРЦ 
по данным нескольких средств наблюдения
Применение оптимальных и близких к ним алгоритмов класси-
фикации, использование самых различных признаков в самых раз-
ных комбинациях тем не менее не гарантируют требуемой эффек-
тивности классификации ПРЦ по одному выборочному РЛИ в связи 
с его искажениями, вызванными, в первую очередь, априорной не-
определенностью относительно закона движения ПРЦ относительно 
своего центра масс в момент визирования. В этом случае повышение 
вероятности правильной классификации может быть обеспечено при 
совместном использовании данных, полученных, в общем случае, 
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принципиально разными средствами наблюдения: радиолокацион-
ными, радиотехническими, оптическими, радиометрическими и т.п. 
или одинаковыми средствами в разное время. В этом случае встает 
вопрос об оптимальном использовании совокупности всех данных 
для принятия решения о классе ПРЦ: разработке соответствующих 
алгоритмов и анализе их эффективности.
4.6.1. Процедуры комплексной классификации
Алгоритм комплексной классификации может строиться на ос-
нове двух принципов:
– объединение признаков;
– объединение решений.
В первом случае от различных средств наблюдения (СН) в цен-
тральный пункт (ЦП) обработки поступают значения признаков, 
например, данные радиолокационной разведки (РЛР) – отсче-
ты РЛИ или функции от них; данные радиотехнической разведки 
(РТР) – параметры разведанных сигналов – мощность, частота, 
длительность импульсов, период их следования и т.д.; данные ради-
оразведки (РР) – вид и глубина модуляции РР. Собственно проце-
дура классификации носит в этом случае традиционный характер: 
создание базы данных на основе обучающих выборок и принятие 
решения с помощью канонических параметрических или непараме-
трических правил. При достаточных временных и вычислительных 
ресурсах такое решение задачи классификации обеспечивает до-
стоверность, близкую к оптимальной. Однако, названному методу 
присущ ряд недостатков, а именно:
– чрезвычайно высокие требования к объему памяти и быстро-
действию процессоров обработки;
– повышенные требования к количеству и качеству информации, 
передаваемой по каналам связи;
– необходимость комплексного функционального измене-
ния алгоритмов обработки информации и технических устройств 
их реализации на существующих и разрабатываемых средствах 
наблюдения, что связано с существенными организационными 
и финансовыми затратами.
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Указанные соображения позволяют высказать уверенность в це-
лесообразности комплексирования информации на уровне объ-
единения решений, когда исходными сведениями для ЦП являются 
частные решения о классах наблюдаемых ПРЦ, вынесенные отдель-
ными средствами наблюдения.
Следует отметить, что между рассматриваемыми полярными 
случаями возможны промежуточные варианты. Так, например, от-
дельное средство наблюдения может не выносить окончательного 
решения, но формировать ограниченное число интегральных, наи-
более значимых информативных признаков и передавать их по ка-
налу связи на ЦП, где и принимается решение по совокупности всех 
принятых признаков, а не только частных решений индивидуаль-
ных средств наблюдения. Другим вариантом может быть принятие 
частного решения каждым СН, но число таких решений в каждом 
средстве наблюдения не ограничивается числом классов ПРЦ, но 
и содержит набор промежуточных подклассов, включающих оценку 
ракурса и некоторых других параметров, характеризующих рыска-
ние, качку и т.д.
Распространенной процедурой принятия решения на ЦП являет-
ся правило взвешенного суммирования. Названное правило является 
оптимальным с позиций теории статистических решений при неза-
висимости принятых решений о классе ПРЦ отдельными СН. Со-
держание правила взвешенного суммирования заключается в следу-
ющем. При поступлении в ЦП решения 1-го источника информации 
 в пользу i-го класса для каждого j-го класса  вычис-
ляется коэффициент, равный:
 V
jl
 = C
ijl
;    (4.6.1)
где     
где Р
ijl
 – вероятность вынесения решения в пользу i-го класса l-м ис-
точником при фактическом наличии ПРЦ j-го класса. Полученные 
коэффициенты суммируются
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и принимается решение в пользу класса, для которого величина V
j
 
максимальна.
Рассмотрим некоторые упрощения алгоритма взвешенного сум-
мирования. Прежде всего проанализируем ситуацию, когда вероят-
ности правильных и ошибочных решений одинаковы для разных СН:
P
ji1
 = P
ji2
 = … = P
jiL 
= P
0
;
    
В этом случае реализуется процедура «простого голосования», ког-
да решение принимается в пользу того класса, за который «голосует» 
большинство СН. Названная процедура является оптимальной, если:
– источники информации статистически независимы;
– достоверность источников одинакова;
– вероятности ошибочных решений одинаковы.
Простое голосование представляет собой достаточно эффектив-
ную процедуру принятия коллективного решения, если достоверно-
сти источников мало отличаются между собой. Если такое различие 
существенно, то правило простого голосования может приводить 
к ухудшению достоверности при комплексировании. Этот недоста-
ток обсуждаемого правила заключается в том, что игнорируются раз-
личия в достоверности работы различных источников, уравнивается 
их влияние на конечный результат, что может привести к существен-
ному снижению эффективности коллективного распознавания, на-
пример, при наличии одного СН с очень высокой достоверностью 
(Р
il
  1) и нескольких СН с низкой (Р
il
  1) при простом голосовании 
верное решение «хорошего» СН «затеряется» среди множества реше-
ний СН с низкой эффективностью.
От этого недостатка свободно правило взвешенного голосования, 
которое реализуется при выполнении следующего условия:
   i  j; 
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При этом каждому «голосу» приписывается свой «вес»:
  C
ijl
 = 0.
Эта процедура является оптимальной при соблюдении перво-
го и третьего условий правила простого голосования. Взвешенное 
голосование практически не уступает оптимальному правилу при-
нятия решения, если вероятности ошибочных решений мало отли-
чаются между собой. При невыполнении последнего условия следу-
ет использовать правило взвешенного суммирования, которое при 
вынесении частного решения СН приписывает свой вес не только 
выбранному, но и всем остальным классам. При всех достоинствах 
оптимального голосования ему присущ недостаток, связанный с тре-
бованием указать значения вероятностей Р
ijl
 ошибочных решений 
в пользу 1-го класса при наличии HK j-го класса в 1-м СН. Априор-
ное знание таких, вероятностей может быть весьма проблематичным 
особенно на начальных этапах функционирования системы коллек-
тивного распознавания.
4.6.2. Анализ эффективности классификации
С целью получения самых общих представлений о повышении 
эффективности классификации ПРЦ за счет комплексирования дан-
ных от разных средств наблюдения рассмотрим зависимость вероят-
ности правильного распознавании (ВПР) всей системы в целом (Рε) 
от ВПР одного СН (Р
р
) при разном количестве источников инфор-
мации L. В частности, на рис. 4.12 приведена названная зависимость 
для алгоритма простого голосования. Из рисунка следует, что для по-
лучения итоговой вероятности Рε > 0,9 при наличии 6 независимых 
средств наблюдения частная вероятность правильной классифика-
ции каждым СН должна быть не менее 0,7. (Вывод соответствующей 
методики расчета приведен в Приложении).
В некоторых случаях, проиллюстрированных в [121], процедуры 
простого голосования снижают итоговую ВПР. Так, например, при объ-
единении трех СН, из которых два имеют ВПР, равную 0,4, а один – 0,9 
при простом голосовании Рε < 0,7, а при взвешенном больше 0,9.
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Рис. 4.12. Зависимости вероятности правильного распознавания 
при простом голосовании от вероятности правильного распознавания
при принятии решения по одному наблюдению
Конкретный пример применения алгоритма коллективного рас-
познавания рассмотрим для ситуации объединения данных радиоло-
кационной и радиотехнической разведки. Предположим, что класси-
фикатор располагает следующими источниками информации.
1. Станция РТР, определяющая класс ПРЦ по параметрам частот-
ной модуляции принимаемого сигнала, вызванной килевой и бортовой 
качками ПРЦ при использовании электронной стабилизация луча РЛС.
2. РЛС с синтезированной апертурой, определяющая класс ПРЦ 
по его радиолокационному изображению. Причем сведения о классе 
ПРЦ, формируемые PCА могут быть получены неоднократно на раз-
ных витках орбиты носителя РСА. Эти сведения считаются статисти-
чески независимыми.
Эффективность каждого СН оценивается матрицей вероятностей 
правильных и ошибочных решений.
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Цифровое моделирование алгоритма классификации по данным 
средств РТР, описанное и исследованное в [107], для одной из возмож-
ных практических ситуаций, позволило получить следующую матрицу:
Для второго из используемых средств наблюдения – РСА. Выделим 
две типовых ситуации, исследованных методом статистического модели-
рования при использовании в качестве прототипа тактико-технических 
характеристик космического аппарата SEASAT. При высокой эффектив-
ности (отношение сигнал/шум на выходе линейной части приемника 
составляет величину порядка 20 дБ) оценка матрицы вероятностей пра-
вильной и ошибочной классификации была получена в следующим виде:
При низком отношении сигнал/шум (порядка 14 дБ) оценка ма-
трицы имеет вид:
Используя приведенные данные о достоверности различных СН 
моделировались разные ситуации коллективного распознавания. 
Предполагалось, что от каждого источника поступает информация 
о номере выбранного класса. Сравнивались, два правила принятия 
решения: простое голосование и взвешенное суммирование, причем 
ври взвешенном суммировании матрицы вероятностей, описываю-
щие эффективность различных средств наблюдения, предполагались 
известными. Результаты моделирования сведены в табл. 4.2. В пер-
вом ее столбце приведены обозначения матриц, вероятностей ис-
пользуемых источников. Цифра перед матрицей указывает на число 
независимых СН (при моделировании изменялось количество реше-
ний, принимаемых на основе РСА).
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Из анализа результатов моделирования можно сделать следую-
щие выводы. Если имеются два источника информации с разными 
матрицами вероятностей верных и ошибочных решений, то при про-
стом голосовании итоговая матрица оказывается «средней» между 
исходными матрицами. При взвешенном суммировании итоговая 
матрица будет, по крайней мере, не хуже, чем любая из исходных. 
При простом голосовании вероятность ошибки с ростом числа «пло-
хих» источников информации может даже увеличиваться, если в кол-
лективе распознающих автоматов наряду с источником, обладающим 
высокой достоверностью, присутствуют «плохие» СН, имеющие низ-
кую эффективность классификации.
Правило взвешенного суммирования при тех же условиях обеспе-
чивает гарантированный выигрыш по отношению к самому «хороше-
му» средству наблюдения, используемому вне коллектива решающих 
правил. Платой за такой выигрыш является априорное знание досто-
верности классификации ПРЦ каждым средством наблюдения.
Названные сведения не могут быть получены иначе, чем в ре-
зультате оценки эффективности каждого классификатора либо по 
рабочим, либо экспериментальным, либо моделируемым выборкам 
наблюдаемых данных.
4.7. Методика расчета вероятности правильного 
распознавания при объединении решений отдельных СН 
методом простого голосования
Рассмотрим задачу расчета матрицы вероятностей правильных 
и ошибочных решений при условии, что частные решения выно-
сятся одинаковыми средствами наблюдения методом простого го-
лосования. Число объединяемых решений Р. Априорные вероятно-
сти Р
j
 наблюдения каждого типа ПРЦ известны. Число классов, как 
и в предыдущих случаях, равно трем. Предположим, что в пользу 
j-го класса принято n
j
 частных решений. Общее число объединяе-
мых решений – N. Тогда вероятность возникновения конкретной 
ситуации совмещения n
1
, n
2
 и n
3 
= N – (n
1
 + n
2
) частных решений 
при наблюдении цели 1-го класса равна
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Та б л и ц а  4 . 2
Комбинация СН Простое голосование Взвешенное суммирование
Следует заметить, что при использовании простого голосования 
могут возникнуть конфликтные ситуации, когда справедливо одно из 
следующих условий
n
1 
= n
2
 > n
3
;
 n
1 
= n
3
 > n
2
;  (4.7.1)
n
2 
= n
3
 > n
1
или
 n
1
 = n
2
 = n
3
 = N/3. (4.7.2)
Предположим, что разрешение конфликтных ситуаций произ-
водится случайным образом. При этом в ситуациях (4.7.1) конфликт 
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между j – м и r – М классами разрешается в пользу j-го класса с веро-
ятностями Р
k2
 (j/r), которые представлены в виде матрицы:
для элементов которой справедливо условие
P
k2
(j/r) + P
k2
(r/j) = 1 при j  r.
Конфликтные ситуации типа (3.7.1) с вероятностью P
KЭ
(j) разре-
шаются в пользу j-ro класса. При этом справедливо равенство
P
k3
(1) + P
k3
(2) + P
k3
(3) = 1.
Используя введенные предположения, для вероятности вынесе-
ния итогового решения в пользу j-гo класса при наблюдении цели 
i-го класса можно воспользоваться выражением:
где r  j, r  q, q  j. 
Коэффициент A(N, n
j
, n
r
) принимает следующие значения: 
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Вероятность правильного распознавания ПРЦ на основе частных 
решений определяется в соответствии с выражением
4.8. Литература к главе 3
1. Ван Трис Г. Теория обнаружения, оценок и модуляции: в 3 т. / 
Г. Ван Трис. М.: Сов. радио, 1972. т. 1. 744 с.
2. Растригин Л.А. Метод коллективного распознавания / 
Л.А. Растригин, Р.Х. Эринштейн. М.: Энергоиздат, 1981. 80 с.
3. Загоруйко Н.Г. Методы распознавания и их применение / 
Н.Г. Загоруйко. М.: Сов. Радио 1972. 206 с.
4. Корн Г. Справочник по математике для научных работников 
и инженеров / Г. Корн, Т. Корн. М.: Наука, 1977. 832 с.
5. Ван Трис Г. Теория обнаружения, оценок и модуляции. В 3 т. 
Т. 3. / Г. Ван Трис. М.: Сов. радио. 1977. т. 3. 664 с.
6. Террайн Ч.У. Алгоритмы анализа изображений, основанные на 
статистических моделях / Ч.У. Террайн, Т.Ф. Куатьери, Д.Е. Даржон. 
ТИИЭР. 1986. т. 72. № 4. с. 4-26.
7. Доросинский Л.Г. Использование граничных соотноше-
ний Кайлата для оценки эффективности классификации сигналов. 
24-я Международная Крымская конференция «СВЧ-техника и теле-
коммуникационные технологии», Севастополь, 7–13 сентября 2014 г.
161
5. ИЗМЕРЕНИЕ ПАРАМЕТРОВ РЛИ
Реализация оптимального и близких к нему по эффективности 
подоптимальных алгоритмов практически неосуществима без реше-
ния ряда дополнительных задач. Среди которых наиболее важными 
являются следующие.
Оценка центра РЛИ ПРЦ в пределах сформированного кадра.
Оценка области РЛИ, занимаемой радиолокационным изображе-
нием ПРЦ.
Оценка ракурса (пространственной ориентации ПРЦ относи-
тельно траектории космического аппарата).
Названные задачи рассмотрены в данной главе.
5.1. Измерение общегрупповых параметров 
распределенной цели. Измерение координат центра РЛИ
При решении задачи классификации, сопровождения траектории 
движения ордера ПРЦ или отдельной цели неизбежно возникает за-
дача определения ряда общегрупповых параметров, таких как коор-
дината центра ордера (центра РЛИ ПРЦ), количество целей в составе 
ордера («блестящих точек» в составе ПРЦ), размеры ордера (размеры 
РЛИ ПРЦ), скорость и направление движения, ракурс и т.п.
Отличие методов решения задачи измерения параметров движе-
ния одиночного ПРЦ или ордера в целом имеет не принципиальный, 
а количественный характер, поскольку как в одном, так и в другом 
случаях наблюдаемые данные представляют собой совокупность дву-
мерных отсчетов, характеризующих распределение мощности отра-
женного сигнала по координатам плоскости, занимаемой ордером 
ПРЦ (при относительно низком разрешении) или отдельно взятым 
объектом (в случае высокой разрешающей способности). Отличие 
процедур измерения общегрупповых параметров определяется по 
существу размерами области наблюдения: локальная область, срав-
нимая по размерам с РЛИ ПРЦ, или радиолокационное изображе-
ние области акватории, в пределах которой находится наблюдаемый 
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ордер. В связи с названными соображениями теоретическая часть 
синтеза и анализа проблемы определения общегрупповых параме-
тров излагается в общем виде без конкретизации тактической задачи.
5.1.1. Синтез оптимального измерителя общегруппового 
параметра групповой цели
В настоящем разделе рассмотрено решение задачи оптимально-
го измерения координаты общегруппового центра распределенной 
цели. Вся доступная информация о пространственном положении 
цели содержится в апостериорной плотности вероятности
 , 
где  – координата общегруппового центра цели, n – число отсчетов 
полученного РЛИ,  – пространственные координаты отдельных 
элементов группы относительно общегруппового центра.
Определяющее значение для решения задачи синтеза устройства 
оценки общегруппового центра имеет апостериорная плотность ве-
роятности
  (5.1.1)
поскольку принятие решения заключается в определении какого-
либо параметра названной плотности (математического ожидания, 
моды и т.д.), выбор которого зависит от принятого критерия (мини-
мум среднеквадратической ошибки, максимум апостериорной веро-
ятности и т.п.).
В выражении (5.1.1) усреднение производится по всем возмож-
ным значениям как числа элементов цели, так и комбинациям их 
пространственных координат.
При заданной априорной вероятности  и коэффициенте 
правдоподобия  выражение апостериорной плотности веро-
ятностей определяется по формуле Байеса
  (5.1.2)
где  – вектор комплексных амплитуд наблюдаемых данных.
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Коэффициент правдоподобия в формуле (5.1.2) определяется 
статистическим усреднением частного коэффициента правдоподо-
бия , записанного в предположении, что коорди-
наты элементов цели известны и фиксированы, по всем возможным 
значениям вектора  координат отдельных точек ПРЦ
  (5.1.3)
Усреднение в (4.1.3) производится по плотностям вероятности
  (5.1.4)
содержание которых заключается в следующем. Вероятность ΔР
n
 на-
хождения в области пространства , занятой целью, ровно n целей, 
координаты которых попали в интервалы
при условии, что координата центра цели  с точностью до величин 
второго порядка малости относительно , выражаются в виде
  (5.1.5)
При сделанных предположениях операция усреднения (5.1.3) мо-
жет быть конкретизирована следующим образом:
  (5.1.6)
Индекс (n) под интегралом указывает на его кратность, причем 
область интегрирования равна  – интервалу возможных координат 
элементов цели.
Если сигналы разрешены по каждой из своих координат, то спра-
ведливо выражение:
  (5.1.7)
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и, следовательно, для (4.1.6) можно записать:
  (5.1.8)
где  – коэффициент правдоподобия для цели, состоящей из 
одного элементарного отражателя с пространственной координатой .
В соответствии с методикой [1] более удобной по сравнению 
с (5.1.4) вероятностной характеристикой для задания расположения 
элементов ПРЦ может служить производящий функционал
  (5.1.9)
Производящий функционал (5.1.9) позволяет выразить апосте-
риорные характеристики многоэлементной цели в более компактной 
форме для ряда важных случаев. Это, в первую очередь относится 
к тем статистическим ситуациям, когда: цели разрешены по всем ко-
ординатам, а априорные координаты отдельных элементов группо-
вой цели представляют собой поток Пуассона или Бернулли.
Во избежание громоздких выкладок в дальнейшем подробно рас-
смотрим задачу в одномерном варианте, а именно, определим ал-
горитм оценки одной координаты общегруппового параметра цели 
(центра ПРЦ) и оценим его эффективность для ряда важных практи-
ческих приложений. Такой подход по существу не снижает общности 
основных выводов и рекомендаций существенно упрощая решение 
задачи синтеза и анализа.
Сравнивая выражения (5.1.8) и (5.1.9), нетрудно установить сле-
дующее соотношение:
   (5.1.10)
Априорная информация о координатах отдельных элементов 
групповой цели задается ниже в двух вариантах:
а) координаты отдельных целей представляют собой поток Пуассона;
б) координаты отдельных целей аппроксимируются потоком 
Бернулли.
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Для потока Пуассона производящий функционал получен в [2]:
  (5.1.11)
где β(x) – интенсивность пуассоновского потока, заданная как функ-
ция от координаты цели.
Сравнение выражений (5.1.11) и (5.1.10) позволяет непосред-
ственно получить выражение для усредненного коэффициента 
правдоподобия при моделировании отсчетов РЛИ ПРЦ пуассонов-
ским потоком
  (5.1.12)
Принятое для интенсивности потока обозначение β(x/x
Ц
) подчер-
кивает зависимость интенсивности от измеряемого параметра – ко-
ординаты центра сложной цели х
Ц
.
Для другого частного случая, когда поток координат элементов 
поверхности РЛИ ПРЦ аппроксимирован потоком Бернулли, выра-
жение производящего функционала имеет вид:
  (5.1.13)
где k – максимальное число отдельных элементов групповой цели 
(число элементов разрешения, приходящихся на цель максимально 
возможных размеров); e
j
(x) – парциальная плотность вероятности 
наличия отражающего элемента на j-й позиции (с номером j), не обя-
зательно нормированная к единице, то есть
  (5.1.14)
что допускает отсутствие отражающего элемента цели в j-м элементе 
разрешения с вероятностью
 μ
j
 = 1 – ν
j 
. (5.1.15)
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Сравнение выражений (5.1.10) и (5.1.13) позволяет получить ко-
эффициент правдоподобия
  (5.1.16)
С учетом (5.1.14) и (5.1.15) последнее выражение может быть за-
писано в следующем виде
  (5.1.17)
В тех случаях, когда решение принимается по критерию макси-
мума апостериорной плотности вероятности, оценка координаты 
центра цели находится из выражения
  (5.1.18)
и определяется формулами:
для пуассоновского потока
  (5.1.19)
для потока Бернулли
   (5.1.20)
Соответствующие схемы изображены на рис. 5.1 и 5.2.
Как в том, так и другом случае основная функциональная опера-
ция состоит в обобщении данных оптимальных приемников первич-
ной обработки (интегрировании по ожидаемой протяженности цели 
с весами, определяемыми априорным изменением интенсивности по-
тока с соответствующим «загрублением» разрешающей способности).
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Рис. 5.1. Блок-схема измерителя координаты центра (поток Пуассона)
Рис. 5.2. Блок-схема измерителя координаты центра (поток Бернулли)
Таким образом, для построения классического байесовского 
измерителя необходимо априорное знание интенсивности потока 
β(х/х
Ц
) или парциальных плотностей е(х), которые должны рассчи-
тываться, исходя из принятых моделей отдельных ПРЦ и/или такти-
ки построения.
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5.1.2. Анализ эффективности алгоритма измерения 
координаты центра ПРЦ 
Оценка максимума апостериорной вероятности образуется путем 
выбора канала формирования , в котором апостериорная плот-
ность вероятности принимает максимальное значение. В частности, 
если известно приближение  к истинному значению х
Ц
, отстоящее 
от последнего меньше, чем на величину апостериорного среднеква-
дратичного разброса, удобно аппроксимировать  квадратич-
ным разложением относительно точки : 
  (5.1.21)
После дифференцирования по х
Ц
 получаем решение уравнение 
правдоподобия
  (5.1.22)
При относительно невысокой априорной точности, когда апри-
орное распределение практически неизменно в окрестности пика ко-
эффициента правдоподобия , переходим к оценкам макси-
мального правдоподобия. При этом дисперсия оценки определяется 
соотношением
  (5.1.23)
Применяя известную методику расчета дисперсии оценки [1], 
при аппроксимации последовательности отметок от цели пуассонов-
ским потоком получим для нее следующее выражение:
         (5.1.24)
где q(x) – отношение сигнал/шум, заданное как функция от коорди-
нат цели; ψ(х
1
, х
2
) – функция неопределенности, определяемая в со-
ответствии с соотношением (4.3.19).
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Дальнейшую конкретизацию выражения (5.1.24) проведем при 
следующих предположениях:
1) отношение сигнал/шум не зависит от координат цели, а не-
обходимые энергетические соотношения учтены при определении 
интенсивности потока β(х), которая, в свою очередь, представляет 
собой симметричную функцию;
2) оцениваемый общегрупповой параметр х
Ц
 представляет собой 
координату центра интенсивности β(х).
Для получения простых выражений, позволяющих произвести 
предварительную оценку эффективности определения общегруппо-
вого центра цели рассмотрим два частных случая.
1. При достаточно высоком разрешении воспользуемся аппрок-
симацией функции неопределенности
 ψ(х
1
, х
2
) = Δφδ(х1 – х2). (5.1.25)
Тогда,
  (5.1.26)
При постоянном значении отношения сигнал/шум: р = const
  (5.1.27)
где   (5.1.28)
– эффективная протяженность групповой цели;
  (5.1.29)
– эффективное общегрупповое отношение сигнал/шум.
2. В этом примере используем гауссовские функции для аппрок-
симации интенсивности потока и сигнальной функции (при вычис-
лении функции неопределенности):
  (5.1.30)
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  (5.1.31)
где коэффициенты L и М определяются из условий нормировки:
  (5.1.32)
  (5.1.33)
После подстановки последних выражений в (5.1.24) получим:
  (5.1.34)
Минимум дисперсии оценки достигается при условии  
и равен
  (5.1.35)
Несмотря на частный характер последних соотношений, можно 
сделать вывод достаточно общего характера: при определении центра 
группы мало связанных между собой слабых сигналов целесообразно 
иметь средство наблюдения с разрешающей способностью, сравни-
мой по размерам с эффективным размером группы. В практически 
важных случаях, связанных с классификацией ПРЦ, когда требуемая 
разрешающая способность существенно выше, оптимальный алго-
ритм определения центра формирует «стробы», «загрубляющие» раз-
решение до требуемой величины.
При использовании для моделирования отсчетов сигнала от цели 
в виде потока Бернулли для дисперсии оценки координаты центра 
получим аналогичное выражение
      (5.1.36)
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Предположим, что внутригрупповые сигналы могут находиться 
только на вполне определенных позициях, то есть:
  (5.1.37)
и считая ψ(x
1
, x
2
) = ψ(x
1
 – x
2
), получим:
  (5.1.38)
где Δ
Ф
 – ширина интервала разрешения; q
j
 – отношение сигнал/шум 
в j-м интервале разрешения.
Формула (5.1.38) отражает в основном те же качественные осо-
бенности измерения общегруппового центра, что и при использова-
нии потока Пуассона. Точность растет при увеличении отношения 
сигнал/шум и среднего числа элементарных целей. В то же время 
дисперсия увеличивается при увеличении числа элементов разреше-
ния, приходящихся на размер групповой цели (при увеличении от-
ношения протяженности цели к величине элемента разрешения).
5.2. Оценка области, занимаемой целью на РЛИ
Выделение области, занимаемой радиолокационным портретом 
ПРЦ на РЛИ, представляет собой известную задачу сегментации, ме-
тодам решения которой посвящен ряд работ, в частности [3–12, 13]. 
Традиционные алгоритмы сегментации реализуют такие методы, как 
пространственное дифференцирование, функциональная аппрокси-
мация, высокочастотная фильтрация, пороговая обработка, двумер-
ная линейная фильтрация и т.д. Практическое применение рассма-
триваемых методов в задаче распознавания ПРЦ на борту КА вряд 
ли осуществимо, в первую очередь, из-за их вычислительной слож-
ности, с одной стороны, и из-за необходимости экспериментального 
подбора параметров (настройки алгоритмов с помощью оператора), 
с другой. Существенный недостаток традиционных алгоритмов – 
недостаточное внимание к принципиальной необходимости учета 
флуктуации РЛИ ПРЦ, а также к формализации методов анализа их 
эффективности и результатам такого анализа.
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Указанные недостатки могут быть преодолены при разра-
ботке алгоритма сегментации на основе статистической модели 
РЛИ с использованием аппарата и методологии теории стати-
стических решений.
Хорошей моделью для РЛИ в РСА с достаточно высоким раз-
решением может служить двумерное поле независимых отсчетов 
мощности отраженного сигнала, одномерные плотности вероят-
ности которых отличаются для отсчетов, соответствующих отра-
жениям от фона и от поверхности ПРЦ. В первом приближении 
примем допущение о том, что все отсчеты фона имеют плот-
ность вероятности W
Ф
(U
ij
), а цели – W
Ц
(U
ij
). В этом случае опти-
мальный алгоритм оценивания области, занимаемой отсчетами 
цели, записанный по критерию максимального правдоподобия, 
будет иметь вид:
  (5.2.1)
Реализация алгоритма (4.2.1) является чрезвычайно трудоемкой 
из-за необходимости перебора всех возможных границ области, вну-
три которой расположена цель. Однако, с учетом статистической 
независимости сигналов в отдельных каналах дальности, максимум 
выражения в фигурных скобках (4.2.1) может быть получен, если 
максимизировать каждое отдельное слагаемое
  (5.2.2)
для каждого канала дальности с номером j (n
1j
 и n
2j
 – граничные точ-
ки, разделяющие область фона и цели в j-м канале дальности). Та-
ким образом, оптимальный алгоритм определения области, занимае-
мой целью, сводится к оптимальной оценке совокупности пар точек 
в каждом канале дальности, в которых происходит изменение пара-
метра распределения отсчетов сначала в «направлении фон-цель», 
а затем в «направлении цель-фон».
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Оптимальный по максимуму функции правдоподобия алгоритм 
нахождения оценок координат граничных точек  и  в j-м канале 
дальности принимает вид:
  (5.2.3)
Совокупность граничных точек n
1j
, n
2j
 при каждом значении 
j образуют границу области , занимаемой целью соответствую-
щего класса.
Определим структуру оптимального алгоритма для некоторых 
наиболее распространенных видов распределений одномерной плот-
ности вероятности отсчетов РЛИ.
а) Распределение отсчетов РЛИ – экспоненциальное:
  (5.2.4)
причем его параметр σ пропорционален удельной ЭПР цели (σ
2
) 
или фона (σ
1
) в зависимости от того, расположен ли соответ-
ствующий отсчет в области цели 
Ц
 или фона 
Ф
. При извест-
ных априори значениях параметров σ
1
 и σ
2
 алгоритм (4.2.3) может 
быть записан в виде:
  (5.2.5)
При неизвестных значениях параметров σ
1
 и σ
2
 функция правдо-
подобия в каждом канале дальности может быть определена по фор-
муле (5.2.5), где вместо названных параметров используются их мак-
симально правдоподобные оценки при каждом возможном значении 
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координат граничных точек n
1
 и n
2
. В этом случае алгоритм оценки 
координат граничных точек принимает вид:
  (5.2.6)
и может быть назван адаптивным по отношению к параметрам рас-
пределения.
б) Распределение отсчетов РЛИ – гамма-распределение:
с параметрами γ
2
, η
2
 в области цели и параметрами γ
1
, η
1
, в области, 
занятой фоном.
Рассмотрим два варианта:
1) на границе областей изменяется только параметр масштаба 
γ(η
2 
= η
1 
= η). В этом случае алгоритм оценки граничных точек имеет вид:
  (5.2.7)
2) на границе областей изменяется только параметр формы η 
(γ
2
 = γ
1
 = η
0
). Алгоритм выглядит следующим образом.
  (5.2.8)
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Реализация рассмотренных алгоритмов не требует операций бо-
лее сложных, нежели простое суммирование отсчетов РЛИ.
Действительно из выражения (3.5) следует, что достаточной ста-
тистикой при решении задачи многоальтернативной проверки ги-
потез о линейных размерах объекта является вектор, компонентами 
которого являются суммы отсчётов в пределах ожидаемых размеров 
объекта. В дальнейшем вектор обозначен 
где          U
i,j
 – отсчёты изо-
бражения; 
L
, 
M
, 
B
 – области изображения, занимаемые «малой», 
«средней» и «большой» целями. 
Основной статистический материал, используемый для иссле-
дования алгоритмов распознавания, получен путём моделирования 
двумерных РЛИ, адекватных полю сигнала на выходе устройства об-
работки в станции бокового обзора с синтезированной апертурой [9]. 
Наблюдаемый объект моделируется с помощью отдельных блестя-
щих точек и диффузионной составляющей. Распознаваемые классы 
отличаются размерами. Число классов равно трём. На рис. 5.3. пред-
ставлен пример радиолокационного изображения, содержащего от-
дельные объекты, отличающиеся своими размерами, которые следует 
классифицировать по названному параметру.
Принимаемый сигнал формируется на выходе РЛС с синтези-
рованной апертурой (рис. 5.4) и представляет собой совокупность 
случайных отсчётов, имеющих экспоненциальной распределение 
с заданной дисперсией в пределах области, занимаемой целью на 
изображении.
В результате моделирования алгоритма классификации, описан-
ного выше, получены вероятности правильного распознавания для 
РЛИ, отличающихся размерами в 1,5 раза
  (5.2.9)
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Рис. 5.3. Пример радиолокационного изображения
Рис. 5.4. Отсчёты изображений целей 3 классов, отличающихся размерами
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Каждый элемент матрицы представляет собой оценку вероятно-
сти правильной (ошибочной) классификации малых (L), средних (M) 
и больших (B) целей При разных отношениях мощностей отсчётов, 
принадлежащих целям, к мощности шума.
На рис. 5.5 представлены зависимости вероятностей правильной 
классификации от отношения сигнал/шум и числа отсчётов сигнала, 
приходящихся на цель.
  
                          а                                                       б
Рис. 5.5. Зависимость вероятности правильного обнаружения:
а – M = const; б – q = const;
P – вероятность правильного обнаружения; q – отношение сигнал-шум; 
M – количество отсчетов цели
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5.3. Оценка ракурса цели
Если определение области, занятой целью на РЛИ, представляет 
интерес при обучении алгоритма, формировании радиолокационных 
портретов ПРЦ и при достаточно большом отношении сигнал/фон, ре-
ализуемом на практике, может быть игнорировано, (отсчеты фона при 
верно выбранном пороге практически отсутствуют), то оценка ракурса 
в режиме эксплуатации алгоритма классификации принципиально не-
обходима, ибо со сменой ракурса существенным образом меняется как 
интегральная ЭПР ПРЦ, так и ее индивидуальный радиолокационный 
портрет, что требует в общем случае обращения к вполне определенным 
(полученным при том же ракурсе) радиолокационным портретам из базы 
данных. Рассмотрим возможность оценки ракурса по ориентации конту-
ра ПРЦ (рис. 5.3). На рисунке показана условная область цели на РЛИ 
в координатах дальность-азимут. Продольная ось цели, которая в случае 
наблюдения ПРЦ совпадает с осью симметрии, у целей названного клас-
са достаточно ярко выражена, поэтому ракурсом здесь и далее считаем 
угол наклона продольной оси к азимутальной координате φ. При извест-
ном угле азимута цели θ
Н
 ракурс определяется суммой
Слагаемое ± вызвано неоднозначностью при оценке ракурса 
ПРЦ по ориентации его продольной оси.
Реальное радиолокационное изображение ПРЦ при его дискрети-
зации по дальности и азимуту представляет собой совокупность точек 
так или иначе группирующихся вдоль продольной оси ПРЦ. Опреде-
ление углового коэффициента такой прямой можно осуществить мно-
жеством способов, основанных на вычислении минимумов расстоя-
ний между точками и прямой, вычисленными в той или иной метрике. 
Всем этим методам в той или иной мере присущ общий недостаток, 
состоящий в том, что аномальные точки, расположенные далеко от 
прямой, дают наибольший вклад в формируемую сумму (расстояние 
до них самое большое) и оценка ракурса производится с заметной 
ошибкой. От названного недостатка свободен метод преобразований 
Хафа (кластерного анализа). Оставляя вопрос об эффективности раз-
личных методов до раздела, посвященного сравнительному анализу, 
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рассмотрим содержание алгоритма Хафа. В результате работы алго-
ритма оценки граничных точек в каждом канале дальности (азимута) 
после дискретизации РЛИ ПРЦ образуется совокупность точек, боль-
шинство которых (за исключением аномальных, созданных фоном) 
группируется вдоль продольной оси ПРЦ, угловой коэффициент ко-
торой и является предметом оценки. Каждой точке с координатами х
i
, 
у
i
 на плоскости X0Y ставится в соответствие кривая р
i
(θ) на плоскости 
θ, р. Методом пересчета служит нормальное уравнение прямой:
 x
i
cos θ + y
i
sin θ = p. (5.3.1)
В результате построения множества кривых для каждой точки x
i
, 
у
i
 образуются области «сгущения» (кластеры), иначе говоря, области, 
через которые проходит большинство кривых. Точке центра такого 
кластера соответствует прямая, проходящая через большинство вы-
деленных точек на плоскости РЛИ, при этом аномальные точки ав-
томатически селектируются.
5.4. Анализ алгоритмов оценки координат граничных точек 
между областями РЛИ с отличающимся контрастом
Эффективность алгоритмов оценки координат граничных точек 
производилась методом статистического моделирования. Названным 
методом генерировалось выборочное РЛИ в одном канале дальности, 
содержащее 100 случайных отсчетов, первая половина которых имела 
плотность вероятности с одним параметром (σ
1
), а вторая половина – 
с другим (σ
2
). Величина ошибки Δ
n
 рассчитывалась как сумма сме-
щения и среднеквадратичного отклонения оценки координаты точки 
изменения параметра (вычисленная в количестве отсчетов РЛИ, что 
эквивалентно количеству элементов разрешения). На рис. 5.6 пока-
зана зависимость ошибки от величины отношения ЭПР цели и фона 
в одном элементе разрешения  Зависимости получены для 
следующих распределений отсчетов: 
1 – гамма-распределение;
2 – экспоненциальное распределение (с известными априори па-
раметрами);
3 – экспоненциальное распределение с неизвестными параметрами. 
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а
б
Рис. 5.6. К выводу алгоритмов оценки области РЛИ, 
занимаемой ПРЦ, и ракурса цели
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Из приведенного рисунка следует, что качество алгоритмов 
оценки граничных точек существенно зависит от вида распреде-
ления отсчетов РЛИ, причем названная зависимость тем силь-
нее, чем меньше радиолокационный контраст между поверхно-
стью цели и МП. При этом экспоненциальное распределение 
представляет собой наименее благоприятную ситуацию для ка-
чественного воспроизведения цели. Однако, при контрасте бо-
лее 8 дБ качество оценки координат граничных точек практи-
чески не зависит от вида распределения отсчетов и от наличия 
априорной информации об их параметрах. Адаптивный алго-
ритм в условиях произведенного моделирования практически не 
уступает оптимальному.
Зависимость ошибки Δ
n
 от общего количества отсчетов показа-
на на рис. 5.7. Очевидно, что уменьшение размеров фрагмента РЛИ, 
по которому принимается решение о наличии и координате скачка 
ЭПР, приводит к возрастанию ошибки. Кроме того, ошибка растет 
тем больше, чем дальше расположена точка скачка ЭПР от середины 
фрагмента, поскольку уменьшается число отсчетов и, следователь-
но, качество оценки одного из параметров распределения (рис. 5.7). 
Улучшение оценки второго параметра не компенсирует потерь, воз-
никающих при оценке первого (При расположении скачка на краях 
фрагмента ошибка существенно выше).
На рис. 5.8 показана оценка контура цели на РЛИ размером 
100×100. Распределение отсчетов – экспоненциальное, алгоритм 
адаптивный.
Зависимость ошибки Δ
n
 от общего количества отсчетов показа-
на на рис. 4.6. Очевидно, что уменьшение размеров фрагмента РЛИ, 
по которому принимается решение о наличии и координате скачка 
ЭПР, приводит к возрастанию ошибки. Кроме того, ошибка растет 
тем больше, чем дальше расположена точка скачка ЭПР от середины 
фрагмента, поскольку уменьшается число отсчетов и, следователь-
но, качество оценки одного из параметров распределения (рис. 5.7). 
Улучшение оценки второго параметра не компенсирует потерь, воз-
никающих при оценке первого (При расположении скачка на краях 
фрагмента ошибка существенно выше).
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Рис. 5.7. Средняя ошибка оценки координат граничных точек контура цели 
в зависимости от среднего радиолокационного контраста 
при нормальном распределении отсчетов РЛИ (1), гамма-распределении (2), 
экспоненциальном с известными (3) и неизвестными (4) параметрами
Для оценки длины цели в одном канале РЛИ определялись коор-
динаты двух точек изменения параметров РЛИ (начальной и конеч-
ной). Зависимость ошибки оценки длины Δ
L
 от величины отношения 
параметров q показана на рис. 5.7. Ошибка Δ
L
 вычислялась как сумма 
смещения и среднеквадратического отклонения длины цели в одном 
канале (усреднение производилось по 50 испытаниям). Из рисунка 
следует, что эффективность оптимального и адаптивного алгоритмов 
практически одинакова и составляет величину порядка одного отсче-
та при контрасте порядка 6–7 дБ.
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Рис. 5.8. Пример оценки контура цели (а) адаптивным алгоритмом
при двух значениях среднего радиолокационного контраста
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5.5. Межобзорная идентификация РЛИ ПРЦ
Решение задачи классификации по одному наблюдению может 
оказаться недостаточно достоверным вследствие искажений РЛИ, 
вызванных его флуктуациями и рядом других причин особенно при 
большой мощности сигнала, отражённого от подстилающей поверх-
ности. В таких случаях эффективность решения задачи может быть 
повышена за счет применения комплексного распознавания не-
сколькими решающими автоматами (РА).
В связи с тем, что каждый РА содержит в своем банке наблюда-
емых данных несколько РЛИ различных целей, возникает проблема 
их идентификации, иначе говоря, ответа на вопрос, какие конкрет-
ные фрагменты, содержащие отметки от целей в каждом из Р различ-
ных обзоров, принадлежат одному и тому ПРЦ.
Предположим, что каждое j-е РЛИ, полученное в р-м обзоре, 
представлено вектором  (   ), раз-
мерность которого N выбрана таким образом чтобы РЛИ ПРЦ наи-
большего размера полностью размещалось в пределах заданного 
фрагмента МП. Нумерация фрагментов, наблюдаемых на радиоло-
кационной карте (содержащихся в банке данных) производится по 
заданному правилу (в примере, показанном на рис. 4.8 слева – на-
право, сверху – вниз). При этом общая совокупность РЛИ, подлежа-
щих идентификации, имеет вид:
      (5.5.1)
где первый индекс р – номер обзора; второй индекс j – номер РЛИ 
в р-м обзоре; третий индекс i – номер отсчета j-гo РЛИ р-го обзора. 
Пусть j-e РЛИ определено вектором параметров  (  ), 
где р – по-прежнему номер обзора, а  – истинный порядковый но-
мер ПРЦ, соответствующего j-му РЛИ в р-м обзоре. Компонентами 
вектора  являются все доступные для анализа параметры объек-
та, в частности, статистические характеристики отсчетов РЛИ (ма-
тематические ожидания, дисперсии и т.п.), траекторные параметры 
(координаты, скорости поступательного и вращательного движений 
и т.д.), оценки ЭПР, размеров и т.п.
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Рис. 5.9. Зависимость ошибок оценки координат точек контура 
от размеров фрагмента (а) и расположения точек (б)
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Рис. 5.10. Ошибка оценки протяженности РЛИ цели
в одном канале от величины среднего радиолокационного контраста 
при известных и неизвестных параметрах σ
1
 σ
2
Цель идентификации заключается в отыскании оптималь-
ной в рамках выбранного критерия оценки совокупности векторов 
, у которых каждая компонента  представляет собой оцен-
ку истинного номера j-й цели в р-м обзоре. На уже упоминавшемся 
примере (рис. 5.8) условно показаны карты анализируемой поверх-
ности в трех последовательных обзорах. На каждой из этих карт рас-
положены три РЛИ ПРЦ, которые условно изображены в виде треу-
гольника, квадрата и круга. При простейшей идентификации целей 
(например, по минимуму изменения расстояния от отметки в преды-
дущем обзоре) второй и третий ПРЦ во втором обзоре будут перепу-
таны (они поменялись местами за счет перемещения по неизвестным 
для наблюдателя траекториям, изменения ракурса, траектории ИСЗ 
и т.п.). Правильное же решение должно иметь вид:
      
Общее число возможных гипотез об истинном расположе-
нии ПРЦ в пределах анализируемых карт акватории, полученных 
при Р обзорах, равно Р·М!. Если для каждой из гипотез может быть 
187
Раздел 5
записана ее апостериорная плотность вероятности, то решения сле-
дует принимать по ее максимуму:
  (5.5.2)
В тех случаях, когда векторы параметров  априори неизвестны, 
их значения в должны быть заменены соответствующими оценка-
ми максимального правдоподобия, полученными в предположении 
о справедливости проверяемой гипотезы.
Проиллюстрируем решение названной задачи на примере флук-
туационных РЛИ ПРЦ, причем при идентификации отсутствует ка-
кая-либо априорная информация за исключением того факта, что 
отсчеты РЛИ независимы и распределены по экспоненциальному 
закону, что соответствует выборочным отсчетам мощности. В этом 
случае параметры  представляют собой дисперсии соответ-
ствующих отсчетов. Алгоритм принимает вид:
  (5.5.3)
Поскольку значения мощностей отдельных отсчетов априори 
неизвестны и при решении задачи идентификации отсутствует воз-
можность их определения откуда-либо, кроме как из наблюдаемой 
совокупности РЛИ различных ПРЦ, воспользуемся максимально 
правдоподобными оценками неизвестных мощностей:
  (5.5.4)
После подстановки (5.5.4) в (5.5.3) и (5.5.2) и логарифмирования полу-
чаем алгоритм идентификации РЛИ ПРЦ при межобзорном наблюдении:
       (5.5.5)
Для анализа эффективности предлагаемого правила рассмотрен 
пример идентификации двух РЛИ ПРЦ (М = 2), которые моделирова-
лись в 4 (Р = 4) последовательных обзорах. РЛИ ПРЦ не отличались 
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по величине удельной ЭПР, но отличались размерами (при общем раз-
мере радиолокационной карты 100×100 элементов разрешения пло-
щадь первого РЛИ – 5×5, а второго – 4×4 элементов разрешения). По-
ложение центра РЛИ ПРЦ на карте в каждом обзоре моделировалось 
равновероятным при условии, что контуры РЛИ не пересекаются.
Рис. 5.11. Карты поверхности с РЛИ трех разных ПРЦ
Таким образом, в каждом отдельном испытании были реализо-
ваны восемь конкурирующих гипотез о порядке последовательного 
размещения РЛИ на карте акватории.
Зависимости вероятностей ошибок от отношения сигнал/фон приве-
дены на рис. 5.12, откуда, в частности, следует, что две цели с одинаковы-
ми ЭПР (наихудший для практики случай) и отличающиеся по линейным 
размерам приблизительно на 25 % идентифицируются с вероятностью 
ошибки не более 0,1 при отношении сигнал/фон порядка 20 дБ.
Рис. 5.12. Вероятность ошибки идентификации
189
Раздел 5
5.6. Оценка радиолокационного портрета ПРЦ
Проблема создания банка данных РЛИ ПРЦ является основной 
при реализации алгоритма классификации, поскольку именно от ко-
личества и достоверности априорной информации зависит в конеч-
ном счёте эффективность решения задачи в целом.
В данном разделе рассматривается алгоритм многомерной оцен-
ки амплитуд отражённых сигналов и угловых координат их источни-
ков, реализующий многоканальную (по числу пеленгуемых источ-
ников) итеративную процедуру измерения по методу максимального 
правдоподобия и отличающийся сравнительно несложной техниче-
ской реализацией [14]. 
Предположим, что наблюдение поля сигналов и помех произво-
дится эквидистантной антенной решеткой, длина которой L, а число 
приемных элементов М. Тот факт, что названная решётка создаётся 
в виде искусственного раскрыва, не оказывает влияния на решение 
задачи, так как в течение времени синтезирования параметры отра-
жённых сигналов остаются практически неизменными, а это значит, 
что и принимаемые комплексные амплитуды остаются в пределах 
интервала синтезирования неизменными. Очевидно, что принима-
емые комплексные амплитуды в каждой точке траектории должны 
запоминаться на всё время работы алгоритма. При N источниках 
сигналов, находящихся в дальней зоне приемной антенны и отлича-
ющихся своими комплексными амплитудами f
i
 и угловыми направ-
лениями Θ
i
 (i = 1, N), вектор комплексных амплитуд в элементах ре-
шетки может быть представлен в виде
  (5.6.1)
где      (5.6.2)
– нормированная угловая координата i-го источника (λ – длина вол-
ны); N – вектор комплексных амплитуд помехи в элементах антенны.
Считая амплитуды отражённых сигналов и угловые координаты 
источников неслучайными неизвестными величинами, помеху га-
уссовой с нулевым математическим ожиданием и корреляционной 
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матрицей R
ш
 = M{NN*}, запишем функцию правдоподобия для неиз-
вестных параметров сигналов f
i
 и μ
i
 (i = 1, N):
  (5.6.3)
где * – знак эрмитова сопряжения.
Преобразуем показатель (4.6.3) таким образом, чтобы выделить 
член, зависящий от амплитуды и угловой координаты только одного, 
например, m-го источника:
  (5.6.4)
где   (5.6.5)
 – функция, не зависящая от f
m
 и μ
m
.
Для определения оценок максимального правдоподобия ампли-
туды и угловой координаты m-го отражающего элемента необходимо 
отыскать минимум выражения (5.6.4) по названным переменным. 
Преобразовав (5.6.4) к виду
 (5.6.6)
замечаем что, максимум функции правдоподобия имеет при условии
  (5.6.7)
Подставляя найденную оценку амплитуды (5.6.7.) в выражение 
(5.6.4) и дифференцируя по μ
m
, получаем уравнение правдоподобия 
для оценки углового направления
  (5.6.9)
где  – диагональная матрица.
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Уравнение (5.6.8) легко решается численными методами, либо 
разложением в степенной ряд в окрестности оцениваемого значения.
Оценки параметров других сигналов находятся аналогично, 
причем перед оценкой m-го сигнала по формулам (5.6.7), (5.6.8) ис-
пользуются соответствующие оценки всех остальных n – 1 сигналов 
с целью компенсации «мешающих» для текущей оценки сигналов во 
входных данных m-го канала измерения.
Структурная схема оптимального алгоритма (рис. 5.13) состоит из 
n перекрестно связанных каналов, в каждом из которых производит-
ся вычитание оценок мешающих сигналов, полученных в соседних 
каналах, измерение «своих» параметров f и μ формирование оценки 
 «своего» сигнала, которая используется для соответствующей 
компенсации в других каналах. 
Рис. 5.13. Структурная схема измерений
Эффективность алгоритма исследовалась методом статистиче-
ского моделирования на примере решения задачи измерения коорди-
нат двух источников с угловыми направлениями μ
1
 = 0,2 и μ
2
 = –0,2, 
что соответствует их разнесению на 0,23 ширины диаграммы направ-
ленности антенной решетки по нулям (рис. 5.14). В качестве началь-
ных условий задавались значения  (кривая 1),  
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(кривая 2),  (кривая 3). Шумы в элементах решетки некорре-
лированы. Отношение амплитуды сигнала к СКО шума 20 дБ. Оценки ко-
ординат сходятся к истинным после 15…20 итераций при отличии задан-
ных значений координат от начальных условий алгоритма в 10 и более раз.
Таким образом, даже в тех случаях, когда сигналы не разрешаются по 
углу (в смысле релеевского критерия) при отношениях сигнал – шум, не 
существенно превышающих порог обнаружения, рассматриваемый алго-
ритм позволяет производить совместное измерение угловых координат 
при низких требованиях к точности установки начальных условий. 
Рис. 5.14. Сходимость оценок координат источников
5.7. Компенсация отражений от источников помех
Проблема построения оптимального алгоритма обнаружения 
сигналов в радиолокаторе с синтезированной апертурой при наличии 
мешающих отражений от местных предметов, а также разработка ме-
тодики оценки эффективности такого обнаружения является одной 
из основных при проектировании и построении систем дистанцион-
ного мониторинга земной и водной поверхности воздушными и кос-
мическими средствами наблюдения с синтезированной апертурой.
5.7.1. Разработка алгоритма
В работах [15, 16], посвящённых проблемам обработки сигналов 
в радиолокационной станции с синтезированной апертурой (РСА), 
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основное внимание уделялось исследованию алгоритмов обнаруже-
ния при действии помех, вызванных отражениями от подстилающей 
поверхности и шумом. В ряде практических ситуаций вместе с полез-
ным сигналом, отраженным от многоэлементной цели, в диаграмме 
направленности (ДН) РСА могут присутствовать достаточно мощные 
помеховые сигналы, вызванные отражениями от мешающих объек-
тов. В этих случаях алгоритм обработки должен строиться с учётом, 
как распределённого характера цели, так и наличия помех. Опреде-
ление основных принципов построения таких алгоритмов и методов 
их анализа составляет содержание данной работы.
Предположим, что РСА бокового обзора перемещается по пря-
молинейной траектории. Полезные и мешающие сигналы в одном 
элементе разрешения по дальности формируются отдельными отра-
жателями, отстоящими на расстоянии  и  от на-
чала координат с шагом d, причём n и N – числа сигнальных и по-
меховых отражателей соответственно (рис. 5.15). При дискретной во 
времени обработке вектор наблюдаемых данных может быть пред-
ставлен в следующем виде:
 Y = β
T
A
T
 + β
С
A
С
 + N
N
, (5.7.1)
где β
T
 – матрица M×n:
  (5.7.2)
состоящая из векторов 
  (5.7.3)
задающих фазовое распределение сигнала, отражённого от i-го эле-
мента цели, по точкам синтезированной апертуры, имеющим коор-
динаты r
k
, , (λ – длина волны); A
T
 и A
С
 – векторы комплексных 
амплитуд сигналов и помех размерностью n×1 и N×1 соответственно, 
представляющие собой нормальные случайные величины с нулевы-
ми математическими ожиданиями и дисперсиями  и  соответ-
ственно; матрица β
С
 определяется аналогично (2) и (3), N
N
 – вектор 
комплексных амплитуд гауссовского шума.
194
Л.Г. Доросинский
Рис. 5.15. Геометрия задачи
При записи наблюдаемых данных в виде (5.7.1) достаточной стати-
стикой для обнаружения полезного сигнала является квадратичная форма
 α = Y*TθY, (5.7.4)
где  – весовая функция обработки,
  (5.7.5)
  (5.7.6)
где R
TC
 и R
C
 – корреляционные матрицы вектора (5.7.1) при наличии 
и отсутствии полезного сигнала соответственно,
  (5.7.7)
  (5.7.8)
  (5.7.9)
где * – комплексное сопряжение; T – знак транспонирования; E – 
единичная матрица, без ограничения общности в дальнейшем счита-
ем дисперсию шума .
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Используя равенство Вудбери для определения оптимальной ве-
совой функции, запишем выражение достаточной статистики в виде
 α = Z*TPZ, (5.7.10)
где  (5.7.11)
  (5.7.12)
  (5.7.13)
  (5.7.14)
где p
lt
 – элемент матрицы (5.7.11).
Структурная схема, реализующая оптимальный алгоритм (5.7.10), 
показана на рис. 5.16.
Рис. 5.16. Структурная схема оптимального алгоритма
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Основная функциональная операция, входящая в (5.7.13):
  (5.7.15)
представляет собой ЛЧМ-демодуляцию и дискретное преобразова-
ние Фурье, вычисляемое для пространственных частот 2d
i
/λR
0
, соот-
ветствующих всем элементам цели (помех).
5.7.2. Анализ алгоритма
Относительный выигрыш оптимальной обработки по сравнению 
с традиционной в РСА не позволяет оценить абсолютные значения ха-
рактеристик обнаружения при многоэлементных источниках сигнала 
и помех. С другой стороны, точный расчёт названных характеристик 
связан со значительными вычислительными трудностями, возникаю-
щими при определении и интегрировании распределённой статистики 
(5.7.10). В связи с этим для оценки эффективности рассматриваемого 
алгоритма использована методика, основанная на границе Чернова 
[3], в соответствии с которой вероятности правильного обнаружения 
и ложной тревоги могут быть рассчитаны по формулам:
  (5.7.16)
  (5.7.17)
где  (5.7.18)
 и  – первая и вторая производные от (5.7.18); s = 0…1 – фик-
тивный параметр; γ – число независимых испытаний (практически 
для РСА – это количество используемых частот при многочастотном 
зондировании или число некогерентно суммируемых синтезирован-
ных изображений при частично когерентном режиме работы РСА); 
P(Y/(T + C)), P(Y/C) – плотности вероятностей наблюдаемого векто-
ра при наличии и отсутствии полезного сигнала.
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Для случая, рассматриваемого в работе, выражение (5.7.18) имеет вид
  (5.7.19)
По формулам (5.7.16) и (5.7.17) с учётом выражения (5.7.19) и его 
производных рассчитаны рабочие характеристики и характеристики 
обнаружения.
Рабочие характеристики, приведенные на рис. 5.17–5.19 построены 
для случая, когда имеется лишь одна цель и одна помеха, ,
а число периодов наблюдения M = 1300. На графиках также приве-
дены рабочие характеристики для случаев отсутствия помехи и обра-
ботки, не использующей представленный в статье алгоритм.
Рис. 5.17. Рабочие характеристики для переменного значения d
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На рис. 5.17 приведены кривые для различных значений рас-
стояния между целью и помехой d при γ = 1. По графику вид-
но, что обработка с применением описанного в статье алгоритма 
позволяет улучшить характеристики обнаружения даже при γ = 1. 
С увеличением расстояния между целью и помехой, начиная 
с 10 м, рабочая характеристика приближается к случаю, когда по-
меха отсутствует полностью. 
На рис. 5.18 и 5.19 приведены кривые для различных значений 
числа испытаний γ при d = 20 м для разных интервалов по оси аб-
сцисс. С увеличением числа независимо проведенных испытаний γ 
характеристики обнаружения имеют существенный выигрыш в срав-
нении с обработкой без компенсации помех.
Рис. 5.18. Рабочие характеристики для переменного значения γ
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Рис. 5.19. Рабочие характеристики для переменного значения γ
Характеристики обнаружения многоэлементной цели (n = 5) на фоне 
многоэлементной помехи (N = 5) при   
M = 100, γ = 2 для помеховых ситуаций с различными взаимными 
угловыми расположениями цели и помех (рис. 5.20) приведены на 
рис. 5.21. Из представленных кривых следует, что при большем про-
странственном разделении цели и помех алгоритм позволяет суще-
ственно повысит вероятность обнаружения цели.
5.8. Интерферометрические РСА для измерения высот целей
Интерферометрическая РСА формирует два радиолокационных 
изображения с помощью антенн, разнесённых по высоте. Названные 
изображения сравниваются между собой для получения информации 
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о высоте местности. Интерферометрические РСА могут быть выпол-
нены на одном носителе с двумя антеннами (при этом карта высот 
формируется за один пролёт носителя РСА) или на одном носителе, 
но с формированием изображения за два пролёта над одним и тем же 
участком наблюдаемой поверхности.
Рис. 5.20. Ситуации взаимного расположения 
многоэлементной цели и помех
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Рис. 5.21. Характеристики обнаружения многоэлементной цели
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Интерферометрические РСА с формированием изображения за 
два прохода обладают очевидным недостатком, связанным с необхо-
димостью очень точно синхронизировать положения антенн и воз-
можностью изменения состояния поверхности между пролётами, так 
как такое время может составлять часы и более.
В интерферометрических РСА, формирующих РЛИ за один про-
лёт состояние участка поверхности абсолютно одинаково, база (рас-
стояние между антеннами) фиксирована и неизменна.
Для понимания теоретических основ работы интерферометри-
ческих РСА рассмотрим две антенны, разнесённые по вертикали на 
расстояние L (рис. 5.22).
Рис. 5.22. Траектории интерферометрической РСА
Определим оптимальный алгоритм определения высоты y по 
данным двух каналов приёма, разнесённых по вертикали на вели-
чину L. Напряжения на входах названных каналов определяются 
выражениями:
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где   – амплитуды сигналов от i-й точки цели в первом и втором 
приёмниках, разнесённых по вертикали на расстояние L;   – за-
паздывания сигналов от i-й точки цели в первом и втором приёмни-
ках в n-й точке траектории ЛА;   – начальные фазы сигналов от 
i-й точки цели в первом и втором приёмниках
Запишем выражения для запаздывания в первом и втором при-
ёмниках:
  (5.8.1)
       (5.8.2)
где x
i
 – координата точки цели, которую в дальнейшем считаем рав-
ной 0; множитель  – компенсируется при обработке (традици-
онная ЛЧМ-демодуляция отражённых сигналов в РСА).
С учётом выражений (5.8.1) и (5.7.2) комплексные амплитуды 
сигналов, принимаемых первым и вторым приёмниками имеют вид:
  (5.8.3)
  (5.8.4)
где   – комплексные амплитуды сигналов, отражён-
ных от точки поверхности, имеющей высоту h;   – комплексные 
амплитуды шума с нулевыми математическими ожиданиями и дис-
персиями .
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В дальнейшем считаем  так как дальности до точки цели 
и ракурсы её наблюдения практически одинаковы 
Для получения оптимального алгоритма оценивания высоты точ-
ки цели  запишем функцию правдоподобия:
  (5.8.5)
где  (5.8.6)
  (5.8.7)
где  
После подстановки (6) и (7) в (5), получаем:
  (5.8.8)
Для отыскания оптимального решения рассмотрим слагаемое 
в показателе, зависящее от ρ:
  (5.8.9)
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Дифференцируя по h и приравнивая результат к 0, получаем вы-
ражение:
  (5.8.10)
Отсюда следует, что оптимальная оценка высоты данной точки 
поверхности определяется из выражения:
Нетрудно проверить, что мы действительно получаем несмещён-
ную асимптотически эффективную оценку высоты отдельной точки 
поверхности. Структурная схема алгоритма обработки показана на 
рис. 5.23.
Рис. 5.23. Блок схема алгоритма оценки высоты элемента поверхности
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