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Résumé
L'objet de ette thèse est de proposer des méthodes originales d'étude et de rédution de mo-
dèles métabolio-génétiques. Les systèmes onsidérés sont onstitués d'une partie génétique (réseau
de gènes) et d'une partie métabolique ouplée au réseau génétique. Ils sont dérits par des équations
diérentielles. Ces méthodes utilisent le graphe d'interation du système, la monotonie des inter-
ations, la rédution par diérene d'éhelles de temps et l'étude des modèles hybrides et linéaires
par moreaux. Nous donnons dans la première partie quelques notions biologiques onernant le
prinipe de la régulation ellulaire et des préalables pour la modélisation de réseaux de régulation
ellulaire. Dans la deuxième partie, nous présentons les diérentes méthodes mises en plae. En
premier, nous exposons une méthode basée sur la hiérarhisation et qui permet de déomposer
un modèle omplexe en omposantes fortement onnexes. Nous nous sommes ensuite intéressés à
l'uniité et à la stabilité de l'équilibre de modèles métaboliques réversibles. Nous prouvons que s'il
existe, l'équilibre est globalement asymptotiquement stable. Troisièment, nous avons appliqué des
méthodes d'étude de systèmes ouplés basées sur des tehniques de systèmes monotones à un petit
exemple de modèle métabolio-génétique. L'identiation paramètrique et la rédution de modèle
basée sur la diérene d'éhelles de temps sont traitées dans le hapitre suivant. Nous terminons
par un modèle omposé de 14 variables qui nous est fourni par l'équipe Ibis de l'INRIA Grenoble
auquel nous appliquons quelques unes de es méthodes ; nous sommes en mesure de l'étudier dans
son intégralité.
Abstrat
The purpose of this thesis is to propose original methods of study and redution of metaboli
and geneti models. The onsidered systems onsist of one geneti part (gene network) and one me-
taboli part oupled with the geneti network. They are desribed by dierential equations. These
methods use the interation graph of the system, the monotony of the interations, redution using
the timesale order of magnitude and study of hybrid and pieewise linear models. We give in the
rst part some notions about the biologial priniples of ellular regulation and for the modeling
of ellular regulatory networks. In the seond part, we present the dierent methods we have im-
plemented. First, we outline a method based on the hierarhisation, whih allows to deompose a
omplex model in strongly onneted omponents. We further disuss the uniqueness and stability
of the equilibrium of reversible metaboli models. We prove that if exists, the equilibrium is glo-
bally asymptotially stable. Third, we apply methods based on monotony theory to study omplex
systems ; we give one small example of metaboli and geneti models. Parameter identiation and
model redution based upon the dierene of time sales are disussed in the next hapter. We
onlude with a model omposed of 14 variables provided by the Ibis team of INRIA Grenoble ; we
apply some of these methods, and are able to study the full model.
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Introdution
La biologie moléulaire est de nos jours l'un des domaines de la biologie les plus atifs. L'usage
de tehnologie de pointe a permis le séquenage omplet de génomes fournissant ainsi d'énormes
quantités de données. Ces importantes bases de données permettent de dérire ertains méanismes
biologiques. Ainsi, les interations entre les gènes, les protéines, les métabolites et d'autres molé-
ules sont identiées. De même, les variations de onentrations en fontion des hangements dans
le milieu sont aussi détetées. L'objetif des biologistes est d'arriver à une interprétation globale du
fontionnement d'un organisme. Il sera don néessaire d'arriver à une ompréhension des réseaux
d'interations, onnetés par des boules de rétroation positives et négatives, pour pouvoir diag-
nostiquer, prédire ou même orriger ertains omportements.
Devant de tels réseaux, la ompréhension intuitive est impossible. Il faut le onours de tous les
domaines sientiques pour arriver à produire des modèles mathématiques et à faire des simulations
par ordinateur.
Néanmoins, les modèles biologiques sont souvent de très grandes tailles et sont ainsi très diiles à
manipuler. A ela s'ajoute le fait que es modèles omprennent des variables génétiques, métabolites,
de signalisation. De plus, pour un mathématiien, un système non-linéaire de dimension supérieure
à 3 est souvent impossible ou diile à étudier, reste la simulation numérique. Il s'avère don inté-
ressant de mettre en plae de nouvelles méthodes pour es genres de modèle. C'est dans e adre
que s'insrit ette thèse qui onsiste à proposer des méthodes originales d'étude et de rédution de
modèles métabolio-génétiques omplexes. Ces méthodes utilisent les aratéristiques suivantes :
• le graphe du système (de la matrie jaobienne) ;
• la monotonie des interations (théorie des systèmes monotones) ;
• la rédution par éhelle de temps (modèle ave plusieurs éhelles de temps) ;
• l'étude des modèles hybrides (disontinu en espae) et linéaires par moreaux.
Ave la ollaboration du projet Ibis de l'INRIA Grenoble, nous avons pu travailler sur de vrai mo-
dèles. Toutefois, nous avons eu à appliquer des méthodes sur de petits exemples simples.
• Dans la première partie de ette thèse, nous donnons quelques notions biologiques permettant
de mieux omprendre les modèles que nous aurons à traiter. Le hapitre 1 aborde le prinipe
de la régulation ellulaire en présentant d'abord le dogme entral de la biologie pour terminer
sur l'exemple de l'opéron latose. N'étant pas biologiste, je me ontenterai de donner des
desriptions sommaires sans trop entrer dans les détails. Le hapitre 2 donne des préalables
pour la modélisation de réseaux de régulation ellulaire.
• La deuxième partie est onsarée aux diérentes méthodes mises en plae. Ainsi dans le ha-
pitre 3, nous présentons une méthode basée sur la hiérarhisation et qui permet de déomposer
le modèle en omposantes fortement onnexes. Nous l'appliquons sur un exemple de modèle
à 39 variables. L'étude des haines enzymatiques réversibles est abordée dans le hapitre 4,
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il s'agit de prouver que es genres de systèmes admettent un équilibre globalement asymp-
totiquement stable. Etant donné que les systèmes biologiques ont souvent des interations
négatives donnant ainsi des systèmes non-monotones, nous présentons dans le hapitre 5, sur
un petit exemple une méthode d'étude de systèmes non-monotones basée sur des tehniques
de systèmes monotones. Dans le hapitre 6, nous présentons sur un exemple, les tehniques de
rédution de modèle basées sur les diérenes d'éhelle de temps. Toujours ave et exemple,
nous analysons omment la variation lente d'un proessus lent peut engendrer le basulement
d'un proessus rapide d'un mode de fontionnement à un autre. L'identiation paramétrique
ainsi que l'estimation de la période d'un yle limite sont aussi faites dans e hapitre. Le
dernier hapitre onsiste en l'appliation de quelques unes de es méthodes sur "le modèle
inétique du réseau étendu de la réponse à un stress en arbone hez Esherihia oli" qui
nous est fourni par le projet Ibis de l'INRIA Grenoble. Dans e hapitre, nous utilisons la
modélisation par systèmes hybrides linéaires par moreaux.
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Première partie
Modélisation de réseaux de régulation
ellulaire
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Chapitre 1
Prinipe de la régulation ellulaire
Dans e hapitre, nous faisons un rappel des notions de base onernant le méanisme de base
de l'ADN.
1.1 Le dogme entral de la biologie ellulaire
An de mieux aborder le prinipe de régulation génétique et ses modélisations, nous devons
tout d'abord omprendre le fontionnement de base de la ellule et le rle des gènes au sein de
elle-i. Nous nous limiterons dans la suite à une desription très sommaire des prinipes(voir [46℄).
La ellule est omme une petite pohe organique possédant une membrane qui sépare l'intérieur
et l'extérieur et permet les éhanges entre elle-i et le milieu environnant. La gure 1.1 montre
une ellule et les éléments qui la onstituent. Ainsi les ellules prennent de manière séletive dans
leur environnement les divers produits (nutriments, oxygène...) néessaires à leur fontionnement
et y exrètent les déhets qui résultent de elui-i. A l'intérieur de la ellule, des transformations
himiques inessantes atalysées par des enzymes se produisent. Ces réations orrespondent au
métabolisme ellulaire (glyolyse, respirations, enzymes), aux voies de transdution de signal (ré-
epteurs intraellulaires, protéines, fateurs de transription).
Fig. 1.1  Cellule et les éléments qui la onstituent [72℄
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Au sein de la ellule se trouve la moléule d'ADN qui, dans les ellules euaryotes est ontenue
dans le noyau, dans les ellules proaryotes elle est ontenue dans le ytoplasme. La moléule d'ADN
est une maromoléule qui remplie un ertain nombre de fontions parmi lesquelles :
• le stokage d'information génétique néessaire au développement et au fontionnement de
l'organisme,
• la transmission de ette information de génération en génération ; 'est e qui permet l'hérédité,
• l'information portée par les ADN peut se modier au ours du temps. Cela entraine une
diversité des individues et une évolution possible des espèes.
Pour mieux omprendre omment l'ADN remplie es fontions, nous allons rappeler brièvement
sa struture. L'ADN est don omposée de séquenes de nuléotides disposées dans deux brins se
faisant fae et formant une double hélie. Chaque nuléotide est onstitué d'un groupe phosphate,
d'un sure(le desoxyribose), d'une base azotée ; tous es éléments sont liés entre eux omme on peut
le voir sur la gure 1.2.
P
D
D
D
D
D
D
D
D
P
P
P
P
P
A T
AT
G C
C G
Un nucleotide
P Acide Phosphorique
D Desoxyribose
Adenine
Guanine
TA
G C
Thymine
Cytosine
Fig. 1.2  Struture de l'ADN
Il existe quatre bases azotées diérentes : l'Adénine A, la Thymine T, la Cytosine C et la Gua-
nine G. Par onséquent, il existe quatre nuléotides diérents. Ces nuléotides sont omplémentaires
deux à deux : A est omplémentaire de T, G est omplémentaire de C. Un brin d'ADN est formé
par la répétition ordonnée de es nuléotides. Chaque nuléotide d'un brin se lie par une liaison
faible (liaison hydrogène) à elle qui lui orrespond dans l'autre brin. La moléule d'ADN est don
un enhainement ni de lettres sur un alphabet omportant quatre lettres {A,T,G,C} et haque
gène est une portion de ette longue séquene. Le gène est l'unité fontionnelle de base de l'informa-
tion génétique. Il existe des gènes de strutures et des gènes de régulation. Les gènes de struture
ontiennent l'information utilisable par la ellule pour fabriquer ses protéines. Les protéines sont
des maromoléules neessaires à la survie de la ellule. On peut iter en guise d'exemple :
• les enzymes qui atalysent toutes les réations biohimiques du métabolisme ;
• les protéines de struture pour former les diérents éléments de elle-i.
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La synthèse des protéines à partir des gènes ommunément appelée dogme entral de la biologie
ellulaire se fait en deux étapes :
• La transription : lors de ette phase, une enzyme partiulière l'ARN polymérase (ARNp)
parourt l'un des brins du gène à transrire et le lit. A la n de la leture, un brin d'ARN dit
messager, omplémentaire du brin parouru est libéré. C'est une opie exate du gène qui est
ainsi eetuée lors de la transription. La Thymine est ependant remplaée par l'Uraile.
Fig. 1.3  Proessus de transription de l'ADN [20℄
• La tradution : l'ARNm libéré est omposé de odons (groupe de trois nuléotides) parmi
lesquels le odons AUG qui indique le début de la tradution et le odon-stop qui provoque
l'arrêt de la tradution. Cet ARNm est parouru par un ribosome, odon par odon et haque
odon orrespond à un aide aminé exepté trois odons appelés odon-stop. Une fois le odon-
stop atteint, le ribosome se détahe de l'ARNm et une séquene d'aides aminés (appelées
haîne polypeptidique) est libérée et pourra prendre une onguration spatiale qui lui est
propre et devenir ainsi une protéine.
La fabriation de protéines à partir de l'information portée par l'ADN suit don les deux étapes
dérites préédemment.
Etant donné que toutes les ellules de l'organisme partagent le même génome et qu'il existe diérent
type de ellule (exemple les ellules de la peau sont dierentes des neurones), il est don lair que les
gènes spéiques à un ertain type de ellule n'ont pas à être exprimés dans un autre type de ellule.
Il existe don un ou plusieurs méanismes dans haque ellule apable de ontrler l'expression des
gènes. Ainsi ertains gènes ne sont exprimés que dans ertaines ellules, à ertaines périodes de la
vie de l'organisme ou sous ertaines onditions.
1.2 Exemple de l'opéron latose
Pour omprendre le prinipe de la régulation génétique, nous allons prendre l'exemple de l'opéron
latose. Cet example omprend aussi des omposants métaboliques. Dérit pour la première fois au
début des années 60 par Franois Jaob et Jaques Monod, l'opéron latose est le premier système de
régulation génétique mis en évidene. Un opéron est une unité d'expression génétique qui omprend
un ou plusieurs gènes et des séquenes régulatries qui ontrolent leurs transriptions. Dans le as
de l'opéron latose, il s'agit de trois génes (laZ, laY et laA) indispensables à la transformation
du latose par la ellule. Ces trois gènes odent pour trois protéines qui sont respetivement la
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β-galatosidase, la perméase et la transaétylase. Le rle de ette dernière est mal onnu quant
aux deux autres protéines, leur rle est de permettre à la ellule de s'alimenter en latose. La
perméase permet de faire pénétrer à l'intérieur de la ellule les latoses présentent dans le milieu
extra-ellulaire, quant à la β-galatosidase, elle permet la dégradation du latose intra-ellulaire en
gluose. Ces trois gènes sont préédés d'une région qui régule leur expression. Cette région omprend
l'opérateur qui est une région où se xe un represseur pour ontrler l'expression des gènes et le
promoteur qui est une région en amont du site d'initiation de la transription sur laquelle l'ARN
polymérase peut se lier. En amont de l'opéron latose, on trouve un gène régulateur laI qui ode
pour une protéine régulatrie. Cette protéine intervient dans le ontrle de l'expression des gènes
en se xant sur l'opérateur. Elle peut ainsi ativer ou réprimer spéiquement la transription des
gènes. Pour mieux omprendre le fontionnement de l'opéron latose, nous allons prendre deux as
à savoir en présene et en absene de latose. Nous n'entendons pas donner le détail du système
de régulation de l'opéron latose, nous nous limiterons juste à une desription très sommaire du
prinipe d'ativation ou d'inhibition des gènes struturaux. Ceux qui voudraient plus de détails
peuvent onsulter [16, 68℄.
• En absene de latose
En absene de latose, la protéine régulatrie va se lier spéiquement au niveau de l'opérateur
de l'opéron latose bloquant l'aès de l'ARN polymérase au site d'initiation de la transrip-
tion. Les gènes de struture ne sont don pas transrits ar les enzymes orrespondant sont
inutiles en absene de latose. Il y a ainsi une régulation négative de la transription des gènes
de l'opéron latose.
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ARNp
sens d’avancement de l’ARNp
régulatrie à forte anité
pour l'opérateur
protéine
Fig. 1.4  Inhibition de l'expression des gènes de struture de l'opéron latose. L'ARNp peut
se lier au promoteur mais est bloqué au niveau de l'opérateur.
• En présene de latose
En présene de latose, l'allolatose, un isomère du latose, se lie à la protéine régulatrie
hangeant ainsi sa onformation. Cei entraine la perte de l'anité de ette protéine pour
l'opérateur. Le site de l'opérateur est don libéré et l'ARN polymérase peut atteindre le site
d'initiation de la transription. Ainsi les enzymes néessaires au métabolisme du latose sont
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synthétisées et remplissent leur rle.
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pert son a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pas de xation
Fig. 1.5  Shéma simplié des interations de l'opéron latose. Nous n'avons pas représenté
toutes les réations, nous voulons juste montrer le système de régulation de la transription
des gènes struturaux
La desription préédante de l'opéron latose ne tient pas ompte de toutes les réations. Nous
nous sommes juste intéressés à la partie génétique. Par example, dans l'opéron latose, il y a aussi
une partie métabolique (transformation du latose en gluose atalysé par l'enzyme β-galatosidase).
Si l'on voulait plus de préision, on prendrait en ompte les réations métaboliques environnantes ar
un réseau n'est jamais purement génétique. Ainsi pour mieux dérire un réseau, il faut onsidérer
les réations himiques, enzymatiques et génétiques de même que leur interation. De nombreux
modèles ont été érits sur l'opéron latose(voir [16, 68℄).Dans la setion 2.3, nous présentons un
modèle de l'opéron latose. Nous allons dans la suite donner des préalables pour modéliser des
réations himiques, enzymatiques et génétiques.
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Chapitre 2
Préalables pour la modélisation de
réseaux de régulation ellulaire
Nous donnons dans e hapitre quelques rappels sur les modélisations lassiques pour les réa-
tions himiques, métaboliques et les régulations génétiques.
2.1 Réations biohimiques et enzymatiques
Dans ette setion, nous allons nous intéresser aux réations enzymatiques et à leur modélisation.
Nous n'allons pas trop entrer dans les détails biologiques, eux qui voudraient de plus amples
expliations peuvent se réfèrer à [7℄. Les réations enzymatiques sont des réations atalysées par des
enzymes qui jouent le rle d'aélérateur de réations. Les enzymes sont don des maromoléules,
des protéines ou des ARN qui aélèrent susamment la vitesse des réations pour qu'elles soient
ompatibles ave le fontionnement de l'organisme. Les enzymes jouent don un rle apital dans
le fontionnenment de la ellule. Pour aider à la ompréhension de la inétique enzymatique, nous
allons tout d'abord rappeler les prinipes de la inétique himique.
2.1.1 Réation himique
Une réation himique est une transformation de la matière au ours de laquelle les espèes
himiques (atomiques, ioniques ou moléulaires) qui onstituent la matière sont modiées : les
espèes qui sont onsommées sont appelées réatifs et les espèes formées au ours de la réation
sont appelées produits (de réation). La gure 2.1 représente une réation himique où a et p
représentent les oeients stoehiométriques, A est le réatif, P le produit, k1 est la onstante de
vitesse de la réation direte et k−1 elle de la réation inverse.
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aA pP
k1
k−1
Sens de la reaction directe
Sens de la reaction inverse
Fig. 2.1  Représentation d'une réation himique
Vitesse de réation
En onsidèrant une réation himique, lorsque la réation progresse, les réatifs de départ dis-
paraissent alors que les produits se forment. On assiste alors à une variation des onentrations
des réatifs et des produits au ours du temps. La mesure de la rapidité de es hangements de
onentrations est appelée vitesse de réation. Ainsi en 1867, Guldberg et Waage établissent la loi
d'ation de masses qui dit que : à température onstante, la vitesse des réations est proportionelle
au produit des onentrations des réatifs. Chaque réatif est élevé à une puissane égale à son
oeient stoehiométrique.
En onsidèrant ainsi la réation α A + β B → P , alors la vitesse est donnée par
v = k[A]α[B]β
où k représente la onstante de vitesse, [A] et [B] représentent respetivement les onentrations
des réatifs A et B.
Ordre d'une réation
L'ordre d'une réation dérit la inétique de la réation et se déduit diretement de la loi d'ation
de masse. En prenant une réation telle que la vitesse soit égale à v = k[A]α[B]β , l'ordre de ette
réation est égale à : σ = α+ β.
Réseau de réations himiques
Un réseau de réations himiques est onstitué d'un ensemble de réations himiques élémen-
taires. La gure 2.2 représente un réseau de réations himiques omposé de quatre réations
élémentaires. Chaque réation orrespond à une èhe. Les réatants apparaissent à gauhe des
èhes, les onstantes inétiques au dessus des èhes et les produits à droite. Les espèes himiques
(les réatants et les produits) sont A, B et C. Les onstantes inétiques sont k1, k2, k3 et k4.
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A+B A+ C
B +B
C B
k1
k2
k3
k4
C
BA
Fig. 2.2  Réseau de réations himiques
Le modèle mathématique de e réseau est donné par :
dA
dt
= −k1A
dB
dt
= k1A− k2AB − 2k3B2 + k4C
dC
dt
= k2AB + k3B
2 − k4C
(2.1)
Ce modèle peut aussi s'érire par la formule suivante :
x˙ = NV (x)
où N est la matrie stoehiométrique, V est le veteur des vitesses de réations. Pour l'exemple
préédant :
N =
−1 0 0 01 −1 −2 1
0 1 1 −1

, V =

k1A
k2AB
k3B
2
k4C
 et x˙ =

dA
dt
dB
dt
dC
dt

Après e petit rappel sur les réations himiques, nous allons maintenant nous intéresser à la
inétique enzymatique.
2.1.2 Cinétique enzymatique
Comme nous l'avions rappelé dans l'introdution de ette partie, les enzymes sont des ataly-
seurs. Le tableau ( 2.1) extrait de [36℄ met en relief le fateur d'aroissement de la vitesse de la
réation par une enzyme. On omprend mieux à travers e tableau le rle des emzymes.
Enzyme Vit. non enzymatique (s
−1
) Vit. enzymatique (s
−1
) F. d'arois.
Chymotrypsine 410
−9
410
−2
10
7
Uréase 310
−10
310
4
10
14
Phosphatase alaline 10
−15
10
2
10
17
Tab. 2.1  Ce tableau montre à quel point l'enzyme peut augmenter la vitesse d'une réation.
L'étape suivante onsistera maintenant à expliiter ette vitesse de réation
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L'équation de vitesse du méanisme irréversible
En 1913, Mihaelis et Menten ont mené des études sur une réation enzymatique simple im-
pliquant une seule enzyme. Considérons la réation onstituée d'un substrat noté S, d'une enzyme
notée X0 et d'un produit noté P . Mihaelis et Menten proposent le shéma suivant : nous nous
référons à [48℄ et [15℄. L'enzyme forme un omplexe transitoire X1 avant de revenir à sa forme
initiale, donnant ainsi le produit P à partir du substrat S.
S + X0 X1 P + X0
k2
k1
k−1
(2.2)
Le modèle est donné par : 
ds
dt
= −k1sx0 + k−1x1
dx0
dt
= −k1sx0 + k−1x1 + k2x1
dx1
dt
= k1sx0 − k−1x1 − k2x1
dp
dt
= k2x1
(2.3)
où s, x0, x1 et p représentent respetivement les onentrations de S, X0, X1 et P .
Remarque.
dx0
dt
+
dx1
dt
= 0
ei signie que
x0 + x1 = E(cst)
La quantité d'enzyme (sous sa forme libre et sous la forme de omplexe enzyme-subtrat) reste
onstante au ours du temps.
Les onentrations de S, X0 et X1 étant indépendantes de la onentration de P , nous pouvons
isoler la dernière équation.
En remplaçant x0 par E − x1, on obtient le système suivant :
ds
dt
= −k1Es+ (k−1 + k1s)x1
dx1
dt
= k1Es− (k−1 + k2 + k1s)x1
(2.4)
Pour trouver l'équation de Mihaelis-Menten, les biologistes utilisent l'hypothèse de la quasi-stationnarité
qui onsiste à dire que la onentration du omplexe transitoire atteint rapidement une valeur
onstante d'où
dx1
dt
= 0
Cette hypothèse est à prendre ave beauoup d'attention. Il faudrait trouver les onditions pour
lesquelles ette approximation peut être faite. Le meilleur moyen est d' a-dimensioner le système
( 2.10).
Prenons une nouvelle base de temps τ telle que τ = k1Et et faisons les hangements de variables
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suivants :s∗(τ) = s(t)
s0
et x∗1(τ) =
x1(t)
E
. Posons ǫ = E
s0
, K = k−1+k2
k1s0
, λ = k2
k1s0
, le système ( 2.10)
devient : 
ds∗
dτ
= −s∗ + (K − λ+ s∗)x∗1
ǫ
dx∗1
dτ
= s∗ − (K + s∗)x∗1
(2.5)
Hypothèse 1. On suppose que s0 est très grand devant E
Si l'hypothèse 1 est vériée, alors ǫ sera très petit. Le système ( 2.5) est don un système
lent/rapide et x∗1 orrespond à la variable dont l'évolution est rapide. On applique le théorème de
Thikonov (voir annexe A.1). Le nouveau système s'érit alors :
ds∗
dτ
= −s∗ + (Km − λ+ s∗)x∗1
0 = s∗ − (K + s∗)x∗1
(2.6)
Cette démonstration justie mieux l'hypothèse de quasi-stationnarité. La résolution du deuxième
équation implique
x∗1 =
s∗
K + s∗
En remplaçant x∗1 dans la première équation, nous obtenons
ds∗
dτ
=
−λs∗
K + s∗
(2.7)
En redimensionnant l'équation ( 2.7), nous obtenons
1
k1s0E
ds
dt
= − k2s(t)
k1s20
(
k−1+k2
k1s0
+ s(t)
s0
)
ds
dt
= − k2Es(t)
k−1+k2
k1
+ s(t)
En posant KM =
k−1+k2
k1
Vr = −ds
dt
=
k2Es(t)
KM + s(t)
(2.8)
La vitesse de la réation ( 2.2) Vr est appelée équation quasi-stationnaire de Mihaelis-Menten :
k2E est la vitesse maximale que peut atteindre la réation lorsque la onentration en substrat s
tend vers +∞ et KM est la onstante de Mihaelis. L'allure de Vr est représentée dans la gure 2.3
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Fig. 2.3  Allure de la vitesse de la réation ( 2.2) en fontion de la onentration du substrat s
L'équation de vitesse du méanisme réversible
Dans [7℄, on peut lire que en prinipe toutes les réations atalysées par des enzymes sont
réversibles et que en réalité de nombreuses réations importantes en biohimie sont réversibles. Il
s'avère don intéressant de ompléter le modèle ( 2.2) en faisant apparaitre la réation au sens
inverse. Le modèle le plus simple est le suivant :
S + X0 X1
k1
k−1 k−2
k2
P + X0
(2.9)
Le modèle mathématique orrespondant est le suivant :
ds
dt
= −k1sx0 + k−1x1
dx0
dt
= −k1sx0 + k−1x1 + k2x1 − k−2px0
dx1
dt
= k1sx0 − k−1x1 − k2x1 + k−2px0
dp
dt
= k2x1 − k−2px0
(2.10)
En faisant une démarhe similaire à elle préédante, on arrive à l'expression de la vitesse de réation
suivante : Vr =
k1k2Es(t)− k−1k−2Ep(t)
k−1 + k2 + k1s(t) + k−2p(t)
En posant kS = k1k2, kP = k−1k−2, KSP = k−1 + k2, k
′
S = k1 et k
′
P = k−2, nous obtenons
Vr = E
kSs(t)− kP p(t)
KSP + k
′
Ss(t) + kP ′p(t)
(2.11)
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Nous allons utiliser ette équation dans la suite où nous étudions les haines enzymatiques ré-
versibles. Rappelons que E est la onentration totale d'enzyme supposée onstante (ou variant
lentement) dans un premier temps.
Coopérativité et allostérie
Il est important de remarquer que les expressions de vitesse préédentes ne onernent que les
enzymes ayant un seul site de liaison ave le substrat. Il se trouve que dans la nature, on voit
souvent des enzymes présentant plusieurs sites de liaisons et pour es dernières, les lois préédants
de la inétique enzymatique sont inadaptées. On distinguera deux as : si tous les sites aueillent
le même type de substrat alors l'enzyme possède des propriétés de oopérativité et si haque type
de liaison onerne un substrat diérent alors l'enzyme est allostérique. En guise d'exemple de
oopérativité, nous pouvons iter l'hémoglobine qui est une protéine permettant le transport de
l'oxygéne dans le sang : elle possède quatre sites de liaison qui ont une anité ave l'oxygène O.
Pour dérire la xation oopérative de l'oxygène sur l'hémoglobine, Hill propose en 1910 l'équation
suivante [7℄ :
Vr =
Vmaxs
p
Kp + sp
(2.12)
Vmax est la vitesse limite, K orrespond à la valeur de la onentration de substrat s pour laquelle
Vr = 0.5V . En e qui onerne le oeient p, Hill n'avait pas donné de signiation physique. Pour
ertains, e oeient orrespond à une estimation du nombre de sites de xation du substrat sur
l'enzyme. Il est inorret de traiter ainsi e oeient ar en prenant l'exemple de l'hémoglobine,
la valeur de p est d'environ 2, 7, alors que le nombre de sites de xation est de quatre. Nous nous
limiterons à appeler h le oeient de Hill.
Nous avons donné dans ette setion des élements de ompréhension de la atalyse enzymatique,
nous allons parler dans la setion suivante de la modélisation des réseaux de régulation génétiques.
2.2 Diérentes lasses de modèles de systèmes génétiques
Il est important de noter la grande diversité des lasses de modèles de réseaux génétiques. Nous
nous limitons ii à mentionner quelques uns de es modèles sans autres préisions. L'on peut trouver
dans la littérature, des textes plus détaillés [13, 11, 24, 64, 71℄.
Il existe ainsi des modèles à aratère informatique souvent basés sur des graphes. Nous pouvons
aussi iter des systèmes hybrides qui sont des systèmes dynamiques faisant intervenir simultanément
des variables disrètes et des variables ontinues (voir [2, 25, 62, 68℄).
Dans [23, 47℄ sont étudiés des modèles stohastiques. Etant donné que les proessus biohimiques
sont marqués par des eets de bruits et d'inertitude, les modèles stohastiques seront don plus
"prohes" de la réalité biologique que eux que nous allons parler par la suite mais plus diile à
traiter et souvent les hypothèses sur la stohastiité sont diiles à vérier.
Il existe aussi des modèles disrets [41, 66, 56, 50, 70, 40℄ qui ont pour avantage de permettre de
traiter des réseaux de dimension élevée. Cei onfère à es modèles une grande importane dans la
mesure où l'on sait qu'en biologie, on se retrouve souvent à devoir traiter de gros modèles (le génome
d'un organisme est souvent d'un ordre de grandeur de 104). Par ontre, ils sont plus qualitatifs et
ne permettent pas en général de représenter des réseaux métaboliques.
Nous allons maintenant presenter deux types de modèles qui vont être utilisés dans ette thèse.
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2.2.1 Modèle de régulation d'un gène
Avant de donner le modèle général de régulation génétique, nous allons d'abord nous intéresser
à un modèle de régulation très simple. Il s'agit d'un gène a qui est transrit en ARNm qu'on notera
m. Ce dernier est traduit en protéine p. La transription du gène est régulée par une protéine B
(voir gure 2.4)
a
m p
B
Fig. 2.4  Régulation de la transription d'un gène a
Le modèle mathématique orrespondant est le suivant :
m˙ = kah
+(B, θB, nB)− γmm (2.13)
p˙ = αm− βp (2.14)
Dans e modèle, m représente la onentration de l'ARNm, p est la onentration de la protéine.
Le terme kah
+(B, θB , nB) représente la régulation positive de la transription du gène par une
protéine B. La fontion h+(B, θB , nB) est une fontion de forme sigmoidale vériant les propriétés
suivantes :
• h+(x, θ, n) (resp.h−(x, θ, n)) est stritement roissante (resp. déroissante) vaut 0 en 0 et tend
vers 1 en +∞ (resp. vaut 1 en 0 et tend vers 0 en +∞)
• Lorsque n tend vers +∞ ,
∀x < θ, h+(x, θ, n)→ 0(resp.h−(x, θ, n)→ 1)
∀x > θ, h+(x, θ, n)→ 1(resp.h−(x, θ, n)→ 0)
Les fontions de Hill h+(x, θ, p) =
xp
xp + θp
(h−(x, θ, p) =
θp
xp + θp
) vérient toutes es propriétés et
sont souvent utilisées dans la régulation génétique.
Faisons maintenant l'hypothèse suivante :
Hypothèse 2. La transription du gène est plus rapide que la tradution de l'ARNm en protéine.
Nous appliquons maintenant le théorème sur le lent-rapide de Tyhonov (voir annexe A.1), le
système devient alors :
m∗ =
ka
γm
h+(B, θB , nB) (2.15)
p˙ = kph
+(B, θB , nB)− βp (2.16)
ave kp = α
ka
γm
.
Nous venons de voir que pour modéliser la synthèse d'une protéine par un gène, nous devons
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passer par deux étapes à savoir une équation modélisant la transription et une autre modélisant
la tradution. Nous avons ensuite fait une hypothèse qui nous a permis de réduire le modèle. Nous
utiliserons dans la suite e modèle réduit de la forme de l'équation( 2.16) pour modéliser la synthèse
d'une protéine par un gène pour le as simple où le gène n'est régulé que par une seule protéine B.
Nous allons maintenant voir un as plus général où le gène peut être régulé par plusieurs éléments.
2.2.2 Modélisation ave des équations diérentielles ordinaires
Il s'agit d'un modèle donné par des équations diérentielles ordinaires du type :
x˙i = Fi(x,Z), i = 1.....n
où les Fi(x,Z) sont de la forme ai(Z) − bixi ; x(t) est un veteur de Rn+ et Zk = S+k (xj , θj, n) ou
Zk = S
−
k (xj , θj, n) est une fontion de forme sigmoidale vériant les propriétés suivantes :
• S+(x, θ, n) (resp.S−(x, θ, n)) est stritement roissante (resp. déroissante) vaut 0 en 0 et
tend vers 1 en +∞ (resp. vaut 1 en 0 et tend vers 0 en +∞)
• Lorsque n tend vers +∞ ,
∀x < θ, S+(x, θ, n)→ 0(resp.S−(x, θ, n)→ +∞)
∀x > θ, S+(x, θ, n)→ +∞(resp.S−(x, θ, n)→ 0)
Ces propriétés sont toutes vériées par les fontions de Hill qu'on notera h(x, θ, n)
Le terme ai(Z) peut avoir plusieurs formes. Il peut être égal à αZi, il peut aussi être une somme
(Zi + Zj + ......), un produit (ZiZj.......) ou même une somme de produits (ZiZj + ZkZl + ...). Ce
terme dépendra des éléments du réseau et éventuellement de la variable elle même. Cette dépen-
dane symbolise la régulation. De e fait, nous utiliserons pour une régulation positive (ativation)
une fontion de Hill positive (h+ =
xp
θp + xp
) et pour une régulation négative (inhibition), nous
prendrons une fontion de Hill négative h− = 1 − h+ = θ
p
θp + xp
. La fontion de Hill admet deux
paramètres : θ qui est une valeur seuil et p qui orrespond à la oopérativité (voir la sous-setion
2.1.2). Mathématiquement p orrespond à la raideur de la fontion. Le terme bixi orrespond à la
dégradation des diérentes espèes.
Cette modélisation représente bien la dynamique du système mais ependant, l'étude analytique est
très diile du fait de la non linéarité de la fontion de Hill.
Il existe un autre type de fontion approximant les sigmoides et souvent utilisée pour simplier les
aluls [52℄ : il s'agit des logoides. Une logoide positive(resp. négative) est telle que en onsidèrant
l'intervalle [0,+∞], elle est onstante et vaut 0(resp. 1) entre [0, i], elle est onstante et vaut 1(resp.
0) entre [j,+∞]. Elle roit de faon ontinue (resp. déroit de faon ontinue) dans l'intervalle [i, j]
ontenant le seuil θ. Voir la gure 2.5.
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Fig. 2.5  Représentation d'une sigmoide ave omme paramètres : θ = 0.5 et p = 6 et de la logoide
l'approximant
2.2.3 Modèles anes par moreaux
Nous allons parler dans ette setion d'un modèle intermédiaire entre les modèles ontinus et
disrets. Il s'agit dans es modèles de remplaer les fontions sigmoidales ou logoidales par des
fontions de Heaviside entrées en θ [27, 26℄, appelées aussi fontion step. L'introdution de fontion
step va entrainer des disontinuités dans le seond membre. Ces systèmes ont la forme suivante :
x˙i = ai(Z)− bixi, i = 1.....n (2.17)
Les ai(Z) sont onstantes par moreaux. Dans haque moreau ou boite retangulaire, le sys-
tème( 2.17) est ane. Cei est intéressant ar la linéarité va failiter l'étude des équations quelque
soit la taille du système.
2.2.4 Exemple : réseau d'inhibition réiproque de deux gènes
Pour donner plus de larté à es desriptions de modèles, nous allons traiter un exemple de
réseaux génétiques ave d'une part un modèle ave équations diérentielles ordinaires et d'autre
part ave modèle ane par moreaux. Il s'agit dans ette setion de faire une étude d'un réseau
de régulation génique de deux gènes. Le réseau se présente omme suit : haun des gènes ode
une protéine régulatrie qui inhibe l'expression de l'autre gène, en se xant à un site hevauhant
le promoteur du gène (voir la gure 2.6). Le réseau sera modélisé d'une part ave des équations
diérentielles ordinaires et d'autre part par un modèle ane par moreaux.
A
B
a b
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Fig. 2.6  Exemple d'un réseau de régulation génique simple omposé de deux gènes a et b, leurs
protéines A et B, ainsi que leurs interations régulatries
Modèles d'équations diérentielles ordinaires non linéaires
Equations mathématiques 
dxa
dt
= kah
−(xb, θb, nb)− γaxa
dxb
dt
= kbh
−(xa, θa, na)− γbxb
(2.18)
Les variables xa et xb représentent les onentrations des protéines A et B odées par les gènes a et
b respetivement.
Le terme kah
−(xb, θb, nb) (resp. kbh−(xa, θa, na)) est le terme de synthèse de la protéine A (resp.
de la protéine B), tandis que γaxa (resp. γbxb) représente le terme de dégradation de la protéine A
(resp. de la protéine B) et est proportionnel à sa propre onentration xa (resp. xb). La fontion h
est une fontion de Hill.
Tous les paramètres sont des onstantes positives.
Proposition 2.2.1. Domaine d'étude :
Le domaine d'étude est R≥0 et est positivement invariant.
Preuve 1. Sens des lignes de hamps au niveau des frontières :
• En posant xa=0, on trouve dxa
dt
= kah
−(xb, θb, nb)>0
Les lignes de hamps vont dans le sens des xa positifs,
• En posant xb=0, on trouve dxbdt = kbh−(xa, θa, na)>0
Les lignes de hamps vont dans le sens des xb positifs.
Les frontières sont don répulsives d'où l'invariane du domaine voir gure 2.7.
Xb
Xa
Fig. 2.7  Lignes de hamps au niveau des frontières
Etude des points d'équilibre Les isolines sont données par :
xa =
kah
−(xb, θb, nb)
γa
= f(xb)
xb =
kbh
−(xa, θa, na)
γb
= g(xa)
(2.19)
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Fig. 2.8  Traé des Isolines de xa et xb ave les valeurs de paramètres suivantes : n=3, θa = θb = 5,
ka = kb = 10, γa = γb = 1
Proposition 2.2.2. Nous obtenons ave ertaines valeurs de paramètres la gure 2.8 où nous
avons trois points d'équilibre.
Etude de la stabilité des points d'équilibre Rappel : Soit un système diérentiel ordinaire
de dimension 2 et soit x∗ un équilibre de e système.
Si la trae de la jaobienne évaluée en x∗ est négative et le déterminant positif, alors x∗ est loalement
asymptotiquement stable.
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Fig. 2.9  Représentation des deux isolines et exemples de trajetoires. Le système possède une
séparatrie qui partage les bassins d'attrations des deux points d'équilibre stables
Pour simplier les éritures, nous allons poser h−(xa, θa, na) = ha et h−(xb, θb, nb) = hb, la
matrie jaobienne du système( 2.18) sera don :
J =
( −γa kbh′b
kah
′
a −γb
)
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Trace(J) = −γa − γb < 0
det(J) = γaγb − kbh′bkah′a
Soit E1 et E2 les points d'équilibre du haut et du bas, E3 le point d'équilibre du milieu(voir -
gure 2.8). Déterminons le signe du déterminant en haun de es points d'équilibre :
Remarque. xa =
ka
γa
hb peut aussi s'érire en utilisant sa fontion inverse sous la forme f(xa) =
xb = h
−1(
γa
ka
xa).
La gure 2.8 est une représentation graphique de f(xa) et g(xa) = xb =
kbh(a)
γb
. Nous pouvons
sortir de ette gure des inégalités sur les pentes des deux isolines. Ainsi en E1 etE2, f
′(xa) < g′(xa)
et en E3, f
′(xa) > g′(xa).
Or
g′(xa) =
kb
γb
h′a
et
f ′(xa) = h−1
′
(γa
ka
xa)
= (γa
ka
xa)
′ 1
h′(h−1(γa
ka
xa))
= γa
ka
1
h′
b
Don en E1 et E2,
γa
ka
1
h′b
<
kb
γb
h′a
D'où γaγb > kbh
′
bkah
′
a ar h
′
b < 0
Le déterminant est don positif. La trae de J est négative quelque soit le point onsidèré.
Proposition 2.2.3. Les deux points d'équilibre E1 et E2 sont asymptotiquement stables.
En E3,
γa
ka
1
h′b
>
kb
γb
h′a, et par le même raisonnement que préédemment, on trouve que Det(J) < 0
en E3.
Proposition 2.2.4. En E3, il y a don deux valeurs propres dont les parties réelles sont de signes
ontraires. E3 est don un point selle.
A la valeur propre à partie réelle négative, on assoie un sous ensemble propre stable Es et à
elle à partie réelle positive, on assoie un sous ensemble propre instableEi.
Conlusion L'analyse de es résultats nous amène à dire que le réseau d'inhibition réiproque
est sous ertaines valeurs de paramètres bistable, 'est à dire qu'à partir des onditions initiales,
le système atteindra l'un des deux équilibres stables. De même, l'équilibre instable n'est atteint
que pour des onditions initiales très partiulières. Remarquons aussi que les deux états d'équilibre
orrespondent soit à une onentration élevée de l'une des protéines et faible de l'autre ou inverse-
ment. De e fait, une perturbation allant dans le sens de dégrader fortement la protéine ayant la
onentration la plus élevée entraine un basulement dans l'autre équilibre stable. Ce phénomène
est appelé hystérésis [38℄.
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Les propriétés de bistabilité et l'hystérésis de e réseau ont été testées expérimentalement par Gard-
ner et al [21℄.Ils ont reonstitué dans la ellule d'Esherihia oli e réseau par lonage des gènes
sur un plasmide. Les gènes ont été hoisis de sorte que l'ativié des protéines orrespondantes peut
être régulée par des signaux de l'extérieur. Des expérienes iblées ont montré que le système est
bistable et peut basuler d'un équilibre à l'autre en fontion d'une indution himique ou thermique
transitoire.
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Fig. 2.10  Analyse de la bifuration qui se produit lorsque la valeur de θb est augmentée
Remarque. Pour ertaines valeurs des paramètres, le omportement du système hange(gure 2.10).
En xant tous les paramètres et en augmentant θb, l'isoline de xa se déplae et on a rapprohement
entre l'un des points d'équilibre stable et le point d'équilibre instable. Pour θb supérieur ou égal à
kb
γb
, le système perd les propriétés de bistabilité et d'hystérésis. Il y a don bifuration.
Remarque. Il est aussi intéressant de remarquer que pour e type de modèle, nous parvenons
qualitativement à loaliser les deux équilibres stables mais il nous est diile d'avoir les solutions
analytiques des équations du fait de la non linéarité de la fontion de Hill. Nous sommes obligés de
passer par une solution géométrique.
Cei nous amène à proposer un modèle où la fontion de Hill est remplaée par une fontion step.
Modèles d'équations diérentielles ordinaires linéaires par moreaux
Equations mathématiques Le modèle non linéaire étant diile à étudier analytiquement pour
des modèles de dimension élevée, nous pouvons penser à utiliser un modèle plus simple et qui
représente la dynamique du système. Etant donné que la fontion de Hill se omporte omme un
step pour n grand(voir gure 3.1), on peut ainsi remplaer h− par la fontion s− qui est telle que :{
s−(xi, θi) = 0 pour xi > θi
s−(xi, θi) = 1 pour xi < θi
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Fig. 2.11  Représentation graphique de la fontion de Hill pour n grand
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Dans la suite, nous essayerons de montrer que les propriétés du système non linéaire sont onservés.
La modélisation en utilisant la fontion s− donne le système disontinu suivant :{
dxa
dt
= kas
−(xb, θb)− γaxa
dxb
dt
= kbs
−(xa, θa)− γbxb (2.20)
Le seond membre est disontinu et don les propriétés habituelles ne s'appliquent plus. De plus, le
hamp n'est pas déni sur les seuils. D'où la néessité de faire appel à d'autres méthodes que nous
détaillerons dans la suite.
θb
θa
xb
B3 B4
B2
xa
B1
Fig. 2.12  Division de l'espae en quatre régions par xa = θa et xb = θb
En tenant ompte des valeurs que peuvent prendre s−(xi, θi) selon qu'on soit à gauhe ou à droite
de θa ou θb, on se ramène à une déomposition de l'espae en quatre parties et à haune d'elles
orrespond un système d'équation diérentielle linéaire. La gure 2.12 montre la déomposition de
l'espae.
• pour xa < θa et xb < θb
B1 :
d
dt
(
xa
xb
)
=
( −γa 0
0 −γb
)(
xa
xb
)
+
(
ka
kb
)
• pour xa > θa et xb < θb
B2 :
d
dt
(
xa
xb
)
=
( −γa 0
0 −γb
)(
xa
xb
)
+
(
ka
0
)
• pour xa < θa et xb > θb
B3 :
d
dt
(
xa
xb
)
=
( −γa 0
0 −γb
)(
xa
xb
)
+
(
0
kb
)
• pour xa > θa et xb > θb
B4 :
d
dt
(
xa
xb
)
=
( −γa 0
0 −γb
)(
xa
xb
)
On se retrouve maintenant ave des systèmes anes et déouplés. Toute la diulté se trouve
maintenant au niveau des seuils où le système n'est pas déni. Nous le verrons dans la suite.
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Etude des points d'équilibre réguliers et de leurs stabilités
Des systèmes dénis i-dessus, nous pouvons en tirer la solution exate dans haque région. Ainsi
nous avons : 
xa(t) =
kas
−(xb, θb)
γa
+ (xa(0) − kas
−(xb, θb)
γa
)e−γat
xb(t) =
kbs
−(xa, θa)
γb
+ (xb(0)− kbs
−(xa, θa)
γb
)e−γbt
(2.21)
Ave la valeur de s−(xi, θi) variant suivant la région.
En appelant Bj la région onsidérée et en initialisant x(0) dans Bj, on trouve :
lim
t→+∞xi(t) =
kis
−(xk, θk)
γi
= f(Bj) (2.22)
f(Bj) est appelé point foal. Deux as peuvent se presenter :
Proposition 2.2.5. [29℄ Si f(Bj) ∈ Bj alors f(Bj) est un point d'équilibre asymptotiquement
stable 'est à dire que dans Bj, toutes les trajetoires tendent vers f(Bj) et don rien ne quitte la
boite. Ce point est aussi appelé point d'équilibre régulier.
Proposition 2.2.6. Si f(Bj) /∈ Bj les trajetoires tendent vers le point foal atteignant ainsi les
frontières.
xb
xa
f(B1)f(B3)
B3
B1
B4
B2
f(B4)
θb
θa f(B
2)
Fig. 2.13  Répartition des points foaux dans les régions
Proposition 2.2.7. Les points f(B2) et f(B3) sont des points d'équilibre réguliers.Voir gure 2.13
Etude du point d'équilibre singulier et de sa stabilité An de trouver une solution du
modèle linéaire par moreaux en tout point, nous allons utiliser les solutions de type Fillipov [29℄.
En onsidérant l'équation diérentielle suivante
x˙ = Γ(x)− γx
où Γi(xj) = kis
−(xj , θj) est ontinue par moreaux, alors la solution de Filippov onsiste à étendre
l'équation diérentielle en une inlusion diérentielle de la forme
x˙ ∈ F (x)− γx
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Voir [29℄ pour plus de détails.
Ainsi, en prenant deux boites B1 et B2 séparées par un mur W , la fontion Γ est ontinue à
l'intérieur de es dernières et don F (x) prendra la valeur de Γ dans la boite onsidérée (ΓB1 dans
B1 et Γ
B2
dans B2).
Sur le murW , la fontion Γ n'est pas dénie et don F (x) sera égale à l'enveloppe onvexe suivante :
F (x) = conv(ΓB
1
,ΓB
2
)
Dénition 1. Murs noir, blan et transparent
En onsidérant le segment F (x) − γxi qui joint les extrémités des deux veteurs ΓB1 − γxi et
ΓB2 − γxi, on peut dénir les notions de mur transparent, noir ou blan.
Ainsi, si le segment n'a pas d'intersetion ave le mur W , on a un mur transparent et don les
trajetoires passent d'une boite à l'autre à travers le mur. Dans e as, on a pas de point d'équilibre
sur le mur. Si le segment oupe le mur, l'intersetion donne un veteur ΓW − γxi. On a don un
mode glissant (sliding mode) et l'équation régissant le mouvement de la solution sur le mur est
donnée par :
x˙ = ΓW − γx
On parle de mur noir si le mouvement reste sur le mur et mur blan si on a le ontraire. Ainsi, le
point d'intersetion est un point équilibre singulier stable pour un mur noir et instable pour un mur
blan.
Remarquons qu'il peut pas y avoir de point d'équilibre singulier sur un mur transparent.
Dénition 2. Une autre dénition de mur transparent, noir ou blan peut être donnée. On peut
simplement dire que si xi a le même sens de variation dans deux régions séparées par un mur θi,
alors e dernier est un mur transparent. Si xi est déroissante(resp. roissante) dans la région où
xi < θi et roissante(resp. déroissante) dans la région où xi > θi, on a un mur blan(resp. noir)
Voir gure 2.14
MUR BLANC
MUR NOIR
MUR TRANSPARENT
θi xi
Fig. 2.14  Illustration de la notion de mur noir, blan et transparent
Ramenons nous à notre as. Nous allons dénir quatre murs :
W1 =
(
B1, B2
)
,W2 =
(
B2, B4
)
,W3 =
(
B3, B4
)
,W4 =
(
B1, B3
)
On suppose que ki/γi > θi
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• Dans B1 et B2, x′a = ka − γaxa>0, don xa est roissante d'où le mur W1 est transparent.
• Dans B2 et B4, x′b = −γbxb<0, don xb est déroissante d'où le mur W2 est transparent.
• Dans B1 et B3, x′b = kb − γbxb>0, don xb est roissante d'où le mur W4 est transparent.
• Dans B3 et B4, x′a = −γaxa<0, don xa est déroissante d'où le mur W3 est transparent.
Proposition 2.2.8. Pour le modèle ( 2.20), tous les murs sont transparents alors toutes les solutions
qui atteignent les murs vont les traverser.
Appelons φP le point d'intersetion des droites xa = θa et xb = θb. Montrons que φ
P
est un point
d'équilibre au sens de Filippov puis étudions sa stabilité en utilisant le graphe d'état.
f(B1)
f(B4) f(B2)
xa
xb
θb
θa
B1
B3 B4
φP
B2
f(B3)
Fig. 2.15  Exemples de trajetoires dans les régions
Considérons le point φP . L'enveloppe onvexe fermée en e dernier sera égale à :
F (x) = conv(ΓB1 ,ΓB2 ,ΓB3 ,ΓB4)
D'après [29℄, φP est un point d'équilibre au sens de Filippov si 0 ∈ F (x)− γx. Et si 0 /∈ F (x)− γx
alors φP n'est pas un point d'équilibre(voir gure 2.16).
Proposition 2.2.9. La gure 2.15 montre que φP est un point d'équilibre au sens de Filippov.
a)
φP
θb
xb
θa xa b)
θb
θa
φP
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Fig. 2.16  Enveloppe onvexe fermée : a) ΦP est un point d'équilibre au sens de Filippov ; b) ΦP
n'est pas un point d'équilibre
Nous allons maintenant nous intéresser à la stabilité du point d'équilibre φP .
Dénition 3. Dénition du graphe d'état
Dans [38℄, le graphe d'état est déni omme étant l'ensemble des états qualitatifs et des transitions
entre es états. Un état qualitatif est une région de l'espae de phase où le système se omporte de
faon qualitativement homogène. Par exemple, dans la région B1, toutes les trajetoires onvergent
vers le point f(B1) = (ka
γa
, kb
γb
), tandis que dans B2, elles onvergent vers f(B2) = (ka
γa
, 0). S'il
existe une solution débutant dans la région orrespondant à un premier état qui atteint la région
orrespondant à un deuxième état sans passer par une troisième région, alors es deux états son
reliés par une transition.
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B3 B8 B4
B7
B2B5B1
B6
B9
Fig. 2.17  Graphe d'état du réseau d'inhibition réiproque
Pour étudier la stabilité du point φP , nous allons utiliser le théorème suivant énoné dans [55℄ :
Théorème 2.2.10. Soit D le domaine ontenant le point φP et D' le domaine ne ontenant pas
φP . S'il existe une transition allant de D à D', alors le point φP est instable.
Proposition 2.2.11. L'analyse du graphe d'état de la gure 2.17 montre que φP est un point
d'équilibre instable.
Les trajetoires qui atteignent e point peuvent y rester indéniment mais à la moindre pertur-
bation, ils vont tendre vers l'un des deux points d'équilibre réguliers.
Proposition 2.2.12. Le modèle( 2.20) admet deux points d'équilibre asymptotiquement stables et
un point d'équilibre instable omme le montre la gure 2.15.
Comme pour le modèle non linéaire, une perturbation allant dans le sens de diminuer onsi-
dérablement la onentration élevée ferait basuler le système vers l'autre point d'équilibre stable
omme le montre la gure 2.18.
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xb
xaf(B2)θaf(B
4)
θb
f(B3) f(B
1)
B4
B3
B1
B2
φP
Fig. 2.18  Phénomène d'hystérésis : une perturbation allant dans le sens de dégrader la onentra-
tion de protéine la plus élevée entraine un basulement dans l'autre équilibre (les perturbations sont
ii symbolisées par les éhes en trait plein)
Conlusion Nous venons de voir que l'usage de la fontion step à la plae de la fontion de Hill
simplie les aluls et pour et exemple toutes les propriétés du modèle non linéaire sont onservées.
Dans la suite, nous allons dans ertains as remplaer les fontions de Hill par des steps pour
simplier les modèles.
Nous avons présenté un exemple en dimension 2, mais les méthodes et notions développées sont
valables en dimension n (voir [31℄).
2.3 Exemple de réseau métabolio-génétique : l'opéron latose
En guise d'exemple de modèle qui met en jeu des variables génétiques et métaboliques, nous
allons prendre le modèle de l'opéron latose dont nous avons dérit le fontionnement dans la
setion 1.2. Nous nous référons pour le modèle à [68℄. Ainsi le modèle ( 2.23) dérit les trois
situations suivantes :
• en absene de latose, l'opéron est bloqué, e qui signie que les enzymes ont un taux de
prodution très faible.
• en présene de latose et en présene de gluose, l'opéron est induit : le taux de prodution
des enzymes est faible.
• en présene de latose et en absene de gluose dans la ellule, l'opéron est ativé, e qui
signie que le taux de prodution est fort.
a˙ = Γ(g−, l+)− νaa
b˙ = αba− νbb
p˙ = αpa− νpp
l˙ = F (lext, p)−G(l, b) − νll
g˙ = κgext +G(l, b) − νgg
(2.23)
Les variables a, b, p, l, g représentent respetivement les onentrations en ARNm, β-galatosidase,
perméase, latose et gluose. On note que lext et gext sont des onstantes pour e système (apport
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extérieur de latose et de gluose). Les trois premières équations onernent la régulation génétique,
les deux dernières portent quant à elles sur le métabolisme. Les deux fontions F et G dérivent
des vitesses de réations enzymatiques, et suivent don des lois de type Mihaelis-Menten :
G(l, b) =
k l b
KM + l
et F (lext, p) =
k lext p
K ′M + lext
Enn, la fontion Γ peut être érite omme suit :
Γ(g, l) = κg
θ
ng
g
θ
ng
g + gng
κl
lnl
lnl + θnll
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Deuxième partie
Méthodes d'étude de modèles de
régulation ellulaire
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Chapitre 3
Hiérarhisation d'un modèle omplexe
Dans e hapitre, nous allons parler d'une tehnique basée sur les graphes d'interation et qui
peut servir à simplier l'étude de ertains modèles omplexes. Cette méthode onsiste en une dé-
omposition du graphe d'interation du modèle onsidéré en omposantes fortement onnexe. Nous
allons appliquer ette tehnique au modèle intégré de la glyolyse et la néogluogenèse dans E. oli.
Nous n'allons pas étudier e modèle, notre but est d'appliquer notre méthode à un modèle omplexe.
La méthode de déomposition hiérarhique d'un graphe est bien onnue, mais notre apport onsiste
en son appliation à des modèles biologiques : elle semble peu onnue des modélisateurs biologistes.
3.1 Déomposition hiérarhique d'un graphe
Dénition 4. Composante fortement onnexe [19℄
Considérons un graphe G orienté. Une omposante fortement onnexe C d'un graphe G est un
sous-ensemble maximal de sommets tels que deux quelonques d'entre eux soient reliés par un
hemin :
• si x ∈ C, alors ∀y ∈ C, il existe un iruit passant par x et y,
• si x ∈ C, alors ∀z ∈ G \ C, il n'existe pas de iruit passant par x et z.
Un hemin est une suite (x0, x1, ..., xn−1, xn) de sommets de G tel que deux sommets onséutifs
quelonques xi et xi+1 sont reliés par un ar de G. x0 et xn sont respetivement l'origine et l'extrémité
du hemin.
Un iruit est un hemin dont l'origine et l'extrémité sont identiques.
Exemple : Le graphe de la gure 3.1 a deux omposantes fortement onnexes :{1, 2, 3} et {4, 5}
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12
3
4
5
G1
G2
Il existe des algorithmes permettant de hiérarhiser un graphe [65℄. Ils onsistent à reherher
dans le graphe des omposantes fortement onnexes et à réorganiser le graphe par niveau. Le niveau
supérieur omprend les omposantes qui ne sont pas inuenées par les autres. Les niveaux inférieurs
ne sont inuenés que par les niveaux supérieurs. Le dernier niveau omprend les omposantes qui
n'ont auune inuene sur les autres omposantes.
1 2
3 4 5 6
7 8
9 10
Dans le graphe 3.1, les variables {1 et 2} oupent le niveau supérieur et onstituent des entrées
pour les autres variables. les variables {9 et 10} sont des sorties.
3.2 Desription du modèle
Dérivons maintenant le modèle qui va servir de base d'appliation de notre méthode.
Il est onnu que le gluose est la soure d'energie préférée de la batérie E. oli. En raison de
son importane pour la roissane de la batérie, l'assimilation du gluose est très réglementée
dans la ellule. Ce ontrle implique une voie de signalisation (PEP : phosphotransferase system),
une modiation de l'ativité métabolique (glyolyse, yle TCA, la voie pentose-phosphate et la
néogluogénèse), et une régulation de l'expression génétique. Ces diérents modes de ontrle ont
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été étudiée séparément. En réalité ils sont imbriqués et forment un réseau de régulation omplexes.
D. Ropers et al. ont proposé un modèle qui prend en ompte toutes es modes de ontrle et qui
omprend 39 variables et 159 paramètres (voir annexe B).
Pour simplier les éritures, nous allons faire les hangements suivants :
variables métaboliques variables génétiques
x1 = xPTSfree x11 = x2PG y21 = xPgi y31 = xTopA
x2 = xPTSpfree x12 = xPEP y22 = xPfkA y32 = xGyrAB.free
x3 = xGlc x13 = xPY R y23 = xFbp y33 = xGyrI.free
x4 = xG6p x14 = xGyrAB.GyrI y24 = xFbaA y34 = xF is
x5 = xF6p x15 = xCya.PTSp y25 = xTpiA y35 = xCya.free
x6 = xFBP x16 = xcAMP.free y26 = xGapA y36 = xCrp.free
x7 = xDHAP x17 = xCrp.cAMP y27 = xPgk y37 = xRpos.free
x8 = xG3P x18 = xRssB∗.free y28 = xGpmI y38 = xRssB.free
x9 = xDPG x19 = xRpos.RssB∗ y29 = xEno y39 = xFruR.free
x10 = x3PG x20 = xFruR.FBP y30 = xPykF
La gure 3.1 est une représentation du réseau onstitué.
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Fig. 3.1  Réseau des réations biohimiques impliquées dans la régulation globale de la réponse à
un stress en arbone dans E. oli.
3.3 Graphe d'interation du modèle
Le modèle est omposé de 4 blos : un blo regroupant les enzymes impliquées dans la glyolyse
et la néogluogénèse, un blo regroupant les gènes impliquées dans la glyolyse et la néogluogénèse,
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un blo regroupant les enzymes impliquées dans la régulation globale et un blo qui regroupe les
gènes impliqués dans la régulation globale. Tous es blos sont onnetés entre eux. Nous allons
représenter les graphes d'interation (graphe représentant la struture de la matrie jaobienne)
de haque blo et terminer par donner une déomposition du modèle en omposantes fortement
onnexes.
Les graphes seront onstitués des variables du blo onsidéré et des variables externes les inuenant.
Toutefois, nous ne représentons pas les variables externes inuenées par les variables du blo pour
ne pas trop harger les graphes. Un reollement des graphes de tous les blos donne le graphe
d'interation global de e modèle.
Graphe d'interation du blo "Glyolyse et néogluogénèse (génétique)"
Variables génétiques
y21 = xPgi y22 = xPfkA
y23 = xFbp y24 = xFbaA
y25 = xTpiA y26 = xGapA
y27 = xPgk y28 = xGpmI
y29 = xEno y30 = xPykF
y24 y26 y27 y29 y30
x17
y23 y25y21
y39
y22
y28
Graphe d'interation du blo "Glyolyse et néogluogénèse (métabolique)"
Variables métaboliques
x1 = xPTSfree x2 = xPTSpfree
x3 = xGlc x4 = xG6p
x5 = xF6p x6 = xFBP
x7 = xDHAP x8 = xG3P
x9 = xDPG x10 = x3PG
x11 = x2PG x12 = xPEP
x13 = xPY R
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y35
y26
y27
y28
y29
y30
y21
y22
y23
x2
x4
x5
x6
x7
x8
x9
x10
x11
x12
x13
x15
y24
y25
x1
x3
xADP
Graphe d'interation du blo "Régulation globale (métabolique)"
Variables métaboliques
x14 = xGyrAB.GyrI
x15 = xCya.PTSp x16 = xcAMP.free
x17 = xCrp.cAMP x18 = xRssB∗.free
x19 = xRpos.RssB∗ x20 = xFruR.FBP
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x14
y33 y32
y38
x18
x19
y37
y35 x15 x2
x16
x17
y36
y23
y39
x20
xATP
Graphe d'interation du blo "Régulation globale (génétique)"
Variables génétiques
y31 = xTopA y32 = xGyrAB.free
y33 = xGyrI.free y34 = xF is
y35 = xCya.free y36 = xCrp.free
y37 = xRpos.free y38 = xRssB.free
y39 = xFruR.free
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y37
y38
y31 y33
y34 y32
y36
x16
x17
y35
y39
y23 x20
x19
x18
x15 x2
x14
y41
3.4 Déomposition en omposantes fortement onnexes
En faisant le lien entre les diérents graphes d'interation des blos, nous en déduisons une
déomposition du modèle en "Composante Fortement Connexe".
Nous avons fait ette déomposition à la main mais ependant il existe des algorithmes permettant
la reherhe de omposante fortement onnexe [65℄.
Ce modèle a 17 omposantes fortement onnexes :
• 12 omposantes à un élément : x1 ; x3 ; y21 ; y22 ; y23 ; y24 ; y25 ; y26 ; y27 ; y28 ; y29 ; y30 ;
• 2 omposantes purement métaboliques :G5 = {x4, x5, x6},G6 = {x7, x8, x9, x10, x11, x12, x13} ;
• 3 omposantes métabolio-génétiques : G214 = {x2, x14, x15, x16, x17, y31, y32, y33, y34, y35, y36},
G3 = {x18, x19, y37, y38}, G7 = {x20, y39}
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G3
G214
G5 G6
G7
x3
y23
y22
x1
y24
y30
y29
y28
y27
y26
y25
y21
xADP
xATP
3.5 Conlusion
Du gros modèle on passe à un modèle hiérarhisé ave des entrées, des sorties. Cette tehnique
simplie don l'étude du modèle.
Quelques points intéressants :
• Il existe des omposantes fortement onnexes ayant une seule variable. Parmi es omposantes,
il y en a qui sont des entrées (x1, y21 ; y23 ; y24 ; y25 ; y28 ; y29 ; y30) et pourront être remplaées
par leurs équilibres dans les autres équations.
En prenant par exemple la variable y21, son équation est donnée par :
dy21
dt
= κPgi − (γPgi + µ)y21
son équilibre est donné par :
y∗21 =
κPgi
γPgi + µ
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D'après le théorème de la déomposition (voir annexe A.2), y21 sera remplaé par y
∗
21 dans les
autres équations.
La omposante x3 est une sortie.
• G3 se trouve en haut du graphe hiérarhisé et pourra être étudié séparément.
• Les omposantes G214, G3 et G7 sont haune omposées de variables métaboliques et géné-
tiques. On pourra don faire l'hypothèse biologique qui dit que les variables métaboliques sont
plus rapides que les variables génétiques et ainsi on pourra appliquer le théorème de Tikhonov
(voir annexe A.1). Ainsi :
 G214 va passer de 11 variables à 6 variables ;
 G3 passe de 4 variables à 2 variables ;
• Si nous disposons de données sur les variables, l'identiation des paramètres sera plus faile
et se fera par blo. En prenant le blo G3 par exemple, 'est un système sans entrée ave 4
variables. Nous pourrons identier les paramètres de e blo. G3 est une entrée pour le blo
G214 et don si le blo G3 a un équilibre globalement stable, e dernier va dépendre des para-
mètres du blo G3 déja identiés. D'après le théorème de la déomposition (voir annexe A.2
), on mettra G3 à l'équilibre dans le blo G214, nous aurons moins de paramètres à identier.
Cette proédure se fera dans tous les blos et on pourra ainsi identier les paramètres.
• Enn, il peut être intéressant de vérier si les modules (G3, G214, G5, G6 et G7) ont un sens
biologique.
Ces remarques ne sont que des perspetives. Certaines seront utilisées sur le modèle du hapitre 7.
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Chapitre 4
Uniité et stabilité globale de l'équilibre
de modèles métaboliques
Les systèmes métaboliques onstituent une lasse importante de systèmes dynamiques interve-
nant dans le domaine de la biologie [33℄. Il s'agit de systèmes de type himiques, mais dans lesquels
les réations sont atalysées par des enzymes. Ces enzymes sont des protéines synthétisées par des
gènes, et les systèmes métaboliques et génétiques sont ainsi ouplés par des boules de régulation
(les métabolites peuvent réguler la synthèse d'une enzyme). Pour étudier es systèmes ouplés, dont
l'un (le système métabolique) a une dynamique très rapide par rapport à l'autre, il est très im-
portant de pouvoir étudier les proprités de stabilité globale du système métabolique. Si elui-i est
globalement stable, alors on pourra le mettre à son équilibre, et appliquer des théorèmes de type
Tikhonov sur les systèmes à plusieurs éhelles de temps [33℄, pour injeter la valeur de et équilibre
dans le système génétique. Pour les biologistes, il semble évident que les systèmes métaboliques réa-
listes ont un seul équilibre stable. Pourtant, il est onnu que ertains systèmes de type métabolique
peuvent avoir plusieurs équilibres [10℄. Dans e hapitre, nous apportons quelques ontributions à
e problème. Nous montrons que pour un réseau enzymatique réversible pur (toutes les réations
sont des réations enzymatiques réversibles), alors, suivant les entrées, il y a soit pas d'équilibre,
soit un seul équilibre globalement asymptotiquement stable. Les outils que nous allons utiliser sont
lassiques et appartiennent à la théorie des systèmes monotones, et à elle des systèmes omparti-
mentaux. Notre apport onsiste en l'étude des systèmes métaboliques réversibles, ave des entrées
et des sorties. Dans la dernière setion, nous faisons le lien ave les systèmes génétiques, et montrons
que l'équilibre dépend de façon déroissante des onentrations en enzymes.
4.1 Dénition des systèmes monotones
Les systèmes monotones onstituent l'une des plus importantes lasses de systèmes dynamiques
utilisées pour la modélisation mathématique de systèmes biologiques. Des études poussées de es
systèmes ont été faites par Smith [63℄ et Hirsh [34℄. Ce sont des systèmes très fréquents en biologie.
Dans ette setion, nous donnons une dénition de es systèmes. Nous allons nous intéresser à leur
stabilité dans le adre des réseaux métaboliques. Donnons d'abord quelques dénitions.
• Ordre partiel
Soit un ensemble K (ne positif) qui satisfait aux propriétés suivantes :
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 αK ⊂ K pour tout α ∈ R+
 K +K ⊂ K
 K ∩ (−K) = {0}
On dénit un ordre partiel  dans K tel que si x1  x2 alors x1 − x2 ∈ K.
• Dénition de ot
Soit le système suivant :
x˙ = f(x) (4.1)
On dénit le ot Φ(t) omme étant l'ensemble des solutions du système ( 4.1) paramétrées
par le temps t. La notation Φ(t, x1) orrespond à la solution issue de la ondition initiale x1
et paramètrée par t ≥ 0.
Considèrons maintenant le système autonome
x˙ = f(x) (4.2)
où f est ontinuement dérivable dans K = Rn+ (dans e qui suit, on prendra K = R
n
+). On notera
x < y si xi < yi ∀i
Dénition 5. Condition de Kamke
f est de type K dans K pour tout i, si fi(a)  fi(b) pour tout point a et b dans K tels que a  b
et ai = bi.
Théorème 4.1.1. Soit f satisfaisant à la ondition de Kamke et x0, x1 ∈ K. Si x0  x1 et que
Φ(t, xi), i = 0, 1 soient dénis, alors Φ(t, x0)  Φ(t, x1).
La preuve de e théorème se trouve dans [63℄.
La ondition de Kamke implique alors une onservation de l'ordre partiel au ours du temps.
La ondition de Kamke est plus faile à identier en regardant le signe de la matrie Jaobienne.
Proposition 4.1.2. Si f est diérentiable, alors la ondition de Kamke implique que
∂fi
∂xj
(t, x) ≥ 0 ∀i 6= j (4.3)
Inversement, si
∂fi
∂xj
(t, x) est ontinue dans K et satisfait à la ondition ( 4.3), et si le domaine K
est p-onvexe 'est à dire que pour tout x et y ∈ K et satisfaisant à x  y, le segment qui joint
les deux points reste dans K, alors la ondition de Kamke est satisfaite. Voir [63℄ pour la preuve.
Le système ( 4.2) est don appelé système oopératif.
Si le système est oopératif, alors le ot (solution paramètrée par le temps) est monotone 'est
à dire que le ot onserve l'ordre partiel dans Rn.
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x(t, x2)
x1
x(t, x1)
x2
x(t, x2)
x1
x(t, x1)
Fig. 4.1  Ces deux gures illustrent graphiquement la monotonie. Ainsi à gauhe le système est
monotone ar l'ordre partiel est onservé tandis qu'à droite le système est non monotone du fait de
la non onservation de l'ordre partiel
4.2 Stabilité des systèmes monotones
Ces systèmes ont une forte tendane à onverger vers l'ensemble de leurs points d'équilibre [63℄.
On peut montrer que presque toute solution onverge vers l'ensemble des équilibres sauf un ensemble
de mesure nulle. En partiulier, il n'y a pas de solutions périodiques stables. Il existe des théorèmes
plus préis.
Considèrons X un espae métrique et d une distane sur X et supposons qu'un ordre partiel  soit
déni dans X
Théorème 4.2.1. Supposons que
H1 : Pour tout sous-ensemble ompat S de X, on a que inf(S) et sup(S) appartiennent à X
H2 : Le système dynamique x˙(t) = f(x(t)) est monotone ;
H3 : X ontient un unique point d'équilibre x
∗
;
H4 : Pour tout x ∈ X, l'orbite O(x) := Φt(x) t ∈ R+ a une fermeture ompate dans X,
alors x∗ est un point d'équilibre globalement asymptotiquement stable.
La preuve de e théorème se trouve dans [45℄. Les hypothèses sont parfois diiles à vérier. Il
existe ependant une ondition susante très simple qui dit que :
Théorème 4.2.2. Faisons les hypothèses suivantes :
H5 : le système dynamique x˙(t) = f(x(t)) est monotone,
H6 : on peut trouver un point x1 où le hamp est négatif et un autre point x2 où le hamp est
positif et que x2 < x1
H7 : il y a un seul équilibre x
∗
dans le retangle [x2, x1],
alors toute solution dont la ondition initiale est dans le retangle onverge vers l'équilibre x∗(voir
Figure 5.1).
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x2
x∗
x1
Fig. 4.2  Convergene vers le point d'équilibre unique dans X : le hamp est positif en x2 et négatif
en x1.
4.3 Appliation : boule positive
Comme appliation au théorème i-dessus, nous prendrons le modèle mathématique lassique
du ontrle de la prodution de protéines dans la ellule. Le prinipe peut être dérit omme suit :
une séquene d'ADN est transrite en ARNm qui donnera une enzyme. Cette enzyme va donner
une autre enzyme ainsi de suite jusqu'à la dernière enzyme produite. Celle-i va agir sur la séquene
d'ADN pour ontrler la transription de l'ARNm. Nous nous intéressons ii au ontrle positif qui
orrespond à un feedbak positif. Cet exemple est traité exhaustivement dans [63℄ par des méthodes
plus ompliquées. Nous montrons ii omment appliquer simplement le théorème 4.2.2.
Nous restreindrons notre étude à un réseau à trois variables où x1 sera la onentration de l'ARNm,
x2 la onentration de la première enzyme produite et x3 l'enzyme suivant qui ontrlera la trans-
ription de l'ARNm. X = R3+ 
dx1
dt
= g(x3)− α1x1
dx2
dt
= x1 − α2x2
dx3
dt
= x2 − α3x3
(4.4)
où αi > 0 et g est une fontion bornée et ontinue telle que : 0 < g(u) < M, 0 < g
′(u), 0 < u.
La fontion non-linéaire g représente le ontrle positif de la dernière enzyme produite sur la trans-
ription de l'ARNm. On prendra pour g une fontion de Hill ativatrie (voir la sous-setion 2.2.1)
telle que g(0) > 0 :
g(u) =
1 + up
K + up
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p est positif, K > 1
Vérions l'hypothèse H5 : Soit J la jaobienne assoiée au système ( 4.4) :
J =

−α1 0 ∂g(x3)∂x3
1 −α2 0
0 1 −α3

Or
∂g(x3)
∂x3
> 0 alors le système ( 4.4) est monotone
Vérions l'hypothèse H6 : Considérons deux points P1 et P2 dans Xde oordonnées respetives
(x1m, x2m, 0) et (x1M , x2M , x3M ) tels que P1 < P2 et
1
K
> α1x1m;x1m > α2x2m;x1M < α2x2M ;x2M < α3x3M
Soit ǫ tel que 0 < ǫ ≪ 1. On prendra x1m et x2m tels que x1m < ǫ et x2m < ǫ. En P1, x˙1 =
1
K
− α1x1m > 0, x˙2 = x1m − α2x2m > 0 et x˙3 = x2m > 0. Le hamp est don positif en P1.
Soit λ très grand. On prendra x1M , x2M et x3M tels que λ < xiM , i = 1, 2, 3.
En P2, x˙1 = 1−α1x1M < 0, x˙2 = x1M −α2x2M < 0 et x˙3 = x2M −α3x3M < 0. Le hamp est don
négatif en P2.
Vérions l'hypothèse H7 : L'équilibre du système ( 4.4) est donné par :
x˙3 = 0⇒ x∗2 = α3x∗3
x˙2 = 0⇒ x∗1 = α2x∗2 = α2α3x∗3
x˙1 = 0⇒ g(x∗3) = α1α2α3x∗3
Nous tombons sur un problème de point xe.
Nous allons maintenant aluler
∂g(x3)
∂x3
.
∂g(x3)
∂x3
=
n(K − 1)xn−13
(K + xn3 )
2
or K > 1 alors
∂g(x3)
∂x3
> 0. Pour x3 tendant vers l'inni, alors
∂g(x3)
∂x3
tend vers 0.
La fontion g(x3) est par suite roissante, onave et est telle que g(0) =
1
K
.
La fontion f(x∗3) = α1α2α3x
∗
3 est linéaire alors le système ( 4.4) admet un unique point xe. (voir
gure 4.3)
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Fig. 4.3  Résolution graphique de l'équation g(x∗3) = α1α2α3x
∗
3. On prouve qu'il n' y a qu'un seul
point xe.
Proposition 4.3.1. Pour le système ( 4.4) à boule positive, les hypothèses H5, H6 et H7 sont
vériées. Il admet don un unique équilibre globalement stable dans R
3
+.
Cette méthode peut don être utile pour étudier des systèmes en boules (interations) positives.
4.4 Stabilité globale des haines de réations enzymatiques
Au ours des dernières années, plusieurs études ont été faites pour analyser le omportement
des systèmes métaboliques. Le plus onnu et le plus utilisé est l'analyse du ontrle métabolique
qui déoule des travaux de Kaser et Burns [39℄ et d'Heinrih et Rapoport [32℄. Il onsiste à
onsidérer les états stationnaires de systèmes d'enzymes et de faire une étude de sensibilité. A notre
onnaissane, nous ne onnaissons pas d'étude faite sur la stabilité globale de réseaux métaboliques.
Nous nous sommes don intéressés à la stabilité des réseaux métaboliques. Nous allons utiliser des
résultats similaires à eux des systèmes ompartimentaux [37℄.
Donnons maintenant quelques rappels onernant les systèmes ompartimentaux (voir [37℄). Il s'agit
de dérire l'évolution dynamique de n ompartiments interonnetés par des liens où s'éhangent
des ux. L'équation globale s'érit en faisant un bilan de masse entre les entrées et les sorties
de haque ompartiment. Nous aurons seulement besoin de la dénition suivante d'une matrie
ompartimentale :
Dénition 6. Matrie ompartimentale
On appelle f(n×n) une matrie ompartimentale si elle satisfait aux trois propriétés suivantes [37℄ :
fii ≤ 0 pour tout i, (4.5)
fij ≥ 0 pour tout i 6= j, (4.6)
−fjj ≥
∑
i6=j
fij pour tout j (4.7)
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Remarque. Il existe un lien entre les systèmes ompartimentaux et les systèmes monotones. En
eet si la matrie jaobienne est ompartimentale alors le système est monotone.
Remarquons que les fij peuvent en général dépendre des xk, k = 1 . . . n qui sont les onentra-
tions dans haque ompartiment. Un as fréquent est elui où fij, ux du ompartiment j dans le
ompartiment i, ne dépend que de xj (don du ompartiment de départ). Il existe aussi des théo-
rèmes sur la stabilité des systèmes ompartimentaux linéaires.
Notre objetif est maintenant d'étudier la stabilité globale de réseaux enzymatiques réversibles.
Pour simplier l'exposition, nous allons onsidérer des haines enzymatiques, et pas des réseaux
plus omplexes ave des boules. Cei nous permettra d'érire plus failement les équations et de
présenter plus rapidement les aluls. Nous dirons à la n de haque setion e qui peut se généraliser
(ou pas) à un réseau.
De même, nous souhaitons onsidérer des entrées et des sorties pour e réseau enzymatique, et
pour larier l'exposition, nous avons hoisi de prendre une seule entrée au plus ; nous onsidérons
don la haine suivante :
x1u xi−1 xi xi+1 xn
(4.8)
Nous avons lassié les as intéressants en trois formes :
• le système est fermé : il n'y a pas d'entrée ni de sortie et les termes de dégradation des variables
sont négligés ;
• le système possède une entrée et les termes de dégradation sont pris en ompte ;
• le système possède une entrée et une sortie ; les autres termes de dégradation sont négligés.
Nous allons étudier dans haque as la stabilité globale ; x ∈ X = Rn+ désignera les onentrations
des n variables.
L'expression de la vitesse d'une réation entre xi et xi+1 sera don :
Ri(xi, xi+1) = Ei
ki,i+1xi − ki+1,ixi+1
Ki,i+1 + k′i,i+1xi + k
′
i+1,ixi+1
(4.9)
4.4.1 Réseau enzymatique fermé
x1 x2 xi xn−1 xn
(4.10)
Le modèle mathématique de e type de réseau est donné par :
x˙ = AR(x) (4.11)
ave
R(x) = (R1, R2, ............, Rn−1)T
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et A =

−1 0 0 . . . 0
1 −1 0 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 . . . 0 1 −1
0 . . . 0 0 1

Pour mieux voir la forme de la matrie A, prenons n = 3. Alors
dx1
dt
= −R1(x1, x2)
dx2
dt
= R1(x1, x2)−R2(x2, x3)
dx3
dt
= R2(x2, x3)
(4.12)
On vérie aisément que l'orthant positif est invariant. On verra aussi que le système est oopératif
àï¾
1
2ause des signes des dérivées (
∂Ri
∂xi
≥ 0 et ∂Ri
∂xi+1
≤ 0). Enn, on peut interpréter le système en
termes ompartimentaux, puisqu'il y a des bilans de matière.
Nous allons utiliser le théorie suivant (rappelons que fortement onnexe signie que le graphe
de la matrie est irrédutible) :
Théorème 4.4.1. Propriété 5 dans [5℄
Soit M(x) =
∑n
i=1 xi la onentration totale du système.
Si un système fermé ave une matrie jaobienne ompartimentale est fortement onnexe (voir
Dénition 4), alors pour tout M0 > 0 et onstant, l'hyperplan H = {x ∈ Rn+ : M(x) = M0 > 0} est
invariant et il existe un unique équilibre globalement stable dans H
Remarque. Ce théorème remonte à d'aniens résultats de stabilité [60℄
Soit J1 la matrie jaobienne assoiée au système ( 4.11)
J1 =

−∂R1
∂x1
−∂R1
∂x2
0 . . . . . .
∂R1
∂x1
∂R1
∂x2
− ∂R2
∂x2
−∂R2
∂x3
0 . . .
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 . . . ∂Rn−2
∂xn−2
∂Rn−2
∂xn−1
− ∂Rn−1
∂xn−1
−∂Rn−1
∂xn
0 . . . . . . ∂Rn−1
∂xn−1
∂Rn−1
∂xn

La matrie J1 est telle que :
sur la diagonale on a
{−∂R1
∂x1
;
∂Ri
∂xi+1
− ∂Ri+1
∂xi+1
avec i = 1, ..., n − 2; ∂Rn−1
∂xn
}
sur la diagonale inférieure on a :
∂Ri
∂xi
avec i = 1, ..., n − 1
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sur la diagonale supérieure on a :
− ∂Ri
∂xi+1
avec i = 1, ..., n − 1
Or
∂Ri
∂xi
≥ 0 et ∂Ri
∂xi+1
≤ 0, alors tous les éléments hors diagonale sont positifs. Aussi ∀j, −fjj =∑
i6=j fij, alors la matrie jaobienne J1 est ompartimentale.
La réversibilité des réations fait que le système ( 4.11) est fortement onnexe (voir gure 4.10).
D'après le théorème 4.4.1, l'hyperplan H = {x ∈ Rn+ : M(x) =
∑n
i=1 xi =M0 > 0} est invariant et
admet un unique équilibre globalement stable dans H.
Proposition 4.4.2. Pour un réseau enzymatique fermé, l'hyperplan H = {x ∈ Rn+ : M(x) =∑n
i=1 xi = M0 > 0} est invariant et admet un unique équilibre globalement stable dans H.
Généralisation : Si le graphe est un réseau et plus une haine, toutes les propriétés seront
onservées. Le graphe sera fortement onnexe s'il est onnexe (puisque toutes les réations sont
réversibles), et don en un seul moreau.
Proposition 4.4.3. Pour un réseau enzymatique fermé onnexe, l'hyperplan H = {x ∈ Rn+ :
M(x) =
∑n
i=1 xi = M0 > 0} est invariant et ontient un unique équilibre globalement stable dans
H.
4.4.2 Réseau enzymatique ouvert ave prise en ompte des termes de dégrada-
tion
x1 x2 xi xn−1 xn
(4.13)
Dans e réseau, tous les métabolites xi sont dégradés àï¾
1
2un taux γ identique. Le modèle mathé-
matique de e type de réseau est donné par :
x˙ = AR(x) + U − γx (4.14)
ave
R(x) = (R1, R2, ............, Rn−1)T
et A =

−1 0 0 . . . 0
1 −1 0 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 . . . 0 1 −1
0 . . . 0 0 1

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U est le veteur entrée : Un×1 = (u, 0, 0, .............., 0)T . Pour n = 3, le modèle est donné par :
dx1
dt
= u−R1(x1, x2)− γ1x1
dx2
dt
= R1(x1, x2)−R2(x2, x3)− γ2x2
dx3
dt
= R2(x2, x3)− γ3x3
(4.15)
Nous allons utiliser le théorème suivant :
Théorème 4.4.4. théorème 8 dans [37℄
Soit
x˙ = F (x) (4.16)
• (S1)
∂Fi
∂xj
≥ 0 pour i 6= j, i, j = 1, ...., n,
• (S2)
σ(x) =
∑
i
x˙i satisfait
∂σ
∂xi
< 0 pour tout i
• (S3) Il existe un k > 0 tel que σ(x) ≤ 0 quand ∑i xi = k
Si les onditions (S1), (S2) et (S3) sont satisfaites, alors le système ( 4.16) admet un équilibre
unique globalement asymptotiquement stable.
Pour étudier le système ( 4.14), nous allons vérier (S1), (S2) et (S3).
La matrie jaobienne du système ( 4.14) est donnée par :
J2 =

−∂R1
∂x1
− γ −∂R1
∂x2
0 . . . . . .
∂R1
∂x1
∂R1
∂x2
− ∂R2
∂x2
− γ −∂R2
∂x3
0 . . .
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 . . . ∂Rn−2
∂xn−2
∂Rn−2
∂xn−1
− ∂Rn−1
∂xn−1
− γ −∂Rn−1
∂xn
0 . . . . . . ∂Rn−1
∂xn−1
∂Rn−1
∂xn
− γ

Or
∂Ri
∂xi
≥ 0 et ∂Ri
∂xi+1
≤ 0 alors tous les éléments hors diagonale sont positifs.
La ondition (S1) est don satisfaite.
Soit
σ(x) =
∑
i
x˙i = u− γ
∑
i
xi
∀i, ∂σ(x)
∂xi
= −γ < 0 alors (S2) est ainsi satisfaite.
Posons k =
∑
i xi, alors σ(x) = u− γk. On peut ainsi hoisir k très grand tel que σ(x) ≤ 0. Ainsi
(S3) est satisfaite.
Proposition 4.4.5. Le système ( 4.14) admet un unique équilibre globalement asymptotiquement
stable dans R
n
+.
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Généralisation : Si le graphe est un réseau et plus une haine, toutes les propriétés seront
onservées pour appliquer le théorème. De même si le taux de dégradation de xi est γi 6= 0 (et pas
une onstante γ), alors on peut enore appliquer le théorème. La propriété (S3) est enore vraie
ar σ(x) ≤ u − mx, ave m = min(γi). Remarquons quand même que le théorème ne peut plus
s'appliquer si un taux de dégradation est nul. Comme il y a une seule entrée, nous supposons que
le réseau est onnexe.
Proposition 4.4.6. Le système ( 4.14) ave un graphe en réseau onnexe admet un unique équilibre
globalement asymptotiquement stable dans R
n
+, si tous les taux de dégradation sont stritement
positifs.
4.4.3 Réseau enzymatique ouvert sans les termes de dégradation
Ce as est le plus diile et le plus intéressant. Le shéma de la haine est don le suivant :
x1 x2 xi xn−1 xn
(4.17)
Le modèle mathématique de e type de réseau est donné par :
x˙ = AR(x) + U − Sx (4.18)
ave
R(x) = (R1, R2, ............, Rn−1)T
et A =

−1 0 0 . . . 0
1 −1 0 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 . . . 0 1 −1
0 . . . 0 0 1

U est le veteur entrée : Un×1 = (u, 0, 0, .............., 0)T et Sx est le veteur sortie : Sx(n×1) =
(0, 0, 0, .............., kxn)
T
, k est une onstante positive.
Pour n = 3, le modèle orrespond à :
dx1
dt
= u−R1(x1, x2)
dx2
dt
= R1(x1, x2)−R2(x2, x3)
dx3
dt
= R2(x2, x3)− kx3
(4.19)
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Equilibre du modèle
Le système est à l'équilibre si x˙i = 0 pour i = 1, ..., n.
Ainsi
∑
x˙i = 0 ⇒ u = kx∗n
En posant Xi =
∑i
j=1 x˙j = 0, i = 1, ..., n − 1, nous obtenons :
u = Ri
Alors
x∗i =
Eiki+1,ix
∗
i+1 + u(Ki,i+1 + k
′
i+1,ix
∗
i+1)
Eiki,i+1 − k′i,i+1u
Cet équilibre existe si
Eiki,i+1 − k′i,i+1u > 0 ⇒ u <
ki,i+1
k′i,i+1
Ei ∀i
Supposons ette ondition remplie, alors et équilibre est unique ar pour tout u = cst, il existe un
unique x∗n tel que u = kx∗n. Et si x∗n est unique alors x
∗
n−1 =
En−1kn,n−1x∗n + u(Kn−1,n + k′n,n−1x
∗
n)
En−1kn−1,n − k′n−1,nu
est aussi unique. Itérativement on montre que x∗ est unique.
Proposition 4.4.7. Le système ( 4.18) admet un équilibre unique si et seulement si u <
ki,i+1
k′i,i+1
Ei ∀i.
Proposition 4.4.8. Le système ( 4.18) n'admet pas d'équilibre s'il existe un i tel que u ≥ ki,i+1
k′i,i+1
Ei.
Stabilité du modèle pour le as où u <
ki,i+1
k′i,i+1
Ei ∀i
Avant de nous laner à l'étude de stabilité, nous allons d'abord rappeler quelques dénitions et
propriétés tirées de [5℄ .
Dénition 7. Réseau omplétement onneté aux sorties (CCS).
Considérons la gure 4.17, les xi sont des ompartiments du réseau.
Un ompartiment xi est onneté à une sortie si il y a un hemin xi → xj → ... → xl partant de
e ompartiment et se terminant en un ompartiment xl à partir duquel il y a un ux de sortie.
Le réseau est omplètement onneté aux sorties (CCS) si haque ompartiment est onneté à une
sortie.
Propriété 1. Invertibilité et stabilité d'une matrie ompartimentale
Une matrie ompartimentale A(x) est régulière et stable ∀x ∈ Rn+ si et seulement si le réseaux à
ompartiments est CCS.
Propriété 2. Si J(x) est une matrie ompartimentale ∀x ∈ Rn+, alors toutes les trajetoires bornées
tendent vers un équilibre dans R
n
+.
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Considérons maintenant le modèle ( 4.18).
La matrie jaobienne assoiée au modèle ( 4.18) est donnée par :
J3 =

−∂R1
∂x1
−∂R1
∂x2
0 . . . . . .
∂R1
∂x1
∂R1
∂x2
− ∂R2
∂x2
−∂R2
∂x3
0 . . .
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 . . . ∂Rn−2
∂xn−2
∂Rn−2
∂xn−1
− ∂Rn−1
∂xn−1
−∂Rn−1
∂xn
0 . . . . . . ∂Rn−1
∂xn−1
−k + ∂Rn−1
∂xn

• Vérions la ondition 4.6
Sur la diagonale inférieure on a :
∂Ri
∂xi
avec i = 1, ..., n − 1
Sur la diagonale supérieure on a :
− ∂Ri
∂xi+1
avec i = 1, ..., n − 1
Or
∂Ri
∂xi
> 0 ∀i et ∂Ri
∂xi+1
< 0 ∀i alors tous les éléments hors diagonale sont positifs
• Vérions la ondition 4.5
Tous les éléments de la diagonale sont négatives
• Vérions la ondition 4.7
Nous avons
J11 =
n∑
j=2
Jj1
Jii =
n∑
j=1,j 6=i
Jji i = 2, .....n − 1
−Jnn −
n−1∑
j=1
Jjn = k ⇒ −Jnn >
n−1∑
j=1
Jjn
Nous avons bien −Jjj ≥
∑
i6=j
Jij ∀j
Proposition 4.4.9. La matrie jaobienne J3 est ompartimentale ∀x ∈ Rn+
Considérons maintenant la fontion de type norme suivante utilisée dans [28℄ :
V (x) =
n∑
i=1
|xi − x∗i | (4.20)
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Cette fontion n'est ependant pas dérivable en xi = x
∗
i , nous utilisons la dérivée à droite par
rapport au temps et dénissons les opérations suivantes :
σi =

1 si xi(t) > x
∗
i ou si xi(t) = x
∗
i et x˙i(t) > 0
0 si xi(t) = x
∗
i et x˙i(t) = 0
−1 si xi(t) < x∗i ou si xi(t) = x∗i et x˙i(t) < 0
(4.21)
Nous pouvons maintenant faire la dérivée à droite de la fontion V (x(t)) =
n∑
i=1
σi(xi − x∗i ) :
d+
dt
V (x(t)) =
n∑
i=1
σi(x˙i − x˙∗i )
= −σ1(R1 −R∗1) +
n−1∑
i=2
σi(Ri−1 −R∗i−1−Ri +R∗i ) + σn(Rn−1−R∗n−1− k(xn − x∗n))
=
n−1∑
i=1
(Ri −R∗i )(σi+1 − σi)− σnk(xn − x∗n)
Deux as peuvent se présenter :
• Si σi = σi+1 ⇒ (Ri −R∗i )(σi+1 − σi) = 0
• Si σi = −σi+1 alors pour onnaitre le signe de d
+
dt
V (x(t)), nous allons nous intéresser au signe
de (Ri −R∗i ).
Ri −R∗i =
(xi − x∗i )
(
ki,i+1Ki,i+1 + (ki,i+1k
′
i+1,i + k
′
i,i+1ki+1,i)x
∗
i+1
)
(Ki,i+1 + k′i,i+1xi + k
′
i+1,ixi+1)(Ki,i+1 + k
′
i,i+1x
∗
i + k
′
i+1,ix
∗
i+1)
−
(xi+1 − x∗i+1)
(
ki+1,iKi + (ki,i+1k
′
i+1,i + k
′
i,i+1ki+1, i)x
∗
i
)
(Ki,i+1 + k′i,i+1xi + k
′
i+1,ixi+1)(Ki,i+1 + k
′
i,i+1x
∗
i + k
′
i+1,ix
∗
i+1)
Or Signe (xi−x∗i ) = − Signe (xi+1−x∗i+1) alors Signe (Ri−R∗i ) = Signe (xi−x∗i ) = σi
Ainsi (Ri −R∗i )(σi+1 − σi) = (Ri −R∗i )(−2σi) < 0
Par suite, dans tous les as, les termes sont nï¾
1
2atifs :
d+
dt
V (x(t)) ≤ −σnk(xn − x∗n) ≤ 0
Proposition 4.4.10. Etant donné que V (x) =
n∑
i=1
|xi − x∗i | et que
d+
dt
V (x(t)) ≤ 0, alors toutes les
solutions sont bornées.
Proposition 4.4.11. La matrie jaobienne J3 est ompartimentale et toutes les trajetoires sont
bornées, alors d'après la propriété 2, toutes les trajetoires tendent vers un équilibre unique dans
R
n
+.
La matrie jaobienne J3 est fortement onnexe et omme le modèle a une sortie alors d'après
la dénition 7, le modèle est CCS.
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Proposition 4.4.12. D'après la propriété 1, la matrie J3 est régulière et stable, alors l'équilibre
est loalement stable.
L'équilibre est loalement stable et globalement attratif, et don nous avons nalement :
Proposition 4.4.13. Pour u <
ki,i+1
k′i,i+1
Ei ∀i, le système ( 4.18) admet un unique équilibre attratif
et loalement stable dans R
n
+. Cei implique que l'équilibre est globalement asymptotiquement stable
dans R
n
+.
Cas où ∃i tel que u ≥ ki,i+1
k′i,i+1
Ei
Pour le as où u ≥ ki,i+1
k′i,i+1
Ei l'équilibre n'existe pas. Il est faile de voir qu'une variable au moins
va tendre vers l'inni.
Généralisation. Dans le as d'un réseau ave une entrée et une sortie, le résultat se généralise ave
les mêmes outils s'il existe un équilibre (qui est alors globalement stable). Par ontre, les onditions
d'existene d'un tel équilibre sont plus diiles à érire.
4.4.4 Conlusion
Les études de es trois as de haines enzymatiques aboutissent aux onlusions suivantes : pour
un réseau enzymatique fermé et un réseau enzymatique ouvert ave prise en ompte des termes
de dégradation, il existe un équilibre unique globalement asymptotiquement stable. Et pour un
réseau enzymatique ouvert sans termes de dégradation, si l'équilibre existe alors il est unique et est
globalement asymptotiquement stable.
Généralisation. On peut sans mal généraliser es résultats dans le as où la inétique réversible
entre xi et xj s'érit (au lieu de (2.11) :
R(xi, xj)
ave les propriétés suivantes :
• R(0, xj) = R(xi, 0) = 0
• R(xi, xj) est roissante par rapport à xi et déroissante par rapport à xj.
• R(x, 0) est borné quand x tend vers l'inni, ainsi que R(0, x).
4.5 Chaine enzymatique ouplée ave des gènes
Nous allons appliquer es résultats en ouplant le système métabolique étudié ave une régulation
génétique.
Considèrons la haine enzymatique suivante :
x1
u
E1
x2
E2
xi
Ei
xn−1
En−1
xn
Les Ei sont des enzymes odées par des gènes ei et la transription des gènes est ontrlée
par ertaines enzymes xi. En prenant en ompte l'hypothèse biologique selon laquelle les variables
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métaboliques sont plus rapides que les variables génétiques, nous pourrons appliquer le théorème
de Tikhonov (voir annexe A.1) et étudier séparément la partie métabolique et la partie génétique.
Dans l'étude de la partie métabolique, nous onsidèrerons que les Ei sont onstants. Et dans l'étude
de la partie génétique, on remplaera les xi par leurs expressions à l'équilibre. Nous nous limiterons
ii à l'étude de la variation des équilibres métaboliques en fontion des variables génétiques.
Le modèle de la partie métabolique orrespond au modèle ( 4.18).
L'équilibre de e modèle est donné par :
x∗n =
u
k
, x∗i =
Eiki+1,ix
∗
i+1 + u(Ki,i+1 + k
′
i+1,ix
∗
i+1)
Eiki,i+1 − k′i,i+1u
i = 1, ..., n − 1.
On peut réerire l'expression de x∗i en fontion des Ei.
x∗n−1 =
En−1kn,n−1
u
k
+ u(Kn−1,n + k′n,n−1
u
k
)
En−1kn−1,n − k′n−1,nu
= fn−1(En−1)
et
x∗n−2 =
En−2kn−1,n−2fn−1(En−1) + u(Kn−2,n−1 + k′n−1,n−2fn−1(En−1))
En−1kn−2,n−1 − k′n−2,n−1u
= fn−2(En−1, En−2)
Itérativement, on trouve que x∗i = fi(Ei, Ei+1, ..., En−1) i = 1, ..., n − 1.
De es expressions, on en déduit que
∂x∗i
∂Ej
< 0 i = 1, ..., n − 1 et j = i, ..., n − 1
Proposition 4.5.1. Pour e système, les équilibres x∗i = fi(Ei, Ei+1, ..., En−1) i = 1, ..., n−1 sont
déroissantes par rapport aux Ei, i = 1, ..., n − 1.
Pour nous résumer, onsidèrons le système suivant :
x˙ = f(x,E) (4.22)
E˙ = g(E, x) (4.23)
où x est la variable métabolique et E la variable génétique. Il rassemble le ouplage évoqué
plus haut entre système métabolique et génétique. On peut alors appliquer un théorème de type
Tikhonov pour mettre le système métabolique à l'état stationnaire (supposé existant) globalement
asymptotiquement stable d'après les théorèmes préédants.
De l'équation ( 4.22), nous en déduisons l'expression de x à l'équilibre x∗(E) qui est fontion
déroissante par rapport à E.
Maintenant en remplaçant dans (4.23), x par x∗ nous obtenons
E˙ = g(E, x∗(E)).
Cela introduit des boules négatives supplémentaires sur la partie génétique. Le nouveau système ne
omprend que des variables génétiques, et peut être étudié par des tehniques adaptées, par exemple
les systèmes anes par moreaux [31, 12℄.
Conlusion. Nous avons montré que sous ertaines onditions, l'équilibre est unique et stable. On
peut don simplier le système ouplé métabolique-génétique et obtenir un système génétique seul,
ave de nouvelles interations négatives apparues du fait du métabolisme.
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Chapitre 5
Etude de modèle métabolio-génétique
basée sur des tehniques de systèmes
monotones
Nous avons vu dans le hapitre 4 que des systèmes ave que des interations positives sont mo-
notones et ont une forte tendane à onverger vers un équilibre globalement stable. Cependant en
biologie, on renontre souvent des systèmes ave des interations négatives donnant ainsi des sys-
tèmes non-monotones. Nous voudrions maintenant utiliser des tehniques basées sur la monotonie
pour étudier es systèmes non-monotones.
Dans e hapitre, nous allons prendre un exemple de système non-monotone auquel nous appli-
quons une tehnique utilisant un théorème du petit gain. Notre apport est l'étude d'un petit système
métabolio-génétique par des tehniques de systèmes monotones. Elle a fait l'objet d'une présenta-
tion et d'ates de onférene dans RIAMS 2006.
Avant d'en venir à notre exemple, nous allons donner quelques dénitions et rappeler le théorème
du petit gain.
5.1 Un théorème du petit gain
Dénition 8. Caratéristique entrée-état statique
On dit que le système
x˙ = f(x, u)
est doté d'une aratéristique entrée-état statique
kx(.) : U → X
si et seulement si pour toute entrée onstante u(t) = u, il existe un unique point d'équilibre globa-
lement asymptotiquement stable kx(u).
Dénition 9. Caratéristique entrée-sortie statique
Pour un système ayant pour sortie y = h(x), nous dénissons la aratéristique entrée-sortie statique
omme
ky(u) := h(kx(u))
à ondition que la aratéristique entrée-état statique existe et que h soit ontinue.
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Pour plus d'élairissement, onsulter [3, 4℄.
Soit le système ( 5.1) 
dx
dt
= f1(x, u)
dz
dt
= f2(z, v)
(5.1)
y = h1(x) et w = h2(z)
La gure 5.1 donne une représentation du système( 5.1)
x˙ = f1(x, u)
y = h1(x)
v
z˙ = f2(z, v)
u
w = h2(z)
Fig. 5.1  Déomposition du système en deux sous-systèmes
Faisons les hypothèses suivantes :
Hypothèse 3. le premier sous-système est monotone par rapport à l'état x et à l'entrée u et sa
sortie y est aussi monotone par rapport à l'état x
Hypothèse 4. le deuxième sous-système est aussi monotone par rapport à l'état z et à son entrée
y et sa sortie w est anti-monotone par rapport à l'état z
Hypothèse 5. les aratèristiques entrée-état statique kx(.) et kz(.) existent. De même les ara-
tèristiques entrée-sortie ky(.) du premier sous-système et kw(.) du seond sous-système existent et
sont respetivement roissante et déroissante
Hypothèse 6. toutes les solutions du système sont bornées
Théorème 5.1.1. Considèrons le système ( 5.1) et interonnetons les deux sous-systèmes ave un
feedbak tel que v = y et u = w.
Si les quatre hypotheses i-dessus sont toutes vériées alors le système ( 5.1) admet un équilibre
globalement asymptotiquement stable à ondition que le système disret suivant :
uk+1 = (kwoky)(uk)
admette un unique point globalement asymptotiquement stable u∗. (voir gure 5.2).
y
u
u equilibre
Ky
Kw
Fig. 5.2  Caratéristiques I/O dans le plan (u,y) : feedbak négatif
La preuve de e théorème est bien détaillée dans [3, 4℄
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5.2 Appliation : réseau métabolio-génétique non monotone
Nous allons prendre un exemple de réseau métabolio-génétique non monotone auquel nous
appliquons une méthode utilisant un théorème du petit gain.
Considèrons le réseau suivant :
e
U A B
E
k2k1
Fig. 5.3  Réseau de régulation métabolio-génétique
U est l'entrée du réseau, A et B sont des métabolites, e est un gène qui ode pour la protéine E.
La transription du gène e est inhibée par le métabolite B. La réation A→ B est atalysée par E.
Le modèle mathématique est donné par :
dxa
dt
= k1xu − k2xe xa
xa +Km
− γaxa
dxb
dt
= k2xe
xa
xa +Km
− γbxb
dxe
dt
= keh
−(xb)− γexe
(5.2)
ave h−(xb) =
θnb
xn
b
+θn
b
et xu est une onstante. L'inhibition de la transription du gène par le
métabolite B rend le système non-monotone. Nous allons vérier les hypothèses du théorème du
petit gain.
faisons l'hypothèse suivante :
Hypothèse 7. γa > γb
5.2.1 Déomposition en deux sous-systèmes monotones
Etant donné que le système( 5.2) est non monotone, nous allons proéder à une déomposition
en systèmes monotones.
S1 :
{
dxe
dt
= keh
−(−u)− γexe = q(u, xe) (5.3)
ave h−(−u) = θnb(−u)n+θn
b
S2 :

dxa
dt
= k1xu − k2v xa
xa +Km
− γaxa = fa(xa, v)
dxb
dt
= k2v
xa
xa +Km
− γbxb = fb(xa, xb, v)
(5.4)
u = −xb est l'entrée du premier système et que w = −xb est la sortie du deuxième.Nous prendrons
v = xe omme entrée du deuxième et y = xe omme sortie du premier. Cette déomposition peut
être vue omme la séparation de la partie métabolique et de la partie génétique.
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5.2.2 Monotoniité des deux sous-systèmes
S2 est non-monotone par rapport à l'entrée ar
∂fa(xa, v)
∂v
< 0
∂fb(xa, xb, v)
∂v
> 0
Pour rendre S2 monotone, nous allons poser z = xa + xb. Nous obtenons le système suivant :
S′2 :

dz
dt
= k1xu + (γa − γb)xb − γaz = f(xb, z)
dxb
dt
= k2v
z − xb
z − xb +Km − γbxb = g(xb, z, v)
(5.5)
Sa jaobienne est donnée par J1 :
J1 =
(
−γa γa − γb
Km
(z−xb+Km)2 −γb
)
S′2 est monotone par rapport à l'état. On a aussi
∂f(xb, z)
∂xe
= 0
∂g(xb, z)
∂xe
> 0
D'où S′2 monotone aussi par rapport à l'entrée.
La sortie étant w = −xb, alors ( ∂w
∂z
∂w
∂xb
)
=
(
0
−1
)
< 0
La sortie est don anti-monotone par rapport à l'état.
S1 est toujours monotone par rapport à l'état ar étant d'ordre 1. Et omme la sortie est xe, alors
la sortie de S1 est aussi monotone par rapport à l'état.
On a aussi
∂q(u)
∂u
= keh
′−(−u)
or
h′−(−u) = ∂h
−(−u)
∂u
En posant s = −u, on aura :
∂h−(−u)
∂u
=
∂h−(s)
∂s
∂s
∂u
> 0
ar
∂h−(s)
∂s
< 0 et ∂s
∂u
< 0.
Don S1 est aussi monotone par rapport à l'entrée .
Proposition 5.2.1. Sous l'hypothèse que γa > γb, le sous-système S1 est monotone par rapport à
son entrée et à son état. Sa sortie est aussi monotone par rapport à son état.
S′2 est monotone par rapport à son entrée et à son état. Sa sortie est anti-monotone par rapport à
son état.
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5.2.3 Existene des aratéristiques entrée-état
Considérons le sous-système S′2 et déterminons son point d'équilibre
x∗a1,2 =
k1xu−γaKm−k2v±
√
∆
2γa
x∗b =
k1xu−γax∗a
γb
∆ = (k1xu − γaKm − k2v)2 + 4γak1xuKm
(5.6)
xa a une solution positive et une solution négative. Les onentrations devant être positives, on
hoisit don la solution positive :
x∗a =
k1xu − γaKm − k2v +
√
∆
2γa
Le point d'équilibre de S′2 sera don : {
x∗b =
k1xu−γax∗a
γb
z∗ = x∗a + x∗b
(5.7)
• Etude de la stabilité de e point xe
L'entrée v est supposée onstante. Considérons la fontion de Lyapunov suivante pour étudier
la stabilité globale de S′2.
V (Z,Xb) =| Z −Xb | + | Xb | ave Z = z − z∗ et Xb = xb − x∗b
 V (0, 0) = 0
 V (Z,Xb) > 0∀(Z,Xb) 6= (0, 0)
 lim(Z,Xb)→∞ V (Z,Xb) =∞
V est un bon andidat de Lyapunov. Reste maintenant à trouver le signe de V˙
Réérivons S′2 :
S′2 :

dZ
dt
= k1xu + (γa − γb)(Xb + x∗b)− γa(Z + z∗)
dXb
dt
= k2v
Z −Xb + z∗ − x∗b
Z −Xb + z∗ − x∗b +Km
− γb(Xb + x∗b)
(5.8)
Remarquons qu'à l'équilibre :
k1xu + (γa − γb)x∗b − γaz∗ = 0
k2v
z∗ − x∗b
z∗ − x∗b +Km
− γbx∗b = 0
Posons α = k2v
Z−Xb+z∗−x∗b
Z−Xb+z∗−x∗b+Km , C = k1xu,γ = γa − γb et alulons
dV
dt
dV
dt
= (dZ
dt
− dXb
dt
).signe(Z −Xb) + dXbdt .signe(Xb)
= (C + γ(Xb + x
∗
b)− γa(Z + z∗)− α+ γb(Xb + x∗b)).signe(Z −Xb)
+(α− γb(Xb + x∗b)).signe(Xb)
Quatre as peuvent se présenter :
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 Si (Z −Xb) > 0 et Xb > 0, alors
dV
dt
= (C + γ(Xb + x
∗
b)− γa(Z + z∗))
En remplaçant C + (γa − γb)x∗b − γaz∗ = 0, on obtient
dV
dt
= γXb − γaZ
= −γa(Z −Xb)− γbXb < 0
 Si (Z −Xb) > 0 et Xb < 0, alors
dV
dt
= −2(α− γb(Xb + x∗b)) + γXb − γaZ
En remplaçant γbx
∗
b = k2xe
z∗−x∗b
z∗−x∗b+Km , on trouve :
dV
dt
= −2 (Z−Xb)Km(Z+z∗−Xb−x∗b+Km)(z∗−x∗b+Km) − γa(Z −Xb) + γbXb
dV
dt
< 0
 Si (Z −Xb) < 0 et Xb > 0, alors
dV
dt
= 2(α− γb(Xb + x∗b))− γXb + γaZ
En remplaçant γbx
∗
b = k2v
z∗−x∗b
z∗−x∗
b
+Km
, on trouve :
dV
dt
= 2 (Z−Xb)Km(Z+z∗−Xb−x∗b+Km)(z∗−x∗b+Km) + γa(Z −Xb)− γbXb
dV
dt
< 0
 Si (Z −Xb) < 0 et Xb < 0, alors
dV
dt
= −γXb + γaZ
= γa(Z −Xb) + γbXb
dV
dt
< 0
Par suite, V˙ < 0 d'où le point d'équilibre de S′2 est globalement asymptotiquement stable.
Considérons maintenant le sous-système S1 Son équilibre est en x
∗
e =
ke
γe
h−(−u). L'entrée u
est une onstante.
Pour étudier la stabilité globale de e sous-système, nous allons onsidérer une fontion de Lyapunov
V (Xe) = X
2
e ave Xe = xe − x∗e.
V est un bon andidat Lyapunov ar :
• V (0) = 0
• V (X) > 0∀X 6= 0
• limXe→∞ V (Xe) =∞
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Maintenant herhons le signe de V˙ (Xe)
V˙ (Xe) = 2(keh
−(−u)− γe(Xe + x∗e))Xe
En remplaçant x∗e par son expression, on obtient :
V˙ (Xe) = −2γeX2e < 0
Par suite, le point d'équilibre de S1 est globalement asymptotiquement stable.
Proposition 5.2.2. Les aratéristiques entrée-état statique kx(.) et kz(.) respetivement de S1 et
S2 existent de même que les aratéristiques entrée-sortie statique kw(.) et ky(.) données par
kw(v) = −k2γb v
k1xu−γaKm−k2v+
√
∆
k1xu−γaKm−k2v+
√
∆+2Kmγa
ky(u) =
keh
−(−u,θb)
γe
∆ = (k1xu − γaKm − k2v)2 + 4γak1xuKm
(5.9)
Sens de variation de kw(v)
Posons α = k1xu−γaKm−k2v+
√
∆
k1xu−γaKm−k2v+
√
∆+2Kmγa
> 0 ar étant égal à xa
xa+Km
.
Calulons la dérivée de kw(v)
∂kw(v)
∂v
= −k2
γb
(α+ v
2Kmγa
k1xu − γaKm − k2v +
√
∆+ 2Kmγa
< 0
Par suite la aratéristique entrée-sortie statique kw(.) est déroissante.
Sens de variation de ky(u)
Calulons la dérivée de ky(u)
∂ky(u)
∂u
=
ke
γe
h′−(−u)
On avait vu préédemment que h′−(−u) est positif don la aratéristique entrée-sortie statique
ky(.) est roissante.
Proposition 5.2.3. La aratéristique entrée-sortie statique ky(.) est roissante et kw(.) est dé-
roissante.
5.2.4 Bornitude des solutions du système global
Soit V la somme des solutions du système
V = xa + xb + xe
Rappelons que le domaine est R≥0
V˙ = k1xu + keh
−(xb)− γaxa − γbxb − γexe
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Soit λ une onstante positive et inférieure à γa,γb,γe et sahant que h
−(xb) ≤ 1, on peut alors
majorer V˙ .
V˙ ≤ k1xu + ke − λV
d'où,
V ≤ k1xu + ke
λ
+ (V (0)− k1xu + ke
λ
)e−λt
V est don bornée, et omme toutes les solutions sont positives, on peut dire que si V est bornée
alors toutes les solutions sont bornées.
Proposition 5.2.4. Toutes les solutions du système ( 5.2) sont bornées.
5.2.5 Convergene de la fontion uk+1 = (kwoky)(uk) = F (uk)
Fig. 5.4  Convergene ou divergene de la fontion uk+1 = (kwoky)(uk)
Pour étudier la onvergene de ette fontion, nous allons utiliser le théorème du point xe de Ba-
nah.
Théorème 5.2.5. Si f : I → I une appliation ontratante, ie il existe k∈[0,1[ tq pour tout
(x,y)∈I, ||f(x)− f(y)|| ≤ k||x− y||.
Alors f possède un unique point xe x∗. De plus, toute suite dénie par u0 ∈ I, un+1 = f(un),
onverge globalement vers et unique point xe x∗( [44, 30℄)
Lemme 5.2.6. Supposons que les quatre hypothèses énonées plus haut soient vériées alors notre
système admet un point d'équilibre globalement stable si
supuk∈R||
∂F
∂uk
|| < 1
Démonstration. Supposons que F (uk) soit ontinument dérivable, d'après le théorème des arois-
sements nis,
||F (y)− F (x)|| = || ∂F
∂uk
(θ)(y − x)||, θ ∈ [x, y]
||F (y)− F (x)|| ≤ supuk∈R||
∂F
∂uk
||||y − x||
Pour que l'appliation F soit ontratante, il faut que supuk∈R|| ∂F∂uk || < 1, ainsi F (uk) onver-
gera globalement vers le point xe et don le point d'équilibre de notre système sera globalement
asymptotiquement stable.
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Revenons à notre système. En appliquant e qui vient d'être dit à notre fontion uk+1 =
−kwoky(uk), nous devrons trouver les onditions pour que supuk∈Rm ||∂kwoky(uk)∂uk || < 1.
kwoky(uk) =
k2
γb
k1xu − γaKm − k2 keγeh−(uk) +
√
k1xu − γaKm − k2 keγeh−(uk)
k1xu − γaKm − k2 keγeh−(uk) +
√
k1xu − γaKm − k2 keγeh−(uk) + 2γaKm
ke
γe
h−(uk)
Posons b = k1xu − γaKm, α = k2 keγe , β = 2γaKm et a = k2keγbγe .
Posons ∆(uk) = b− αh−(uk)
∂kwoky(uk)
∂uk
= ah′−(uk)
(∆(uk)+
√
∆(uk))
2(2
√
∆(uk))+β(2(∆(uk))(
√
∆(uk)+1)
2
√
∆(uk)(∆(uk)+
√
∆(uk)+β)2
− 2αh−(uk)(
√
∆(uk)+1)
2
√
∆(uk)(∆(uk)+
√
∆(uk)+β)2
Posons
G =
(∆(uk)+
√
∆(uk))
2(2
√
∆(uk))+β(2(∆(uk))(
√
∆(uk)+1)
2
√
∆(uk)(∆(uk)+
√
∆(uk)+β)2
− 2αh−(uk)(
√
∆(uk)+1)
2
√
∆(uk)(∆(uk)+
√
∆(uk)+β)2
don
∂kwoky(uk)
∂uk
= ah′−(uk)G
• Cherhons le maximum de ||(h−(x))′||
||(h−(x))′|| = n
x
h−(x)h+(x)
ave h+ le omplémentaire de h−.
(h−(x))′′ =
n
x2
h−h+(1 + nh+ − nh−)
||(h−(x))′|| est maximale si (h−(x))′′ = 0, ainsi on trouve :
xmax = θb(
n− 1
1 + n
)
1
n
On en déduit l'expression de ||(h−(xmax))′|| = fm
||(h−(xmax))′|| = fm = (1 + n)
n+1
n
4nθb(n − 1)
1−n
n
• Cherhons le maximum de ||G||
||G|| = || (∆(uk)+
√
∆(uk))
2(2
√
∆(uk))+β(2(∆(uk))(
√
∆(uk)+1)
2
√
∆(uk)(∆(uk)+
√
∆(uk)+β)2
−2 αh−(uk)(
√
∆(uk)+1)
2
√
∆(uk)(∆(uk)+
√
∆(uk)+β)2
||
Soit Gmax et Gmin respetivement les maximum et minimum de G
Gmax =
(b+
√
b)2(2
√
b) + 2βb(
√
b+ 1)
2
√
b− α(b− α+√b− α+ β)2
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Gmin =
(b− α+√b− α)2(2√b− α) + β(2(b − α)(√b− α+ 1)− 2α(√b− α+ 1))
2
√
b(b+
√
b+ β)2
max(||G||) = max(||Gmax||, ||Gmin||)
On peut dire maintenant que pour que supuk∈Rm ||
∂kxbokxe(uk)
∂uk
|| < 1, il faut que
afmmax(||G||) < 1
fm <
1
a(max(||G||))
Proposition 5.2.7. supuk∈Rm ||
∂kxbokxe(uk)
∂uk
|| < 1 si on a fm < 1a(max(||G||)) .
La pente de la fontion de Hill doit être assez petite par rapport aux autres paramètres.
Vériation par simulations numériques
Nous allons faire des simulations ave des paramètres qui vérient l'inégalité et d'autre qui ne la
vérient pas.(voir gure 5.5)
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Fig. 5.5  Comportement de la fontion uk+1 = (kw ◦ ky)(uk) = F (uk) selon les valeurs de para-
mètres : a) max(||G||) = 0.9248, a = 3, fm = 0.3551 < 13∗0.9248 = 0.3604 don la fontion onverge ;
b)max(||G||) = 0.9248, a = 6, fm = 0.3551 > 16∗0.9248 = 0.1802 don la fontion diverge
Proposition 5.2.8. Toutes les hypothèses du théorème de petit gain étant vériées sous la ondition
énonée dans la proposition 5.2.7, alors le système( 5.2) admet un équilibre globalement asympto-
tiquement stable.
Conlusion
Dans e hapitre, nous avons eu à étudier un système métabolio-génétique non-monotone du fait
de la régulation négative de l'expression du gène par une protéine. En déomposant le système en
deux blo, l'un ontenant la variable génétique et l'autre ontenant les variables métaboliques, nous
avons pu appliquer des tehniques de systèmes monotones pour montrer que le système onverge
sous des hypothèses sur la pente de la fontion de Hill, vers un équilibre globalement stable.
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Chapitre 6
Osillations indued by dierent
timesales in signal transdution
modules regulated by slowly evolving
protein-protein interations
Dans e hapitre, nous explorons la dynamique que peut induire l'existene de diérenes
d'éhelles de temps dans un système. Comme appliation, nous avons pris un modèle omposé
de modules d'ativation et de signalisation régulés par un proessus qui évolue lentement. Ce pro-
essus lent peut être une interation protéine-protéine ou génétique. Les études de e modèle ont
permis de voir qu'une variation lente du proessus lent peut induire un rapide basulement du pro-
essus rapide (module de signalisation), d'un mode de fontionnement à un autre et onduire à des
osillations. Ces résultats sont illustrés par un modèle réduit de l'osillateur d2-yline B dans le
yle ellulaire. En utilisant les données expérimentales disponibles, les paramètres du modèle sont
estimés et sont en adéquation ave un méanisme ayant un omportement osillatoire déoulant du
ouplage d'un proessus lent ave un proessus rapide.
Ces études ont fait l'objet d'une présentation et d'un ate de onférene à Med08 et est atuellement
en ours de révision pour une publiation dans IET Systems Biology
6.1 Introdution
Signalling pathways are fundamental modules of interellular organization and regulation. They
are responsible for transmitting information from the exterior to the interior of the ell (or between
two interellular regions), along signal transdution asades. Signalling pathways frequently inter-
at among eah other or with gene expression, to regulate ellular funtions, in response to external
stimuli. For instane, gene transription is often the ultimate result of signalling events but, onver-
sely, hanges in gene expression patterns an also ativate a signal transdution asade. In general,
signal transdution pathways and gene networks operate at dierent timesales. Typial signalling
times are on the order of seonds, a fast proess when ompared to gene expression patterning,
whih may range from minutes to hours (see, for instane, Table 2.1 in [1℄).
In this paper, we study a general system with three omponents : an ativation module, a si-
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gnalling module and a slowly evolving regulatory module. The ativation and signalling omponents
are onsidered fast relative to the regulatory omponent. In this system, the signalling module has
two stable modes of operation (whih orrespond to two steady states for a xed onentration of
the regulatory omponent). We show how the signalling module an be regulated between its two
stable modes of operation by a slowly varying (e.g., geneti) pattern. In partiular, we study the
interation between omponents with dierent timesales  slow (geneti-like) omponent and fast
signalling omponent  whih may indue osillations in the onentrations of the system's mRNAs
and proteins.
Examples of biologial systems where an interation between geneti and signalling (or two
signalling) modules leads to osillatory behaviour inlude the p53-mdm2 [43℄ or the IκB-NFκB
networks [35℄. We will onsider 3- and 2-dimensional models as represented shematially in Fig. 6.1.
[thpb℄
Fig. 6.1  Simplied sheme of the mehanism of regulation.
Our models were inspired by signal transdution asades (suh as MAPK asades [42, 18℄), and,
more partiularly, by a model of the d2-ylin B ell yle osillator proposed in [54, 53℄. This
system plays an important role in the progression from G2 to M phases in the early embryoni ell
yle in Xenopus laevis ooytes. Cd2 (a ell division yle protein ; represented by x0 in Fig. 6.1)
is ativated by ylin B (represented by Φ0), forming a omplex Cd2-ylin B (x). This omplex
ativates its own ativator Cd25 (represented by the + loop), and also ativates the Anaphase
Promoting Complex (Y ), whih in turn promotes degradation of ylin B (degradation of Φ0, as well
as inativation of x bak to form x0). Some remarkable experiments on the Cd2-ylin B have been
performed by two groups, Pomerening et al [54℄, and Sha et al [61℄, whih show that the Cd2-ylin
B system does exhibit bistability, that is two stable steady states exist for the same onentration
of ylin B. Further work by Pomerening et al [53℄ shows that the auto-ativation positive feedbak
(denoted + in Fig. 6.1) is neessary for sustained osillations to our. The models proposed
in [54, 53℄ have around 10 variables and about 30 parameters. They behave as integrate-and-re
or relaxation osillators, using the onjuntion of positive and negative feedbak loops.
Here, we onsider smaller 2,3-dimensional models, whih are also of the type known as relaxation
osillators, beause the periodi orbit essentially evolves along two dierent branhes of the x-
nullline, with fast jumps between the two branhes of the x-nullline. In other words, along eah
branh of the nullline, x is near quasi-steady state, and jumps rapidly between the two steady
states In [53℄ the importane of the auto-ativation positive feedbak for generating osillations was
studied. In this paper, the fous is on the role of the negative feedbak loop and on the analysis of
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the relative timesales of the various biologial proesses that are needed to generate a relaxation
osillator.
The negative feedbak is formed by the system denoted y in Fig. 6.1, whose output Y = h(y)
(for some appropriate funtion of y) ontributes to the degradation of Φ0 and x. In general, y
may be an n-dimensional vetor, representing the omponents in a regulatory module, for instane
proteins and messenger RNAs in a geneti regulatory network or another signalling pathway. In the
example studied throughout the paper, we will onsider y to be a salar variable and the output
to be Y = y. Theoretial onditions on the parameters are provided, that guarantee an osillatory
behaviour as observed in [53℄. First, under onstant regulation (xed y, Y ), our analysis provides
onditions on the parameters for the existene of bistable behaviour. Then, adding slowly varying
protein-protein ativity, onditions are given that guarantee the existene of a periodi orbit. Finally,
a set parameters for the model is identied from data reported in [54, 53℄, and it satises all the
fast/slow theoretial onditions. The model analysis also suggests further experiments to onrm
or not, the hypothesis that the Cd2-ylin B osillatory behaviour is generated by a mehanism
ombining a positive feedbak with a slowly varying negative loop (as posed also in [53℄).
Reent work [22℄ uses a similar fast/slow idea to study a system oupling an n-dimensional
monotone system with a slow varying 1-dimensional system. Conditions are given for the existene
of periodi orbits. An example of a MAPK asade is given. However, no parameter estimation from
the data is performed in [54, 53℄ or [22℄. Our present study of a redued 2-dimensional model has
the advantage that eah variable an be tted to the orresponding steady state and time series
data, the fast/slow hypotheses heked, and a maximum of information extrated using a minimum
of mathematial mahinery.
6.2 Coupling fast signalling and slow regulatory modules
Our goal is to study the role of slow proesses (suh as a geneti network) in the regulation of
a faster proess (suh as a signal transdution network). For simpliity, we will onsider one slow
variable y (representing a regulatory geneti network or slowly evolving protein-protein interations),
and one normally varying variable x whih represents a ommon signal transdution network, suh
as a MAPK asade [42, 18℄ (see Fig. 6.1). Thus there are in fat two forms of a protein X, inative
(x0) and ative (x), but the their total onentration is onstant : x0 + x = Xtot. The slow variable
is haraterized by an inreasing sigmoidal ativation funtion and a linear degradation rate : this
is also the mathematial form typially used to desribe a transription/translation proess. If
x is below a ertain threshold (θ2), y is only weakly ativated. but one x inreases above that
threshold, y beomes fully ativated. Note that the dynamis of the regulatory module (6.4) is
haraterized by an inreasing sigmoidal ativation funtion and a linear degradation rate : this is
also the mathematial form typially used to desribe a transription/translation proess [1℄. Our
analysis is thus appliable to systems oupling signal transdution and gene expression, or other
geneti-like proesses. The normal variable is negatively regulated by the slow variable (y promotes
degradation of x), but there is also a positive auto-regulation term (Φ(x)), that is x inreases
depending on the available quantity of inative X (x0 = Xtot − x) :
x˙ = Φ(x)(Xtot − x)− γ1yx,
y˙ = V2
xm
xm + θm2
− γ2y. (6.1)
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The funtion Φ should be an inreasing funtion of x, and in the rest of the paper we will hoose one
general form (see Setion 6.2.1). In partiular, we wish to study onditions under whih the slower
dynamis an indue osillations in the system. Suppose that, for some xed y (for y in some interval
Iy), the equation for x admits multiple steady states, representing dierent modes of operation of
the signal transdution network. Suppose also that, for y outside this interval Iy, only a single
steady state for x exists. Then, as the regulatory network y hanges slowly to exit the multistability
interval, the x module will respond by jumpimg from one steady state to another. The positive auto-
regulation feedbak loop is essential to generate two stable states for x. Then the negative feedbak
loop is neessary to indue x to hange between its two (stable) states. Conditions are given to
guarantee (or not) the existene of osillations. Finally, the osillatory dynamis is important : here,
we wish to study the ase where x spends most of the time near one of its stable modes, and then
responds to a slowly evolving y by rapidly swithing to its other state. This dynamis will follow
from appropriate hypotheses on the timesales of the dierent biologial proesses. The theorem
of Poinaré-Bendixson will be used to establish the existene of osillations - this is a standard
result for 2-dimensional systems (see, for instane, [51℄ ; a reent example of its use for establishing
onditions for osillations in hemial reation networks an be found in [9℄).
This kind of osillatory systems has been mathematially studied before [51℄, but never really
applied to estimate parameters from biologial experimental data to verify that the fast/slow ondi-
tions hold. Another new aspet analyzed in this paper is the use of the slow/fast framework to
obtain analytial estimates for the period of the orbit in terms of the parameters of the system.
Several preditions an then be made, for instane, whih parameter most aets the period and
the time spent in eah steady state or mode of operation.
6.2.1 The model
To study the system (6.1) we will next introdue a general form for funtion Φ. This is motivated
by model a of the ell yle osillator studied in [54, 53℄. Equations (6.1) an be viewed as a redued
model of the ell yle osillator : the protein x represents Cd2-Cylin , and the slow variable y
represents the Anaphase Promoting Complex (or APC). An inative form of Cd2-Cylin B is also
onsidered, whih satises x0 = Xtot − x. The transformation of protein x0 to its ative form x is
mediated by another protein, w, for whih we will add a simple equation with a onstant synthesis
rate (ks). A basal level or external input may also be added (w0), resulting in an ativation term
Φ0 = k1(w0 + w), as shown in Fig. 6.1. The auto-ativation feedbak loop will be of the form
V1
xn
xn+θn1
x0. The protein x ativates module y (represented by the term V2
xm
xm+θm2
), and a linear
degradation rate is assumed for y (γ2y). In turn, the module y regulates degradation of both proteins
x and w, by proteolysis of w (terms −γ1yx and −γsyw). Taking the total onentration of Cd2 to
be onstant, x0 + x = Xtot, the equations are given by :
w˙ = ks − γsyw (6.2)
x˙ =
(
k1(w0 + w) + V1
xn
θn1 + x
n
)
(Xtot − x)− γ1yx (6.3)
y˙ = V2
xm
xm + θm2
− γ2y. (6.4)
All parameters are positive, and it is easy to see that the nonnegative orthant ([0,∞[×[0,∞[×[0,∞[)
is invariant for the system. We will study this system using the idea that eah of the three model's
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omponents has a spei response timeframe, and the three are learly distint. In other words, it
will be assumed that three distint timesales are present in the system : the ativating stimulus
(w) has the faster timesale, followed by the signalling protein x, with an intermediate or normal
timesale, and the regulatory model has the slowest timesale (see Table 6.1).
The dierene between signalling and transription/translation times is well doumented by
now [1℄. Regarding the ativation by w, for this system, the mehanism for regulation and balaning
of ylin B is apparently not yet lear. It is well established that ylin B is hardly present up to
G2/M phase, where it rapidly aumulates to high onentration and ativates Cd2. At the end of
mitosis, ylin B is observed to degrade rapidly, through proteolysis by APC. In our analysis we will
assume that the time response of w is faster than that of x or y. We will treat this as an hypothesis,
part of the model, to be onrmed or ontradited from the omparison of experimental data to the
dynamial behaviour of the model arising from these hypotheses. In partiular, it will be assumed
from now on that w is at quasi-steady state, that is,
w =
ks
γs
1
y
= a1
1
y
, (6.5)
for y > 0 (it will be shown that y is stritly positive). Taking a new variable x x/Xtot and setting
also θi  θi/Xtot (i = 1, 2), the system beomes :
x˙ =
(
k1(w0 +
a1
y
) + V1
xn
θn1 + x
n
)
(1− x)− γ1yx
y˙ = V2
xm
xm + θm2
− γ2y. (6.6)
A similar system was studied in [49℄ (with a1 = 0), and it was shown that, for eah xed y, there
are at most three and at least one steady states for x. It is not diult to hek that this is still
true for the present x equation (see Fig. 6.2). [h,t℄
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Fig. 6.2  The bold urve represents Φ(x) = (Φ0 + V1
xn
xn+θn1
)(1− x) and the other urves represent
ψ = γ1yx for three values of y, as indiated. Values of parameters : Φ0 = 0.09, V1 = 1, V2 =
1.275 × 10−2, γ1 = 8.7, γ2 = 3.75× 10−2, θ1 = 0.25, θ2 = 0.2, n = 4, m = 50.
Although details are given for the d2-ylin B system, model (6.2)-(6.4) an also be used to desribe
other biologial systems. Consider, as another example, the NFκB-IκB network [35℄. The transrip-
tion fator NFκB is present in the ytoplasm (w =NFκBcyt) and in the nuleus (x =NFκBnuc),
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where it ativates transription of the iκB gene (y =IκB mRNA). The protein IκB will bind NFκB,
thus preventing its transriptional ativity (γ1yx,γsyw). Ative and inative forms of NFκB an
be onsidered (x, x0). Several other feedbak loops exist (notably, through anti-apototi proteins
suh as IAP), whih an be summarized by the positive auto-regulatory term V1
xn
xn+θn1
. With these
omponents, model (2)-(4) also desribes osillations in the NFκB-IκB network.
6.2.2 Dierent timesales
Following the biologially reasonable assumption that the dynamis of the signalling network is
faster than the dynamis of the protein-protein regulatory module, we an rewrite the model under
a standard slow/fast approah (under a fast time) : x˙ = f(x, y) and y˙ = γ2g(x, y) with γ2 small
(see A1). Normalizing variable y to :
y˜ = γ2
y
V2
,
system (6.6) an be rewritten as :
dx
dt
=
(
k1(w0 +
γ2
V2
a1
y˜
) + V1
xn
xn + θn1
)
(1− x)− γ1V2
γ2
y˜x
dy˜
dt
= γ2
(
xm
xm + θm2
− y˜
)
(6.7)
with the additional hypothesis that
γ1
γ2
V2 ≫ γ2 (see Table 6.1).
The variable w an also be normalized with respet to some appropriate value, Wtot :
w˜ =
w
Wtot
, k˜s =
ks
Wtot
,
to obtain
dw˜
dt
= k˜s
(
1− γs
k˜s
V2
γ2
y˜w˜
)
.
The parameter k˜s should be large to justify the quasi-steady state assumption (6.5). Note that
a1 =
k˜s
γs
. From the normalized equations, it follows that there will be three distint timesales in
system (6.2)-(6.4) if the parameters satisfy the onstraints listed in Table 6.1. [h℄
Tab. 6.1  Timesales of the model's omponents.
Component Timesale Assumptions
Ativation, w fast ks
Wtot
≫ k1w0 + V1 ; γs ≫ γ1
Signalling, x normal
Regulation, y slow γ2 ≪ min{k1w0 + V1, V2 γ1γ2 }
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6.3 Stability analysis
The steady states of system (6.6) an be found by looking at the intersetion between the
nulllines f(x, y) = 0 and g(x, y) = 0. These an be solved with respet to y to obtain :
f0(x) =
1
2γ1
A(x) +
1
2γ1
√
A(x)2 + 4k1a1γ1
1− x
x
,
g0(x) =
V2
γ2
xm
xm + θm2
,
where
A(x) =
(
k1w0 + V1
xn
θn1 + x
n
)
1− x
x
.
The form of f0(x) depends on the values of the parameters. For instane, it an be stritly dereasing,
or it an have an inreasing region in between two dereasing regions (as depited in Fig. 6.3). The
y nullline is always a stritly inreasing funtion. If f0 is stritly dereasing, it is not diult to
hek that there is only one (stable) steady state. Here we will fous on the ase of f0 with three
monotoni regions, as in Fig. 6.3. In addition, V2, γ2, and m will be assumed suh that g0 intersets
f0 only one. The stability of this unique steady state depends on whih region g0 and f0 interset
(as shown below).
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Fig. 6.3  Representation of nulllines. By varying θ2, one of two ases is obtained : either θ2
belongs to the interval ]xmin, xmax[ (middle) ; or θ2 is outside the interval [xmin, xmax], either below
xmin (left), or above xmax (right). Parameters are as in Fig. 6.2 and (left to right) a) θ2 = 0.07, b)
θ2 = 0.2, and ) θ2 = 0.35.
Thus, the system will be studied under the following assumptions on the parameters :
A1. γ2 < min{12 , 34 k1(w0+a1)γ1V2 } and γ2 ≪
γ1
γ2
V2 ;
A2. m is suiently large ;
A3. there exist 0 < xmin < xmax with df0/dx(xmin) = df0/dx(xmax) = 0, df0/dx > 0 for all
x ∈]xmin, xmax[, and df0/dx < 0 for all x /∈ [xmin, xmax] ;
A4. f0(xmax) < max(g0) (or f0(xmax) <
V2
γ2
, when m tends to innity) ;
A5. f0(xmin) > min(g0) (or f0(xmin) > 0, when m tends to innity) ;
A6. n ≥ 24
V1(1−θ1)
(
2a1γ1
w0
θ1
1−θ1 + k1w0 + V1
)
.
These assumptions guarantee that system (6.6) has the form neessary to exhibit osillations.
More preisely : A1 guarantees that the y equation is slow relative to the x equation (see Table 6.1) ;
A2 guarantees that the ativation of y by x is suiently steep to be fairly well approximated by
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a step-like funtion (this is used later in Setion 6.5 to ompute an analytial expression for the
period of the orbit) ; A3 establishes the existene of a bistability region by saying that f0 inreases
in ]xmin, xmax[ and dereases in [0, xmin] and [xmax, 1] (see Figs. 6.2 and 6.3). If the funtion f0
is stritly dereasing, then system (6.6) has only one stable steady state, and no osillations are
possible. If there is a region where f0 is inreasing then system (6.6) may have an unstable steady
state and a periodi orbit, as will be shown (Fig. 6.3, middle). The values xmin, xmax an in fat
be viewed as an interval for the y ativation threshold θ2. Estimates for xmin, xmax will be given
in Lemma 6.3.4, with the help of assumption A6 ; A4 and A5, together with A2, guarantee that
system (6.6) has exatly one steady state, given by the intersetion of the two nulllines f0 and g0.
The at parts of the y nullline should not interset the x nullline (see Fig. 6.3) :
x > θ2 : g0(x) ≈ V2/γ2 > f0(xmax)
x > θ2 : g0(x) ≈ 0 < f0(xmin).
Finally, A6 says that n should be suiently large to generate a bistability region. It is used in
Lemma 6.3.4 to nd expliit onditions on the parameters to satisfy A3. But it is a onservative
assumption : smaller n also satisfy the onditions.
First, we show that there are forward-invariant regions for both 3-dimensional and redued
systems. A set D ∈ Rn is forward-invariant for a system x˙ = f(x) if : for all x0 ∈ D, the solution
x(t) of the initial value problem x˙ = f(x), x(0) = x0 satises x(t) ∈ D for all t ≥ 0.
Lemma 6.3.1. Assume A1 holds. Then the ompat set
C =
[
1
2
ks
γ1
γ2
V2
, 4
ks
γ1
γ2
V2
γ2m2 + θ
m
2
γ2m2
]
× [γ22 , 1]× [ V22γ2 γ
2m
2
γ2m2 + θ
m
2
,
V2
γ2
]
is a forward-invariant set for system (6.2)-(6.4). Furthermore, the quasi-steady state approxima-
tion (6.5) is well dened in C and
D = [γ22 , 1]× [ V22γ2 γ
2m
2
γ2m2 + θ
m
2
,
V2
γ2
]
is a forward-invariant set for the redued system (6.6).
Proof. To determine whether a given domain D is forward-invariant, we evaluate the vetor eld
on the boundary of the domain. If the vetor eld points towards the interior of D, then D is
invariant. To hek that C is a forward-invariant set for (6.2)-(6.4), it is lear that dx
dt
< 0 whenever
x = 1, and dy
dt
≤ 0 whenever y = V2
γ2
. It is also easy to hek that
dw
dt
(wl, x, y) > 0 whenever
wl =
1
2
ks
γ1
γ2
V2
and (wl, x, y) ∈ C, or dwdt (wr, x, y) < 0 whenever wr = 4ksγ1
γ2
V2
γ2m2 +θ
m
2
γ2m2
and (wr, x, y) ∈ C.
For y = yl =
V2
2γ2
γ2m2
γ2m2 +θ
m
2
, using x ≥ γ22 it is lear that
dy
dt
(w, x, yl) > V2
γ2m2
θm2 + γ
2m
2
− γ2 V2
2γ2
γ2m2
γ2m2 + θ
m
2
> 0.
for all (w, x, yl) ∈ C. Finally, using assumption A1, one an hoose γ2 suiently small suh that
(setting xl = γ
2
2 , and using y ≤ V2/γ2) :
dx
dt
(w, xl, y) >
(
k1w0 + V1
γ2n2
θn1 + γ
2n
2
)
(1− γ22)− γ1
V2
γ2
γ22 >
3
4
k1w0 − γ1V2γ2 > 0
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for all (w, xl, y) ∈ C, using γ2 > 0 and γ2 < 1/2 for the rst inequality, and γ2 < 34 k1(w0+a1)γ1V2 for the
seond inequality. Hene, the domain C is invariant.
To prove the seond part of the Lemma, sine y is stritly positive (and remains inside a stritly
positive losed interval), the quasi-steady state approximation (6.5) is well dened in C. Note that D
is the projetion of C on (x, y), and a similar proof shows that D is indeed invariant for system (6.6).
The next result shows that system (6.6) has a unique equilibrium in D, and analyses its stability.
Lemma 6.3.2. Assume A1-A5 hold. Then system (6.6) has a unique steady state, (x∗, y∗), and (a)
if θ2 /∈ [xmin, xmax], then (x∗, y∗) is stable ; (b) if θ2 ∈]xmin, xmax[ then (x∗, y∗) is unstable.
Proof. Assumptions A2, A4 and A5 imply that f0 and g0 interset at a single point (x
∗, y∗) (as
depited in Fig. 6.3). To analyse stability of the steady state, onsider the Jaobian. The following
relations an be dedued from the nulllines'equations :
∂f(x, y)
∂x
+
∂f(x, y)
∂y
s1 = 0
∂g(x, y)
∂x
+
∂g(x, y)
∂y
s2 = 0, (6.8)
where s1 =
df0
dx
(x∗) and s2 = dg0dx (x
∗) are the slopes of nulllines f0 and g0 omputed at the steady
state. Then the Jaobian is given by
J =
[
∂f/∂x ∂f/∂y
∂g/∂x ∂g/∂y
]
=
[ −s1∂f/∂y ∂f/∂y
−s2∂g/∂y ∂g/∂y
]
.
For a system of seond order, it is well known that, if trJ < 0 and detJ > 0 then the steady state
is stable. In ontrast, trJ > 0 and detJ > 0 imply that the steady state is unstable. For both ases
(a) and (b) it holds that detJ > 0. To see this, note that
detJ = (s2 − s1)∂f
∂y
∂g
∂y
so detJ > 0 i s2 > s1. This is always true for parameter sets satisfying A1-A5 : for θ2 /∈ [xmin, xmax],
it follows that s1 < 0 < s2 ; for θ2 ∈]xmin, xmax[, with m large enough, it follows that s2 > s1 > 0.
To hek the sign of the trae of J , note that
trJ = −s1∂f
∂y
+
∂g
∂y
= s1γ1x
∗ − γ2.
For ase (a), s1 < 0 so learly trJ < 0 and the steady state is stable. For ase (b), s1 > 0 but note
that x∗ > xmin, where xmin is independent of γ2 (sine obtained from df0/dx = 0). Thus, using
assumption A1, one an hoose γ2 suently small suh that γ2 < s1γ1xmin < s1γ1x
∗
. Thus, for
ase (b) the steady state is unstable.
The dynamial behaviour of system (6.6) in ase (b) an be further haraterized (see also
Fig. 6.5).
Lemma 6.3.3. Assume A1-A5 hold. If θ2 ∈]xmin, xmax[, then system (6.6) admits a periodi orbit.
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Proof. The existene of a periodi orbit follows immediately from the theorem of Poinaré-Bendixson [51℄
and the previous lemmas. The following two onditions are veried : (i) there exists a bounded, in-
variant region in the xy-plane (D, Lemma 6.3.1) ; and (ii) this region ontains a unique unstable
steady state (Lemma 6.3.2).
Finally, we will give suient onditions on the parameters for the system to verify assumption
A3, and hene exhibit a periodi orbit. It is not easy to nd expliit expressions for xmin and xmax in
terms of the parameters of the system. To solve this problem, we will instead show that there exists
∆ > 0 suh that the interval I = [(1 − ∆)θ1, θ1] ⊂]xmin, xmax[. In this ase, a suient ondition
for existene of an unstable equilibrium point is θ2 ∈ [(1 −∆)θ1, θ1].
Lemma 6.3.4. Let α = 1/2
1
n ∈ [12 , 1] and suppose assumption A6 holds. Then xmin < αθ1 and
xmax > θ1.
Proof. To prove this, it is suient to verify that, for n large enough, the derivative of f0 is positive
for x = λθ1 for any λ ∈ [α, 1], and beomes negative somewhere outside this interval. This follows
from assumption A6 and the expression of the derivative of f0 :
df0
dx
=
1
2γ1
dA
dx
+
1
2γ1
1
c
(
2A
dA
dx
− 4k1a1γ1 1
x2
)
,
where c denotes the expression :
√
A(x)2 + 4k1a1γ1
1−x
x
. Note that
dA
dx
< 0 implies df0
dx
< 0 and that
dA
dx
> 0 and A
dA
dx
> 2k1a1γ1
1
x2
(6.9)
implies that
df0
dx
> 0. For x = λθ1 with λ ≤ 1 obtain :
A(λθ1) =
(
k1w0 + V1
λn
λn + 1
)
1− λθ1
λθ1
dA
dx
(λθ1) =
1
λ2θ21
(
nV1
λn
(λn + 1)2
(1− λθ1)− k1w0 − V1 λ
n
λn + 1
)
.
Sine A(x) is positive for all x, to satisfy (6.9) it is suient that
nλn ≥ 4 2
V1(1− θ1)
[
2k1a1γ1
θ1
1− θ1
1
k1w0
+ k1w0 + V1
]
≥ (λ
n + 1)2
V1(1− λθ1)
[
2k1a1γ1
λθ1
1− λθ1
1
k1w0 + V1
λn
λn+1
+ k1w0 + V1
λn
λn + 1
]
,
where we have used that fat that 1/2 ≤ λ < 1 and the following inequalities :
4 > (λn + 1)2, 1 >
λn
λn + 1
> 0,
θ1
1− θ1 >
λθ1
1− λθ1 .
Now, by assumption λ ≥ α = 1/2 1n , whih leads to :
nλn ≥ nαn = n
2
≥ 12
V1(1− θ1)
[
2k1a1γ1
θ1
1− θ1
1
k1w0
+ k1w0 + V1
]
,
where assumption A6 was used in the last inequality. Therefore, under the assumptions, ondi-
tions (6.9) are indeed both satised.
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6.4 Parameter identiation
To illustrate the theoretial results we will use systems (6.2)-(6.4) and (6.6) as a simple model
for the mehanism of Cd2 ativation by ylin B. This is is known to funtion as an autonomous
osillator [54℄ in the progression from G2 to M phases in the early embryoni ell yle of Xenopus
ooytes.
Two types of experiments were performed by Pomerening and o-authors. In the rst set of
experiments [54℄, a non-destrutible form of ylin B was used, whih is not subjet to APC-
mediated degradation. Cylin B was used as a onstant input to the system : Xenopus egg extrats
were treated with dierent onentrations of ylin B and allowed to reah a steady state. Bistability
and hysteresis were observed. In the seond set of experiments [53℄, the importane of the positive
feedbak loop is explored (represented by the x auto-regulation in our models), and ylin B is not
externally ontrolled as before. Simultaneous measurements of ylin B and Cd2-ylin B ativity
are available. We will next use two sets of experimental data to estimate parameters for model (6.6),
and then hek whether these are ompatible with the timesales' assumptions.
6.4.1 Bistability
The experiments reported in [54℄ (see, in partiular, Fig. 3() of this referene) an be interpreted
as the response x to onstant inputs w. The data onsists of steady state values of x, for eah onstant
w. In Fig. 6.4, the hysteresis urve for steady states of Cd2-ylin B as a funtion of the input u is
reprodued as white squares and blak stars. Sine a non-destrutible form of ylin B was used, in
our 3-dimensional model, the w equation beomes redundant, and the system is modeled by (6.3)
and (6.4), with onstant w ≡ u. Aording to our analysis, if x is at steady state, then we expet y
to remain xed at some (unknown) value y0.
Under these hypotheses, model (6.2)-(6.4) an be redued to the x equation, with a new para-
meter γ0 = γ1y0, to be estimated :
x˙ = Φ(x)− γ0x =
(
k1(w0 + u) + V1
xn
xn + θn1
)
(1− x)− γ0x (6.10)
The input term for x is of the form Φ0 = k1(w0 + u), where u = [δ65 − ylin B] represents the
onentration of the non-destrutible ylin B (known), w0 represents a basal onentration of ylin
B (unknown parameter), and k1 is the orresponding reation rate.
A set of parameters that desribe the biologial system an be estimated by minimizing the
dierene between the data and the model's steady states. However, sine the data onsists of
steady state measurements, it ontains no information on the rapidity of onvergene to steady
state. That is, only the ratios V1/k1 and γ0/k1 an be obtained from the data. Observe also that,
for large n, it is not possible to derive an expliit expression for the steady states of (D.1). Therefore,
for the purposes of parameter estimation, we have hosen to approximate the sigmoidal expression
xn
xn+θn1
by a ramp funtion (see also [49℄). For simpliity, the exponent n will be xed at n = 4. The
estimation proedure is desribed in the Appendix, and further details given in the Supplementary
material. As u varies from 0 to 40 nM, there should be only a low steady state ; for u roughly in
the interval 45 - 70 nM there should be both a low and a high steady state ; nally, for u larger
than 75nM there should be only a high steady state. For the existene of a bistability region, there
are two possible ases for the low and a high stable steady states. The estimated parameters are
given in Table 6.2. [h℄
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Tab. 6.2  Estimated parameters. The errors indiated orrespond to the diameter of a 95% on-
dene region for the bistability data, and 95% ondene intervals for the time series data.
Bistability Cd2 ativity data
Parameter Value
w0 61.92 ± 1.74 nM
V1
k1
430.86 ± 4.09 nM
γ0
k1
843.42 ± 5.06 nM
θ1 0.2752 ± 0.0012
n 4
Simultaneous Cd2 ativity, Cylin B data
Parameter Value
w0 19.78 ± 3.57 nM
a1 1.504 ± 0.208 nM2
k1 3.769 × 10−4 ± 3.92 × 10−6 nM−1min−1
V1 0.162 ± 0.0032 min−1
V2 0.251 ± 0.069 nMmin−1
γ1 0.358 ± 0.09 nM−1min−1
γ2 0.026 ± 0.0051 min−1
θ2 0.269 ± 0.045
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Fig. 6.4  Data tting. Left : steady state response of Cd2-ylin B ativity. The stars and squares
represent the hysteresis data from Fig. 3() of [54℄. Right : dynamial evolution of Cd2-ylin B
ativity ('+') and ylin B ('o'). The symbols represent data from Fig. 1V of [53℄. Solid urves
represent the model variables, normalized to their maximal value. Variable x ts to '+' and 1/y ts
to 'o'.
6.4.2 Osillations
One of the experiments reported in [53℄ (namely, Fig. 1V of this referene) shows the simultaneous
evolution of both ylin B (w) and Cd2-ylin B ativity (x) (in a wild type ase), but there are
no APC measurements (y). Under the dierent timesales hypothesis, we onsider that ylin B
responds muh faster than Cd2 to hanges in APC, obtaining redued system (6.6).
The parameters already obtained from the bistability data will now be used in the estimation
of the remaining parameters, as follows :
• θ2 ∈ [(1 −∆)θ1, θ1] (see Appendix) ;
• to simplify omputational work, we hoose and x m = 6 ;
• γ1 is newly estimated (sine γ0 is in fat γ1y0, with unknown y0) ;
• w0 is newly estimated, sine basal levels may depend on the experimental onditions ;
• a1, V2, and γ2 are newly estimated ;
• k1 is newly estimated ; based on it the parameter V1 an be omputed.
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The estimation proedure is a nonlinear least squares method, where the ost to be minimized is the
dierene between data points and model trajetories, both normalized to their maximal values (see
Appendix). As before, this proedure was implemented in Matlab 7.3, using the funtion lsqnonlin.
The parameters obtained are shown in Table 6.2, and the nal t may be seen in Fig. 6.4.
6.4.3 Validation of dierent timesales hypotheses
Estimates have now been obtained for all parameters of (2-dim) system (6.6). To hek whether
the assumptions on the timesales are veried reall that (Table 6.1) :
γ2 ≪ min{k1w0 + V1, γ1
γ2
V2} : 0.026 ± 0.0051 ≪ min{0.17, 1.54}.
Assumption A1 further requires :
γ2 <
3
4
k1(w0 + a1)
γ1V2
: 0.026 ± 0.0051 < 0.034.
We have onsidered the error bars for eah parameter to nd the minimum values of k1w0 + V1,
γ1
γ2
V2, and
k1(w0+a1)
γ1V2
. Sine we have no way to aess γs or ks/Wtot, it annot be heked whether the
quasi-steady state assumption on w is justied. However, looking at the data in Fig. 6.4, we observe
that ylin B (= w) has a fairly onstant value during the sharp inrease in Cd2-ylin B (= x)
(the symbols 'o' in the time interval [75,85℄ minutes). Aording to the model, y remains pratially
onstant during the sharp x rise (see also Fig. 6.5). This argues in favor of the approximation
w ≈ a1/y.
The estimated parameters satisfy all inequalities. These results indiate that system (6.2), to-
gether with the hypotheses of substantially dierent timesales is a reasonable model of the Cd2-
ylin B osillator. This 2-dimensional model may have the disavantage of being too shemati and
not ontaining enough detail, but many advantages are also gained : it is suitable for parameter
estimation from the available measurements, avoiding many problems related to underdetermined
systems ; and it still provides a faithful and useful phenomenologial desription of the biologial
system.
6.5 Period, sensitivity analysis and more experiments
Assume now that onditions A1-A6 are satised, and system (6.6) has a periodi orbit. To obtain
some knowledge on the period of the orbit, as well as its dependene on the various parameters,
we will again use the fast/slow variables assumptions. The partial state y (regulation variable)
represents a variable whose evolution is slow relative to x (signalling variable). As an example,
onsider the parameters obtained for the d2-ylin B system and the orresponding trajetories
(Fig. 6.5 (a),(b)). It an be observed that x swithes rapidly between two (steady) states or
two distint modes of operation of x : x remains for some time (roughly around 50s) on a low
onentration state (xB), before rapidly jumping to a high onentration state (xA). The time spent
in the high state is muh shorter (roughly around 7s), and then x quikly falls bak to xB . In ontrast,
the variable y responds slowly to hanging x onentration. (y evolves aording to dereasing or
inreasing negative exponentials). In the phase spae (Fig. 6.5 (a)), this fast/slow dynamis is seen
by the fat that the periodi orbit moves pratially along the y = f0(x) nullline as y dereases
from its maximal to minimal value : along this nullline, x˙ = 0, so x remains pratially onstant
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in this part of the yle (at xA). This type of dynamis is more learly illustrated in Fig. 6.5 (),(d)
(where two parameters are slightly hanged from those in Table 6.2). Here, it is lear that the slow
part of the system orresponds to hanges in y with an almost onstant x, as trajetories move
along the x-nullline (y = f0(x)). The fast part of the system orresponds to rapid hanges in x, as
it jumps from one state to another in response to y.
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Fig. 6.5  Periodi orbit and trajetories for system (6.6), with parameters as in Table 6.2 (a),(b),
or with new V˜2 = 0.15V2 for (),(d). In (a) and () the nulllines f0 (dashed line) and g0 (dotted
line) are shown, together with one trajetory (solid line) in the phase plane. In (b) and (d) the same
trajetory is shown as a funtion of time (x(t) and y(t) are represented, respetively, by the solid
and dash-dotted lines).
6.5.1 Period of the orbit
Using the above arguments, the time spent by the system in eah of the operation modes an
be analytially estimated. Let :
T1 = time spent in mode xB,
T2 = time spent in mode xA.
During T1, we assume that the trajetory evolves along the nullline y = f0(x), with x = xB .
Moreover, the dynamis of y an be simplied : for large Hill oeient m (assumption A2), the
expression V2x
m/(xm + θm2 ) an be approximated by a step funtion with s(x) = 0 if x < θ2 and
s(x) = V2 if x > θ2. Then the y equation beomes
dy
dt
≈ f ′0(x)
dx
dt
= γ2
(
V2
γ2
xm
xm + θm2
− f0(x)
)
≈ −γ2f0(x)
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As x inreases from xB to xA, integration gives :
T1 =
ln f0(xA)− ln f0(xB)
γ2
.
During T2, we assume one more that the trajetories are lose to the y = f0(x) nullline, and let
G(x) = V2
γ2
− f0(x) to obtain :
f ′0(x)
dx
dt
= γ2G(x)⇒
∫ xA
xB
f ′0(x)
G(x)
dx =
∫ T2
0
γ2dt
and integration gives :
T2 =
lnG(xB)− lnG(xA)
γ2
.
Following Lemma 6.3.4, we approximate xB ≈ (1−∆)θ1 and xA ≈ θ1 to obtain :
T1 ≈ 1
γ2
ln
f0(θ1)
f0((1−∆)θ1) ≈ 29.2,
T2 ≈ 1
γ2
ln
V2
γ2
− f0((1 −∆)θ1)
V2
γ2
− f0(θ1)
≈ 3.0.
These analytial formulas are interesting for several reasons :
• the ratio between T1 and T2 gives an idea of the fration of time spent by the system on eah
of its stable operation modes (xA or xB). In the example, T1/(T1 + T2) ≈ 0.94 meaning that
the osillator remains 94% of its yle with relatively low onentrations of ative Cd2-ylin
B ;
• it is often diult to obtain analytial estimates for the period of a periodi orbit, but these
formulas give an indiation (see Fig. 6.6) : using the dierent timesales hypotheses, the system
ould be simplied enough to write down an approximate analytial expression.
However, if the hypotheses are not strongly satised, there an be a large dierene between
the analytial estimates and the real perid. For the parameters in Table 6.2, we have (T1 +
T2)/Period=≈ 27.55/79.76 = 0.34, an error of 66%. As the dierene between timesales
beomes more marked, the sum T1 + T2 will provide better estimates, and their sum gives a
reasonable estimate of the full yle period (with errors as low as 7%, as seen in Fig. 2 in the
Supplementary material). The quality of the T1+T2 estimate depends on how well the values
f0(xB) = f0((1 − ∆)θ1) and f0(xA) = f0(θ1) approximate the atual value of y as x jumps
between low and high levels ;
• these formulas show how eah parameter will inuene the value of T1, T2 and hene the
period of the orbits (Fig. 6.6).
A sensitivity analysis of the time duration T1 + T2, and the total period of the orbit is shown
in Fig. 6.6. Only one parameter was varied at a time, with all others xed at their estimated values
shown in Table 6.2. Eah parameter p was varied in an interval : [0.85p, 1.15p] (i.e., between a
15% derease and inrease to its original value). The total period was omputed by simulating the
system with the new set of parameters, while T1+T2 was diretly omputed from the (approximated)
analytial formulas. Note that T1 + T2 is indeed a good preditor of the hanges in the period in
response to hanges in eah parameter : a variation in the period is always aptured by a similar
variation in T1 + T2. For a 15% perturbation in eah parameter a periodi orbit still exists, exept
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in the ase of θ2. Indeed, for small values of θ2, there is no periodi orbit, and the system onverges
to a steady state (not shown). This is in agreement with Lemma 6.3.3 whih provides an interval
for θ2 whih guarantees existene of osillations, and Lemma 6.3.2 whih says that, outside that
interval, there exists a stable xed point.
6.5.2 Model preditions and experiments
The positive auto-regulation is a very important omponent of the model, sine this is the
omponent responsible for the existene of two stable steady states (for xed y), and hene two
distint stable modes of operation for system (6.6) (Setion 6.2.1). Reall that this positive feedbak
is represented by the term V1x
n/(xn + θn1 ), so that V1 is the strength of the auto-regulation eet.
Interestingly, analysis of the expression T1 + T2 shows that it is inversely proportional to all
parameters, exept V1 (Fig. 6.6). For instane, for the Cd2-ylin B osillator (xing all parameters
as in Table 6.2), the model predits a 10% inrease in T1 + T2 in response to a 15% inrease in V1.
In [53℄, the eet of the positive regulation was studied experimentally, by attempting to break
the loop. This was ahieved by adding a non-phosphorylatable form of Cd2, thus dereasing the
strength of the positive regulation. The average period observed for the wild type Cd2-ylin B
osillator was around 80 mins., while the modied system had a shorter period, around 55 mins.
(Fig. 2 in [53℄, and Table 6.3 below). This, indeed, agrees with the model's preditions for a 40%
redution in the strength of the auto-regulatory loop. [ht℄
Tab. 6.3  Inuene of the positive feedbak on the period.
System Experiment [53℄ Model Parameters
Wild type Cd2 80 mins 79.76 mins as in Table 6.2
Non-phosphorylated Cd2 55 mins 55.6 mins V˜1 = 0.57V1
(weaker positive feedbak)
Another predition of the model is that V2 inuenes only T2, the time spent in xA (the high
onentration state). Thus is it possible to obtain a modied dynamis, for instane by foring the
periodi orbit to spend the same amount of time in eah operation mode, simply by dereasing V2.
This is illustrated in Fig. 6.5 () and (d), with V˜2 = 0.15V2. This suggests a new experiment to hek
whether the osillatory mehanism of Cd2-ylin B is generated by a model of the type (6.6). By
inreasing the rate of synthesis of y, does the ring-peak duration inrease, that is an one observe
similar orders of magnitude for the durations T1 and T2 ? This would orrespond to a situation
where the ylin B-Cd2 osillator spends similar amounts of time in eah of its two modes, xA and
xB (respetively, at high and low onentrations of Cd2-ylin B omplex). If all other parameters
are unhanged, this will also inrease the period of osillations. [h,t℄
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Fig. 6.6  Sensitivity with respet to eah parameter, for the period and the time intervals T1, T2.
Eah parameter was varied between 85% and 115% of its original value (only one parameter is varied
at a time). The period (open squares) was numerially alulated from a simulation of the system.
The values of T1 and T2 (solid lines with dots) where alulated diretly from their formulas.
6.6 Conlusions
It is well known that dierent biologial proesses may have very distint timesales (for ins-
tane, transription or translation are typially slower than signalling events). Here we have studied
a possible dynamial outome indued by the interonnetion between biologial modules whose
response times are substantially dierent. We proposed and analysed a mehanism through whih
slowly varying regulation patterns (suh as geneti-like) an indue rapid hanges in the mode of
operation of signal transdution networks, and thus lead to sustained osillations (a system of the
lass usually refered to as relaxation osillators). Under appropriate assumptions on the timesales
(there are fast, normal, and slow variables), expliit suient onditions on the parameters are
provided, for the existene of a periodi orbit. This mehanism is illustrated by an appliation to
the Cd2-ylin B osillator. Using experimental data reported in [54, 53℄ a set parameters was
identied, whih satises all the dierent timesales hypotheses.
These results suggest the following interpretation of the dynamis of ylin B in the Cd2-ylin
B osillator. From the biologial point of view, it is well established that ylin B is hardly present
up to G2/M phase, where it rapidly aumulates to high onentration and ativates Cd2. At the
end of mitosis, ylin B is observed to degrade rapidly, through proteolysis by APC, However, there
appear to be many unertainties still on the proess of ylin B synthesis and balaning. Our study
suggests that ylin B follows very rapidly the dynamis of APC (or group of proteins related to this
phase). Sine this regulation module has a slower timesale, ylin B would appear to also evolve
slowly, until a suient onentration of APC is available to degrade it. Thus, ylin B is possibly
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regulated by protein produts from the APC phase. Our results also suggest possible andidates
(for omponents y), based on its ativation threshold : θ2 ∈ [(1−∆), 1]θ1.
A further experiment suggested by our analysis is to inrease the rate of synthesis of produts
y. The predition is that the high onentration peak in ative Cd2-ylin B omplex will broaden,
so the system will spend more time in its high Cd2-ylin B onentration state. The system would
then swith rapidly between its two modes of operation (while spending similar lengths of time in
eah of these).
Finally, we would like to emphasise that this study presents a simple, very shemati model,
whih has the advantages of being intuitive and amenable to analytial theoretial analysis. In this
way, we were able to generate onditions on the parameters that guarantee a desired dynamial be-
haviour. Furthermore, sine available data onsists essentially of the measurements of two variables,
a 2-dimensional model is also more suitable for parameter estimation, in the sense that eah of the
model's variables an be ompared to data, and the most information extrated using a minimum
of mathematial mahinery. The model has the advantage of providing a faithful phenomenologial
desription and thus suggest possible experiments to further understand the dynamial mehanisms
of the biologial osillator.
100
Chapitre 7
Modèle inétique du réseau étendu de la
réponse à un stress en arbone hez
Esherihia oli
On prend ii omme exemple d'étude un modèle inétique du réseau étendu de la réponse à un
stress en arbone hez Esherihia oli , onu par D. Ropers, H. de Jong et al., dans le adre de
l'ANR Metagenoreg à laquelle nous avons partiipé. Voir [58℄
7.1 Modèle
Le gluose est la soure de arbone préféré de E. oli. Quand il est en manque dans le milieu,
les ellules qui étaient en roissane exponentielle arrêtent presque immédiatement et entrent dans
une phase stationnaire si auune soure de arbone de remplaement n'est disponible. En raison de
son importane pour la physiologie de la ellule, la réponse de E. oli liée au gluose est fortement
réglementée sur diérents niveaux. Ce ontrle omporte une voie de signalisation (le PEP : sys-
tème phosphotransférase), la modiation de l'ativité du métabolisme entral, et la régulation de
l'expression génique. Ces diérents modes de ontrle sont liés et forment un réseau de régulation
vaste et omplexe, dont le fontionnement n'est que partiellement ompris.
Plusieurs études de modélisation ont permis une meilleure ompréhension du rle du métabolisme
et des réseaux de signalisation dans l'adaptation de E. oli à une arene en soure de arbone (par
exemple, [6, 57, 8℄, mais peu de travaux sont faits au niveau de l'expression génique.
Nous onsidérons le réseau de régulation globale de transription impliqués dans le ontrle de la
réponse à un stress en arbone (Fig. 7.1). Il omprend : la protéine Fis, le répresseur atabolique
cAMP · CRP (résultant de l'expression des gènes ya et rp, et de l'ativation de la zone Cya
par le manque en arbone), le super enroulement de l'ADN (dépendant des expressions des gènes
gyrA, gyrB, gyrI, topA), le fateur de la réponse générale au stress RpoS fateur (dont la stabi-
lité est réglementée par le RssB), et l'ARN stables exprimées par les opérons rrn (un indiateur
able du taux de roissane de la ellule). Le réseau omprend également d'autres types de réa-
tions biohimiques, par exemple la formation de omplexe (GyrAB · GyrI), la modiation des
protéines par de petites moléules (cAMP · CRP ), et les réations enzymatiques (la synthèse de
cAMP ). Dans [58℄, un modèle est proposé pour e système. Par onvention, la onentration de
protéines libres et la onentration totale des protéines sont notées respetivement x∼ et x. κ est
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une onstante représentant la vitesse de synthèse des protéines et γ représente la vitesse onstante
de dégradation des protéines. Les seuils de onentrations sont notés par θ, on appelle k et k− les
vitesses de réations dans les deux sens. h+ est une fontion de Hill positive h+(x, θ,m) = x
m
xm+θm et
h−(x, θ,m) = 1− h+(x, θ,m). Un signal indique la prï¾12ene (signal de stress us = 0) ou l'absene
d'une soure de arbone essentielle à la roissane de la ellule (signal de stress us = 1).
Fig. 7.1  Réseau d'interation des gènes et protéines impliqués dans la réponse à un stress en
arbone hez Esherihia oli . Les onventions graphiques sont expliqués dans la légende. Les κ et
les γ sont des paramètres inétiques.
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Le modèle mathématique orrespondant au réseau de la gure 7.1 est donné par le modèle ( 7.1)
et est omposé de 14 variables orrespondant à des protéines, des omplexes, de l'ARNs stable et
d'une variable pour indiquer la soure de arbone :
xy∼ (Cya free), xy∼p (Complexe Cya.ATP ), xc∼ (CRP free), xc∼m (Complexe CRP.cAMP ),
xm∼ (cAMP ), xf (Fis total), xa∼ (GyrAB free), xa∼i (Complexe GyrAB.GyrI), xi∼ (GyrI free),
xt (TopA total), xo∼ (RpoS free), xo∼b (Complexe RpoS.RssB), xb∼ (RssB free), xn (ARNs),
us (onentration de gluose extaellulaire), xp (onentration de l'ATP et est onsidérée omme
un paramètre).
Voir l'annexe C.1 pour la liste des variables et paramètres.
u˙s = 0
x˙y∼ = κ1y + κ
2
yh
−(xc∼m, θ2c∼m,m
2
c∼m)− γyxy∼ + (k−1 + k2h+(us, θs,ms))xy∼p − k1xy∼xp
x˙y∼p = k1xy∼xp − (k−1 + k2h+(us, θs,ms) + γy)xy∼p
x˙c∼ = κ1c + κ
2
ch
−(xf , θ2f ,m
2
f )h
+(xc∼m, θ1c∼m,m
1
c∼m) + κ
3
ch
−(xf , θ1f ,m
1
f )− γcxc∼
+k−4xc∼m − k4xc∼xm∼
x˙c∼m = k4xc∼xm∼ − (k−4 + γc)xc∼m
x˙m∼ = k2h+(us, θs,ms)xy∼p + k−4xc∼m − k3xm∼ − k4xc∼xm∼
x˙f = κ
1
fh
−(xc∼m, θ1c∼m,m
1
c∼m)h
−(xf , θ6f ,m
6
f ) + κ
2
fh
+(SC, θ1SC ,m
1
SC)
×h−(xc∼m, θ1c∼m,m1c∼m)h−(xf , θ6f ,m6f )− γfxf
avec SC = b
xa∼
xt
x˙a∼ = κah−(SC, θ2SC ,m
2
SC)h
−(xf , θ4f ,m
4
f )− γaxa∼ − k5xa∼xi∼ + k−5xa∼i
x˙a∼i = k5xa∼xi∼ − (k−5 + γa)xa∼i
x˙i∼ = κih+(xc∼m, θ1c∼m,m
1
c∼m)h
+(xo∼, θo,mo)− γixi∼ + k−5xa∼i − k5xa∼xi∼
x˙t = κ
1
th
+(SC, θ3SC ,m
3
SC)h
+(xf , θ
5
f ,m
5
f ) + κ
2
th
+(xo∼, θo,mo)− γtxt
x˙o∼ = κo − γoxo∼ + k−6xo∼b − k6xo∼xb∼
x˙o∼b = k6xo∼xb∼ − (k−6 + k7h−(us, θs,ms) + γo)xo∼b
x˙b∼ = κ1b + κ
2
bh
+(xo∼, θo,mo)− γbxb∼ + (k−6 + k7h−(us, θs,ms))xo∼b − k6xo∼xb∼
x˙n = κ
1
nh
+(xf , θ
3
f ,m
3
f ) + κ
2
n − γnxn
(7.1)
Remarque. Dans e modèle, les γ représentent le taux de dégradation des variables et le taux de
roissane de la ellule µ.
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Le graphe d'interation orrespondant au modèle ( 7.1) est le suivant :
xc∼m xa∼
xt
xf
xm∼ xc∼
xy∼xy∼p
xi∼
xo∼
xb∼
xo∼b
xa∼i
7.2 Déomposition du modèle
Avant de proéder à la déomposition, nous allons passer par des étapes intermédiaires.
Intéressons nous tout d'abord aux variables xc∼m et xm∼.
Pour us = 0
Considérons les équations de x˙c∼m et x˙m∼ :
x˙c∼m = k4xc∼xm∼ − (k−4 + γc)xc∼m
x˙m∼ = k−4xc∼m − k3xm∼ − k4xc∼xm∼
(7.2)
La somme
x˙c∼m + x˙m∼ = −γcxc∼m − k3xm∼ ≤ 0
Pour us = 1
Considérons les équations de x˙c∼m et x˙m∼ :
x˙c∼m = k4xc∼xm∼ − (k−4 + γc)xc∼m
x˙m∼ = k2xy∼p + k−4xc∼m − k3xm∼ − k4xc∼xm∼
(7.3)
La somme
x˙c∼m + x˙m∼ = k2xy∼p − γcxc∼m − k3xm∼
Sur le tableau des intervalles de valeurs des variables et paramètres (voir annexe C.2), nous avons :
xy∼p ∈ [10−12, 10−8]; xc∼m ∈ [10−8, 4.10−5]; xm ∈ [10−8, 10−3]
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et
γc ∈ [4.10−4, 6.10−2]; k2 ∈ [1, 316]; k3 ∈ [1, 1000];
Nous supposons aussi que xm∼ ∈ [10−8, 10−3].
Nous noterons les bornes en xc∼m par x−c∼m, x+c∼m et les bornes en xm∼ par x−m∼, x+m∼.
Alors la somme x˙c∼m + x˙m∼ = k2xy∼p − γcxc∼m − k3xm∼ peut être négative pour des valeurs de
paramètres ompatibles ave les données. Nous supposerons que x˙c∼m + x˙m∼ est négative dans le
retangle [x−m∼, θ1c∼m], [x+m∼, x+c∼m].
Sous ette hypothèse, on arrive à la proposition suivante (qui est aussi valable sans hypothèse pour
us = 0).
Proposition 7.2.1. Quelque soit la ondition initiale, on nit toujours dans la région où xc∼m <
θ1c∼m.
Nous allons utiliser e résultat pour simplier l'équation de xf .
Soit t l'instant après lequel toute ondition initiale prise supérieure à θ1c∼m nit dans la région où
xc∼m < θ1c∼m. A partir de et instant, l'équation de xf deviendra :
x˙f = κ
1
fh
−(xf , θ6f ,m
6
f ) + κ
2
fh
+(SC, θ1SC ,m
1
SC)h
−(xf , θ6f ,m
6
f )− γfxf (7.4)
Hypothèse 8. On suppose que m6f grand.
D'après l'hypothèse ( 8), la fontion de Hill h− peut être remplaée par une fontion step s−
telle que :
h−(xf , θ6f ,m
6
f ) ≈
{
1 si xf < θ
6
f
0 si xf > θ
6
f
Hypothèse 9. On suppose que
κ1f
γf
> θ6f et θ
6
f > θ
i
f , i = 1, ..., 5 [59℄. Cette hypothèse n'est pas
inompatible ave les valeurs de paramètres données dans le tableau (voir annexe C.1).
On appellera Bj , j = 1, 2 la région onsidèrée, xf (0) la ondition initiale dans B
j
et f(Bj) le
point foal. Dans [29℄, on trouve deux as :
Proposition 7.2.2. • f(Bj) ∈ Bj : Dans e as, f(Bj) est un point d'équilibre asymptotique-
ment stable 'est à dire que dans Bj, toutes les trajetoires tendent vers f(Bj) et don rien
ne quitte la région. Ce point est aussi appelé point d'équilibre régulier.
• f(Bj) /∈ Bj : les trajetoires tendent vers le point foal quittant ainsi la région Bj et atteignent
don les frontières.
Considèrons maintenant deux régions : B1 = {xf / xf < θ6f} et B2 = {xf / xf > θ6f}
• En initialisant xf dans la région B1, alors l'équation 7.4 devient :
x˙f = κ
1
f + κ
2
fh
+(SC, θ1SC ,m
1
SC)− γfxf
Cette équation est à l'équilibre partiel si x˙f = 0
⇒ f(B1) = x∗f =
κ1f + κ
2
fh
+(SC, θ1SC ,m
1
SC)
γf
>
κ1f
γf
D'après l'hypothèse ( 9), le point foal f(B1) se trouve dans la région B2.
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• En initialisant xf dans la région B2 alors l'équation 7.4 devient :
x˙f = −γfxf
Cette équation est à l'équilibre partiel si x˙f = 0
⇒ f(B2) = x∗f = 0
f(B2) se trouve dans la région B1.
Proposition 7.2.3. Quelque soit la région où on initialise la variable xf , on nit toujours par
atteindre la frontière xf = θ
6
f . D'après [29℄, x
∗
f = θ
6
f est un équilibre au sens de Filippov.
Proposition 7.2.4. Dans le modèle ( 7.1), θ6f est le plus grand seuil. Ainsi, en initialisant dans une
région où xf < θ
i
f , i = 1, ..., 5, on arrivera à un instant t1 où xf est plus grand que θ1, θ2, θ3, θ4, θ5
.
Nous allons passer à la déomposition du modèle en onsidèrant les instants t tel t > t1 et don
xc∼m < θ1c∼m et xf > θ5f . Nous allons d'abord faire une étude pour us = 0, puis pour us = 1.
7.2.1 Déomposition et étude pour us = 0
Le modèle s'érira pour us = 0 omme suit :
us = 0
xf = θ
6
f
x˙y∼ = κ1y + κ
2
y − γyxy∼ + k−1xy∼p − k1xy∼xp
x˙y∼p = k1xy∼xp − (k−1 + γy)xy∼p
x˙c∼ = κ1c − γcxc∼ + k−4xc∼m − k4xc∼xm∼
x˙c∼m = k4xc∼xm∼ − (k−4 + γc)xc∼m
x˙m∼ = k−4xc∼m − k3xm∼ − k4xc∼xm∼
x˙a∼ = κah−(SC, θ2SC ,m
2
SC)− γaxa∼ − k5xa∼xi∼ + k−5xa∼i
x˙a∼i = k5xa∼xi∼ − (k−5 + γa)xa∼i
x˙i∼ = −γixi∼ + k−5xa∼i − k5xa∼xi∼
x˙t = κ
1
th
+(SC, θ3SC ,m
3
SC) + κ
2
th
+(xo∼, θo,mo)− γtxt
x˙o∼ = κo − γoxo∼ + k−6xo∼b − k6xo∼xb∼
x˙o∼b = k6xo∼xb∼ − (k−6 + k7 + γo)xo∼b
x˙b∼ = κ1b + κ
2
bh
+(xo∼, θo,mo)− γbxb∼ + (k−6 + k7)xo∼b − k6xo∼xb∼
x˙n = κ
1
n + κ
2
n − γnxn
avec SC = b
xa∼
xt
(7.5)
Le graphe assoié au modèle 7.5 est tel qu'on peut distinguer quatre blos qui peuvent être étudiés
séparément. Voir la gure 7.2.1
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xo∼ xo∼b
xo ∼
xa∼
xa∼i xi∼
xt
S1
S2
xy∼
xm∼
xc∼ xc∼m
xy∼p
S4
S3
S1 est une entrée pour S2 ; S3 et S4 sont des blos isolés.
Nous allons étudier l'équilibre de S1. S'il est unique et globalement stable, alors nous pourrons
appliquer le lemme de déomposition (voir annexe A.2) et remplaer les variables de S1 intervenant
dans S2 par leurs équilibres. Nous étudions ensuite le blo S2. S3 et S4 étant indépendant des autres
blos, nous les étudions séparément.
Etude du blo S1
Modèle mathématique Le modèle mathématique de S1 est donné par :
x˙o∼ = κo − γoxo∼ + k−6xo∼b − k6xo∼xb∼
x˙o∼b = k6xo∼xb∼ − (k−6 + k7 + γo)xo∼b
x˙b∼ = κ1b + κ
2
bh
+(xo∼, θo,mo)− γbxb∼ + (k−6 + k7)xo∼b − k6xo∼xb∼
(7.6)
An de simplier l'ériture, nous posons xo∼ = x1, xo∼b = x2 et xb∼ = x3. Le système 7.6
devient don : 
x˙1 = κo − γox1 + k−6x2 − k6x1x3
x˙2 = k6x1x3 − (k−6 + k7 + γo)x2
x˙3 = κ
1
b + κ
2
bh
+(x1, θo,mo)− γbx3 + (k−6 + k7)x2 − k6x1x3
(7.7)
Hypothèse 10. On suppose que γo = γb.
Existene et uniité de l'équilibre
Le système 7.7 est à l'équilibre si x˙i = 0, i = 1, 2, 3. Ainsi
x˙1 + x˙2 = 0⇒ κo − γo(x∗1 + x∗2)− k7x∗2 = 0
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Pour x1 <
κo
γo
,
x∗2 =
κo
k7 + γo
− γo
k7 + γo
x∗1 = p1(x
∗
1)
En faisant x˙2 = 0, on obtient
x∗3 =
(k−6 + k7 + γo)(
κo
k7 + γo
− γo
k7 + γo
x∗1)
k6x∗1
= p2(x
∗
1)
Dans l'équation x˙3 = 0, on remplaera x
∗
2 par p1(x
∗
1), x
∗
3 par p2(x
∗
1) et k6x
∗
1x
∗
3 par (k−6+k7+γo)x
∗
2,
nous obtenons :
κ1b + κ
2
bh
+(x1, θo,mo)− (γb (k−6 + k7 + γo)
k6x
∗
1
+ γo)(
κo
k7 + γo
− γo
k7 + γo
x∗1) = 0
On tombe sur un problème de point xe.
Posons f(x1) = κ
1
b + κ
2
bh
+(x1, θo,mo) et g(x1) = (γb
(k−6 + k7 + γo)
k6x1
+ γo)(
κo
k7 + γo
− γo
k7 + γo
x1)).
La fontion f(x1) est roissante et la fontion g(x1) est déroissante et est telle que g(0) = +∞ et
g(κo
γo
) = 0, alors il existe un unique point xe tel que f(x∗1) = g(x
∗
1) omme le montre la gure 7.2.
L'équilibre du système 7.7 existe et est unique.
0 2 4 6 8 10 12 14 16
1
2
3
4
5
6
7
f (x1)
g(x1)
x∗1
κ0
γ0
Fig. 7.2  Résolution graphique de l'équation f(x1) = g(x1)
Proposition 7.2.5. Le système 7.7 admet un unique équilibre
Etude de la stabilité de l'équilible
Nous allons maintenant faire les hangements de variables suivantes pour simplier le système
7.7 : x = x1, y = x1 + x2 et z = x2 + x3. Le système devient :
x˙ = κo − γox+ k−6(y − x)− k6x(z − y + x)
y˙ = κo − γoy − k7(y − x)
z˙ = κ1b + κ
2
bh
+(x, θo,mo)− γoz
(7.8)
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Considérons maintenant la fontion de Lyapunov suivante :
V (x) = max(α|x − x∗|, β|y − y∗|, γ|z − z∗|) (7.9)
Cette fontion n'est ependant pas dérivable en (x = x∗,y = y∗,z = z∗) nous utilisons la dérivée à
droite par rapport au temps et dénissons les opérations suivantes :
σp =

1 si p(t) > p∗ ou si p(t) = p∗ et p˙(t) > 0
0 si p(t) = p∗ et p˙(t) = 0
−1 si p(t) < p∗ ou si p(t) = p∗ et p˙(t) < 0
(7.10)
La variable p représente x, y ou z.
Nous pouvons maintenant faire la dérivée à droite de la fontion ( 7.9). Trois as peuvent se pré-
senter :
• α|x− x∗| > β|y − y∗| et α|x− x∗| > γ|z − z∗| ⇒ V = α|x− x∗|
d+
dt
V = −ασx[(x−x∗)(γo+k−6+k6z∗−k6y∗+k6(x∗+x))− (k−6+k6x)(y−y∗)+k6x(z−z∗)]
Or α|x− x∗| > β|y − y∗| et α|x− x∗| > γ|z − z∗| alors
d+
dt
V < −ασx(x−x∗)(γo+k−6+k6z∗−k6y∗+k6(x∗+x))+(k−6+k6x)α
β
|x− x∗|+k6xα
γ
|x− x∗|
⇒
d+
dt
V < −α|x− x∗|(γo+k−6+k6z∗−k6y∗+k6(x∗+x))+(k−6+k6x)α
β
|x− x∗|+k6xα
γ
|x− x∗|
⇒
d+
dt
V < −α|x− x∗|(γo + k−6 + k6z∗ − k6y∗ + k6(x∗ + x)− (k−6 + k6x)α
β
− k6xα
γ
)
Une ondition susante pour que
d+
dt
V < 0 est
1− α
β
> 0 et 1− α
β
− α
γ
> 0
⇒
α <
βγ
β + γ
(7.11)
• β|y − y∗| > α|x− x∗| et β|y − y∗| > γ|z − z∗| ⇒ V = β|y − y∗|
d+
dt
V = βσy(−(γo + k7)(y − y∗) + k7(x− x∗))
⇒
d+
dt
V = −β(γo + k7 − β
α
k7)|y − y∗|
d+
dt
V < 0 si γo + k7 − β
α
k7 > 0 ⇒
α >
βk7
k7 + γo
(7.12)
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• γ|z − z∗| > α|x− x∗| et γ|z − z∗| > β|y − y∗| ⇒ V = γ|z − z∗|
d+
dt
V = γσz(κ
2
b (h
+(x, θo,mo)− h+(x∗, θo,mo))− γo(z − z∗))
⇒
d+
dt
V < γσzκ
2
bMax(h
+′(x, θo,mo))(x − x∗)− γγo|z − z∗|
Or γ|z − z∗| > α|x− x∗| alors
d+
dt
V < −γ|z − z∗|(−γ
α
κ2bMax(h
+′(x, θo,mo)) + γo)
d+
dt
V < 0 ssi
α >
γκ2bMax(h
+′(x, θo,mo))
γo
(7.13)
D'après 7.11, 7.12, 7.13 et en prenant β = 1 alors
d+
dt
V < 0 si :
Max(
k7
k7 + γo
;
γκ2bMax(h
+′(x, θo,mo))
γo
) < α <
γ
1 + γ
(7.14)
Il faudra don que
k7
k7 + γo
<
γ
1 + γ
et
κ2bMax(h
+′(x, θo,mo))
γo
<
1
1 + γ
.
De l'équation
k7
k7 + γo
<
γ
1 + γ
, on en déduit que :
γ >
k7
γo
(7.15)
et de l'équation
κ2bMax(h
+′(x, θo,mo))
γo
<
1
1 + γ
, on en déduit que :
γ <
γo − κ2bMax(h+
′
(x, θo,mo))
κ2bMax(h
+′(x, θo,mo))
(7.16)
D'après ( 7.15) et ( 7.16) :
Max(h+
′
(x, θo,mo)) <
γ2o
κ2b(k7 + γo)
(7.17)
Cette ondition signie que la pente de la fontion de Hill doit être petite par rapport aux autres
paramètres.
Proposition 7.2.6. Pour des valeurs de paramètres prises telles que la relation 7.17 soit satisfaite,
le blog S1 admet un unique équilibre globalement asymptotiquement stable.
Nous onsidérons le as où l'équilibre est globalement stable et appliquons le lemme de déomposi-
tion. Les variables de S1 sont alors remplaées par leurs équilibres dans S2.
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Etude du blo S2
Modèle mathématique
Le modèle mathématique de S2 est donné par :
x˙a∼ = κah−(SC, θ2SC ,m
2
SC)− γaxa∼ − k5xa∼xi∼ + k−5xa∼i
x˙a∼i = k5xa∼xi∼ − (k−5 + γa)xa∼i
x˙i∼ = −γixi∼ + k−5xa∼i − k5xa∼xi∼
x˙t = κ
1
th
+(SC, θ3SC ,m
3
SC) + κ
2
th
+(xo∼, θo,mo)− γtxt
(7.18)
Posons xa∼ = x7, xa∼i = x8, xi∼ = x9 et xt = x10. Le modèle devient alors :
x˙7 = κah
−(SC, θ2SC ,m
2
SC)− γax7 − k5x7x9 + k−5x8
x˙8 = k5x7x9 − (k−5 + γa)x8
x˙9 = −γix9 + k−5x8 − k5x7x9
x˙10 = κ
1
th
+(SC, θ3SC ,m
3
SC) + κ
2
th
+(xo∼, θo,mo)− γtx10
(7.19)
Ave SC = bxa∼
xt
.
Dans e modèle, xo∼ sera remplaé par son équilibre ar 'est une entrée pour le blo S2 et nous
avons montré en étudiant le blo S1 que xo∼ tend vers un équilibre globalement stable.
Existene et uniité de l'équilibre
Remarquons que
x˙8 + x˙9 = −γax8 − γix9
Alors
x˙8 + x˙9 = 0⇒ x∗8 = 0 x∗9 = 0
D'après le théorème de la déomposition (voir annexe A.2), x8 et x9 seront remplaés par leurs
équilibres dans les équations de x7 et x10. Nous posons K = κ
2
th
+(xo∼, θo,mo)
Nous obtenons alors : {
x˙7 = κah
−(SC, θ2SC ,m
2
SC)− γax7
x˙10 = κ
1
th
+(SC, θ3SC ,m
3
SC) +K − γtx10
(7.20)
Nous allons approximer la fontion de Hill par la fontion step.{
x˙7 = κas
−(SC, θ2SC ,m
2
SC)− γax7
x˙10 = κ
1
t s
+(SC, θ3SC ,m
3
SC) +K − γtx10
(7.21)
Considérons les trois boites suivantes :
• B1 : SC < θ2SC
Dans ette boites, le modèle s'érit en remplaçant la fontion de Hill par un step omme suit :{
x˙7 = κa − γax7
x˙10 = K − γtx10
(7.22)
L'équilibre orrespond à : x∗7 =
κa
γa
et x∗10 =
K
γt
;
Trois as sont possibles pour et équilibre :
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 soit l'équilibre se trouve dans les boites B2 ou B3 (voir gure 7.3) ;
 soit sur la frontière SC = θ2SC ;
 soit dans la boite B1
• B2 : θ2SC < SC < θ3SC
Dans ette boite, le modèle s'érit en remplaçant la fontion de Hill par un step omme suit :{
x˙7 = −γax7
x˙10 = K − γtx10
(7.23)
L'équilibre orrespond à : x∗7 = 0 et x
∗
10 =
K
γt
; et se trouve sur la boite B1
• B3 : SC > θ3SC
Dans ette boite, le modèle s'érit en remplaçant la fontion de Hill par un step omme suit :{
x˙7 = −γax7
x˙10 = κ
1
t +K − γtx10
(7.24)
L'équilibre orrespond à : x∗7 = 0 et x
∗
10 =
κ1t +K
γt
; et se trouve sur la boite B1
K
γt
x10
x7
θ2SC
θ3SC
B1
B2
B3
f(B2) f(B
3)
κ1t+K
γt
ka
γa
f(B1)
Fig. 7.3  Shéma de la déomposition de l'espae en états qualitatifs dans le as où f(B1) se trouve
dans la boite B3.
Graphe d'état (voir la dénition 3) du modèle ( 7.21)
Nous allons maintenant représenter le graphe d'état du modèle ( 7.21) dans le as où f(B1) se
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trouve dans la boite B3. La déomposition de l'éspae est omme illustrée dans la gure 7.3.
Les états qualitatifs du modèle sont les suivants :
E1 = {SC > θ3SC ; x10 < κ
1
t+K
γt
} : dans ette région, x˙7 < 0 et x˙10 > 0 ;
E2 = {SC > θ3SC ; x10 > κ
1
t+K
γt
} : dans ette région, x˙7 < 0 et x˙10 < 0 ;
E3 = {θ2SC < SC < θ3SC ; x10 < Kγt } : dans ette région, x˙7 < 0 et x˙10 > 0 ;
E4 = {θ2SC < SC < θ3SC ; x10 > Kγt } : dans ette région, x˙7 < 0 et x˙10 < 0 ;
E5 = {θ2SC < SC; x10 < Kγt } : dans ette région, x˙7 > 0 et x˙10 > 0 ;
E6 = {θ2SC < SC; x10 > Kγt ; x7 < kaγa } : dans ette région, x˙7 > 0 et x˙10 < 0 ;
E7 = {θ2SC < SC; x10 > Kγt ; x7 > kaγa } : dans ette région, x˙7 < 0 et x˙10 < 0.
Nous allons utiliser la dénition 1 pour dénir les frontières suivantes :
E8 = {la frontière entre E1 et E2} : nous avons un sliding mode sur ette frontière.
E9 = {la frontière entre E1 et E3} : ette frontière orrespond à un mur transparent.
E10 = {la frontière entre E1 et E4} : ette frontière orrespond à un mur transparent.
E11 = {la frontière entre E2 et E4} : ette frontière orrespond à un mur transparent.
E12 = {la frontière entre E3 et E5} : nous avons un sliding mode sur ette frontière.
E13 = {la frontière entre E3 et E4} : nous avons un sliding mode sur ette frontière.
E14 = {la frontière entre E4 et E6} : nous avons un sliding mode sur ette frontière.
E15 = {la frontière entre E4 et E7} : ette frontière orrespond à un mur transparent.
E16 = {la frontière entre E5 et E6} : nous avons un sliding mode sur ette frontière.
E17 = {la frontière entre E6 et E7} : nous avons un sliding mode sur ette frontière.
Nous allons maintenant dénir les équilibres au sens de Filippov [29℄ :
Φ1 = {l'intersetion entre x10 =
κ1t +K
γt
et SC = θ3SC}
Φ2 = {l'intersetion entre x7 =
ka
γa
et SC = θ2SC}
Φ3 = {l'intersetion entre x10 =
K
γt
et SC = θ2SC}
Φ4 = {l'intersetion entre x10 =
K
γt
et SC = θ3SC}
113
     
     
     
     




E9 E11
E12
E16
E10
E1 E8 E2
E15
E13
E17
E7
E4
E6E5
E3
E14
Φ1
Φ2Φ3
Φ4
Fig. 7.4  Graphe d'états du modèle ( 7.21)
Nous pouvons onlure d'après le graphe 7.4 que Φ3 est l'équilibre globalement asymptotiquement
stable.
Pour le as où f(B1) se trouve sur la frontière SC = θ2SC et le as où f(B
1) est dans B1, on montre
par une démarhe similaire à elle préédante que f(B1) est l'équilibre globalement asymptotique-
ment stable.
Proposition 7.2.7. Le graphe d'état de la gure 7.4 montre que le modèle ( 7.21) admet un équilibre
globalement asymptotiquement stable Φ3.
Etude du blo S3
Modèle mathématique Le modèle mathématique de S1 est donné par :{
x˙y∼ = κ1y + κ
2
y − γyxy∼ + k−1xy∼p − k1xy∼xp
x˙y∼p = k1xy∼xp − (k−1 + γy)xy∼p
(7.25)
où xp est une onstante positive. C'est un système linéaire. Nous allons aluler son équilibre et
étudier sa stabilité.
Existene et uniité de l'équilibre
Pour étudier l'équilibre de e système, nous allons d'abord eetuer le hangement de variables
suivant : X = xy∼ + xy∼p. Le nouveau système devient{
X˙ = κ1y + κ
2
y − γyX = f1(X)
x˙y∼p = k1xpX − (k−1 + γy + k1xp)xy∼p = f2(X,xy∼p)
(7.26)
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Ce système est à l'équilibre si X˙ = 0 et x˙y∼p = 0. Ainsi
X∗ =
κ1y + κ
2
y
γy
et
x∗y∼p =
k1xpX
∗
k−1 + γy + k1xp
L'équilibre du système ( 7.26) est unique.
Etude de la stabilité de l'équilibre
Nous allons érire le système ( 7.26) sous forme matriielle.(
X˙
x˙y∼p
)
= A
(
X
xy∼p
)
+
(
κ1y + κ
2
y
0
)
(7.27)
ave
A =
(−γy 0
k1xp −(k−1 + γy + k1xp)
)
Toutes les valeurs propres de A sont des réels négatifs alors l'équilibre du système ( 7.26) est
globalement asymptotiquement stable.
Proposition 7.2.8. Le système ( 7.26) orrespondant au blo S3 admet un équilibre globalement
asymptotiquement stable.
Etude du blo S4
Modèle mathématique
x˙c∼ = κ1c − γcxc∼ + k−4xc∼m − k4xc∼xm∼
x˙c∼m = k4xc∼xm∼ − (k−4 + γc)xc∼m
x˙m∼ = k−4xc∼m − k3xm∼ − k4xc∼xm∼
(7.28)
Posons x4 = xc∼, x5 = xc∼m et x6 = xm∼, nous obtenons le système suivant :
x˙4 = κ
1
c − γcx4 + k−4x5 − k4x4x6
x˙5 = k4x4x6 − (k−4 + γc)x5
x˙6 = k−4x5 − k3x6 − k4x4x6
(7.29)
Existene et uniité de l'équilibre
Remarquons que
x˙5 + x˙6 = −γcx5 − k3x6
Alors
x˙5 + x˙6 = 0⇒ x∗5 = 0 x∗6 = 0
x˙4 = 0⇒ x∗4 =
κ1c
γc
.
Cet équilibre est unique et est globalement attratif.
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Stabilité de l'équilibre
Nous allons linéariser le système ( 7.29) autour de l'équilibre (
κ1c
γc
; 0; 0). Nous obtenons la matrie
J :
J =

−γc k−4 −k4x∗4
0 −k−4 − γc 0
0 k−4 −k3 − k4x∗4

La matrie J est stable alors l'équilibre est loalement stable.
Proposition 7.2.9. Le système( 7.29) admet un équilibre globalement attratif et loalement stable
alors et équilibre est globalement asymptoiquement stable.
Proposition 7.2.10. Pour us = 0, si la ondition 7.17 est vériée et sous les hypothèses ( 8, 9, 10),
alors le modèle ( 7.1) admet un équilibre globalement asymptotiquement stable.
Remarque. Pour us = 0, ertaines variables ont leur équilibre égal à 0 e qui ne orrespond pas
aux intervalles donnés par D. Ropers et al. [58℄.
7.2.2 Déomposition et étude pour us = 1
Le modèle s'érira pour us = 1 omme suit :
us = 1
xf = θ
6
f
x˙y∼ = κ1y + κ
2
yh
−(xc∼m, θ2c∼m,m
2
c∼m)− γyxy∼ + (k−1 + k2)xy∼p − k1xy∼xp
x˙y∼p = k1xy∼xp − (k−1 + k2 + γy)xy∼p
x˙c∼ = κ1c − γcxc∼ + k−4xc∼m − k4xc∼xm∼
x˙c∼m = k4xc∼xm∼ − (k−4 + γc)xc∼m
x˙m∼ = k2xy∼p + k−4xc∼m − k3xm∼ − k4xc∼xm∼
x˙a∼ = κah−(SC, θ2SC ,m
2
SC)− γaxa∼ − k5xa∼xi∼ + k−5xa∼i
x˙a∼i = k5xa∼xi∼ − (k−5 + γa)xa∼i
x˙i∼ = −γixi∼ + k−5xa∼i − k5xa∼xi∼
x˙t = κ
1
th
+(SC, θ3SC ,m
3
SC) + κ
2
th
+(xo∼, θo,mo)− γtxt
x˙o∼ = κo − γoxo∼ + k−6xo∼b − k6xo∼xb∼
x˙o∼b = k6xo∼xb∼ − (k−6 + γo)xo∼b
x˙b∼ = κ1b + κ
2
bh
+(xo∼, θo,mo)− γbxb∼ + k−6xo∼b − k6xo∼xb∼
x˙n = κ
1
n + κ
2
n − γnxn
avec SC = b
xa∼
xt
(7.30)
Le graphe assoié au modèle ( 7.30) est le suivant :
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xo∼ xo∼b
xo ∼
xa∼
xa∼i xi∼
xt
S1
S2
xy∼
xm∼
xc∼ xc∼m
xy∼p
S4
S3
Contrairement au as us = 0 où les blos S3 et S4 étaient indépendants, dans le as us = 1, S3 est
une entrée pour le blo S4, et S1 est aussi une entrée pour le blo S2.
Nous allons étudier les équilibres de S1 et S3. Si leurs équilibres respetifs sont uniques et globalement
stables alors on pourra appliquer le lemme de déomposition (annexe A.2).
Etude de S1
Equilibre : Par une démarhe similaire à elle faite pour le as us = 0, nous tombons sur ette
équation :
κ1b + κ
2
bh
+(x1, θo,mo)− (γb (k−6 + γo)
k6x∗1
+ γo)(
κo
γo
− γo
γo
x∗1) = 0
On montre que S1 admet un unique équilibre.
Stabilité : En prenant la même fontion de Lyapunov utilisée pour étudier S1 dans le as us = 0,
la ondition pour que l'unique équilibre soit globalement stable est la suivante :
γ <
γo − κ2bMax(h+
′
(x, θo,mo))
κ2bMax(h
+′(x, θo,mo))
(7.31)
Cette ondition est faite sur le oeient de la fontion de Lyapunov ontrairement au as us = 0
où la ondition est sur la pente de la fontion de Hill. On peut don toujours hoisir la fontion de
Lyapunov pour vérier ette ondition.
Proposition 7.2.11. Pour us = 1, S1 admet un unique équilibre globalement asymptotiquement
stable.
Nous allons injeter et équilibre dans S2 et l'étudier.
117
Etude de S2
En se reférant au modèle ( 7.1), on voit que S2 ne dépend pas diretement de us. Quelque soit la
valeur de us, l'équilibre de S2 va être unique et globalement stable d'après l'étude faite pour le as
us = 0. Sa valeur va ependant être diérente selon qu'on soit dans le as us = 0 ou dans us = 1
du fait de sa dépendane à S1 qui est inuené par us.
Etude de S3
L'équilibre de S3 orrespond à :
X∗ =
κ1y + κ
2
y
γy
et
x∗y∼p =
k1xpX
∗
k−1 + k2 + γy + k1xp
Similairement à l'étude du as us = 0, on trouve que et équilibre est globalement asymptotiquement
stable.
Nous allons injeter et équilibre dans S4 et l'étudier.
Etude de S4
Le modèle de e blo est le suivant :
x˙c∼ = κ1c − γcxc∼ + k−4xc∼m − k4xc∼xm∼
x˙c∼m = k4xc∼xm∼ − (k−4 + γc)xc∼m
x˙m∼ = k2xy∼p + k−4xc∼m − k3xm∼ − k4xc∼xm∼
(7.32)
Posons y = xc∼ + xc∼m alors y˙ = κ1c − γcy.
L'équilibre est donné par : y∗ = κ
1
c
γc
.
D'après le Lemme de déomposition, on remplaera y par son équilibre dans les autres équations.
Remarquons que xc∼ = y∗ − xc∼m et est toujours positif.
En remplaçant xc∼ par y∗ − xc∼m, le système devient :{
x˙c∼m = k4(y∗ − xc∼m)xm∼ − (k−4 + γc)xc∼m
x˙m∼ = k2xy∼p + k−4xc∼m − k3xm∼ − k4(y∗ − xc∼m)xm∼
(7.33)
L'isoline x˙c∼m = 0 est donnée par f1(xc∼m) =
(k−4 + γc)xc∼m
k4(y∗ − xc∼m) .
L'isoline x˙m∼ = 0 est donnée par f2(xc∼m) =
k2xy∼p + k−4xc∼m
k3 + k4(y∗ − xc∼m) .
Etant donné que y∗−xc∼m doit être positif, nous allons onsidérer pour xc∼m l'intervalle I = [0; y∗].
Sur l'intervalle I, f1(xc∼m) est roissante et est telle que
lim
xc∼m→0
f1(xc∼m) = 0 et lim
xc∼m→y∗
f1(xc∼m) = +∞
Sur l'intervalle I, f2(xc∼m) est roissante et est telle que
lim
xc∼m→0
f2(xc∼m) =
k2xy∼p
k3 + k4y∗
et lim
xc∼m→y∗
f2(xc∼m) =
k2xy∼p + k−4y∗
k3
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Sur l'intervalle I, le modèle ( 7.33) admet un unique équilibre.
Soit J la matrie jaobienne du modèle ( 7.33) :
J =
(−(k−4 + γc)− k4xm∼ k4(y∗ − xc∼m)
k−4 + k4xm∼ −k3 − k4(y∗ − xc∼m)
)
Les éléments hors diagonale sont positifs alors le système est monotone.
Considérons le retangle R = {xc∼m ∈ [0; y∗]; xm∼ ∈ [0; xMm∼]} ave xMm∼ > k−4y
∗+k2xy∼p
k3
.
Au point (xc∼m = 0; xm∼ = 0) le hamp est positif et au point (xc∼m = y∗; xm∼ = xMm∼) le hamp
est négatif.
Sur le retangle R, le système est monotone et en prenant xMm∼ >
k2xy∼p+k−4y∗
k3
, il existe un
unique équilibre sur le retangle R. De plus, au point (xc∼m = 0; xm∼ = 0) le hamp est positif et
au point (xc∼m = y∗; xm∼ = xMm∼) le hamp est négatif. D'après le théorème 4.2.2, toute solution
dont la ondition initiale est dans le retangle onverge vers l'équilibre.
Proposition 7.2.12. D'après le lemme de déomposition, le système ( 7.32) admet un unique
équilibre globalement asymptotiquement stable.
Proposition 7.2.13. Pour us = 1, sous les hypothèses (8,9,10), le modèle ( 7.1) admet un équilibre
globalement asymptotiquement stable.
7.3 Conlusion
Dans e hapitre, nous avons pu étudier la stabilité globale d'un modèle omplexe omprenant
14 variables. L'appliation des tehniques basées sur la déomposition en omposantes fortement
onnexes et de la modélisation par systèmes hybrides linéaires par moreaux nous a permis de
réduire onsidérablement la omplexité du modèle et d'arriver à l'étudier entièrement sous ertaines
onditions.
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Conlusion et perspetives
L'objetif de ette thèse était de proposer des méthodes d'étude de modèles biologiques.
Dans une première partie, des notions biologiques sont dérites sommairement. Nous avons abor-
dés le prinipe de la régulation ellulaire dans le hapitre 1 en présentant d'abord le dogme entral
de la biologie et en donnant un exemple de réseau de régulation ellulaire : l'opéron latose.
Etant donné que la modélisation est un interfae entre la biologie et les mathématiques, et ompte
tenu que les méthodes proposées sont prinipalement mathématiques, nous avons onsaré le ha-
pitre 2 aux préalables pour la modélisation de réseaux de régulation ellulaire.
Dans une deuxième partie, nous avons présenté les diverses méthodes proposées. Ces méthodes
utilisent les aratéristiques suivantes :
• le graphe de la matrie jaobienne du système : sur un gros modèle à 39 variables, ette
méthode basée sur la hiérarhisation nous a permis de déomposer le modèle en omposantes
fortement onnexes, failitant onsidérablement son étude ;
• la théorie des systèmes monotones : étant donné qu'en biologie on renontre souvent des
interations négatives donnant ainsi des systèmes non-monotones, nous avons présenté sur un
petit exemple une méthode d'étude de systèmes non-monotones basée sur des tehniques de
systèmes monotones ;
• la diérene d'éhelle de temps : il est bien onnu que les systèmes biologiques peuvent avoir
des variables évoluant à des éhelles de temps très diérentes. Sur un exemple, nous avons
fait de la rédution de modèle et avons étudier la dynamique que peut induire l'existene de
diérenes d'éhelles de temps dans un système. Nous proposons et analysons un méanisme
qui est tel qu'une variation lente du proessus lent induit un rapide basulement du proessus
rapide d'un mode de fontionnement à un autre. Ce méanisme est illustré par le modèle
réduit de l'osillateur d2-yline B dans le yle ellulaire et les données expérimentales
disponibles nous ont permis de faire de l'identiation paramètrique ;
• l'étude des modèles hybrides (disontinu en espae) et linéaires par moreaux : sur un modèle
fourni par le projet Ibis de l'INRIA Grenoble, une approximation des fontions de Hill par
des fontions steps est faite donnant ainsi des disontinuité en espae. En utilisant le lemme
de déomposition, nous avons pu déomposer e modèle en blos et avons étudié séparément
haque blo.
• Nous avons apporté quelques ontributions à un problème lié à l'uniité et à la stabilité glo-
bale de réseaux métaboliques réversibles. En eet, pour les biologistes, il semble évident que
les systèmes métaboliques réalistes ont un seul équilibre stable et pourtant il est onnu que
ertains systèmes de type métabolique peuvent avoir plusieurs équilibres. Cette ontribution
est très intéressante ar pour étudier les systèmes ouplant des systèmes métaboliques (dy-
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namique rapide) et génétiques (dynamique lente), il est très important de pouvoir étudier
les propriétés de stabilité globale du système métabolique. Si elui-i est globalement stable,
alors on pourra le mettre à son équilibre, et appliquer des théorèmes de type Tikhonov pour
injeter la valeur de et équilibre dans le système génétique.
Perspetives
Cette thèse s'insrivant dans le adre du projet Metagenoreg dont l'objetif est de modéliser
et d'analyser les interations entre les systèmes métaboliques et génétiques ave l'exemple de E.
oli, une des perspetives de ontinuation de e travail pourrait être l'appliation de es méthodes
à l'étude du modèle de E. oli dont nous avons parlé dans la setion 3.2.
Nous avons vu dans la sous-setion 2.2.4, l'exemple de l'inhibition réiproque de deux gènes.
L'étude du modèle montre l'existene d'une bistabilité sous ertaines valeurs de paramètres et que
en perturbant le système, on observe un phénomène d'hystérésis. Une perspetive pourrait être de
onevoir une loi de ommande qui entrainerait le système vers un seul équilibre globalement stable.
Compte tenu des travaux de Gardner et al. [21℄, il sera supposé que les taux de synthèse peuvent être
ontrlés par les biologistes. Les données quantitatives n'étant presque jamais disponibles pour les
réseaux de régulation génétique, l'étude se fera sur le modèle linéaire par moreaux et la ommande
sera onstante par moreaux. Cette approhe n'est pas lassique en théorie du ontrle et néessi-
terait de onevoir et développer une théorie de ontrle sur les systèmes linéaires par moreaux.
Quelques premiers pas ont été fait vers ette diretion [17℄.
Du oté identiation, il serait possible d'utiliser la struture hiéarhique des systèmes pour
estimer les paramètres (voir la n du hapitre 3)
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Annexe A
Théorèmes utiles
A.1 Théorème de Tikhonov [67℄
Soit le système :
Σǫ

dx
dt
= f(x, z, ǫ)
ǫ
dz
dt
= g(x, z, ǫ)
(A.1)
Si les hypothèses suivantes sont satisfaites
Hypothèse 11. z = ρ(x) solution de g(x, z, 0) = 0, ave ρ fontion régulière de x et
∂g
∂z
(x, ρ(x), 0)
est une matrie dont toutes les valeurs propres sont à partie réelle stritement négative ;
Hypothèse 12. le système réduit Σ0
Σ0
{ dx
dt
= f(x, ρ(x), 0)
x(t=0) = x0
(A.2)
a une unique solution x0(t) sur [0, T ], 0 < T < +∞
Alors, pour ǫ << 1, (Σǫ) admet une unique solution (xǫ(t), zǫ(t)) sur [0, T ] (si z
0
prohe de
ρ(x0))
Et sur tout [a, T ] (a>0), on a
limǫ→0+xǫ(t) = x0(t) (et limǫ→0+zǫ(t) = ρ(x0(t)))
Sans hypothèses supplémentaires, l'approximation n'est valable, en général, que sur des inter-
valles de temps t de longueur bornée T. Si le système ( A.2) admet un équilibre dont le linéaire
tangent est asymptotiquement stable, l'approximation est alors valable pour tous les temps positifs
(pourvu que z0 prohe de ρ(x0)).
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A.2 Lemme de séparation
Ce lemme de séparation permet de déomposer un système dynamique en plusieurs sous-systèmes
[69℄.
Considérons le système : {
x˙ = f(x, y)
y˙ = g(y)
(A.3)
ave y ∈ Rk et x ∈ Rn−k
• y∗ ∈ Rk est un équilibre globalement asymptotiquement stable pour y˙ = g(y)
• x∗ ∈ Rn−k est un équilibre globalement asymptotiquement stable pour x˙ = f(x, y∗)
• Toutes les trajetoires du système ( A.3) sont bornées.
Alors (x∗, y∗) ∈ Rn est un équilibre globalement asymptotiquement stable pour le système ( A.3).
Certains des systèmes que nous étudions dans ette thèse sont hiérarhisés. Ave e théorème, nous
pourrons réduire es système en mettant les blos de dessus à leurs équilibres et en les remplaçant
dans les blos de dessous par leurs équilibres omme dans la gure A.1.
y˙ = g(y)
x˙ = f(x, y∗)
Fig. A.1  Exemple d'appliation du Lemme de séparation
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Annexe B
Modèle intégré de la glyolyse et la
néogluogenèse dans E. oli
Modèle onstruit par D. Ropers et al., Ibis INRIA Grenoble (ommuniation privée).
The model equations are detailed in Figures B.2 to B.4.
Global regulators :
vGyrAB·GyrI = k
on
GyrAB·GyrI xGyrI·free xGyrAB·free − koffGyrAB·GyrI xGyrAB·GyrI (B.1)
vCya·PTSp = k
on
Cya·PTSp xCya·free xPTSp·free − koffCya·PTSp xCya·PTSp (B.2)
vcAMP = xCya·PTSpkCya,cAMP
xATP
xATP + θ
2
ATP
(B.3)
vcAMP,e = kcAMP,e xcAMP ·free (B.4)
vCRP ·cAMP = k
on
Crp·cAMP xCrp·free xcAMP ·free − koffCrp·cAMP xCrp·cAMP (B.5)
vRssB∗·free = kGlc6P xRssB·free (B.6)
vRpoS·RssB∗ = k
on
RpoS·RssB∗ xRpoS·free xRssB∗·free − koffRpoS·RssB∗ xRpoS·RssB∗ (B.7)
vdeg = kdeg xRpoS·RssB∗ (B.8)
vFruR·FBP = k
on
FruR·FBP xFruR·free xFbp − koffFruR·FBP xFruR·FBP (B.9)
Cellular growth :
µ = constante (B.10)
Fig. B.1  Kineti rate laws (ontinued).
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Glycolysis − Gluconeogenesis :
vP TSp = kP T Sp xPEP xP T S·free − kP T S xPYR xP TSp·free (B.11)
vGlc6P = vP T Sp (B.12)
vppp =
1
5
vGlc6P (B.13)
vG3P ppp =
1
3
vppp (B.14)
vF6P ppp =
2
3
vppp (B.15)
vP gi = xP gi kP gi
xG6P
KP gi,G6P
− VP gi
xF6P
KP gi,F6P
1 +
xG6P
KP gi,G6P
+
xF6P
KPgi,F6P
(B.16)
vPfkA = xP fkA kF6P
xF6P
KP fkA,F6P
(1 +
xF6P
KP fkA,F6P
)
nPfkA−1
(1 +
xF6P
KP fkA,F6P
)
nPfkA + LP fkA
(1+
xP EP
KP fkA,P EP
)
nP fkA
(1+
xADP
KP fkA,ADP
)
nPfkA
(B.17)
vF bp = xF bp kF bp
xF bp
KF bp,F BP
(1 +
xF bp
KF bp,F BP
)
nF bp−1
(1 +
xF bp
KF bp,F BP
)
nFbp + LF bp
(1+
xG6P
KF bp,G6p
)
nF bp
(1+
xPEP
KF bp,PEP
)
nF bp
(B.18)
vF baA = xF baA kF baA
xF bp
KF baA,F BP
− VF baA
xDHAP
KF baA,DHAP
1 +
xF bp
KF baA,F BP
+
xDHAP
KF baA,DHAP
(B.19)
vT piA = xT piA kTpiA
xDHAP
KT piA,DHAP
− VT piA
xG3P
KT piA,G3P
1 +
xDHAP
KDHAP
+
xG3P
KT piA,G3P
(B.20)
vGapA = xGapA kGapA
xG3P
KGapA,G3P
− VGapA
xDP G
KGapA,DP G
1 +
xG3P
KGapA,G3P
+
xDPG
KGapA,DP G
(B.21)
vP gk = xP gk kP gk
xDP G
KP gk,DP G + xDP G
(B.22)
vGpmI = xGpmI kGmpI
x3PG
KGpmI,3P G + x3PG
(B.23)
vEno = xEno kEno
x2P G
KEno,2P G + x2PG
(B.24)
vP ykF = xP ykF
kPykF xP EP
1 + KP ykF,P EP xP EP
(1 + KP ykF,P EP xPEP )
nPykF
(1 + KP ykF,P EP xP EP )
nPykF +
LPykF (1+KP ykF,P EP xP EP )
(1+KP ykF,F BP )
nP ykF
(B.25)
Fig. B.2  Kineti rate laws.
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Glycolysis and gluconeogenesis reactions :
dxPTS·free
dt
= vG6P − vPTSp − µ xPTS·free (B.26)
dxPTSp·free
dt
= vPTSp − vG6P − vCya·PTSp − µ xPTSp·free (B.27)
dxGlc
dt
= −vG6P − µ xGlc (B.28)
dxG6p
dt
= vG6P − vppp − vPgi − µ xG6P (B.29)
dxF6P
dt
= vPgi + vFbp + vFBPppp − vPfkA − µ xF6P (B.30)
dxFBP
dt
= vPfkA − vFbaA − vFbp − µ xFBP (B.31)
dxDHAP
dt
= vFbaA − vTpiA − µ xDHAP (B.32)
dxG3P
dt
= vFbaA + vTpiA + vG3Pppp − vGapA − µ xG3P (B.33)
dxDPG
dt
= vGapA − vPgk − µ xDPG (B.34)
dx3PG
dt
= vPgk − vGpmI − µ x3PG (B.35)
dx2PG
dt
= vGpmI − vEno − µ x2PG (B.36)
dxPEP
dt
= vEno − vPykF − µ xPEP (B.37)
dx
PYR
dt
= vPykF − vPYRloss − µ xPYR (B.38)
Global regulators :
dxGyrAB·GyrI
dt
= vGyrAB·GyrI − (γGyrAB + µ) xGyrAB·GyrI (B.39)
dxCya·PTSp
dt
= vCya·PTSp − (γCya + µ) xCya·PTSp (B.40)
dxcAMP ·free
dt
= vcAMP − vcAMP,e − vCrp·cAMP − µ xcAMP ·free (B.41)
dxCrp·cAMP
dt
= vCrp·cAMP − (γCrp + µ) xCrp·cAMP (B.42)
dxRssB∗·free
dt
= vRssB∗·free + vdeg − vRpoS·RssB∗ − (γRssB + µ) xRssB∗·free (B.43)
dxRpoS·RssB∗
dt
= vRpoS·RssB∗ − vdeg − µ xRpoS·RssB∗ (B.44)
dxFruR·FBP
dt
= vFruR·FBP − (γFruR + µ) xFruR·FBP (B.45)
Fig. B.3  Model equations for metaboli reations and formation of biohemial omplexes and
biomass.
131
Glycolysis − gluconeogenesis :
dxPgi
dt
= κP gi − (γP gi + µ) xPgi (B.46)
dxPfkA
dt
= κP fkA h
−
(xF ruR·free, θ
1
F ruR, m
1
F ruR) − (γP fkA + µ) xPfkA (B.47)
dxF bp
dt
= κF bp − (γF bp + µ) xF bp (B.48)
dxF baA
dt
= κF baA h
+
(xCrp·cAMP , θ
1
Crp·cAMP , m
1
Crp·cAMP ) h
−
(xF ruR·free, θ
2
F ruR,m
2
F ruR) (B.49)
−(γF baA + µ) xF baA (B.50)
dxT piA
dt
= κT piA − (γT piA + µ) xTpiA (B.51)
dxGapA
dt
= κ
1
GapA h
−
(xF ruR·free, θ
3
F ruR, m
3
F ruR)
+κ
2
GapAh
+
(xCrp·cAMP , θ
2
Crp·cAMP , m
2
Crp·cAMP ) − (γGapA + µ) xGapA (B.52)
dxPgk
dt
= κP gk h
+
(xCrp·cAMP , θ
3
Crp·cAMP ,m
3
Crp·cAMP ) h
−
(xF ruR·free , θ
4
F ruR, m
4
F ruR)
−(γP gk + µ) xP gk (B.53)
dxGpmI
dt
= κGpmI − (γGpmI + µ) xGpmI (B.54)
dxEno
dt
= κEno h
−
(xF ruR·free , θ
5
F ruR, m
5
F ruR) − (γEno + µ) xEno (B.55)
dxP ykF
dt
= κP ykF h
−
(xF ruR·free , θ
6
F ruR, m
6
F ruR) − (γP ykF + µ) xP ykF (B.56)
Global regulators :
dxT opA
dt
= κ
1
T opA h
+
(sc, θ
2
sc,m
2
sc) h
+
(xF is, θ
4
F is,m
4
F is)
+ κ
2
TopA h
+
(xRpoS·free), θ
2
RpoS ,m
2
RpoS) − (γT opA + µ) xTopA (B.57)
dxGyrAB·free
dt
= κGyrAB h
−
(sc, θ
3
sc,m
3
sc) h
−
(xF is, θ
5
F is, m
5
F is) − vGyrAB·GyrI
− (γGyrAB + µ) xGyrAB·free (B.58)
dxGyrI·free
dt
= κGyrI h
+
(xCrp·cAMP , θ
3
Crp·cAMP , m
3
Crp·cAMP ) h
+
(xRpoS·free), θ
3
RpoS ,m
3
RpoS)
−vGyrAB·GyrI − (γGyrI + µ) xGyrI·free (B.59)
dxF is
dt
= κ
1
F is h
−
(xCrp·cAMP , θ
1
Crp·cAMP , m
1
Crp·cAMP ) h
−
(xF is, θ
6
F is, m
6
F is)
+κ
2
F is h
+
(sc, θ
1
sc,m
1
sc)h
−
(xF is, θ
6
F is,m
6
F is) − (γF is + µ) xF is (B.60)
dxCya·free
dt
= κ
1
Cya + κ
2
Cya h
−
(xCrp·cAMP , θ
4
Crp·cAMP , m
4
Crp·cAMP ) − vCya·P T Sp
−(γCya + µ) xCya (B.61)
dxCrp·free
dt
= κ
1
Crp + κ
2
Crp h
−
(xF is, θ
2
F is, m
2
F is) h
+
(xCrp·cAMP , θ
1
Crp·cAMP ,m
1
Crp·cAMP )
+κ
3
Crp h
−
(xF is, θ
1
F is,m
1
F is) − vCrp·cAMP − (γCrp + µ) xCrp·free (B.62)
dxRpoS·free
dt
= κRpoS − vRpoS·RssB∗ + vdeg − (γRpoS + µ) xRpoS·free (B.63)
dxRssB·free
dt
= κ
1
RssB + κ
2
RssB h
+
(xRpoS·free, θ
1
RpoS , m
1
RpoS) − vRpoS·RssB∗
−(γRssB + µ) xRssB·free (B.64)
dxF ruR·free
dt
= κF ruR h
−
(xF ruR·free, θ
7
F ruR,m
7
F ruR) − vF ruR·F BP
−(γF ruR + µ) xF ruR·free (B.65)
With : sc = a + b
xGyrAB·free
xT opA
xATP
xAT P + θ
1
AT P
(B.66)
Fig. B.4  Model equations for gene expression.
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Annexe C
The extended arbon starvation response network [58℄
C.1 Variables and parameters for the extended arbon starvation response network
Conentration variables
xy Cya protein xy∼p Cya·ATP omplex
xp ATP metabolite xm AMP metabolite
xc CRP protein xc∼m CRP·AMP
xf Fis protein xa GyrAB omplex
xa∼i GyrAB·GyrI omplex xi GyrI protein
xt TopA protein xo RpoS protein
xo∼b RpoS·RssB omplex xb RssB protein
xn Stable RNAs
Threshold parameters (CRP·AMP omplex)
θ1c∼m regulation of s, gyrI, and rp expression θ
2
c∼m regulation of ya expression
Threshold parameters (Fis protein)
θ1f regulation of rp expression from promoter P2 θ
2
f regulation of rp expression from promoter P1
θ3f regulation of rrn expression θ
4
f regulation of gyrAB expression
θ5f regulation of topA expression θ
6
f regulation of s expression
Threshold parameters (DNA superoiling)
θ1sc regulation of s expression θ
2
sc regulation of gyrAB expression
θ3sc regulation of topA expression
Threshold parameters (RpoS protein)
θo regulation of rssB, gyrI, and topA expression
Threshold parameters (RssB)
θb regulation of rpoS degradation
Cooperativity numbers
m1,2c∼m CRP·AMP m
1,...,6
f
Fis protein
m1,2,3sc DNA superoiling mo RpoS protein
(Maximum) synthesis rates
κ1y ya (P1 and P'1 promoters) κ
2
y ya (promoter P2)
κ1c rp (promoter P1) κ
2
c rp (derepressed promoter P1)
κ3c rp (promoter P2) κ
1
f s (promoter P)
κ2f s (promoter P regulated by DNA superoiling) κa gyrAB (promoter P)
κi gyrAB (promoter P) κ
1
t topA (promoter P1)
κ2t topA (promoter P5) κo rpoS (promoters nlpD P1, P2, and rpoS P1)
κ1b rssB (promoter P) κ
2
b rssB (promoter P regulated by RpoS)
κ1n rrn (promoter P1) κ
2
n rrn (promoter P2)
Degradation rate onstants
γy Cya γc CRP
γf Fis γa GyrAB
γi GyrI γt TopA
γo RpoS γb RssB
γn Stable RNAs
Rate onstants for rst-order or pseudo-rst-order reations
k2 AMP synthesis k3 AMP export/degradation
k7 RpoS degradation k−1 dissoiation of Cya·ATP
k
−4 dissoiation of CRP·AMP k−5 dissoiation of GyrAB·GyrI
k
−6 dissoiation of RpoS·RssB
Rate onstants for seond-order reations
k1 assoiation of Cya·ATP k4 assoiation of CRP·AMP
k5 assoiation of GyrAB·GyrI k6 assoiation of RpoS·RssB
Superoiling parameters
SC level of negative DNA superoiling b empirial parameter
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C.2 Intervals for onentration and parameter values in the arbon starvation res-
ponse model
Name Value Name Value
Cellular onentrations (M)
xy [10
−12, 10−8] xy∼p [10
−12, 10−8 ]
xp [10
−8, 10−3] xm [10
−8, 10−3]
xc [10
−8, 4 · 10−5 ] xc∼m [10
−8, 4 · 10−5]
xf [10
−8, 4 · 10−5 ] xa [10
−9, 10−6]
xa∼i [10
−9, 10−6] xi [10
−8, 10−4]
xt [2 · 10
−8 , 1.6 · 10−5 ] xo [10
−9, 10−6]
xo∼b [10
−10, 10−7] xb [10
−10, 10−7 ]
xn [10
−8, 4 · 10−5 ]
Superoiling level (dimensionless)
SC [0.0158, 0.1259]
Threshold onentrations (M)
θ1c∼m [4 · 10
−8 , 1.6 · 10−5 ] θ2c∼m [4 · 10
−8, 1.6 · 10−5]
θ1f [4 · 10
−8 , 1.6 · 10−5 ] θ2f [4 · 10
−8, 1.6 · 10−5]
θ3f [4 · 10
−8 , 1.6 · 10−5 ] θ4f [4 · 10
−8, 1.6 · 10−5]
θ5f [4 · 10
−8 , 1.6 · 10−5 ] θ6f [4 · 10
−8, 1.6 · 10−5]
θ1sc [0.016, 0.126] θ
2
sc [0.016, 0.126]
θ3sc [0.016, 0.126] θo [3.1 · 10
−9 , 3.1 · 10−7]
θb [2.5 · 10
−10, 5 · 10−9]
Cooperativity numbers (dimensionless)
m1c∼m [1, 3] m
2
c∼m [1, 3]
m1f [1, 3] m
2
f [1, 3]
m3f [1, 3] m
4
f [1, 3]
m5f [1, 3] m
6
f [1, 3]
m1sc [1, 6] m
2
sc [1, 6]
m3sc [1, 6] mo [1, 3]
mb [1, 3]
(Maximum) synthesis rates (M
−1
·s
−1
)
κ1y [3.2 · 10
−14, 10−7] κ2y [3.2 · 10
−14 , 10−7 ]
κ1c [10
−11, 2.5 · 10−4] κ2c [10
−11, 2.5 · 10−4 ]
κ3c [10
−11, 2.5 · 10−4] κ1f [10
−11, 2.5 · 10−4 ]
κ2f [10
−11, 2.5 · 10−4] κa [10
−11, 2.5 · 10−4 ]
κi [10
−11, 2.5 · 10−4] κ1t [10
−11, 2.5 · 10−4 ]
κ2t [10
−11, 2.5 · 10−4] κo [10
−11, 2.5 · 10−4 ]
κ1b [10
−11, 2.5 · 10−4] κ2b [10
−11, 2.5 · 10−4 ]
κ1n [10
−11, 2.5 · 10−4] κ2n [10
−11, 2.5 · 10−4 ]
Degradation rate onstants (s
−1
)
γy [4 · 10
−4 , 6 · 10−2] γc [4 · 10
−4, 6 · 10−2 ]
γf [4 · 10
−4 , 6 · 10−2] γa [4 · 10
−4, 6 · 10−2 ]
γi [4 · 10
−4 , 6 · 10−2] γt [4 · 10
−4, 6 · 10−2 ]
γo [4 · 10
−4 , 6 · 10−2] γb [4 · 10
−4, 6 · 10−2 ]
γn [4 · 10
−4 , 6 · 10−2]
Rate onstants for rst-order or pseudo-rst-order reations (s
−1
)
k2 [1, 316] k3 [1, 1000]
k7 [0.63, 10] k−1 [0.63, 10]
k
−4 [0.63, 10] k−5 [0.63, 10]
k
−6 [0.63, 10]
Rate onstants for seond-order reations (M
−1
·s
−1
)
k1 [10
3, 1011] k4 [10
3, 1011 ]
k5 [1.6 · 10
4, 108] k6 [10
3, 1011 ]
Empirial onstant (dimensionless)
b [0.016, 0.126]
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Annexe D
Supplementary material for : Osillations
indued by dierent timesales in signal
transdution modules regulated by
slowly evolving protein-protein
interations
D.1 Parameter estimates
D.1.1 Bistability
To obtain analyti expliit expressions for the high and low steady states of the system
x˙ = Φ(x)− γ0x =
(
k1(w0 + u) + V1
xn
xn + θn1
)
(1− x)− γ0x, (D.1)
the funtion Φ in (D.1) is approximated as follows :
Φ(x) ≈

Φl(x) = Φ0(1− x), x < (1−∆)θ1
Φm(x) =
(
Φ0 +
V1
2∆θ1
(x− (1−∆)θ1)
)
(1− x), (1−∆)θ1 ≤ x ≤ (1 + ∆)θ1
Φr(x) = (Φ0 + V1)(1 − x), x > (1 + ∆)θ1,
(D.2)
where ∆ = 2/n and Φ0 = k1(w0 + u). Using this approximation, the steady states of the system as
funtions of the input u an be obtained by nding the solutions to :
Φl(x) = γ0x, Φm(x) = γ0x, or Φr(x) = γ0x.
The low steady state is always given by the intersetion of the line γ0x with the left branh Φl(x).
The high steady state an be given by intersetion of the line γ0x with either the middle or the
right branh, depending on the parameters. The two ases are illustrated in Fig. D.1, blue and red
lines.
To determine the beginning and end points of the bistability interval, [umin, umax], note that the
umax is found by the last intersetion possible between Φl(x) and γ0x. There are two possible ases
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for umin, shown in Fig. D.1, depending on whih branh intersets the line γ0x rst, as u dereases
from large values. Thus
u = umax ⇒ x¯low(umax) = (1−∆)θ1
u = umin ⇒ x¯high(umin) = β
where
β =
{
(1 + ∆)θ1, if Φr(β;umin)− γ0β = 0 (Fig. D.1, right)
−12 c1c2 , if Φm(β;umin)− γ0β = 0 (Fig. D.1, left)
with
c0 = w0 + u− 1
2∆θ1
V1
k1
(1−∆)θ1,
c1 =
1
2∆θ1
V1
k1
(1 + (1−∆)θ1)−
(
w0 + u+
γ0
k1
)
,
c2 = − 1
2∆θ1
V1
k1
.
For the optimal set of parameters, the funtion Φ(x;u) is of the form seen at left in Fig. D.1. [h℄
Fig. D.1  The two possible ases for alulating the expressions of the bistability interval,
[umin, umax]. The value of umax is always obtained from Φl((1 − ∆)θ1;umax) = γ0(1 − ∆)θ1
(blak lines). A very large value of u lead to the existene of a unique steady state dened by
the intersetion with the right branh Φr(x¯high;ularge) = γ0x¯high (red lines). Left : umin is obtai-
ned from Φm(β;umin) = γ0β, where β is suh that the two roots of this quadrati expression
are equal (see expliit expression in the Appendix of the artile). Right : umin is obtained from
Φr((1+∆)θ1;umin) = γ0(1+∆)θ1 (blue line). The parameters used in eah ase were : V1/k1 = 901,
w0 = 88.5, θ1 = 0.29, and on the left γ0/k1 = 1466, ∆ = 0.5, while on the right γ0/k1 = 2492,
∆ = 0.2.
Sine we assume that n = 4 is xed from the start (to simplify the estimation algorithm), the
vetor of parameters is :
p(1) =
V1
k1
, p(2) = θ1, p(3) =
γ0
k1
, p(4) = w0.
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The funtion to minimize is
J(p) = 10
∑
i=min,max
∣∣∣∣ui − uobs,iuobs,i
∣∣∣∣2 +∑
u∈U
∣∣∣∣∣∣
x¯(u)
x¯
high
(100) − wuw∗100
wu
w∗100
∣∣∣∣∣∣
2
where U = [0, 25, 40, 45, 50, 60, 75], wu, uobs,min = 42.5, uobs,max = 72.5 denote the data points,
w∗100 = 160, and x¯(u) denotes the orresponding low or high steady state expression. The fator
10 multiplying the rst sum aims to inrease the weight of the error related to the bistability region,
sine this was a very important part of the modelling. The omputation of the ost J(p) inludes
an algorithm to verify whih of the forms of x¯
high
(u) is the orret one.
To solve the optimization problem, we followed a Monte Carlo approah by randomly hoosing
1000 initial onditions in the 4-dimensional set G, and optimizing the ost J with the Matlab
funtion lsqnonlin. Numerial experiments showed that values of
V1
k1
,
γ0
k1
lower than 100 yielded
very high osts, and similarly for w0 larger than 100. Reall that θ1 is normalized to 1. Therefore
we onsidered :
G =
{
p :
V1
k1
,
γ0
k1
∈ [100, 2000], θ1 ∈ [0.1, 0.9], w0 ∈ [1, 100}
}
. (D.3)
The parameter set p∗ orresponding to the lower nal ost was hosen as best t. It satises :
p∗(1) = 430.86, p∗(2) = 0.2752, p∗(4) = 843.42, p∗(5) = 61.98,
J(p∗) = 0.9872.
The sets of parameters satisfying to J(p) ≤ 0.99 are shown in Fig. D.2. They orrespond to the 6%
lower osts :
P = {p ∈ G : J(p) ≤ 1.06J(p∗)}.
Note that, for all p ∈ P , eah parameter p(i) falls on a reasonably small subinterval of its initial
interval in G, with V1/k1 ∈ [420, 445], γ0/k1 ∈ [800, 900], θ1 ∈ [0.27, 0.28], and w0 ∈ [58, 68].
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Fig. D.2  Sets of parameters satisfying J(p) ≤ 0.99 (the top 6% best parameters). The optimal
parameter is represented by the red star.
To aess the quality of the parameter estimation, a lassial method is the ovariane matrix. For
linear models this matrix provides the basis for omputation of ondene intervals and orrelation
values [14℄. However, our model is highly nonlinear and, in addition, involves some disontinuities
in the funtions to be tted. For our ase, the ovariane matrix was ill-onditioned, and no useful
ondene intervals ould be dedued. Therefore, we used another lassial method to ompute a
loal ondene region for the parameters [14℄. A 100(1 − α)% ondene region is given by :
Pcr = {p : J(p) ≤ Jcr},
with
Jcr = J(p
∗)
(
1 +
Np
Ndata −Np
F (1− α;Np,Ndata −Np)
)
where Np = 5 is the number of parameters, Ndata = 16 is the number of data points and F (1 −
α;Np, Ndata − Np) is the value at 1 − α of the F -distribution with Np and Ndata − Np degrees of
freedom. The diameter of this region an be omputed by letting only one parameter vary at a time,
as in a sensibility analysis (see Fig. D.3). For α = 0.05, the ondene region Pcr onsists of the
points p suh that J(p) ≤ 1.22. The approximate diameter of the 95% ondene region is given
by :
Parameter Diameter of 95% onf. region
p(1) [426.77, 434.95]
p(2) [0.2740, 0.2764]
p(3) [838.36, 848.48]
p(4) [60.28, 63.75]
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Fig. D.3  Estimating the diameter of a 95% ondene region (bistability data).
D.1.2 Osillations
Using the time series data the following parameters were estimated :
po(1) = γ1, po(2) = a1, po(3) = θ2, po(4) =
V2
γ2
, po(5) = γ2, po(6) = k1, po(7) = w0.
The ost funtion to be minimized was
Jo(p(1), . . . , p(7)) = 5Jx + Jy,
where a larger weight was assigned to Jx beause preliminary experiments showed that typially
Jx < Jy.
Jx(p) =
∑
t∈T
∣∣∣∣ x(t)maxt∈T x(t) − W
c(t)
maxt∈T W c(t)
∣∣∣∣2 / ∣∣∣∣ W c(t)maxt∈T W c(t)
∣∣∣∣2
Jy(p) =
∑
t∈T
∣∣∣∣ 1/y(t)maxt∈T 1/y(t) − W
B(t)
maxt∈T WB(t)
∣∣∣∣2 / ∣∣∣∣ WB(t)maxt∈T WB(t)
∣∣∣∣2
where t ∈ {22, 24, . . . , 94} (the data points used here start at t = 22, and are spaed 2mins apart),
W c(t) denotes the onentration of d2-ylin B, and WB(t) that of ylin B.
As above, a Monte Carlo approah was used to nd a good initial guess. The ost Jo was
evaluated at randomly hosen points in the set Go (some preliminary tests were performed to avoid
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a too large Go) :
Go = {p : w0 ∈ [1, 30], k1 ∈ [10−4, 10−3], a1 ∈ [0.8, 10], γ1 ∈ [0.1, 1],
V2
γ2
∈ [2, 10], θ2 ∈ [0.5θ1, θ1], γ2 ∈ [0.01, 0.1]
}
The initial onditions orresponding to the 1% lower osts were used to nd an optimal set of
parameters with the Matlab funtion fminsearh. The best t parameter set is
p∗o(1) = 0.358, p
∗
o(2) = 1.504, p
∗
o(3) = 0.269, p
∗
o(4) = 9.438,
p∗o(5) = 0.0266, p
∗
o(6) = 3.769 × 10−4, p∗o(7) = 19.72,
with J(p∗o) = 52. The ovariane matrix (V ) and ondene intervals for these parameters were then
omputed with nlinfit and nlpari, built-in funtions in the Matlab Statistis toolbox. V is :
2.06 × 10−3 3.21 × 10−3 0.98 × 10−3 10.5 × 10−3 0.06 × 10−3 4.81 × 10−8 −0.053
3.21 × 10−3 10.90 × 10−3 1.95 × 10−3 −7.83× 10−3 0.26 × 10−3 −5.22 × 10−8 −0.187
0.98 × 10−3 1.95 × 10−3 0.52 × 10−3 3.31 × 10−3 0.04 × 10−3 1.40 × 10−8 −0.032
10.5 × 10−3 −7.83 × 10−3 3.31 × 10−3 153.4 × 10−3 −0.38 × 10−3 76.9 × 10−8 0.163
0.06 × 10−3 0.26 × 10−3 0.04 × 10−3 −0.38× 10−3 0.006 × 10−3 −0.22 × 10−8 −0.005
4.81 × 10−8 −5.22 × 10−8 1.40 × 10−8 76.9 × 10−8 −0.22 × 10−8 3.88× 10−12 103.5 × 10−8
−0.053 −0.187 −0.032 0.163 −0.005 103.5 × 10−8 3.24

Parameter 95% onf. interval 75% onf. interval
po(1) [0.27, 0.44] [0.31, 0.41]
po(2) [1.28, 1.70] [1.37, 1.61]
po(3) [0.225, 0.315] [0.244, 0.296]
po(4) [8.66, 10.22] [8.98, 9.89]
po(5) [0.022, 0.032] [0.024, 0.030]
po(6) [3.73 × 10−4, 3.80 × 10−4] [3.75 × 10−4, 3.79 × 10−4]
po(7) [16.20, 23.37] [17.70, 21.87]
The error for V2 =
[
V2
γ2
]
γ2 = po(4) · po(5) was omputed by error propagation :
dV2 = dpo(4) · p0(5) + po(4) · dp0(5).
A similar formula was used to ompute the error for V1 = p(1) · po(6). Finally, for the optimal set of
parameters, sensibility analysis was also performed by varying one parameter at a time, as shown
in Fig. D.4.
D.2 Period Estimates
As the dierene between timesales beomes more marked, the sum T1+T2 will provide better
estimates, and their sum gives a reasonable estimate of the full yle period. For instane, for the
parameter set :
n = 3, m = 20, w0 = a1 = 1, k1 = 0.1, V1 = 2, V2 = 0.1,
γ1 = 0.14, γ2 = 0.003, θ1 = 0.25, θ2 = 0.2, (D.4)
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Fig. D.4  Sensitivity of the ost funtion Jo with respet to eah of the nal parameters. Eah
parameter was varied between 90% and 110% of its original value (only one parameter is varied at
a time).
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the ratio (T1+T2)/Period≈ 404.6/434.3 = 0.93, i.e., an error of 7%, as opposed to (T1+T2)/Period≈
27.55/79.76 = 0.3, an error of 66% for the optimized parameter set (see also Fig. D.5).
The quality of the T1+T2 estimate depends on how well the values f0(xB) = f0((1−∆)θ1) and
f0(xA) = f0(θ1) approximate the atual value of y as x jumps between low and high levels ;
Fig. D.5  Periodi orbit and trajetories for system, with parameters as in Table 2 (top row), or
with the parameters listed above (bottom row), whih enhane the dierene between timesales.
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Méthodes d'analyse de modèles de régulation ellulaire
L'objet de ette thèse est de proposer des méthodes originales d'étude et de rédution de mo-
dèles métabolio-génétiques. Les systèmes onsidérés sont onstitués d'une partie génétique (réseau
de gènes) et d'une partie métabolique ouplée au réseau génétique. Ils sont dérits par des équations
diérentielles. Ces méthodes utilisent le graphe d'interation du système, la monotonie des inter-
ations, la rédution par diérene d'éhelles de temps et l'étude des modèles hybrides et linéaires
par moreaux. Nous donnons dans la première partie quelques notions biologiques onernant le
prinipe de la régulation ellulaire et des préalables pour la modélisation de réseaux de régulation
ellulaire. Dans la deuxième partie, nous présentons les diérentes méthodes mises en plae. En
premier, nous exposons une méthode basée sur la hiérarhisation et qui permet de déomposer
un modèle omplexe en omposantes fortement onnexes. Nous nous sommes ensuite intéressés à
l'uniité et à la stabilité de l'équilibre de modèles métaboliques réversibles. Nous prouvons que s'il
existe, l'équilibre est globalement asymptotiquement stable. Troisièment, nous avons appliqué des
méthodes d'étude de systèmes ouplés basées sur des tehniques de systèmes monotones à un petit
exemple de modèle métabolio-génétique. L'identiation paramètrique et la rédution de modèle
basée sur la diérene d'éhelles de temps sont traitées dans le hapitre suivant. Nous terminons
par un modèle omposé de 14 variables qui nous est fourni par l'équipe Ibis de l'INRIA Grenoble
auquel nous appliquons quelques unes de es méthodes ; nous sommes en mesure de l'étudier dans
son intégralité.
Methods for analysis of models of ellular regulation
The purpose of this thesis is to propose original methods of study and redution of metaboli
and geneti models. The onsidered systems onsist of one geneti part (gene network) and one me-
taboli part oupled with the geneti network. They are desribed by dierential equations. These
methods use the interation graph of the system, the monotony of the interations, redution using
the timesale order of magnitude and study of hybrid and pieewise linear models. We give in the
rst part some notions about the biologial priniples of ellular regulation and for the modeling
of ellular regulatory networks. In the seond part, we present the dierent methods we have im-
plemented. First, we outline a method based on the hierarhisation, whih allows to deompose a
omplex model in strongly onneted omponents. We further disuss the uniqueness and stability
of the equilibrium of reversible metaboli models. We prove that if exists, the equilibrium is glo-
bally asymptotially stable. Third, we apply methods based on monotony theory to study omplex
systems ; we give one small example of metaboli and geneti models. Parameter identiation and
model redution based upon the dierene of time sales are disussed in the next hapter. We
onlude with a model omposed of 14 variables provided by the Ibis team of INRIA Grenoble ; we
apply some of these methods, and are able to study the full model.
