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Abstract: The uncertainty in traditional hydrological modeling is a challenge that has not yet been
overcome. This research aimed to provide a new method called the hybrid causal–hydrological
(HCH) method, which consists of the combination of traditional rainfall–runoff models with novel
hydrological approaches based on artificial intelligence, called Bayesian causal modeling (BCM).
This was implemented by building nine causal models for three sub-basins of the Barbate River Basin
(SW Spain). The models were populated by gauging (observing) short runoff series and from long and
short hydrological runoff series obtained from the Témez rainfall–runoff model (T-RRM). To enrich
the data, all series were synthetically replicated using an ARMA model. Regarding the results, on the
one hand differences in the dependence intensities between the long and short series were displayed
in the dependence mitigation graphs (DMGs), which were attributable to the insufficient amount
of data available from the hydrological records and to climate change processes. The similarities in
the temporal dependence propagation (basin memory) and in the symmetry of DMGs validate the
reliability of the hybrid methodology, as well as the results generated in this study. Consequently,
water planning and management can be substantially improved with this approach.
Keywords: Bayesian causal modeling; HCH method; hydrological modeling; deterministic and
stochastic modeling; rainfall–runoff modeling; temporal dependence; basin memory
1. Introduction
Currently, extreme events such as heavy rainfall, droughts, and floods are becoming more common
and less exceptional [1–5], even within a particular territory [6,7], resulting in growing variability
in certain hydrological processes [8,9], in addition to pressure on, and uncertainty regarding, water
resources [10–12], which is especially noticeable using runoffs series [13]. In this sense, the frequency
of droughts in Southern Europe is increasing significantly [14,15]. This is making it necessary to
improve the knowledge on the temporal behavior of rivers [16–18], as not all the reasons that explain
this increasing variability are new [16,18].
As such, there is a strong need to develop new analytical approaches capable of capturing the
induced and widespread effects that these new hydrological phenomena are causing on water resource
availability [19]. This is essential not only for planning and development of effective water resource
management strategies [18], but also in terms of optimal dimensioning of hydraulic infrastructure,
such as reservoirs [13,20].
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The temporal behavior of rivers has traditionally received special attention from the scientific and
engineering communities [16,20–22]. This topic has been developed through previous studies and
approaches that are currently the benchmarks and through persistence, and is strongly related to the
measurement of the long-term memory of time series using the Hurst coefficient [23], as well as storage
and drought statistics [24]. This issue has mainly been addressed by models of: (1) the interactions
between multiple physical factors, such as meteorological, geological, and hydrogeological factors [13];
and (2) the analysis of hydrological records [24]. Furthermore, it should firstly be noted that any
model is an abstraction of reality [25], which is only partially known, and secondly, as is well-known,
the scarcity of data has been a constant issue in hydrological research [26].
This has led to diverse points of view [22] on how to address these issues, which are essentially
classified into two main approaches, deterministic and stochastic [27,28], as was detailed by
Molina et al. [16]. Moreover, the growing global demand for water resources [29,30], negative scientific
predictions of their availability due to climate change [31,32], and the partial knowledge of the
underlying relationships in complex natural systems such as water systems [33–36] give this research
special relevance.
Deterministic models, which are often complex, are characterized by (1) being accurate, (2) needing
large amounts of data and even inputs from other models, (3) and by the data processing being time
consuming and frequently based on a unique time series [16]. The above advantages allow a better
understanding of the modeling process through the abstraction (i.e., simplification) of complex
simulated natural phenomena [16]. This is especially useful in the case of controlled and gauged river
basins that are barely affected by climate change [27]. Moreover, this general method is currently
applied using software such as HEC-HMS [37] (which is widely accepted in the field of hydrological
engineering [16]) by most water administrations [38]. However, the main weakness of these models
is their limited capacity for analysis of certain relevant aspects, such as the temporal dependence
or persistence of the basin´s memory [16,27], in addition to not being viable for basins with limited
data [39].
In recent decades, stochastic-model-based approaches have emerged in the development of
hydrological models as a result of advances in computer science [16,20,22,36,40]. These models are
fundamentally different from the previous ones in how they deal with the uncertainty inherent in any
hydrological process [27,41]. This distinctive feature makes them suitable for hydrological modeling [41].
Some relevant examples are autoregressive moving average (ARMA) and autoregressive integrated
moving average (ARIMA) models, multivariate adaptive regression splines (MARS), and causal
reasoning (CR). The theoretical backgrounds of all these approaches were covered in depth by
Molina et al. [16,20].
In this sense, CR, as an artificial intelligence (AI) technique, is a powerful stochastic approach and is
especially relevant to this research for the following reasons: (1) it uses raw data directly [42]; (2) it does
not require “a priori” knowledge of the process [43]; (3) it handles a large amount of information from
dynamic and non-linear systems [36]; (4) it is able to define sophisticated relationships in complex
natural systems [44]; (5) it is a powerful tool for discovering causal structures in raw statistical data [45].
Additionally, as shown by the studies by Molina et al. [20] and Zazo [22], the potential for using
causality to deal with temporal river behavior has recently begun to be explored using CR. This involves
coupling traditional and novel methodologies through an ARMA model and Bayesian causal modeling
(BCM). This has given rise to an active research area focused on increasing the knowledge of water
resources and based on extracting the hidden logical time dependency structure that inherently underlies
hydrological series. A comprehensive and in-depth theoretical and mathematical background and the
main hydrological contributions to this research area are covered in [13,17,18,28].
The sustainability of a hydrological system as assessed through the characterization of basin
memory is very relevant, especially in the short term. Consequently, this research work aims to
capture that temporal signature through a hybrid causal framework, which combines the advantages
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of deterministic and stochastic models. This is mainly highlighted through the relationship between
an input signal (rainfall) and an output signal (runoff).
Additionally, this work aims to overcome the lack of suitable and available hydrological data
for CR analysis, as causal models need to be populated by as much information as possible to be
representative [16]. This scarcity is largely due to several reservoirs having been built in the study
basin (Almodovar, Celemín, and Barbate reservoirs) at the end of the 20th century in order to solve the
problems related to recurrent droughts, floods, and water availability in this study zone.
In order to solve these challenges, a hybrid framework called the hybrid causal–hydrological (HCH)
approach is developed in this study. This is done by hybridizing a BCM (stochastic platform) with a
rainfall–runoff model (RRM) (deterministic module), which is the data source for the BCM platform.
Here, the RRM is the Témez RRM model (henceforth referred as T-RRM) [46–48]. This is an
aggregate and semi-distributed model of parameters that is suitable for homogeneous basins with a
reduced amount of data. The T-RRM model is well-established in hydrological engineering, particularly
in Spain [15,49–53], and is supported here by EvalHid software [54]. The T-RRM can provide reliable
and long-term natural regime runoff time series and is used here to generate synthetic series using a
parsimonious and unconditioned ARMA model (first stochastic approach). Then, these equiprobable
time series are used for causal reasoning (second stochastic series) and the results are analyzed in depth.
After this introductory section, this manuscript is organized as follows. A case study, dataset
description, and the applied methodology are discussed in Section 2. Section 3 provides the main
experimental results from the research. In Section 4, the results are discussed in detail. Lastly, Section 4
is devoted to the general conclusions drawn from the study.
2. Materials and Methods
2.1. Case Study
The Barbate River Basin is located in the province of Cadiz, southern Spain, near the Strait
of Gibraltar. It covers an approximate area of 1330 km2, which includes a significant extension of
Los Alcornocales Natural Park and a small sector at the SW of Breña and Marismas in the Barbate
Natural Park. The basin has a smooth orography, with more than the 70% of its area ranging between 0
and 100 m; however, in its northeast sector, there are mountainous reliefs that reach 1090 m above sea
level (m.a.s.l.; Figure 1a–c) [55].
The Köppen–Geiger classification describes the climate of this area as temperate, with hot,
dry summers [56,57]. The basin is characterized by a Mediterranean climate with a strong oceanic
influence, which is bolstered by its orography, in addition to a marked seasonal rainfall regime,
with average annual values of 835 mm [55]. Additionally, the general rainfall pattern is characterized
by strong interannual irregularity, with values ranging between 365 (dry years) and 1606 mm/year
(wet years). The precipitation is mainly concentrated in autumn and winter months, with practically
no precipitation in the summer period. The average annual temperature is 18 ◦C [55], with milder
values in mountainous areas. In this sense, it should be noted that the study area is repeatedly affected
by intense and persistent warm–dry wind periods, commonly known as Levante winds, which can
last for 7 consecutive days, with an average velocity of 50 km/h and maximum velocities of up to
100 km/h [58,59]. This wind plays an important role in evaporation processes [55].
Geologically, the basin comprises a wide variety of materials. The oldest ones are Triassic Keuper
facies (pre-orogenic), which are composed of multicolored gypsum-rich clays, sands, and limestones [60].
On these, tecto-sedimentary materials such as cemented siliceous sandstones and clays are overlaid,
corresponding to turbiditic deposits [61]. Post-orogenic materials were subsequently deposited, filling
the tertiary basins with sediments that were deposited in marine and coastal environments during the
Upper Miocene and Pliocene (marls, biocalcarenites, and sands). Lastly, continental materials from
the Quaternary age were deposited, with these being associated with recent sedimentary processes,
aeolian and beach sands, alluvial material linked to river dynamics, and slope deposits [55].
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In hydrogeological terms, two systems of a certain significance are located in the study area, named
the Benalup aquifer (groundwater body GWB 062.014, of 33 km2) and the Barbate aquifer (GWB 062.013,
of 93 km2). Both systems, which are constituted by biocalcarenites and sands, are characterized by an
intergranular porosity that is locally increased by dissolution processes [62].
Regarding hydrological aspects, the main water course in the zone is the Barbate river, which is
regulated by the Barbate dam (storage capacity of 228 Hm3) and its tributaries, the Álamo, Celemín,
and Almodóvar rivers. The latter two are also regulated, in this case by the Celemín (45 Hm3) and
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Almodóvar (5.7 Hm3) dams, respectively (Figure 1c). The water resources for the Celemín and Barbate
reservoirs are jointly used to irrigate an area measuring 122.3 Km2, whereas the Almodóvar reservoir is
exploited for both irrigation (3.63 Km2) and for supply of the municipality of Tarifa. Finally, the basin’s
water resources were estimated to be 247 Hm3/year for the period 1999–2016 [55], with an average
annual demand of 102 Hm3 [63].
2.2. Dataset Description
The analyzed period comprises 68 years, ranging from 1951 to 2017. Monthly rainfall and
temperature data were initially obtained from 67 and 35 stations, respectively. These stations were
distributed throughout the Barbate river basin and adjacent catchment areas (Figure 1d), with all of
them belonging to the Spanish Official Network of Hydrometeorological Records [64,65].
Given that the available time series displayed several recording periods and numerous data gaps,
it was necessary to homogenize them. This was done using the following methodological processes:
(1) the neighboring stations (less than 1 km) were completed directly by substitution [66] or by linear
regression when the correlation coefficient between them was greater than 0.95; (2) time series with less
than 180 monthly data points were removed (equivalent to 15 years record) [67,68]; (3) the resulting
series were systematically completed through multivariate regression models involving previous
monthly stationarization [69,70] using the free software CHAC [71].
Likewise, in order to guarantee the robustness of the data and reliability of the results, the following
quality criteria were applied: (i) the prioritization exponent (0.1), which weighs the importance of
the number of common data among the series used [71]; and (ii) the prioritization threshold (ranging
between 0.80 to 0.64), which is the minimum value of multiple correlation coefficients and is used to
establish pairs of stations and complete the gaps [72]. According to the aforementioned criteria, a total
of 43 rainfall and 16 thermometric stations were subsequently considered in the T-RRM.
The existence of three reservoirs in the study area affected the availability of the runoff time series
under natural regimes (Figure 1c). These data were provided by the Guadalete–Barbate River Basin
Authority [73] and only cover a limited period of time ranging from October 1999 to June 2016.
Finally, given the limited data available under the natural regime, two types of input series were
considered for each reservoir in this research: first, a long series ranging from 1951 to 2017 obtained
from the T-RRM, comprising 67 records; and second, a short series with a length of 16 years, which
was obtained from observed records from 2000 to 2015.
2.3. Justification of HCH Method Utility
The methodological framework proposed here combines a traditional approach (rainfall–runoff
and ARMA models) with new strategies based on AI [20]. In this case, the AI technique comprises a
Bayesian network (BN), in line with the recent research trends in the field of stochastic hydrology [22].
This is mainly due to the fact that this union of methodologies between classical and novel approaches
is able to provide more accurate outcomes in the modeling of complex natural processes [43,74–76],
such as water resources.
Furthermore, the usage of a specific RRM model represents an improvement in this research line,
which is focused on causality, because it overcomes the traditional limitations related to the availability
of hydrological runoff data in natural regimes [16,26]. Moreover, it is also worth highlighting the fact
that causal models improve and increase the knowledge on the temporal behavior of a basin’s water
resources [13,17,18,27]. For example, causal models are able to provide a specific temporal horizon
of dependence, whereas correlogram outcomes are much more limited. This implies that a novel
approach should be used to assess the time order of dependence of a given time series. Additionally,
a new qualitative approach is provided for assessing temporal dependence by means of DMGs, taking
a geometrical perspective.
Additionally, the HCH method takes advantage of the following features, among others: (1) the
potential for dynamic analysis and omnidirectional step-by-step analysis along the whole network [20];
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(2) the simplicity in the definition of relationships in complex natural systems [44]; and (3) the capacity
to identify causal structures in raw statistical data supported by the BNs [77]. The aim of this is to study
the relationships of dependence between objective variables and the previous variables. It should be
noted that under this approach, every relationship between variables is a temporal relationship [13].
In this sense, the variable relationship strength is omnidirectionally quantified through its p-value,
which measures the strength of evidence against the dependence relationship [20,22]. Therefore,
the inverse value (1-p-value) represents the strength of the dependence relationship. Consequently,
a value equal to 1 indicates strong evidence of total dependence, in contrast to 0, which represents little
evidence of dependence [18].
Conceptually, BCM, as a form of Causality, is characterized by searching reasoning patterns in a
hierarchical way, from top to bottom. This is supported by queries in form of conditional probability to
assess the influence among the variables, which are instances of CR. This type of analysis is focused
on the cause, and the objective comprises the prediction of the “downstream” consequences [77,78].
Figure 2 shows the conceptual scheme of developed causal models.
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Figure 2. Causal odel. Conceptual sche e for the case of a runoff ti e series of 69 years (fro the
initial year, Y1, to the final year, Y6 ). The visible threshold of independence between variables is 5%
(0.05), which means that up to 95% (0.95) of the dependence relationships between the variables are
displayed. Each link between variables (consecutive or not, trivial or not) denotes a relationship.
2.4. General Methodology
In this study, we develop a hybrid causal–hydrological (HCH) framework based on two modules
and four sequential phases (Figure 3). The first module, a deterministic module, comprises a
long-duration rainfall–runoff model definition in a natural regime (addressed entirely in phase 1) to
overcome the limitation of the availability of hydrological data for posterior causal analysis. The second
module, which is purely stochastic, includes all the other phases. In phase 2, a BCM design is developed,
supported by the two subphases. In subphase 2a, a parsimonious and unconditioned ARMA model
is defined. Next, subphase 2b is entirely devoted to the definition of BCM. After this, phase 3 is
the core of this research study. This encompasses the advantages of a deterministic model with the
analytical capabilities that causality offers through causal reasoning, supported by Bayesian modeling
(using AI techniques). Through the hybridization of both modules, the real temporal dependence
structure is revealed. This is a hidden, logical, and non-trivial interdependence structure that inherently
underlies runoff data and that can be discovered, extracted, and modeled over time using BCM. Finally,
in phase 4, the basin’s hydrological memory is dynamically characterized, focusing on a short time
series. This is performed through an analysis of the temporal dependence strength over time through
a dependence mitigation graph (DMG). This a novel and dynamic qualitative approach for assessing
the temporal dependence of hydrological series from a geometrical perspective [17].
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2.4.1. Phase 1 Deterministic Module: Rainfall–Runoff Model Definition
In order to estimate the monthly runoff series, and given the lack of complete and reliable
runoff data available for causal analysis, a specific rainfall–runoff model was applied. In this case,
the T-RRM was selected [46] according to criteria related to gauging data availability. This is an
aggregate model of a semi-distributed application, whose use is restricted to homogeneous basins
without exhaustive information [50,79]. This rainfall–runoff model is well-established in the field
of hydrological engineering, particularly in Spain [15,49–53], and here it is supported by EvalHid
software [54]. The T-RRM conceptual framework is shown in Figure 4a.Water 2020, 12, x FOR PEER REVIEW 8 of 27 
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In this case, three gauging control points were considered, located in the three reservoirs of
the study areas: Barbate (Q1), Celemín (Q2), and Almodóvar (Q3). Therefore, according to the
availability of gauging data and the applied homogeneity criteria, five (5) sub-basins were finally
selected (Figure 4b).
Regarding the 5 sub-basins, Figure 4c and Table 1 summarize the key factors considered, such
as the hypsometric curves, geological materials, and sub-basin extension, as well as the maximum,
minimum, average, and median heights.
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Celemín /4 Q2 Flysch 94.1 630.3 19.4 196.7 185.1
Almodóvar /5 Q3 Flysch 16.6 763.4 98.0 283.2 248.4
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In the T-RRM, the calculation process is controlled by the hydraulic principle of continuity and the
hydrological principle of mass balance. The calculation of the excess (Ti) is a function of the precipitation




Pi − δt − 2·P0
→ i f : Pi > P0 → i f not : Ti = 0, (1)
where:
δ = Hmax −Hi−1 + PETi, (2)
and
P0 = C·(Hmax −Hi−1), (3)
The soil moisture (Hi) and real evapotranspiration (ETi) can be obtained from the following
expressions:
Hi = max(0, Hi−1 + Pi − Ti − PETi), (4)
ETi = min(Hi−1 + Pi − Ti, PETi), (5)
The infiltration to the aquifer, which corresponds to the recharge by direct precipitation (Ii),





The excess (QS) that does not infiltrate to the aquifer becomes runoff and is obtained through the
following expression:
QS = Ti − Ii, (7)
For the saturated zone, the T-RRM uses a single-cell aggregated model, whose defining parameter
is the aquifer depletion curve (α, expressed as month−1). The evolution of the volume stored in the
aquifer and the discharge to the surface drainage network or to the sea can be obtained through the
following expressions:






QG = Vi−1 −Vi·Ri, (9)
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The total contribution (Qt) corresponds to the excess water that does not infiltrate (T − I) plus the
groundwater contribution:
Qt = Ti − Ii + QG = QS + QT, (10)
In the T-RRM, the input data for each sub-basin were series of monthly precipitation and
potential evapotranspiration data. The first series was obtained through weighted averages of the
precipitation series from the rainfall stations belonging to or surrounding each sub-basin after filling
their data gaps, as indicated in the previous section. Weighting for each sub-basin was carried out
according to the station influence–area criterion (Thiessen polygons) using GIS software. Since potential
evapotranspiration (ETP) cannot be determined instrumentally, an empirical estimation method based
on temperature was applied; more concretely, the Thornthwaite framework was used, a well-established


















where ETPSC is the unadjusted monthly evapotranspiration value (mm/month), d is the number of
days in a month, h is the light hours depending on the latitude, t is the monthly average temperature
(◦C), I is the annual heat index (mm/year), i is the monthly heat index (mm/month), and a is the
dimensionless parameter. For each sub-basin, monthly temperature series were obtained from the
thermometric records belonging to nearby stations, following a similar procedure to that used for
precipitation. In this case, however, it was necessary to apply a correction coefficient based on the
altitude–temperature gradient in order to compensate for the discrepancies between a sub-basin’s
average altitude and the average altitude of the thermometric stations considered.
Finally, the model was calibrated and validated by comparing the output values obtained using
EvalHid software with the standard values from the gauging control points. As in the Barbate basin,
there was only one control point available; basins 1, 2, and 3 were grouped after the calibration process.
Subsequently, a backward validation technique was applied [63,81]. In this technique, the most recent
periods (2000–2015) are used to calibrate the model, while the oldest (1950–1999) are used for validation.
The calibration parameters of the T-RRM were the maximum moisture (Hmax), coefficient of runoff (C),
maximum infiltration (Imax), and aquifer depletion curve (α). These parameters depend mainly on the
land uses, geology, lithology, and morphology of the terrain [82,83].
2.4.2. Phase 2 Stochastic Module
This phase comprised two other subphases. On the one hand, subphase 2a produced a equiprobable
synthetic runoff series using a parsimonious and unconditioned ARMA model (the first stochastic
approach). This information was exclusively generated from the T-RRM runoff outcomes. On the other
hand, in subphase 2b, the BCM design was developed (second stochastic approach).
Subphase 2a ARMA Model Definition
In order to generate an ARMA model, first it is necessary to determine the main statistical
parameters of the runoff time series. This was addressed by using a traditional statistical analysis
approach based on the mean, standard deviation, and variation and skewness coefficients [24].
Additionally, the measure of persistence for the runoff time series (inherent statistical property of time
series) was evaluated using the Hurst coefficient, which is expressed as [23]:
(R/S)n = c·n
H , (12)
where the term (R/S) is the rescaled range (with zero average, expressed in terms of standard deviation),
n is the number of data points per interval, c is a constant of proportionality, and H is the Hurst
coefficient. Accordingly, H values in the range of [0, 0.5) indicate a negative autocorrelation (switching
between high and low values in the future); H values in the range of (0.5, 1] indicate a positive
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autocorrelation (persistent series). In contrast, H = 0.5 indicates a series with independent data
(without memory), and finally H = 1 implies a deterministic series. Furthermore, the Hurst coefficient,
also known as the index of dependence, is a classical temporal indicator that is widely accepted in the
hydrology community for assessing the memory of a basin [26,84]. This was performed following the
general framework proposed by Salas et al. [24].
Subsequently, a set of 200 equiprobable synthetic runoffs were generated exclusively from T-RRM
runoff outcomes, supported by a parsimonious and unconditioned ARMA (1,1). The procedure was
implemented according to the method used by Molina et al. [20]. The synthetic series were obtained
based on the classical and well-established scheme shown in the paper by Salas et al. [24]. In addition,
the ARMA (1,1) model confers a high level of freedom for subsequent analysis by maintaining the
“a priori” structure of consecutive relationships between years. This is extremely useful in seeking
out non-trivial relationships [13,20,22]. Furthermore, according to Molina et al. [20] and Molina and
Zazo [13,28], the “boundary effects” were avoided by using a warm-up period of 20 years. Under these
circumstances, the whole process of generation of synthetic series was “non-conditioned”.
Although ARMA models are widely used in hydrological modeling, a brief description of these
models seems appropriate. It is well-known that an autoregressive moving average (ARMA) (p,q)
model is the result of the union of two components or models. The first model, the autoregressive
(AR) model (“p” part), is the temporal correlation of a time series [24], representing the temporal
dependence delay within a series. The second component, the moving average (MA) model (“q” part),
uses delays of the forecast errors to improve the process [20]. Mathematically speaking, an ARMA (p,q)
has the following formulation [85]:













where Xt is the value of the variable at a certain time step t; p is the number of autoregressive parameters;
q is the number of moving average parameters; ∅ j and θ j are the coefficient of autoregressive and
moving average model, respectively; and at is a random variable that represents the historical residuals
(error term).
Subphase 2b Bayesian Causal Modeling (BCM) Design
Firstly, it should be pointed out that BCM is a type of probabilistic graphical model based on
a direct acyclic graph (DAG) that implements the theorem of Bayes throughout a network (named
a Bayesian network), whereby conditional probability is propagated omnidirectionally [22]. In this
sense, BNs, which were first proposed by Pearl [86], are types of probabilistic reasoning networks
based on Bayesian conditional probability and graph theory [87]. Furthermore, they offer a compact
representation of the joint probability distribution over sets of random variables [88,89]. Indeed, they
are the most commonly used types of PGMs [90]. Formally, a BN N = (G, P) defines a joint probability
distribution P(V) over a set of nodes V (or variables) present in the graph. For each variable X ∈V, there
is a conditional probability distribution P(X|pa(X)) that belongs to a set of probability distributions.






On the other hand, BCM is addressed here through a causal reasoning (CR) framework, which
is characterized by searching reasoning patterns focused on the cause and where the objective is the
prediction of the effect [78]. This kind of methodological approach is based on conditional probability
queries, which are performed hierarchically from top to bottom [18]. In this way, BCM is performed
over a set of random decision variables, known as “nodes”, which are consecutively interconnected
by means of “links”, in addition to a set of conditional probability tables between the decision
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variables [86,92]. One of the main advantages of this methodological strategy is that it computes
inference omnidirectionally throughout the BN [22]. Therefore, given an observation with any type
of evidence for any of the network’s nodes (or a subset of nodes), BNs have the ability to compute
the posterior probabilities of all other nodes in the network, regardless of the arc direction, through
observational inference [93]. This enables “dynamic quantification” of the strength of the relationships
between these decision variables over time by assessing both the “a priori” and “a posteriori” probability
distribution for each of them [88]. On this point, it is important to note that decision variables in this
study are represented by hydrological years, as well as noting that each variable can influence the
previous and following ones (trivial and natural relationships) through their dependence strength [18].





where P(B|A) is the conditional probability of B for a given state of variable A; P(A|B) is the inverse
conditional probability; P(B) is the probability of B; and P(A) is the probability of A.
On the other hand, the BCM design, based on the design used by Madsen [91], involved the
following key substeps: (1) the learning process involved 200 synthetic runoff series obtained from
ARMA models; (2) the preprocessing process involved discretization of the synthetic data into discrete
probability distributions by means of five intervals of same length; (3) the development of a structure
constraints process, considering that the main “a priori” relationship among variables is natural, i.e.,
between consecutive years (hydrological years in this case). This method was performed using HUGIN
Expert software version 7.3 [95]. In this way, the causal design respects the inherent temporal nature of
the income information from the ARMA model, as well as its high degree of freedom.
2.4.3. Phase 3 Hybrid Causal–Hydrological (HCH) Modeling
This is the key phase in this study, as it combines the advantages offered by deterministic models
with the analytical power from AI techniques based on PGMs. Furthermore, this highlights the
suitability of the BCM for the dynamic and multitemporal analysis of the behavior of the water
resources of a basin, which is especially useful in a context of lack of reliable observed data.
From the BCM design obtained in the previous phase, a structure learning process was developed,
which is the real core of this methodological approach. This allows for discovering, extracting, and modeling
the hidden, non-trivial, and logical interdependence temporal structures with time lag > 1 [22], which
inherently underlies the hydrological series [18]. That hidden structure reveals the real and general
temporal behavior of water resources in the recorded point.
The structure learning process was supported by a necessary path condition (NPC) algorithm.
This is an improvement over the PC algorithm [91], which is similar to the inductive causation (IC)
algorithm [96] proposed by Bonissone et al. [97]. In this regard, it should be noted that the PC algorithm
is based on conditional independence decisions [98]. Conceptually, and according to Madsen [91],
in a DAG dataset, the NPC is based on the principle that “in order for two variables X and Y to be
independently conditional on a set S and no subset S’ ⊂ S, a path must exist between X and every Z ∈ S
(not crossing Y) and between Y and every Z ∈ S (not crossing X). Otherwise, the inclusion of each Z in S
is unexplained”. This is explained here by the fact that all variables are considered a-priori-dependent
in this research. The structure learning process significance level was established at a value of 0.05.
Given that an exhaustive explanation of the NPC algorithm is not the objective of this research, please
refer to Madsen [91] for a complete explanation.
Afterwards, a temporal dependence process was carried out through a dependence analysis of the
relative percentage of change in runoff that a time lag produces on the following variables (throughout
the network). According to Molina et al. [20], this can be done by means of the maximization of the
highest interval of the “a priori” discrete probability distribution of the analyzed decision variable
and the observation of its impact across the BN. According to this approach, large modifications are
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associated with strong dependence between variables, even among non-consecutive ones (non-trivial
relationships; in other words, time lag > 1), while slight modifications reveal weak relationships. In this
way, for each decision variable a propagation curve (mitigation) of temporal dependence across the
BN [17] can be obtained. The resulting set of curves was encompassed by two dependence propagation
wrap-around functions, one positive (named “W-MAX”) and one negative (named “W-MIN”), which
were fitted to mathematical functions. Both final functions (W-MAX and W-MIN jointly) define the
dependence mitigation graph (DMG), which summarizes the general temporal behavior of water
resources at the analyzed point. In this sense, DMG is a novel qualitative approach for assessing
the time dependence from a geometrical perspective, in a dynamic and continuous manner, against
the classical, static, and punctual analysis that the correlogram technique offers. The analysis of the
symmetry of the whole graph indicates dependent temporal behavior in the case of an asymmetric
graph. In contrast, an independent behavior is indicated by symmetric graphs [17]. More details on
the theoretical foundations of DMG can be found in [13,17,18,20,28].
On the other hand, it is also worth noting the number of causal models built in this research.
This was mainly done in concordance with the input series considered for each reservoir (long and
short ones), which define the multitemporal and homogeneous analysis. However, regarding the
backward validation technique applied to calibrate the T-RRM (see Section 2.3), two causal models were
built, which were focused on the time period ranging from 2000 to 2015. In this way, it was possible to
validate both the reliability of the T-RRM and the suitability of the hybrid causal–hydrological (HCH)
approach in order to overcome the well-known limitation regarding the availability of hydrological
data. Therefore, nine (9) causal models were defined—three (3) for each sub-basin (reservoir), one over
a long series (from 1951 to 2017) and the other two over a short series (from 2000 to 2015).
2.4.4. Phase 4 Assessment of the Basin’s Hydrological Runoff Memory
This is the last phase of the research. It comprises the assessment of the hydrological memory,
given the particular relevance of this aspect to the sustainability of the hydrological system, especially
in the short term.
The hydrological memory was characterized in detail through an analysis of the temporal
dependence strength over time using DMG and according to the temporal horizon of the behavior
revealed through BCM. In this sense, DMG is a novel qualitative approach for assessing the temporal
dependence of a hydrological series based exclusively on a geometrical perspective, in a dynamic and
continuous manner against the classical, static, and punctual analysis that the correlogram technique
offers [17].
Using the DMG analysis technique, the symmetry between the W-MAX and W-MIN functions
leads to independent temporal behavior, while the asymmetric graph displays temporal dependence
behavior, which is greater if the graph is more asymmetrical. Furthermore, DMG presents other
important advantages compared to classical approaches such as correlograms by: (1) providing a clear
temporal horizon of dependence defined by the convergence of W-MAX and W-MIN to 0 on X axis (time
lags); (2) providing a joint analysis of short-, medium-, and long-term dependence; (3) highlighting the
specific region of temporal behavior based on a detailed analysis of the W-MAX and W-MIN slope
functions (which is especially useful in the case of temporal dependence basins). For a complete
definition of the DMG approach, the reader is invited to refer to Molina et al. [18,20], Molina and
Zazo [13], and Zazo et al. [17].
3. Results
3.1. T-RRM Outputs
The T-RRM model obtained the monthly runoff in natural regime of the studied sub-basin (Barbate,
Celemín, and Almodóvar) reservoirs for the study period (1951–2017). Figure 5 shows the results of
the backward validation technique and Table 2 displays the results of the calibration process for the
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maximum moisture (Hmax), coefficient of runoff (C), maximum infiltration (Imax), and aquifer depletion
curve (α) parameters. The modeled runoff fits very well with the observed data for the validation
period (Figures 5 and 6).
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Table 2. Parameters after T-RRM calibration.
Sub-Basin 1/Code Number Hmax C Imax α (Month−1)
/1 350 mm 0.4 20 mm 0.1
Barbate/2 Q1 280 mm 0.3 3 mm 0.1
/3 280 mm 0.3 3 mm 0.1
Celemín/4 Q2 280 mm 0.3 3 mm 0.1
Almodóvar/5 Q3 280 mm 0.3 3 mm 0.1
1 Gauging control points (see Figure 4b).
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An average difference between the estimated and the observed contributions of 3.3 Hm3/month
was detected in the case of the Barbate reservoir, of 1 Hm3/month for Celemín, and of 0.2 Hm3/month
for the Almodóvar reservoir. Considering the maximum contribution of each reservoir, the average
deviation was 2.9% for Barbate, 3.9% for Celemín, and 3.5% for Almodóvar.
Table 3 shows that the monthly average contribution values ranged between 0.5 and
10.8 Hm3/month, implying annual values of between 6 and 130 Hm3. The greatest contributions are
from the Barbate sub-basin, owing to its physiography and more abundant rainfall, which enable
greater surface runoff. On the contrary, the Almodóvar basin gave the lowest contributions, mainly
due to the reduced surface area of its basin (16.6 Km2, see Table 1).
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Table 3. Average monthly and annual runoff values for the Barbate, Celemín, and Almodóvar reservoirs (period: 1951–2017).
Sub-Basins
Month Average (Hm3)
January February March April May June July August September October November December Monthly Annual
Barbate 25.0 24.5 18.8 10.5 5.5 1.2 1.0 0.9 0.9 4.2 11.3 25.2 10.8 129.1
Celemín 6.7 6.3 5.0 2.3 1.1 0.2 0.1 0.1 0.1 0.8 2.8 6.3 2.7 31.8
Almodóvar 1.1 1.2 0.9 0.5 0.2 0.0 0.0 0.0 0.0 0.2 0.6 1.3 0.5 6.2
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Figure 6 shows the regression adjustments and provides linear correlation coefficients (R) ranging
between 0.90003 and 0.9618, with determination coefficients (R2) ranging between 0.8106 and 0.92514.
Finally, Figure 7 displays the annual flow hydrographs for the three studied sub-basins. The storage
capacity of the Barbate reservoir is 228 Hm3, for Celemín it is 45 Hm3, and for the Almodóvar reservoir
it is 5.7 Hm3. Considering the average contributions, it can be deduced that the only infrastructure
with multiannual regulation capacity within the basin (approximately 2 years of storage) is the Barbate
reservoir. Moreover, for 11 of the 68 years of study (16%), the inputs exceeded the storage capacity.
This situation accounts for 26% of the years in the case of Celemín and 46% for Almodóvar, showing
the reduced capacity of the latter. In addition, the hydrographs also show pronounced dry periods.
The first took place in the 1950s, while the two most extreme periods in terms of length and volume
took place in the 1990s and in the 2000s. During these decades, there were also contribution peaks,
which evidence greater irregularity in the precipitation events during the last decades.
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Figure 7. Annual runoff time series from the T-RRM (time period ranging from 1951 to 2017).
3.2. Stochastic Module: Statistical Parameters and Design of Bayesian Causal Modeling (BCM)
Table 4 shows the main statistical parameters of the considered time series (long and short series),
as well as the Hurst coefficient a a dependence indicator. It can be clea ly observed that the ARMA (1,1)
model is abl to pres rve the main statistic l param ters of historical time seri s. Equally r markabl
are the differences in the statistical parameters of short series (obtained from the T-RRM and observed
cords) in the cas of the Barbate sub-basin (me n: 110.98 Hm3 and 88.82 Hm3; standard d viation:
69.92 Hm3 and 56.08 Hm3), whi h is in agreement with the results shown in the previous section.
Regarding the Hurst coefficient obtained from the T-RRM time series, in the case of the long
series (1951–2017), all sub-basins had a value of 0.66, while the short ones (2000–2015), for which the
results were less homogeneous, were in the range of [0.61,0.69] (0.65 Barbate/Q1; 0.61 Celemín/Q2;
0.69 Almodóvar/Q3). However, the average value (H = 0.65) was practically the same. In contrast,
this observed trend was not observed for the gauging data (short series exclusively). In this case,
the variability of result was larger ([0.57, 0.77]; 0.74 Barbate/Q1; 0.77 Celemín/Q2; 0.57 Almodóvar/Q3),
although the average value was similar to the other two (H = 0.69 versus 0.66 and 0.65, respectively).
Furthermore, it should be noted that all H coefficients display values greater than 0.50, implying a
positive correlation and a persistent trend (long-term memory).
On the ther hand, Figure 8 summarizes the conceptual scheme of the design of BCM using
HUGIN© software, which may also be seen as a result in itself. On the left side, the learning and
preprocessing processes are shown. Here, the synthetic data were discretized into five intervals of
the same length. On the other hand, the right side shows the developed hierarchical structure from
top to bottom (initial to final year). Here, each decision variable is connected in such a way that it
can influence the previous and following one in a natural way (trivial relationships). This defines the
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structure constraints process, in which the main “a priori” relationship among variables is considered
as the natural behavior, i.e., between consecutive years. Subsequently, and by means of the analysis of
the “a posteriori” probability distributions, non-trivial dependence relationships (time lag > 1) were
extracted, owing to the power of analysis that CR supported by DMG offers. This information is
implicitly present in hydrological data.
Table 4. Main statistical parameters applied in the development of the 9 causal models.
Sub-Basins 1 Parameters T-RRM Results Average SS 3
Long series:
From 1951 to 2017
Barbate/Q1
Mean: 129.10 Hm3 129.71 Hm3
Standard deviation: 87.78 Hm3 93.87 Hm3
Skewness coefficient 2: 1.64 1.83
Variation coefficient: 68% 72%
Hurst coefficient: 0.66 ———
Celemín/Q2
Mean: 31.77 Hm3 31.89 Hm3
Standard deviation: 21.47 Hm3 22.39 Hm3
Skewness coefficient 2: 1.84 1.73
Variation coefficient: 68% 70%
Hurst coefficient: 0.66 ———
Almodóvar/Q3
Mean: 6.22 Hm3 6.16 Hm3
Standard deviation: 4.14 Hm3 3.92 Hm3
Skewness coefficient 2: 1.54 1.42
Variation coefficient: 67% 64%
Hurst coefficient: 0.66 ———
Sub-basins 1 Parameters T-RRM results Average SS 3
Short series:
From 2000 to 2015
Barbate/Q1
Mean: 110.98 Hm3 111.71 Hm3
Standard deviation: 69.62 Hm3 62.46 Hm3
Skewness coefficient 2: 1.13 0.58
Variation coefficient: 63% 56%
Hurst coefficient: 0.66 ———
Celemín/Q2
Mean: 27.50 Hm3 27.76 Hm3
Standard deviation: 16.10 Hm3 15.62 Hm3
Skewness coefficient 2: 1.06 0.70
Variation coefficient: 59% 56%
Hurst coefficient: 0.61 ———
Almodóvar/Q3
Mean: 7.05 Hm3 7.25 Hm3
Standard deviation: 4.24 Hm3 4.23 Hm3
Skewness coefficient 2: 1.45 1.09
Variation coefficient: 60% 58%
Hurst coefficient: 0.69 ———
Sub-basins 1 Parameters Gauging data Average SS 3
Short series
(Observed data):
From 2000 to 2015
Barbate/Q1
Mean: 88.82 Hm3 87.83 Hm3
Standard deviation: 56.08 Hm3 52.16 Hm3
Skewness coefficient 2: 1.69 1.28
Variation coefficient: 63% 59%
0.74 ———
Celemín/Q2
Mean: 26.58 Hm3 28.08 Hm3
Standard deviation: 18.54 Hm3 20.48 Hm3
Skewness coefficient 2: 1.89 1.54
Variation coefficient: 70% 73%
0.77 ———
Almodóvar/Q3
Mean: 6.71 Hm3 6.53 Hm3
Standard deviation: 4.30 Hm3 4.13 Hm3
Skewness coefficient 2: 1.14 1.11
Variation coefficient: 64% 63%
Hurst coefficient: 0.57 ———
1 Gauging Control Point (see Figure 4b). 2 Classic skewness coefficient. 3 Synthetic series from ARMA (1,1).
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3.3. Runoff Basin Memory Assessment through Hybrid Causal–Hydrological (HCH) Modeling
Given the availability of both the T-RRM results and gauging data and inspired by the backward
validation technique, the temporal behavior was validated. This was possible thanks to the qualitative
approach that DMGs offer and was focused on the short series (time period ranging from 2000 to 2015).
Furthermore, both a reliability analysis of the T-RRM results and a suitability analysis of the hybrid
causal–hydrological (HCH) approach were performed. Figure 9 shows a comparative analysis of the
results based on both DMGs. In this sense, it is worth noting that the determination coefficients (R2) of
the resulting mathematical functions were almost 1.00 (0.99 in all cases), demonstrating the robustness
of the adjustment process.
In general, all the graphs present important asymmetry results, with the minimum result being
obtained for the Celemín sub-basin from the T-RRM (time lag = 0 127.27 versus −161.72; see Figure 9b),
which is highlighted through a dominant wrap-around function (basically - AX). In addition,
the behavior trends are maintained (convergence to 0 on X axis-te poral horizon), ith a practically
equal dependence propagation range. The difference in the Almodóvar sub-basin (see Figure 9c,
T- [0, 3] versus gauging [0, 4] ranges) is not significant, because the relative percentage of change
for time lag 3 is practically 0 in both cases.
Although the DMGs show differences in absolute values, (1) the relationship between W-MAX and
W-MIN, (2) the temporal horizons, and (3) the range of relative percentage change are homogeneous
and essentially maintain the observed trends. In particular, in the case of the Barbate sub-basin
(Figure 9a), the relationship between W-MAX and W-MIN remains practically constant (3.3/1 versus
3.1/1; T-RRM = [+500.21, −150.90]; gauging records = [+861.50, −276.89]), being equal to the temporal
horizon ([0, 4]). In the Celemín sub-basin (Figure 9b), the dependence propagation range is the same
([0, 3]), as well as the pattern of mitigation, with a strong dependence on the interval [0, 1] and
symmetry between W-MAX and W-MIN in the remaining time lags. Finally, the Almodóvar sub-basin
(Figure 9c) is the case with the lowest difference. Here, even the range is roughly the same (T-RRM:
740.99 versus 686.72 from gauging records).
Therefore, a general analysis shows a more than reasonable concordance between the resulting
DMGs (Figure 9), which validates both the T-RRM results and the suitability of HCH approach.
Figure 10 shows the results based on long series. As in the case of the short series, all DMGs
display asymmetric graphs with distinctly dominant wrap-around functions (basically W-MAX versus
W-MIN), except in the case of the Celemin sub-basin, where this general trend is inversed and the graph
shows a certain symmetry (see Figure 9b), thus evidencing clearly dependent behavior. In addition,
here all determination coefficients (R2) for W-MAX and W-MIN mathematical functions (polynomial
in all cases) show values close to 1.00, with 0.98 being the lowest value (Figure 10a), demonstrating the
excellent fit of the mathematical functions.
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As mentioned above, the convergence of all series and W-MAX and W-MIN to 0 on the X axis
(time lags) defines the temporal horizon of the dependence influence. In the case of the long series,
the temporal horizons are mainly focused in the short term, with dependence propagation values
ranging between [0, 4] (Figure 10a,b) and [0, 5] (Figure 10c). In this case, all W-MIN values present a
practically constant convergence trend, whilst W-MAX values display different behavior.
Similarly, based on the DMG gradient, two regions can be clearly observed—the first region,
where there is rapid mitigation (high gradient) and therefore greater dependence; and the second
region, in which the gradient is lower, characterized by a gradual dissipation or mitigation of the
dependence up to a relative percentage of change of 0.
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Barbate Q1 and Celemín Q2 sub-basins (Figure 10a,b) present a similar pattern of behavior, both
with a temporal horizon of four (4) years (time lags), whereby the first region of rapid mitigation is
located in time lags [0, 1] and the second between [1,4]. In contrast, the Almodóvar Q3 sub-basin
(Figure 10c) displays slightly different behavior, with a temporal horizon of up to five (5) years,
a high-gradient region situated in the interval [0, 2], and a low-gradient region between [2,5].
Generally, the temporal patterns in all cases are clearly dependent; in line with the values of H
coefficients, which reveal a high degree of dependence. This is mainly focused on the [0, 1] interval, which
has a similar range for the relative percentage of change (maximum 1353.60 and minimum −345.77)
and an average relationship that is four times greater for W-MAX than W-MIN (relationship 4:1).
Furthermore, the analytical power and suitability of BCM for discovering, extracting, and modeling
hidden relationships is highlighted through the two regions of the DMGs (based on an analysis of the
gradient). BCM was used to define a short qualitative indicator of behavior (general) and also a very
short-term indicator through the greater influence region (particular). This characteristic is especially
useful in the current context of the increasing variability of water resources.
4. Discussion and Conclusions
The effective inclusion of uncertainty in hydrological modeling is a challenging topic. There have
been attempts at doing this before, but this is still a challenge that must be overcome. In this context,
it seems obvious and rational to merge physical rainfall–runoff models with stochastic developments.
In this sense, this paper presents the hybridization process of traditional hydrological
rainfall–runoff modeling (T-RRM) with hydrological Bayesian causal modeling (BCM), which is
a prominent, innovative, and productive research field. This research work has generated a tool that
the authors have termed the hybrid causal–hydrological” (HCH) method, which can provide the
hydrological response of a basin and can stochastically characterize the studied hydrological processes.
This research paper has addressed the methodological process involved in this combination of
models and produced results through its implementation in the Barbate River Basin, located in SW
Spain. Regarding the first point, the aforementioned iterative process was technically satisfactory, given
the outcome obtained from the HCH tool. Regarding the results, from a hydrological perspective, in the
very short term (within the first year lag), the long series obtained from the T-RRM model had more
dependent hydrological behavior, as the relative percentage of change in the DMG was higher than
for the short series generated from the T-RRM model and gauging (observed) records. The gauging
data had more dependent behavior than the short series produced by the T-RRM, except for in the
Almodóvar sub-basin. This can be attributed to several factors, such as the insufficient amount of
consistent data in the hydrological records and climate change processes, which might alter the general
hydrological behavior of a basin when a long record period is analyzed. The results for the temporal
propagation of the dependence (hydrological memory) are quite similar for the three analyses (long
series, short series, and gauging series) as well as for the three sub-basins. In addition, the symmetry or
asymmetry of the DMGs remains quite constant across the nine causal models. This outcome should
be seen as a validation itself of the usefulness and reliability of the T-RRM and the hydrological causal
modeling based on BCM, and therefore of the new HCH tool.
Questions remain regarding the optimal dimensioning of hydraulic infrastructure and efficient
water resource planning, for which management approaches can successfully assist in providing
dynamic and continuous analysis of the temporal dependence of a basin´s runoff.
There are upcoming research topics based on this work, one of which is especially important
given the similarity of the topic to the one addressed here. This topic involves the multitemporal
analysis of hydrological behavior across river basins. Ingeniería y Gestión del Agua (IGA) Research
Group and their associates are currently studying the optimum parameters from hydrological series,
such as the length of the analysis period or the volume of data required for the BCM.
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