A basic result on the integral for birth-death Markov processes 1 
Summary
In this paper a regenerative argument is used to derive an expression for the expectation of the integral for a birth-death Markov process up to extinction time as well as for the expected time to extinction. Some applications to classical birth-death processes are given.
ABSORBING MARKOV PROCESSES; BIRTH-DEATH PROCESSES; QUEUING THEORY; IN-TEGRALS OF MARKOV PROCESSES 2 Introduction
Integrals of nonnegative stochastic processes arise naturally in engineering, biology and inventories. Applications include queuing, storage, tra c and inventory systems (see [1] [2] [3] . In biology it has been associated with total food consumption and production of toxins of a bacteria 4] as well as with total cost of epidemics [5] [6] [7] . Limiting properties for the integral of nonnegative stochastic processes have been studied in [8] [9] [10] [11] [12] [13] among others, whereas McNeil 14] and Picard 15] have studied integral functionals. Here we introduce an alternative method to evaluate both the expectation of the integral for a birth-death Markov process and the expected time to absorption. The paper is organized as follows: section 3 discusses the theoretical results and section 4 presents some applications to speci c birth-death Markov processes. Let X(t) be a birth-death process on a subset of N = 0; 1; 2; :::, with birth and death rates i ; and i respectively for state i. Assume that X(0) = k for some k > 0, and de ne The absorbing state cause that the stationary distribution is degenerated with all its mass at zero, which makes very di cult to analyze the behavior of the process before absorption. This problem has been extensively studied in several contexts. Darroc h and Seneta 17] de ned the quasi-stationary distribution (QSD) as \the probability that the process is in state j 2 T at time t, given that has not yet been absorbed, and started from state i 2 T with probability i ". Cavender 18] def ined the QSD q n (t) as \the conditional probability of the system being in state n at time t, given that absorption has not occured up until then". More explicitely, Kryscio and Lef evre 19] in the context of the SIS epidemic model de ned the QSD as Q n = lim t!1 q i;n (t) where q i;n (t) = p i;n (t)=(1 ? p i;0 (t)) for n = 1; 2; 3; :::; N where p i;n (t) is the probability that the process is in state n at time t given that it started from state i at time zero. They suggested two approximations to the QSD by modifying the transitions in the Markov process. One approximation consis ts in changing the death rate or state n, n , from n to (n ? 1) . The other approximation consists in equating 1 to zero. In both approximations the birth rates are left unchanged. Since these modi cations are applied in the context o f an SIS epidemic model, they are refered as \one permanently infected" and \re ecting state zero" approximations. Clearly, both of them lack of absorbing states and the modi ed process is ergodic. Kryscio and Lef evre 19] showed that the \re ecting state zero" is stochastically larger than the QSD which in turn is stocastically larger than the \one permanently infected" approximation. N asell 20] used Kryscio and Lef evre 19] approximations to the QSD of the Ross-malaria model and suggested other based on perturbation theory.
A lot of research on the long-term behavior of Markov chains with absorbing states has been done concerning the quasi-stationary distribution of the process. It may be interesting to develop expressions for i , the expected proportion of time the pr ocess spends on state i before going to absorption. This is certainly less stringent than the QSD since it does not condition in the process not being in the absorbing state, and as it will be show latter, 0 = f 1 ; 2 ; 3 :::g can be used to calculate the expected time to absorption and the expected integral under the stochastic path (1).
Methodology
If we substitute transitions to the absorbing state 0 by transitions to the initial state k, whenever the resulting process is ergodic a stationary distribution exists. Call this process the Modi ed Process and its stationary distribution the Modi ed Stationary Distribution, and denote this by 0 = f 1 ; 2 ; 3 :::g.
Clearly, if k = 1 then the modi ed process is the same as the \re ecting state zero" approximation of 19].
Let r be an arbitrary but xed state 2 N, r 6 = f0g. If the modi ed process is ergodic, then when t ! 1 state r will be visited in nitely often.
We will denote that a cycle has been completed every time a death occurs with the process being in state 1. also de ne E fS r g as the expected time spent in state r in a cycle. Hence, it is clear that E fS r g equals the expected time spent in state r before the process goes to absorption in the original process fX(t) : t > 0g. 
and from (1) and (2) one easily concludes that
Expression (2) for initial state k = 1 was already derived in 20] by simply ng an expression of Norden 21] , nevertheless, (2) is more general since here 1 is unique for every initial state k.
Observe that we can apply this method to calculate the expected time for the process to reach any element in an arbitrary set of states A, by changing transitions to elements in A to transitions to the initial state k. Clearly for A = f0g we are computing the expected time to absorption.
We now proceed to apply expressions (2) and (3) to some classical birthdeath processes.
Examples
The following are applications of (3) to some birth-death Markov processes. In the rst series of examples the initial state is state 1. As previously stated, the stationary distribution corresponds to the so-called \re ecting state 0 approximation" to the quasi-stationary distribution. This approximation is de ned by the following system of equations n n = n?1 n?1 n = 2; 3; : : : which can be solved recursively to give the solution n = 1 2 3 ::: n?1 2 3 4 ::: n 1 :
De ne H(n) as H(n) = 1 2 3 ::: n?1 2 3 4 ::: n ;
it is easy to see that E fY g in birth-death Markov processes with initial state 1 and 0 as an absorbing state, can be explicitly computed as
A simple result since it does not require the calculation of . The last equality will be used in the following examples. (a) n = ; n = ; k = 1. This is the random walk with absorbing barrier at zero or M=M=1 queue. This process lacks of absorbing states but by re ecting state zero to the initial state k one can obtain information on important quantities, for instance, the total work performed by the server in a busy period and the expected time to the rs t visit to state zero. Let = = . From (4) we have H(n) = n?1 .
The expected time to absorption is EfZg = ( ? ) ?1 , and applying (5) Using this result, we can see that the limiting distribution can be approximated with that of the birth-death process (see 22) , therefore E fZg = ?log(1 ? ) ?1 . Thus an approximation to E fY g under the speci ed conditions is ( ? ) ?1 .
Initial State k > 1.
Expressions (2) and (3) still apply for an initial state k > 1, as long as the limiting distribution exists. Since absorptions to state 0 in the original process are being substituted by transitions to the initial state k, the recurrence relationship that de nes this process becomes (see Apendix B):
n n = n?1 n?1 + 1 1 ; n k n n = n?1 n?1 ; n > k (6) This system of recursions for the j 's is a complex set which is not possible to write in a simple form. Here we analyze the random walk with absorbing barrier at zero or M=M=1 queue (case a) and the birth-death process (case c). We also present numerical results for the SIS epidemic model (case d).
Let the initial state X(0) = k, k > 0. It can be shown by using (6) For the birth-death process, the limiting distribution using (6) (2) and (3). The results are shown in Table 1 .
Conclusions
The methodology proposed here, summarized in result (5), uses simple ergodic and regenerative arguments to calculate analytically the expected value of the integral under X(t) up to extinction time for birth-death Markov processes. Although in general, the expressions for some birth-death processes may be complicated, they can be solved numerically since they are based in a simple system of recursions. N i;j (t) = i R(i; j) where R(i; j) is the rate at which the process moves from state i to state j. Clearly in a birth death process lim t!1 N n;n+1 (t) = n n ; and lim t!1 N n;n?1 (t) = n n : For any state n > k there is only one way to reach state n from state n ? 1, thus when t ! 1 the number of transitions form n ? 1 to n equals that of n to n ? 1: lim t!1 N n;n?1 (t) = lim t!1 N n?1;n (t) or n n = n?1 n?1 which proves the second equality of (7). Since transitions to state zero are substituted with transitions to the initial state k, for n k every transition from n to n ? 1 will eventually r esult in a transition from n ? 1 to n or a transition from 1 to the initial state k, therefore lim t!1 N n;n?1 (t) = lim t!1 N n?1;n (t) + lim t!1 N 1;k (t) or n n = n?1 n?1 + 1 1 which proves the rst equality of (7).
