Abstract. Extracting sentiments from unstructured text has emerged as an important problem in many disciplines. An accurate method would enable us, for example, to mine online opinions from the Internet and learn customers' preferences for economic or marketing research, or for leveraging a strategic advantage. In this paper, we propose a two-stage Bayesian algorithm that is able to capture the dependencies among words, and, at the same time, finds a vocabulary that is efficient for the purpose of extracting sentiments. Experimental results on online movie reviews and online news show that our algorithm is able to select a parsimonious feature set with substantially fewer predictor variables than in the full data set and leads to better predictions about sentiment orientations than several state-of-the-art machine learning methods. Our findings suggest that sentiments are captured by conditional dependence relations among words, rather than by keywords or high-frequency words.
Introduction
Traditionally, researchers have used surveys to collect limited amounts of data in a structured form for their analyses. In recent years, the advent of the Internet, and the widespread use of advanced information technologies in general, have resulted in a surge of information that is freely available online in an unstructured format. For example, many discussion groups and review sites exist where people post their opinions about a product. The automatic understanding of sentiments expressed within the texts of such posts could lead to a number of new applications in the fields of marketing and information retrieval, and could enable the automated learning of elements of ontologies from online data, e.g., the "trustable level" of the trust ontology [1] .
Researchers have been investigating the problem of automatic text categorization for the past two decades. Satisfactory solutions have been found for the cases of topic categorization and of authorship attribution; briefly, topics are captured by sets of keywords, whereas authors are identified by their choices about the use of non-contextual, high-frequency words [2] . Pang et al [3] showed that such solutions, or extensions of them, underperform when ported to sentiment extraction, yielding cross-validated accuracies and areas under the curve (AUC) in the high 70%s to low 80%s. Even more worrisome is the fact that these performances are obtained using large vocabularies, whose words' discriminatory power is likely to be due to chance for many of the words. We conjecture that one reason for the failure of such approaches maybe attributed to the fact that the words used in the classification are selected independently of one another, whereas we argue that their very interactions lead to the emergence of sentiments in the text. The goal of this paper is to present a machine learning technique for learning predominant sentiments of online texts, available in unstructured format, that:
-is capable of selecting words that are related to one another and to the sentiment embedded in the texts significantly, i.e., beyond pure chance, and -is capable of finding a minimal vocabulary that leads to good performance in categorization and prediction tasks.
Our two-stage Markov Blanket Classifier (MBC) learns conditional dependencies among the words and encodes them into a Markov Blanket Directed Acyclic Graph (MB DAG) for the sentiment variable (first stage), and then uses a Tabu Search (TS) meta-heuristic strategy to fine tune the MB DAG (second stage) in order to yield a higher cross-validated accuracy. Learning dependencies allows us to capture semantic relations and dependent patterns among the words, which help us approximate the meaning of sentences with respect to the sentiment they encode. Further, performing the classification task using a Markov Blanket (MB) for the sentiment variable (in a Bayesian network) has important properties: (a) it specifies a statistically efficient prediction of the probability distribution of the sentiment variable from the smallest subset of predictors, and (b) it provides accuracy while avoiding over-fitting due to redundant predictors. We test our algorithm on the publicly available "movie reviews" data set [4] and on three proprietary corpora of online news with different degrees of topicality [5] , and achieve a cross-validated accuracy and AUC comparable to the best performances of competing state-of-the-art classifiers, with an extremely parsimonious vocabulary. This paper is organized as follows: Section 2 surveys related work. Section 3 provides some background about Bayesian networks, Markov Blankets, and Tabu Search. Section 4 contains details about our proposed methodology. Section 5 describes the data and presents the experimental results. Last, Section 6 discusses of our findings and Section 7 concludes.
Related Work on Sentiments
The problem of sentiment extraction is also referred to as opinion extraction or semantic classification in the literature. A related problem is that of studying the semantic orientation, or polarity, of words as defined by Osgood et al. [6] . Hatzivassiloglou and McKeown [7] built a log-linear model to predict the semantic orientation of conjoined adjectives using the conjunctions between them. Huettner and Subasic [8] hand-crafted a cognitive linguistic model for affection sentiments based on fuzzy logic. Das and Chen [9] used domain knowledge to manually construct lexicon and grammar rules that aim at capturing the "pulse" of financial markets as expressed by online news about traded stocks. They categorized news as buy, sell or neutral using five classifiers and various voting schemes to achieve an accuracy of 62% (random guesses would top 33%). Turney and Littman [10] proposed a compelling semi-supervised method to learn the polarity of adjectives starting from a small set of adjectives of known polarity, and Turney [11] used this method to predict the opinions of consumers about various objects (movies, cars, banks) and achieved accuracies between 66% and 84%. Pang et al. [3] used off-the-shelf classification methods on frequent, noncontextual words in combination with various heuristics and annotators, and achieved a maximum cross-validated accuracy of 82.9% on data from IMDB. Dave et al. [12] categorized positive versus negative movie reviews using support vector machines on various types of semantic features based on substitutions and proximity, and achieved an accuracy of at most 88.9% on data from Amazon and Cnn.Net. Liu et al. [13] proposed a framework to categorize emotions based on a large dictionary of common sense knowledge and on linguistic models.
Problem -Background
We introduce the problem and briefly discuss its scope in Section 3.1. We review concepts relevant to our methodology in Sections 3.2 and 3.3; specifically we review Bayesian networks, Markov blankets, and Tabu search.
Problem Definition
Our problem can be formally stated as a typical classification problem. Briefly, our data consists of a collection of N documents,
, that is, of N examples of the corresponding random variables, {Y, X 1 , ...X V }. The overall sentiment of each document d is encoded by the variable Y = y d , which can take one of a finite number of sentiment values (y d = s, s = 0, ..., S). The index w identifies a unique word in the vocabulary, and V denotes the size of the vocabulary observed in the collection of N documents. Each of the variables {X w } V w=1 encodes the presence or absence of word w in document d, i.e., x dw ∈ {0, 1} for d = 1, ..., N .
Problem (Sentiment Classification
V , along with an indication of the corresponding sentiments they encode, {y d } N d=1 ∈ [0, S], we want to learn a classifier that predicts the overall sentiments of new documents, f : {0, 1} V → [0, S], with high accuracy. Documents may show different degrees of topicality. Note that, although the mathematical formulation of the problem is that of a typical (supervised) classification problem, its most interesting characteristic is not expressed by the Xs and Y s alone: that is, sentiments are complex semantic elements hardly expressible by mere independent presence/absence of words. We develop a methodology to capture dependent word presence/absence patterns.
Bayesian Networks and Markov Blankets
A Bayesian Network is a graphical representation of the joint probability distribution of a set of random variables. A Bayesian Network for a set of variables X = {X 1 , ..., X V } consists of: (i) a directed acyclic graph (DAG) S that encodes a set of conditional independence assertions among variables in X; (ii) a set P = {p 1 , ..., p V } of local conditional probability distributions associated with each node and its parents. A Bayesian Network also has a causal interpretation: a directed edge from one variable to another, X → Y , represents the claim that X is a direct cause of Y with respect to other variables in the DAG [14, 15] . Definition 1. P satisfies the Markov Condition for S if every node X i in S is independent of its non-descendants and non-parents in S, conditional on its parents.
The Markov Condition implies that the joint distribution p can be factorized as a product of conditional probabilities, by specifying the distribution of each node conditional on its parents [15] . In particular, for a given structure S, the joint probability distribution for X can be written as
where pa i denotes the set of parents of X i ; this is called a Markov factorization of P according to S.
Definition 2. Given the set of variables X and target variable Y , a Markov Blanket (MB) for Y is the smallest subset Q of variables in X such that Y is independent of X\Q, conditional on the variables in Q.
Assuming that there are no conditional independence relations in P other than those entailed by the Markov condition for S, then for a given Bayesian Network (S, P ), there is a unique Markov Blanket for Y consisting of pa Y , the set of parents of Y ; ch Y , the set of children of Y ; and pa ch Y , the set of parents of children of Y . For example, consider the two DAGs in Figure 1 . The factorization of p entailed by the Bayesian Network (S, P ) is the following,
Instead, the factorization of the conditional probability entailed by the Markov Blanket for Y , P (Y |X 1 , ..., X 6 ), corresponds to the product of those (local) factors in equation 2 that contain the term Y ,
where C ′ is a normalizing constant independent of Y .
Definition 3. M B DAG s that entail the same set of conditional independence relations are said to be Markov equivalent; and the set of all M B DAG s that are Markov equivalent form a Markov equivalence class.
Tabu Search Heuristic
Tabu Search is a meta-heuristic search strategy that is able to guide traditional local search methods to escape the trap of local optimality with the assistance of adaptive memory [16] . Tabu search is viewed as "intelligent" search because it makes use of adaptive memory. The adaptive memory feature of TS allows the implementation of procedures that are capable of searching the solution space economically and effectively. In its simplest form, Tabu Search starts with a feasible solution and chooses the best move according to an evaluation function while taking steps to ensure that the method does not revisit a solution previously generated. This is accomplished by introducing tabu restrictions on possible moves to discourage the reversal and in some cases repetition of selected moves. The tabu list that contains these forbidden move attributes is known as the short term memory function. It operates by modifying the search trajectory to exclude moves leading to new solutions that contain attributes (or attribute mixes) belonging to solutions previously visited within a time horizon governed by the short term memory. Intermediate and long-term memory functions may also be incorporated to intensify and diversify the search.
Methods: A Markov Blanket for Word Patterns
In this section we describe our methodology and the intuitions behind it. A sketch of the various algorithms described here can be found in Appendix A. 
Markov Blanket Classifier at a Glance
The goal of the Markov blanket classifier (MBC) is two-fold: (1) to find a parsimonious vocabulary that is expressive enough to capture the overall sentiment of a document, and (2) to find a dependency structure among words in the vocabulary and the sentiment variable that leads to good predictions of the overall sentiment of a new document. Figure 2 presents an overview of the algorithm that we employ to learn the Tabu-Search-enhanced Markov Blanket Classifier.
The learning algorithm can be divided into two stages. In the first stage (steps 1. to 4.), the collection of training documents, D, is used to generate an initial Markov blanket for the sentiment variable, Y . The first stage aims at finding a parsimonious, yet expressive vocabulary, and the search for the "right" vocabulary takes into account dependency patterns amongst words. The first stage ends at step 4. with a subset of the words that is meant to be expressive enough to describe word patterns that lead to the emergence of the overall sentiment in the text (the M B DAG for Y ), as well as a list of words that are not part of the Markov Blanket (L), but which the algorithm cannot exclude (in step 3.) from being useful in expressing sentiments.
However, the initial M B DAG may be highly suboptimal due to the application of repeated conditional independence tests [14] , in steps 1. and 2., and propagation of errors in causal orientation [17] . Hence, Tabu Search is applied in the second stage (step 5.) to improve the predictive power of the structure of the initial Markov blanket. The algorithm stops after a fixed number of iterations or a fixed number of non-improving iterations.
These two steps are detailed in the rest of this section.
Description of the Algorithms
In the descriptions of the algorithms that follow, the relevant parameters are: a data set with V words and N documents; Y , the sentiment variable; δ, the maximum size of the separating sets (sets of words) considered for the conditional independence tests; α, the significance level for the G 2 statistical independence tests.
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Note that both the G 2 test of independence and the use of binary variables to encode presence/absence of words are choices dictated by our endeavor for a parsimonious, topic-independent vocabulary. Intuitively, we can divide the words into three groups: common words that are highly frequent in most documents of a collection, topical words that are highly frequent in a few documents, and rare words. Using presence/absence of words, rather than their frequency of occurrence, dampens the discriminative power of topical words, while selecting words with a statistically significant G 2 statistic favors words that are highly frequent overall. The composite effect is that words that are strongly associated with sentiment are retained. In fact, we can think of sentiments as behaving like "widespread topics" in terms of the frequency pattern of the words that lead to their emergence. Our methodology aims at removing "topical" words associated with narrow topics, while promoting those associated with sentiment, that is, widespread topics. This intuition can be formalized by placing each word on the "frequency spectrum" proposed in [18] .
Search for an Initial Markov Blanket DAG The first stage of LrnTSMBC consists of the steps from 1. to 4. in Figure 2 . It generates an initial M B DAG for Y from the data that reflects dependency patterns among words in the collection of training documents [17] .
Searching for Adjacent Nodes. The core of the search for a parsimonious vocabulary that is expressive enough to capture the overall sentiments of documents consists of the steps 1. and 2. There, independence and conditional independence G 2 tests are carried out according to a breadth first heuristic. In step 1. the function Adj is used to identify a list of words (corresponding to nodes of a Bayesian network) related to the sentiment variable, L Y , and then in step 2. the function Adj is used to identify lists of words related to each word X i in the list L Y .
Following the intuition of a Bayesian network, the algorithm starts with a singleton graph containing the target node Y only. Then it selects those variables among X 1 , ..., X V that are associated with Y within a path of length two in the graphical representation, that is, it finds potential parents and children (L Y ) of Y , and potential parents and children (∪ i L Xi ) of nodes X i ∈ L Y , using conditional independence tests.
Through steps 1. and 2., the adjacencies are represented by undirected edges. At the end of step 2. we are left with an undirected graph over the words Orienting Edges. The algorithm Ornt in step 3. is responsible for the orientation of the edges. The edges are oriented by repeatedly applying a set of four edge orientation rules [14, 19] described in detail in appendix A.2. These rules are meant to recover the true, unobservable directed acyclic graph (DAG) over the selected words. This algorithm provably guarantees to find the correct DAG in the limit (of infinite documents) [17] . The assumption underlying the asymptotic correctness argument is that every conditional independence statement that we can derive from the data also holds in the true graph, which is a typical assumption underlying methods for statistical learning of causal relations [15] .
The edge orientation algorithm returns a (possibly) partially oriented DAG. In fact, while the Ornt algorithm guarantees the correctness of the result in the limit, it does not guarantee that all edges will be assigned a unique direction in a finite sample.
Forcing a Markov Blanket DAG. The algorithm Trsfm at step 4. transforms the output of step 3. into a proper M B DAG by simply removing the undirected and bi-directed edges, along with the corresponding nodes, that is, words. These words are not thrown away, but are stored in the list L; these are words which were not removed from the battery of conditional independence tests, but for which there is uncertainty as to what role they may have in the M B DAG . The algorithm runs for a fixed number of iterations, or until there is no improvement in the scoring criterion for a predetermined number of iterations. At each step, and for each allowed move, the corresponding M B DAG is computed, its conditional probability factored, its predictions scored, and the best move is then selected and applied. The best solution and best score at each step are tracked. The Tabu list keeps a record of m previous moves, so that moves in the Tabu list will not be repeated until their corresponding Tabu tenure expires. The value of m, called the Tabu tenure, is varied according to the complexity of the M B DAG s in different problems. When the dependency structure of the Markov Blanket is very dense, the number of neighboring states that need to be considered may grow exponentially, so a larger Tabu tenure is preferred.
Implementations of simple versions of TabuSrch based on Tabu tenures between 7 and 12 have been found to work well in several settings where Tabu restrictions rule out a non-trivial portion of the otherwise available moves [16] . Our setting appears to be of this nature since the structure of the expected M B DAG s is not complex; in our experiments we use a static Tabu tenure of 7.
Performing the Classification
Once the LrnTSMBC algorithm learns the classifier on the training documents, we need to perform the classification of all the documents in the testing set. We approach the classification as a multiple-class classification problem directly, i.e., we do not divide the problem into a series of binary classification problems. The overall sentiment of a new document is assigned according to its posterior probability given the words present in it. Formally, for each new document, . We choose the sentiment that maximizes the log-odds, i * = arg max ℓ i . The classification is carried out using logistic regression, whose performance is comparable to more sophisticated methods and has the advantage of being completely automated, i.e., no parameter tuning is necessary [20] .
Theoretical Properties
The proposed Tabu Search Markov Blanket Classifier has two fundamental properties that add "theoretical guarantees" to its good empirical performance.
1. TS-MBC learns the correct Markov blanket in the limit. 2. The complexity of training an TS-MBC is O(N ), i.e., linear in the number of documents N .
For an in depth analysis of these properties we refer to [17] .
Experiments
We tested our method on the data set used in Pang et al [3] , and on three proprietary collections of online news [5] .
Movie Reviews Data
This data set contains approximately 29,000 posts to the rec.arts.movies.reviews newsgroup archived at the Internet Movie Database (IMDb). The original posts are available in the form of HTML pages. Some pre-processing was performed to produce the version of the data we used. Specifically, only reviews where authors' ratings were expressed explicitly (either by stars or by numerical values) were selected. Then explicit ratings were removed and converted into one of three categories: positive, negative, or neutral. Finally, 700 positive reviews and 700 negative reviews, which the authors of the corpus judged to be more extreme, were selected for our study. Various versions of the data are available online [4] .
Pre-Processing For the purpose of our study, words are strings of letters enclosed by non-letters to the left and to the right. Note that our definition excludes punctuation, even though exclamation signs and question marks may be helpful for the task of classifying sentiments. Intuitively the task of sentiment extraction is a hybrid task between authorship attribution and topic categorization; we look for frequent words, possibly not related to the context, that help express lexical patterns, as well as low frequency words which may be specific to few review styles, but very indicative of an opinion. We considered all the words that appeared in more than 8 documents as our input features, whereas words with lower counts were discarded since they are too rare to be helpful in the classification of many reviews. We were left with a total number of 7,716 words, as input features. In our experiments, we represented each document as a vector, X := [X 1 , ..., X 7716 ], of the size of the initial vocabulary, where each X i is a binary random variable that takes the value of 1 if the i th word in the vocabulary is present in the document and the value of 0 otherwise.
Online News Data
This collection consists of three sets of 600 news articles each on the following topics: mergers and acquisitions (M&A, 600 documents), finance (600 documents), and mixed news (600 documents). These three corpora have been designed to exhibit increasing levels of specificity; M&A is the most specific corpus, Mixed News is the least specific one, and the news in the Finance corpus falls somewhere in between. Furthermore, the sentiments we consider are three: positive, neutral and negative. Each corpus contains 200 articles of each sentiment category. Articles were manually labeled with a document-level sentiment by three independent annotators from a pool of seven trained annotators; all documents in the corpus have at least a two-way consensus for their sentiment rating. The agreement rate between annotators was found to be consistently above 78%.
Online news aggregators 4 and specialist news sites 5 were used to identify suitable articles for inclusion. Articles were selected to ensure that they were not sarcastic and that they expressed sentiment concerning only one clearly identifiable entity. Articles in the M&A corpus concern only real or speculated mergers, acquisitions, take-overs or joint-ventures. The Finance corpus includes articles concerning all other corporate financial matters, except those that would merit inclusion in the M&A. Finally, the Mixed News corpus contains news and editorial content concerning a broad range of topics. A number of manual inspections of the corpora were conducted to ensure that all the above criteria were met, and to remove any duplicate items.
More in detail, six sentiment categories were initially available for annotation, as follows: (1,2) very positive or very negative: unreservedly or overwhelmingly positive or negative; (3,4) positive or negative: unreservedly, but only mildly positive or negative, or containing mixed sentiment which on balance was positive or negative; (5) neutral: entirely objective, expressing no sentiment; (6) balanced: containing both positive and negative sentiment with no clear bias towards either. All articles that did not have at least a two-way consensus, and those that had a consensus of balanced, were removed. The resulting corpora each contained 200 items of each of the remaining five sentiment categories. To obtain the data used in this paper, the two positive and negative categories were collapsed into a single positive and negative category, by randomly selecting 100 articles in each corpus from each of the four non-neutral sentiment categories. Pre-Processing For the purpose of our study, words are strings of letters enclosed by non-letters to the left and to the right. Note that our definition excludes punctuation, even though exclamation signs and question marks may be helpful for the task of classifying sentiments. We performed within-topic classification experiments for which we considered all the words in each corpus as the starting pool from which to extract the final vocabulary. This led to starting vocabularies of sizes 11220, 10531, and 15685, for the Finance, M&A and Mixed News corpora respectively.
Experimental Setup
As mentioned in section 4, the parameters relevant to our experiments were: δ, the maximum size of the separating sets to consider for conditional independence tests in Adj ; and α, the significance level of the tests used to decide whether to accept or reject each of these tests. In Table 2 we show the specific values for δ and α which we considered in our experimental design. In order to estimate the predictive accuracy of our classifier on new documents, we used a five-fold cross-validation scheme for the sentiment classification experiments. In particular, we used a nested cross-validation scheme. That is, we divided each of the five training sets of documents (one for each cross-validation fold, consisting of 4/5 of the documents respectively) into a sub-training and a sub-testing set of documents, at random, using 70% and 30% of the training documents respectively. Steps 1. to 4. would then make use of the sub-training set of documents, whereas step 5. would refine the M B DAG on the sub-testing set of documents, with the objective of avoiding over-fitting. This process would then be repeated for each pair (δ, α) of the configuration parameters in Table 2 . The dominant configuration of parameters (in terms of accuracy on the subtesting set of documents) would then be chosen as the best configuration. Then, the best configuration M B DAG for the sentiment variable for a given crossvalidation fold, is used to measure the performance on the testing data for that fold.
Results and Analysis
We compared the performances of our two-stage MB classifier with those of four widely used classifiers: a naïve Bayes classifier based on the multivariate Bernoulli distribution with Laplace prior for unseen words, discussed in Nigam et al. [21] , a support vector machine (SVM) classifier, discussed by Joachims [22] , an implementation of the voted Perceptron, discussed in Freund and Schapire [23] , and a maximum entropy conditional random field learner, introduced by Lafferty et al. [24] .
The first two columns of Table 3 compare the two-stage MBC with the performance of the other classifiers using the whole feature set as input. More features did not necessarily lead to better performance, as the classifiers were not able to distinguish discriminating words from noise. In such a situation it is reasonable to expect a good performance of the SVM with respect to the other classifiers. As shown in table 3, the two-Stage MB classifier selects 32 relevant words out of 7,716 words in the vocabulary. The feature reduction ratio is 99.58%; the cross-validated AUC based on the 32 words and their dependencies is 87.52%, which is about 5% higher than the best of the other four methods; the corresponding cross-validated accuracy is 78.07%, which is comparable to maximum entropy but less accurate than SVM. 6 The first stage of the MB classifier is able to automatically identify a very discriminating subset of features (or words) that are relevant to the target variable (Y , the label of the review). Specifically, the selected features are those that form the Markov Blanket for Y . Other methods need to be paired with a variable selection strategy. Table 3 . Average performances of various classifiers on all words, on the same number of words selected by information gain, and on the same exact words selected by the Markov blanket classifier. These are the results for the movie reviews data. Notes: * * The cross-validated AUC corresponding to the MBC is obtained performing the classification on the subset of 32 selected words, rather than using all the input words. At this point, however, the source of the differential in the observed accuracies and AUC is not clear. A possibility could be that the competing methods Table 4 . Average performances of various classifiers on all words, on the same number of words selected by information gain, and on the same exact words selected by the Markov blanket classifier. These are the results for the financial, mergers & acquisitions and mixed online news data, from top to bottom respectively. Notes: * * The crossvalidated accuracy corresponding to the MBC is obtained performing the classification on the subset of 36 (43) selected words, rather than using all the input words.
Input
All perform better on an optimized subset of words as it is the case for the two stages of MBC classifier-we expect this to be not true for the SVM though, which typically benefits from a large amount of predictors. To investigate this point, we conducted two additional sets of experiments for the competing classifiers. The corresponding results are reported in columns three to six. Both sets of the experiments optimize the vocabulary that is used to perform predictions about sentiments using a feature selection criterion first, then feed optimized vocabulary into the competing classifiers as predictor variables. In particular, the first set of results is obtained by making predictions on words selected by information gain. The second set of results is obtained by making predictions using the words selected by MBC. A comparison between performances of competing classifiers on vocabularies by information gain selection criterion versus those by MBC tells us about the differential effect of MBC as a word selection criterion.
A comparison between performances of MBC and those of competing classifiers, both on the full set of words and on two version of optimized vocabularies tells us about the differential effect of MBC as a classifier.
Columns three and four in Table 3 compare the performance of the twostage MBC with others classifiers using the same number of features selected by information gain. In fact, information gain allows us to rank the features from most to least discriminating but gives no indication of how many words are correlated with the sentiment variable, significantly beyond chance. In this second comparison the two-Stage MB classifier dominates the other methods both in terms of AUC and accuracy, though it is not clear (yet) whether the extra performance comes form the different feature selection strategies, or from the dependencies encoded by the MB. To investigate this point, columns five and six in Table 3 compare the performance of the two-stage MBC with others classifiers using the same exact features. We find that the set of words selected as part of the Markov blanket for the sentiment variable contains better discriminative words, in fact all the four competing classifiers performed better on the set of features in the Markov blanket. Further, these words are also significantly discriminative beyond pure chance.
We repeated the same battery of experiments on the online news corpora and obtained similar results. Notice that AUC is for binary class problems only thus we report the Kappa statistics instead, which intuitively measures the incremental performance of a classifier with respect to the baseline accuracy 7 . The baseline accuracy is the accuracy of randomly guessing the sentiment class, and in the three class problem the expected accuracy is 33.33%. We did not report the results for the SVM because a multi-class implementation was not readily available to us, we reported instead the accuracy of a Poisson classifier [26, 18] .
These experiments are in line with more results we have obtained on several medical data sets [27] . Further, according to the empirical findings of Pang et al [3] , the baseline accuracy for human-selected vocabularies can be set at about 70%. Comparing the human intuition to our fully automated machine learning technique (two-stage MBC), we observe a non-negligible improvement.
Discussion
The main findings that emerge from our experiments are as follows.
1. The problem of learning sentiments is essentially a word selection problem.
Pairwise dependencies amongst words, and dependent patterns, play a crucial role in finding a parsimonious, yet expressive vocabulary. The two-stage MB classifier leads to more robust predictions by: (i) selecting statistically discriminating words with respect to the sentiment variable, and (ii) learning those 7 The kappa statistic was introduced by Carletta [25] to assess the quality of a classifier in terms of accuracy above a random baseline. It is defined as κ =
, where A is the empirical probability of agreement on a category, and R is the probability of agreement for two annotators that label documents at random (with the empirically observed frequency of each label). Hence kappa ranges from −1 to +1; positive values indicate a performance better than the random baseline, whereas negative values indicate a worse performance. dependencies among the words that lead to the emergence of sentiments in the texts. Although the Tabu heuristic search in the second stage may return a final M B DAG where few dependencies are present amongst words, the initial M B DAG always includes a rich dependency structure.
2. The accuracy of alternative methods can be improved by using the parsimonious vocabulary selected in the first stage of TS-MBC. Tables 3 and 4 present the performance of several widely used classifiers in extracting sentiments from movie reviews (two sentiments) and online news (three sentiments). Using the words selected by the TS-MBC as predictors improves both cross-validated accuracy and AUC for all classifiers. See [28] for more details.
3. Words that are indicative of sentiments are not "rare."
The starting pools of words corresponding to online news data contained ten to 15 thousand words. A sample of the words we used to perform the experiments in Tables 3 and 4 is shown in Figure 5 . Most of the words appear more than eight times every ten thousand words, and several of them are non-contextual, high-frequency words.
4. TS-MBC tends to select words that are relevant and "exportable."
Words that are intuitively important in predicting sentiments, e.g. important, success, positive, solid, expected, strong, as well as pair of non-contextual words, e.g., no-but, or-not, POS-but, NEG-but and others (e.g., see Figure 5 ), were selected in the final vocabulary by the TS-MBC procedure. These same words were not deemed as important for predicting sentiments according to their information gain score, which may be one of the reasons behind the poorer performance entailed by the words selected according to it. Furthermore, as we discussed in 4.2 in more detail, both the G 2 test of independence and the use of binary variables to encode presence/absence of words are choices suited to creating a parsimonious, "topic-independent" vocabulary. For example, words that capture linguistic issues such as negation, ifs, buts, howevers, and comparisons appear in the selected vocabularies. Our methodology aims at removing words associated with latent concepts that span few documents, i.e., topics, while promoting those words associated with latent concepts that span a large number of documents, i.e., sentiments.
8 . In our experiments, however, we observed only a modest overlap between the selected vocabularies for the three data sets. Given the small number of texts in our data sets, it is possible that several different subsets of a small number of words may lead to very good classification results (i.e., presence of several local optima), and that the TS-MBC may be finding a few of them, but different ones for different collections. More experiments on a larger number of corpora, and on more documents, are needed in order to draw stronger conclusions.
5. Tabu search improves the prediction performance.
6. The prediction performance is consistent on two and three class problems.
We note that our investigations generalize previous attempts particularly because we are working with both two-class and three-class problems, whereas previous works have explored two-class problems. Further, our results are consistent on both problem settings.
Conclusions
In this paper we have proposed the Tabu-search-enhanced Markov blanket classifier (TS-MBC) and we have shown that: (1) it is a fully automated system able to select a parsimonious vocabulary, customized for the classification task at hand in terms of size and relevant features; (2) it is able to capture and take advantage of dependencies among words while selecting the vocabulary; (3) it learns the correct Markov blanket in the limit and its complexity is linear in the number of training documents.
Our experiments show that the problem of sentiment classification is essentially a word selection problem, and our findings suggest that words that occur often, along with their statistical dependencies and few strong adjectives, include most of the vocabulary needed to express sentiments and perform reasonable predictions. As a feature selection method, our TS-MBC leads to vocabularies that enhance the predictive performance of several popular classifiers with respect to vocabularies selected with information gain. When paired with logistic regression to perform classification, our TS-MBC leads to predictive performance comparable to that of state-of-the-art classification methods. Most importantly, the limited size of the vocabulary allows for interpretability and re-usability.
In conclusion, we believe that in order to capture sentiments we have to move beyond the search for richer feature sets and the independence assumption. Rather it is crucial to capture those dependencies amongst words that lead to the emergence of context and meaning.
Future Work
In future work we plan to investigate: (1) strategies that allow TS-MBC to reach close local optima starting from corpora with different degree of topicality, i.e., strategies to select overlapping, more consistent vocabularies for predicting sentiments; (2) the performance with larger data sets, more sentiment categories, and on shorter texts, e.g., sentences; (3) cross-genre transferability; (4) the effect of pre-processing the starting pool of words, e.g., through the use of stemming, POS tagging, lemmatization or thesauri, as well as the use of generalized features for non-word, e.g., numbers, dates and punctuation; (5) how performance varies when reducing the size of the initial vocabulary, selected by frequency in corpus.
