ABSTRACT
This paper presents a novel classification method for high-spatial-resolution satellite scene classification introducing multiset aggregated canonical correlation analysis (MACCA)-based feature fusion to fuse and combine multiple features. Firstly, a superpixel representation of the scene is constructed by employing a high-efficiency linear iterative clustering algorithm. After that, three diverse and complementary visual descriptors are extracted to characterize each superpixel. For taking full advantage of multiset features to yield the effective discriminant information and eliminating the redundancy between multiset features to some extent, MACCA is performed on three different feature sets to acquire fused feature for classification. Experimental analysis on high-spatial-resolution satellite scenes reveals that the suggested method achieves exceedingly promising performance and surpasses other off-the-shelf methods in classification accuracy.
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INTRODUCTION
Scene classification has been more and more widely concerned in remote sensing field. For satellite imagery of high spatial resolution, it triggers a host of challenging problems in scene classification due to high intra-class variability, low inter-class disparity and other external factors such as changes of viewpoint, illuminations and shadows, background clutter, partial occlusions and multiple instances. Besides, with exponential increase of the spatial resolution of images, details of the targets become clearer, and a great deal of cues also become more distinctive, such as structure, texture and colour. Consequently, it is of great importance to properly fuse them in various aspects. In the past decade or so, many scientists and practitioners have made great efforts in exploiting different sort of information in the high-spatial-resolution satellite imagery to enhance classification accuracy [1] [2] [3] [4] [5] [6] [7] .
The canonical correlation analysis (CCA) [8] and multiset canonical correlation analysis (MCCA) [9] methods have been spotlighted, especially in feature fusion domain, due to its capability in depicting intrinsic correlation between more than two feature sets. Even though MCCA is capable of processing and analyzing multiset features, it is ambiguous and obscure for the overall correlation between multiset features.
For some drawbacks of MCCA and previous feature fusion strategies, this paper suggests a multiset aggregated canonical correlation analysis (MACCA) method. The MACCA employs generalized correlation coefficient to create a discrimination aggregated correlation criterion function of multiset features. The aggregated correlation among multiple feature vectors can be depicted by the aggregated correlation criterion function. The procedure of the method is elaborated as follows. First, extract multiple feature vectors from the same high spatial resolution satellite image by using different feature extraction methods. Second, extract multiset aggregated canonical correlation features using MACCA algorithm.
Finally, develop effective discriminant feature vectors for scene classification. The suggested fusion method based on MACCA not only completes the task of feature fusion, but also eliminates the opacity and redundancy between multiset features.
MULTISET AGGREGATED CANONICAL CORRELATION ANALYSIS (MACCA) FEATURE EXTRACTION
Multiset aggregated canonical correlation analysis (MACCA) explores an aggregated relationship among multiset feature vectors. It is very apt for MACCA to be put to use in multiset feature fusion. The elaboration of multiset feature fusion using MACCA is as follows.
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, and i=1,2,…,m. Fig. 1 illustrates our proposed overall classification framework. 
4．EXPERIMENTAL RESULTS AND ANALYSIS
In the experimental section, we presented results on 12-class satellite scene data set [3] .
The specific classes of this data set include airport, bridge, commercial area, forest, industrial area, meadow, parking lot, pond, port, residential area, river and viaduct. Each class contains 50 images with sizes of 600×600 pixels. The task of scene classification of this data set is a challenging one since all scenes are selected from large satellite images where the appearances of objects, illumination and their locations change tremendously and with ubiquitous occlusions. In the experiments, we supposed that the 12 classes chosen here are a complete space. We trained on 5, 10, 15, 20, 25 and 30 images per class and tested on the remainder. All experiments were reiterated 10 times with different proportion of testing and training images for yielding stable results. The mean value of per-class classification accuracies was record in each run. The standard deviation and mean value of the results of each run were recorded as the final result. Thanks to CCA can only fuse two features at the same time, at first we fused bag of SIFT [10] with bag of colours [11] to form one group of feature vectors, and then fused with the disLTP [12] . It is all evident from Table 1 and easy to observe that MACCA shows a certain advantage over other fusion strategies. The reasons are stated as follows. On the one hand, in order to grasp the integrated source of image information, we adopted three representative features expressing structure, texture, and colour properties of the images, and these features contain the aggregate correlation information of multiset features, i.e. they keep intrinsic correlation between and within features. On the other hand, MACCA algorithm proposed in this paper takes both complete and intrinsic relationship among multiset features into account. 
