On the Effective Construction of Compactly Supported Wavelets Satisfying Homogeneous Boundary Conditions on the Interval  by Chiavassa, G. & Liandrat, J.
APPLIED AND COMPUTATIONAL HARMONIC ANALYSIS 4, 6273 (1997)
ARTICLE NO. HA960203
On the Eective Construction of Compactly Supported Wavelets
Satisfying Homogeneous Boundary Conditions on the Interval
G. Chiavassa
IRPHE, 12, avenue Ge´ne´ral Leclerc, 13003 Marseille, France
AND
J. Liandrat
IRPHE and ESM2, Universite´ d’Aix Marseille II, IMT, Technopoˆle de Chaˆteau Gombert, 13451 Marseille Cedex 20, France
Communicated by P. Auscher
Received October 2, 1995; revised May 30, 1996
We construct compactly supported wavelet bases satisfying ho-
mogeneous boundary conditions on the interval [0, 1]. The maxi-
mum features of multiresolution analysis on the line are retained,
including polynomial approximation and tree algorithms. The case
of H10([0, 1]) is detailed and numerical values, required for the im-
plementation, are provided for the Neumann and Dirichlet bound-
ary conditions. c© 1997 Academic Press
MOTIVATIONS
Among the dierent reasons to use wavelet approaches
in the framework of partial dierential equations we found:
(1) The hierarchic structure of multiresolution analysis
and the existence of fast tree algorithms [11],
(2) the approximation properties of multiresolution
spaces and the characterization of functional spaces by
wavelet decompositions [12], and
(3) the ecient preconditioning or representation of
operators using wavelet basis [3, 15, 10, 14].
Since periodic wavelets can be constructed easily start-
ing from multiresolution on the line [12], and since all of
the above properties transpose from the line to the torus,
numerical algorithms recently developed have mainly been
applied in the framework of periodic wavelets.
However, for a large class of applications concerning, for
instance, elasticity or flow problems, it is necessary to con-
sider boundary conditions. In the case of essential bound-
ary conditions, these conditions may be incorporated in the
denition of the space of approximation on which the weak
formulation is posed. Moreover, it is known [4] that under
very general hypotheses, one can transform these problems
to corresponding formulations with homogeneous boundary
conditions.
Therefore, a rst step toward the use of wavelets for such
problems is the construction of wavelets satisfying homoge-
neous boundary conditions on the interval. The goal of this
paper is to present a construction that preserves the prop-
erties 1 and 2 mentioned above. Our construction follows
those of Auscher [1, 5] and Cohen et al. [6], and shares
some ingredients with the work independently developed
by Perrier [13].
It will clearly appear that our construction allows us to
implement eciently the Galerkin approximation of any el-
liptic problem involving essential homogeneous boundary
conditions. The transposition of other wavelet-based algo-
rithms ([14], for instance) is still open. From that point of
view, our construction does not provide a complete answer
to the problem of representation of operators on bounded
domains.
The paper is organized as follows. After a short recall
of the construction of [6], we introduce and analyze the
construction for the homogeneous spaces. Numerical details
are provided for Dirichlet and Neumann conditions.
I. THE PRELIMINARY CONSTRUCTION OF COHEN,
DAUBECHIES, AND VIAL
In [6], wavelets on the interval [0, 1] are derived from
the compactly supported wavelet multiresolution analysis
on the line introduced by Daubechies [7].
We recall that a multiresolution analysis of L2(R) is clas-
sically given by a sequence of closed subspaces Vj satisfy-
ing:
(i) . . .  V−1  V0  V1  V2    L2(R)
(ii) \j2ZVj = f0g and [j2ZVj = L2(R).
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Moreover, each Vj is spanned by the translations of the
dilated version of a xed function, the scaling function φ,
i.e., Vj = spanf2j/2φ(2j  −k), k 2 Zg, where the family
f2j/2φ(2j −k), k 2 Zg is orthonormal. The scaling function
satises, on the one hand, the Strang and Fix approximation
rules of order N− 1 [9],
φ(n)(2kpi) = 0, k 2 Znf0g, n = 0, . . . , N− 1 (1)
( φ is the Fourier transform of φ), and is, on the other hand,
compactly supported with supp(φ) = [−N+1, N]. It is well
known that (1) implies the existence of coecients enk such
that
xn =
X
k2Z
enkφ(x− k) n = 0, . . . , N− 1. (2)
Moreover, φ is a solution of the following scaling equation:
φ(x) =
NX
k=−N+1
hkφ(2x− k). (3)
The detail spaces Wj are dened as the orthogonal comple-
ments of Vj in Vj+1. The essential feature of multiresolution
analysis (see Meyer [12]) is that
9 ψ such that8j 2 Z Wj = spanf2j/2ψ(2j  −k), k 2 Z.
Again, the family f2j/2ψ(2j  −k), k 2 Zg is orthonormal.
The function ψ is here a compactly supported wavelet and
is obtained from the following detail equation:
ψ(x) =
NX
k=−N+1
gkφ(2x− k). (4)
Moreover, supp(ψ) = supp(φ). In addition, ψ satises
the following cancellation equation:Z
xlψ(x) = 0 l = 0, . . . , N− 1.
Finally, the family fψj,k(x) = 2j/2ψ(2jx − k)g is an uncon-
ditional basis for various functional spaces such as H¤older
spaces Cs(R) or Sobolev spaces Hs(R).1
In [6], the authors construct wavelet bases on the interval
[0, 1] able to characterize L2([0, 1]), Hs([0, 1]), or Cs([0, 1])
while preserving the most attractive properties of multireso-
lution analysis of L2(R), despite the lack of shift invariance
of L2([0, 1]) (this is not the case for the constructions of
Auscher (in [5])).
1We remind that, s 2 R, f belongs to Hs(R) if and only if
R
j f(ω)j2(1+
ω2)sdω < +1 and that for 0 < α < 1, f 2 Cα if and only if jf(x+ h) −
f(x)j à Cjhjα for every x, h in R, the constant C not depending on x
and h.
We give in the following paragraph an outline of the con-
struction but the reader should refer to [6] for details. The
construction is performed in two steps as follows.
The rst step consists in dening suitable subspaces of
L2([0, 1]) using a basis essentially constructed from the
translated versions of a rescaled function while the second
step consists in the construction of a basis for the detail
spaces.
More precisely, in the first step, Vj([0, 1]) is constructed
as follows:
Since supp(φ) = [−N + 1, N], for j > j0 = log2(2N −
1), supp(φ(2j0x − k))  ]0, 1[ for k = N, . . . , 2j0 − N − 1.
From now on j > j0. Therefore, the set I = f2j/2φ(2jx−
k), k = N, . . . , 2j − N − 1g (I stands for interior) is dened
as the interior basis functions family of Vj([0, 1]).
To dene completely Vj([0, 1]), N edge functions are
added at each boundary of [0, 1] to complete the basis
I. These two families of N functions, E,0 = fϕ0j,k, k =
0, . . . , N − 1g and E,1 = fϕ1j,k, k = 2j −N, . . . , 2j − 1g are
constructed to have minimal support and in such a way that
the order of approximation, N, related to the interior func-
tions is kept. In other words, all polynomials of degree less
than N−1 should be locally expandable in [0, 1] as a linear
combination of the basis functions of Vj([0, 1]). Since con-
structions for the two edges (0 and 1) are disconnected for
j > j0, we dene E,0 and E,1 from a restriction of (2) on
[0, 1]. For E,0, for instance, we get
ϕ0j,k(x) = 2
j/2
2N−2X
n=k

n
k

φ(2jx+ n−N+ 1)χ[0,1], (5)
and ϕ0j,k is then a polynomial of degree k on the interval
[0, 1/2j] and supp(ϕ0j,k) = [0, (2N− 1 − k)/2j].
By construction, E,0 ? I. The family E,0 is then or-
thonormalized using the GramSchmidt algorithm. Starting
from ϕ0j,N−1 down to ϕ
0
j,0, one obtains N orthonormal edge
functions f ϕ0j,k, k = 0, . . . , N − 1g with staggered support
[0, (N + k)/2j] and such that ϕ0j,kj[0,2−j] is a polynomial of
degree N− 1. Finally, Vj([0, 1]) is, by denition, generated
by the orthonormal family E,0 [ I [ E,1.
One gets
Vj0 ([0, 1])  Vj0+1([0, 1])      Vj([0, 1])    L2([0, 1]).
As for φj,k, the edge functions are renable; i.e.,
9 h0k,n/ ϕ0j,k =
N−1X
n=0
h0k,n ϕ
0
j+1,n +
N+2kX
n=N
h0k,nφj+1,n
k = 0, . . . , N− 1. (6)
See [6] for a numerical estimate of the family fh0k,n, k =
0, . . . , N− 1; 0 à n à N+ 2kg.
The second step of the construction is the denition of
a suitable basis for the usual wavelet space Wj([0, 1]) =
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Vj+1([0, 1]) \ (Vj([0, 1]))?. It is clear that for j > j0, the
family ΨI = f2j/2ψ(2jx−k), k = N, . . . , 2j−N−1g belongs
to Wj([0, 1]). These 2j−2N functions are called the interior
wavelets. Since dim(Wj([0, 1]) = 2j, N other wavelets at
each edge should be added to ΨI. Again, we only recall
the construction at the edge x = 0. The complementary
wavelets are deduced from the denition of Wj([0, 1]) as
ψ0j,k = ϕ
0
j+1,k −
N−1X
n=0
h ϕ0j+1,k, ϕ0j,ni ϕ0j,n k = 0, . . . , N− 1,
(7)
where h, i stands for the scalar product of L2([0, 1]). By
construction they are orthogonal to Vj([0, 1]) and to ΨI.
An iterative process described in [6] reduces a support
of ψ0j,k to [0, (N + k)/2j] instead of [0, (2N − 1)/2j]. The
last step of this construction consists again in a Gram
Schmidt orthonormalization. Starting from k = 0 up to
N − 1, one gets a family of N orthonormalized wavelets
ΨE,0 = f ψ0j,k, k = 0, . . . , N − 1g. These wavelets satisfy a
modified detail equation:
9 g0k,n/ ψ0j,k =
N−1X
N=0
g0k,n ϕ
0
j+1,n +
N+2kX
n=N
g0k,nφj+1,n
k = 0, . . . , N− 1, n = 0, . . . , N+ 2k. (8)
Finally, Wj([0, 1]) = ΨE,0 [ ΨI [ ΨE,1. Since
L2([0, 1]) = Vj0 ([0, 1])
M
jáj0
Wj([0, 1]),
one gets an orthonormal basis of L2([0, 1]) as:8>>><>>>:
f ϕ0j0,k, k = 0, . . . , N− 1gS
fφj0,k, k = N, . . . , 2j0 −N− 1gS
f ϕ1j0,k, k = 2j0 −N, . . . , 2j0 − 1g
9>>>=>>>;
[
jáj0
8>>><>>>:
f ψ0j,k, k = 0, . . . , N− 1gS
fψj,k, k = N, . . . , 2j −N− 1gS
f ψ1j,k, k = 2j −N, . . . , 2j − 1g
9>>>=>>>;
. (9)
Remarks. As we said before, these wavelets bases are
very attractive because they preserve the main features of
the whole line construction.
More precisely, since the edge functions are nite lin-
ear combinations of some shifts of φ, they have the same
regularity. From their denition, the edge scaling func-
tions generate all the polynomials up to degree N − 1,
which ensures an order N approximation over all the in-
terval, and the existence of N vanishing moments for the
edge wavelets. With these oscillations and enough regu-
larity, these wavelets bases are unconditional bases for the
H¤older spaces Cs([0, 1]) [6]. The fast wavelet transform [11]
which is essential for most numerical applications is pre-
served even near the boundary thanks to the modied scal-
ing (6) and detail (8) relations.
Our aim is to adapt this construction to obtain wavelet
families generating functional spaces with homogeneous
boundary conditions. More precisely, we will consider the
constraints f(CL0)(0) = f(CL1)(1) = 0, where f(i) is the ith
derivative of f.
As will be shown, most of the above construction will be
preserved as well as the numerical eciency and stability.
II. MULTIRESOLUTION ANALYSIS WITH
HOMOGENEOUS BOUNDARY CONDITIONS
The starting point has been described in the previous
section and, keeping the same notation, we now assume
that the compactly supported wavelets on the line satisfy
0 à CL0, CL1 à N− 1 and that their regularity r is larger
than max(CL0, CL1). Therefore, the spaces Vj([0, 1]) de-
ned previously are included in Cs([0, 1]) with r > s á
max(CL0, CL1).
II.1. Construction of the Edge Functions
As in the previous section, we only focus on the left edge
x = 0.
According to the denition of Vj([0, 1]), fj 2 Vj([0, 1])
reads as follows:
fj 2 Vj([0, 1]) , fj(x) =
N−1X
k=0
cj,k ϕ
0
j,k +
2j−N−1X
k=N
cj,kφj,k
+
2j−1X
k=2j−N
cj,k ϕ
1
j,k. (10)
Moreover, only the left edge functions of E,0 are nonzero
around x = 0 and then
f
(CL0)
j (0) =
N−1X
k=0
cj,k( ϕ
0
j,k)
(CL0)(0). (11)
From the last section we learned that ϕ0j,k is a polynomial
of degree N − 1 on the interval [0, 1/2j], say for example
pj,k(x) = a
0
j,k + a
1
j,kx+    + aN−1j,k xN−1. The CL0-th deriva-
tive of ϕ0j,k at 0 is then equal to (CL0!)a
CL0
j,k . Applying the
ideas of Auscher [1], it becomes clear that a way to con-
struct a multiresolution satisfying the boundary condition
f(CL0)(0) = 0 is to impose aCL0j,k = 0.
The construction of scaling functions satisfying ϕ(CL0)(0)
= 0 is then equivalent to the construction of edge functions
such that their restrictions to [0, 2−j] have no component on
the monomial xCL0.
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The first step of our construction is then to build one
family of N edge scaling functions E,0 = f ϕ0,?j,k , k =
0, . . . , N − 1g and one family of N edge wavelets ΨE,0 =
f ψ0,?j,k , k = 0, . . . , N − 1g with the particularity that only
one scaling function and one wavelet contain xCL0 in their
polynomial part. The second step consists in removing the
scaling function containing xCL0 and modifying the corre-
sponding wavelet.
For simplicity we work on the interval [0,+1[ with a
zero dilation scale (j = 0), omitted in the next notations.
Moreover, we call pk(x) = a
0
k+a
1
kx+  +akkxk the restriction
of ϕ0k(x) on [0, 1].
We start with the rstN edge scaling functions (5) of Sec-
tion I. They are dened with the coecients α0k,n so that
ϕ0k(x) =
kX
n=0
α0k,nϕ
0
n(2x) +
3N−2k−2X
n=N
α0k,nφ(2x− n)
k = 0, . . . , N− 1 (12)
(see [6] for the computation of these coecients).
The following proposition tells us how to modify ϕ0k to
eliminate xCL0 in the polynomials pk, k /= CL0. We call ϕ
0
k
the new functions and pk(x) =
Pk
i=0 a
i
kx
i their polynomial
part.
Proposition II.1. The family f ϕ0k, k = 0, . . . , N − 1g,
defined by8<: ϕ
0
k = ϕ
0
k k = 0, . . . , CL0
ϕ0k = ϕ
0
k − λkϕ0CL0 k = CL0 + 1, . . . , N− 1
(13)
with
λk =
α0k,CL0 +
Pk−1
i=CL0+1 α
0
k,iλi
α0CL0,CL0 − α0k,k
,
is such that αCL0k = 0,8k /= CL0.
Proof. The existence of λk is always ensured for k /=
CL0 since α0k,k = 2−k [6]. Because pk is a polynomial of
degree k, there is nothing to change for k à CL0, and
therefore ϕ0k = ϕ
0
k as well as pk(x) = pk(x) for k à CL0.
Given k > CL0, we obtain from (12)
ϕ0k(x) =
CL0X
i=0
(α0k,i − λkα0CL0,i)ϕ0i (2x) +
kX
i=CL0+1
α0k,iϕ
o
i (2x)
+
3N−2k−2X
i=N
(α0k,i − λkα0CL0,i)φ(2x− i)
−
3N−2CL0−2X
i=3N−2k−1
λkα
0
CL0,iφ(2x− i). (14)
We prove recursively that aCL0k = 0. Assuming that a
CL0
i =
0 8i < k, the last relation may then be written:
ϕ0k(x) =
CL0−1X
i=0
(α0k,i − λkα0CL0,i) ϕ0i (2x) +
kX
i=CL0+1
α0k,i ϕ
0
i (2x)
+ Ak,CL0 ϕ
0
CL0(2x)
+
3N−2k−2X
i=N
(α0k,i − λkα0CL0,i)φ(2x− i)
−
3N−2CL0−2X
i=3N−2k−1
λkα
0
CL0,iφ(2x− i), (15)
where
Ak,CL0 = α
0
k,CL0 − λk(α0CL0,CL0 − α0k,k) +
k−1X
i=CL0+1
α0k,iλi.
Since φ(2x − n)j[0,1/2]  0 for n á N, the contri-
bution of the third and fourth RHS terms of (15) to pk
is 0. Moreover, using hypothesis, the polynomial parts of
ϕ0i (2x), i < k, i /= CL0, have no component on xCL0. There-
fore, the contribution of xCL0 to pk is entirely due to Ak,CL0
and Ak,CL0 = 0 is exactly the hypothesis of the proposition.
Consequently, ϕ0k(x) − α0k,k ϕ0k(2x) is a pure polynomial on
[0, 1/2] without xCL0. That completes the proof.
For k á CL0 the supports of ϕ0k are no longer staggered
but, 8k, 0 à k à N − 1, ϕ0kj[0,1] is still a polynomial of
degree k.
Therefore the functions ϕ0k, 0 à k à N − 1, are in-
dependent. Moreover, they are orthogonal to the family
fφ(x − n), n á Ng since they are linear combinations of
the fϕ0k, k = 0, . . . , N− 1g.
Following the previous section we now orthonormalize
the family f ϕ0k, 0 à k à N − 1g, keeping the monomial
independence. The only thing to do is to permute ϕ0CL0 with
ϕ0N−1 before starting the orthonormalization algorithm from
index 0 up to N− 1. The result is an orthonormal family of
N edge scaling functions f ϕ0,?k , k = 0, . . . , N − 1g with the
particularity that only p?N−1, the restriction of ϕ
0,?
N−1 on [0,
1], contains xCL0. They satisfy a modified scaling equation
ϕ0,?k (x) =
N−1X
n=0
H0k,n ϕ
0,?
n (2x) +
3N−2X
n=N
H0k,nφ(2x− n),
k = 0, . . . , N− 1, (16)
with H0k,N−1 = 0 for k = 0, . . . , N− 2.
The construction of the N edge scaling functions for the
right edge comes from the same algorithm for the half line
] −1, 0]. The f ϕ1,?k , k = 2j − N + 1, . . . , 2j − 1g are inde-
pendent of xCL1 and only ϕ1,?2j−N contains this monomial on
[0, 1].
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After applying a dilation of factor 2j to the left and right
edge functions and adding the 2j−2N interior scaling func-
tions φI, one gets therefore a new orthonormal basis of
Vj([0, 1]). In this family, only ϕ
0,?
j,N−1 (resp., ϕ
1,?
j,2j−N) con-
tributes to xCL0 (resp., xCL1) on [0, 1/2j] (resp., [1−1/2j, 1]).
To perform our rst step of construction we now isolate
a single wavelet containing xCL0 on [0, 1/2].
As in the previous section N wavelets at each boundary
must be added to the interior family ΨI. Focusing again on
the left edge, we construct a rst family following (7) as
ψ0k(x) = ϕ
0,?
k (2x) −
N−1X
n=0
h ϕ0,?k (2x), ϕ0,?n (x)i ϕ0,?n (x)
k = 0, . . . , N− 1. (17)
Since the 2N functions ϕ0,?k (2x), ϕ
0,?
k (x), k = 0, . . . , N − 1,
are independent, the ψ0k are by construction N linear inde-
pendent wavelets orthogonal to the ϕ0,?k (x) [6]. Again, each
function ψ0k(x) is polynomial on the interval [0, 1/2].
However, since for all k, ψ0k depends on ϕ
0,?
N−1, all the ψ
0
k
contain the monomial xCL0 and are therefore not suitable
for our rst step (we remind that we want to construct a
family of edge wavelets such that only one contains xCL0
on [0, 1/2]). Still, from (16) and (17) we deduce a modied
detail equation for these functions that writes
ψ0k(x) =
N−1X
n=0
β0k,n ϕ
0,?
n (2x) +
3N−2X
n=N
β0k,nφ(2x− n)
k = 0, . . . , N− 1. (18)
The following proposition tells us how to transform the
functions ψ0k to reach our rst step.
Proposition II.2. The family ΨE,0 = f ψ0k, k = 0,
. . . , N− 1g given by:8<: ψ
0
k = ψ
0
k − µkψ0N−1 k = 0, . . . , N− 2
ψ0N−1 = ψ
0
N−1
with µk =
β0k,N−1
β0N−1,N−1
(19)
is such that only the restriction of ψ0N−1 to [0, 1/2] con-
tains xCL0.
Proof. In (18) the monomial xCL0 is present only in
ϕ0,?N−1. Writing the detail equation for ψ
0
k and cancelling the
coecient of ϕ0,?N−1 gives the expected result, since β
0
N−1,N−1
is always nonzero. Indeed, the relations (16) and (17) lead
to β0N−1,N−1 = 1 − (H0N−1,N−1)2, and H0N−1,N−1 /= 1 due to
k ϕ0,?N−1kL2 = 1.
As previously, we apply a GramSchmidt orthonormal-
ization that preserves the above property. We get an or-
thonormal wavelet family ΨE,0 = f ψ0,?k , k = 0, . . . , N − 1g
for which only ψ0,?N−1 contains xCL0 on [0, 1/2]. These
wavelets are dened using the detail equation
ψ0,?k (x) =
N−1X
n=0
G0k,n ϕ
0,?
n (2x) +
3N−2X
n=N
G0k,nφ(2x− n)
k = 0, . . . , N− 1. (20)
It only remains to perform this construction for the right
edge with monomial xCL1 and to dilate all the edge wavelets
with a factor 2j. Finally, these new edge functions added to
ΨI constitute a new orthonormal basis of Wj([0, 1]).
We have now reached our first step since we have con-
structed a basis of scaling function for Vj([0, 1]) and a basis
of wavelets for Wj([0, 1]) such that in each family, only one
function has a component on xCL0 on [0, 1/2] and only one
function has a component on xCL1 on [1 − 1/2].
As announced, we now perform the second step of our
construction by removing the function ϕ0,?j,N−1 on the left
edge and the corresponding ones, ϕ1,?j,2j−N, for the right edge.
The last technical point is the modication we have to
perform on the wavelet space. It is described by the fol-
lowing proposition:
Proposition II.3. If we define
Vj([0, 1]) = Vj([0, 1]) − spanf ϕ0,?j,N−1; ϕ1,?j,2j−Ng, (21)
if we replace the two wavelets ψ0,?j,N−1 and ψ
1,?
j,2j−N in the
families ΨE,0 and ΨE,1 by8<: 
0
j = a ϕ
0,?
j,N−1 + b ψ
0,?
j,N−1
1j = a0 ϕ
1,?
j,2j−N + b
0 ψ1,?j,2j−N
(22)
with a and b solutions of8<: aH
0
N−1,N−1 + bG
0
N−1,N−1 = 0
a2 + b2 = 1
(23)
and a0, b0 solutions of the same set of equations on the right
edge, then the new family ΨE,0[ΨI[ΨE,1 is an orthonormal
basis of Wj([0, 1]), the orthogonal complement of Vj([0, 1])
in Vj+1([0, 1]).
Moreover every scaling function of Vj([0, 1]) and every
wavelet of Wj([0, 1]) satisfy the homogeneous boundary
conditions f(CL0)(0) = f(CL1)(1) = 0.
Proof. We prove only the result for the left edge.
Let us rst recall that ϕ0,?j,N−1 and ψ
0,?
j,N−1 are respec-
tively two basis functions of Vj([0, 1]) and Wj([0, 1]), and
that Vj([0, 1]) ? Wj([0, 1]).0j is then orthogonal to all the
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TABLE 1
The Left and Right Filter Coecients, H0k,n and H
1
k,n, for the
Construction with Dirichlet Homogeneous Boundary
Conditions f(0) = f(1) = 0
Note. For the right edge (x = 1) the coecients fH10,ng are related
to the scaling function ϕ1
j,2j−3 and are listed from right to left. The case
n = 3 corresponds to the scaling function we have removed and therefore
does not appear.
other basis functions of Vj([0, 1]) and Wj([0, 1]). Moreover,
k0jk2L2 = 1 if and only if a2 + b2 = 1.
The same arguments holds for 1j , and therefore, with
the new denition of ΨE,0 and ΨE,1,ΨE,0 [ ΨI [ ΨE,1 is a
family of 2j orthonormal functions.
Using the scaling (16) and detail (20) equations, we get
0j =
N−1X
n=0
(aH0N−1,n + bG
0
N−1,n) ϕ
0,?
j+1,n
+
3N−2X
n=N
(aH0N−1,n + bG
0
N−1,n)φj+1,n.
Taking into account (23), we get that 0j is independent of
ϕ0,?j+1,N−1 and consequently belongs to Vj+1([0, 1]).
Since the orthonormal collection ΨE,0 [ ΨI [ ΨE,1
generates a closed subspace of Vj+1([0, 1]), orthogonal
to Vj([0, 1]) and of dimension 2j = dim Vj+1([0, 1]) −
dim Vj([0, 1]), it is by denition Wj([0, 1]) the orthonor-
mal complement of Vj([0, 1]) in Vj+1([0, 1]).
TABLE 2
The Left and Right Wavelet Filter Coecients, G0k,n and G
1
k,n,
for the Construction with Dirichlet Homogeneous
Boundary Conditions f(0) = f(1) = 0
Note. For the right edge (x = 1) the coecients fG10,ng are related
to the wavelet ψ1
j,2j−1 and are listed from right to left. The case n = 3
corresponds to the scaling function we have removed and therefore does
not appear.
Remarks. All these edge functions have the same regu-
larity as the initial scaling function φ.
Moreover, the 2N− 2 edges wavelets constructed before
the removal of ϕ0,?j,N−1 and ϕ
1,?
j,2j−N, have kept the N van-
ishing moment property. The modied wavelets 0j and 
1
j
belong to Wj([0, 1]) and are therefore orthonormal to all
the polynomials included in Vj([0, 1]). But there is no rea-
son why they verify h0j , xCL0i = h1j , xCL1i = 0, since these
monomials have been excluded from the edges of Vj([0, 1]).
Hence only one vanishing moment for one wavelet at each
boundary has been lost.
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FIG. 1. The six edge scaling functions for N = 4, represented at
scale j = 0 (i.e., on [0,+1[ for the left edge and on ]−1, 0[ for the right
edge). All these scaling functions satisfy Dirichlet homogeneous boundary
conditions at 0. The top three graphs show the scaling functions for the
left edge, and the bottom three graphs show the scaling functions for the
right edge.
As in the initial construction, the modied scaling and
detail relations ensure that fast algorithms for the compu-
tation of the wavelet decomposition are available.
At this point however, we do not know exactly what kind
of space the multiresolution family Vj([0, 1]) approximates.
This is the purpose of the next subsection.
II.2. Approximation Results
We now check the intuitive result that the wavelet basis
derived from the last construction is an orthonormal basis
for suitable homogeneous spaces on [0, 1]. We give a com-
plete proof for the Dirichlet homogeneous boundary condi-
tions f(0) = f(1) = 0, i.e., CL0 = CL1 = 0, corresponding
to H10([0, 1]).
Let us simplify the notations and write ϕ0,?j,k = ϕ
0
j,k and
ϕ1,?j,k = ϕ
1
j,k. Then we have the following result:
Proposition II.4. Let Vj([0, 1]) be the subspace
spanned by the orthonormal basis
fϕ0j,0, . . . , ϕ0j,N−1g[
fφj,N, . . . , φj,2j−N−1g
[
fϕ1j,2j−N, . . . , ϕ1j,2j−1g.
FIG. 2. The eight edge wavelets for N = 4, represented at scale j = 0
(i.e., on [0,+1[ for the left edge and on ] −1, 0] for the right edge). All
these wavelets satisfy Dirichlet homogeneous boundary conditions at 0.
The top four graphs show the wavelets for the left edge, and the bottom
four graphs show the wavelets for the right edge.
Assume these scaling functions have enough regularity to
involve [
jáj0
Vj([0, 1]) = H1([0, 1])
and that only ϕ0j,N−1 and ϕ
1
j,2j−N are nonzero at 0 and 1.
Then[
jáj0
Vj([0, 1])
=
[
jáj0
(Vj([0, 1]) − spanfϕ0j,N−1;ϕ1j,2j−Ng) = H10([0, 1]).
Proof. Let us take a function f in H10([0, 1]), and callQ
j(f) and 
Q
j(f) its orthonormal projection onto Vj([0, 1])
and Vj([0, 1]). We have to establish the relation
lim
j!+1
kf − 
Y
j
(f)kH1 = 0 (24)
where the H1-norm is taken as kfk2H1 = kfk2L2 +
∥∥∥∂f∂x∥∥∥2L2 .
Following the density of Vj([0, 1]) in H1([0, 1]), this is
equivalent to
lim
j!+1
k
Y
j
(f) − 
Y
j
(f)kH1 = 0.
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TABLE 3
The Left and Right Filter Coecients, H0k,n and H
1
k,n,
for the Construction with Neumann Homogeneous
Boundary Conditions f (1)(0) = f (1)(1) = 0
Note. For the right edge (x = 1) the coecients fH10,ng are related
to the scaling function ϕ1
j,2j−3 and are listed from right to left. The case
n = 3 corresponds to the scaling function we have removed and therefore
does not appear.
Now using the orthonormal basis of Vj([0, 1]) and Vj([0, 1])
we have
k
Y
j
(f) − 
Y
j
(f)kH1 = jhf, ϕ0j,N−1ijkϕ0j,N−1kH1
+jhf, ϕ1j,2j−Nijkϕ1j,2j−NkH1
since the supports of the left and right edge scaling func-
tions do not overlap. Because kϕ0j,N−1kL2 = 1 and ϕ0j,N−1
belong to H1([0, 1]) (due to the regularity of the initial func-
tion φ), we have
k
Y
j
(f) − 
Y
j
(f)kH1 à C12j(jhf, ϕ0j,N−1ij + jhf, ϕ1j,2j−Nij)
where C1 is a constant independent of j.
Therefore we have to check that
lim
j!+1
2jjhf, ϕ0j,N−1ij = lim
j!+1
2jjhf, ϕ1j,2j−Nij = 0.
TABLE 4
The Left and Right Wavelet Filter Coecients, G0k,n and G
1
k,n,
for the Construction with Neumann Homogeneous
Boundary Conditions f (1)(0) = f (1)(1) = 0
Note. For the right edge (x = 1) the coecients fG10,ng are related
to the wavelet ψ1
j,2j−1 and are listed from right to left. The case n = 3
corresponds to the scaling function we have removed and therefore does
not appear.
To see this, we use the inequality
2jjhf, ϕ0j,N−1ij à C2kfkH1 (25)
with C2 independent of j, which will be justied at the
end of the proof. Let us take now a sequence of functions
(fn)n2N converging to f in H1, supported on [1/n, 1−1/n].
Applying the last inequality to f − fn, we get
2jjhf − fn, ϕ0j,N−1ij à C3kf − fnkH1 .
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We must only add that there exists an integer J, dependent
on n, for which
8j á J, 2jjhf − fn, ϕ0j,N−1ij = 2jjhf, ϕ0j,N−1ij.
Indeed, for xed n we take J such that supp(ϕ0J,N−1) \
supp(fn) = ;. When n ! +1, J ! +1 and since kf −
fnkH1 ! 0,
lim
j!+1
2jjhf, ϕ0j,N−1ij = 0.
Obviously the same arguments hold for the scalar product
2jjhf, ϕ0j,2j−Nij and the proposition is proved.
We still have to establish the inequality (25). An integra-
tion by parts implies that
jhf, ϕ0j,N−1ij à
∥∥∥∥∂f∂x
∥∥∥∥
L2
k0jkL2 ,
where 0j is a primitive of ϕ
0
j,N−1. Since ϕ
0
j,N−1 belongs to
L2([0, 1]) we deduce that
k0jkL2 à C42−j.
This inequality and the denition of the H1-norm lead to
the expected result. Thanks to Proposition II.4 and to the
denition of Wj([0, 1]) (see Proposition II.3) we deduce a
decomposition of H10([0, 1]) in terms of the wavelets basis,
H10([0, 1]) = Vj0 ([0, 1])
M
jáj0
Wj([0, 1]). (26)
The corresponding proof for Neumann homogeneous
conditions is similar and involves the H2-norm. More reg-
ularity is therefore needed for the basis functions and a
double integration by parts for the inequality correspond-
ing to (25). In that case, the approximated space is the strict
subspace of H2([0, 1]) dened as ff 2 H2([0, 1]), f(1)(0) =
f(1)(1) = 0g.
Discussion of the Construction.
 Mixed boundary conditions, for example f(0) =
f(1) = f(1)(0) = f(1)(1) = 0, can obviously be addressed
with a similar construction; a certain number of specic
scaling functions have to be constructed at the edges (two
in this example) and have to be used to modify the corre-
sponding wavelets. We obtain similarly a characterization
of various functional spaces (H20([0, 1]), in the example.
Moreover, since the left and right basis functions do not
interact at scale j > j0, dierent boundary conditions can
be considered for x = 0 and x = 1.
 These results can be linked to those of Bertoluzza in
[2], where a characterization of Sobolev Spaces Hs0([0, 1]),
s á 1, is obtained using a specic theoretical construction
of wavelets on the interval.
 As mentioned in [6], the initial construction of
wavelets on the interval can be carried out using biorthog-
onal wavelets. In many cases, moments and regularity are
nonequally distributed between the two biorthogonal fami-
lies. Assuming that the Strang and Fix (1) condition is sat-
ised by one of the families, then our construction can be
performed on this family, providing corresponding modi-
cations for the other family. The construction modies the
cancellation of one family (as in the orthonormal case) and
preserves the regularity of the other one.
 A construction similar to the one presented here has
been performed recently and independently by Monasse and
Perrier [13] for homogeneous Dirichlet conditions. For that
case, however, it provides dierent functions since some
technical details are dierent from our construction. Any-
way, the asymptotic results for regularity and cancellation
properties are the same.
III. NUMERICAL ESTIMATES
This section is devoted to the numerical estimates related
to our construction for two cases of homogeneous boundary
conditions, i.e., the Dirichlet conditions and the Neumann
conditions.
All the following computations have been carried out
starting with the compactly supported function φ closest to
the linear phase constructed by Daubechies [8] with N = 4.
This function is dened using the filter coecients hn in-
volved in the scaling equation (3). These coecients are
provided in ([8]):
h−3 = −.07576571478950, h−2 = −.2963552764600,
h−1 = .4976186676328 h0 = .8037387518051,
h1 = .29785779560531, h2 = −.0992195435766
h3 = −.01260396726203, h4 = .03222310060405.
The corresponding interior wavelet ψ is dened using
the coecients gn of the detail equation (4) with gn =
(−1)nh2N+1−n.
III.1. Dirichlet Boundary Conditions
The application of the last section algorithm with CL0 =
CL1 = 0 leads to a multiresolution analysis of H10([0, 1]).
Three scaling functions and four wavelets have to be dened
at each boundary (see Section II). These scaling functions
are solutions of a modied scaling equation (16) and are
therefore characterized by the coecients H0k,n and H
1
k,n.
The corresponding numerical estimates (computed on a 16
decimal digits computer with an error smaller than 10−11)
are listed in Table 1. The coecients G0k,n and G
1
k,n which
occur in the modied detail equation (20) are listed in Table
2 and dene completely the edges wavelets.
All the following gures are obtained using the cascade
algorithm [8]. The three left edge scaling functions as well
as the three right edge scaling functions are plotted in Fig. 1
at scale j = 0. The corresponding wavelets are plotted in
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FIG. 3. Same as Fig. 1 for the Neumann homogeneous boundary con-
ditions.
Fig. 2. Note that, due to the lack of symmetry of the initial
scaling functions and wavelets, the right edge functions can-
not be deduced from the left edge functions using a simple
transformation.
III.2. Neumann Boundary Conditions
The same numerical estimates corresponding to the Neu-
mann conditions, i.e., CL0 = CL1 = 1, are listed in Ta-
bles 3 and 4. Figures 3 and 4 show respectively the scal-
ing functions and wavelets of a multiresolution analysis of
ff 2 H2([0, 1])/f(1)(0) = f(1)(1) = 0g.
Remarks. Some zero coecients are provided in Ta-
bles 24. They are not aected by roundo errors and
could have been expected. Indeed, for instance, in Table
3, H00,1 = H
0
0,2 = 0. Since the scaling function ϕ
0
0,0 for
the Neumann conditions is by denition constant on the in-
terval [0, 1], it does not depend on ϕ01,1 and ϕ
0
1,2 that are
respectively polynomials of order 1 and 2 on [0, 1/2]; this
leads to H00,1 = H
0
0,2 = 0 in Table 3.
III.3. Quadrature Formula
In order to use these wavelets bases for numerical pur-
poses one question needs still to be answered. Given a func-
tion f, how can we dene a projection of f on Vj([0, 1]),
i.e., how can we estimate a set of coecients cj,k occuring
in relation (10) and corresponding to f?
The proposed solution consists in computing an approxi-
mation of the orthogonal projection of f on Vj([0, 1]) with
a quadrature formula to estimate the coecients cj,k =R
fϕ00,k. We dene below a quadrature formula of order
FIG. 4. Same as Fig. 2 for the Neumann homogeneous boundary con-
ditions.
N − 1 in the same philosophy as Beylkin et al. [15] or
Sweldens et al. [16]. We are therefore looking for weight
coecients ωi,k such that
Z
fϕ00,k 
N−1X
i=0
ωi,kf(ai) (27)
where the fai, i = 0, . . . , N− 1g are N given points taken in
supp(ϕ00,k) such that the approximation is exact when f is a
polynomial of degree less than or equal to N− 1.
It appears that the weight coecients ωi,k are solutions
of the following linear system:
TABLE 5
The First Four Moments for the Left Edge Scaling Function
of Fig. 2 (i.e., Satisfying Dirichlet Homogeneous
Boundary Conditions)
Note. For this case the monomial x could be expanded as a linear
combination of ϕ00,0 and ϕ
0
0,1. This explains the zero value of the second
moment of ϕ00,2.
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TABLE 6
The First Four Moments for the Right Edge Scaling
Function of Fig. 1 (i.e., Satisfying Dirichlet
Homogeneous Boundary Conditions)
Note. Same remarks as Table 5 for the value of the second moment
of ϕ10,2. Z
xlϕ00,k =
N−1X
i=0
ωi,k(ai)l l = 0, . . . , N− 1. (28)
Hence we need to evaluate the rst N moments of every
edge scaling function.
Multiplying the modied scaling equation (16) by xl
leads, for k = 0, . . . , N− 2, to the N− 1 equations:Z
xlϕ00,k(x) =
N−2X
n=0
H0k,n
Z
xlϕ00,n(2x)
+
3N−2X
n=N
H0k,n
Z
xlφ(2x− n). (29)
Since the moments of order l of the interior function
φ,Ml =
R
xlφ(x), can be estimated using the classical rela-
tion given in [15], (29) nally leads to the following linear
system AXl = bl, where the N dimensional vectors Xl and
bl are dened as
Xl(k) =
Z
xlϕ00,k(x)
bl(k) =
3N−2X
n=N
H0k,n
Z
xlφ(2x− n), k = 0, . . . , N− 2,
and the entries of the matrix A depend only on the H0k,n. We
easily check that this matrix is always nonsingular (to see
this, use the fact that
PN−1
n=0 jH0k,nj < 1 since kϕ00,kkL2 = 1).
We rst provide the numerical values of the moments of
order l = 0, . . . , 3, for N = 4:
M0 = 1.00000000000e + 00 M1 = −1.45319345240e − 02
M2 = 2.11177120898e − 04 M3 = 4.34510522842e − 02
Then, the entries of Xl for l = 0, . . . , N − 1 for the
left and right edge scaling functions corresponding to
Fig. 1 (Dirichlet boundary conditions) are listed in Tables 5
and 6.
Using the values of these moments and N given points
ai, we nd the weights ωi,k for every edge scaling function
solving the linear Vandermonde system (28).
Remark. A quadrature formula of same order has to be
used to estimate the interior scaling coecients cj,k =R
fφj,k, N à k à 2j − N − 1, to preserve a constant or-
der of accuracy all over the interval (see [15]).
IV. CONCLUSION
We have constructed compactly supported wavelets satis-
fying homogeneous boundary conditions. The correspond-
ing approximation spaces allow us to characterize a broad
class of functional spaces, and can for instance be used to
generate adaptive spaces of approximation. All the tools re-
quired for a practical use of these functions in numerical
applications have been provided. Note particularly that all
the Galerkin-type methods can be applied using these tools,
or any of their tensorial generalization in multidimension.
One should stress however that our construction does not
provide a complete answer to the problem of representation
of operators on bounded domains.
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