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Different spacetime regions separated by horizons are not related to each other. We know that
this statement holds for classical spacetimes. In this paper we carry out a canonical quantization
of a Kantowski-Sachs minisuperspace model whose classical solutions exhibit both an event horizon
and a cosmological horizon in order to check whether the above statement also holds from the
quantum gravitational point of view. Our analysis shows that in fact this is not the case: Quantum
gravitational states with support in spacetime configurations that exclusively describe either the
region between horizons or outside them are not consistent in the sense that there exist unitary
operators describing a natural notion of evolution that connect them. In other words, unitarity is
only preserved in this quantization when dealing with the whole spacetime and not in each region
separately.
PACS numbers: 04.20.-q, 04.60.-m, 04.70.-s
I. INTRODUCTION
Horizons are ubiquitous in classical General Relativity.
Although there are many different types of horizons, the
main common consequence of their presence is that they,
someway or another, excise parts of spacetime making
them inaccessible from the outside. This is the case, for
instance, for event and cosmological horizons on which
we will concentrate in this paper. From our spacetime
region, physical observations beyond these horizons are
classically out of the question. It has been proposed in
the literature [1–3] that at very high energies horizons
may be blurred because of effective superluminal modifi-
cations of the dispersion relations that would allow high
energy modes to leak across the classical horizon. These
proposals are inspired in the behaviour of analogous con-
figurations in condensed matter systems. This would
solve, for instance, the so-called trans-planckian prob-
lem in black hole physics [4]. But softening the horizons
is a non-trivial task that may affect the global spacetime
structure [5]. This could be taken as an indication that
horizons might not be as impressive and frightening as
they seem from the classical point of view and might al-
low quantum mechanically for interactions between clas-
sically separated regions.
Only upon the fall of these titans, we could try to take
one more (huge, granted) step and speculate about other
universes than our own. If horizons are keeping us from
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peeking in regions of our own universe, it will be even
more difficult to try to advance any possible information
about the physical events and characteristics of those uni-
verses. However, as we will argue in this paper, quantum
mechanics applied to the whole spacetime will not only
allow but force the opening of those excised regions and
connect them to our own. So this outrageously big leap
might not be beyond our capabilities after all. The poten-
tial connections with these other universes, being quan-
tum in nature, could be expected to have characteristics
similar to those found in the connections across horizons.
Actually, from the classical point of view and hence sub-
ject to the presence of horizons, classical links [6–11] (by
means of Lorentzian wormholes) and quantum tunnels
[12–16] (Euclidean wormholes) between otherwise sepa-
rate universes have been previously considered, also tak-
ing into account that they can imprint some observable
signatures [17–20]. On the other hand, an attempt to
pinpoint possible observable quantum effects of this mul-
tiverse on a single universe has been considered, in the
formalism of third quantization, by means of the possi-
bility of entanglement between pairs of universes [21–24].
Instead of embarking ourselves in this vast task on mostly
unexplored territory (quicksand, as Coleman would say
[25]), we will delve into the quantum theory for a single
universe and analyze the role of horizons in it, a related
but simpler endeavor.
With this aim we will consider a minisuperspace model
for a spherically symmetric spacetime in the presence of
a positive cosmological constant. This minisuperspace
model can be written in terms of a Kantowski-Sachs met-
ric that depends on two variables. The maximal ana-
lytic extension of the classical solutions (Schwarzschild-
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2deSitter spacetimes) typically contain both black hole
and cosmological horizons that isolate our spacetime re-
gion from those beyond. Quantizations of spacetimes of
Kantowski-Sachs type have been analyzed before from
different points of view and with different matter con-
tents [26–30] (see also [31, 32]). In this paper we will
carry out a canonical quantization procedure that specif-
ically allows us to tackle with the issue of permeabil-
ity across the horizons. We will follow an extension of
Dirac’s canonical quantization program for systems (like
ours) with first-class constraints [33] (along the lines de-
veloped by Ashtekar et al. [34]).
We will decompose the physical Hilbert space of the
system into two subspaces corresponding to states with
support in configurations that exclusively describe space-
time regions either between or beyond the horizons. It
will turn out that these Hilbert subspaces are not stable
under the action of unitary operators that implement a
natural notion of evolution on physical states. The home
for this physical evolution will be the tensor product of
both subspaces, which hence will not be dynamically sep-
arable but entangled. This means that quantum corre-
lations among classically disjoint regions are a generic
unavoidable feature in this quantization. This entangle-
ment between classically disconnected regions opens up
the possibility that if we embraced a broader picture in
which our universe is not isolated but multiply connected
to others, we might need to consider the complete struc-
ture of the multiverse in order to make a quantum theory
and that there would be some kind of quantum effects of
other universes in our own, driven by entanglement.
The outline of the paper is the following. In Section
II, we construct the model and describe the classical so-
lutions to Einstein equations. Once we have the phase
space of our system, in Section III we quantize it fol-
lowing Dirac’s extended canonical quantization program
[34] and analyze various useful bases and representations
of the physical Hilbert space. Section IV is devoted to
discuss the generic presence of quantum correlations be-
tween classically separated regions. We summarize and
conclude in Section V.
II. CLASSICAL SOLUTIONS
We construct a model with a general spherically sym-
metric metric that depends on two variables A and b
—which play the role of our dynamical variables to con-
struct the configuration space— and on the lapse func-
tion N :
σ−2ds2 = −N(r)
2
A(r)
dr2 +A(r)dT 2 + b(r)2dΩ22, (2.1)
where all metric variables and coordinates are dimen-
sionless, dΩ22 is the line element on the unit two-sphere,
and σ :=
√
2G/
∫
dT has units of length, with G be-
ing Newton’s constant. Note that this is nothing but a
Kantowski-Sachs metric, with a suitably redefined lapse
[29].
The corresponding curvature scalar (for N = 1) is
b2σ2R = 2 + 2Ab˙2 + b2A¨+ 4bA˙b˙+ 4bAb¨, (2.2)
where the dot denotes derivative with respect to r. For a
general lapse function, it suffices to replace this derivative
with 1/N times the dot derivative.
Then, the Hilbert-Einstein action (up to surface terms)
can be written in terms of the metric configuration vari-
ables and a cosmological constant Λ as
S =
1
16piG
∫
d4x
√−g(R− 2Λ)
= −
∫
dr
(
Ab˙2
N
+
bb˙A˙
N
+NB˚(b)
)
+ surf. terms,
(2.3)
with λ = σ2Λ and
B(b) =
λ
3
b3 − b, B˚(b) = ∂bB(b) = λb2 − 1. (2.4)
Before we continue, let us make a few comments that
may be relevant in the rest of this paper.
The action has been written as an integral over the
coordinate r on the the patch considered for that coordi-
nate, which is not necessarily all the positive semi-axis.
Also, if we take the square root of the determinant of
the metric properly, we see that N should rather be |N |
unless we are continuing it analytically. We do so in
the following, although had we considered only positive
lapses, this subtlety would not have been relevant.
In principle, we take the range of b to be the whole real
line. We see that the metric is invariant under a change of
sign in b. This means that if we did not restrict its value
to, say, the positive real axis, every trajectory would be
considered twice. We will take this point into account
later on. The range of the variable A is also taken to be
the whole real line. This choice is of much importance
in our treatment: A change of sign in A corresponds to
a change in the character of the radial coordinate from
timelike to spacelike or vice versa. Generically, horizons
correspond to A = 0.
It will be convenient for our analysis to use the new
variable [27]
c = Ab (2.5)
instead of A, which allows us to simplify the action, that
now reads
S = −
∫ (
b˙c˙
N
+NB˚(b)
)
, (2.6)
to which the same comments above apply.
The variational principle for this action gives the clas-
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FIG. 1. Penrose diagrams for the different classical solutions
(from left to right and from top to bottom, m < 0, m = 0,
1/
√
9λ < m, 0 < m < 1/
√
9λ, and m = 1/
√
9λ). Double ar-
rows indicate identification of the corresponding lines and
thick lines represent singularities. Depending on the mass
there are one or two horizons (or none, with a naked sin-
gularity). In all cases, the region for an observer like us is
characterized by A < 0.
sical equations of motion
(c˙/N)· = 2λNb, b˙c˙ = N2B˚(b),
(b˙/N)· = 0. (2.7)
The general solution to these equations is
b˙ = αN, α2c = B(b) + 2m, (2.8)
α and m being integration constants. From the point of
view of the metric (2.1), α amounts to a constant rescal-
ing of the coordinates r and t. This solution corresponds
to the Schwarzschild-(anti)de Sitter metric: Indeed, for
α = N = 1, we have
b(r) = r, A(r) = −1 + 2m
r
+
λr2
3
, (2.9)
and the horizons are located at the zeros of A(r).
From now on we will only consider the case with posi-
tive cosmological constant λ > 0. Negative cosmological
constant scenarios can also be treated in an entirely anal-
ogous manner.
The causal structure of these spacetimes is well
known [35]. There exist different cases depending on the
value of m. All of them (except for m = 0) present a
singularity at r = 0. We can see the diagrams for the
different cases represented in Fig. 1. The most inter-
esting case is 0 < m < 1/
√
9λ. We recall that, then,
A(r) = 0 has two positive solutions, at which there are
two horizons: a black hole horizon (denoted by rb) and a
cosmological horizon (denoted by rc).
A common feature to all solutions that allows us to
characterize “our” spacetime region (between horizons)
in contrast with the regions outside them is the sign of
the variable A: It is negative inside and positive outside.
Note that although the metric configuration variables
b and c belong to R, the range b ∈ R+ is preserved by
the dynamics and so is α2c − B ∈ R+. In other words,
these ranges are not related to other (negative) values
outside them by classical solutions. Then, classically we
have the different regions totally disconnected from each
other. For the time being we will keep both ranges to be
the whole real line.
In order to perform a canonical quantization, we are
interested in making a Hamiltonian formulation of the
system. The canonical action can be expressed as
S =
∫
dr
(
c˙pc + b˙pb −NC
)
, (2.10)
where the canonical conjugate momenta are
pb = − c˙
N
, pc = − b˙
N
, (2.11)
and the variation with respect to the lapse function gives
rise to the Hamiltonian constraint C = 0, with
C = −pbpc + B˚(b). (2.12)
Note that pc commutes with C under Poisson brackets
and therefore is a constant of motion. It is also easy to
see that the Hamiltonian constraint of the system and
the (classical) metric are invariant under simultaneous
changes of sign in the momenta. This can be interpreted
as a reversal in the evolution, corresponding to a change
of sign in the lapse function N . We can remove this re-
versal considering only positive N . The system also has
the symmetry (b, c, pb, pc) → (−b,−c, pb, pc). This sym-
metry could be used to reduce the relevant part of phase
space to half of it (in this sense, the duplicity of trajec-
tories with a different sign of b would be removed). We
will not impose it; instead we will use a related symmetry
that we will discuss in section III A with similar result in
reducing to a half the relevant part of the phase space.
III. CANONICAL QUANTIZATION
In order to quantize our simple system, we will first
construct a kinematical operator algebra starting from
its phase space, and closed under Poisson brackets [36].
Then we will represent this algebra by operators acting
on a kinematical complex vector space, which for conve-
nience will be endowed with a Hilbert space structure.
The Hamiltonian constraint will be represented as a spe-
cific operator acting on the kinematical space. The space
of physical states will be supplied by the kernel of this
constraint and the physical operators will be obtained
as elements of the kinematical algebra which map the
physical space to itself. Finally, the inner product in
this physical space will be determined by requiring that
a complete set of real classical observables be represented
by self-adjoint operators.
4A. Kinematical space and operator algebra
We will start with the kinematical algebra constructed
from the canonical variables b, c, pb and pc (and the unit
constant), which is obviously closed under Poisson brack-
ets. As kinematical space we choose the vector space
spanned by simultaneous solutions to the equations
−i∂cΨhp = pΨhp, [∂c∂b + B˚(b)]Ψhp = hΨhp, (3.1)
with h and p being real. These solutions (labeled by the
parameters h and p) depend on the variables b and c and
have the form
Ψhp(b, c) = e
ipc+i[B(b)−bh]/p, (3.2)
where the singularity at p = 0 should not be of relevance
in the Hilbert space constructed below, since it will have
zero measure.
More explicitly any kinematical state will be a linear
combination of these solutions, i.e.
Ψ(b, c) =
∫
R
dh
∫
R
dpΨ˜(h, p)Ψhp(b, c), (3.3)
where Ψ˜(h, p) is a distribution. This construction en-
dows the kinematical space with a complex vector space
structure. Actually we have constructed two kinemati-
cal representations that we can use: The metric (b, c)-
representation and the (h, p)-representation.
In the metric representation, we represent the kine-
matical algebra by operators acting as
bˆ = b, cˆ = c, pˆb = −i∂b, pˆc = −i∂c. (3.4)
Then, in the (h, p)-representation, these operators act as
bˆ = −ip∂h,
cˆ = i∂p +
B(−ip∂h)
p2
+
i∂hh
p
,
pˆb =
B˚(−ip∂h)− h
p
,
pˆc = p, (3.5)
as can be checked by direct application of these operators
on the kinematical states (3.3). We have assumed that
integration by parts can be carried out without bound-
ary contributions, thanks to the boundary conditions im-
plied by the fact that the states belong to the kinematical
Hilbert space (determined later on). Also, a factor order
has been chosen in the last term of the operator cˆ, so
that h acts on the right of ∂h (the reason for choosing
this factor ordering will soon be apparent).
An alternative equivalent way of constructing the same
kinematical space can be followed by choosing the canon-
ical set of variables (t, q, and their corresponding mo-
menta h, p) adapted to the system studied in Ref. [29],
given by
t = − b
pc
,
h = −pbpc + B˚,
q = c− B(b) + bpbpc − bB˚(b)
p2c
,
p = pc. (3.6)
The type-2 generating function for this invertible one-to-
one canonical transformation on phase space is
F (c, b, h, p) = cp+
B(b)− bh
p
. (3.7)
From the classical point of view, p, q, and h are constants
of motion. In fact, by comparison with the classical so-
lution (2.8) in terms of the metric variables b and c we
see that
p = α, h = 0, q =
2m
α2
, t˙ = −N. (3.8)
Notice that q is positive on classical solutions if we want
to consider only positive mass (i.e. absence of naked sin-
gularities). It is also interesting to note that q is just
the value of the the dynamical variable c at b = 0 (the
relevance of this comment will become apparent when
analyzing quantum representations in the next section).
The symmetry discussed at the end of the previous sec-
tion,
(b, c, pb, pc)→ (−b,−c, pb, pc), (3.9)
in terms of these new canonical variables, now becomes
the symmetry
(q, t, p, h)→ (−q,−t, p, h). (3.10)
This symmetry implies that all the relevant information
is actually contained in half of the original phase space
and that, in consequence, we can restrict our study to it.
Since we are interested for other reasons on positive q,
this is the half that we will choose. We will discuss how
to impose this symmetry as a restriction on the wave
functions later on (the corresponding representation will
be given by the restriction of the “complete” representa-
tion to a subspace). For the time being, we will keep it
unrestricted.
We choose as kinematical vector space the space of dis-
tributions Ψ˜(h, p) and represent the kinematical algebra
on it as
hˆ = h, tˆ = i∂h, pˆ = p, qˆ = i∂p. (3.11)
The metric variables can be represented as the operators
bˆ = −tˆpˆ,
5cˆ = qˆ +B(−tˆpˆ)pˆ−2 + t̂hpˆ−1,
pˆb = [B˚(−tˆpˆ)− hˆ]pˆ−1,
pˆc = pˆ, (3.12)
as can be easily seen by inverting the canonical transfor-
mation (3.6). For convenience, in contrast with Ref. [29]
and in agreement with the operator order chosen in Eq.
(3.5), we take t̂h = tˆhˆ, even if it is not a symmetric order-
ing, so that the action of this operator on physical states
(which are annihilated by hˆ, as we will see) vanishes.
To make contact with the construction presented in
the beginning of this section, we can go to the metric
(b, c)-representation by means of the transformation
Ψ(b, c) =
∫
R
dh
∫
R
dpΨ˜(h, p)eiF (b,c,h,p). (3.13)
We can see that this expression is precisely that in Eq.
(3.3). In this metric representation, the metric canonical
variables are represented as the operators given in Eq.
(3.4). It is also worth emphasizing that we are using a
slightly different representation in comparison with that
in Ref. [29].
It may be convenient to introduce an inner product in
the kinematical space on which the operators hˆ, pˆ, tˆ, and
qˆ are self-adjoint, namely:
(Ψ1,Ψ2) =
∫
R
dh
∫
R
dpΨ˜1(h, p)
∗Ψ˜2(h, p), (3.14)
where the symbol ∗ denotes complex conjugation. Then
the kinematical Hilbert space is the completion in this
inner product of the space of distributions Ψ˜(h, p), that
is to say L2(R2,dhdp). The states Ψhp(b, c) are obviously
orthonormal in the Dirac-delta sense:
(Ψhp,Ψh′p′) = δ(h− h′)δ(p− p′). (3.15)
The restriction to positive q can be taken by going to
the Fourier transform of the (h, p) representation in the p
variable (to q) and projecting to the positive semi-axis of
the configuration space [the corresponding space of wave
functions are those in L2(R×R+,dhdq), obtained by re-
stricting those functions to positive q and using the inner
product induced from Eq. (3.14); this space is not stable
under the operator pˆ but it is stable under the operator
q̂p = i(p∂p+1/2) instead (that is self-adjoint)]. Nonethe-
less, we will continue to consider the general Hilbert space
without restricting q, keeping in mind that this implies
a physical duplicity, as discussed above.
Finally, the Hamiltonian constraint can be represented
in this kinematical space by the operators
Cˆ = ∂b∂c + B˚(b), Cˆ = h, (3.16)
in the metric (b, c)-representation and in the (h, p)-
representation, respectively.
B. Physical Hilbert space
In the (h, p)-representation on the kinematical space,
the Hamiltonian constraint is represented as multiplica-
tion by h, as we have just seen. Therefore, the space of
solutions can be obtained by solving the equation
CˆΦ˜(h, p) = hΦ˜(h, p) = 0. (3.17)
The solutions have the form
Φ˜(h, p) =
1√
2pi
δ(h)φ(p), (3.18)
where φ(p) is an arbitrary distribution and the constant
prefactor has been chosen for normalization purposes. In
this physical vector space, the operators pˆ and qˆ (which
commute with the constraint Cˆ) are represented as
pˆ = p, qˆ = i∂p. (3.19)
The remaining task in the canonical quantization pro-
cedure is fixing the inner product in the space of physical
states. We choose it so that the observables pˆ and qˆ be
self-adjoint, which leads to the inner product
〈Φ1,Φ2〉 =
∫
R
dpφ1(p)
∗φ2(p). (3.20)
To summarize, the physical Hilbert space of quantum
states for our system is L2(R,dp), which contains just
one degree of freedom as expected. We will refer to this
representation as the p-representation.
The p-representation is not the only representation
that we can use and in fact there exist other representa-
tions of physical interest as we will see. Let us note that
physical states can also be written in terms of the metric
variables b and c as
Φ(b, c) =
∫
R
dh
∫
R
dpΦ˜(h, p)eiF (b,c,h,p)
=
1√
2pi
∫
R
dpφ(p)ei[pc+B(b)/p], (3.21)
the inverse of this transformation being
φ(p) =
1√
2pi
e−iB(b)/p
∫
R
dcΦ(b, c)e−ipc. (3.22)
Note that the dependence of physical states Φ(b, c) on b
is only through B(b).
The closure relation in terms of the metric variables
can then be easily obtained:
1 (b, c; b, c′) =
1
2pi
∫
R
dpeip(c−c
′)ei[B(b)−B(b)]/p
= δ(c− c′), (3.23)
6so that
Φ(b, c) =
∫
R
dc′1 (b, c; b, c′)Φ(b, c′). (3.24)
Finally, we can write the inner product in terms of the
metric variables:
〈Φ1,Φ2〉 =
∫
R
dpφ1(p)
∗φ2(p)
=
1
2pi
∫
R
dp
∫
R
dc1
∫
R
dc2e
ip(c1−c2)Φ1(b, c1)∗Φ2(b, c2)
=
∫
R
dcΦ1(b, c)
∗Φ2(b, c). (3.25)
After these preliminary notes about changes of repre-
sentation, let us analyze some equivalent representations
that will be particularly adequate to the study of horizon
quantum physics that we want to carry out.
C. Equivalent representations
From the above discussion, it immediately follows that
we can change from the p-representation to the metric
representation for physical states Φ(b, c) by means of a
Fourier transform (together with a multiplication by a
b-dependent phase). This fact allows us to introduce two
other families of representations.
1. cb-representations
We have seen that we actually have not only one but
a whole family of cb-representations labeled by b. This is
obvious in the formula (3.25) for the inner product, valid
for any value of b. This resembles a kind of transforma-
tion from the Heisenberg picture, in which the states φ(p)
only depend on the p, to the b-Schro¨dinger picture, where
the states now depend on p and b (the b-evolution being
driven by the Hamiltonian −B˚(b)pˆ−1), together with a
Fourier transform to the variable c. In this sense, we can
write
Φ(b, c) = Uˆ(b)Φ(b˜, c), (3.26)
where b˜ represents any of the roots of the polynomial
B(b) and
Uˆ(b) = eiB(b)pˆ
−1
. (3.27)
In each of these cb-representations, the observables
that we want to represent will be the ones corresponding
to pˆ and qˆ in this b-Schro¨dinger picture,
pˆib = Uˆ(b)pˆUˆ
†(b) = pˆ,
cˆb = Uˆ(b)qˆUˆ
†(b) = qˆ +B(b)pˆ−2. (3.28)
It is straightforward to see that the action of these canon-
ically conjugate observables on Φ(b, c) is just derivation
and multiplication by c, respectively, i.e.
pˆib = −i∂c, cˆb = c, (3.29)
and hence the name cˆb instead of qˆb (note that we have
already mentioned this point when we defined the canon-
ical variable q). So, we have a family of observables cˆb,
each in a different cb-representation (labeled by b), that
can be interpreted as giving the value of the metric vari-
able c at the considered value of b. This interpretation
is actually based on the observation made above that
cˆb is nothing but a kind of Schro¨dinger picture operator
obtained from qˆ by means of the “b-evolution” operator
Uˆ(b).
2. pb-representations
In the same way, we also have a family of pb-
representations labeled by b, given by the Fourier trans-
form in c of Φ(b, c):
φ(b, p) =
1√
2pi
∫
R
dce−ipcΦ(b, c)
= Uˆ(b)φ(p) = φ(p)eiB(b)/p, (3.30)
for which the inner product (3.20) reads
〈Φ1,Φ2〉 =
∫
R
dpφ1(b, p)
∗φ2(b, p). (3.31)
In these pb-representations, for each b, the operator
pˆib = pˆ acts by multiplication and it is clearly an observ-
able, well defined on (a dense domain of) the physical
Hilbert space. On the other hand, the operator cˆb is also
an observable as we have seen and acts as
cˆb = i∂p. (3.32)
3. Schro¨dinger and Heisenberg pictures
We can adopt two alternative viewpoints analogous
to the Schro¨dinger an Heisenberg pictures of standard
quantum mechanics. Although we will refer to the pb-
representations, an entirely analogous discussion holds
for the cb-representations.
From the first point of view, we can consider that
the pb-representations [with states described by φ(b, p)]
give the evolution of the p-representation [with states de-
scribed by φ(p)] from a value b˜ of b where B(b˜) van-
ishes to the new value of b [and therefore of B(b)], pro-
viding a whole family of representations that give the
corresponding Schro¨dinger “dynamics” in the parameter
b. Notice that, for this, it is not necessary that B(b)
be monotonous in b. The Hamiltonian of the evolu-
7tion in b, from this viewpoint, would be −B˚(b)pˆ−1 so
that, when the associated Schro¨dinger equation is inte-
grated, one gets the phase iB(b)/p, as we have discussed.
Note that this Hamiltonian is b-dependent, and moreover
not strictly positive; hence, indeed, the phase iB(b)/p
is not monotonous in b. Nonetheless, the evolution is
unitary, since the inner product (3.31) is conserved, i.e.
b-independent.
From the second point of view, we can choose a fixed
pb-representation for a given value of b [with states de-
scribed by φ(b, p)], and represent our family of observ-
ables in a kind of Heisenberg picture (see e.g. [36] for
similar definitions of observables). The family of observ-
ables corresponding to c at different values b0 of b would
be given, in this way, by
cˆ0b = Uˆ
†(b, b0)cˆbUˆ(b, b0) = i∂p +
B(b0)−B(b)
p2
, (3.33)
where Uˆ(b, b0) = e
i[B(b)−B(b0)]pˆ−1 . This observable gives
in the pb-representation the value of c when b = b0. Since
the function B is not one-to-one, the operators in this
family may coincide for some values of b0, namely those
where B(b0) is the same.
D. Some bases of the physical Hilbert space
Before proceeding to our main discussion, which faces
the question which motivated our analysis, let us com-
plete our study of the quantization with the determi-
nation of some especially useful bases for the physical
Hilbert space of our system.
Let us start by considering the following states
φp(p
′) = δ(p− p′) (3.34)
in the p-representation. Their counterparts in the pb-
representations are straightforward to find:
φp(b, p
′) = δ(p− p′)eiB(b)/p. (3.35)
They are obviously eigenstates of pˆ with eigenvalue p
and, hence, they provide an orthonormal basis. Their
counterparts in the cb-representations are
Φp(b, c) =
1√
2pi
eipc+iB(b)/p, (3.36)
and the closure relation in these representations reads
1 (b, c; b, c′) =
∫
R
dpΦp(b, c)Φp(b, c
′)∗ = δ(c− c′). (3.37)
Finally, there is still another family of bases that will
prove very helpful in our analysis, namely that made
of eigenstates of the self-adjoint operator cˆ0b in the pb-
representation with real eigenvalues c0:
φc0(b, p) =
1√
2pi
e−ipc
0−i[B(b0)−B(b)]/p. (3.38)
In this family of representations, the identity operator
acquires the form 1 (b, p, b, p′) = δ(p − p′) and can be
decomposed as a sum over all eigenvalues c0 (the whole
real line) of cˆ0b in the following manner
1 (b, p; b, p′) =
∫
R
dc0φc0(b, p)φc0(b, p
′)∗. (3.39)
We can decompose this identity in the sum of two or-
thogonal projectors: one for positive eigenvalues of c0,
Pˆ 0+, and the other for negative eigenvalues, Pˆ
0
− (the inte-
gral over the real line is the sum of the two corresponding
half-infinite intervals):
1 = Pˆ 0+ + Pˆ
0
−. (3.40)
The superindex 0 makes manifest the dependence of the
projection operators on the value of b0 where c is evalu-
ated. Explicitly, these projection operators can be writ-
ten as
Pˆ 0±φ(b, p) =
1
2pi
∫
R±
dc0e−ipc
0−i[B(b0)−B(b)]/p
×
∫
R
dp′eip
′c0+i[B(b0)−B(b)]/p′φ(b, p′). (3.41)
IV. QUANTIZATION AND HORIZONS
Assume that, at a certain positive value b0 of b, we
observe only the region with negative values of c. This
corresponds classically to considering only our region of
the universe, i.e. the spacetime region that lies between
the black-hole and the cosmological horizons at the given
“instant of dynamical variable” b0. Similarly, we could
restrict ourselves to the exterior of our region of the uni-
verse (beyond the black hole and cosmological horizons),
i.e. to positive values of c at b0. In our scheme these
restrictions can be accomplished by choosing states with
null projection under Pˆ 0±, respectively, or equivalently by
projecting an arbitrary state with Pˆ 0∓ and normalizing
the result.
Classically whatever happens beyond the horizons will
have no effect whatsoever in our spacetime region. We
are now ready to ask ourselves, and also answer, the cor-
responding quantum mechanical question. More explic-
itly, the question that we want to address now is whether
this restriction to our region of the universe (i.e. to neg-
ative values of c) is robust and meaningful, so that we
can sensibly forget about the regions beyond the hori-
zons quantum mechanically.
If this were not the case, then measurements of c at a
different positive value b1 of b would lead to contradic-
tory results. The question is then whether observations
8of the values of c at different values of b are compatible.
If they were not, the two projections (at the different val-
ues b0 and b1) would differ, the corresponding observables
cˆ0b and cˆ
1
b could not be diagonalized simultaneously and,
hence, the eigenstates could not be chosen as common
to both observables. In this case, as mentioned above,
the projectors would not commute and the restriction to
our region of the universe between horizons would not be
stable, in the sense that the projection at b0 on negative
values of c0 would generally have a non-vanishing projec-
tion at b1 on positive values of c
1, and vice versa. The
restriction to the interior of the horizons would depend
on the value of b0, and would therefore be unstable under
evolution in this variable.
To summarize, quantum stability and robustness of the
restriction to our region of spacetime requires that the
two considered observables cˆ0b and cˆ
1
b commute. We are
going to prove that this is not the case, i.e. that cˆ0b and
cˆ1b are not commuting observables. A direct calculation
shows that
[cˆ0b , cˆ
1
b ] =
[
qˆ + [B(b0)−B]pˆ−2, qˆ + [B(b1)−B]pˆ−2
]
= −2i[B(b1)−B(b0)]pˆ−3 6= 0, (4.1)
and therefore the family of considered observables are not
mutually compatible. Alternatively, this same result can
be obtained if we act with cˆ1b on the eigenstates of cˆ
0
b . In
the pb-representation, it is straightforward to get:
cˆ1bφc0(b, p) =
[
c0 − B(b0)−B(b1)
p2
]
φc0(b, p). (4.2)
We then see that the sector of positive values of c0 (at
positive b0) would be contained in the positive sector of
cˆ1b (at positive b1) if B(b0) − B(b1) < 0, and the sector
of negative values of c0 in the negative sector of cˆ1b if
B(b0) − B(b1) > 0. Both conditions are incompatible
unless B(b0) = B(b1), which is not satisfied for general
values b0 and b1 (maybe just at some points b, but not in
full intervals). This further supports the conclusion that
the projectors at positive and negative c0 at different
values b0 of b are not mutually compatible in general.
Note that the operator qˆ can be considered as a par-
ticular case of cˆ0b , namely the one associated with b0 = b˜
[with B(b˜) = 0]. Even if we restrict to positive q by act-
ing with the associated projection to the positive part of
the spectrum of this operator (removing in this way the
physical duplicity that we were maintaining till now), the
system will develop contributions to the negative sector
of qˆ for other values of the variable b, in accordance with
our discussion above.
Since the dynamics in b mixes the projections, as we
have seen, describing states as direct sums of positive
and negative c0-states is not the best strategy. Instead,
it is more appropriate to consider general physical states
belonging to the tensor product
H0 = H0+ ⊗H0− (4.3)
of the projection subspaces
H0± = Pˆ 0±H, (4.4)
where, as before, the superindex 0 denotes the choice of a
particular instant of b for the construction, and H is the
Hilbert space from which we started. Using that the sum
of P 0+ and P
0
− is the identity, any observable Oˆ can then
be decomposed in four operators between both projection
subspaces:
Oˆ0±± : H0± → H0±, Oˆ0±∓ : H0± → H0∓, (4.5)
defined as
Oˆ0±± = Pˆ
0
±OˆPˆ
0
±, Oˆ
0
±∓ = Pˆ
0
±OˆPˆ
0
∓. (4.6)
The operators Oˆ0±∓ mix the two subspaces H0± corre-
sponding to the considered projections and cause cor-
relations between them. This is the case of cˆ1b [for
B(b1) 6= B(b0))], as we have seen. Moreover, if Oˆ is a
unitary observable, the existence of the two mixing com-
ponents will indicate that unitarity is not respected in
each of the subspaces H0± separately. Our system cer-
tainly exhibits this kind of unitary operators and the
most straightforward example is exp(icˆ1b).
This analysis leads to the conclusion that the mixture
between interior and exterior of the horizon by quantum
effects is a generic result in this quantization and that
physical states entangle both regions.
V. CONCLUSION
We have argued that quantum mechanics applied to
the whole spacetime generically introduces quantum cor-
relations between different classically disconnected re-
gions (separated by horizons). This may be used as a first
stage of an analysis of a quantum multiverse scenario, in
which there may exist non-vanishing quantum correla-
tions among individual otherwise uncorrelated universes.
Ultimately, this would lead to the necessity of consider-
ing the whole multiverse in order to obtain a complete
knowledge of our own universe.
We have analyzed a Kantowski-Sachs minisuperspace
model of a spacetime with a positive cosmological con-
stant, whose classical solutions are Schwarzschild-de Sit-
ter universes. We have carried out a canonical quanti-
zation of this model following (an extension of) Dirac’s
canonical quantization program for systems with first-
class constraints. In this construction, the physical struc-
ture is consistent and robust only if we consider the
whole spacetime. We have proved that we can not re-
strict ourselves to the observed classical region when we
consider the spacetime quantum mechanically, because
9there appear generically unavoidable quantum correla-
tions between regions classically separated by horizons.
This is explicitly shown by checking that unitarity is pre-
served only when the whole spacetime is taken into ac-
count. Indeed, we have decomposed the physical Hilbert
space of the system into two subspaces corresponding to
states with support either between or beyond the hori-
zons. These Hilbert subspaces are not stable under the
action of unitary operators that describe a natural con-
cept of evolution on physical states. Therefore, these
states are better conceived as belonging to the tensor
product of both subspaces, which are not separable but
entangled.
In contrast with many discussions carried out in quan-
tum field theory on curved backgrounds (see e.g. [4, 37–
43]), a distinctive feature of our analysis is that our con-
clusions rest exclusively on the quantum behavior of the
geometry. The entanglement between the regions in the
interior and the exterior of the horizons has been shown
to occur without introducing any field in the system: it
is due solely to quantum properties of geometric observ-
ables on physical states of the Kantowski-Sachs model.
Immediately, a new avenue is opened: Extending our in-
vestigations to the quantization of fields –for instance,
a scalar one– propagating on the quantum background
studied here (this philosophy is similar to the strategy fol-
lowed in the hybrid quantization scheme of Loop Quan-
tum Cosmology. See [44–47]). Then one could study per-
turbations of homogeneous (i.e., only r-dependent) scalar
fields on this minisuperspace. In order to treat the back-
ground minisuperspace exactly, the “zero mode” of the
scalar field (describing its homogeneous part) could be
set to zero. Then we could expand the genuine pertur-
bations of the field in a mode basis, for which one can
consider e.g. a generalization of the analysis of Ref. [48].
Within this framework, one could analyze the differ-
ences between two ways of quantizing the model with
the field. The first one would be quantizing the field sep-
arately in the sector of positive c0 and negative c0 at b0,
and the second one quantizing it on the whole real line
for c0. This would allow us to look for quantum-field-
theory effects and entropy mixing between both regions,
but incorporating in the discussion the quantum nature
of the geometry. In this manner, one would extend to
the realm of quantum spacetime previous studies in the
localization of quantum modes in a cavity, in which the
tension between vacuum entanglement and having local-
ized states clearly shows up [49].
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