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Uma estratégia recente denominada Monte Carlo Quântico (MCQ) permite 
acessar a função de onda exata de um sistema resolvendo a equação de Schrödinger. 
Dentre as alternativas de MCQ destacam-se o Monte Carlo Quântico Variacional 
(MCQV) e o Monte Carlo Quântico de Difusão (MCQD). O MCQV determina o valor 
médio de qualquer propriedade atômica ou molecular associada a uma função de onda 
arbitrária empregando o algoritmo de Metropolis. O MCQD, por sua vez, baseia-se na 
solução da equação de Schrödinger dependente do tempo através de um processo de 
difusão em equilíbrio com um processo cinético de primeira ordem. 
Neste trabalho os objetivos são: a) comparar os efeitos de funções de base de 
Slater com diferentes expoentes nos níveis de teoria do MCQV e MCQD; b) testar 
funções de onda baseadas no modelo Hartree e Hartree-Fock no MCQV e MCQD e c) 
avaliar o efeito da localização de orbitais nestes métodos. Esses objetivos foram 
avaliados em átomos, moléculas diatômicas e alguns hidretos poliatômicos contendo 
elementos do segundo período da tabela periódica. 
Inicialmente, usou-se de uma função de onda representada por um determinante 
de Slater com orbitais obtidos através da combinação linear de funções de Slater através 
do método Hartree-Fock. Os expoentes do conjunto de base utilizado foram determinados 
através das Regras de Slater, otimização Hartree-Fock em ambiente molecular e 
otimizaçãoHartree-Fock em ambiente atômico. O MCQV e o MCQD foram empregados 
para a obtenção da energia média do sistema. Posteriormente, substituíram-se as funções 
de Slater por funções STO-6G. Os mesmos expoentes do conjunto de base utilizados nos 
cálculos com funções de Slater foram empregados para os cálculos STO-6G. Finalmente, 
utilizou-se o produto de Hartree como função de onda para os cálculos MCQV e MCQD 
com as funções de base já mencionadas.  
As principais conclusões desse trabalho são: a) o MCQD, conforme esperado, 
apresenta menores energias quando comparado ao MCQV; b) Cálculos MCQD usando 
determinante de Slater, conjunto de base com otimização de expoente para a molécula e 
átomo e nehum fator de correção forneceu energias comparadas a Gaussianas do tipo 
 viii 
double-zeta no método coupled cluster incluindo excitações simples e duplas; c) Funções 
de base STO-6G devem ser utilizadas com cautela para representar funções STO; d) as 
energias calculadas através do produto de Hartree apresentam um comportamento que se 
distancia das funções Hartree-Fock quando orbitais localizados são usados; e) resultados 










































A recent strategy called Quantum Monte Carlo (QMC) allows to access the exact 
wave function of a system solving Schrödinger’s equation. Among the alternatives of 
QMC, Variational Quantum Monte Carlo (VQMC) and Diffusion Quantum Monte Carlo 
(DQMC) are distinguished. VQMC determines the average value of any atomic or 
molecular property associated to an arbitrary wave function using Metropolis algorithm. 
DQMC, on the other hand, is based on the solution of the time-dependent Schrödinger 
equation from a diffusion process in equilibrium with a first-order kinetic process. 
In this work the objectives were: a) to compare the effect of the Slater basis set 
with exponents adjusted in different environments at the VQMC and DQMC levels of 
theory; b) to test wave functions based on the Hartree and Hartree-Fock models along 
with VQMC and DQMC; c) to evaluate the effect of orbital localization within these 
methods. These objectives are evaluated in atoms, diatomic molecules and some 
polyatomic hydrates containing elements from the second period of the Periodic Table.  
Initially, a conventional wave function represented by a single Slater determinant 
is used with orbitals from the linear combination of Slater’s functions from the Hartree-
Fock method. The basis set exponents are determined from the Slater rules, Hartree-Fock 
atom optimized and Hartree-Fock molecule optimized. VQMC and DQMC yielded the 
average energy of each system. Later, Slater’s functions are changed to the STO-6G basis 
functions. The same basis set exponents are applied for the STO-6G calculations. Finally, 
the Hartree product is used as a wave function for the VQMC and DQMC calculations 
with the same basis functions already mentioned. 
The main conclusions fro this work are: a) DQMC, as expected, presents lower 
energies when compared to VQMC; b) DQMC calculations using single Slater 
determinant and basis set with molecule and atom optimized exponents and no 
correlation factor provided energies compared to a Gaussian double zeta basis set at the 
coupled cluster including singles and doubles excitations level of theory; c) STO-6G 
must be used with caution in order to represent STO functions; d) the energies calculated 
with the Hartree product presented a behavior not far from the Hartree-Fock wave 
 x 
functions when localized orbitals were used; e) better results are expected if orbitals are 
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1.1. O Modelo de Hartree de Partículas Independentes 
 
Dentre os modelos matemáticos utilizados para representar a estrutura eletrônica 
de sistemas microscópicos, um dos mais utilizados é o modelo proposto por D.Hartree1-3  
e aperfeiçoado por V.Fock4,5. Na tentativa de solucionar o problema da separação das 
interações intereletrônicas, a aproximação de Hartree-Fock tornou-se um método padrão 
para iniciar qualquer estudo de representação de estados eletrônicos de átomos, 
moléculas, etc. 
O ponto de partida de grande parte das descrições quânticas está na utilização da 
equação de Schrödinger. Na sua forma independente do tempo, esta equação é escrita 
como: 
                         Ψ=Ψ EHˆ                                                           (1) 
em que Hˆ  é o operador hamiltoniano e Ψ é a função de onda que descreve o sistema. 
Uma primeira simplificação consiste em assumir que a equação de Schrödinger pode ser 
desacoplada em componentes eletrônicas e nucleares, conhecida como aproximação de 
Born-Oppenheimer6. Uma vez realizada esta separação pode-se concentrar esforços na 
solução da parte eletrônica ou nuclear. Por conveniência, neste trabalho a equação (1) 
será considerada como uma representação apenas da componente eletrônica. 
 Admitindo-se que a equação de Schrödinger possa ser resolvida exatamente para 
sistemas monoeletrônicos, o problema da solução exata para sistemas multieletrônicos 
está associado ao termo de repulsões intereletrônicas.  Na verdade, se este termo pudesse 
ser subdividido em componentes monoeletrônicas, a solução da equação de Schrödinger 
para um sistema contendo n elétrons seria dada por uma série de equações 
monoeletrônicas íntegro-diferenciais acopladas. Em outras palavras, ter-se-ia um 
conjunto de n equações do tipo: 





                                          (2) 
 2 
sendo que em unidades atômicas: 2
2
1ˆ



















)(vˆ i  corresponderia ao operador de repulsão eletrônica efetivo do i-ésimo 
elétron. As funções φi, chamadas de funções orbitais, corresponderiam a funções 
monoeletrônicas representando o i-ésimo elétron com energia εi. A função de onda total 
passa então a ser escrita através de um produto de funções de um elétron como: 
)n()1n()2()1()n2,,2,1( n1n21 φ−φφφ=Ψ −KK                            (3) 
 Esta sugestão foi apresentada por Douglas R. Hartree1,2 e caracterizada como um 
modelo de partículas independentes, apresentando uma energia eletrônica total definida 
como: 
JNeVTEeletrônica ++= )(                                              (4) 
sendo T a energia cinética eletrônica total, V(Ne) a energia de atração elétron núcleo  total 
e J a energia coulombica de repulsão envolvendo todos os elétrons. 
 Neste modelo, efeitos de correlação eletrônica são omitidos completamente e a 
equação (4) reflete o fato de que as interações eletrostáticas estão representadas por um 
campo coulombico médio. 
 
1.2. O Modelo de Fock e a Correlação Eletrônica 
 
 A aplicabilidade e qualidade dos resultados calculados em relação a dados 
experimentais para determinadas propriedades obtidas pelos cálculos de Hartree 
indicaram a necessidade de correções. Uma característica que deve ser incluída em uma 
função de onda representando uma distribuição de férmions é que ela deve ser anti-
simétrica. Neste sentido, Fock alterou o modelo de partículas independentes de Hartree 
considerando a indistinguibilidade eletrônica e a anti-simetria da função de onda4,5. As 
diferenças mais significativas entre os modelos de Hartree e Fock estão: a) na 
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                                        (5) 
e b) na energia eletrônica total, que no método de Fock adquiriu um termo adicional 
denominado de energia de troca (K), ou seja, 
KJNeVTEeletrônica −++= )( .                                               (6) 
Este termo de troca está associado à inclusão de efeitos de correlação eletrônica entre 
elétrons de spins paralelos 6. Conseqüentemente, lacunas podem ser identificadas 
imediatamente nos dois métodos. No modelo de Hartree verifica-se a completa ausência 
de correlação eletrônica e no modelo de Hartree-Fock a ausência de efeitos de correlação 
entre elétrons com spin opostos. Embora valores absolutos de diversas propriedades, 
como a energia, calculadas pelo método de Hartree ou Hartree-Fock correspondam 
freqüentemente a quase totalidade da grandeza, em propriedades que dependam de 
valores relativos os efeitos de correlação eletrônica podem se tornar extremamente 
significativos. Para que sejam calculadas propriedades levando-se em consideração 
efeitos de correlação de maneira completa é necessária à utilização de métodos mais 
elaborados.  
 
1.3. Correlação Eletrônica 
 
O método Hartree-Fock é um dos métodos mais empregados atualmente, mas 
revelou-se limitado para descrever propriedades como, por exemplo, a dissociação 
molecular. Essa limitação está diretamente associada à substituição da interação 
eletrostática pelo campo médio. A posição de cada elétron tem um vínculo local com a 
dos demais, o que o modelo de campo médio não reproduz. Essa dependência da posição 
dos elétrons é conhecida como correlação eletrônica, que muitas vezes é decisiva para a 
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previsão da reatividade molecular. Por isso, a sua descrição se tornou um dos problemas 
centrais da química quântica.  
A energia de correlação eletrônica (Ecorr) para um estado do sistema é definida 
como a diferença entre o autovalor exato não-relativístico do Hamiltoniano (E) e o valor 
esperado da energia na aproximação Hartree-Fock (εtot) 
6, expressa por: 
totcorr EE ε−=                                                     (7) 
As formas mais usuais para a obtenção das funções de onda correlacionadas no 
esquema autoconsistente são as teorias de perturbação7,8 de muitos corpos, o método de 
interação de configurações, o método coupled clusters e, mais recentemente, a teoria do 
funcional densidade. 
 
1.4. O Método Monte Carlo 
 
Dentre os diversos modelos existentes para tratar de forma completa problemas de 
estrutura eletrônica, um dos mais promissores é o método Monte Carlo Quântico 9,10. 
Com uma sistemática totalmente diferente das utilizadas usualmente para resolver a 
equação de Schrödinger 6, verifica-se que este método vem se destacando pela 
simplicidade de seus algoritmos e precisão possível de ser alcançada na determinação de 
propriedades atômicas e moleculares. O uso do MCQ está em expansão devido às 
constantes 11,12,13 inovações. Este crescente interesse é reflexo direto da disponibilidade e 
do contínuo desenvolvimento dos recursos computacionais que permitiram este tipo de 
cálculo sofisticado, não apenas para pequenas moléculas 14, mas também para grandes 
15,16 e variados 17,18 sistemas moleculares. Alguns estudos recentes exemplificam a 
dimensão atual de aplicação do MCQ: excitação eletrônica em porfirina 19, formação de 
dímeros uracil-água em nanogotas de hélio 20 e cálculo de propriedades óticas de 
nanopartículas (diamantóides: C10H16, C14H20, C26H32, C66H64, C10H16 e C87H76)
21.    
Existem diferentes alternativas para a realização de cálculos Monte Carlo 
Quântico. As duas mais utilizadas e que serão exploradas neste trabalho são os métodos 
Monte Carlo Quântico Variacional 22-29 e o Monte Carlo Quântico de Difusão 30-38. 
No método Monte Carlo Quântico Variacional (MCQV) os valores esperados são 
calculados via integração de Monte Carlo sobre o espaço 3N-dimensional de coordenadas 
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eletrônicas. Mais sofisticado, o Monte Carlo Quântico de Difusão (MCQD) é um projetor 
aproximado em que um processo estocástico de evolução do tempo imaginário é usado 
para melhorar uma distribuição de configurações. 
Em 1965 McMillan foi o primeiro a usar o MCQV em seu estudo de He líquido39. 
Uma das primeiras aplicações para sistemas de muitos férmions foi devido a Ceperley, 
Chester e Kalos 40 em 1977. Em um cálculo muito simples de Donsker e Kac41 foi usado 
um tipo de método projetor de Monte Carlo, porém seu algoritmo foi ineficiente e falhou 
para potenciais irrestritos tais como a interação de Coulomb. Kalos 42,43 desenvolveu o 
método projetor de Monte Carlo Função de Green, e melhorou enormemente sua 
eficiência introduzindo o conceito de amostragem preferencial (importance sampling), 
em que uma função de onda teste (ou guia) 44-46 é usada para guiar os movimentos no 
Monte Carlo 47. O algoritmo para MCQD pode ser encontrado em artigos de J. B. 
Anderson 37,48, Grimm e Storer 49 e Umrigar e colaboradores 50 e pode ser visto como 
uma aproximação precisa e conveniente para o algoritmo Monte Carlo Função de Green. 
A amostragem preferencial (importance sampling) foi introduzida no algoritmo MCQD 
por Grimm e Storer em 1971 49. 
Devido à natureza fermiônica da função de onda multieletrônica, esta deve 
apresentar regiões positivas e negativas. Este simples fato gera o problema do sinal 
fermiônico 46-51que predomina em todos os métodos MCQ de projeção. A procura por 
soluções exatas para o problema do sinal da função de onda é muito ativa uma vez que 
não existe uma solução exata inteiramente satisfatória. As simulações de MCQD de 
grandes sistemas usam a aproximação do nó fixo 31,35,52-54 de Anderson 37. Uma função de 
onda teste multieletrônica é escolhida e usada para definir uma superfície nodal teste. A 




Ψ é uma superfície de (3N-1) 




 e que muda de sinal. O algoritmo MCQD de nó 
fixo projeta a função de onda multieletrônica com o menor valor esperado possível para a 
energia consistente com aquela superfície nodal fixa. Os resultados não são exatos a 
menos que a superfície nodal teste seja exata, mas o método de nó fixo é 
computacionalmente estável e a energia calculada é variacional e, freqüentemente, muito 
precisa. 
 6 
O algoritmo MCQD de nó fixo com amostragem preferencial para férmions foi 
aplicado primeiro para o gás de elétrons por Ceperley e Alder 55, além de aplicações para 
sólidos com átomos leves como o Hidrogênio 56 e sólidos com átomos mais pesados 57. 
Importantes desenvolvimentos dos métodos têm incluído a introdução de técnicas de 
minimização da variância para ajustar funções de onda testes 58,59 e o uso de 
pseudopotenciais não-locais em cálculos MCQV e MCQD 60-63. Estas melhorias têm 
estimulado aplicações para uma ampla série de sistemas. 
Os métodos MCQV e MCQD são melhores ajustados para cálculos de energias 
porque estes têm a vantagem da propriedade de variância nula; como a função de onda 
teste se aproxima ao estado fundamental exato, as flutuações estatísticas na energia 
tendem a zero. Outros valores esperados do estado fundamental, tais como funções de 
correlação estática, podem ser calculadas, porém, a ausência de uma propriedade de 
variância nula torna isso mais difícil. 
Os métodos MCQV e MCQD são bem menos adaptados para o estudo de estados 
excitados, porém, têm sido usados com sucesso para cálculos de um grande número de 
propriedades do estado excitado de átomos 54,64, moléculas 65-67 e sólidos 68-71. Vários 
artigos de revisão exploram mais a fundo outras aplicações para o MCQ 72,73. 
Por fim, funções de onda testes acuradas são importantes para proporcionar alta 
precisão com um custo computacional razoável. Porém, considerando que as 
configurações no MCQD são geradas estocasticamente, os resultados são pouco 
dependentes de erros causados pelo limitado número de funções de bases.  
A função de onda teste mais usual na literatura tem um problema de interpretação 
física, isto é, ela não é consistente matemática e fisicamente, por exemplo, elas são 
incompatíveis com o princípio de exclusão de Pauli. Levando-se este argumento em 
conta, Custodio e Politi 74 introduziram o conceito de matriz densidade no MCQV, sendo 
que tal conceito além de ser consistente fisicamente gerou bons resultados para a energia 
do estado fundamental de átomos e moléculas diatômicas. 
 Desta forma, pode-se verificar que o método Monte Carlo Quântico 75 simplifica a 
resolução de problemas associados a sistemas com grande número de graus de liberdade 
e representados por integrais multidimensionais, que podem ser resolvidas determinando-
se valores da propriedade desejada através de uma média aritmética. Dessa forma, quanto 
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maior o número de pontos, melhor a estimativa da média, diminuindo-se o erro no 
cálculo da integral. 
 
1.5. Possibilidades Numéricas para o Método MCQ 
 
 Conforme descrito acima, a questão do uso de funções de onda mais simples que 
permitam realizar simulações de maneira mais eficiente e rápida é uma questão em aberto 
no método Monte Carlo Quântico. Eventualmente, se o uso do produto de Hartree for 
possível de ser utilizado para realizar as simulações MCQ, as simulações para sistemas 
grandes terão um ganho significativo em termos de desempenho computacional. As 
funções de onda de Hartree e Hartree-Fock diferem fundamentalmente pela inclusão ou 
não da anti-simetria, que leva no modelo de Hartree-Fock a consideração de efeitos de 
correlação eletrônica entre elétrons com spins paralelos. As funções de onda de Hartree 
não levam em conta qualquer efeito de correlação eletrônica.  
Ambos os métodos apresentam uma dependência comum. Considerando a solução 
de Roothaan de expandir os orbitais em termos de combinações lineares de funções de 
base, os cálculos Hartree e Hartree-Fock na versão empregando a combinação linear das 
funções de base são dependentes do número e tipo de funções de base e dos coeficientes 
de combinação linear. Enquanto os coeficientes de combinação linear podem ser 
determinados variacionalmente, o número de funções de base é determinado 
empiricamente e o tipo de funções de base é determinado pela conveniência 
computacional de possibilitar a solução de integrais de um e dois elétrons de forma 
precisa e rápida. Um fato bem conhecido em problemas de estrutura eletrônica é a 
determinação de integrais de dois elétrons e integrais com mais de dois centros. Este fato 
é um dos principais responsáveis pela popularização do uso das funções gaussianas em 
programas de mecânica quântica. Entretanto, no método Monte Carlo Quântico, como 
ficará evidente adiante, as integrais de repulsão eletrônica ou de mais de dois centros são 
resolvidas através das definições clássicas dos respectivos operadores multiplicativos e 
não constituem dificuldade para serem resolvidos por mais complicada que seja a função 
de onda. O termo mais complicado a ser resolvido corresponde à aplicação do laplaciano 
e/ou gradiente sobre a função de onda teste. Desta forma, utilizando-se a expansão de 
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funções de base para representar orbitais, no MCQ pode-se utilizar funções de base mais 
precisas, como as funções hidrogenóides ou de Slater. Na prática, grande parte das 
simulações MCQ faz uso de funções de base de Slater para representar os respectivos 
orbitais dos seus sistemas. Neste caso, surgem dois problemas convencionais: a) como 
obter os coeficientes de combinação linear Hartree-Fock com funções de Slater? e b) 
quais expoentes devem ser utilizados nos conjuntos de base? 
Para a primeira questão a solução mais simples corresponde ao uso de qualquer 
dos programas de estrutura eletrônica que empregam funções gaussianas e determinar os 
coeficientes de combinação linear dos orbitais através de funções de base do tipo STO-
nG. Estes conjuntos de base correspondem à tentativa de reproduzir o comportamento de 
funções de Slater através da combinação de funções gaussianas. O número N indica o 
número de funções gaussianas necessárias para representar uma função de Slater. Quase 
todos os programas de estrutura eletrônica com funções STO-NG apresentam duas 
alternativas: STO-3G e STO-6G. A representação mais precisa de uma função de base de 
Slater é sem dúvida a STO-6G. Porém, esta representação não está isenta de erros e uma 
avaliação sistemática inexiste na literatura. 
Para a segunda questão, utilizando-se funções de base de Slater ou STO-6G 
implicam na determinação de expoentes que representem os elementos da tabela 
periódica. Os expoentes de funções de base mínima podem ser determinados a partir das 
regras de Slater 76, ajuste em ambiente atômico e ajuste em ambiente molecular, sendo 
esses dois últimos ajustes variacionais. O nível de esforço computacional para a 
determinação dos expoentes das primitivas segue a seqüência apresentada. A questão que 
se pode formular é: considerando que o MCQD permite a obtenção de resultados além da 
função de onda teste, qual o ganho em termos de precisão numérica de realizar 
simulações com funções de Slater com expoentes provenientes de regras de Slater ou 










 Em função do exposto acima, definem-se como objetivos desta dissertação: 
• Comparar o desempenho de funções de base do tipo STO-NG e STO com 
expoentes determinados pelas regras de Slater, ajustados em ambientes atômicos e 
moleculares no MCQV e no MCQD. 
• Testar funções de onda provenientes do método de Hartree-Fock e realizar 
simulações no MCQV e no MCQD empregando o modelo de Hartree e Hartree-
Fock. 
• Avaliar o efeito da localização de orbitais e sua influência na eficiência e 
evolução das simulações MCQV e MCQD. 
Estes objetivos serão analisados principalmente em moléculas diatômicas 
contendo elementos do segundo período da tabela periódica e, eventualmente, em 
átomos e alguns hidretos poliatômicos.  
 
 
3. Metodologia e Formalismo 
 
 O Método Monte Carlo recebe a designação particular de Método Monte Carlo 
Quântico 9,10,77,78 quando empregamos essa técnica para resolver a equação de 
Schrödinger. De maneira geral, existem maneiras distintas de efetuar tal resolução. Duas 
das mais utilizadas são: o método Monte Carlo Quântico Variacional e o método Monte 
Carlo Quântico de Difusão. Independente da maneira com que o método é empregado, o 
fundamento se mantém, ou seja, equações integrais são resolvidas, ao invés de 
diferenciais. 
 No método Monte Carlo Variacional, procura-se determinar o valor médio de 
qualquer propriedade atômica ou molecular definida por um operador Ô, conhecendo-se 
uma função de onda arbitrária que possa descrever o sistema, integrando-se a equação: 













                                          (8) 
 A característica desse método está na maneira como a integral acima é resolvida. 
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 O método Monte Carlo de Difusão, por sua vez, baseia-se na grande semelhança 
existente entre a equação de Schrödinger dependente do tempo e a equação que descreve 
um processo de difusão. 
 Uma das grandes vantagens do método Monte Carlo Quântico corresponde à 
facilidade computacional do uso de funções de onda explicitamente correlacionadas para 
o método Monte Carlo Quântico Variacional. Outra vantagem é a projeção da função de 
onda exata através do método  Monte Carlo Quântico de Difusão. 
 
3.1. O Método Monte Carlo Quântico Variacional (MCQV) 
 
O MCQV 30-27, 79 conta com o método variacional para encontrar a energia do 
estado fundamental de sistemas da mecânica quântica. Escolhe-se uma função de onda 
parametrizada e variam-se os parâmetros para obter um limite superior da energia do 
sistema em estudo. Para encontrar o valor esperado da energia de N partículas exige-se a 














     (9) 
sendo x
r
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r
. Já que o custo computacional é alto para se calcular uma integral 
multidimensional através de um método convencional de malha fixa (Regra do trapézio 
ou Simpson, por exemplo) faz-se uso da aproximação de Monte Carlo. 
Utilizando-se o algoritmo de Metrópolis, a integral de uma função pode ser 
calculada acumulando-se a média da função sobre os pontos de um caminho aleatório no 
espaço de configuração. 
Dada a integral que se deseja calcular é possível dividir o integrando no produto 
de uma função de distribuição de probabilidade )(x
r
ρ e uma função )(xf
r
 de diferentes 
formas, e seria sensato escolher uma boa forma para )(x
r
ρ  assim como amostrar 
preferencialmente o valor da integral (amostragem preferencial). O objetivo é escolher a 
distribuição )(x
r
ρ  para fazer com que )(xf
r
, a parte restante do integrando, seja tão suave 
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quanto possível. Quanto menor a variância no cálculo da integral, mais suave será )(xf
r
 e 
o resultado estará próximo do exato. 
O MCQV usa diretamente a integração probabilística e a aplica na equação (9). 
Uma função de onda teste )(x
r
Ψ  é usada como uma aproximação para a função de onda 
de muitos corpos verdadeira. Assim, um limite superior para a energia E0 do estado 
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=  a densidade da energia local do sistema em estudo ou outra 
propriedade caso o hamiltoniano seja substituído pelo respectivo operador da propriedade 
desejada.  
 
3.2. Formalismo de Fokker-Planck  
 
A aplicação do algoritmo de Metropolis diretamente nas equações do MCV 
provoca uma alta taxa de configurações rejeitadas, num conseqüente desperdício 
computacional. Isto ocorre como resultado do deslocamento aleatório utilizado na 
geração das configurações. Esta estratégia, que desconsidera a forma da função peso, cria 
um número considerável de configurações pouco importantes para a média, sendo sua 
maioria descartada na etapa de aceitação-rejeição do próprio algoritmo de Metropolis. 
Uma alternativa para incrementar esta criação de configurações está 
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Esta equação descreve a evolução temporal da distribuição de probabilidade p. 
Nessa descrição, foi considerado que os eventos seguem uma seqüência de natureza 
markoviana, em que a probabilidade de ocorrência de um evento descrito por um 
conjunto de coordenadas genéricas x após um tempo t, depende apenas da probabilidade 
de ocorrência do evento imediatamente anterior, descrito pela coordenada genérica y. O 
primeiro termo à direita descreve o processo de difusão e o segundo termo é uma 
conseqüência de uma força, contrária ao movimento de difusão. Os coeficientes Ai(x) e 
Fi(x) são escolhidos de acordo com o modelo empregado para representar o sistema de 
interesse. A similaridade entre esta equação e a equação de Schrödinger dependente do 

































.   (13) 
A estabilidade dos sistemas microscópicos está associada ao estado estacionário desses 
sistemas. Nesse caso, a função distribuição de probabilidade ∫= dxf xxx 2 )(2 )()( ψψ , e a 
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3.3. A Função de Onda Teste 
 
 Como em todo método variacional, uma função de onda bem otimizada 6,9,55,80,81 
corresponde àquela com energia mais baixa. No MCQ uma função de onda tem o papel 
adicional de: reduzir a variância na energia local, significando simulações mais curtas 
para obter um erro estatístico desejado e fornecer propriedades nodais corretas para a 
função de onda, resultando em conseqüências no método Monte Carlo Quântico de 
Difusão. 
Para um sistema com N elétrons, a função de onda anti-simétrica mais simples é 


















    (18) 
 A aproximação de Hartree-Fock assume que a função de onda de N-elétrons 
consiste de um único determinante de Slater. Após a otimização dos orbitais de uma 
partícula, a energia variacional típica para essa aproximação pode chegar a 99% do valor 
experimental. Apesar desse valor parecer muito bom, a diferença de 1% representa o que 
chamamos de energia de correlação. Como o próprio nome dessa energia sugere, o efeito 
não incluído na função de onda determinada pela aproximação de Hartree-Fock é a 
correlação elétron-elétron. 
 Um outro efeito que não pode ser desprezado é o de que a função de onda de 
muitos corpos deve satisfazer “condições de cúspide”. Quando a distância entre duas 
partículas, dois elétrons ou um elétron e um núcleo se aproxima de zero, a energia 
cinética deve compensar a divergência observada pela energia potencial. Assim, para 




































paralelos-anti spins para 4/1
paralelos spins para 2/1ln
   (19) 
sendo rij a distância entre dois elétrons e riI a distância entre um elétron e um núcleo. 
Uma boa função de onda deve incluir essas condições de cúspide. 
 Como um único determinante não é uma boa descrição para alguns sistemas 
eletrônicos, podemos escrever a função de onda do estado fundamental de qualquer 
Hamiltoniana eletrônica como uma combinação linear de determinantes de Slater. Em 
termos de MCQ, o papel dos determinantes é melhorar os nós da função de onda e 
reproduzir a condição de cúspide. Entretanto, também é possível a reprodução exata das 
condições de cúspide sem correção dos nós da função de onda.  Neste caso, a função 
de onda teste usualmente empregada no MCQ é um produto entre dois determinantes de 





ijrU      (20) 
em que, )1()( brarrU +=  é a forma funcional da função de correlação, a e b são 
parâmetros ajustáveis e det(↑) e det(↓) são determinantes de Slater para elétrons de spin 
α e β, respectivamente. O parâmetro b corresponde a uma medida do que se denomina de 
buraco de correlação e a é ajustado para satisfazer as condições de cúspide entre pares de 
elétrons (19). Este tipo de função de onda satisfaz a condição de cúspide exatamente sem 
a necessidade de uma grande expansão de determinantes de Slater. Além disso, a inclusão 
dessa função de correlação abaixa a energia de maneira significativa.  
No entanto, os nós da função de onda não são melhorados, apesar da redução da 
variância da energia e, conseqüentemente, do tempo computacional. A forma funcional 
da função de correlação descreve exatamente as condições de cúspide, mas em geral, não 
descreve a forma do buraco de correlação. Nesse sentido, a função de correlação pode ser 
melhorada com o uso de funções mais flexíveis, com mais parâmetros ajustáveis e mais 
termos de correlação de ordem superior (correlação entre três elétrons e entre dois 
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elétrons e o núcleo, por exemplo). Tais formas permitem uma grande melhoria da energia 
do estado fundamental, ficando aberta a questão de como melhorar os nós da função de 
onda.  
 
3.4. O Cálculo dos Valores Esperados 
 
 Para calcularmos o valor esperado da energia, temos que, a cada passo da 
simulação de Monte Carlo Quântico, calcular a energia local referente à configuração Rm 
escolhida no passo m da simulação, isto é: 
)()(/)(ˆ)(/)(ˆ)( mmmmmmL RVRRTRRHRE +ΨΨ=ΨΨ=   (21) 
 O cálculo da energia potencial é trivial, restando apenas calcular a energia 































3.5. Função Guia 
 
 O uso de uma função de onda guia pode ser útil no MCQV. A idéia é usar a 
distribuição de probabilidades auxiliar, cujo cálculo seja mais rápido que o cálculo da 
função de onda teste e calcular os valores esperados uma vez a cada m passos do caminho 
aleatório, ao invés de passo a passo. Suponha que se tenha uma função guia )(RGΨ e que 
se faça uma amostragem de acordo com 
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= . Suponha que a correlação entre dois pontos adjacentes no caminho 
aleatório, ρ1, seja próximo de 1, enquanto ρm, a correlação após m passos seja próxima de 
zero. Após n passos, com EL calculado a cada passo, a variância da energia local será 
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kρ                                           (25) 







≈                                                         (26) 
E a razão entre as variâncias calculadas pelos dois métodos é dada por: 
[ ]













                                           (27) 
Observando-se os casos extremos, isto é, assumindo-se que todas as correlações sejam 
próximas de zero ou de um, com ρ1 = 1, chega-se a conclusão que o maior valor para esta 
razão é m=3 e o menor é 1/2. Ambos os casos não são realísticos, pois se está assumindo 
que o caminho aleatório é completamente correlacionado ou a correlação é inexistente. O 
caso intermediário, ,21=ρk  é mais realístico e a razão entre as variâncias é em torno de 
1. Assim, não está claro se existe alguma vantagem em usar a função guia, já que a 
variância continua da mesma ordem. Porém, se o cálculo de ΨG for g vezes mais rápido 
que o cálculo de Ψ, então EL pode ser calculado com uma frequência g vezes maior. 

















                                        (28) 
para tempo de computação idênticos. Alguns cuidados devem ser tomados na construção 








=  deve ser bem comportada para 
evitar flutuações na energia local, portanto, não aumentar a variância. Segundo, é 
necessário fazer um balanço entre a complexidade da função de onda e a precisão 
desejada no cálculo. 
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3.6. Gerando Distribuições de Probabilidade: O Algoritmo de 
Metrópolis 
 
 O algoritmo de Metrópolis 72,77,82-84 permite gerar uma seqüência de configurações 
{R1,...,Ri-1,Ri,Ri+1,...,Rm} que se apresentam de acordo com uma dada distribuição de 
probabilidades P(R). 
 A partir de uma configuração Ri, a próxima configuração na seqüência será 
gerada segundo o seguinte procedimento: 
• Fazer um movimento tentativo para uma nova configuração R’, de acordo com 
uma probabilidade de transição T(Ri→R’). 
• A configuração é aceita ou rejeitada de acordo com a função de aceitação 
A(Ri→R’)= min[1, {P(R’)T(R’→Ri)/P(Ri)T(Ri→R’)}] 
Caso A seja maior que um número aleatório entre 0 e 1, a configuração teste é 
aceita como a próxima configuração na seqüência (Ri+1=R’). Caso contrário, a 
configuração é rejeitada e preserva-se a configuração (Ri+1=R). 
 Esse procedimento gera um caminho aleatório que pode ser identificado como 
uma cadeia de Marcov 85, uma vez que o resultado de cada movimento depende somente 
da configuração imediatamente anterior. 
 
3.7. As Funções de Base de Slater 
 
Funções de base em coordenadas esféricas polares podem ser representadas da 
seguinte forma: 
                                   ),()(),,( φθφθχ lmnlnlm YrRr =                                         (29) 
sendo: Ylm(θ,φ) os conhecidos harmônicos esféricos e n e l são números inteiros 
denominados de números quânticos.  
Um dos primeiros casos de funções de base bem sucedidas, no sentido de 
simplificar a determinação das integrais de energia, foram as funções de Slater (STO – 
Slater Type Orbital) 76,86,87,88. Sua representação matemática corresponde à apresentada 
pela equação (29), porém substituindo-se a parte radial por:  
                                          )exp(),(),( 1 rrnNrR nn ζζζ −=
−                                     (30) 
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sendo ),( ζnN  um fator de normalização correspondendo a: 
                                          [ ] 2/1)2/1( )!2(/)2(),( nnN n+ζ=ζ                                     (31) 
ζ é um parâmetro que deverá ser ajustado e função de algum critério predeterminado. As 
funções de Slater correspondem a funções de base não-ortogonais.  
 As STOs utilizadas nesse projeto foram definidas em coordenadas cartesianas e 
correspondem a  rkcbaS erzyx
ζ−=χ , sendo a, b, c e k conjuntos de números inteiros 
maiores ou iguais a zero. Estes números não podem ser associados a números quânticos, 
embora caracterizem a simetria das funções de base. Como as funções de base utilizadas 
são todas de qualidade “single-zeta”, foram utilizados três tipos de expoentes: os 





em que s é uma constante de blindagem, n é o número quântico principal e Z é o número 
atômico. 
   Um outro conjunto de base bastante divulgado na literatura corresponde ao 
conjunto STO-nG 89, em que n=2,3,.... A obtenção dos coeficientes de mistura das 
funções gaussianas neste caso não é feita no sentido variacional, mas sim procurando 
minimizar o desvio entre a função de Slater em questão e o conjunto de funções 
gaussianas que procurarão reproduzir as suas características.  
Uma vez definido o tipo de função de base a ser utilizada, a pergunta que surge 
naturalmente é como estas funções poderão ser adaptadas aos sistemas de interesse? Para 
adaptar-se uma única função ou um conjunto de funções é necessário definir-se critérios 
de ajuste.  
 
3.8. O Método Monte Carlo Quântico de Difusão (MCQD) 
 
Apesar do MCQV ser simples e gerar respostas precisas se a função de onda for 
bem otimizada, algumas vezes torna-se difícil a inclusão de todos os efeitos desejados na 
função de onda. Nesse sentido, existe uma classe de métodos do tipo Monte Carlo 
Quântico que projetam o estado fundamental a partir da função de onda teste. Entre eles 
encontra-se o Monte Carlo Quântico de Difusão (MCQD) 26,30,31-44,37,90-100.  
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Nesse método, o estado fundamental de um sistema eletrônico é encontrado por 
meio do processo desenvolvido pela aplicação da técnica de integração de Monte Carlo 
na equação que descreve o fenômeno de difusão, por causa da semelhança matemática da 
expressão que regem esses dois sistemas.  













































E .  (32) 
sendo o índice 2Ψ  em LE a médias das energias locais resultande da função guia. 
A amostragem torna-se mais eficiente se inicialmente for considerado que cada 
partícula do ensemble tem um deslocamento aleatório com igual probabilidade para 
qualquer lado do eixo x. A função de onda tentativa produz uma distribuição que pode ser 
obtida a partir da densidade de partículas dependente do tempo (ρ(x,t)) que, por sua vez, é 














,      (33) 
sendo, t o tempo, x a posição e D a constante de difusão.  
A densidade das partículas desse sistema em um dado tempo t, pode ser obtida a 
partir de uma densidade inicial ρ(x,0), por meio da função de Green (G): 










= ,  (34) 
sendo que as funções de Green apresentam as seguintes propriedades: 
)()0;,( yxG yx −δ=   e  ∫ =1);,( dxG tyx .   (35) 
A função G pode ser interpretada como uma probabilidade de transição, ou seja, a 
probabilidade de uma partícula na posição x no tempo t = 0 mover-se para y num tempo t. 
Isso permite implantar um processo de deslocamento aleatório (random walk) para o 
sistema, por meio da equação 36, escolhendo um valor para o deslocamento (∆t): 
txy ttt ∆η+=∆+ )()( ,     (36) 
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na qual, η representa um número randômico escolhido a partir de uma distribuição 
gaussiana de média zero e variância igual a 2D.   
Essa estratégia poderia ser utilizada para obter uma densidade de partículas (ρ(x)) 
de um sistema que fosse compatível com uma função distribuição tentativa (Ψ2), o que 
permitiria a obtenção de propriedades médias do sistema. No entanto, a equação de 
difusão fornece uma densidade dependente do tempo, mesmo para tempos muito grandes 
(t → ∞), o que não é representativo de um estado estacionário de um sistema. 
A equação de Fokker-Planck é uma equação de difusão modificada que permite 
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== .    (38) 
Se )(),( ρρ xtx = , os termos relativos à derivada temporal da equação 37 ficam 















, e a densidade torna-se independente do tempo.  
Contudo, não é possível obter uma função de Green para a equação de 
Fokker-Planck para uma força F arbitrária.  É utilizada, então, uma forma aproximada, 
determinada a partir da função de Green da equação de difusão (equação 34): 











G .     (39) 
Uma vez que essa é apenas uma equação aproximada, ela não corresponde 
exatamente à solução da equação de Fokker-Planck. O erro associado ao uso dessa 
equação é proporcional a ∆t2, logo, quanto menor o valor de ∆t menor o erro devido ao 
emprego dessa forma aproximada da equação de Green. O deslocamento compatível com 
a equação 39 é:   
ttFxy xttt ∆η+∆+=∆+ 2/)()()( ,    (40) 
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sendo η o número randômico proveniente de uma distribuição gaussiana de média zero e 
variância igual a 2D. 
A redução do erro (∆t2) pelo uso de um ∆t muito pequeno é impraticável, pois o 
tempo de simulação para gerar ρ(x) cresceria indefinidamente. O erro, entretanto, pode ser 
corrigido pelo algoritmo de Metropolis por intermédio do balanceamento detalhado, 











∆=  .     (41) 
Se a probabilidade de uma partícula estar em x e mover-se para y (G(x,y;∆t)ρ(x)) é 
menor que a probabilidade de estar em y e mover-se para x (G(y,x;∆t)ρ(y)), então, w > 1 e o 
movimento de x para y será aceito. Por outro lado, se a relação for inversa, a aceitação 
dependerá da comparação entre w e um número randômico gerado de uma distribuição 
uniforme. 
A estratégia de Monte Carlo de Difusão pode ser empregada em cálculos de 
estrutura eletrônica pela semelhança funcional entre a equação de difusão (equação 33) e 
a parte cinética da equação de Schrödinger. 
 
3.9. O Método Monte Carlo Quântico de Difusão e a 
Localização de Orbitais 
 
No modelo de Hartree, verifica-se a ausência completa de correlação eletrônica e, 
no modelo de Hartree-Fock, a ausência de efeitos de correlação entre elétrons com spins 
opostos. É óbvio que a utilização do método de Hartree pode proporcionar simplificações 
significativas quando associado ao método Monte Carlo Quântico. A questão a ser 
avaliada é saber a sensibilidade do método para essa alternativa. Nesse trabalho, 
estaremos comparando o desempenho de funções de onda provenientes do método de 
Hartree e Hartree-Fock. 
É através do conceito de orbitais localizados 99-101 que o método de Hartree-Fock 
pode convergir para o método de Hartree. A localização de um orbital pode ser obtida de 
diversas maneiras. Uma delas corresponde à minimização das integrais de troca entre 
orbitais moleculares e maximização das integrais de Coulomb. Este método é atribuído a 
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Edminston e Ruedenberg 100. Entretanto, orbitais localizados podem ser definidos mesmo 
sem a utilização do método Hartree-Fock. Outro método utilizado é o método de Boys, 
que realiza a localização maximizando a distância dos centros de carga orbitais. Em testes 
realizados neste trabalho, pudemos constatar que, independentemente do critério utilizado 
para a localização orbital, usualmente a energia de troca nestes casos tende a valores 
muito próximos de zero. Embora modelos de ligação de valência sejam intuitivamente 
desejáveis, mas computacionalmente complexos, podemos considerar outros muito mais 
simples para a construção de orbitais localizados, dentre os quais, podemos citar, o 
modelo de funções gaussianas esféricas flutuantes (Floating Spherical Gaussian Orbital 
Model – FSGO) 102-112. 
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4. Resultados e Discussão 
 
 Com o intuito de facilitar a avaliação dos diferentes testes realizados com o 
método Monte Carlo Quântico, será apresentado um esquema simplificado no inicio de 
cada seção resumindo os principais métodos utilizados nas respectivas simulações. 
Os diagramas apresentados na Tabela 1 correspondem a um resumo de todas as 
simulações realizadas neste trabalho. Cada energia vinculada a um tipo de simulação 
aparece com o símbolo En, sendo n o índice que indica o tipo de simulação realizada. As 
definições das diferentes energias encontram-se descritas a seguir: 
 
E1: partiu-se de uma função de onda representada por um determinante de Slater com 
orbitais desenvolvidos através da combinação linear de funções de Slater através do 
método Hartree-Fock. Os expoentes do conjunto de base utilizado foram determinados 
pela Regra de Slater. Empregou-se o método Monte Carlo Quântico Variacional para 
a obtenção da energia média do sistema. 
 
E2: partiu-se de uma função de onda representada por um determinante de Slater com 
orbitais desenvolvidos através da combinação linear de funções de Slater através do 
método Hartree-Fock. Os expoentes do conjunto de base utilizado foram otimizados em 
ambiente atômico. Empregou-se o método Monte Carlo Quântico Variacional para a 
obtenção da energia média do sistema. 
 
E3: partiu-se de uma função de onda representada por um determinante de Slater com 
orbitais desenvolvidos através da combinação linear de funções de Slater através do 
método Hartree-Fock. Os expoentes do conjunto de base utilizado foram determinados 
pela Regra de Slater. Empregou-se o método Monte Carlo Quântico de Difusão para a 
obtenção da energia. 
 
E4: partiu-se de uma função de onda representada por um determinante de Slater com 
orbitais desenvolvidos através da combinação linear de funções de Slater através do 
método Hartree-Fock. Os expoentes do conjunto de base utilizado foram otimizados em 
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ambiente atômico. Empregou-se o método Monte Carlo Quântico de Difusão para a 
obtenção da energia média do sistema. 
 
E5: ao contrário das demais simulações, utilizaram-se funções STO-6G ao invés de 
Slater. Os expoentes utilizados foram definidos pela Regra de Slater. Empregou-se o 
Monte Carlo Quântico Variacional para a obtenção da energia média do sistema. 
 
E6: utilizaram-se funções STO-6G ao invés de Slater. Os expoentes do conjunto de base 
utilizado foram otimizados em ambiente atômico. Empregou-se o Monte Carlo 
Quântico de Difusão para a obtenção da energia média do sistema. 
 
E7: a função de onda utilizada corresponde ao produto de Hartree utilizando os mesmos 
orbitais moleculares com as mesmas funções de Slater dos cálculos Hartree-Fock. Os 
expoentes utilizados foram definidos pela Regra de Slater. Empregou-se o Monte Carlo 
Quântico Variacional para a obtenção da energia média do sistema. 
 
E8: a função de onda utilizada corresponde ao produto de Hartree utilizando os mesmos 
orbitais moleculares com as mesmas funções de Slater dos cálculos Hartree-Fock. Os 
expoentes do conjunto de base utilizado foram otimizados em ambiente atômico.  




Tabela 1: Diferentes esquemas ilustrativos dos métodos empregados em cada capítulo de 
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4.1. O Método Monte Carlo Quântico Variacional Utilizando 
Função de Onda Hartree-Fock e Base de Slater 
 
 Conforme mencionado no item 4, o esquema apresentado abaixo resume os 
cálculos abordados neste capítulo. Em outras palavras, serão realizados cálculos com um 
determinante de Slater com orbitais moleculares obtidos através da combinação linear de 
funções de Slater cartesianas através do método Hartree-Fock. Estes mesmos cálculos 
serão realizados com dois conjuntos de base mínima: a) com expoentes determinados 
pela Regra de Slater e b) com expoentes otimizados em ambiente atômico. Estas 
funções serão utilizadas em simulações empregando o Monte Carlo Quântico 














 O MCQV é o método Monte Carlo Quântico, computacionalmente mais simples 
de ser implementado. Numéricamente a qualidade dos resultados é inteiramente 
determinada pela qualidade da função de onda utilizada. Assim, uma “boa” função de 
onda proporcionará um resultado preciso e vice-versa.  
Um programa desenvolvido em Fortran 77 foi utilizado para a realização dos 
cálculos MCQV. As simulações foram efetuadas com 500 configurações que evoluíram 
por um processo de 100.000 passos com uma taxa de aceitação de 0,50. O número de 
configurações, normalmente denominadas de “psips” ou “walkers”, é arbitrário. O 
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Esquema 1 
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com a evolução da simulação demonstrou que 100.000 passos são adequados para a 
maioria dos nossos sistemas.  
Uma vez que o conjunto inicial de configurações é definido arbitrariamente, 
considera-se o número inicial de passos como descartáveis. Em outras palavras: a 
simulação evolui, inicialmente, por certo número de passos e somente após este processo 
de “termalização” é que a média é acumulada. Os processos de termalização foram 
realizados em todas as simulações e o número de passos usualmente é definido como 
sendo entre 1% e 10% do número de passos escolhidos.  
A taxa de aceitação é definida em função do tempo τ que determina a extensão do 
passo ou das alterações nas coordenadas possíveis de serem realizadas durante a 
simulação. A letra grega tau, τ, corresponde ao tempo para os deslocamentos, ou seja, 
tempo que as configurações levam para estabelecer uma nova posição das partículas no 
espaço, sendo que, quanto maior o τ, maior o percurso que as partículas percorrerão e 
vice-versa. Nos programas desenvolvidos a taxa de aceitação desejada é definida pelo 
usuário e o tempo τ é ajustado durante o processo de termalização para proporcionar 
taxas de aceitação próximas da desejada. Para τ grande, a taxa de aceitação é pequena 
(MCQV). Já o contrário vale para o MCQD. Isso porque, quando τ é pequeno, os 
movimentos são restritos, fazendo com que quase todas as novas configurações sejam 
aceitas. 
A geometria das moléculas estudadas é a apresentada na literatura 113,114 e foi 
obtida experimentalmente através de métodos espectroscópicos. A Tabela 2 apresenta o 
comprimento de ligação e a configuração eletrônica de cada molécula estudada.  
Tabela 2: Moléculas estudadas e seus respectivos comprimentos de ligação e 






































LiH 3,0150 1σ2 2σ2 
BH 2,3290 1σ2 2σ2  3σ2 
NH 1,9760 1σ2 2σ2  1π4 * 
HF 1,7330 1σ2 2σ2  3σ2 1π4 
LiF 2,8500 1σ2 2σ2  3σ2 4σ2  1π4 
BF 2,3850 1σ2 2σ2  3σ2 4σ2  1π4 5σ2 
CO 2,1320 1σ2 2σ2  3σ2 4σ2  1π4 5σ2 
* indica estados excitados. 
 
Os resultados apresentados nas Tabelas 3 e 4 correspondem aos valores de energia 
média, desvio padrão, taxa de aceitação e τ ajustado para a realização da simulação para 
diferentes moléculas diatômicas com expoentes ajustados pela regra de Slater 76 (Tabela 
3) e para o átomo (Tabela 4). Verifica-se que os resultados da Tabela 4 são melhores 
(energia mais baixa) que os provenientes do ajuste utilizando as regras de Slater. 
 
Tabela 3: Resultados de Energia média <E> (em u.a.), E1, τ (em s) e taxa de aceitação. 
Estes dados foram obtidos com o MCQV com funções de Slater com expoentes definidos 
pela regra de Slater e dados provenientes de cálculos Hartree-Fock da literatura 113,114. 
 
Molécula 
 <E> / u.a. 




τ / s 
Taxa de 
Aceitação 
Li2 -14,83991 ± 0,00022 -14,84075 0,217387 0,498547 
Be2 -29,05784 ± 0,00042 -29,05645 0,216110 0,497647 
C2 -75,21224 ± 0,00049 -75,21122 0,151957 0,507357 
N2 -108,56904 ± 0,00061 -108,57362 0,122401 0,500438 
F2 -197,85933 ± 0,00090 -197,85686 0,079219 0,499490 
LiH -7,96718 ± 0,00015 -7,96666 0,253574 0,497717 
BH -25,06455 ± 0,00028 -25,06210 0,233865 0,497961 
NH -54,26177 ± 0,00045 -54,25984 0,131875 0,501589 
HF -99,47340 ± 0,00062 -99,47854 0,098242 0,504437 
LiF -106,35969 ± 0,00088 -106,36521 0,116356 0,501284 
BF -123,61670 ± 0,00312 -123,61550 0,104168 0,496748 







Tabela 4: Resultados de Energia média <E> (em u.a.), E2, τ  (em s) e taxa de aceitação. 
Estes dados foram obtidos com o MCQV com funções de Slater com expoentes ajustados 








τ / s 
Taxa de 
Aceitação 
Li2 -14,84166 ± 0,00022 -14,84111 0,214158 0,500385 
Be2 -29,05694 ± 0,00043 -29,05612 0,217513 0,498911 
C2 -75,19561 ± 0,00052 -75,19880 0,155131 0,502651 
N2 -108,55455 ± 0,00089 -108,55808 0,127135 0,498685 
F2 -197,87853 ± 0,00092 -197,87409 0,082692 0,497989 
LiH -7,96569 ± 0,00016 -7,96598 0,253018 0,498963 
BH -25,05490 ± 0,00028 -25,05509 0,237243 0,498052 
NH -54,27347 ± 0,00062 -54,27581 0,132589 0,503906 
HF -99,49532 ± 0,00066 -99,49147 0,095701 0,500482 
LiF -106,38653 ± 0,00095 -106,38126 0,121795 0,499825 
BF -123,60225 ± 0,00309 -123,60373 0,104710 0,498267 
CO -112,32264 ± 0,00091 -112,32604 0,119714 0,499036 
A Figura 1 apresenta os desvios de energia definidos como a diferença entre as 
energias obtidas da literatura calculadas com o método Hartree-Fock e o MCQV (Tabela 
3). Os pontos acima do eixo x indicam que os valores de energia obtidos com o MCQV 
são menores que os valores da literatura. Já os pontos abaixo do eixo x indicam que os 






































Figura 1: Diferença de energia entre os cálculos Hartree-Fock da literatura apresentados 
na Tabela 2 e os resultados obtidos com o MCQV com funções de Slater e expoentes 
ajustados através das regras de Slater. 
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 Das doze moléculas analisadas, somente quatro apresentaram energia maior que 
os cálculos Hartree-Fock da literatura. O maior desvio obtido, de ±0,00552, foi para 
molécula de LiF. Desvios consideráveis também foram encontrados para as moléculas de 
HF (±0,00514) e N2 (±0,00458). Esses desvios são superiores a barra de erros dos 
cálculos MCQV. Formalmente o MCQV deveria reproduzir as energias provenientes dos 
cálculos Hartree-Fock com os mesmos conjuntos de base. Assim, como nossos cálculos 
MCQV não levam em consideração as correções devido a condições de cúspide essa 
diferença pode possivelmente afetar os resultados obtidos. 
De maneira semelhante, a Figura 2 apresenta as diferenças de energia entre as 
energias obtidas da literatura calculadas com o método Hartree-Fock e o MCQV com 






































Figura 2: Diferença de energia entre os cálculos Hartree-Fock da literatura apresentados 
na Tabela 3 e os resultados obtidos com o MCQV com funções de Slater e expoentes 
ajustados através para átomos. 
 
 Como no caso das funções de base ajustadas através das regras de Slater, das doze 
moléculas analisadas, seis apresentaram energia maior que a da literatura. Além disso, o 
maior desvio, da molécula de LiF, foi de 0,00527. A molécula de F2 apresentou desvio de 
±0,00444 e a de HF, ±0,00405. Esses desvios também estão acima do esperado em 
relação à incerteza das simulações com o MCQV.  
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Com o intuito de comparar as tendências das diferenças de energia quando se 
utiliza expoente obtido com as regras de Slater e ajustadas para átomos, construiu-se a 
Figura 3 sobrepondo as Figuras 1 e 2. As moléculas mais leves, como LiH, Li2, BH e Be2, 
apresentaram menores diferenças quando comparamos a energia proveniente do expoente 
obtido segundo regra de Slater e a energia proveniente do expoente ajustado para o 
átomo. A maior diferença aparece para as moléculas de HF e LiF. As diferenças 
possivelmente apresentam as mesmas causas comentadas acima, ou seja, efeitos de 
cúspide podem eventualmente ter afetado a precisão dos resultados para os sistemas mais 
pesados. Além disso, das doze moléculas analisadas para ambos expoentes, somente Li2, 
F2, NH, BF e LiF apresentaram menor energia com expoente ajustado para o átomo, 
indicando que, ao contrário do que se esperava, nem sempre o ajuste do expoente leva a 







































 Expoente ζ ajustado para o átomo















Figura 3: Diferença energia entre os dados da literatura apresentados na Tabela 2 e 3 e os 
resultados obtidos com o MCQV (Regra de Slater e ζ ajustado para o átomo). 
 
 A Figura 4 ilustra a evolução das simulações com o número de passos. Nela pode-
se observar o comportamento da energia média acumulada para a molécula de F2, de 
comprimento de ligação de 2,680 u.a. com expoentes obtidos segundo a regra de Slater 
como quanto para expoente ajustado para o átomo, no MCQV. 
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Figura 4: Comportamento da Energia Média acumulada da molécula de F2 com expoente 
ζ  obtido segundo Regra de Slater e com ζ ajustado para o átomo no MCQV. 
 
 Pela Figura 4 pode-se notar que as convergências das simulações para o F2 
apresentam menores oscilações com os conjuntos de base ajustados com as regras de 
Slater. Como verificado numericamente, o resultado de energia com expoente obtido 
segundo Regra de Slater apresentou-se ligeiramente maior (menos que 0,05 u.a.) que o 
valor de energia para base com expoente ajustado para o átomo. Esse resultado demonstra 
que conjuntos de base com expoentes otimizados em ambientes atômicos podem produzir 
valores para as energias moleculares melhores do que aquelas provenientes de conjuntos 
de base ajustados empiricamente pelas regras de Slater. 
 Embora os objetivos principais estejam concentrados em moléculas diatômicas, 
resolveu-se observar o comportamento do MCQV para átomos do segundo período da 
tabela periódica constituintes das moléculas estudadas. Assim, espera-se que as 
tendências aceitáveis do MCQV obtidos para moléculas sejam reprodutíveis para átomos 
devido a maior simplicidade desses. 
As funções de base utilizadas foram STOs (Slater-type orbitals). Os expoentes das 
funções de base utilizados foram obtidos da literatura115 e são todos de qualidade 
“double-zeta”. As demais condições são iguais as já citadas anteriormente para 
moléculas. Os átomos estão em seus estados fundamentais. 
 
 33 
Tabela 5: Resultados de Energia média <E> (em u.a.), E2, τ (em s) e taxa de aceitação 
obtidos utilizando o MCQV. 
Átomo 
<E>/ u.a. 




τ / s 
Taxa de 
Aceitação 
He -2,86203 ± 0,00016 -2,86167 0,219470 0,493006 
Be -14,57132 ± 0,00040 -14,57237 0,151824 0,504621 
B -24,52845 ± 0,00032 -24,52792 0,182701 0,504686 
C -37,68846 ± 0,00039 -37,68675 0,150204 0,503718 
N -54,39618 ± 0,00054 -54,39795 0,135053 0,505374 
O -74,80149 ± 0,00059 -74,80432 0,101446 0,499844 
 
A Figura 5 apresenta a diferença de energia entre os dados da literatura 
apresentados na Tabela 5 e os resultados obtidos com o MCQV (ζ ajustado para o 
átomo). Os pontos acima do eixo x indicam que o valor de energia obtido com o MCQV 
é menor que o valor da literatura. Já os pontos abaixo do eixo x indicam que o valor de 






























Figura 5: Diferença energia entre os dados da literatura 115 apresentados na Tabela 5 e os 
resultados obtidos com o MCQV (ζ ajustado para o átomo). 
 
Entre os átomos estudados, três apresentaram energias maiores que cálculos 
Hartree-Fock obtidos da literatura. A maior diferença em relação à literatura, 0,00283, foi 
do átomo de O, seguido do átomo de N com 0,00177 e C, com 0,00171. Novamente 
pode-se associar tal diferença ao aumento do número de elétrons e possível necessidade 




Comparando-se os resultados Hartree-Fock obtidos da literatura 113,114,115 com os 
dados obtidos com as simulações em MCQV, verifica-se uma boa concordância entre os 
dois métodos, sendo os desvios entre os mesmos aceitáveis, embora susceptíveis de 
aprimoramento. As principais causas possíveis associadas a estas diferenças podem ser: 
ausência de correção das condições de cúspide eletrônico e nuclear. Além disso, nem 
sempre o ajuste de ζ para o átomo leva a menor energia, uma vez que, das doze 

























4.2. O Método Monte Carlo Quântico de Difusão Utilizando 











Considerando a facilidade computacional para programar as equações do MCQD, 
freqüentemente empregam-se funções de base de Slater ao invés de funções de base 
Gaussianas. Como visto acima, o MCQV discrimina apropriadamente os resultados 
obtidos com diferentes funções de base. Como no MCQD algum efeito de correlação é 
incluído, o efeito do conjunto de base não é óbvio e tão pouco explorado na literatura. A 
literatura sugere que o método não sofra alterações significativas com a qualidade das 
funções de base. Como as simulações podem utilizar funções de Slater de forma trivial, 
na literatura é comum o uso de bases extensas de Slater que atinjam o limite Hartree-
Fock, pelo menos para átomos. Para simulações utilizando o MCQD estas mesmas 
funções de base atômicas próximas do limite Hartree-Fock são empregadas. Neste 
trabalho, a possibilidade de uso de bases mínimas será avaliada comparando os resultados 
de energias provenientes de simulações para moléculas diatômicas utilizando o método 
MCQD e funções de onda Hartree-Fock obtidas a partir de funções de base ajustadas: a) a 
partir das regras de Slater, b) ajustadas em ambiente atômico e c) ajustadas em ambiente 
molecular. 
Uma vez que o interesse deste estudo está concentrado na avaliação do efeito das 
funções de base, as funções de correlação foram eliminadas e iniciaram-se as simulações 










Regra de Slater 
ζ ajustado para o 
átomo/molécula 
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amostragem preferencial baseada no algoritmo de Fokker-Planck e o algoritmo de 
Metropolis 77. 
 As mesmas moléculas diatômicas homonucleares e heteronucleares tratadas no 
capítulo anterior foram analisadas, todas com camada fechada, contendo elementos do 
segundo período da tabela periódica. As simulações envolvendo o MCQD foram 
precedidas das simulações MCQV com o intuito de se reproduzir os resultados Hartree-
Fock da literatura e proporcionar configurações próximas das regiões de maior 
probabilidade, ou seja, convenientemente “termalizadas”. Certificando-se da coerência 
entre MCQV e energias Hartree-Fock da literatura, procederam-se as simulações MCQD. 
As simulações foram realizadas com 1.000 configurações que evoluíram por um processo 
de 100.000 passos com uma taxa de aceitação superior a 0,90. Nenhuma função de 
correlação explícita foi incluída nos cálculos para corrigir os efeitos de cúspide eletrônico 
e nuclear.  
Os resultados obtidos (Tabelas 6, 7 e 8) sugerem que o método MCQD 
empregando funções de base mínima seguem a tendência dos resultados Hartree-Fock, 
embora com resultados muito superiores, ou seja, apresentando menor energia. 
 
Tabela 6: Resultados de Energia média <E>, E3, (em u.a.) para base de Slater com 
expoente obtido segundo Regra de Slater, τ (em s) e taxa de aceitação obtidos utilizando 
o MCQD . 
 
Molécula 
 <E> / u.a. 
 regra de Slater 
 
τ / s 
 
Taxa de Aceitação 
Li2 -14,97637 ± 0,0026 0,004746 0,997401 
Be2 -29,27721 ± 0,00041 0,009829 0,996288 
C2 -75,81073 ± 0,00043 0,002629 0,995112 
N2 -109,33485 ± 0,00045 0,002154 0,994923 
F2 -199,48367 ± 0,00109 0,000588 0,997985 
LiH -8,06013 ± 0,00015 0,005707 0,997384 
BH -25,25254 ± 0,00026 0,001448 0,998749 
NH -54,70620 ± 0,00061 0,000927 0,998571 
HF -100,18507 ± 0,00078 0,001759 0,994256 
LiF -107,24973 ± 0,00100 0,001056 0,997520 
BF -124,45843 ± 0,00059 0,000785 0,998380 
CO -113,10959 ± 0,00073 0,001000 0,998093 
 
 37 
Tabela 7: Resultados de Energia média <E>, E4, (em u.a.) para base de Slater com 





(ζ ajustado para o átomo) 
 
τ / s 
 
Taxa de Aceitação 
Li2 -14,97576 ± 0,00029 0,004942 0,997253 
Be2 -29,28407± 0,00039 0,001000 0,999445  
C2 -75,81450 ± 0,00039 0,002672 0,995059 
N2 -109,33566 ± 0,00069 0,002179 0,994891 
F2 -199,46906 ± 0,00103 0,000568 0,998644 
LiH -8,07591 ± 0,00018 0,006572 0,889589 
BH -25,24564 ± 0,00027 0,003885 0,995229 
NH -54,71064 ±0,00065 0,001000 0,998444 
HF -100,20116 ± 0,00059 0,000698 0,998346 
LiF -107,25278 ± 0,00138 0,001077 0,997686 
BF -124,46690 ± 0,00221 0,001962 0,994494 
CO -113,13747 ± 0,00102 0,010000 0,998099 
 
A Figura 6 apresenta os desvios de energia definidos como a diferença entre a 
energia obtida com bases de Slater com expoentes ajustados para o átomo e a obtidos 
segundo as regras de Slater, ambas no MCQD. Os pontos abaixo do eixo x indicam que a 
energia obtida com expoente ajustado para o átomo apresentou-se menor quando 
comparada à energia proveniente de expoente obtido segundo as regras de Slater. Já os 
pontos acima do eixo x indicam que a energia obtida com expoente ζ  ajustado para o 
átomo apresentou-se maior quando comparada à energia proveniente de expoente obtido 
segundo Regra de Slater. 
De todas as moléculas, apenas Li2, BH e F2 apresentaram energia proveniente de 
expoente obtido segundo a Regra de Slater maior do que a energia obtida com expoentes 
ajustados para átomos. Assim, apesar do ajuste para o átomo requerer maior custo 










































Figura 6: Diferença de energia entre os dados obtidos com expoente ζ ajustado para o 
átomo e os resultados obtidos segundo a Regra de Slater no MCQD. 
  
Tabela 8: Resultados de Energia média <E>, E4, (em u.a.) para base de Slater com 





(ζ ajustado na molécula) 
  
τ / s 
 
Taxa de Aceitação 
Li2 -14,97058 ± 0,00019 0,009829 0,992669 
Be2 -29,27955 ± 0,00032 0,005178 0,994601  
C2 -75,80486 ± 0,00064 0,00994 0,998706 
N2 -109,38532 ± 0,00078 0,000811 0,998655 
F2 -199,24675 ± 0,00119 0,000598 0,998520 
LiH -8,06014 ± 0,00015 0,006193 0,997093 
BH -25,25614 ± 0,00028 0,001424 0,998786 
NH -54,75496 ± 0,00045 0,000968 0,998515 
HF -100,27286 ± 0,00113 0,000666 0,998450 
 
A Figura 7 apresenta a diferença quando se compara o resultado de energia com 
expoente ajustado para a molécula e o valor de energia obtido segundo a Regra de Slater 
no MCQD. Da mesma forma que anteriormente, os pontos abaixo do eixo x indicam que 
a energia obtida com expoentes ajustados para a molécula apresentou-se menor quando 
comparada à energia proveniente de expoente obtido segundo Regra de Slater e vice-
versa. 
Pode-se notar que, para moléculas pequenas, como LiH, Li2, BH e Be2, os desvios 
são pequenos, mas, para moléculas maiores (HF, N2 e F2), os desvios aumentam, 
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mostrando que nesses casos, o ajuste dos expoentes para a molécula é mais eficiente, ou 


































Figura 7: Diferença de energia entre os dados obtidos com expoente ζ ajustado para a 
molécula e os resultados obtidos segundo a Regra de Slater no MCQD. 
  
A Figura 8 apresenta o desvio de energia quando se compara o ajuste do expoente 
para o átomo e para a molécula. As moléculas de BH, NH, HF e N2 apresentaram energia 
menor com o ajuste dos expoentes em ambiente molecular. As demais apresentaram 
menor energia com o ajuste dos expoentes em ambiente atômico. Como somente nove 
moléculas foram estudadas, não se pode afirmar que o ajuste do expoente para as 
moléculas seja sempre melhor, ou seja, resulte em menores valores de energia, quando 
comparado ao ajuste do expoente para os átomos, apesar desse comportamento ser o 
esperado. Esse desvio pode estar relacionado à condição de cúspide. Assim, o ajuste dos 
expoentes para átomos pode ser suficiente para o tipo de cálculo que se está estudando, 



































Figura 8: Diferença de energia entre os dados obtidos com expoente ζ ajustado para a 
molécula e os resultados com expoente ζ ajustado para o átomo no MCQD. 
 
A Figura 9 mostra o comportamento da média acumulada obtida para a molécula 
C2, com comprimento de ligação de 2.3475 u.a., para expoente obtido segundo regra de 
Slater e ajustado para o átomo e molécula no MCQV. 
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Figura 9: Comportamento da Energia Média acumulada da molécula de C2 com base de 




Os resultados de energia obtidos para cada série de expoentes foram: ESlater= -
75,81073 u.a. (± 0,00043), EAtom=-75,81450 u.a. (± 0,00039) e EMolec=-75,80486 u.a. (± 
0,00064) (resultados Hartree-Fock: ESlater= -75,21122 u.a., EAtom= -75,19880 u.a. e EMolec 
= -75,22381 u.a.). Neste exemplo específico, a função de base obtida pelas regras de 
Slater produziu resultados tão bons quanto aqueles obtidos pelas bases ajustadas em 
ambiente atômico ou molecular. 
A Figura 10 apresenta a simulação MCQD para a molécula de NH, com 
comprimento de ligação de 1,9760 u.a.. Neste exemplo, observa-se a convergência da 
energia já em 20.000 passos e a tendência esperada no valor absoluto da energia, ou seja, 
o resultado da energia obtido com parâmetros otimizados em ambiente atômico é menor 
do que aquele obtido com expoentes provenientes das regras de Slater (diferença de 
0,1u.a.). Já na Figura 11, o comportamento da energia da molécula de BH, de 
comprimento de ligação de 2,3290 u.a. é apresentado. Nesta Figura, nota-se que a 
diferença na energia a partir de 60.000 passos converge para um mesmo valor com ambas 
as bases, indicando que, ao contrário do esperado, nem sempre o ajuste dos expoentes em 
ambiente atômico levará à menor energia molecular. Neste caso, o uso de expoente 
obtido segundo regra de Slater com uma base mínima é suficiente para o estudo do 
sistema. 




























Figura 10: Comportamento da Energia Média acumulada da molécula de NH com base 
de Slater e com expoentes ajustados para o átomo no MCQD. 
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Figura 11: Comportamento da Energia Média acumulada da molécula de BH com base 
de Slater e com expoentes ajustados para o átomo no MCQD. 
 
 A Figura 12 ilustra o comportamento da energia da molécula de N2, de 
comprimento de ligação de 2,0680 u.a., com base de Slater e com expoentes ajustados 
para átomos no MCQV e MCQD. 
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Figura 12: Comportamento da Energia Média acumulada da molécula de N2 com base de 
Slater e com ζ ajustado para o átomo no MCQV e MCQD. 
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 Pode-se observar pela Figura 12 que o MCQD, em vista dos resultados 
conhecidos, fornece resultados significativamente melhores, ou seja, com menor energia 
que o MCQV. Essa diferença significativa de energia advém do fato das funções de onda, 
no primeiro, serem utilizadas apenas como guia para a realização das simulações, 
permitindo que os resultados atinjam precisões consideráveis. No segundo caso, obteve-
se o resultado da energia associada apenas à função de onda utilizada. Observa-se 
também pouca diferença quando utilizamos bases de Slater e bases com expoentes 
ajustados em átomos.  
 Novamente retomaram-se os estudos dos átomos do segundo período da tabela 
periódica justamente devido aos bons resultados e à facilidade obtida em se trabalhar com 
sistemas moleculares, que são o objetivo do trabalho, utilizando o MCQD. 
Para os átomos, ao contrário do estudo realizado em moléculas diatômicas até 
agora, as simulações serão realizadas com o uso de funções de correlação. Sabe-se que o 
modelo de Hartree-Fock necessita ser corrigido em função da ausência de efeitos de 
correlação eletrônica entre elétrons com spins antiparalelos. A função de onda pode ser 
convenientemente adaptada para incluir efeitos de correlação eletrônica através de um 
fator que inclua a distância intereletrônica e elétron-núcleo.  A Tabela 6 apresenta alguns 
resultados obtidos com o MCQD para átomos no estado fundamental com a função de 




















As distâncias rij podem tanto ser considerada como as distâncias entre elétrons, quanto as 
















Os parâmetros a, b, c e d são ajustados de maneira a corrigir as condições de cúspide 
eletrônico e nuclear e incluir efeitos de correlação eletrônica.  
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No tratamento de átomos, os orbitais atômicos foram representados por funções 
de base double-zeta da literatura 115  e para montar o determinante de Slater. Conjuntos de 
500 a 1000 configurações (walkers) foram utilizadas para o cálculo da energia em cada 
passo. O equilíbrio foi atingido com 1.000 passos e os valores médios foram obtidos com 
20.000 a 30.000 passos. Utilizou-se o método simplex com a modificação de Nelder e 
Mead para a otimização dos parâmetros b e d. Os parâmetros a e c foram definidos para 
satisfazer as condições de cúspide eletrônico e nuclear. 
 A Figura 13 apresenta o comportamento da energia do átomo de C com base de 
Slater e ζ ajustado para o átomo no MCQV e MCQD. A diferença entre o MCQV e o 
MCQD com fator de correlação (Tabela 9) é de cerca de 0,2 u.a. e entre o MCQV e o 
MCQD sem fator de correlação é de cerca de 0,12 u.a.. O MCQD sem fator de correlação 
corresponde à linha (intermediária). Sua energia, (37,80885 ± 0,000403) u.a. é superior 
ao MCQD com fator de correlação. Além disso, para 100.000 passos, não se obtém uma 
boa convergência, como para as demais simulações. Assim, pode-se dizer que o fator de 
correlação está não só relacionado à obtenção de menores energias, como também, a uma 
melhor convergência. 
 
Tabela 9: Resultados de Energia média <E>, E4, (em u.a.) para base de Slater com 
expoente ζ  ajustado para o átomo, fator de correlação, τ (em s) e Taxa de Aceitação 
obtidos utilizando o MCQD . 
Átomo Pade-Jastrow 
<E>/ u.a. 
(ζ ajustado no átomo) 
τ / s Taxa de 
Aceitação 
He a= 0,5, b = 0,74578 
c= -ZA, d= 48,33447 
-2,90515 ± 0,00012 0,001108 0,999851 
Be a= 0,5, b = 1,44531 
c= -ZA, d= 100,76172 
-14,66134 ± 0,00058 0,001000 0,999385 
B a= 0,5, b = 1,99224 
c= -ZA, d= 73,52533 
-24,66229 ± 0,00091 0,001000 0,999072 
C a= 0,5, b = 5,02881 
c= -ZA, d= 76,60156 
-37,88348 ± 0,00127 0,001000 0,998610 
N a= 0,5, b = 4,97878 
c= -ZA, d= 141,94712 
-54,61483 ± 0,00143 0,001000 0,998161 
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O a= 0,5, b = 5,84855 
c= -ZA, d= 211,56332 
-75,09396± 0,00145 0,001000 0,997615 
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Figura 13: Comportamento da Energia Média acumulada do átomo de C com base de 
Slater e ζ ajustado para o átomo no MCQV e MCQD (com e sem fator de correção). 
 
4.2.1. Comparação entre os Valores de Energia Calculados e os 
Valores de Energia Descritos na Literatura 
 
Objetivando-se avaliar os resultados de energia obtidos com o MCQD, resolveu-se 
compará-los com outros métodos difundidos na literatura. Intenciona-se somente 
observar quanto as energias obtidas se aproximam das energias provenientes de outros 
métodos. Os valores da literatura foram obtidos partindo-se de moléculas no estado 
fundamental. 
Nas Tabelas 10 a 13 encontram-se os valores de energia obtidos segundo dois 
métodos: 
- G3116,117: trata-se de um uma combinação de métodos que procuram atingir o 
limite de saturação de conjuntos de base e efeitos de correlação eletrônica, 
compensando erros, permitindo chegar a resultados precisos a um custo 
computacional mais reduzido. 
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- CCSD(T)/6-31G 118: inclui simples, duplas e triplas excitações perturbativas e 
double-zeta. 
Tabela 10: Comparação entre os valores de Energia <E> (em u.a.) obtidos com o MCQD 
e o método G3 116,117. 
 
Molécula 
<E>  / u.a. 
(ζ ajustado para o átomo) 




Li2 -14,97576 ± 0,00029 -14,968117 -0,007607 
Be2 -29,28407± 0,00039 -29,225554 -0,008253 
C2 -75,81450 ± 0,00039 -75,886297 0,019456 
N2 -109,33566 ± 0,00069 -109,480717 -0,051656 
F2 -199,46906 ± 0,00103 -199,422856 0,483135 
LiH -8,07591 ± 0,00018 -8,052523 0,075567 
BH -25,24564 ± 0,00027 -25,271996 0,212736 
NH -54,71064 ±0,00065 -55,189335 0,038839 
HF -100,20116 ± 0,00059 -100,397806 0,145867 
LiF -107,25278 ± 0,00138 -107,288569 0,071900 
BF  -124,46690 ± 0,00221 -124,611072 0,152642 
CO -113,13747 ± 0,00102 -113,181486 -0,060814 
Tabela 11: Comparação entre os valores de Energia <E>  (em u.a.) obtidos com o 
MCQD e o método CCSD/6-31G 118. 
 
Molécula 
<E> / u.a. 
(ζ ajustado para o 
átomo) 




Li2 -14,97576 ± 0,00029 -14,897716 -0,078654 
Be2 -29,28407± 0,00039 -29,124660      -0,152550 
C2 -75,81450 ± 0,00039 -75,778480 0,003225 
N2 -109,33566 ± 0,00069 -109,368386 0,032726 
F2 -199,46906 ± 0,00103 -199,286441 -0,197225 
LiH -8,07591 ± 0,00018 -8,017458 -0,042672 
BH -25,24564 ± 0,00027 -25,225524 -0,027016 
NH -54,71064 ±0,00065 -55,135794 0,491944 
HF -100,20116 ± 0,00059 -100,334423 0,189353 
LiF -107,25278 ± 0,00138 -107,261628 1,061898 
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BF -124,46690 ± 0,00221 -124,496472 0,038042 
CO -113,13747 ± 0,00102 -112,734825 0,374765 
 
 Nas Figuras 14 e 15 os pontos acima do eixo x indicam que a energia obtida com 
o MCQD com expoentes ajustados para átomos foi, em geral, menor que a energia obtida 
com os métodos G3 ou CCSD/6-31G. As diferenças obtidas foram as maiores até agora, 
da ordem de 0,4 para ambos os métodos e devem estar relacionadas ao tipo de base 
utilizada, que não incluía a correção de cúspide por fatores de correlação. Além disso, 
tais desvios também podem estar relacionados a diferenças nos estados eletrônicos, uma 
vez que esse fator não foi levado em consideração. Segundo a Tabela 2, Be2 e NH 
aparecem em estado excitado e os métodos G3 e CCSD/6-31G apresentados tratam 
somente de moléculas no estado fundamental.  
Para o método G3, somente três moléculas, LiH, Li2 e Be2, apresentaram melhores 
resultados (menor energia) com o MCQD. Já para o método CCSD/6-31G, sete 
moléculas apresentaram melhores resultados com o MCQD, LiH, Li2, BH, Be2, C2, CO, 



































Figura 14: Diferença de energia entre os dados do método G3 e os resultados com 





































Figura 15: Diferença de energia entre os dados do método CCSD/6-31G e os resultados 
com expoente ajustado para átomo no MCQD. 
 
As Tabelas 12 e 13 apresentam a comparação entre os métodos G3 e 
CCSD(T)/631-G e o MCQD. Para ambos os métodos e para todos os átomos os desvios 
foram positivos, ou seja, a diferença de energia entre os Métodos G3 e CCSD(T)/631-G e 
o MCQD indicou que o último apresentou as menores energias, sendo bastante eficiente 
para simulações de átomos. Isso indica que os fatores de correlação contribuem 
significativamente para a obtenção de melhores resultados. 
 A Tabela 14 mostra os valores exatos de energia. Interessante é notar que todos 
os valores obtidos, exceto para o Be, apresentaram energia menor no MCQD.  
 
Tabela 12: Comparação entre os valores de Energia <E> (em u.a.) obtidos com o MCQD 
e o método G3 116,117. 
Átomo 
<E> MCQD/ u.a. 
(ζ ajustado no átomo) 
<E> / u.a. 
G3 
Diferença 
He -2,90515 ± 0,00012 -2,90235 0,00280 
Be -14,66134 ± 0,00058 -14,65972 0,00162 
B -24,66229 ± 0,00091 -24,64257 0,01972 
C -37,88348 ± 0,00127 -37,82772 0,05576 
N -54,61483 ± 0,00143 -54,56434 0,05049 
O -75,09396 ± 0,00145 -75,03099 0,06297 
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Tabela 13: Comparação entre os valores de Energia <E> (em u.a.) obtidos com o MCQD 
e o método CCSD/6-31G 118. 
Átomo 
<E> MCQD/  u.a. 
(ζ ajustado no átomo) 
<E> / u.a. 
CCSD (T)/631-G 
Diferença 
He -2,90515 ± 0,00012 -2,85516 0,04999 
Be -14,66134 ± 0,00058 -14,56698 0,09436 
B -24,66229 ± 0,00091 -24,52205 0,14024 
C -37,88348 ± 0,00127 -37,68067 0,20281 
N -54,61483 ± 0,00143 -54,38545 0,14024 
O -75,09396± 0,00145 -74,78393 0,31003 
 
Tabela 14: Comparação entre os Valores Exatos de Energia 9 e os obtidos com MCQD/ 
(ζ ajustado no átomo). 
 
Átomo 
E MCQD/  u.a. 
(ζ ajustado no átomo) 
Valor Exato de 
Energia 9 / u.a. 
 
Diferença 
He -2,90515 ± 0,00012 -2,9037 0,00145 
Be -14,66134 ± 0,00058 -14,6673 -0,00596 
B -24,66229 ± 0,00091 -24,6539 0,00839 
C -37,88348 ± 0,00127 -37,8451 0,03838 
N -54,61483 ± 0,00143 -54,5895 0,02533 




 O ajuste de expoentes em ambiente atômico e molecular leva, de maneira geral, a 
menores valores de energia, quando são comparados com os valores de energia 
provenientes de expoentes obtidos pelas regras de Slater. No entanto, tal generalização 
deve ser considerada com cautela, dado que existem moléculas cuja otimização de 
expoente não leva a menores energias. Porém, de maneira geral, entre os três tipos de 
ajustes, o que apresenta expoentes otimizados em ambiente atômico forneceu resultados 
de energia e desvios inferiores, sendo o mais adequado para simulações envolvendo 
moléculas diatômicas levando-se em conta a relação custo computacional e benefício, 
uma vez que a otimização em ambiente atômico e consideravelmente mais simples e 
transferível do que em ambiente molecular. 
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O MCQD, conforme esperado, apresenta menores energias quando comparado ao 
MCQV. Quando comparado a outros métodos, como o G3 e o CCSD(T)/631-G, o 
MCQD apresentou bons resultados para moléculas e excelentes resultados tanto em 
termos de energia alcançada quanto em termos de convergência para átomos que 
incluíram fatores de correlação. 
Valores menores que os exatos foram obtidos com o MCQD. Isso indica que o 
algoritmo pode ser melhorado para a obtenção de melhores resultados. 
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4.3. O Método Monte Carlo Quântico de Difusão Utilizando 












Embora se tenha encontrado na literatura conjuntos de base de Slater e cálculos 
Hartree-Fock para a realização de simulações de MCQ, procurou-se avaliar a 
dependência das simulações com funções de onda provenientes de conjuntos de base 
STO-6G. Esta expansão tem sido usada para gerar funções de onda de Hartree-Fock ao 
invés de funções de onda provenientes de cálculos Hartree-Fock com funções de Slater. 
Neste trabalho utilizaram-se os expoentes e coeficientes de expansão STO-6G 119 da 
literatura e contidos na Tabela 15 para moléculas diatômicas e hidretos do 2º período da 
tabela periódica. Foi utilizado o programa Gaussian 2003 116 para determinar as funções 
de onda Hartree-Fock e energias a partir de funções de base STO-6G, cujos valores 
encontram-se na Tabela 16. Estas funções de onda serão utilizadas em simulações MCQ e 
os resultados serão comparados com resultados provenientes de simulações com funções 
de onda Hartree-Fock conjuntos de base de Slater para avaliar a incerteza introduzida nas 
simulações com este tipo de aproximação. 
Além dos cálculos descritos acima, que foram realizados com orbitais 
delocalizados, buscou-se avaliar a influência da localização de orbitais no valor da 
energia. A localização trata-se de uma transformação unitária, e, portanto, não deve 
alterar a energia final do sistema. Assim, partindo-se das mesmas condições apresentadas 
acima, aplicou-se método de localização dos orbitais de Boys 120. Tal método maximiza a 
distância dos centros de carga e foi aplicado para todas as moléculas presentes na Tabela 











Regra de Slater 




Tabela 15: Expansão STO-6G para os orbitais atômicos 1s, 2s e 2p 119. 























Tabela 16: Resultados de Energia <E>, (em u.a.) obtidos em nível Hartree-Fock e bases 
STO-6G com o programa Gaussian 2003. 
 
Molécula 
 <E> / u.a. 
(regra de Slater) 
<E> / u.a. 
(ζ ajustado para o átomo) 
Li2 -14,8346437 -14,8349872 
Be2 -29,0451539 -29,0447503 
C2 -75,1860672 -75,1734686 
N2 -108,5394311 -108,5235813 
F2 -197,8002874 -197,8168427 
LiH -7,9634172 -7,9627269 
BH -25,0530976 -25,0460425 
NH -54,2427363 -54,2585832 
HF -99,45000691 -99,4626594 
LiF -106,3339111 -106,3496203 
BF -123,5784385 -123,5662696 
 
As Tabelas 17 e 18 apresentam os resultados das simulações MCQD com 
coeficientes de combinação linear obtidos utilizando-se o programa Gaussian 2003 e 
expoentes obtidos através das regras de Slater (Tabela 17) e ajustados em átomos (Tabela 
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18). As simulações foram realizadas nas mesmas condições do MCQD com base de 
Slater.  
 
Tabela 17: Resultados de Energia média <E>, E5,  (em u.a.), τ (em s) e taxa de aceitação 
obtidos utilizando o MCQD com coeficientes de funções de bases STO-6G e expoentes 
baseados nas regras de Slater. 
Molécula  <E> / u.a.  
(regra de Slater)  
τ / s Taxa de Aceitação 
Li2 -14,95857 ± 0,00016 0,010384 0,992446 
Be2 -28,98723 ± 0,00028 0,005117 0,994571 
C2 -74,95148 ± 0,00043 0,000952 0,998756 
N2 -108,67963 ± 0,00048 0,002086 0,995057 
F2 -199,31875 ± 0,00115 0,000574 0,998933 
LiH -8,03708 ± 0,00015 0,007027 0,996464 
BH -24,529170 ± 0,00040 0,001305 0,998884 
NH -54,64287± 0,00042 0,002387 0,994888 
HF -99,27957 ± 0,00058 0,001739 0,994265 
 
Tabela 18: Resultados de Energia média <E>, E6,  (em u.a.), τ (em s) e Taxa de 
Aceitação obtidos utilizando o MCQD com coeficientes de funções de bases STO-6G e 
expoentes ajustados para o átomo. 
Molécula <E>/ u.a.  
(ζ ajustado no átomo) 
τ / s Taxa de Aceitação 
Li2 -14,95815 ± 0,00019 0,010366 0,992466 
Be2 -28,98628 ± 0,00026 0,005216 0,994481 
C2 -74,92447 ± 0,00062 0,000992 0,998698 
N2 -108,72146 ± 0,00054 0,000806 0,998650 
F2 -199,22078 ± 0,00127 0,000586 0,998563 
LiH -7,97144 ± 0,00022 0,002711 0,999074 
BH -24,53899 ± 0,00041 0,001323 0,998873 
NH -54,653910 ± 0,00057 0,000941 0,998560 
HF -99,34671 ± 0,00074 0,000671 0,998418 
  
Considerando as avaliações realizadas anteriormente, seguiu-se o mesmo padrão, 
ou seja, pontos acima do eixo x indicam que o ajuste dos expoentes para átomos produziu 
uma menor energia quando comparada à energia proveniente de expoente obtido segundo 
as Regras de Slater. Assim, das nove moléculas analisadas, somente três, LiH, C2 e F2, 
apresentaram melhor energia com o ajuste para os átomos (Fig.16). Ao contrário do que 
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foi apresentado no capítulo 4.2, para coeficientes de funções de bases STO-6G, o ajuste 


































Figura 16: Diferença de energia entre os dados de base STO-6G/Regra de Slater e os 
resultados de base STO-6G/com ajuste de expoentes em ambiente atômico no MCQD. 
 
Comparando-se os dados das Tabelas 6, 7, 17 e 18, nota-se que os resultados 
obtidos a partir do MCQD com coeficientes de funções de base de Slater apresentaram 
menor energia que os resultados obtidos utilizando o MCQD com coeficientes de funções 
de bases STO-6G. Esperavam-se resultados idênticos ou que os cálculos obtidos com 
funções de Slater fossem ligeiramente melhores, no entanto, os últimos foram muito 
melhores, indicando que bases STO-NG devem ser utilizadas com cautela. 
As Figuras 17 e 18 abaixo apresentam as diferenças de energia entre as bases 
STO-6G e de Slater, com expoentes obtidos segundo as regras de Slater e com expoente 
ajustados em ambiente atômico. 
Em ambos os gráficos, todos os pontos apareceram abaixo do eixo x, indicando 
que os coeficientes de funções de bases de Slater produziram menores valores de energia 
quando comparados com os coeficientes de funções de bases STO-6G, independente do 
expoente. A diferença entre as bases e sua influência na energia foi grande, chegando a 
quase 1 u.a. (molécula de HF para Regra de Slater e C2 para ζ ajustado no átomo). Isso 


































Figura 17: Diferença de energia entre os dados obtidos de base STO-6G (Tabela 17) e 
Slater (Tabela 6) ambas com Regra de Slater no MCQD. 
 
A Figura 19 apresenta o comportamento da energia da molécula de Be2, de 
comprimento de ligação de 3,7800 u.a.. Ela ilustra a convergência da energia média 
acumulada tanto para expoente obtido segundo as regras de Slater como quanto para 

































Figura 18: Diferença de energia entre os dados obtidos de base STO-6G (Tabela 18) e 
Slater (Tabela 7) ambas com ajuste de ζ para o átomo no MCQD. 
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Figura 19: Comportamento da Energia Média acumulada da molécula de Be2 com 
diferentes coeficientes de funções de bases STO-6G no MCQD. 
 
 Para a molécula de Be2, ao contrário das demais simulações, 200.000 passos 
foram necessários para a obtenção de convergência para ζ obtido segundo as regras de 
Slater. Porém, com expoente ajustado em ambiente atômico percebe-se que o sistema não 
atingiu o equilíbrio. A Figura 20 apresenta o comportamento da energia média acumulada 
para a molécula de HF. As convergências estão de acordo com as Tabelas 6, 7, 17 e 18, 
ou seja, as bases STO-6G apresentaram energias superiores às bases de Slater, 
independente do ajuste de expoente. Pode-se notar também que para as bases STO-6Gs, o 
ajuste de ζ para o átomo levou a uma menor energia quando comparado com a regra de 
Slater. Já para a base Slater, diferentes ajuste de expoentes não alteraram 
significativamente a energia.  
 Na Figura 21, os resultados obtidos com a expansão STO-6G não produziram um 
melhor resultado, ou seja, os valores de energia obtidos foram superiores aos obtidos com 
as bases na literatura no MCQD. 
Assim, as Figuras 20 e 21 demonstram que os coeficientes provenientes da 
expansão STO-6G (base mínima), não produzem uma boa representação da densidade 
eletrônica para funções de base de Slater e, portanto, devem ser utilizadas com cautela. 
Em caso de real necessidade do uso de bases STO-NG para representar funções de Slater, 
seria necessário o uso de uma expansão STO-NG, com N>6. 
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As funções de onda Hartree-Fock testadas até o momento foram obtidas da 
literatura 113,114 com conjuntos de base de qualidade “single-zeta”. O uso de melhores 
funções, tal como: “double-zeta”, provavelmente minimizariam essas diferenças e 
produziriam resultados mais próximos entre base de Slater e STO-6G.  
 
Figura 20: Comparação entre o comportamento da Energia Média acumulada da 
molécula de HF com coeficientes de funções de bases STO-6G e com coeficientes de 
funções de bases de Slater no MCQD. 
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Figura 21: Comparação entre o comportamento da Energia Média acumulada da 
molécula de BH com coeficientes de funções de bases STO-6G e com coeficientes de 
funções de bases de Slater no MCQD. 
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 Devido à viabilidade em se trabalhar com moléculas diatômicas utilizando 
coeficientes de funções de bases STO-NG, simulações para moléculas maiores, como 
NH3 e H2O foram testadas. Como se tratavam de moléculas maiores utilizou-se expansão 
STO-10G. Além do MCQD, discutido ao longo do capítulo, também se realizou 
simulações MCQV e os coeficientes de expansão STO-10G121 foram desenvolvidos 
empregando-se o método de Huzinaga122 e encontram-se na Tabela 19. Os dados 
referentes a essas duas simulações encontram-se nas Tabelas 20 e 21. 
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Tabela 19: Valores de α e dos coeficientes de mistura para os orbitais 1s, 2s e 2p 121. 








 7.803685 0.015127 
 19.704622 0.005148 
 51.109340 0.001303 
























Comparando-se os valores de energia obtida utilizando o MCQV e o MCQD 
ambos com coeficientes de funções de bases STO-10G e expoentes ajustados para o 
átomo, a mesma tendência observada anteriormente se mantém, ou seja, o MCQD leva a 
menores energias, independente do tipo de função de base, STO ou STO-NG.  
Observando a Figura 22, pode-se notar que a diferença de energia entre o MCQV 
e o MCQD chega a quase 0,5 u.a. (0,46385 u.a.). 
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Tabela 20: Resultados de Energia média <E>, E6,  (em u.a.) com coeficientes de funções 
de bases STO-10G e expoente ζ  ajustado para o átomo, τ (em s) e Taxa de Aceitação 
obtidos utilizando o MCQV. 
 
Molécula 
<E> / u.a. 
(ζ ajustado para o átomo) 
 
τ / s 
 
Taxa de Aceitação 
NH3
111 -56,00567 ± 0,00063 0,184972 0,502895 
H2O
112 -74,89472 ± 0,00079 0,118546 0,505398 
 
Tabela 21: Resultados de Energia média <E>, E6,  (em u.a.) com coeficientes de funções 
de bases STO-10G e expoente ζ  ajustado para o átomo, τ (em s) e Taxa de Aceitação 
obtidos utilizando o MCQD . 
 
Molécula 
<E> / u.a. 
(ζ ajustado para o átomo) 
 
τ / s 
 
Taxa de Aceitação 
NH3 -56,46952 ± 0,00053 0,001000 0,998738 
H2O -75,63909 ± 0,00078 0,001000 0,998099 
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Figura 22: Comportamento da Energia Média da molécula de NH3, com base STO-10G, 





4.3.1. Comparação entre os Valores de Energia Calculados e os 
Valores de Energia Obtidos na Literatura 
 
Novamente, objetivando-se avaliar os resultados de energia obtidos com o MCQD, 
resolveu-se compará-los com outros métodos difundidos na literatura. Intenciona-se 
somente observar quanto as energias obtidas se aproximam das energias provenientes de 
outros métodos, sem levar em consideração se as energias calculadas e os valores da 
literatura foram obtidos partindo-se de moléculas nos mesmos estados eletrônicos 
Nas Tabelas 22 e 23 encontram-se os valores de energia obtidos segundo dois 
métodos: 
Tabela 22: Comparação entre os valores de Energia <E> (em u.a.) obtidos com o 
MCQD/STO-10G e o método G3 116,117. 
 
Molécula 
<E> MCQD/ u.a. 
(ζ ajustado no átomo) 




NH3 -56,46952 ± 0,00053 -56,507014 -0,037494 
H2O -75,63909 ± 0,00078 -76,382046 -0,742956 
 
 
Tabela 23: Comparação entre os valores de Energia <E> (em u.a.) obtidos com o 
MCQD/STO-10G e o método CCSD/10-G e CCSD(T)/6-31G 118. 
 
Molécula 
<E> MCQD/ u.a. 
(ζ ajustado no átomo) 
<E> / u.a.  
CCSD/10-G 
<E> / u.a. 
CCSD(T)/6-31G 
NH3 -56,46952 ± 0,00053 -56,0716794 -56,183431 
H2O -75,63909 ± 0,00078 -75,5875649 -76,009600 
 
 O Método CCSD/10-G é mais simples que o método CCSD(T)/6-31G, o que 
explica aquele apresentar valores de energia superior a esse.  
Na Figura 23, somente a molécula de NH3 apresentou energia inferior, no MCQD 
com coeficientes de funções de bases STO-10G, quando comparada aos demais métodos. 
Para as moléculas diatômicas foram utilizadas bases STO-6G, as quais não apresentaram 
bons resultados. Esperava-se, portanto, que o uso de uma base maior, como a STO-10G, 
produzisse resultados mais próximos aos da base de Slater, no entanto, tal hipótese não se 
verificou. Assim, cabe ressaltar que talvez o problema esteja no tipo de base, 
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independente da sua expansão, o que só vem a reforçar que bases STO-NG não são uma 


































Figura 23: Diferença de energia entre os métodos G3, CCSD e CCSD(T)/631-G e o 




Funções de base STO-NG devem ser utilizadas com cautela para representar 
funções STO, tanto para moléculas diatômicas, quanto para moléculas maiores. Apesar 
das funções STO-NG permitirem cálculos mais rápidos devido a sua simplicidade 
matemática, todos os resultados de energia foram superiores quando comparados às 
STOs. Talvez funções de qualidade “double-zeta” poderiam ser utilizadas para estimar 




4.4. O Método Monte Carlo Quântico Variacional Utilizando 











Um outro programa em Fortran 77 foi desenvolvido para realizar simulações de 
MCQ utilizando-se determinantes de Slater com orbitais provenientes de cálculos 
Hartree-Fock ou apenas o produto de Hartree. Somente foi feito o cálculo variacional 
porque não se conseguiu escrever um programa para o MCQD. 
H2O e NH3, espécies diatômicas homonucleares e heteronucleares e átomos foram 
utilizadas como teste para avaliação do efeito da função de onda no método MCQV. 
Duas funções de onda foram empregadas. A primeira consistindo de um determinante de 
Slater com orbitais desenvolvidos através da combinação linear de funções de Slater pelo 
método Hartree-Fock e a segunda função de onda correspondendo ao produto de Hartree 
utilizando os mesmos orbitais moleculares com as mesmas funções de Slater dos cálculos 
Hartree-Fock. Ambas as funções eram delocalizadas. 
Posteriormente, procurou-se localizar os orbitais e repetiram-se as simulações 
com os respectivos orbitais localizados empregando os dois tipos de simulação. Pretende-
se com isso avaliar se e quanto a localização dos orbitais influencia no valor de energia, 
tanto com função de onda Hartree, como com função de onda Hartree-Fock. Dois 
métodos de localização foram utilizados: o método de Boys 120, discutido anteriormente e 
o outro que faz a diagonalização da matriz de troca entre os orbitais moleculares. Assim, 
também serão comparados métodos de localização diferentes e suas influências nos 
resultados de energia. 





Regra de Slater 





  As simulações foram realizadas com 1.000 configurações que evoluíram por um 
processo de 100.000 passos com uma taxa de aceitação de 0,5. O método de Fokker-
Planck foi empregado e não foram incluídas funções de correlação explicitas. Esta não 
inclusão é intencional, uma vez que pretendemos comparar os efeitos das funções de 
onda Hartree-Fock e de Hartree e as funções de correlação certamente mascarariam os 
efeitos provenientes das funções de onda elementares. Para cálculos Hartree, cada orbital 
tem o seu τ, pois elétrons e orbitais são tidos como distintos. Isso faz com que a 
convergência seja mais rápida. Os resultados dessas simulações encontram-se na Tabelas 
24 e 25. 
Tabela 24: Resultados de Energia média <E>, E7, (em u.a.) e taxa de aceitação obtidos 
utilizando o MCQV com o método de Hartree e expoentes obtidos segundo a regra de 
Slater. 
Molécula <E> / u.a. (regra de Slater) Taxa de Aceitação 
Li2 -13,29315 ± 0,00033 0,501130 
Be2 -26,72702 ± 0,00047 0,497085 
C2 -70,91616 ± 0,00077 0,500894 
N2 -102,95467 ± 0,00101 0,499745 
F2 -184,99847 ± 0,01805 0,499961 
LiH -7,94923 ± 0,00016 0,496583 
BH -24,84998 ± 0,00029 0,497338 
NH -53,48342 ± 0, 00048 0,493826 
HF -97,38543 ± 0,00075 0,487434 
LiF -102,45043 ± 0,00102 0,480156 
BF -119,12939 ± 0,00529 0,468465 
CO  -112,03348 ± 0,00131 0,492601 
 
Tabela 25: Resultados de Energia média <E>, E8,  (em u.a.) e Taxa de Aceitação obtidos 
utilizando o MCQV com o método de Hartree e expoentes ajustados para o átomo. 




Li2 -13,61594 ± 0,00034 0,501132 
Be2 -26,14643 ± 0,00051 0,500828 
C2 -70,72724 ± 0,00078 0,496894 
N2 -103,09216 ± 0,00102 0,499321 
F2 -185,89983 ± 0,01784 0,501641 
LiH -7,94927 ± 0,00016 0,500549 
BH -24,83152 ± 0,00030 0,500735 
NH -53,50101 ± 0,00048 0,494210 
HF -97,60832 ± 0,00075 0,488735 
LiF -102,49947 ± 0,00102 0,477930 
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BF -118,86991 ± 0,00539 0,467180 
CO -112,16612 ± 0,00151 0,503959 
 
Na Figura 24, pontos acima do eixo x indicam que a energia proveniente de 
expoente obtido segundo Regra de Slater foi menor que a energia obtida com expoente 
ajustado para o átomo. Novamente, observa-se um comportamento padrão, ou seja, 
menores energias foram obtidas com expoentes ajustados em átomos. Cabe ressaltar, 
somente, que, apesar das diferenças parecerem pequenas, a escala para essa Figura é da 









































Figura 24: Diferença de energia entre base Slater/Regra de Slater e Slater/com ajuste de 
ζ  para o átomo no MCQV-Hartree. 
 
As Figuras 25 e 26 apresentam todas as moléculas estudadas e a relação entre a 
função Hartree e a Hartree-Fock no MCQV. Sempre a função Hartree-Fock produziu 










































Figura 21: Diferença de energia entre base Slater, com expoente obtido segundo regra de 








































Figura 26: Diferença de energia entre base Slater, com expoentes ajustados em átomos, 
nos programas MCQV para Hartree e Hartree-Fock. 
 
Segundo os resultados das Tabelas 23 e 24, pode-se notar que moléculas 
diatômicas homonucleares apresentam resultados piores que as heteronucleares. 
Também, com o aumento do número de elétrons do sistema, aumentam os desvios 
utilizando o produto de Hartree no MCQV. Embora a função de onda localizada elimine 
os termos de troca, deve-se lembrar que a mesma não é autoconsistente em relação ao 
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método de Hartree e sim em relação ao método de Hartree-Fock. Possivelmente 
simulações com funções de onda autoconsistentes pelo método de Hartree proporcionem 
melhores resultados. Além disso, a energia superior do o produto de Hartree está 
relacionada ao fato desse método não levar em consideração a correlação de elétrons de 
spins paralelos. 
4.4.1. Efeitos da Localização e Delocalização de Orbitais nas 
Simulações MCQ 
 
A molécula BeH2, com comprimento de ligação de 2,5 u.a. foi utilizada como 
teste para avaliação do efeito da função de onda no método MCQV. Duas funções de 
onda foram empregadas. A primeira consistindo de uma função de onda Hartree-Fock 
obtida através da combinação linear de funções de Slater (Be{1s(ζ=3,6848), 2s(ζ=0,956), 
2pz(ζ=0,956)} e H{1s(ζ=1,0)}). A segunda função de onda corresponde à função de 
onda Hartree-Fock submetida a uma diagonalização da matriz de troca entre os orbitais 
moleculares. Esta transformação localiza os orbitais moleculares e caracteriza a função de 
onda como semelhante àquela proveniente do método de Hartree. 
As duas funções de onda foram submetidas ao método MCQV adaptado para 
utilizar funções de onda Hartree-Fock. Os resultados obtidos para essa molécula foram: 
Eloc = -15,8882 u.a. e Edeloc = -15,8985 u.a.. Resultados precisos, incluindo a correlação 
eletrônica são da ordem de E=-15,8869 u.a. 
Observando-se os gráficos da Figura 27 e 28, nota-se que, embora as condições 
iniciais das simulações sejam idênticas, a convergência da energia comporta-se melhor 
com a função de onda empregando orbitais localizados. Curiosamente, a propagação dos 
“walkers” também apresenta comportamento distinto, porém equivalente. As densidades 
eletrônicas totais calculadas através da distribuição de “walkers” (Figura 28) são 
semelhantes, sugerindo que qualquer das alternativas de cálculo pode ser utilizada para 
determinar a energia ou a densidade eletrônica do sistema. 
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Figura 22: Gráfico referente à Energia Média 〈E〉 por número de passos. 
 
 
Figura 238: Gráfico referente ao no. de “walkers”  por no. de passos. 
 
 Uma outra experiência computacional foi realizada empregando o método MCQV 
com funções de onda de Hartree-Fock e apenas produto de Hartree. As duas funções de 
onda foram submetidas aos dois tipos de cálculos (localizado e delocalizado) e os 
resultados da convergência da energia encontram-se na Figura 29. Esta figura mostra uma 
outra característica extremamente interessante. Os resultados das simulações utilizando o 
método MCQD com as funções de onda localizadas e delocalizadas empregando o 
método de Hartree-Fock são semelhantes, como verificamos acima, enquanto que o 
resultado das simulações empregando apenas o produto de Hartree difere acentuadamente 
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pelo uso da função de onda localizada ou não. A diferença entre os resultados Hartree e 
Hartree-Fock pode estar no fato de que a função é autoconsistente em relação ao modelo 
Hartree-Fock, mas não ao Hartree.  
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Figura 29: Energias obtidas segundo Hartree e Hartree-Fock para orbitais localizados e 
delocalizados utilizando método de diagonalização da matriz de troca entre os orbitais 
moleculares. 
 
 A energia eletrônica determinada pelo método de Hartree é dada por: 
  
e a energia pelo método de Hartree-Fock é dada por: 
 
 
Em que T = Energia Cinética; V(Ne) = Atração Nuclear; J = Repulsão Eletrônica e K = 
Energia de Troca. Verifica-se que a única diferença entre elas é a presença da energia de 
troca no método Hartree-Fock. Esse termo de troca está relacionado à inclusão de efeitos 
de correlação entre elétrons de spins paralelos. Assim, pode-se dizer que a diferença de 
energia entre o método Hartree e o método Hartree-Fock (Figura 29) possivelmente 
corresponde ao termo de troca K. Portanto, o processo de diagonalização da matriz de 




duas simulações utilizando a função de onda Hartree-Fock e Hartree com orbitais 
localizados.  
Também se fez a localização dos orbitais123-125 seguindo o método de Boys 120 no 
Programa Gaussian. Partiu-se de bases STO-10G. A energia obtida entre orbitais 
delocalizados e localizados foi a mesma. Assim, obteve-se Eloc=Edeloc= -15,713397. Os 
coeficientes dessa simulação do Gaussian foram utilizadas no MCQ, e os resultados 
obtidos foram: MCQV/Hartree-Fock=-15,531384 u.a., MCQD/Hartree-Fock=-15,849082 
u.a. e MCQV/Hartree=-15,222425 u.a.. A convergência das energias encontra-se na 
Figura 30. Esperava-se que os valores de energia obtidos por ambos os métodos fossem 
os mesmos, no entanto, todos os resultados obtidos a partir da localização de Boys 
levaram a valores de energia maiores que os obtidos com o método de diagonalização da 
matriz de troca entre os orbitais moleculares. 
































Figura 30: Energias obtidas segundo Hartree e Hartree-Fock para localização de orbitais 
utilizando método de Boys. 
 
Essa diferença entre os métodos de localização pode estar relacionada ao tipo de 
base utilizada: o da diagonalização utilizou base de Slater, enquanto o de Boys utilizou 
base STO-NG. Isso só reforça os dados apresentados anteriormente, que bases STO-NG 
não devem ser utilizados no MCQ para representar bases de Slater. 
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Simulações com produtos de Hartree no MCQV para átomos do segundo período 
da tabela periódica foram realizadas. Os dados encontram-se na Tabela 26. Nenhum 
efeito de correlação foi incluído. 
 
Tabela 26: Resultados de Energia média <E>, E8,  (em u.a.) e Taxa de Aceitação obtidos 
utilizando o MCQV com o método de Hartree e expoentes ζ ajustados para o átomo. 
Átomo E  (ζ ajustado no átomo) Taxa de Aceitação 
He -2,86213 ± 0,00011 0,503939 
Be -14,41850 ± 0,00028 0,494715 
B -24,37418 ± 0,00035 0,495604 
C -37,28261 ± 0,00434 0,503197 
N -53,66405 ± 0,00534 0,497261 
O -73,67986 ± 0,00065 0,499245 
 
Na Figura 31, o mesmo padrão presente nas Figuras 25 e 26 é observado: o 
método Hartree-Fock/MCQV, quando comparado ao método Hartree/MCQV, sempre 
produziu as menores energias. Vale ressaltar que o He apresentou a mesma energia em 
ambas as simulações (diferença de 0,0001 u.a.). Essa concordância de valores está 
relacionada à irrelevância da energia de troca (K) no método Hartree-Fock, fazendo este 

































 Na Figura 32 é possível observar o comportamento do átomo de O, com expoente 
ajustado no átomo, no MCQV e MCQD, utilizando método Hartree e Hartree-Fock. 
Conforme esperado, o valor de energia obtido com o método Hartree no MCQV 
apresentou-se muito superior ao MCQV/Hartree-Fock e mais ainda quando comparado ao 
MCQD/Hartree-Fock. Essa diferença, maior que 1,0 u.a., quando se compara o 
MCQV/Hartree ao MCQD/Hartree-Fock advém de no último ter-se utilizado de funções 
de corrrelação, que diminuíram ainda mais a energia. As funções de correlação utilizadas 
foram as mesmas apresentadas na Tabela 9 e somente foram aplicadas para o cálculo 
MCQD/Hartree-Fock.  























Figura 32: Comportamento da energia média acumulada do átomo de O , no MCQV e 
MCQD, utilizando método Hartree e Hartree-Fock e expoente ζ ajustado no átomo. 
 
Também foram realizadas simulações com produto Hartree para moléculas 
maiores, como NH3 e H2O. Partiram-se dos mesmos dados do capítulo 4.3, ou seja, foram 




Tabela 27: Resultados de Energia média <E>, E8,  (em u.a.) e Taxa de Aceitação obtidos 
utilizando o MCQV com o método de Hartree e expoentes ajustados para o átomo. 
Molécula <E> / u.a. (ζ ajustado no átomo) Taxa de Aceitação 
NH3 -54,88452 ± 0,00069 0,497404 
H2O -74,70055 ± 0,00089 0,492110 
 
 A Figura 33 apresenta a diferença de energia entre o método Hartree-Fock e o 
método Hartree, ambos no MCQV para a H2O e NH3. Para a molécula de amônia, essa 
diferença foi maior que para a molécula de água, mas, para ambas as moléculas, o 




























Figura 33: Diferença de energia entre o método Hartree-Fock e o método Hartree, ambos 
no MCQV para a H2O e NH3. 
 
Na Figura 34, comportamento semelhante ao átomo de O é observado para a 
molécula de H2O. Novamente, a maior energia advém do método Hartree no MCQV. 
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Figura 24: Comportamento da energia média acumulada da molécula de H2O , no 





 O método de Hartree, apesar de muito mais rápido, ainda não deve ser utilizado, 
uma vez que, por conta da não autoconsistência da função de onda utilizada com esse 
modelo, as energias obtidas sempre foram mais altas que as obtidas pelo método Hartree-
Fock nas mesmas condições. 
 Da mesma forma, funções localizadas e delocalizadas não apresentaram grande 
diferença de energia quando se faz uso do método Hartree-Fock. O mesmo não podendo 
ser dito a respeito do método de Hartree, em que grandes diferenças foram observadas 
quando se realizava a localização e tal procedimento não deveria alterar a energia final, 
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