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Summary
At the European Organisation for Nuclear Research CERN in Geneva, Switzerland the design of
the Compact LInear Collider (CLIC) for high energy physics is studied. To achieve the envisaged
high luminosity the quadrupole magnets and radio-frequency accelerating structures have to be
actively aligned with micron precision and submicron resolution. This will be done using beam-
based algorithms which rely on beam position information inside of quadrupoles and accelerating
structures.
After a general introduction to the CLIC study and the alignment algorithms, the concept of the
interaction between beams and radio-frequency structures is given.
In the next chapter beam measurements and simulations are described which were done to study
the performance of cavity beam position monitors (BPMs). A BPM design is presented which is
compatible with the multi-bunch operation at CLIC and could be used to align the quadrupoles.
The beam position inside the accelerating structures will be measured by using the structures
themselves as BPMs. This concept was demonstrated on an undamped and a heavily damped
and detuned accelerating structure. The performance of accelerating structures as beam position
monitor was evaluated based on simulations and measurements.
Finally a technique to compute the transverse wake of a periodic accelerating structure based on
calculation of the fields in one cell is presented.
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iChapter 1
General Introduction
The content of this thesis is based on the work that I carried out as a doctoral student between June
2000 and June 2003 in the CLIC studies team of the radio-frequency group at CERN in Geneva,
Switzerland. I was supervised by Prof. Dr. A. Böhm at my home university, the RWTH Aachen,
and Dr. W. Wuensch at CERN.
At CERN a study on the feasibility of the 3 TeV e
 
e  Compact LInear Collider CLIC is
being conducted. The motivation for CLIC is to probe the standard model of particle physics
and provide an exploratory power for the physics beyond it. CLIC will give access to particle
production in the TeV range and allow finding new physics up to an energy scale of about 200 TeV.
To provide reasonable event rates at such high centre-of-mass energies CLIC has to provide the
very high luminosity of 10
 
cm 

s 

. Accelerating the leptons to two times 1.5 TeV requires a
machine with an overall length of about 40 km even with the ambitious accelerating gradient of
150 MeV/m. The CLIC machine is characterised by high gradient normal-conducting accelerating
structures and a two-beam power source. The high luminosity requires a low beam emittance to
be preserved from the particle production to the interaction point and especially during particle
acceleration.
Emittance growth comes from misaligned accelerating structures and quadrupoles which create
wakefields and dispersion respectively. Actively aligning these elements with respect to the beam
to the required accuracy relies on beam based alignment algorithms which strongly depend on
accurate beam position measurements.
My contribution to the studies is an investigation on the choice of options to meet the requirements
on beam position monitoring in the submicron regime at CLIC. This study was done based on
theoretical models, finite element simulations and measurements.
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The Compact Linear Collider CLIC
2.1 Physics with a multi TeV e
 
e  Collider
The purpose of the compact linear collider CLIC [1] is to gain further insight into particle
physics [2, 3]. The types of physics which it is expected to cover are described in this section.
Accelerator parameters such as centre-of-mass energy and luminosity are motivated by the physics
requirements.
Machine Parameters. Accelerator experiments essentially do two things: by colliding highly
accelerated particles one can either probe the particles’ internal structure or create new particles.
A high centre-of-mass energy leads to better resolution and allows to reach a higher particle mass.
CLIC aims for e
 
e  collisions at a centre-of-mass energy of 3 TeV.
The cross sections  for processes of interest in general decrease as the inverse square of the
centre-of-mass energy. Since the equation   holds, a high luminosity  is required to
obtain reasonable event rates  at high energies. The Luminosity can be expressed as function of
beam parameters:

	




 (2.1)
where 	 is the total number of particles in each beam,  and  refer to the transverse beam sizes
and

is the repetition rate. The design luminosity for a 3 TeV centre-of-mass energy is 10
 
cm 

s 

. To achieve this luminosity the vertical spot size of the beam will be 1 nm at the interaction
point where the two beams collide. Implications of such a small spot size are described in Sec. 3.
The Physics Case. According to the standard model of particle physics [4], the constituents
of matter are particles of two basic varieties: quarks (which come in six varieties and form protons
and neutrons) and leptons (again in six types, including the familiar electron, the muon, the tau
and three types of neutrinos). The forces between these particles are mediated by the exchange
of further particles, the bosons. The standard model is a highly successful theory but it has its
limitations as it does not include gravity, the fourth and weakest of the fundamental forces and
it contains too many arbitrary parameters like the masses and mixing angles of the quarks. A
consensus has emerged which expects new physics beyond the standard model in the TeV energy
range. This includes a new spectroscopy of super symmetric particles or even something more
exotic such as extra dimensions of space-time that might show up in a particle’s internal structure.
It is believed that if super symmetry exists, a lepton-antilepton collider with a centre-of-mass
energy of 2 TeV or more would enable discovery of the super symmetric particle spectrum [2]. At
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the moment, CLIC is the only linear accelerator study aiming for such energies.
The Large Hadron Collider (LHC) which will start in 2007 will give the first insight into the physics
at TeV energies. The LHC is well adapted to discover new particles and processes, however
a lepton collider allows better precision measurements. An example of the complementarity
between hadron and lepton collisions has been the SPS proton-antiproton collider in which the
W   and Z  bosons were discovered, and LEP, which carried out precision measurements of their
properties and thereby tested the standard electroweak theory. Colliding electrons with positrons
has the following advantages: Firstly, being particle and anti-particle, all the centre-of-mass
energy is available for the elementary-particle collisions and the experimental environment is
relatively clean. Secondly, for a known beam energy, the initial state of these elementary particles
is very well known.
2.2 The CLIC Accelerator
The technology required to collide electrons and positrons at energies ranging from 0.2 TeV (for
some overlap with LEP) up to a maximum of 5 TeV is investigated within the CLIC study at CERN
in collaboration with other accelerator laboratories. The very high gradient and the two beam
acceleration scheme are technological choices that stand out against other linear collider studies.
A general description of the accelerator is given in this Section. As most of the work described in
this thesis is related to the main beam, special emphasis is put on the description of this beam.
Layout
Linear accelerator. It is clear that for e
 
e  colliders at energies above the ones of LEP must be
linear because there would be too much energy loss due to synchrotron radiation in a circular
machine. This loss is proportional to the fourth power of the beam energy and inversely
proportional to the circumference. The e
 
e  beams of LEP with their comparably low energy
of 104.4 GeV lost already 3.65 GeV per turn of the 27 km circumference machine. A further
advantage of a linear collider is that it could be designed such that it can start operation at a
lower energy and then be upgraded in stages by adding accelerating sections and without major
modifications. The currently proposed layout for a 3 TeV CLIC machine is sketched in Fig. 2.1.
Main beam. The electron and positron bunch trains are generated in a complex near the
centre of the machine. The advantages of a central particle generation complex is that the linac
could be build in stages without having to displace the complex and that all particle generation
equipment is at one location and thus easily accessible. The bunch trains are transported to the
beginning of two 13.75 km long main linacs which boost the particles energy to 1.5 TeV. The high
energy particles then enter the 10 km beam delivery area which contains a collimation system,
a chromatic correction section, the telescope of the final focus and the interaction point where
the two beams collide. The collimation system eliminates particles that have become separated
from the core of the beam (beam halo) to reduce background in the experiments. The chromatic
correction section compensates optical errors due to the energy spread in the beam. The telescope
focuses the beam to the interaction point in order to increase the luminosity. The option to collide
as well high energy photons is under investigation. In Table 2.2 the parameters of the main beam
are summarised.
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Drive beam. The drive beams generate the radio frequency power which is needed to accelerate
the main beam. All 22 drive beams are generated sequentially in the centrally located facility.
Each drive beam is used to provide radio frequency power for a 625 m section of the main linac,
after which the beam is sent to a dump and the following drive beam takes over, as in a relay race.
High Gradient
Motivation. In a linear accelerator the particles are accelerated by on-axis electric fields that
are produced in normal-conducting radio frequency accelerating structures. Aiming for TeV
centre-of-mass energies with an accelerator of a reasonable length and cost requires very high
gradients. The CLIC design currently favours 3 TeV centre-of-mass energy and a gradient of
150 MeV/m. With a 10% energy overhead this results in two times 11 km active length of
accelerating structures.
Operating frequency. The high operating frequency of 30 GHz was chosen for the accelerating
structures for two reasons: Firstly, the power needed to establish a gradient scales with the inverse
square of the frequency, and secondly, such high gradients are believed to be easier to achieve
at high frequencies [5, 6]. A drawback of the choice of frequency is that the beam aperture is
only about 4 mm, since RF structure dimensions are inversely proportional to frequency. Large
wakefields result from such small apertures as is further described in Appendix A. At CLIC
wakefields will be minimised by means of very accurate alignment based on beam position
information (see Chap. 3).
Two Beam Acceleration
Motivation. The accelerating fields are produced in accelerating structures which are fed by RF
power. In conventional linacs this power is generated by discrete sources such as klystrons. CLIC
requires a 30 GHz radio frequency pulse with a power of 460 MW/m and a length of 120 ns. Today
only a few megawatts are achievable by the highest performance devices which are gyro-klystrons
[7]. In order to achieve the required peak power levels the two beam accelerating scheme was
developed [8]. This scheme also has a relatively high efficiency of about 10% from the wall
plug to the beam. There are no large active elements such as klystrons and modulators in the
tunnel. Thus a tunnel with a diameter of only 3.8 m (same as LEP tunnel) could host the accelerator.
Concept. A high-intensity, 240 A, low-energy, 1.2 GeV, drive beam of electrons runs parallel to the
main beam (the one to be accelerated for collisions). Specially designed decelerating structures
extract power from the drive beam and feed it to the accelerating structures of the main beam. To
generate the specified radio frequency power, the drive beam is bunched with a spacing of 2 cm.
For efficient power production a short bunch length of 91.6 µs is required.
Drive beam generation. The generation of the drive beams is a challenging task since they
must contain the energy to supply the linac with the total power of 10
  
W and energy of 1 MJ per
machine pulse. In the current design a fully loaded, normal conducting accelerator generates a
100 µs, 7.5 A bunch train with a bunch spacing of 64 cm. Successive parts of this train are taken
and interleaved. This is accomplished by a series of delay lines and combiner rings. Thereby the
bunch spacing is reduced (referred to as frequency multiplication) and the current of the train
increased (power compression).
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Figure 2.1: Present layout of the CLIC accelerating complex for 3 TeV centre-of-mass energy.
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Table 2.1: Parameter set for CLIC with a centre-of-mass energy of 3 TeV.
Main-beam parameters at the interaction point
Luminosity (with pinch) L 10.0   10   cm   s  
Luminosity (in 1% of energy) L   3.0   10   cm   s  
Bremsstrahlung energy loss

31%
Bremsstrahlung parameter Y 8.1
Number of photons/electron N  2.3
Number of particles/bunch N 	 4.0   10 
 e  
Number of bunches/pulse k 	 154
Bunch spacing 	 20 cm
 0.667 ns
Transverse emittances 
 
680/20 nm  rad
Beta functions    8/0.15 mm
r.m.s. beam size    43/1 nm
Bunch length  30  m
Enhancement Factor H  2.24
Beam power per beam P 	 14.8 MW
Main-linac parameter
Centre-of-mass energy E ff 3 TeV
Linac repetition rate f
flfiffi
100 Hz
RF frequency of linac  "!$#  30 GHz
Accelerating field (loaded) G % 150 MV/m
Energy Overhead 8%
Active length per linac L & 10.74 km
Total two-linac length L '  ' 27.50 km
RF power at structure input P ()' 229 MW
RF pulse duration 
ffi
102 ns
Number of drive-beams/linac N  22
Number of structures per linac 21 470
AC-to-RF efficiency * &+,.- 40.3%
RF-to-beam efficiency *
,.-
	
24.4%
AC-to-beam * &+
	
9.8%
AC power for RF production P &/ 300 MW
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2.3 The CLIC Test Facility CTF II
Most of the experiments described in this thesis were made in the CLIC Test Facility CTF II
[9, 10]. The layout and main parameters of this machine are given and sources of beam position
and current variations are described.
Mission. The CTF II accelerator was used to demonstrate the feasibility of the CLIC two-beam
accelerator scheme and its 30 GHz technology. Prototypes of the CLIC power transfer and
accelerating modules were tested. The dynamics of a high charge, multi-bunch drive beam was
studied. The beams were used to develop diagnostic equipment.
Layout. The layout and a photography of the CLIC test facility CTF II are shown in Fig. 2.2 and
2.3 respectively. The CTF II consists of two beams, a drive beam and a probe beam, running
parallel to each other just like for CLIC. The main parameters of the drive and probe beam are
listed in Table 2.2(a) and 2.2(b) respectively. The drive beam generates 30 GHz power, while
the probe beam measures the accelerating field in the 30 GHz test structures. Both beams are
generated by 3 GHz RF-photo-injectors which consist of laser-illuminated photo-cathodes in high
field RF guns. The repetition rate of the accelerator is 5 Hz. The 640 nC drive and the 1 nC
probe beam are accelerated in 3 GHz linacs to 40 and 46 MeV respectively before they enter the
two-beam-accelerating-modules. The 48 bunches of the drive beam train are compressed by a
chicane to a full-width-half-maximum length of about 5 ps for efficient power production. The
two-beam-accelerating-modules include 30 GHz decelerator for the drive beam and a 30 GHz
accelerator for the probe beam. Both linacs were equipped with a wire based active alignment
system.
The CTF II complex. The CTF II building is situated along the LEP Injector Linac (LIL).
It consists of a blockhouse with inside dimensions 26.4 m   4.8 m   3.2 m containing the electron
beam lines. An equipment room, the klystron gallery, is located above the blockhouse. It houses
the laser, the 35 MW klystrons and their modulators, the power converters for the magnetic
elements of the beam lines, the timing system, the streak camera and other instrumentation
electronics, controls and a water station to stabilise the temperature of the RF cavities and
waveguides.
30 GHz RF power per structure 80 MW
beam energy at injection 40 MeV
charge per bunch 13.4 nC
bunch transverse emittance 200  ,200  ,
bunch length 600 µm
No. of bunches 48
(a) Drive beam.
mean beam energy 45 MeV
pulse repetition frequency 5 Hz
charge per bunch 1.0 nC
train transverse emittances 50  , 50 
bunch length 1 mm
(b) Probe beam.
Table 2.2: Main parameters of the CTF II beam lines
2.3. The CLIC Test Facility CTF II 7
Sources of beam position variations. The photo-cathode is illuminated by a flash-lamp pumped
laser. The spot of the laser varies in intensity and position both from shot-to-shot (jitter) and
gradually (drift) [11].
Shot-to-shot variations are caused by imperfections due to ageing of the flash-lamps which pump
the laser and turbulent flow of the water cooling the flash lamp housing. Furthermore the air
conditioning creates a turbulent air flow in the 30 m long optical path of the laser beam in the
CTF II. The resulting variation in the refraction index of the air between two shots changes the
beam position.
An air conditioning creates periodic temperature oscillations with a periodicity of about
20 minutes and an amplitude of 4-5° in the laser room. Furthermore the steel construction of
the building heats up in a non-uniform way. Both effects change the path of the laser light and
therefore the spot position.
It was found that the shot-to-shot variations could be significantly reduced by simplifying
the laser such that it creates only one bunch instead of a whole bunch train.
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Figure 2.2: Top: Layout of the CTF II as it was until 1999 to demonstrate the two beam accelerating scheme.
Bottom: Layout for high power tests of 30 GHz accelerating structures.
2.3.
The
CLIC
T
estF
acility
CTF
II
9Figure 2.3: Photography of the CTF II.
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Chapter 3
Controlling Linear Collider Beams
3.1 Alignment
To achieve high luminosities, the transverse spot size of the colliding beams has to be small
(see Eq. 2.1). To achieve the CLIC design luminosity, the transverse spot size of the colliding
beams has to be 43   1 nm. Such small dimensions put tight constraints on the alignment of the
accelerator components. The beam emittance is a measure of the achievable spot size and has to
be preserved along the linacs. This emittance is the region in phase-space which is occupied by the
particles in a beam. The six dimensional phase-space consists of the three spatial coordinates of
the particles and their derivatives with time. Misaligned quadrupoles cause emittance growth due
to dispersion, misaligned accelerating structures create emittance growth, mainly due to transverse
wakefields. The CLIC main linac will be aligned in five steps: the pre-alignment, the beam-based
alignment of the BPMs and quadrupoles with the ballistic method, the beam-based accelerating
structure alignment and the emittance-tuning bumps. The alignment algorithms are explained and
the requirements on the beam position measurements are given in Sec. 3.1.1. The subject of this
thesis is a feasibility study to meet the ambitious requirements on beam position measurements.
The active alignment system. All components of the main linac will be mounted to an
active micro-mover alignment system [12]. A schematic sketch of a CLIC main linac section is
shown in Fig. 3.1. One girder normally support four accelerating structures. On some girder one
to four structures are replaced by a quadrupole. The girders are interconnected by swivel-joint
link rods. These articulation points as well as the quadrupoles and beam position monitors are
individually movable in all directions. The alignment system has to have an accuracy in the
micrometre range.
3.1.1 Alignment Algorithms
Pre-alignment. The beamline elements will be pre-aligned by means of a sophisticated system
consisting of wires, optical line components and hydrostatic levelling. Such a system was tested
in the CTF II accelerator and is described in [12]. This alignment system will reduce the r.m.s.
misalignments to 10 µm.
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Figure 3.1: Sketch of one girder of the CLIC main beam.
Beam-based Alignment
The quadrupoles. The quadrupoles are aligned with the ballistic method [13]. In this method
the beam line is divided into bins which typically contain 12 quadrupoles each. One bin has a
length of between about 25 and 200 m depending on its position along the linac. In a first step all
quadrupoles of a bin except the first one are switched off and the beam is centred in the last BPM
of the bin. The other BPMs are then moved onto the trajectory of the beam. In a second step, the
quadrupoles are switched on again and aligned according to a beam position measurement from
the aligned BPMs in their vicinities. These steps are iterated to reduce the effect of remanent
fields in the switched off quadrupoles to a negligible level. To be effective this procedure requires
BPMs with a resolution (i.e. the smallest portion of the signal that can be observed) of the order
of 100 nm. The last BPM in every bin should have an accuracy (i.e. the closeness of agreement
between the result of a measurement and its true value) of 10 µm. The feasibility of achieving
such performance with resonant cavity BPMs is investigated in Chap. 5.
The accelerating structures. After that the axis of the accelerating structures have to be
aligned to the beam trajectory with an absolute accuracy of 10 µm. This is achieved by actively
aligning the structures to positions derived from beam position measurements. Separate BPMs, as
they are used in other accelerators, could provide this information but would have to be aligned
very accurately with respect to the structures. Therefore the concept of using the accelerating
structures themselves to measure the beam position is proposed. Details on the feasibility of
such measurements are given in Chap. 6 and 7. The required accuracy of 10 µm is the outcome
of a study of the emittance growth due to misaligned accelerating structures [14]. In this study
the accelerating structures were assumed to be scattered around the common axis of the linac
following a normal distribution. Fig. 3.2 shows the relative emittance growth as a function of the
distribution’s sigma. For a sigma of 10 µm one finds an emittance growth of 8.3% along the linac.
The emittance growth was found to increase exponentially with the structure misalignment.
In [15] different kinds of structure misalignments were studied: The alignment of the structures
with respect to each other on the girders is believed to be feasible within an r.m.s. of 20 µm. These
misalignments were found to cause a relative emittance growth of only 0.6% after the alignment
procedure. Such small emittance growth are achievable as wakefield kicks from a misaligned
structure can be cancelled by another structure. Scattering of the articulation points along the linac
is perfectly corrected by the alignment algorithm independent of the initial scattering amplitude.
Position errors of the girder connections of 5 µm create an emittance growth of only 0.2%. The
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authors concluded that the main contribution to the emittance growth comes from inaccuracies of
the beam position monitor inside the accelerating structures. This result stresses the importance of
these monitors.
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Figure 3.2: Example of the emittance growth versus the sigma of the scatter of the accelerating structures
around the common axis [16].
Emittance-tuning bumps. The wakefields of slightly misaligned accelerating structures accumulate
along the length of the linac. The concept of emittance tuning bumps [14] is to have about ten
accelerating structures along the linac that are displaced from the common axis of the accelerator
to compensate locally the accumulated wakefield effects on the bunches.
Summary
The beam based alignment algorithms for CLIC heavily rely on accurate beam position monitoring.
The required accuracies and resolutions are summarised in Table 3.1. The transverse distance
between the beam and the axis of the accelerating structure has be measured accurate to 10 µm.
The ballistic alignment method requires BPMs with a resolution of several 100 nm and some with
accuracies around 10 µm to be efficient.
Table 3.1: Summary of the required beam position measurements.
Location Motivation Tolerances
Accelerating Structure alignment to minimise and Accuracy of 10 µm with
structure compensate transverse wakefields. respect to the structure’s centre.
Quadrupoles Quad. alignment to avoid dispersion. Resolution of several 100 nm.
Every   12 ' quad. Accuracy of 10 µm
BPM (   70 m) “Anchor” for ballistic alignment. with respect to the quad.
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Chapter 4
The Interaction between Radio Frequency
Fields and Beams
In this chapter aspects of radio frequency theory are introduced, which will be applied to beam
instrumentation issues in the following chapters.
4.1 Modes in a Resonator
Feynman’s Explanation of a Pill Box Cavity
The possibly most unorthodox but intuitive and worthwhile reading explanation of a resonant
cavity was given by Feynman in [17]. He starts his explanation from a capacitor with two opposite
round plates (Fig. 4.1 left) and describes the field shape for increasing frequencies: For DC there
is only a homogeneous electric field. Edge effects are neglected. For increasing frequencies the
changing electric field produces a magnetic field that adds inductance to the capacitor. According
to Faraday’s law such an oscillating magnetic field requires a radial variation of the electric field.
This variation acts again back on the magnetic field. By iterating this interrelation he finds that
the radial and frequency dependency of the fields is described by Bessel functions. Until now the
spectrum is continuous meaning all frequencies are supported. For a given frequency the Bessel
Function has zero crossings at certain radii. Putting a metal boundary at such a radius (creating a
pill box cavity like it is depicted in Fig. 4.1 middle) does not alter the field pattern but discretises
the allowed frequencies. Those frequencies are referred to as resonant frequencies.
The interaction between a charged beam and the cavities oscillating fields have many applications
in accelerators. Examples are particle acceleration, beam position monitoring and radio-frequency
deflection. To allow such interaction, a beam hole like depicted in the right sketch of Fig. 4.1 is
required.
Properties of a Resonator
Field in a resonator. The time domain field solution of Maxwell’s equations in a resonator for a
shock excitation at    equals [18]:

 
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(4.1)
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Beam pipeCavity resonatorPlate capacitor
Figure 4.1: Left: Sketch of a Plate Capacitor. Pill box cavity with (right) and without (middle) beam pipe
attached.
The formula consists of an initial amplitude  , an exponential decay with time and a term describ-
ing the oscillation with the cavities resonance frequency    # 

. The decay is described by
the cavity’s quality factor  .  is the Heaviside function which assures that the fields are zero
before the excitation. Such a transient signal is depicted in the left plot of Fig. 4.2. A Fourier
transformation of Eq.4.1 yields:
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or in terms of an amplitude 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The two central plots of Fig. 4.2 show amplitude density and phase as a function of frequency. The
right plot is the representation of such a function in the complex plane.
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Figure 4.2: From left to right: Time domain amplitude decaying after a shock excitation, frequency spec-
trum of such a shock excited resonator, phase as a function of frequency, representation of a resonance in
the complex plane where the frequency is the parameter.
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Stored energy. Energy is stored in the electric and magnetic fields of a resonator. These energies
can be calculated as follows [19]:  
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where 

and 
 are the electric and magnetic field vectors respectively. It can be shown that on
resonance both electric
 
fi
and magnetic energies
 
 are equal [19].
The field decay. The quality factor  introduced in Eq. 4.1 is defined as 2  times the
stored energy
 
divided by the energy lost per cycle:
 
 

 

 (4.8)
where

is the dissipated power. The quality factor describes the damping of a freely oscillating
circuit. If the cavity is coupled to a load, one distinguishes between three loss factors: The
unloaded   takes only the Ohmic losses in the cavity into account, the external 
fi
 ' only the
losses due to the load. The loaded  accounts for both losses. The following relation can be
derived from Eq. 4.8: 
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(4.9)
It can be shown [20] that the quality factor equals the resonant frequency divided by the band
width between the frequencies where the amplitude spectrum has fallen to

! # of its peak value.
Modes. The multitude of modes can be classified in two main groups: The TE  modes,
where all electric field components are transverse, and the TM  modes, with only transverse
magnetic field components. For a cylindrical cavity the indices ffi and 	 describe the azimuthal
and radial periodicity of the fields respectively. More precisely: ffi equals the total number of full
period variations of either component of field along a circular path concentric with the wall. 	
is one more than the total number of reversals of sign of either component of field along a radial
path [20].
4.2 Modes in an Accelerating Structure
Parameters describing periodic accelerating structures such as phase advance and attenuation
are introduced.
Disk loaded waveguides. The common design of accelerating structures consists of a circular
waveguide into which metallic plates are inserted normal to the waveguide axis at periodic
intervals. The plates have small holes in their centres to allow for the passage of the particle beam.
A schematic drawing of such a disk loaded waveguide is shown in Fig. 4.3.
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Couplers. Travelling wave structures (i.e. accelerating structures with a non zero power flow along
the beam axis) have a coupler at each end. One input coupler to feed the RF power for particle
acceleration into the accelerating structure and one output coupler to extract the part of the power
which was not transfered to the beam.
irises
Figure 4.3: Schematic sketch of a disk loaded waveguide.
Floquet’s Theorem
The basis for a study of periodic transmission systems such as travelling wave accelerating struc-
tures is Floquet’s theorem [21]:
For a given mode of propagation at a given frequency the fields at one cross
section differ from those one period away only by a complex constant.
Strictly speaking this theorem is only true for an infinitely long structure. The mathematical form
of this theorem for a transmission system with a periodicity of   in the  coordinate is:
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 is referred to as attenuation per cell,  as phase advance per cell. Eq. 4.10 holds for  being the
electric and magnetic field vector. An intuitive explanation of this theorem is that after displacing
an infinitely long structure by one period along its axis, it cannot be distinguished from its original
self.
Brillouin Diagram
A Brillouin diagram is a useful tool to visualise the dispersive properties of transmission systems
such as accelerating structures. In the classical Brillouin diagram, frequency is plotted against the
corresponding phase advance per period. A logical extension to this diagram is the addition of
an  -axis (i.e. attenuation per period) or alternatively plotting the  -  projection. This extension
became especially useful when analysing heavily damped structures.
Phase and group velocity. Since the phase velocity 
ffi
is equal to  "!  it can be identified
for each (  ,  ) point in the Brillouin diagram as the slope of a line connecting this point and the
origin. Similarly the group velocity  

 "!

 which is the speed of the energy flow equals the
slope of the curve in each point.
Synchronous condition. For a long undamped accelerating structure, the field of a mode
can only interact with a particle in an accumulative way if the mode’s phase velocity equals the
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particle’s velocity. In this case the particle experiences the same phase along the structure. This
synchronous condition can be visualised in the  -  diagram by plotting a line through the origin
with a slope equal to the particle’s velocity (in the following this velocity will be assumed to
be the speed of light). The intersection of the  -  curve with this speed of light line marks the
synchronous frequency and phase advance.
Uniform waveguides. For a lossless uniform waveguide the following dispersion relation
can be found [19]:  
 





 
 

 (4.11)
where   is the cutoff frequency of the waveguide. For frequencies lower than   no radio
frequency energy can be transported. The representation in the Brillouin diagram is a hyperbola
crossing the vertical axis at the cutoff frequency and approaching asymptotically the speed of
light line from above. As the phase velocity is always higher than the speed of light, uniform
waveguides are useless for beam acceleration.
Accelerating structures. The common practice to slow down the phase velocity is to periodically
place “washers” in a round waveguide (disk loaded waveguide). The result is a series of cavities
which are electrically coupled to each other through the beam hole. The  -  and  -  relations
of such a disk loaded waveguide (the tapered damped structure TDS described in Sec. 4.3.1) are
plotted in Fig. 4.4. This extended Brillouin diagram shows, that for the frequency range where 
differs from 0 and 180°, the attenuation  equals zero. In this range, there is no attenuation of
the propagating waves and we speak of a pass band. In the stop band  differs from zero and 
equals 0 or 180°. In other words: The complex constant 	    of Eq. 4.10 is for each frequency
either purely real (stop band) or purely imaginary (pass band). The intersection with the speed of
light line in the  -  diagram indicates a synchronous frequency of 30 GHz and phase advance per
period of 120° for the chosen geometry.
4.3 Damping and Detuning of Disk loaded Waveguides
In an accelerating structure typically the TM   mode is used for particle acceleration. The modes
of the structure higher in frequency are referred to as Higher Order Modes (HOMs). These HOMs
account for long range transverse wakefields (Appendix A). Damping and detuning of the HOMs
are complementary means to minimise these wakefields.
Damping
Damping means resistive absorption of the energy that a beam deposits in the HOMs of an ac-
celerating structure. This must not affect the fundamental mode which accelerates the beam. Two
concepts of mode selection are used to achieve that distinction. The filter mode selection makes use
of the fact that the frequency of the dipole modes are higher than the ones of the fundamental mode.
An incorporated high-pass filter between accelerating structure and damping resistor ensures that
only the higher order modes are damped. The geometric mode selection profits from the different
field patterns of the fundamental and the dipole mode. The damping waveguides are arranged in a
way that they do not couple to the fundamental mode. Examples of such arrangements are given
in Sec. 4.3.1.
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Figure 4.4: Brillouin diagram for the fundamental TM   mode of the TDS accelerating structure. The
frequency is plotted as a function of attenuation (left) and phase advance (right) per period length. In the
right chart the speed of light line is plotted. The intersection between the curve and this line marks the
synchronous frequency and phase advance. For this structure those are 30 GHz and 120° respectively.
Detuning
In detuned structures the geometry is changed gradually along its length [22]. This is done in such
a way that all cells have the same fundamental mode frequency but different dipole mode frequen-
cies. The result is synchronism of the fundamental mode for acceleration and a decoherence of
the HOMs: as the HOMs’ synchronous frequencies change from cell to cell, the induced signals
cancel each other. Detuning is an elegant way to create a fast roll off of the transverse wake.
4.3.1 Examples of damped and detuned Accelerating Structures
The Tapered Damped Structure (TDS)
TDS [23] is a design of the CLIC main beam accelerating structure. It employs strong damping
and moderate detuning. The left photography in Fig. 4.5 shows one disk of the TDS design. A
whole accelerating structure consists of about 100 disks. The higher order modes are damped
by four waveguides attached to each cell. The cutoff frequency of these waveguides is chosen
such that they do not couple to the fundamental mode (filter mode selection). The waveguides are
terminated by matched Silicon-Carbide (SiC) loads. Detuning is achieved by a graduate change
of the iris radius from 1.75 mm in the first to 2.25 mm in the last cell. In order not to detune the
fundamental mode, the radius of the cell changes from 3.93 mm to 4.20 mm along the structure.
The quality factor of the first dipole mode is about 16.
The Slotted Iris Constant Aperture Structure (SICA)
SICA [24, 25] is the accelerating structure design for the CTF 3 drive beam. One disk of the
SICA design is shown in the right photography of Fig. 4.5. The higher order modes are damped
by slots in the irises. The slots intercept azimuthal currents induced in the irises by dipole modes.
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Figure 4.5: Photography of one TDS (left) and one SICA (right) cell. The structures are water-cooled
through the holes next to the damping waveguides.
The ridges lead to double ridged waveguides which are terminated by SiC loads. The detuning
of HOMs is done by varying the diameter of the cells and the thickness of the nose cones on the
irises. The varying nose cones are an alternative to changing iris openings and allow a constant
aperture along the structure.
4.3.2 Impact of Damping on the dispersive Properties
Strong damping of higher order modes (HOMs) alters the dispersive properties of the structure
significantly.
Fig. 4.6 shows the Brillouin diagram of the TDS accelerating structure for the first two
dipole modes.
The undamped TDS. The top plots show attenuation 

(left) and phase advance 

(right)
per cell for an undamped geometry where no damping waveguides were attached. Here one can
distinguish between pass bands ( 

  ) and stop bands ( 
 
  ). The pass band of the first
dipole mode ranges from 36.0 to 40.7 GHz; the one of the second from 44.9 to 53.9 GHz. The
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synchronous frequencies are 40.5 and 52.5 GHz. The propagation constant  defined in Eq. 4.10
is always either purely imaginary in the pass bands or purely real in the stop bands.
The damped TDS. The bottom plots show the same quantities for the geometry with damping
waveguides. In the damped case the Brillouin diagram is substantially more complicated. The
propagation constant 	   of Eq. 4.10 has a finite real and imaginary part for every frequency. For
such damped modes the boundary between stop and pass-bands is blurred. At each frequency
there is more than one mode present. The synchronous frequencies are not obvious either, as the
branches in the Brillouin diagram have a finite attenuation  and thus do not intersect with the
speed of light line which is contained in the    plane. A measure to quickly estimate the
quality of the damping is the distance of the branches from the speed of light line. A detailed
analysis of the dispersive properties and the coupling to the beam is described in Appendix A.
4.4 Beam-Cavity Interaction and Particle Acceleration
The coupling between a beam and cavity modes will be discussed. For the case of cavities with
cylindrical symmetry the mode excitation as a function of beam position is shown. Important
parameters such as the loss factor are introduced and motivated. The fundamental theorem of
beam loading will be derived and the theorem stated by Panovsky and Wenzel applied to beam
position issues. The properties of the CLIC main beam bunch train pattern will be described in
time and frequency domain.
4.4.1 Wake Potential and Impedance of a Radio Frequency Structure
Wake Potential
Wakefields are fields inside a cavity which are induced by a traversing beam. When these
fields act back on following parts of the beam they cause emittance growth and energy spread.
One distinguishes between short range and long range wake fields 
 
. Short range wake fields
(transient regime) are electro-magnetic fields generated by a bunch which act back on the bunch
itself. Long range wake fields (resonant regime) act on following bunches.
The change of momentum   of a test charge   following behind a bunch with charge  
at a distance  and offset   on the same path is given by:
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
	 is a unit vector pointing in the direction of beam propagation. The wake potential can be split
into a longitudinal 
 

and a transverse 
 
part. The beam induced voltage potentials are found
by convoluting the wake potential with the charge distribution 



. For a line charge:
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Figure 4.6: Left: frequency plotted against phase advance per cell for a TDS structure with (bottom) and
without (top) damping waveguides. Right: Frequency versus attenuation per cell for a TDS structure with
(bottom) and without (top) damping waveguides. The curves in every graph correspond to the two lowest
dipole modes.
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one finds:  
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The change in energy  of a beam equals the convolution of the longitudinal bunch potential
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This energy gain normalised to the integrated charge  squared equals:
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 describes the coupling between beam and cavity mode and is referred to as the loss factor.
Fundamental Theorem of Beam Loading
For beam position monitoring, the fundamental theorem of beam loading is an important relation
which states that in an undamped structure a particle experiences half of the wakefield amplitude
it deposits in a structure. The theorem will be derived in the following.
The induced voltage behind a delta function charge distribution is 





 

 
 

 
 (4.21)
where  is the longitudinal distance behind the charge and   one resonance frequency of the
cavity. The dependency of
 
on  is a pure cosine without a phase as any phase would allow a
trailing charge to gain more energy than lost by the first one.
Two equal charges  following each other at a distance  !$# induce the voltages
 
 and
 

. The
first charge looses according to Eq. 4.19 the energy   to the fields of the cavity:
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where * is an unknown factor describing the difference between the self wake and the wake directly
behind the charge. Since the second charge follows at a distance  !$# it takes the whole stored
energy out of the mode:
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These equations provide the following relation:
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Since both charges are equal the two induced voltages
 
 and
 
 have the same value and *  

 
.
Thus the wake potential immediately behind a point charge is twice the effective wake experienced
by the charge itself:
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If we include losses into the time dependent part of the wake by a finite quality factor   , the
voltage with which a charge excites a mode 	 is:
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A beam excites a cavity with an amplitude which is proportional to the charge and the loss factor
describing the coupling between a beam and a cavity mode.
Cylindrically Symmetric Structures
For cavities with cylindrical symmetry the beam position dependency of the loss factor is
described as a function of the mode’s azimuthal symmetry.
For cylindrical symmetric structures the wake potential of a mode with azimuthal index ffi
can be found [26] to be: 
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and:
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where (     ) are the radial and azimuthal coordinates. The index  distinguishes between the first
charge (1) which creates the wakefield and a trailing charge (2) which probes the field. (

	 


	
 

	 )
are unit vectors in the cylindrical coordinate system. The  






are form factors that depend on
the geometry of the cavity.
According to Eq. 4.20 the loss factor for a mode with azimuthal index ffi at a transverse
beam position   is:















(












 







 



(4.30)
According to Eq. 4.27 the induced voltage is proportional to the beam charge and loss factor.
Thus the voltage excitation of a mode with azimuthal index ffi is proportional to the beam charge
and the beam position to the power of ffi . The proportionality factor is a function of the charge
distribution in the beam and the shape of the cavity. The excitation of the fundamental TM   mode
where ffi equals zero is independent of the beam position. For the TM  mode it depends linearly
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on the offset of the beam from the cavity’s centre.
According to Eq. 4.27 the voltage amplitude left in a cavity by a delta function charge
distribution equals:

 

 # 

 (4.31)
Squaring this equation and replacing the 

in the definition of the loss factor in Eq. 4.19 (applied
to the mode 	 ) results in
 
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 
can be calculated in HFSS for an unloaded structure. For a geometry with attached loads, the
volume used to calculate the stored energy is no longer well defined. However, for a moderately
coupled structure the loss factor of the uncoupled geometry can be used.
Coupling between Cavity and Waveguide
The cavity excitation can be measured by a coupled waveguide. The power 
fi
% dissipated
through a coupler on resonance can be described in terms of the external quality factor 
fi
 '
according to Eq. 4.8:
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where  is the stored energy which here is identified with the deposited energy  . Together
with Eq. 4.19 which describes the deposited energy in terms of beam charge  and loss factor 
one finds that:
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(4.34)

fi
 ' can be calculated with HFSS as the quality factor of the geometry made from a perfect
conductor.
Impedance
The impedance of a structure is the frequency domain representation of the wake potential and can
therefore be derived as the Fourier transformation of
 

(t):
	

 





 


 



  
 

 

(4.35)
For a delta function charge distribution the integration in Eq. 4.15 becomes trivial and together
with Eq. 4.27 one finds for the longitudinal wake potential:
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where
 
is the loss factor,   and  the structure’s resonance frequency and quality factor respec-
tively. From Eq. 4.35 and Eq. 4.36 the complex impedance can be calculated to be:
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4.4.2 Panofsky-Wenzel Theorem
An important theorem was stated by Panofsky and Wenzel [27, 28]. It relates the longitudinal to
the transverse impedance for a given mode.
Panovsky and Wenzel considered the transverse momentum  

imparted to a particle, with
charge  , moving parallel to the axis of an arbitrarily shaped cavity containing electro-magnetic
fields. Two assumptions were made: Firstly the particles are rigid enough that the orbit is not
substantially affected in its passage through the cavity. Secondly the transverse electric field
vanishes at each end of the cavity. They found:
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where 


 is the transverse gradient of the longitudinal component of the electric field along
the path of the particle. The
 
represents a 90° phase advance of the integrand with respect to the
electric field.
This theorem can be formulated in terms of the wake potentials as follows [29]:
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The longitudinal derivation of the transverse wake potential equals the transverse derivation of the
longitudinal wake potential.
4.4.3 Bunch Train Pattern of the CLIC Main Beam
The formalism will now be extended to describe a train of  bunches with length  , charge  and a
spacing   . For a Gaussian bunch shape the beam current is represented by the following formula:
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A Fourier transformation provides the spectrum of the beam current:
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The exponential function limits the frequency range of the spectrum depending on the bunch
length. The bunch spacing   introduces a periodicity in the spectrum (i.e. speed of light divided
by the bunch spacing). The length of the train (i.e. number of bunches times the bunch spacing)
accounts for a characteristic shape of each resonance.
CLIC. The properties of the CLIC main beam bunch train are listed in Table 4.1. Due to
the very short bunches, the spectrum is limited only at very high frequencies of a few THz. The
envelope according to the exponential function in Eq. 4.41 can be seen in the top plot of Fig. 4.7.
The spectrum shows a periodicity of 1.5 GHz due to the bunch spacing. This is shown in the
middle plot of Fig. 4.7. The shape of each resonance is plotted in the bottom chart of Fig. 4.7.
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Figure 4.7: Top: Envelope of the beam spectrum due to the finite bunch length. Middle: Periodicity of
the beam spectrum due to the bunch spacing plotted on a logarithmic scale. Bottom: The shape of the
resonances is determined by the finite train length.
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4.4.4 Beam Loading
Time Domain
A beam with charge distribution  traversing a structure with the wake potential
 

leaves a
voltage
 
 behind. This voltage is according to Eq. 4.15 given by:
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As described in the previous section the finite bunch length reduces the amplitude of the beam
spectrum towards higher frequencies. However, in the relevant band around 30 GHz the envelope
deviates from 1 only by 3.6   10 

. Therefore every bunch can be assumed to have a delta function
charge distribution. The wake potential according to Eq. 4.36 then provides:
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During the derivation of this equation, simplification came from the fact that the structure’s
resonant frequency   and the bunch spacing   are such, that     !

is equal to 20  .
Fig. 4.8 shows the introduced signals for two successive bunches as well as its envelope for
the whole train for both a low  (16) and a high  (4 000). For a low  the induced signal decays
before the arrival of the next bunch whereas the envelope of the high  grows along the bunch
train creating big kicks on the bunches.
4.5 Concept of a Resonant Cavity Beam Position Monitor
In the simplest case, a resonant BPM is a pill-box cavity with two holes in the circular surfaces
to allow the beam to pass (see sketch in Fig. 4.1 right) and some kind of coupling to sense the
excitation of the cavity. The principle of operation is best understood by looking at the fields
of the TM  mode: Fig. 4.9 shows a sketch of a BPM , where one can see the horizontal beam
pipe right and left of the cavity. The arrows represent the electric field vector calculated by the
simulation code HFSS . As shown in Sec. 4.4.1 the excitation of a mode by a beam is proportional
to the integrated electric field projection on the trajectory. From the field pattern one can see, that
a beam passing the cavity above or below the axis excites the mode with opposite phases. An on
axis beam does not excite the TM  mode at all. It was shown in Sec. 4.4.1 that the excitation of
a structure with cylindrical symmetry is proportional to the beam offset. The advantage of cavity
beam position monitors over button electrode BPMs is that they reliably provide the minimum
signal for a centred beam not depending on electronic gains.
Table 4.1: Properties of the CLIC main beam bunch train.
No. of bunches  154
bunch spacing   20 cm
bunch charge  4   10


e
bunch length  30 µm
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Figure 4.8: Signal for two successive (left) and the whole CLIC bunch train (right) in a structure with a
quality factor of 16 (top) and 4 000 (bottom).
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The beam position dependency of the amplitude in the centre of the cavity is weak, however, the
beam position information is contained in the phase which has a strong beam position dependency
around the centre.
beam
axis
beam
pipe
cavity
Figure 4.9: Left: Electric field of the fundamental mode (i.e. TM  ) in a pill-box cavity. Right: Same
quantity for the first dipole mode (i.e. TM ). The arrows describe the field at their starting points. This
explains why the arrows reach out of the cavity although certainly the fields do not.
4.6 The Finite Element Program HFSS
The commercial program HFSS (High Frequency Structure Simulator) from Ansoft [30] was
employed for the majority of computations that are described in this thesis. The HFSS software
solves Maxwell’s equations for arbitrarily shaped three-dimensional structures by using the finite
element method.
Structure of the program. A number of different modules are available in HFSS. One module
called the eigenmode solver allows the resonance frequency, quality factor and the fields in a
structure on resonance to be found. The driven-solution module allows to determine scattering
matrices (see Appendix B). In the latter the electromagnetic fields can be calculated for given
voltage amplitude, phase and frequency at the ports. Ports represent surfaces through which
signals enter and exit. HFSS assumes that each port is connected to a semi-infinitely long
waveguide that has the same cross section as the port. Field-based-properties like loss factor,
stored energy, group velocity and power flow are accessible through the post processor module.
The fields inside the structure can be displayed.
How it works. The structure’s volume is divided into typically between 10
 
and 10

tetrahedra,
depending on the complexity of its geometry. The collection of tetrahedra is referred to as
finite element mesh. The fields are only calculated at the vertices of these elements. For such a
discretised geometry, Maxwell’s equations can be transformed into matrix equations which are
solved numerically. The fields inside the tetrahedra are interpolated from its values at the vertices.
The smaller the tetrahedra, the higher the accuracy of the solutions. However, the number of
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tetrahedra is limited by the required computing time which increases roughly with the third
power of the number of tetrahedra. The iterative mesh refinement calculates the fields, finds the
tetrahedra with the biggest deviation of the field with respect to the former iteration, splits these
tetrahedra into smaller ones and solves again. In the driven solution mode, the iteration stops
when the phase and amplitude of the S-parameters change from one iteration to the next by less
than a specified fraction. For eigenmode problems the criterion is the variation of the resonance
frequency for successive iterations.
4.6.1 Benchmarking the Simulation Code
To test the performance of the HFSS eigenvalue solver, the resonance frequencies of a rectangu-
lar cavity were calculated. For this geometry the resonance frequencies can be found from an
analytical formula [20]:
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
,

and

are the dimensions of the cavity. For an evacuated cavity(   =   =1) with dimensions
72   34   373 mm the resonance frequencies of the lowest five modes are listed in Table 4.2.
Furthermore the resonance frequencies found by HFSS simulations and the relative difference
between both frequencies are listed.
The relative deviations between the two frequencies systematically equals 7.4   10 

for all
modes. This error is considered to be small.
Table 4.2: Resonance frequency of the square cavity according to Eq. 4.44 and HFSS simulation.
mode simulated frequency frequency (Eq. 4.44) relative deviation
fsim. [GHz] ftb. [GHz] (ftb.-fsim.)/ ¯f [10 
 ]
TM   2.12022 2.12179 7.40
TM    2.23155 2.23319 7.35
TM     2.40566 2.40744 7.40
TM    2.63012 2.63207 7.41
TM    2.89323 2.89539 7.46
4.7 Taking Advantage of the Periodicity
The CLIC accelerating structure require detuning and heavy damping. The analysis of the
electromagnetic properties of such accelerating structures using numerical simulation programs
is at the edge of existing computer capabilities. Therefore a technique was employed to obtain
the dispersive properties and the field pattern of a periodic structure from the analysis of one cell
only [31]. This technique is based on calculating the transmission matrix of a cell and Floquet’s
theorem.
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One period of an accelerating structure is considered a two-port network where each port
carries  modes. The ports are surfaces orthogonal to the beam axis, one structure period apart.
Such a network is described by its scattering matrix (see Appendix B):
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This matrix relates the incoming





to the outgoing 




wave amplitudes for  modes. Fig. 4.10
illustrates the nomenclature. The
 
are     matrices which can be calculated with HFSS.
Floquet’s theorem (see Sec. 4.2) relates the incident waves of one port to the outgoing of the other
as follows:
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where  is the complex propagation constant and   the period length. The transfer matrix  is a
description of a network equivalent to the scattering matrix. However, it is more convenient for
applying Floquet’s theorem, as it relates the amplitudes on one port to the ones of the other:
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The sub-matrices 
 
can be derived from the
 
. Combination of Eq. 4.46, Eq. 4.47 and Eq. 4.48
cell n cell n+1
a a a(2) (3) (4)a(1)
b(1) b b b(2) (3) (4)
Figure 4.10: Schematic plot of two successive cells. The incident 



and outgoing 



waves are indicated.
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where

is the unit matrix. This equation is an eigenvalue problem. By solving Eq. 4.49 one gets
the complex propagation constants  from the eigenvalues. The eigenvectors

 and 

are the
complex amplitudes which, if applied to one cell, establish a field such as if the cell would be part
of an infinite periodic structure.
Summary of the procedure. HFSS calculates the scattering matrix. From there the transfer
matrix is derived. Knowing the transfer matrix, the eigenvalue problem of Eq. 4.49 is solved.
The eigenvalues provide the complex propagation constants of the accelerating structure. The
eigenvectors are the complex amplitudes of a mode’s field.
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Chapter 5
Resonant Cavity Beam Position Monitors
for CLIC
As described in detail in Sec. 3.1 beam position measurements are required to actively align the
CLIC main linacs. To reduce emittance growth due to dispersion [32] to design values, the CLIC
main beam must be centred in the quadrupole magnets. This will be achieved by actively aligning
the quadrupoles to the beam with individual movers according to the ballistic alignment method.
This procedure requires beam position information with a resolution of several 100 nm in every
quadrupole and an accuracy of 10 µm about every 70 m along the linac [13].
Single cell resonant cavity beam position monitors (BPMs) referenced mechanically to every
quadrupole are the best candidates for beam position measurements with such resolution and
accuracy. The accuracy of standard button pick-up BPMs [35] for example depends heavily on the
gains of the electronics and the accurate positioning of the buttons.
The principle of beam position measurements with a resonant cavity is explained in detail stressing
intrinsic performance issues. Their properties were tested in the CTF II accelerator with beam.
5.1 Shock Excitation of a resonant Cavity BPM by a Beam
In the following it will be assumed that the beam is highly relativistic and thus the particle trajec-
tories are not affected by fields they generate themselves. Both the CTF II probe beam and the
CLIC main beam to which the following theory will be applied have such high energies that this
assumption is fulfilled. An introduction to the CTF II is given in Sec. 2.3. A short bunch traversing
a pill-box cavity with eigenfrequency   excites a mode with an amplitude  . The losses in the
cavity’s walls and the external coupling lead to an exponential decay of the amplitude with an
attenuation constant  which is related to the cavities quality factor  via the equation    "!$#  .
In time domain the voltage amplitude of the signal can be expressed as follows:
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 is the Heaviside function. The BPM signal shows a sharp rise when the beam passes the cavity
followed by a decay according to the mode’s quality factor with the mode’s resonance frequency
as carrier frequency. As it was shown in Sec. 4.4.1 the amplitude of the dipole mode excitation 
depends linearly on the beam charge  and position  :
  #

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 (5.2)
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where

equals the loss factor per unit offset. To compensate charge variations the beam charge
has to be measured with another device. If the excitation is normalised for the beam charge, the
signal depends only on the beam position. Note that the beam position  has a sign which means
the first excursion of the signal is positive if the beam is on one side of the axis and negative if the
beam is on the other side. In other words the phase of the signal differs by 180° when the beam is
scanned through the centre of the cavity. The Fourier transform of Eq. 5.1 yields:
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or in terms of an amplitude   
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 and a complex phase 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For a BPM with an impedance 	 , the power spectrum has thus the following form:
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5.2 Simulation of Beam excited Signals
In the following, two methods to calculate the signal in waveguides coupling to cavities are pre-
sented. These methods are applicable to geometries with strong coupling, where the boundary of
the resonator and thus the stored energy in Eq. 4.32 is not well defined.
5.2.1 Current Sources
HFSS solves only the homogeneous Maxwell equations. This means that the interaction between
charged particles and the fields cannot be simulated directly. However, the travelling electric
charges can be approximated by using current sources which allow to define an oscillating electric
and magnetic field strength on a surface. By using several small current sources and phasing them
appropriately one can simulate the passage of a beam. In particular it gives the transient time
effect. This effect accounts for the phase change of the oscillating fields while a particle traverses
the structure. Implementation of these current sources and observation of the power flow in the
coupling waveguide for different frequencies and correspondingly different phases provides the
response spectrum of the BPM. However, it was impossible to find an absolute normalisation of the
signal level. The resulting power spectrum from a pill box cavity BPM for a phased array of nine
current sources can be seen in Fig. 5.1(a). The curve is a fit to the data with a function dependence
given by Eq. 5.5. The fit provides a resonance frequency of 29.5901 GHz and a quality factor of
5070.
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Figure 5.1: Power spectrum at the coupling waveguide of a resonant cavity BPM.
5.2.2 Impedance Calculations
Current sources require a fine mesh and therefore a large computing power. A more efficient
approach to compute the signal in the coupling waveguide is presented here.
The beam excites a mode inside the cavity according to the component of the electric field
along the beam trajectory. A fraction of the deposited energy is then coupled into the waveguide.
Using reciprocity [20], this was reversed: Power  was fed into the coupling waveguide and the
path-integral of the electric field along the particle trajectory calculated according to
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where the exponential function accounts for the transient time effect. The integration is repeated
over a frequency band that covers the cavity response.
Knowing the power

that was fed into the structure and the voltage seen by a beam
 
(Eq. 5.8), one can calculate the structure’s impedance:
	

 



(5.9)
Fig. 5.1(b) shows such a spectrum for the same pill box cavity that was analysed in Sec. 5.2.1.
The curve is a fit with a function according to Eq. 5.7. The fit parameters provide a resonance
frequency of 29.5892 GHz and a quality factor of 5094.14.
The difference between the two methods of Sec. 5.2.1 and Sec. 5.2.2 in resonance frequency and
quality factor is 3.0   10 

and 4.6   10 
 
respectively. This was found to be within the precision
limits of the HFSS simulation program.
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5.3 The Excitation of a Cavity by a Tilted Beam Trajectory
Until now only beams travelling parallel to the beam axis have been considered. If the axis of
cavities are misaligned with respect to the beam trajectories dipole modes are excited which create
wakefields. It will be shown that the phase of the mode excited by an offset and such a tilted
beam trajectory differ by 90°. Therefore it is possible to detect and correct for such tilted beam
trajectories.
Intuitive explanation. According to Eq. 4.32 the excitation of a mode depends on its electric field
component in the direction of the beam trajectory. The sketches in Fig. 5.2 show schematically the
electric field on a plane that is perpendicular to the beam axis and includes the cavity’s centre. The
circles mark the beam position, the dotted line its trajectory. The top and bottom row show from
left to right the time evolution of the field for an offset and a tilted beam trajectory respectively.
For an offset beam the fields are increased during the beam passage. A tilted beam trajectory
forces the fields to change sign when the beam is in the centre.
Derivation. The excitation of a mode depends on the electric field vector  which oscillates with
the resonant frequency   and phase  with respect to the beam position along its path  :
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The symmetry of the TM  mode constrains the amplitude vector as follows:
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The induced signal for a beam off centred from the axis by   is given by 
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T '

is the transient time factor which accounts for the fact that the beam is in the structure for a
finite time and thus experiences the oscillations of the field described by the sine in Eq. 5.15. As
the first factor of the integrand in Eq. 5.15 is symmetric with respect to the integration variable
 the second factor must be asymmetric to get a finite signal for the symmetric integration. This
constrains the phase  to be 90 °.
For the case of a beam trajectory with an angle  with respect to the structure’s symmetry axis,
the induced voltage is: 
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The first term in both integrands is symmetric with respect to  and thus the second terms must be
asymmetric which leads to the constraint that  equals zero.
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Figure 5.2: Illustration of the first dipole mode’s excitation by a beam passing a cavity with a constant offset
(top row) and with an angle (bottom row). The phases of the mode differ for the two cases by 90°.
5.4 The excitation of a Cavity by a Tilted Beam
In Sec. 5.3 the excitation by a tilted beam trajectory was analysed. In this section the effect
of a beam that is tilted itself is studied. The head and tale of such a tilted beam have different
transverse distances to the nominal beam axis. Emittance dilution in CLIC will come primarily
from small misalignments of the accelerating structures which create   and   correlations of
the bunch. These distortions can in principle be detected in the way they affect the excitation
of dipole modes. Like beams with a tilted trajectory they excite the dipole mode in quadrature
[33, 34] except a correction term.
The excitation of a cavity by a tilted beam can be approximated by two macro-particles
with a constant offsets    and a distance  

 
apart along the beam axis. The two particles with
charge  !$# excite the first dipole mode according to Eq. 5.1 as follows:
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For   
 
the sum of the amplitudes

 and

 originating from the two particles equals:
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The terms 	   

accounts for the decay of the voltage induced by the first macro particle in the time
until the second macro-particle arrives. Typically it is very close to one. For the CLIC main beam
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its deviation from one is even for a low quality factor of 20 at a resonance frequency of 38 GHz
only 3   10 

. Neglecting this factor one finds the following formula for the excitation:
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Thus a tilted beam excites the dipole modes with a phase that differs by 90° from the phase of the
excitation by an offset beam (Eq. 4.21). The ratio between the amplitudes excited by a beam with
a small tilt angle  and a beam with an offset  equals (Eq. 4.21):
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For the CLIC main beam with a bunch length

 
of 30 µm and structures with typical dipole
frequencies of 38 GHz,   equals 7.16   10  m. Thus a beam with an angle of 10 mrad induces a
signal with the same amplitude as a beam offset by 7.16 nm.
A measurement of the beam tilt with a resonant cavity seems not feasible to a reasonable
accuracy for the CLIC main beam due to its short bunches.
5.5 Beam Experiment with 30 GHz Resonant Cavity BPMs
The principle resolution limit of a resonant cavity beam position monitors (BPMs) is given by
other modes leaking into the dipole signal. However, noise on the electronics compromise the
performance. In this section an experiment is described which assesses the performance of a
resonant cavity BPM.
The probe beam of the CTF II accelerator (Sec. 2.3) was scanned through three cavity BPMs
by a steering magnet. The signal was recorded as a function of beam position. As the beam
experiences no magnetic fields between the BPMs, its trajectory is a straight line. The effect of the
earth magnetic field on charged beams was investigated in [35] and found to be negligible. Two
position measurements determine the trajectory, a third allows determining the accuracy of the
measurement even in the presence of beam position and angle jitter.
5.5.1 Setup
The CLIC single bunch beam position monitor. Fig. 5.3 shows sketches, Fig. 5.4 a photography of
a CLIC single bunch beam position monitor. One sees the pill-box cavity with the beam hole and
the four waveguide ports for the beam position signals. The cavities are made with the technology
developed for the CLIC main linac accelerating sections which is single point diamond tool
turning on a high precision lathe and brazing. Earlier experiments with these BPMs are described
in [36, 37]. Two weakly coupled diametral waveguides for each polarisation allow symmetry
rejection of the TM   mode with a difference taking device as it is explained in Sec. 5.6. The
TM   mode does not propagate in the waveguides as its resonance frequency is 1.0 GHz below
the waveguide’s cutoff frequency. The BPMs sense the excitation of the TM  mode which has
a resonance frequency of 29.985 GHz. The properties of the CLIC single bunch BPMs were
simulated with HFSS and are listed in Table 5.1. No power at the resonance frequency of the
fundamental mode can propagate in the coupling waveguides as the mode’s resonance frequency
is below the waveguide’s cutoff. According to Eq. 4.33 this results in an infinite 
fi
 ' for this
mode. The coupling of the waveguides to the dipole mode is very weak which can be seen from
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Table 5.1: Properties of the CLIC single bunch BPMs tested in the CTF II.
TM   TM 
frequency
 (with waveguides; with losses) 20.5603 GHz 29.9847 GHz
frequency
 (with waveguides; w/o losses) 20.5624 GHz 29.9867 GHz
frequency
 (w/o waveguides; with losses) 20.6267 GHz 30.0709 GHz
external quality factor 
fi
 '   499 000.
unloaded quality factor   4630 5380
loaded quality factor    4630 5030
#
( ! @ 1 mm 61.2 V/A 10.6 V/A
loss factor

@ 1 mm 199   10

 V/C 50.0   10

 V/C
the high dipole mode’s external quality factor of 499 000.
The reference cavity. The reference cavity is a pill-box cavity with a TM   mode resonance
frequency of 29.985 GHz. The excitation of this mode is independent of beam position and
proportional to the beam charge (Sec. 4.4.1). Therefore the beam charge can be measured by
sensing the TM   mode excitation with a waveguide that is coupled to the cavity. This waveguide
port is shown in Fig. 5.4. As it will be described in more detail later in this section, the phase of
the signal from the reference cavity provides a reference for the beam position signal’s phase.
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Figure 5.3: Drawings of the resonant cavity BPMs tested in the CTF II. Furthermore the four waveguides
extracting the beam position signal are sketched.
Installation in the CTF II. Three BPMs were installed in the CTF II probe beam at the
upstream end of the 30 GHz section. The downstream BPM was like the ones described before,
the two upstream BPMs were brazed together into one copper block. The setup is sketched
in Fig. 5.5. The distance between the BPMs was 1 and 27 cm. The beam position in the
BPMs was varied by corrector dipole magnets 55 and 110 cm upstream of the first BPM. Two
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Figure 5.4: Photography of a CLIC single bunch BPM with its reference cavity as it was used in the CTF II.
corrector magnets allowed beam offset and angle to be changed independently. A beam position
independent of the BPMs was calculated from the field strength of the corrector magnets and the
beam energy. Two reference cavities measured the beam charge and provided a phase reference.
One reference cavity was positioned close to the two upstream BPMs, the other in the vicinity of
the downstream BPM. The two signals allowed controlling the transmission of the beam between
the two cavities and thus through the BPMs. To achieve good transmission through all three
BPMs the beam had to be focused carefully. The horizontal signals from the three BPMs and the
two reference cavity signals were transported on 15 m long WR-28 waveguides to the BPM signal
processing electronics located in the klystron gallery.
Electronics
Layout. Fig. 5.6 shows a sketch of the mixer electronics. The principle of an RF mixer is explained
in Appendix C. The electronics design is described in [38]. The advantage of a mixer electronics
over for example a rectifier diode is its ability to provide frequency and phase information. This
allows frequency based discrimination between position dependent dipole and irrelevant signals.
A similar setup was routinely used to detect 30 GHz RF signals from the accelerating structures
that were power tested in CTF II. Both the BPM’s TM  and the reference cavity’s TM   mode
have resonance frequencies of 29.985 GHz. A beam passing the reference cavities excites their
TM   mode always with the same phase. Therefore the reference signal provides the timing of the
beam. All signals were mixed with the same local oscillator (LO) signal generated by an unlocked
synthesiser. The LO frequency was chosen to be 30.105 GHz in order to have a 120 MHz interme-
diate frequency (IF) signal. By varying the local oscillator signal frequency it was confirmed that
the signals were the lower sideband of the mixing product. As it will be shown in the following
for a common local oscillator the phase difference between the position and reference (IF) signal
is proportional to the desired phase of the position RF signal. Such electronics do not require a
phase locked local oscillator signal.
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According to Eq. C.8 the lower sideband IF signals from the BPMs and the reference cavities (RC)
have the following phase:




  -
  





 (5.22)
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
  -
  


,


(5.23)



 is the phase of the BPM signals,  ,  the one of the reference cavity signal. The phase
of the local oscillator   is not defined as the local oscillator was not locked to the CTF II
timing. When subtracting Eq. 5.22 and Eq. 5.23,   drops out. As  ,  is the same for every
beam passage, the difference between the two equations equals the phase of the BPM signal
except for an offset. The signals were transported to the klystron gallery on 15 m long cable. Such
long cables were a necessity as the electronics do not support the radiation level in the CTF II.
In the klystron gallery the signals were band pass filtered before the mixer to allow only RF
signals with the correct frequency to enter the mixer. A bandpass filter on the IF port of the mixer
suppressed higher order mixing products. The 120 MHz intermediate frequency (IF) signals were
transported on 100 m of coaxial cables to the CTF II control room. There they were detected with
an oscilloscope which was read out by a PC via a GPIB connection. The scope was triggered on
one reference cavity signal.
Electronics test. The linearity of the signal detection chain was tested at 29.985 GHz using
a synthesiser. The power of the synthesiser was varied within a typical BPM signal range. The
square of the detected voltage density is plotted against the generated power in the left plot of
Fig. 5.7. The calibration data were fit with a straight line. The residual of the measurements from
the fit is shown in the right plot. The signal detected in the control room depends linearly on
the amplitude from the BPMs and reference cavities. The r.m.s. deviations from the linearity are
-29.5 dBm.
beam
27cm1cm
BPMcorrector
55cm 55cm
Figure 5.5: Setup of the experiment with three BPMs and two corrector magnets.
5.5.2 Beam Measurements
Charge normalisation. The ratio between the r.m.s. and the mean value of the reference cavity
signal provides the relative shot to shot variations of the beam charge. A value of 8.6% was found
during the measurement. A beam charge normalisation is done by dividing the spectral density
of the BPM signal by the one of the reference cavity at their resonances. This normalisation also
compensates effects on the signals due to the finite bunch length of the beam.
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Local Oscillator
a(t) · cos (ω11t + Θ)
b(t) · cos (ωrt)
sin (ωLOt + φ)
−a′(t) · sin (ωIF t + Θ − φ)
−b′(t) · sin (ωIF t − φ)
Ref. Cav. Signal
BPM Signal
Figure 5.6: Sketch of the electronics used to mix down the beam position and reference signal.
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Signal Properties
The expected signal. As described in Sec. 5.1 the amplitude signal from a cavity BPM that was
excited by a short bunch equals:

 
 #

  	



 	  


 

 

 

(5.24)
The loss factor per offset

, the quality factor   and the resonance frequency   are listed in
Table 5.1.  is the Heaviside function.  equals the transverse position of the beam in the cavity.
The charge of the beam  was measured with the reference cavity.
The measured signal. Fig. 5.8 shows a signal from one bunch passing the cavity BPM with
an offset of 1 mm. The left top plot shows the mixed down time domain signal. 0.22 µs after
the trigger the beam passes the BPM and causes a fast rise of the signal. An exponential fit
to the envelope of the signal describes the data very well and gives a quality factor of 3832.
Simulations with HFSS provide a value of 5031. The deviations of 27% are believed to be caused
by a discrepancy between the real and the simulated conductivity of the machined copper. The
amplitude spectrum with its peak at 117.5 MHz is shown in the right top plot. This signal is the
lower sideband of the mixer driven with a 30.105 GHz local oscillator. Hence the RF signal has
a resonance of 29.988 GHz. A fit according to Eq. 5.5 is indicated in the plot and was found
to describe the measurement well. HFSS simulations (Table 5.1) give a resonant frequency of
29.985 GHz. The discrepancy of 3 MHz between simulations and measurements is considered
small as it corresponds to a geometric error of about 1 µm. The bottom left plot of Fig. 5.8 shows
the phase as a function of frequency. The curve indicates a fit according to Eq. 5.6 which describes
the measurement well. The bottom right plot is the representation of the resonance in the complex
plane. The data form a circle as one would expect from Eq. 5.4.
The time and frequency domain signals from the BPMs are very well understood.
The Position Dependency measured by a single BPM
The beam position was scanned through the cavity BPM in steps of 100 µm, over a range of
1.3 mm by means of a corrector magnet. Recording ten signals from BPM and reference cavity at
each beam position took a few seconds.
Amplitude signal. The position dependency of the signal’s amplitude density on resonance
is shown in the left plot of Fig. 5.9. As one would expect from the hyperbolic expression in
Eq. 5.4, the signal decreases when the transverse beam position approaches the centre of the
cavity. The residual to the expected hyperbolic relation is shown in the right plot of Fig. 5.9. The
values and their error bars are the mean and r.m.s. value of ten successive measurements. A mean
r.m.s. of   8.3 µm was found over the range of 1.7 mm. The residual charge normalised position
signal is uncorrelated with the beam charge which gives confidence that the normalisation worked
well.
Phase signal. The position dependency of the phase signal is shown in Fig. 5.10. The left
plot shows the phase of the signal as a function of beam position and a fit to the data according to
Eq. 5.6. The fit describes the measured data very well. It can be seen that the dependency of the
phase on the beam position is very strong in the region around the BPMs centre. This is especially
valuable as the BPMs at CLIC will be used to centre the beam. The r.m.s. of the mean value of
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Figure 5.8: Signal of the BPM shock excited by a bunch with an offset of 1 mm. Top left: the signal in
time domain as it was recorded. Top right: amplitude spectrum. Bottom left: the phase as a function of
frequency. Bottom right: frequency domain representation in the complex plane.
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1.1° was found to be significantly smaller than the mean r.m.s. of 4.9°. This indicates a systematic
error. The right plot of Fig. 5.10 shows the residual between measurements and the fit for every
individual measurement. It can be seen that the phase separates into two states about 5 ° apart.
The phases changed between the two states randomly from shot to shot. The BPM and reference
cavities, being high frequency devices excited by a beam cannot account for such timing error. It
is concluded that the source of the two phase states has to be caused by the beam traversing the
cavity with two different tilts. As shown in Sec. 5.4 such a tilted beam excites the dipole mode
in quadrature. Therefore two beam tilts show up as two different phase states. The measurement
demonstrates the potential of such cavity beam position monitors for beam diagnostics.
The real part of the signal is plotted against its imaginary part in Fig. 5.11 (left). The signals for
different beam offsets lie on a line in the complex plane (Eq. 5.4). According to Sec. 5.3, signals
from tilted trajectories with different angles lie on a line orthogonal to the first one. During the
experiment the beam was moved with one steering magnet. Therefore for big offsets (near the
ends of the line in Fig. 5.11) the beam has an angle with respect to the beam axis which results in
the observed banana shape.
The right plot of Fig. 5.11 shows the same data as the left one but all individual measurements.
The two states of the phase are seen here as well. Measurements with a beam charge below a
certain threshold are represented by crosses, the ones above by circles. The two states of the phase
are not correlated with the beam charge.
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Figure 5.9: Left: Beam position signal normalised for beam charge variations as a function of beam
position. Right: residual normalised position signal.
Experiment with three BPMs
As it will be shown in the following, measuring the beam position at three different locations
with no magnetic fields in between allows disentangling beam position jitter and measurement
resolution.
The three beam positions
 

 

 
 

at distances

  and

  apart along the beam axis,
provide two beam angles  and  with respect to a reference line. A schematic sketch of the setup
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Figure 5.10: Left: Phase of the BPM signal as a function of beam position and an arctangent fit. Right:
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is shown in Fig. 5.12. As there is no magnetic field present which deflects the beam,  and  are
equal. Thus the following equation results:
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(5.25)
Due to the gains    and offsets   of the BPMs, the measured   are related to the real
 
 beam
position according to:
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One can define the triplet residual:
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  is independent of beam position, as it only contains the gains, offsets and distances between the
BPMs. According to Eq. 5.25 and Eq. 5.26 one finds that
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The gains are not very well known as they depend on the electronics’ gain, the loss factor and
the charge. The absolute value of one gain can be obtained by comparison with an independent
measurement, the ratios    !   and     !   can be calculated by minimising the r.m.s. of the quantity
  for different beam positions.
Error on the beam position measurement. An error propagation calculation which assumed
uncorrelated and equal errors   on the three BPMs provides the following relation:
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   
 
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  is the r.m.s. of the   value. For the given setup   equals 6.94 mm.
The measurement. The beam position was scanned in steps of about 110 µm over a range
of 1.7 mm by means of two corrector magnets creating only a beam offset and no tilted trajectory.
At every beam position ten signals from the three BPMs and the two reference cavities were
recorded. The left column in Fig. 5.13 shows the spectral density on the dipole mode’s resonance
as a function of beam position. The top plot shows the signal from the first upstream BPM, the
middle plot corresponds to the next downstream monitor and the bottom plot shows the position
dependency of the last downstream BPM. The curves are hyperbolic fits according to Eq. 5.5. The
fit function is:
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
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where  is the transverse beam position and

 


 


 
 

the fit parameters.    is the slope of the
asymptotes far away from the minimum,    is the minimum of the hyperbola,     the x-coordinate
of this minimum. Table 5.2 shows the resulting values for the fit parameters. The centres of
the first two BPMs agree within 49.4 µm whereas the downstream BPM’s has an offset of about
762 µm. These offsets are due to misalignments of the BPMs. The right column of Fig. 5.13
shows the residual of the signals from the fit. The r.m.s. value of the first, second and third BPM
are 73.9, 45.9 and 291 µm. These deviations are caused by beam position jitter and noise of the
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measurements. The third BPM shows an error that is a factor 4 to 6.5 bigger than the other two
BPMs. This effect is believed to be caused by the big beam emittance which does not allow to
focus the beam along the 82 cm over which the three BPMs are distributed. Strong focusing in the
BPM is important to achieve full transmission of the beam. It was found that a beam hitting the
walls of the beam pipe in the vicinity of the BPMs induces currents disturbing the electronics.
The triplet residual. The ratios between the gains    !   and     !   in Eq. 5.28 were calculated
by minimising the r.m.s. of the quantity   for different beam positions. The optimisation was
done with an algorithm which calculated   for every reasonable value of    !   and     !   .    
was found from a linear fit to the relation between the measured signal    and the beam position
independently calculated from the beam energy and the corrector magnet field for different beam
positions. The offsets   were taken to be the readings of the shot which had the minimum average
beam position reading in the three monitors. This trajectory was taken as the reference line of
Fig. 5.12.
Fig. 5.14 shows the variations of the triplet residual for the whole scan translated into a beam
position according to Eq. 5.29. The left plot shows the triplet residual as a function of beam
position, the right plot a histogram. The error on the beam position measurement is given by the
r.m.s. value of the distribution and is 20.1 µm.
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Figure 5.12: Schematic sketch of the setup.
Table 5.2: The fit parameters for the position dependency of the three BPM signals.
BPM slope    [1/m] minimum amplitude    location of the minimum     [µm]
first 101.8 0.01213 25.93
second 62.42 0.01165 75.33
third 58.88 0.06403 -711.1
5.5.3 Conclusions
The performance of the CLIC single bunch BPMs was assessed in an experiment in the CTF II
probe beam. The properties of these resonant cavity BPMs were simulated with HFSS. The
frequency and position dependency of the measured BPM signals are in well agreement with
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Figure 5.13: Left column: spectral density at the resonance frequency as a function of beam position.
The curves indicate hyperbolic fits. Right column: residual of the measurement to the fits. The top row
corresponds to the first upstream BPM, the middle row to the second and the bottom row to the downstream
BPM.
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Figure 5.14: The triplet residual plotted against beam position (left) and as a histogram (right).
the theoretical functionalities which were fitted to the measured data. The complex phase of
the signal has a strong position dependency around the cavity’s centre. This was found to be
particularly valuable as the aim of the CLIC BPMs is to centre the beam. The distortions of the
phase signal due to the low amplitude level around the centre are moderate. This stresses the
advantage of a mixer electronics like the one employed here which provides phase and frequency
information. The linearity of the electronics chain was tested and the r.m.s. deviations were found
to be only -29.5 dBm. The simulated and measured resonance frequencies agree within 3 MHz.
This was considered very good as it corresponds to geometric deviations between simulated and
real geometry of 1 µm. The simulated quality factor was found to be 27% bigger than the measured.
This discrepancy is believed to be caused by differences between the real and simulated copper
conductivity. An experiment with one BPM provided an upper resolution limit of   8.3 µm over a
range of 1.7 mm. The phase of the signal was measured accurate to 1.1°. However, it was found
that the phase splits into two states, which are created by two different tilt angles of the beam. This
result demonstrates the potential of resonant cavity BPMs for beam diagnostics. The effect was
not correlated with the beam charge.
Using three BPMs is in principle a very powerful tool to disentangle beam position and angle
jitter from the measurement resolution. However, during the experiment with three BPMs the
measured beam position jitter was 73.9 µm, 45.9 µm and 291 µm at the three BPMs. Thus during
this experiment the position jitter in the CTF II was bigger by a factor of about ten. After correcting
for beam position and angle jitter the r.m.s. error on the beam position measurement was found to
be   10 µm.
5.6 Common Mode
A beam passing a cavity BPM excites other modes besides the TM  mode used for beam
position monitoring. Most energy is deposited in a band around a mode’s resonance frequency,
however, some energy is as well deposited far off resonance. Thus other modes beside the TM 
mode deposit energy at the resonance frequency of the TM  mode disturbing the measurement
[39, 40, 41].
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The TM   mode, which is the dominant common mode, is excited with a big amplitude.
For the pill-box cavity BPMs tested in the CTF II (Sec. 5.5.2) for example, the loss factor of the
common mode is four times bigger than the one of the TM  mode for a beam 1 mm off the centre
(Table 5.1). As the excitation of the TM   mode does not depend on beam position (Eq. 4.30)
it decreases the TM  to TM   signal level ratio in the cavity’s centre, where the dipole mode
signal is small. In the following, three measures are presented to reduce the contribution of the
common mode to the position dependent signal. The frequency discrimination takes advantage
of the difference in the TM   and TM  mode’s resonant frequencies. This is an advantage of
resonant cavities which button pick-ups do not have. Furthermore, the different field patterns
of the two modes enable common mode rejection by a mode selective coupling and by external
symmetry rejection. The phases of TM   and TM  mode differ by 90°. Therefore, if the phase of
the detected signal can be measured it is a powerful means to distinguish between the dipole and
fundamental mode component.
Common Mode Rejection by Frequency Discrimination
Concept. Due to its finite bandwidth the fundamental mode signal has a certain spectral density at
the dipole mode’s frequency. To calculate the common mode rejection by a band pass filter, one
has to compare the spectral density of the monopole mode, TM   , and the dipole mode, TM  ,
both at the dipole mode’s resonance frequency.
Spectral density of the monopole mode at the dipole mode’s resonance frequency F   (   ).
Eq. 4.3 provides the formula for the spectral density. The coupling is typically arranged such that
it does not affect the fundamental mode, leaving it with a quality factor    of about 5000 (typical
unloaded  for copper structures with such resonance frequencies). Therefore

! 

holds.
Furthermore the spectral density is observed at the dipole mode’s frequency which is far off the
TM   mode’s resonance and thus the approximation        !
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made. Applying both approximations to Eq. 5.5 one finds:
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 is the loss factor,    the frequency of the monopole mode,  is the beam charge and   the
resonance frequency of the first dipole mode.
Spectral density of the dipole mode at its resonance frequency F  (   ). According to Eq. 5.5 the
spectral density of the dipole mode at its resonance frequency is:
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where  is the transverse beam offset and   is the loss factor per unit beam offset.
Frequency discrimination. As a measure of the common mode rejection by frequency
discrimination the quantity
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is defined. #  depends on the frequencies and loss factors of the two modes. It only depends on the
quality factor of the dipole mode and not on the one of the fundamental mode. Far off resonance
very little energy is stored in the TM   mode and thus the quality factor which describes the losses
does not change the signal level.
Common Mode Rejection by a special Geometry of Coupling
Concept. Common mode rejection can be achieved by arranging the waveguides such that they
only couple to the dipole mode. This is possible because of the different field patterns of the TM  
and TM  mode. The higher order mode damping of the SICA accelerating structure makes use
of such a mode selective coupling. The concept is described in Sec. 4.3.1.
Performance. The external quality factor of the fundamental mode   fi
 '
quantifies how
much of the energy stored in this mode leaks into the coupling waveguides (Eq. 4.8).  fi  ' is only
defined at the resonance frequency. As frequency discrimination is applied, the coupling of the
fundamental mode component at the dipole mode frequency is relevant. In the following it is
assumed that the field pattern and thus the coupling does not change with frequency. The relation
between the stored energy  and the amplitude of the mode excitation   is according to Eq. 4.32:
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Eq. 4.33 relates the power in the waveguides  
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% to the stored energy:
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This results in a ratio of the contributions to the voltage in the waveguide from common and
fundamental mode of:
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Thus the degree of common mode rejection depends on the loss factors and external quality factors
of the device. In principle a geometry can be chosen where the waveguide does not couple to the
fundamental mode and  

fi
 '
is infinite. In reality, manufacturing tolerances make the  

fi
 '
finite.
Common Mode Rejection by external Symmetry Rejection
Concept. Common mode rejection can be accomplished by measuring the dipole mode excitation
in a resonant cavity BPM with diametral waveguides and combining the two signals with a hybrid.
The TM   mode excite signals in diametral coupling waveguides with the same phase, the TM 
mode with opposite phases. This can be seen from the electric fields plotted in Fig. 5.16 for the
example of the CLIC single bunch BPM. For the TM   mode (left sketch) the field vectors in all
four waveguides point downwards and thus are in phase. The field vectors in the two waveguides
coupling to the displayed polarisation of the TM  mode (right sketch) point in opposite directions.
The signals are 180° out of phase.
Thus taking the vectorial difference of the signals in opposite waveguides suppresses the TM  
mode. Such subtraction can be done with magic tees. A sketch of a possible setup is shown in
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Fig. 5.17. The waveguide runs which connect the cavity to the magic tee must have the same
length. Both, magic tee and waveguide runs have imperfections. Their impact on common mode
rejection is studied in the following.
Figure 5.16: Electric fields in the CLIC single bunch BPM of the TM  (left) and the TM  mode (right).
The scale of the field vector in the cavity and in the waveguides have different scales.
V (1)
magic tee
hybrid
Waveguide
runs
cavity BPM
Σ∆
V (2)
Figure 5.17: The signals in diametral waveguides are added and subtracted by a magic tee hybrid to
distinguish between dipole and monopole modes.
Magic tees. The four ports of a magic tee are referred to as two collinear arms, a shunt
and a series arm [20]. If signals are fed into the two collinear ports, the shunt arm (sum-port)
provides the vectorial sum of both, the series arm (difference-port) the vectorial difference. If
#
'
fi fi
is the sum signal isolation of the difference-port, the ratio of common to dipole mode voltage
signal at the difference port of the magic tee as a function of the ratio before the hybrid equals:
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
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 

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 


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(5.37)
The sum signal isolation of the difference-port can be made as small as -60 dB [42]. This means
that a voltage fraction # '
fi fi
of 1.0   10 
 
of the sum signal leaks into the difference-port.
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The waveguide runs. Waveguide runs connect the BPM couplers and the hybrid. The effect of a
difference in the electrical length of these waveguides is twofold: common mode signal leaks into
the difference-port and the dipole mode signal is reduced.
The TM  mode produces the voltage waves
 
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 and
 
  
 at the two input ports of the
hybrid. For waveguide runs with identical length,
 
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 equals the frequency of the signal and  the wavelength in the waveguide at this frequency. At
the difference-port of a perfect magic tee the average resulting power is:
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where 	
 

 is the waveguide’s impedance at the dipole mode frequency.
For the TM   mode both voltages
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
 are in phase. As frequency discrimination (see
earlier in this section) is applied, the voltage of the TM   mode signal at the TM  frequency is
relevant and thus:
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This results in an average power at the sum-port of:
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If one of the waveguides has a greater electrical length

than the other, the voltages at the ports of
the hybrid are equal to: 
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To calculate the average power 



 and       at the difference-port due to the two
modes, a second order Taylor expansion around


  was employed. The relative reduction of
the TM  signal amplitude equals:
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Consequently the relative amplitude leakage of common mode into the difference-port is:
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From Eq. 5.44 and Eq. 5.45 it can be found that the ratio of common to dipole mode amplitude is
changed by the unequal waveguides according to:
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Table 5.3: The properties of the BPM proposed for CLIC.
TM   TM 
frequency f (with waveguides; with losses) 20.1243 GHz 29.9984 GHz
frequency f (with waveguides; w/o losses) 20.1257 GHz 30.0002 GHz
frequency f (w/o waveguides; with losses) 20.1234 GHz 29.4270 GHz
external quality factor Q fi  '   18.2
unloaded quality factor Q  4770 5330
loaded quality factor Q   4770 18.5
R ( /Q @ 1 mm 31.3 V/A 5.41 V/A
loss factor k @ 1 mm 198   10

 V/C 50.0   10

 V/C
Thus the impact depends on the ratio between the error in length and the waveguide wavelength.
For the TE   mode of a waveguide with a width of  , the wavelength equals:
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Thus:
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When the waveguide is bent to connect magic tee and cavity its width is changed, changing the
cutoff frequency and thus the propagation constant and electrical length. Experience shows that
waveguides can be made to be equal to 0.1° which, for the WR-28 waveguides typically used for
frequencies of 30 GHz, corresponds to an error on the electrical length

of 3.91 µm. Such an error
results according to Eq. 5.48 in a value for #  of 8.73   10 

.
Conclusions. A real external difference taking setup has imperfections. Two sources of
errors were found and their impact calculated. Firstly a real hybrid reduces the ratio of the
voltages from common and dipole mode by a factor of # '
fi fi
which typically equals 1.0   10 
 
.
Secondly unequal waveguide runs increase the ratio between common and dipole mode for a
perfect difference taking device by a factor of #   which typically equals 8.73   10 

. Both
effects are of the same order of magnitude. One expects an overall change in the ratio between
common and dipole mode of # '
fi fi
 
# 
which typically equals 1.87   10 
 
.
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5.7 The CLIC Single Bunch Beam Position Monitor
The CLIC single bunch BPM design was introduced in Sec. 5.5.1 and their properties are listed in
Table 5.1.
Frequency discrimination. The common mode rejection due to frequency discrimination
#
 of these BPMs can be calculated according to Eq. 5.33 to be 2.98   10 
 
/mm. This means
that for a beam with an offset of 2.98 µm the spectral density of the dipole and monopole mode
are equal.
Common mode rejection by a special geometry of Coupling. This measure is not applied
for the CLIC single bunch BPMs. The fact that the cutoff frequency of the coupling waveguides
is above the fundamental mode’s resonance frequency is not mode selective. As frequency
discrimination is applied, only the fundamental mode’s frequency component at the dipole mode’s
frequency is relevant and this frequency component propagates in the waveguides.
External symmetry rejection. As shown in Sec. 5.6 external symmetry rejection typically
results in a reduction of the common mode to dipole mode ratio #
fi
 ' by 1.87   10 
 
.
Conclusions. The overall symmetry rejection of the CLIC single bunch BPMs equals the
product of the frequency discrimination factor #  and the external symmetry rejection factor
#
fi
 ' . One finds a value of 5.58   10    /mm. Thus the resolution limit due to the common mode
for this case equals 5.58 nm.
5.8 The CLIC Beam Position Monitor
To align the CLIC main beam quadrupoles with the ballistic alignment algorithm explained
in Chap. 3 BPMs with a resolution of about 100 nm and an accuracy of a few micrometre are
required. The BPM design discussed in Sec. 5.7 creates wakefields not compatible with CLIC
multi-bunch operation. The coupling has to reduce the TM  mode’s quality factor to the order
of 20 corresponding to a decay of the transverse wake by a factor of about 10   before the next
bunch passage after 667 ps. As it can be seen from Eq. 5.33, where    "!  #   , a low dipole
mode quality factor directly reduces the common mode rejection by frequency discrimination. This
effect has to be accounted for. In this section the possibilities of mode selective waveguide coupling
is studied. For beam stability these waveguides are strongly coupled in order to damp the dipole
modes.
Layout
A drawing of the BPM can be seen in Fig. 5.18. The left plot shows a view of the BPM along
the beam pipe, the right plot a side-view. One sees the beam pipe, the cavity and the four radial
waveguides which become slots in the walls of the cavity and beam pipe. Four waveguides were
chosen to achieve strong dipole mode damping and maintain a fourfold geometry. A difference to
the design of the CLIC single bunch BPM’s is that further common mode rejection is achieved by
arranging the coupling waveguides such that they do not couple to the fundamental mode.
Strong coupling is achieved by having no iris between coupling waveguides and cavity. The pa-
rameters for such a BPM proposed for CLIC are listed in Table 5.6. Comparing these parameters to
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the ones of the CLIC single bunch BPMs listed in Table 5.1 one finds that due to the strong dipole
mode coupling the external quality factor of this mode decreased to 18.2. The loaded quality
factor of the fundamental mode is only 2% higher than for the CLIC single bunch BPMs. The
fundamental mode frequency was lowered by 440 MHz. The loss factors of the two modes were
not affected by the coupling.
Common Mode Rejection
Frequency discrimination. According to Eq. 5.33 the common mode rejection by frequency
discrimination #  equals 0.778 /mm. Due to the much lower dipole mode quality factor, the ratio
between fundamental and dipole mode amplitude density #  is by a factor 2.6   10

bigger than
for the CLIC single cavity BPMs discussed in Sec. 5.7.
Common mode rejection by a special geometry of coupling. The idea of higher order mode
damping via slotted irises in accelerating structures was described in Sec. 4.3.1. This concept was
extended to single cell cavities in order to provide further common mode rejection. The coupling
makes use of the fact, that the electric field of the dipole, unlike the fundamental mode has an
azimuthal component. This field produces a voltage across the gap which excites the attached
waveguide’s TE   mode. The principle is illustrated in Fig. 5.19 where the electric field vector is
depicted in such a BPM for the fundamental (top) and dipole (bottom) mode.



fi
 '
quantifies the coupling of the fundamental mode to the waveguides. The dependency of



fi
 '
on imperfections was simulated. The inverse square-root of the external quality factor is
plotted against the distance which the waveguide was displaced in Fig. 5.20. The linear fit


fi
 '


 

  

 
 

 (5.49)
found values of -1.57   10 

and 2.24   10 

mm 

for the fit parameters    and    respectively.
The good linearity provides confidence that the finite element mesh was fine enough to resolve the
effect. It was found that for a manufacturing error of less than 5 µm the external quality factor is
bigger than 1.08   10
 
. According to Eq. 5.36 such a quality factor results in a reduction of the
ratio between common and dipole mode #  of 2.06   10 

.
External symmetry rejection. External symmetry rejection will not work for these BPMs.
All fundamental mode signal in the damping waveguide comes from imperfections in the
couplers. Therefore the phase of this signal is not known and cannot be distinguished from the
dipole mode signal.
Conclusions. Combining all measures of common mode rejection results in a ratio of monopole
to dipole signal of 1.60   10 

/mm. The corresponding beam offset at which the signals from
dipole and monopole mode are equal is 160 nm. Further common mode rejection can be achieved
by making use of the fact that the signal from the fundamental and dipole mode are 90° out of
phase.
The loss of accuracy due to a heavily damped dipole mode can be compensated by an appropriate
coupling geometry. Sufficient common mode rejection to meet the required accuracy and
resolution of 10 µm and several 100 nm respectively seems achievable. However this requires very
low noise electronics.
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Figure 5.18: A “beam perspective” (left) and a side-view (right) of the BPM proposed for CLIC.
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Figure 5.19: Electric field vector of the TM  (top) and TM  (bottom) mode. Only a quarter geometry is
displayed as the geometry has a fourfold symmetry. One can see that the dipole mode couples to the slots
whereas the monopole mode does not.
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Figure 5.20: Inverse square root of the external quality factor
 
fi
 ' for the TM   mode plotted against the
displacement of the slot.
5.9 Conclusions
The theoretical beam position and frequency dependencies of the BPM signal’s amplitude and
phase were derived. Two methods to simulate the response of a beam position monitor provide the
same spectrum within the accuracy of the simulation code. It was shown intuitively and derived
that a tilted trajectory excites the dipole mode 90° out of phase with respect to a beam with an
offset. A tilted beam excites the dipole mode with the same phase as a beam with a tilted trajectory.
Beam experiments. An experiment with CLIC single bunch BPMs in the CTF II accelerator
confirmed the derived frequency and position dependencies of the signal. Simulated and measured
resonance frequency and quality factor agree within 0.1 and 27% respectively. The agreement
in frequency is remarkable, the big discrepancy in quality factors is believed to be caused by
different real and simulated conductivities. The accuracy of the BPMs was measured to be better
than   8.3 µm by comparing the measurement to the independent position information from the
steering magnet which displaced the beam in the cavity. As the latter does not account for the
beam position and angle jitter the comparison only provides an upper accuracy limit. Position
and angle jitter are inherent in the CTF II (see Sec. 2.3). An experiment with three BPMs which
tried to overcome the jitter did not improve the accuracy limit. The experiment suffered from the
fact that the beam cannot be focused in all three BPMs at the same time and from large beam
position jitter. Limitations of the experiment are believed to come from noise on the electronics.
The demonstrated accuracy of   8.3 µm is in the range of the requirements of about 10 µm. It
is believed that an electronics which is better shielded from signals generated by the accelerator
could improve the accuracy.
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Accuracy limitations. A limitation for resonant cavity BPMs is the leakage of the common
mode into the position signal. This effect was studied and the following measures presented to
minimise this signal pollution: frequency discrimination, special geometry of the coupling and
external symmetry rejection. The impact of these measures were estimated for the CLIC single
bunch BPMs. It was found that resolutions of better than 5.6 nm should be feasible with the
BPMs which is well within the requirements for CLIC. Certainly electronics with a sufficiently
good performance are required. These BPMs are not compatible with the multi-bunch operation
foreseen for CLIC.
CLIC multi bunch BPM. A BPM for CLIC is proposed in which the dipole modes are heavily
damped to allow multi bunch operation as it is foreseen for CLIC. The first dipole mode has a
quality factor of 18.5. Such heavy damping compromises the impact of frequency discrimination
by two orders of magnitude with respect to the CLIC single bunch BPM design. However it was
found that this could be compensated by a mode selective coupling via slots in the cavity walls.
The calculated accuracy limit for the BPM proposed for CLIC equals 160 nm which is well within
the specifications. Further common mode rejection can be made by a phase based discrimination:
The phases of the signals from the TM   and TM  modes are 90° out of phase.
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Chapter 6
Beam Position and Angle Measurement
with an Undamped Accelerating Structure
In order to minimise the emittance growth of the CLIC main beam due to transverse wakefields, the
beam must traverse the electrical centre of the accelerating structures within 10 µm. As explained
in Sec. 3.1 for CLIC it is proposed to use the accelerating structures themselves to measure the
beam position.
The lowest dipole mode dominates the long range wakefields and its excitation depends on the
beam position with respect to the electrical centre. Therefore this mode provides a measure of the
wakefield’s amplitude and consequently the beam position. A series of experiments was done to
help estimating the performance of the CLIC main beam accelerating structures as beam position
monitors. In order to limit sources of error, no high frequency power for particle acceleration was
fed to the structures during the experiments.
In this Chapter it is described how the beam position and angle can be measured with an un-
damped, constant geometry accelerating structure. This was demonstrated in an experiment with
the CTF II probe beam, where the beam position and angle was retrieved from a beam excited
higher order mode (HOM) that was sensed at the output coupler of the structure.
Chap. 7 assesses the possibility of measuring the HOM excitation of a heavily damped and strongly
detuned accelerating structure. An experiment is presented where the beam position dependent
TM  mode was measured in the damping waveguide of a SICA (see Sec. 4.3.1) accelerating struc-
ture.
In Chap. 5 beam position monitoring with single cell cavities was studied. In the following the
concept is expanded to beam position measurements with periodic accelerating structures.
Introduction
A beam passing an accelerating structure excites the dipole modes according to its offset from the
centre. For the TM  mode the voltage left in every cell is proportional to the beam’s transverse
distance from the symmetry axis in that cell. Therefore an offset beam deposits a constant voltage,
a beam with an angle a linearly varying voltage along the structure. The induced voltage travels
with the mode’s group velocities to one end of the structure where it is coupled out. For a given
mode, the time domain signal coming out of a perfectly matched coupler is a pulse with a carrier
frequency equal to the mode’s resonance frequency. The duration of the pulse equals the group
velocity times the length of the structure (refereed to as filling-time). For a forward propagating
mode, the first part of the pulse carries energy that was deposited near the downstream coupler,
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the last part carries energy deposited on the far upstream end of the structure. Therefore the beam
position and angle is contained in the coupler signal and can be extracted from fits to the shape of
the pulse. It has to be taken into account that, due to Ohmic losses, even an undamped accelerating
structure has a finite attenuation per cell. This attenuation reduces the signal depending on the
distance it travelled along the structure.
If the centres of the structure’s cells are misaligned with respect to each other, different cells are
excited with different amplitudes. This shows up in the pulse as a systematic deviation from its
expected shape. Such deviations can be identified with transverse misalignment of the structure’s
cells [43].
6.1 Extracting Beam Position and Angle from the Pulse
The envelope of the voltage signal measured at the output coupler obeys the following exponential
law due to the attenuation caused by ohmic losses in the structure’s walls (See Eq. 4.1):
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The time dependency of the signal
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is given by an amplitude
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 and a decay of the signal with
time   . The decay is characterised by the structure’s resonant frequency  and its quality factor  .
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For a beam traversing the structure with an angle the transverse beam position and thus the exci-
tation
 
 is a linear function of the longitudinal coordinate  . This longitudinal dependency can
be translated into a time dependency of the signal at the structure’s output coupler via the group
velocity v  :
 


 
 #





 




 
 


(6.3)
v  is the speed with which the signal propagates along the structure.   is the transverse beam
position at the end of the accelerating structure,  the angle of the beam with respect to the
symmetry axis and

is the structure’s length. A linear fit to the measured pulse envelope of the
form
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where    and    are the fit parameters provides the beam offset   and angle  :
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With these formulae, which are only valid for constant geometry structures, the beam angle and
position can be found from the shape of the time domain pulse.
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6.2 Experimental Setup
The accelerating structure. For the experiment a CLIC accelerating structure CAS [44] was
installed in the CTF II probe beam. Fig. 6.1 shows a photography and Fig. 6.2 a sketch of a CAS
accelerating structure. The microwave properties of the position dependent TM  mode were
calculated with HFSS and are summarised in the table of Fig. 6.2.
vacuum
manifold
4 mm    beam hole
coupler
power
Figure 6.1: Photography of an accelerating structure (CAS design) as the one used in the CTF II to measure
the beam position and angle.
The expected signal. The dipole pulse has a length of 30 ns and a carrier frequency of
38.5 GHz. Its bandwidth is about about 30 MHz. According to Eq. 4.1 the voltage decays to
27.6% of its original value along the 28.4 cm length of the structure. This means that the TM 
signal from the whole length of the accelerating structure is within the dynamic range of standard
mixing electronics.
Installation in the CTF II (Sec. 2.3). The transverse position of the beam in the structure
was varied by a corrector magnet situated 1.7 m upstream of the structure. The setup is sketched in
Fig. 6.3. The beam position was calculated from the field strength of the corrector magnet and the
beam energy. The field strength was controlled by varying the current in the coils of the magnet.
The output power coupler of the accelerating structure was terminated with a load. A directional
coupler in front of the load allows sensing the signal from the accelerating structure. Both
directional coupler and load are designed for the 30 GHz fundamental mode. The beam induced
signal was measured for different beam positions.
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3.332mm
TM  mode:
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 38.5 GHz
 2832
  3.14% c
Figure 6.2: Sketch of a CAS accelerating structure including the main parameters.
Beam
Structure
Input
CouplerMagnet
Corrector Output
CouplerLoad
Figure 6.3: Setup of the experiment. The CTF II probe beam was scanned through an accelerating structure
with a corrector magnet. The beam induced signal was measured at the output power coupler.
6.2.1 Electronics
Layout. The electronics are sketched in Fig. 6.4. The signal from the directional coupler was
transported to the CTF II klystron gallery on 15 m long WR-28 waveguides. In the klystron gallery,
the signal was low pass filtered and mixed with a 39 GHz local oscillator (LO). As the LO signal
was generated by an unlocked synthesiser, the phase information was lost in the mixing process
(see Appendix C). The resulting 500 MHz intermediate frequency (IF) signal was transported to
an oscilloscope in the CTF II control room on 100 m long coaxial cables. The CTF II timing signal
was used as a trigger. The traces were read from the scope by a computer via a GPIB connection
[49]. The repetition rate of the CTF II probe beam is 5 Hz, the time between reading two traces
was about 10 s.
Scope PCCAS Structure
Synthesizer
39 GHz
Figure 6.4: Sketch of the electronics.
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6.3 Measurements
The Time Domain Signal
The left plot of Fig. 6.5 shows the envelope of a beam induced dipole mode signal. 60 ns after the
trigger a fast rise occurs and is followed by a decay until after 20 ns the signal increases again. The
signal behaves as expected except for the second peak. This peak is believed to be caused by a
reflection from the load and a poor directivity of the directional coupler. The load is not matched
and the directional coupler not directional for the 38.5 GHz signal because they were optimised for
the fundamental mode at 30 GHz. The waveguide run from the power coupler to the load and back
is about 20 ns and thus equal to the time spacing of the peaks. As a consequence of the second
peak, only the first 15 ns of the 30 ns pulse are used for the following analysis. This means that
beam position information from one half of the structure is available. The right plot in Fig. 6.5
shows a fast Fourier transformation of the signal. The spectrum peaks at 38.3 GHz where as HFSS
simulations found a synchronous frequency of 38.5 GHz. This difference of 200 MHz is believed
to be caused by the dimple tuning1 of the structure which was not included in the simulations.
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Figure 6.5: Left: Envelope of the dipole mode signal measured at the output power coupler of the acceler-
ating structure. Right: Fast Fourier transformation of the signal.
Beam Position Dependency
The maximum of the frequency domain amplitude density is plotted against the beam position in
the left plot of Fig. 6.6. The beam position was found from the corrector magnet current. The
residual of this relation to a straight line fit is shown in the right plot. The error bars are the
root mean square (r.m.s.) of ten successive measurements. The mean r.m.s. equals 15 µm. The
deviations from the expected fit are within the statistical error. Both current and position jitter are
inherent in the test accelerator CTF II (Sec. 2.3). Disentangling this jitter from resolution limits of
the measurement would have required further beam position and current measurements. Therefore
all errors quoted in the following are upper limits.
1The cavities of the accelerating structure are manufactured with a diameter that is slightly too big. The accelerating
mode frequency is shifted to its design value by locally deforming the outer cavity walls.
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Figure 6.6: Left: The maximum value of the frequency domain signal is plotted against the position of the
beam as it was given by the corrector magnet settings. Right: Residual to the two straight line fits shown in
the left plot. The error bars correspond to the root mean squared of ten successive measurements.
Position and Angle Reconstruction
The beam position and angle were extracted from the measured signals according to the fits
described in Sec. 6.1. Fig. 6.7 shows two such linear fits as they were suggested in Eq. 6.4 for
different beam positions and angles. The values for  , v  and  were simulated with HFSS. A
value for

!

#



was obtained from Eq. 6.5 by relating the knowledge of the beam position
from the steering magnet’s current to the measurements. This was done to overcome uncertainties
like the exact beam current, the coupling of the dipole mode through the power couplers and the
attenuation of the electronics. The beam trajectories can be reconstructed from the angle and
offset. The incoming beam is deflected by the corrector. Therefore one expects all trajectories to
originate from one point at the longitudinal position of the corrector. As no phase information is
available, one cannot distinguish between a beam traversing the structure above and below the
symmetry axis. The beam was scanned through the centre to be able to impose this information.
The reconstructed trajectories for 20 beam positions and angles can be seen in Fig. 6.8, where
the abscissa and ordinate correspond to symmetry axis and horizontal coordinate respectively.
Above the left plot the positions of the steering magnet (triangle) and the accelerating structure
(box) are indicated. The right plot is a zoom on the point where all trajectories intersect. It can
be seen that all trajectories meet within a remarkably small region of   20 µm. However, the
trajectories intersect 29 cm away from the steering magnet position. As it will be shown in the
next section this error is likely to be caused by an error on the simulated value of the group velocity.
Structure Straightness
The deviations from the fits in Fig. 6.7 have similar characteristics for every shot. However, it
was not possible to correlate these deviations with mechanical straightness measurements of the
accelerating structure.
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Figure 6.7: The envelope of the time domain signal normalised for the exponential decay of the fields due
to losses. These losses are quantified in terms of a quality factor
 
. The fit provides beam position and
angle information. The two plots correspond to two different beam positions and angles.
6.4 Error Analysis
Disentangling the errors on position and angle. In the described experiment the beam position and
angle are the measured observables. The errors on these quantities were disentangled by studying
the region where the reconstructed trajectories intersect. The bigger the statistical error on the
beam position and angle, the bigger this area in which trajectories intersect.
The waist of the trajectories is at the longitudinal position where the r.m.s. of the trajectories’
transverse positions has a minimum. This minimum r.m.s. equals the statistical error on the beam
position measurement   .   was found to be 6.25 µm.
A trajectory’s angle  relates the transverse position of the beam at the end of the structure   to
the distance between the end of the structure and the corrector magnet

as follows:
 




(6.7)
 is of the order 1 mrad and can therefore be taken to be small. Assuming uncorrelated errors, the
following error propagation can be found:
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The error of the longitudinal coordinate 

equals the r.m.s. of the longitudinal position of the
intersection between the trajectories and the beam axis.   was found to be 7.5  rad.
Error on intersection point position. The intersection point of the trajectories does not
coincide with the corrector magnet position as it should. Assuming small trajectories’ angles  ,
the distance between the structure and the intersection point of the reconstructed trajectories is:
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(6.9)
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Figure 6.8: The abscissae represent the symmetry axis, the ordinates the horizontal axis. Above the left plot
the locations of the steering magnet (triangle) and the accelerating structure (box) are indicated. Displayed
are beam trajectories as they were reconstructed from the measurements in the structure. The right plot is a
zoom on the intersection point.
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According to Eq. 6.5 and 6.6 one finds:
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The location of the intersection point does not depend on loss factor or quality factor but on the
group velocity and the length of the structure. The error on the intersection point can be written in
terms of the errors on the group velocity and structure length:
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Together with Eq. 6.10 one finds:
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For the experiment   equals 55.0 m/

. The length of the structure

can be known sufficiently
accurate. 

cannot account for the 29 cm error on    . This error on the absolute position of
the intersection can be explained by an error on the group velocity of 0.527% c2. Such an error is
believed to have caused the discrepancy between the intersections of the reconstructed trajectories
and the steering magnet location.
6.5 Conclusions
The feasibility of beam position and angle measurements with an undamped accelerating structure
was demonstrated. By only looking at a small bandwidth of the signal a beam position resolution
of 15 µm was achieved. A resolution of better than 6.25 µm and 7.5 µrad on position and angle
respectively was found when the expected signal shape was fitted to the time domain pulse. These
resolutions were achieved with a structure that was not optimised for the experiment: the loads,
the directional coupler as well as the power coupler were designed for the fundamental mode
at 30 GHz, which is 8.5 GHz below the observed dipole mode signal’s frequency. The main
uncertainty that remains is that the reconstructed trajectories do not intersect at the location of
the steering magnet as one would expect. This is likely to be caused by an error on of 0.527% c on
the simulated group velocity of the structure.
2The group velocity of RF devices is commonly given in per cent of the speed of light c.
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Chapter 7
Beam Position Measurement with Heavily
Damped and Detuned Structures
7.1 The Concept
Damped Accelerating Structures
Transverse mode damping is a measure used to reduce transverse wakefields. As explained in
Chap. 4.3.1 CLIC main linac accelerating structures are damped by waveguides, which are de-
signed to couple to the higher order modes. The damping waveguides are individually terminated
by loads. It is possible to determine the position of the beam inside an accelerating structure from
the power in these waveguides which is generated by the excitation of the lowest dipole mode in
the structure. As it is explained in further detail in Sec. 3 such beam position measurements are the
basis of wakefield minimisation.
Calculating the characteristics of the signal in the damping waveguides requires extension for
strong damping of the concept describing the coupling between a beam and the modes of a pe-
riodic structure. This is analogous to calculating the wakefield as described in Appendix A. The
calculation becomes much more complicated in the presence of damping: a damped, unlike an
undamped, structure does not in general have synchronous crossings. The synchronous crossing is
the intersection between the speed of light line and the branch of the mode in the Brillouin diagram.
For an undamped structure this intersection provides the frequency of the wakefields (Sec. 4.2).
The damping of a mode results in a fast decay of the voltage a beam deposits. In the frequency
domain, this means that the signal has a large bandwidth. To sense the excitation of position
dependent, damped dipole modes one has to therefore cope with broad band signals. For damping
as strong as foreseen for CLIC, with dipole mode quality factors of 16, the voltage decays to half
its value after only 3.5 RF cycles. An advantage of the fast decay is that, in principle, the signal
from every bunch of the CLIC main beam bunch train can be resolved.
Furthermore unlike for an undamped accelerating structure, the dipole signal of a heavily damped
structure only contains beam position information from the nearby cells of the structure. This is
because the power decays rapidly with distance when propagating along the accelerating structure.
In the CLIC main beam TDS1 accelerating structures described in Sec. 4.3.1 for example, the power
of the first dipole mode decays 35.9 dB per cell. The result is that beam position information does
not propagate far along the structure. Thus one cannot obtain the beam position in the whole
structure by looking at the power couplers alone as it was done in the experiments described in
1Tapered Damped Structure
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Sec. 6 and in [43]. However, it is still possible to measure the local beam position.
The measurement presented in this section serves as a benchmark for the theoretical technique and
the simulation codes HFSS and GdfidL. A confirmation of the simulations by the measurement
gives confidence in the wakefield simulations which were done with the same simulations. The
proposed experiment is thus complementary to a direct wakefield measurement at ASSET (Accel-
erator Structure SETup) [45]. As the experiment does not involve precise beam measurements, it
is easier than an ASSET test.
The Experiment
To demonstrate the feasibility of beam position
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Figure 7.1: Dipole mode signal spectrum in
the damping waveguide of the SICA (Slotted
Iris Constant Aperture) accelerating structure
per beam offset and beam current.
monitoring with a heavily damped accelerating
structure, a six cell SICA (Sec. 4.3.1) type structure
was tested in the single bunch, 4 ps, 0.5 nC CTF II
probe beam. At CLIC the technique will be used in
main linac TDS accelerating structures, however, no
TDS accelerating structure was available for testing.
The basic issues of beam position monitoring with
heavy damping can be demonstrated as well with a
SICA accelerating structure. In both the TDS and the
SICA, damping is achieved by coupling waveguides
but the waveguides have a different topology as it
is described in Sec. 4.3.1. In order to measure the
dipole mode excitation, the Silicon-Carbide (SiC)
load of one damping waveguide was replaced by
an impedance matched transition to coaxial cable
to which the read-out electronics was connected.
The simulated spectrum of the signal induced in the
damping waveguides is shown in the left plot of Fig. 7.1. The simulation is described in Sec. 7.3.
Different kinds of read-out electronics were tested to evaluate their performance.
Measuring the dipole mode excitation in the coupler cells at the power couplers of the accelerating
structure provided two more independent beam position measurements. As the beam propagates
through the structure along a straight line, three independent beam position measurements allow
beam position jitter and measurement accuracy limits to be distinguished.
The particular challenge of the experiment is the high damping and detuning. The voltage of a
mode with a  of 8, like the SICA structure has, decays to half its peak value after less than two
cycles, being 840 ps at 4.2 GHz (see Eq. 4.1). The bandwidth of the voltage equals 530 MHz.
7.2 Experimental Setup
7.2.1 The Accelerating Structure
The SICA prototype consists of two power coupler cells and four accelerating cells. The coupler
cells are coupled to two waveguides each. The damping mechanism is described in Sec. 4.3.1.
An exploded view of the structure is shown in Fig. 7.2. The vacuum to air feed-through and the
transition from waveguide to 50   coaxial cable, which was used to detect the dipole signal, is also
shown in this drawing. A photography of the installation in the CTF II is shown in Fig. 7.3. The
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Figure 7.2: An exploded view of the SICA (slotted Iris Constant Aperture) prototype that was used in
the experiment. Successive disks are rotated by 45°. The adjacent disks form two walls of the damping
waveguides.
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Figure 7.3: Photography of the SICA accelerating structure installed in the CTF II.
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accelerating structure, the transition which was clamped to the structure and the loads terminating
the power couplers are shown. The dipole mode excitation in the two coupling cells was sensed
by waveguide directional couplers installed between power couplers and loads that terminated the
waveguides. The transition was installed on a horizontal damping waveguide which couples to
the polarisation of the dipole modes excited by a vertically displaced beam. This orientation was
chosen so that the power couplers and the transition sense the same polarisation.
As the cells are strongly damped and detuned the modes do not extend over the whole structure.
Therefore measuring the dipole mode at three locations (two couplers and one transition) along
the beam line provided independent position measurements, allowing compensation of beam
position and angle jitter.
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Figure 7.4: Left: Simulations of the reflection from a damping waveguide with the original load and in the
case where 1 mm and 2 mm of the load’s tips were broken off. Right: The double ridged damping waveguide
with the tapered ridge height and the silicon-carbide (SiC) load.
History of the accelerating structure. The accelerating structure was used for high power
testing before the BPM measurements were made and certain effects on the structure are included
for completeness. The structure was built to test the SICA design at high power for CTF 3
operation. After finishing the RF conditioning2, it was found that the first one millimetre tip of
two SiC loads were broken off and the inner surface of the cavity was covered with a sulphur
powder. The conditioning was done by feeding RF power at the fundamental mode frequency into
the prototype. Normally the fundamental mode does not couple to the damping waveguides (see
Sec. 4.3.1). However, it is believed that the breakdowns create field asymmetries so that RF power
was coupled into the damping slots. This power may have and destroyed the loads. The origin of
the sulphur powder is not known. A final stable power level of 77 MW (the design value for CTF 3
is 30 MW) was transmitted through the structure without signs of field breakdown. The effect of
2The power fed to the structure is increased until sparks create breakdowns of the fields. Subsequently it is possible
to increase the transmitted power without breakdowns. This training process is referred to as RF conditioning.
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the broken tips was simulated with HFSS. Fig. 7.4 shows the reflection from a damping waveguide
with a load as it was designed and for a 1 mm and 2 mm broken off tip. The degradation of the
reflection coefficient in the frequency range of the first dipole mode (i.e. 3.5 to 5 GHz) is only
from -12 dB for the design load to -10 dB for the load with a broken tip.
As has been calculated for the CLIC TDS a reflection coefficient      


(i.e. 10 dB) in the
frequency range of the lowest dipole mode is sufficient to produce a transverse wakefield very
close to the ideal case of a perfectly terminated damping waveguide [46]. Thus it can be concluded
that the damping was not significantly changed by the altered loads.
7.2.2 The double ridged Waveguide to Coaxial Cable Transition
Principle
In the SICA design, dipole mode damping waveguides have a double ridged cross section. The
height of the ridges decreases going outwards from the beam axis giving space for wedge shaped
SiC loads. For this experiment one load was replaced by a double ridged waveguide to 50  
coaxial cable transition. To install this transition, a counterbore was machined into the structure as
shown in Fig. 7.5. The SiC load was taken out and the transition block clamped to the structure.
The transition was designed to have an impedance match to the waveguide at the structure’s first
dipole mode frequency. This frequency was found according to simulations which are described in
Sec. 7.3. A drawing of the inside of the transition with the double ridged waveguide, the antenna
and the vacuum feed-trough is shown in the left plot of Fig. 7.6. An outside view is depicted in the
right hand sketch.
How it works. Fig. 7.7 shows the electric field inside the transition at 4.25 GHz, i.e. the
frequency at which the signal spectrum plotted in Fig. 7.1 is maximum. A standing wave is created
by terminating the waveguide with a short circuit. The inner conductor of a coaxial cable is placed
as an antenna in the vicinity of the first electric field maximum. It bends the electric field vectors
of the waveguide’s TM   mode such that they become the fieldlines of the lowest TEM mode in
the coaxial cable.
The signal was transported from vacuum to air by a ceramic coaxial cable feed-through. The
manufacturer [47] quotes a voltage standing wave ratio (VSWR) of 1.04. The VSWR is defined
via the reflection   as follows:
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(7.1)
Thus a VSWR of 1.04 corresponds to a reflection of -17.1 dB. This was considered sufficiently
good as the reflection from the SiC load is bigger than that over the relevant frequency range from
3.5 to 5 GHz (Fig. 7.4). The inner conductor of the feed-through as delivered was not long enough
to achieve an impedance match. So it was lengthened by adding a copper cylinder on to the existing
antenna.
Design Criteria
The transition was designed to be impedance matched at the simulated spectrum of the dipole
signal in the waveguide at the plane where the transition is connected. The simulation of the signal
spectrum is explained in detail in Sec. 7.3. The resulting spectrum in the waveguide is plotted
in Fig. 7.1. The optimisation was done based on HFSS simulations. The parameters which were
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varied are the length of the antenna ( 
 ) and the distance between the axis of the antenna and the
short circuit (   ). In Fig. 7.8 these parameters are sketched. For optimisation the spectrum was
convoluted with the transfer matrix of the transition. To maximise the signal level, the integral of
the resulting spectrum was taken as a figure of merit for an optimisation. The right plot in Fig. 7.9
shows the transmission of the optimised transition. The steep roll-off towards lower frequencies is
due to the waveguide’s cutoff frequency of 3.35 GHz. As the ridges of the waveguide are tapered,
the depth of the counterbore changes the cross-section of the waveguide. The choice of this plane
of transition was a compromise: The height of the two ridges of the waveguide decreases going
outwards from the cavity, increasing the cutoff frequency. As a low cutoff frequency is desired
to access a broad bandwidth of the dipole signal, a deep counterbore is favoured. To achieve an
impedance match the ridges had to leave enough space for a sufficiently long antenna.
The left plot in Fig. 7.9 shows a comparison between the simulated reflections from the transition
and the load which terminated the double ridged waveguide before the transition was installed.
The transition is a better impedance match than the SiC load over four sigmas of the signal width
(indicated by the vertical lines). Thus replacing a load with the transition does not degrade the
damping.
waveguide
double ridged beam
pipe
couplers
power
21.55cm
transition
Figure 7.5: The installation of the transition.
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Figure 7.6: Sketch of the double ridged waveguide to coaxial cable transition that was customised for the
experiment described in this section. The left picture shows a drawing of its inside, the right one an outside
view.
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Figure 7.7: The electric field in the transition.
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Table 7.1: Impact of the critical parameters (first column) on the transmission of the signal. The first
four columns provide reflection and transmission of the transition in dB and expressed as a fraction. The
last column is the reduction of the signal in the waveguide after convolution with the transmission of the
transition.
varied dimension 


 @ 4.25 GHz 

 
 @ 4.25 GHz out going / in coming
power integral
fraction [dB] fraction [dB] [%]
design 0.02141 -33.388 0.99851 -0.012952 99.180
pd -0.10mm 0.08774 -21.136 0.99501 -0.043451 98.538
pd +0.10mm 0.02060 -33.723 0.99876 -0.010777 99.086
za -0.50mm 0.04197 -27.541 0.99803 -0.017128 98.940
za +0.50mm 0.05512 -25.174 0.99751 -0.021655 98.829
doc -0.10mm 0.03125 -30.103 0.99844 -0.013561 98.989
doc +0.10mm 0.00961 -40.346 0.99900 -0.008690 99.140
dic -0.10mm 0.01949 -34.204 0.99883 -0.010168 99.141
dic +0.10mm 0.04216 -27.502 0.99800 -0.017389 98.885
l_t +0.25mm 0.02157 -33.323 0.99875 -0.010864 99.119
l_t -0.25mm 0.04200 -27.535 0.99805 -0.016954 98.885
za
l_t
Cavity
dicdoc
Antenna
double ridged
waveguide
pd
vacuum
feed−through
Figure 7.8: Schematic plot of the transition indicating the various parameters which were scanned for tuning
and error analysis.
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Table 7.2: Values and tolerances of the parameters describing the transition. The parameters are indicated
in Fig. 7.8.
parameter design value tolerances
penetration depth pd 6.10 mm 100 µm
distance between antenna and short za 11.0 mm 500 µm
diameter of the outer conductor doc 9.00 mm 100 µm
diameter of the antenna/inner conductor dic 4.00 mm 100 µm
length of transition coax to feed-through l_t 0.75 mm 500 µm
Installation
The double ridged waveguide of the transition was clamped to the waveguide of the accelerating
structure as it is shown in Fig. 7.3 and 7.5. A rubber O-ring was used for vacuum tightness
while allowing a good electrical contact. During the installation the reflection from the transition
was measured with a network analyser. A criterion for a good electric contact between the two
waveguides was given when the reflection did not change with higher clamping force.
Tolerances
A sketch of the transition is shown in Fig. 7.8 indicating all critical parameters. Their individual
impact on the performance is shown in Table 7.1. Table 7.2 shows the feasible tolerances of the
parameters. Within these tolerances, the transition reduces the integrated signal spectrum by less
that 1.5%. It was found that an angle of the antenna with respect to its hole of up to 2° does not
affect the transmission significantly. The transition has a large bandwidth as a detuning of the
transition by 500 MHz reduces the transmitted signal by less than 10%. Thus the design is robust
against errors. However, as described in the next paragraph an unexpectedly large manufacturing
error compromised the performance of the transition.
Performance
The scattering parameters (Appendix B) of the transition from double ridged waveguide to coaxial
cable were measured after manufacture with a network analyser (Appendix B). In principle all
S-parameters are accessible by measuring the reflection from a movable short circuit. As a design
for such a movable short circuit a plunger was considered. However, simulations indicated that the
tight fit that is necessary for an RF contact between plunger and waveguide was not feasible. To
determine the transmission coefficient, two identical transitions were build and their waveguides
clamped together.
It was determined experimentally that the measurement was not distorted by small misalignments
of the waveguides with respect to each other. This observation provides confidence that the con-
nection of the transition to the damping waveguide is not critical. The coaxial ports were connected
to the network analyser. Reflection and transmission are plotted in Fig. 7.10. The slim curve shows
the results of the measurement, the dashed curve the simulations of the design geometry and the
thick curve the effect of the antennas being 400 µm too short. The agreement between the thick and
the slim curve indicates that the antennas are indeed too short. The impact of the error in antenna
length on the performance of the transition was simulated. Fig. 7.11 shows the transmission (left)
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Figure 7.9: Left: Reflection from the SiC load (thick curve) and the transition (thin curve) as a function
of frequency. The vertical lines limit the four sigma range of the simulated signal in the double ridged
waveguide. Right: The transmission coefficient     of the transition.
and reflection (right) from the design (dashed curve) and the real (solid curve) transition. In the
right plot of Fig. 7.11 the reflection from the SiC load is plotted as well (thick curve). It is found
that the reflection from the transition is better than -10 dB in the band of the first dipole mode.
As mentioned earlier, this is according to [46] sufficient to produce a damping very close to the
ideal case of a perfectly terminated damping waveguide. When trying to lengthen the antenna by
displacing the cylinder which was stuck on the vacuum-air feed-through antenna, the latter broke
off. As there was only one vacuum-air feed-through left and the performance of the transition was
found to be acceptable, the decision was made to continue the experiment as it was.
7.2.3 Electronics with an RF Mixer
The signals from the damping slot and the couplers were transmitted on 15 m long coaxial cables
to the klystron gallery above the CTF II. The signals were mixed down in the klystron gallery and
from there transported to the CTF II control room using 100 m long coaxial cable. In the control
room the signals from the two couplers, the transition and the wall current monitor were displayed
on a four channel, 3 GHz bandwidth oscilloscope with a sample rate of 10 GS/s [48]. The scope
was triggered on the CTF II master clock. The traces were read by a PC via a GPIB connection
[49]. A description of RF mixers and their functioning can be found in Appendix C.
Requirements
As can be seen from the simulated signal spectrum in Fig. 7.1 the electronics must be adapted to
function over a frequency band of 3.5 to 5 GHz. To observe such signals on the 3 GHz bandwidth,
10 Giga Samples per second sampling rate oscilloscope the RF signal must be mixed down to
a baseband of DC - 1.5 GHz. This requires a 3.5 GHz local oscillator (LO). The phase of the
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Figure 7.10: The reflection (top plot) and transmission (bottom plot) of two transitions clamped together
at their waveguides. The thin curve represents a network analyser measurement. The dashed curve results
from simulations of the design geometry. The thick curve results from the simulation of the geometry with
antennas that are 400 µm too short.
intermediate frequency (IF) signal equals the phase of the RF signal except an offset if the LO
signal is synchronised with the beam. This is apparent from Eq. C.8: the phase of the IF signal is
the sum of the RF and LO signal’s phase. To have a relation between the RF and IF phase, the LO
phase must be the same for every measurement. This synchronisation between the RF system and
the beam is achieved by generating the LO signal from a harmonic of the CTF II reference clock.
Generation of the Local Oscillator Signal
A block diagram of the electronics used to detect the dipole signals from the damping waveguide
and the couplers is shown in Fig. 7.12. The 249.877 MHz reference clock of the CTF II was used
to generate the phase locked LO signal. This signal drove a step recovery diode3. The timing
system was protected from the reflection created by the step recovery diode by an attenuator and
3A step recovery diode (SRD) is a charge controlled switch. When charge is inserted into the diode by forward bias,
the diode appears as a low impedance. When the charge is being removed, the diode continues as a low impedance
until all charge is removed, at which point it rapidly switches from a low to a high impedance. Therefore an incoming
sinusoidal signal with periodicity   creates a series of sharp peaks spaced by   . The Fourier transformation of such a
signal is a comb spectrum.
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Figure 7.11: Left: Transmission of the double ridged waveguide to coaxial cable transition for the design
geometry (dashed curve) and the real geometry (solid curve). Right: Reflection from the double ridged
waveguide again for the design and the real geometry and for the SiC load which was replaced by the
transition.
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Figure 7.12: The read-out electronics. The same local oscillator was used for the three mixer. It was
generated from the CTF II timing to get a signal that was synchronised with the beam.
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an amplifier. A step recovery diode produces a train of narrow, high amplitude pulses at a repetition
rate equal to the input frequency. The resulting “comb” spectrum consists of lines at all multiples of
the input signal’s frequency. A tunable bandpass filter4 was used to suppress all harmonics except
the 14th (3.498 GHz). Measurements with a spectrum analyser show that all unwanted harmonics
are suppressed by 40 dB and more which is better than required.
An amplifier enhanced the signal levels to three times (9   0.5) dBm5 which is appropriate for the
local oscilator ports of the three mixers.
The Calibration
The gains and attenuations of both the electronics and cables attenuate the signal in a frequency
dependent way. To correct the net frequency dependent gain, the electronics chain was calibrated
over the relevant frequency and power range of 3.6 to 4.4 GHz and -30 to -10 dBm: A synthesizer
was connected to the coaxial cables in the CTF II that transport the dipole signals from the damping
waveguide and couplers. Synthesizer generate RF signals at different frequencies and amplitudes.
The accuracy of the synthesizer in frequency and power was checked with a spectrum analyser
and a power-meter respectively. These signals were observed with the oscilloscope and read by a
PC in the control room through exactly the same chain as the signals from the structure. As the
impedance of the whole electronics is 50   one can refer to a voltage attenuation. The voltage
amplitudes applied in the CTF II and the detected voltage are refered to as    - and    , (HCR
is the name of the control room) respectively.    - was produced by the synthesizer,    , was
derived by fitting a sine function to the trace read by the PC. The fit parameters were a DC offset,
a phase and an amplitude. The response of the electronics to different input signal levels at a
frequency of 3.6 GHz is shown in the top plot of Fig. 7.13. The response to signals with different
frequencies at an input power level of



-
=-25 dBm can be seen in the bottom plot. Two linear
fits provide the signal level  and frequency

dependent attenuation of the voltage:
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,  
 and     are the fit parameters. The r.m.s. deviations of the calibration measurement from the fit
for the amplitude and frequency dependencies are -14 dBm and -8.0 dBm respectively. Assuming
that the gain tested at 3.6 GHz has the same frequency dependency at all power levels as at -25 dBm,
the following formula gives the signal level at the vacuum feed-through as a function of amplitude
and frequency of the signal detected in the control room:
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The parameters (  ,  ,

) were found to be (42.15 mV, -11.83 mV/GHz, 3.031).
4The filter makes use of the fact that a Yttrium Iron Garnet (YIG) crystal is a ferrite around which an applied
magnetic field aligns the external electron paths at the molecular level. This creates a magnetic field resonating at
microwave frequencies around the YIG crystal. The resonance frequency is directly proportional to the strength of
the applied magnetic field and has very linear “tuning” over multi-octave microwave frequencies. A radio-frequency
signal can only be transmitted from one coupling loop to another if its frequency equals the one of the RF magnetic
field resonating around the YIG crystal.
5Unit for power  commonly used in RF engineering where  
	ffflfiffi  "!#%$ .
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Figure 7.13: Left: The amplitude voltage detected in the control room plotted versus the voltage generated
in the CTF II at the level of the accelerating structure. The frequency of the signal was 3.6 GHz and the
impedance of the whole electronics was 50   . Right: The amplitude voltage detected in the control room
plotted versus the frequency of the signal generated in the CTF II. The power level of the generated signal
was -25 dBm. Both relations were approximated with linear fits.
7.2.4 Electronics with a Diode
A second detection system based on a diode rectifier was used to provide an independent read-out
chain. The advantage of a diode is the simple setup, the disadvantage is that it does not provide
frequency information and thus no frequency based discrimination between position dependent
dipole and irrelevant signals can be made. Furthermore a diode does not provide the phase infor-
mation which was found to be very useful (Sec. 7.4.1). A diode rectifier provides the envelope of
an RF signal as it is explained in Appendix C. The setup of the electronics is sketched in Fig. 7.14.
The signal from the damping waveguide that arrived in the klystron gallery was attenuated to a
power level appropriate for the diode. A low pass filter ensured that only the signal of the first
dipole was measured. Like for the mixer-electronics, the signal was observed on an oscilloscope
and read out by a PC in the control room.
Slot scope PC
4.7GHz9dB
Figure 7.14: Electronics used to detect the dipole mode’s signal in the damping waveguide.
7.2.5 Measurements with the Spectrum Analyser
As a third detection system a spectrum analyser was used. A spectrum analyser can display the
frequency spectrum of a signal. It was used as a complementary device to confirm the spectrum.
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The advantage of a spectrum analyser is that it is a commercial instrument with mixers and well
calibrated filters build in. Thus there are no lower and upper sideband frequencies which for a
broad spectrum can cause confusions. The disadvantage is that it takes about one minute to record
every frequency point.
The setup. The spectrum of the pulse from the accelerating structure cannot be displayed
as it is pulsed with the 5 Hz repetition rate of the CTF II. However, the spectrum analyser can be
set up such, that it generates a short pulse on a coaxial port every time it senses a signal, which
is every 200 ms. The amplitude of this pulse is proportional to the power of the signal in the
bandwidth specified by the spectrum analyser. This signal can be displayed on an oscilloscope.
To test the functionality of the setup, a synthesiser in pulsed mode mimicked the signal from the
structure. This also allowed calibration of the voltage amplitude detected with the scope against
the power of the generated signal. The correlation between the generated power and the amplitude
of the detected signal was found to be very linear.
Scanning the signal spectrum. The frequency spectrum of the signal from the damping
waveguide was scanned with the spectrum analyser. For current normalisation the wall current
monitor signal has also been recorded.
7.2.6 Installation in the CTF II
The accelerating structure was installed in the CTF II probe beam downstream from a corrector
dipole magnet to displace the beam. The setup is schematically sketched in Fig. 7.15. During the
experiment it was not possible to feed power for particle acceleration to the structure. The beam
current was sensed by an adjacent wall current monitor to correct for beam current variations. This
detector measures the image current on the vacuum chamber which equals the beam current.
Beam
Input Output
Structure
CouplerCoupler
Slot
DampingCorrector
Magnet
Figure 7.15: The dipole signal in the SICA structure was sensed in the power couplers and one damping
waveguide. The position of the CTF II probe beam was scanned with a dipole corrector magnet.
Compensation of Beam Charge Variations
The dipole mode excitation depends linearly on the beam charge (Eq. 5.4). As described in Sec. 2.3
beam charge variations are inherent in the CTF II, so the beam charge was measured by an
independent wall current monitor (WCM). The signal of the WCM is shown in the left plot of
Fig. 7.16. The WCM impedance of 2.5   relates the integrated voltage signal to the beam charge.
The right plot shows a histogram of the beam charge for 100 beam passages. A mean beam current
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Figure 7.16: Left: Signal of the wall current monitor. Right: Variations of the beam charge during 100
beam passages.
of 454 nC with variations of 3.2% was found. Achieving this stability required simplifying the
laser setup of the photo-injector such that it only produced one instead of the usual 48 bunches.
To normalise the signals from the two couplers and the damping waveguide for these beam charge
variations, the signals were divided by the charge measured with the wall current monitor. This
charge normalisation reduced the scatter of the beam position signal significantly.
7.3 The expected Signal Spectrum
As described in Sec. 4.6 HFSS solves Maxwell’s equations in frequency domain. The complexity
of geometries that can be solved with HFSS is limited to accelerating structures of a few cells. The
signal spectrum in the damping waveguide of the short SICA prototype was calculated with HFSS
and is presented in Sec. 7.3.1.
Lately the new computer program GdfidL was developed and made available to the CLIC study
group. The signal spectrum in the damping waveguide was calculated and is presented in
Sec. 7.3.2. The results of both simulation codes are compared in Sec. 7.3.3.
7.3.1 HFSS Simulations
The Spectrum
A beam offset from the nominal beam axis induces a radio-frequency signal in the damping waveg-
uides. The spectrum of this signal was calculated by a frequency domain simulation with HFSS.
This is valid as the r.m.s. bunch length (4 ps) is short compared to one period of an RF cycle at the
dipole frequency which equals 238 ps. The lack of periodicity in the structure prohibited reduction
of the volume by implementing symmetry planes. This resulted in a huge computing time. The
measure benchmarked in Sec. 5.2.2 was applied to get the structure’s impedance.
The spectrum in the damping waveguide is depicted in the left plot of Fig. 7.17. It shows a
resonance with a frequency of 4.25 GHz and a half-power-width of 205 MHz corresponding to
a quality factor of 21. The transition from waveguide to coaxial cable was optimised for this
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spectrum (Sec. 7.2.2). The resulting spectrum in the coaxial cable for the design transition was
simulated and can be seen in the right plot of Fig. 7.17. The signal spectrum of the real non-ideal
transition was simulated and is shown as a solid line in the left plot of Fig. 7.18. The spectrum
shows two dominant peaks. A fit with the complex sum of two resonance functions according to
Eq. 5.5 is shown as the dashed line. The resonance frequencies and quality factors are listed in
Table 7.3.
0
5
10
15
20
25
30
35
40
3.5 4 4.5 5
frequency [GHz]
Im
pe
da
nc
e 
[Ω
/m
m
]
frequency [GHz]
Im
pe
da
nc
e 
[Ω
/m
m
]
0
5
10
15
20
25
30
3.5 4 4.5 5
Figure 7.17: Impedance of the prototype SICA structure for a beam with an offset of 1 mm. Once the
impedance was calculated with respect to the damping waveguide (left) and once with respect to the coaxial
cable (right). This impedance equals the voltage on the trajectory squared divided by the power in the
damping waveguide.
Table 7.3: Table of the parameters from the two fits to the simulated and measured spectra shown in
Fig. 7.18.
simulation measurement relative deviation
1. peak frequency 3.78 GHz 3.62 GHz 4.3%
quality factor 29.4 58.3 66%
2. peak frequency 4.33 GHz 4.41 GHz 1.8%
quality factor 26.0 33.0 24%
The Beam Position Dependency of the Signal
The linear dependency of the dipole mode signal on the beam offset is strictly speaking only true
for cylindrical symmetries. The deviations from this linearity due to the lack of cylindrical sym-
metry were simulated with HFSS and the results are plotted in Fig. 7.19. These signal deviations
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Figure 7.18: Simulated (left) and measured (right) spectrum of the signal from the damping waveguide.
are expressed in units of beam position. The plots show the residual to a linear fit over the whole
cavity radius (left plot) and in a range 1 mm from the centre (right plot). The deviations around the
centre are of the order of   0.5 µm which is small compared to the required accuracy of 10 µm.
7.3.2 GdfidL Simulations
GdfidL (Grid drüber und fertig ist die Laube) [50] is an electric field solver based on the finite
difference method. The advantage of the program is that it divides the volume into grid-cells.
The field in these grid-cells is calculated in parallel by a cluster of processors. This allows to
compute even very large and complex accelerating structures within a reasonable time. Compared
to other time domain tools like MAFIA, it calculates the fields only in the vacuum and not in the
surrounding metal. GdfidL was used to validate the HFSS results.
7.3.3 Comparison between HFSS and GdfidL
The signal spectrum in the coaxial cable after the transition from the damping waveguide was
calculated with HFSS and with GdfidL. Both spectra are depicted in Fig. 7.20 and show a dominant
peak at 4.3 GHz, a “shoulder” around 3.8 GHz and a small peak at 4.9 GHz. The dominant peak is
the dipole mode signal resonance which consists of two peaks. The two peaks correspond to the
dipole mode in the two adjacent cells damped by the waveguide through which the signal is sensed.
Due to the strong detuning of the short prototype, the synchronous dipole mode frequencies differ
from cell to cell. Fig. 7.21 shows for an undamped geometry the phase diagram for the four SICA
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Figure 7.19: The dependency of the signal’s spectral density at 4.35 GHz on the beam position was simu-
lated. The deviations from a linear fit are shown. Once the fit was done over the whole radius of the beam
pipe (left) and once only in a range 1 mm from the beam axis (right).
cells the prototype consists of. The phases were calculated according to the technique introduced
in Sec. 4.7. The synchronous frequencies of the first dipole modes are listed in Table 7.4. The
first two bands are very close in frequency. Both bands together have a width of 179 MHz.
However, it can be seen that the peaks in the spectrum simulated with HFSS are wider than the
Table 7.4: Synchronous frequency and phase advance of the first dipole modes for the four SICA cell
geometries the prototype consists of. The cells were not damped.
1 ( ' band 2    band 3

  band
frequency phase advance frequency phase advance frequency phase advance
cell 1 3.990 GHz 158.75° 4.020 GHz 160.75° 5.352 GHz 145.88°
cell 2 4.020 GHz 160.75° 4.075 GHz 162.75° 5.440 GHz 142.58°
cell 3 4.046 GHz 160.75° 4.127 GHz 164.74° 5.585 GHz 136.54°
cell 4 4.056 GHz 161.75° 4.169 GHz 166.74° 5.770 GHz 129.39°
ones in the spectrum simulated with GdfidL. The “shoulder” is caused by the cutoff frequency of
the waveguide at 3.35 GHz. The small peak at 4.9 GHz corresponds to a higher order dipole mode.
The results of both simulation codes agree to a certain extend with each other. However, further
tests of the GdfidL code are necessary to gain experience and assess its performance.
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Figure 7.20: Signal spectrum in the coaxial cable of the perfect double ridged waveguide to coaxial cable
transition calculated with the simulation programs GdfidL (left) and HFSS (right).
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Figure 7.21: Brillouin diagram of the first dipole modes for the four SICA cell geometries the prototype
consists of. The cells were not damped.
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7.4 Measurement
To assess the beam position dependency of the signal from the SICA accelerating structure the
CTF II probe beam was displaced with a dipole magnet located 1.205 m upstream. The beam
was moved in ten steps of about 13 µm around the centre of the cavity. At each beam position
100 measurements were taken to average over statistical effects such as beam position jitter and
electronic noise. The measurement took about ten minutes for each beam position.
7.4.1 The Signal from the Damping Waveguide
The Spectrum
The spectrum of the signal measured at the damping waveguide is shown in the right plot of
Fig. 7.18. The dashed curves are two fits according to Eq. 5.5. The resulting frequencies and
quality factors are listed in Table. 7.3. Table. 7.3 contains as well the results from the fits to
the simulated spectrum shown in the left plot of Fig. 7.18 and the relative deviation between
measurement and simulation. The first peak is dominated by the manufacturing error as the
simulated spectrum for a perfect transition in Fig. 7.17 shows only a small bump around 3.7 GHz.
Furthermore according to the network-analyser measurements shown in Fig. 7.10 the transitions
properties are most distorted in the frequency range around 3.7 GHz. The big discrepancies
of 4.3% and 66% between simulated and measured resonance frequency and quality factor
respectively can be explained by the fact that the true structure dimensions are not precisely
known due to the manufacturing errors. The resonance frequency and quality factor for the second
peak differ by 1.8% and 24% respectively.
Only the upper sideband of the signal was observed. A spectrum analyser was used to
confirm that there is no signal from the slot below the 3.5 GHz (i.e. local oscillator frequency).
Furthermore the shape of the spectrum was confirmed with a spectrum analyser. The fact that
no signal at the fundamental mode frequency of 3 GHz was measured in the damping waveguide
provides no information about the common mode rejection, as the waveguide’s cutoff frequency
is at 3.5 GHz.
The Position Dependency of the Signal
Mixer electronics. Fig. 7.22 shows the characteristic beam position dependency of the TM 
signal from the damping waveguide. Each row corresponds to a different beam position: for the
two top rows the beam was two and one millimetre off the centre, for the central row, on the
symmetry axis and for the bottom rows the beam was one and two millimetre off the axis in the
other direction. The first column shows the time domain signal, the second the amplitude of the
signal in frequency domain and the third the phase as a function of frequency.
The amplitudes of the time and frequency domain signals all depend on the transverse offset
between the beam and the structure’s symmetry axis. In the three-dimensional plot shown in
Fig. 7.23 the spectrum of the signal is plotted as a function of beam position. One sees the broad
dipole signal going to zero over a range of 1.5 GHz when the beam crosses the structure on axis.
The phase of the frequency domain signal (right column of Fig. 7.22) changes by 180° when
the beam is steered through the centre of the accelerating structure. This information is as well
contained in the time domain signal (left column of Fig. 7.22): the first excursion of the signal is
either positive or negative depending on the side with respect to the axis.
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The real and imaginary part of the signal both depend linearly on the beam position (Eq. 5.4).
Fits to these two linear functions for the 3.6 GHz signal component are shown in Fig. 7.24. The
fits provide the parameters for the hyperbolic (Eq. 5.5) and arctangent (Eq. 5.6) relations of the
signal’s amplitude and phase respectively. The advantage of two linear fits over a hyperbolic and
an arctangent fit is the orthogonality of the fit parameter. The beam position was scanned in a
region   65 µm from the cavity’s centre. Amplitude and phase of the voltage density at 3.6 GHz
are plotted as a function of beam position in Fig. 7.25. The imaginary plotted against the real
part is shown in Fig. 7.26. The error bars equal the r.m.s. value of 100 successive measurements
at every beam position. It can be seen that the measurement is in very good agreement with the
theoretical curves. The solid curves are hyperbolic and arctangent fits, the dashed curves are the
curves derived from the two linear fits to the real and imaginary part. The mean r.m.s. of the
position measurement was found to be 5.7 µm.
Steering the beam in the vertical plane did not affect the signal. This means that the coils of the
corrector magnet were well aligned and created beam offsets in the direction of the accelerating
structure’s axis.
Diode electronics. The signal from the structure’s dipole mode measured with a diode in
the damping waveguide is shown in Fig. 7.27 (left) as a function of time and beam position. The
diode provides a signal level of 1.81 mV/mm. The dependency of the dipole signal on the beam
position is plotted in the right graph of Fig. 7.27 and was found to have the expected hyperbolic
functionality over a range of 7 mm. The signal 11.3 ns after the trigger which corresponds to the
maximum of the time domain signal is plotted in the right graph. The mean r.m.s. value in a range
one millimeter from the centre equals 183 µm. This value is much bigger than the error measured
with the mixer electronics. Therefore a mixer electronics is a better choice than a diode especially
as it provides, besides the amplitude, phase information.
7.4.2 The Signal from the Coupler Cells
The dipole mode excitation was measured at the power couplers via directional couplers. Neither
the power couplers nor the directional couplers were optimised for the 4.2 GHz dipole signals.
Fig. 7.28 shows the dependency of the signal spectrum on the beam position. The coupler cell is
not damped and thus the signal detected in the power couplers has a higher quality factor than the
signal from the damping waveguide. Furthermore it contains more common mode signal (Sec. 5.6)
as there is no geometry rejection like for the slotted iris. Fig. 7.29 show the real and imaginary part
of the coupler signal, Fig. 7.30 the amplitude and phase. The position dependency of the signal
was found to be weak. The amplitude and phase change only by 7% and 10° respectively when the
beam is moved by 100 µm.
7.4.3 Correction for Beam Position Jitter
The shot to shot variations of the beam position measurements have two sources: one is real beam
position movements and the other is a limited accuracy of the experiment. The latter can be caused
by noise of the electronics, signals from the accelerator that were ingested by the detection chain
and due to the digitisation. Further distortions could come from charge variations which were not
corrected adequately due to nonlinearities in the electronics. If the variations of the beam position
measurements are dominated by real beam position jitter, the signal from the damping waveguide
and from the coupler cell are correlated. The correlation can be quantified with the coefficient
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Figure 7.22: Left column: Time domain signal as it was recorded by the oscilloscope. Middle column:
Amplitude signal in frequency domain. Right column: Phase signal against frequency. The 5 different rows
correspond to 5 different beam positions. Downwards: 2 and 1 mm offset beam on one side of the axis,
centred beam, 1 and 2 mm offset beam on the other side.
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Figure 7.23: The voltage density of the signal is plotted as a function of frequency and beam position.
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Figure 7.24: Real (left) and imaginary (right) parts of the signal as a function of beam position with linear
fits.
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7.4. Measurement 95
Imaginary [mV/Hz/nC]
R
ea
l [
mV
/H
z/n
C]
-0.6
-0.4
-0.2
0
-0.5 0 0.5
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Figure 7.27: Left: Diode signal from the damping waveguide as a function of time and beam position.
Right: Peak value of the signal from the diode electronics versus beam position.
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Figure 7.28: Three-dimensional (top) and contour (bottom) plot of the signal spectrum from one coupler
cell versus beam position. One sees the resonance associated with the dipole mode at 4.17 GHz.
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Figure 7.29: Real (left) and imaginary (right) part of the coupler signal as a function of beam position.
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Figure 7.30: Amplitude (left) and phase (right) of the coupler signal as a function of beam position.
98 Chapter 7. Beam Position Measurement with Heavily Damped and Detuned Structures
coupler signal
slo
t s
ig
na
l
0.2
0.3
0.4
0.5
0.6
5.1 5.2 5.3 5.4 5.5
Figure 7.31: For a constant corrector magnet setting, the dipole signal from the damping waveguide is
plotted against the signal from the coupler.
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
 indicates the proportion of variance in one variable 
explained from the knowledge of the second variable

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where   ,  are the variances and    the covariance of the two variables  and

. Fig. 7.31 shows
the dipole signal from the damping waveguide plotted against the signal from one of the coupler
cells. The coefficient of determination of these two observables was found to be 18% for r.m.s.
beam position signal variations of 5.7 µm.
The coupler signal is likely to be the caused of the low coefficient of determination as it does not
provide an accurate beam position measurement. Further contribution come from the electronics
which was not sufficiently shielded against signals from the CTF II accelerator.
7.5 Conclusions
The experiment. To measure the beam position dependent dipole mode signal, the load in one
damping waveguide of a 3 GHz heavily damped structure was replaced by a transition from
waveguide to coaxial cable and electronics. This transition was adapted to the frequency where
the dipole mode signal in the damping waveguide had its maximum. In this frequency range
the design was optimised to have a better impedance match than the load it replaced. This was
desirable in order not to compromise the damping and have as high a dipole signal as possible.
However, an error during the manufacturing process compromised the impedance match of the
transition. This error reduced the signal level of the dipole mode but according to simulations did
not degrade the damping.
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The dipole mode signal in the coupling cells and one damping waveguide of a SICA structure was
successfully measured. The test provides a relative accuracy on the beam position measurement of
5.7 µm. These results were achieved with a mixer electronics which has the advantage of providing
phase and frequency information. A rectifier diode was tested as well but did not achieve these
accuracies. As the beam position could not be measured with a sufficient accuracy at the coupler
cells, corrections for beam position and angle jitter were not feasible. Further improvement of the
measurement could come from better electronics which are shielded from other signals present in
the accelerator.
The characteristics of the signal spectrum agree with the simulation. This confirmed that
the damping of higher order modes works for the SICA design. The experiment is thus
complementary to a direct wakefield measurement such as at ASSET [45]. First simulations of
the structure with GdfidL agree with HFSS results, though there are some differences in the shape
of the spectrum. These results are promising, GdfidL appears to be a very powerful simulation tool.
Outlook for CLIC. CLIC will have accelerating structures operating at frequencies which
are a factor of ten higher than the tested structure. However the achievable beam position
measurement does not scale with frequency. The aim for the CLIC main linac is an accuracy on
the transverse beam position measurement of 10 µm. This was demonstrated here. At CLIC there
will be 229 MW of fundamental mode power fed to the structures for acceleration which requires
strong common mode rejection to measure the dipole mode signal with sufficient accuracy. Before
the beam position measurement the structure was tested high power. During field breakdowns
which occur in every high power RF device, fundamental mode power was coupled into the
damping waveguides and destroyed the loads. For CLIC a fast switch would be needed which
directs the power to a high power load and not to the electronics in case of a breakdown.
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Conclusions
The CLIC main beam accelerating structures and quadrupoles have to be very accurately aligned.
This will be done by a remote controlled system of stepping motors. To align the components
sufficiently accurate with respect to the beam the alignment algorithms heavily depend on beam
position measurements. The quadrupoles will be aligned according to the reading of stand alone
beam position monitors in their vicinities. The accelerating structures will be used as resonant
cavity beam position monitors themselves.
Single cell beam position monitors. To minimise emittance growth due to dispersion the
quadrupoles need to be centred with respect to the beam by the active alignment system. To be
efficient the alignment algorithms require beam position monitors (BPMs) with a resolution of
several 100 nm and accuracy of 10 µm. Resonant cavities were found to be the best candidates to
achieve such performance. Beam experiments and finite element radio-frequency (RF) simulations
were made to assess the possibility of meeting the requirements. 30 GHz CLIC single bunch BPMs
were installed in the CLIC Test Facility (CTF II). The dipole mode signals were measured with a
mixer electronics and confirmed the theoretical expectations and finite element RF simulations.
The phase of the signal was found to be especially useful as it has a strong position dependency in
the relevant range around the cavity’s centre. An accuracy on the beam position measurement of
  8.3 µm was achieved. The limitations came from the beam position and angle jitter inherent in
the CTF II and the electronics which picked-up signals from the accelerator. A better isolation of
the electronics is essential for the CLIC BPMs.
To be compatible with the short bunch spacing of only 20 cm foreseen for CLIC the BPMs will
have to have a strong dipole mode damping. The first dipole mode of the BPM design proposed
for CLIC has a quality factor of 18.5 and the excitation of this mode is detected for the beam
position measurement. Such low quality factors compromise the accuracy as they reduce the
spectral density of the mode and thus the signal level. In the proposed design this reduction is
compensated by a mode selective coupling which reduces the leakage of other modes into the
dipole mode signal. The performance of these BPMs was estimated based on simulations and was
found to meet the CLIC requirements. However, further investigation on well isolated electronics
has to be done.
The possibility of using resonant cavity BPMs to detect beam tilts and tilted trajectories was
investigated and found to be in principle possible, however the short bunch length of the CLIC
main beam makes achieving the required resolutions difficult.
Beam position measurements with travelling-wave accelerating structures. To minimise the
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emittance growth along the CLIC main linac due to wakefields the beam has to be centred very
precisely in the accelerating structures. This requires measuring the beam position inside the
heavily damped and detuned structures accurate to 10 µm with respect to their electrical centres.
In an experiment in the CTF II the beam position and angle were measured with a resolution
of 6.25 µm and 7.5 µrad respectively by detecting the dipole mode excitation of an undamped
accelerating structure.
The CLIC accelerating structures, like the BPMs, have to have a strong dipole mode damping
for beam stability. Damping is accomplished by waveguides which are terminated with loads. It
is proposed to measure the excitation of the position dependent dipole mode in these damping
waveguides. This concept was demonstrated with a 3 GHz heavily damped SICA (Slotted Iris
Constant Aperture) structure in the CTF II accelerator. The CLIC main beam structures have a
ten times higher fundamental mode synchronous frequency of 30 GHz. However, the different
frequencies do not affect the performance of the structure as a BPM. To measure the first dipole
mode excitation, one waveguide load of the SICA structure was replaced by a transition to
coaxial cable and electronics. Simulations confirmed that the transition did not compromise the
damping properties. Three different types of readout electronics were used: a phase locked mixer
electronics, a diode and a spectrum analyser. The best accuracy on the beam position measurement
of 5.7 µm was demonstrated with the mixer electronics which has the advantage that it provides
phase and frequency information. The phase information increases the accuracy in the cavity’s
centre, the frequency information allows discrimination of the dipole mode from other signals. At
CLIC further complication will come from the presence of fundamental mode (accelerating mode)
power in the structure. This will require strong rejection of the fundamental mode to minimise
the leakage of this power into the dipole mode signal. Furthermore it was found that during field
breakdowns which occur in high power RF devices power from the fundamental mode leaks into
waveguides which usually do not couple to this mode. Thus it will be necessary to protect the
beam position measurement electronics in some way.
This first dipole mode of the accelerating structure dominates the wakefields. The good agreement
between the frequency domain finite element simulations and the measured signal spectrum gives
confidence in the wakefield simulations which were done with the same techniques. Thus the
experiment demonstrated that the dipole mode damping in the Slotted Iris Constant Aperture
(SICA) accelerating structure design works as expected from the simulations. The experiment is
complementary to a direct wakefield measurement such as at the accelerator ASSET (Accelerator
Structure SETup).
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Appendix A
An Intuitive Method to Calculate Long
Range Wakefields
An intuitive technique to compute long range wakefields [51, 52] is presented. It extends the idea
of synchronism to damped accelerating structures and provides insight into the mechanism of wake
fields. An advantage of the technique is that it only requires simulation of the fields in one period
of the accelerating structure. Hence the method in principle allows a fast turn-around-time for
structure optimisation. For calculation it has been superseded by powerful time domain computer
codes like GdfidL [50]. In 1999 the wakefield of a scaled TDS (see Sec. 4.3.1) prototype was
directly measured at the ASSET accelerator (Accelerator Structure SETup) [45]. The technique
described here is benchmarked against this result.
A.1 The Technique
Concept
The method makes use of the possibility to calculate the fields in an infinite, periodic structure by
solving one period length only with a program such as HFSS (see Sec. 4.7). From these fields a
generalised shunt impedance is calculated and the spatial synchronism between the beam and the
modes is included by a complex propagation constant. The transverse impedance can be found
from the resulting shunt impedance according to the theorem stated by Panovsky and Wenzel
(see Sec. 4.4.2). The calculation is done in frequency domain and a Fourier transformation of the
transverse impedance provides the transverse wakefield of a delta function bunch.
Bunch Potential
The cascading factor. The frequency domain spectrum of a Dirac pulse beam is 	     . If       
is the electric field, the bunch potential for an infinite structure is given by [29]:
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As the accelerating structure is periodic, the electric field obeys Floquet’s theorem (see Sec. 4.2):
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The first sum accounts for the backward, the second for the forward wave.
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The phase  of

represents the phase between the beam and the fields. In order to illustrate
its physical significance the cascading factor is plotted in Fig. A.1 for three different attenuation
factors  . For simplicity, in this plot  was assumed to have no frequency dependency as it is the
case in the pass-band of an undamped, perfectly conducting accelerating structure. Off resonance
the phase of

slips towards   90°, corresponding to beam and fields being out of phase. One can
see from Fig. A.1 that the lower the attenuation  , the sharper the peak of the cascading factor’s
amplitude. The explanation is that the lower the attenuation, the more the mode extends along
the structure and the stricter the synchronous condition has to be fulfilled, resulting in a narrow
bandwidth of the accelerating structure’s excitation.
The cascading factor

can be found with HFSS by calculating the complex propagation factor

 
 



according to the method described in Sec. 4.7.
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Figure A.1: Amplitude (left) and Phase (right) of the coherence factor   defined in Eq. A.4 as a function
of frequency. The three curves correspond to three different attenuations per cell  .  was assumed to not
depend on frequency as it would be the case in a pass band of an undamped structure.
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The potential. The potential across a cell is given by the absolute value of the integrated
voltage in this cell times the cosine of the phase of

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The modulo of the integral describes the coupling due to the field pattern inside a cell, the cosine
the synchronism between the beam and the field.
As described in Sec. 4.7 it is possible to establish the fields in one cell such as they would be in an
infinite, periodic accelerating structure. From these fields one can calculate the integral in Eq. A.6.
Normalisation
For an undamped structure the longitudinal impedance is very similar to the shunt impedance [52]
where the voltage in Eq. A.6 is normalised by the energy deposited per cell. The same normali-
sation of the fields for a damped structure is not possible because the volumes of the cell cannot
be defined due to the attached waveguides. In the proposed method, the power lost to the cavity
walls   in the definition of the shunt impedance is extended by the power lost to the damping
waveguides    :
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(A.7)
 
can be found according to Eq. A.6. Both,   and    can be calculated with HFSS.
Transverse Impedance and Wake
The theorem of Panovsky and Wenzel (Sec. 4.4.2) relates the longitudinal deviation of the trans-
verse impedance to the transverse deviation of the longitudinal impedance:
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where  is the distance behind the bunch and  the radial position of the bunch in the structure.
Thus the transverse can be calculated from the longitudinal impedance according to:
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The longitudinal impedance of the dipole modes depends linearly on the radial coordinate  .
Therefore the transverse deviation of the longitudinal impedance can be calculated by subtracting
the longitudinal impedances at two different offsets   ,   and dividing the result by the difference
in offsets:
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The wake is calculated from the impedance by a fast Fourier transformation.
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Distance between Speed of Light Line and Dispersion Diagram Branches
Physical explanation. The difference between the phase advances per cell of the mode   and the
beam # 

!

, provides the degree of synchronism: The further   deviates from # 

!

, the less
the synchronous condition is met, resulting in less in-phase excitation from cells far apart. The
attenuation per cell   measures the decay of the mode with distance along the structure. The
bigger   , the more the mode is damped and therefore the faster the wakefields decay. Hence an
intuitive way to qualitatively estimate the wakefield level at different frequencies is to consider the
distance between the two points (0, #   !

) and (   ,   ) in the extended Brillouin diagram (see
Sec. 4.2). Looking only at the dispersive properties is not the entire picture because the spectrum
is modified by the frequency dependent field pattern. This is why in the proposed method the line
integral in Eq. A.6 was introduced.
A.2 The Geometry tested at ASSET
In this section the proposed method is applied to the middle cell geometry of the accelerating
structure tested at ASSET [45]. This allows an indirect comparison of the modelled wake with a
measurement. The ASSET geometry is a Tapered Damped Structure (TDS) design (see Sec. 4.3.1)
that was scaled to have its fundamental mode at 15 GHz. The structure tested at ASSET was
detuned whereas the comparison of the calculation techniques assumed a constant geometry
based on the central cell of the ASSET test design. The propagation constants  and  of this
geometry were calculated according to the method explained in Sec. 4.7. The results are shown
for two modes in Fig. A.2. The horizontal line at 19.40 GHz marks the maximum and minimum
attenuation of the modes respectively. The line at 26.06 GHz marks the crossing between the
speed of light line and the branches of the modes in the ( 

,
 ) projection. The following plots
will have lines at those frequencies to provide reference points. The mode corresponding to the
branch plotted as a thick line is too heavily damped ( 

 # ) to contribute to the wake and is
therefore neglected in the following analysis.
The cascading factor. The cascading factor  is calculated from the attenuation and phase
advance per cell according to Eq. A.5. The phase and amplitude of

is shown in Fig. A.3 as a
function of frequency. In the band between about 18 and 22 GHz the phase approaches 0° (beam
and field are synchronous) and goes back towards -90° (beam and field are out of phase). At
26.05 GHz the phase has a zero crossing (synchronism) with a steep slope, then goes towards +90°
and at 27 GHz becomes zero.
Looking only at synchronism one would expect contributions to the wake from frequency
components of around 19 GHz and 26.05 GHz.
The field. A quarter of an ASSET test TDS cell is shown in the top left plot of Fig. A.4.
The other plots show the electric field vectors on the dark surface for 17 GHz (top right), 19.40
(bottom left) and 26.06 GHz (bottom right). The simulated amplitude of the integrated voltage in
one cell according to Eq. A.3 is displayed in the left plot of Fig. A.5. The integrated voltage has
a wide peak around 19 GHz. The two curves shown correspond to the line integral at a distance
from the centre of one and two millimetre. According to Eq. A.10 the longitudinal impedances
and thus the integrated field (see Eq. A.7) has to be known at two different offsets to calculate the
transverse impedance.
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Figure A.5: Left: Magnitude of the integrated longitudinal electric field at a trajectory 1 and 2 mm off the
centre. Right: The power lost per cell into the waveguide     and into the cavity’s walls  
 
versus frequency.
The power. The power lost per cell was calculated in HFSS and is shown in the right plot
of Fig. A.5 as a function of frequency. One sees a wide peak at 19 GHz. The spectrum is
dominated by the power dissipated into the damping waveguides.
The longitudinal impedance. The longitudinal impedance 	

can be calculated for each
frequency with HFSS according to Eq. A.7. 	

is displayed in the left plot of Fig. A.6. The
longitudinal impedance has two peaks in its spectrum: a wide one at 19 GHz and one which is
higher and sharper at 26 GHz.
The transverse impedance and wake. The transverse impedance and transverse wake can
be seen in Fig. A.7 left and right respectively.
Merit of the Technique
The decay constant of the wakefield. The wake as it was calculated with the presented technique
can be seen in the bottom plot of Fig. A.8. A MAFIA simulation [45] of the transverse wake
for the same constant impedance TDS geometry is plotted in the top plot. A similar MAFIA
calculation predicted the wake in well agreement with the circuit model which agreed with the
wake measured at ASSET [45]. This somewhat tortured path for comparison was used because
direct comparison between the modelled and the measured wakes is not possible as detuning is
not yet implemented into the model.
The decay constant  for the first one nanosecond was found by MAFIA to be 21.6, the one found
by the model equals 19.1. This corresponds to an agreement within 12% which is good. However
as it can be seen from Fig. A.8 the level of the persistent wake, i.e. the level of the wake after the
sharp decay ended is higher for the wake predicted by the model than for the MAFIA simulation.
This is believed to be caused by the limited bandwidth that was taken into account in the model.
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Figure A.6: Absolute value of the longitudinal (left) and transverse (right) impedance per millimetre offset
of the beam. The thick curves correspond to fits according to the absolute value of Eq. 4.37.
The amplitude of the wake. The short range wake (i.e. the wake just behind the particle
 

  
 
 ) is the same for a damped and for an undamped accelerating structure. The short
range wake in the latter case can be calculated according to the formalism described in Sec. 4.4.1
to be 186.28 V/pC/m/mm. This has to be compared to the result of the presented recipe for
the damed structure of 207.65 V/pC/m/mm. The agreement within 5.4% is remarkable for the
somewhat intuitive method.
Distance between Speed of Light Line and Dispersion Diagram Branches. For the ASSET
test geometry the distance between the speed of light line and the branches of the mode as a
function of frequency is shown in Fig. A.9. This plot would suggest the biggest mode excitation
by a beam at 26.1 GHz which does not agree with the experiment. As mentioned earlier the field
pattern being an important parameter for the coupling between mode and beam is not taken into
account when only looking at the Brillouin Diagram.
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Figure A.7: Left: Transverse impedance of the structure as a function of frequency. Right: Resulting
transverse wakefield. The horizontal line indicates the transverse wake signal from an undamped structure
which does and should coincide with the maximum wake in the damped case just after a bunch passage.
A.2. The Geometry tested at ASSET 111
s [m]
Q=21.6
time [ns]
W
t 
[a.
u.]
1
10
10 2
0 0.5 1 1.5 2 2.5 3
Q=19.1
Figure A.8: Top: time domain simulation of the transverse wake produced by the TDS accelerating structure
with MAFIA. Bottom: Same quantity calculated by the technique introduced in this section.
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Figure A.9: Distance between the speed of light line and the dispersion curve of the TDS design in the three
dimensional Brillouin diagram.
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A.2.1 Conclusion
Qualitative results. The proposed recipe to calculate the wake was benchmarked on a reference
ASSET TDS geometry. The agreement between a complementary MAFIA simulation on the
wake properties were found to be very good: The agreement on the short range wake amplitude
was found to be within 5.4%, the decay constants were found to agree within 12%. Discrepancies
on the persistent wake were explained by the limited bandwidth used by the model.
Quantitative results. It was possible to describe the spatial synchronism between beam and
mode to extrapolate the fields from the calculations in one cell to an infinite periodic structure.
It was found that synchronism becomes less important for high damping. For high damping the
mode does not extend over many cells and decoherent effects are smaller. Out of resonance the
phase of

slips towards   90  , resulting in little energy transfer from the beam to the field. The
distance between branches and the speed of light line in the Brillouin Diagram does not fully
describe the damping as it does not take the field pattern into account.
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Appendix B
The Scattering Matrix
The scattering matrix provides a complete description of a network as seen at its ports. The
definition of ports is given in Sec. 4.6. It relates the incident to the reflected complex voltage
wave on the ports. Consider an N-port network, where
 
 
 is the amplitude of the voltage wave
incident on port 	 , and
 

 the amplitude of the voltage wave reflected from port 	 . The scattering
matrix

is then defined in relation to these voltages as follows:
 
 


 




 






 




 
 
 
 

 
 



(B.1)
A specific element of S is referred to as scattering parameter and can be determined as
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Thus

  is the reflection coefficient seen by looking into port  when all other ports are terminated
in matched loads, and



is the transmission coefficient from port


to port  .
Vector Network Analyser
A network analyser [20] measures directly the complex scattering parameters. An RF source is
usually set to sweep over a specific bandwidth. The network analyser employs a reflectometer to
measure incident and reflected wave voltages. The resulting signals are mixed down in two steps
to 110 kHz intermediate frequency signals and then digitised. An important feature of modern
network analysers is the calibration of impedances with reference loads, short and open circuits.
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Mixer and Diode Rectifier
Mixers use nonlinear devices to achieve frequency conversion of an input signal.
Nonlinear voltage-current characteristics of a diode
A diode is a nonlinear resistor with the following DC voltage current characteristic:
fl
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
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fl
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	 
 

(C.1)

is Boltzmann’s constant,   the temperature, 	 a diode specific idealty factor and fl ( the saturation
current. Now let the diode voltage be
 
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 
 , where
 
 is a DC bias and  a small AC signal.
Eq. C.1 can be expanded in a Taylor series about
 
 under the assumption of a small signal  :
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The equivalent circuit of a diode involves a nonlinear resistance.
Application of a diode for Rectification
In a rectification application, a diode is used to convert a fraction of an RF input signal to DC
power. If the diode voltage consists of a DC bias voltage and a small RF voltage: 
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then according to Eq. C.2 the following diode current results:
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fl
 is the bias current, the second term is the desired DC rectified current. The third and fourth term
are suppressed by a low-pass filter.
116 Appendix C. Mixer and Diode Rectifier
Application of a diode in a mixer
Fig. C.1 shows the concept of a mixer. Two AC signals of the form
   
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are added by a simple T junction or a directional coupler and send to a diode possibly via a
matching network. From Eq. C.2 the diode current will consist of a constant DC bias term and
RF and LO signals of frequencies  

and   , due to the linear term in  . The 

term will give rise
to the following output current:
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The DC terms can be ignored, and the #  

and #   terms are filtered out. The most important
terms are those of frequency  

 
 
 and  


 
 , referred to as upper and lower sidebands of the
mixer respectively. It can be seen, that the phase of this intermediate frequency (IF) is the sum of
the phases of the LO and RF signals. Typically one is only interested in the phase of the RF signal
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Figure C.1: Schematic drawing of a single-ended mixer circuit.
An important figure of merit for a mixer is the conversion loss, defined as
   




available RF input power
IF output power
dB

(C.8)
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