Abstract. We study the harmonic analysis of Bernoulli measures µ λ , a one-parameter family of compactly supported Borel probability measures on the real line. The parameter λ is a fixed number in the open interval (0, 1). The measures µ λ may be understood in any one of the following three equivalent ways: as infinite convolution measures of a two-point probability distribution; as the distribution of a random power series; or as an iterated function system (IFS) equilibrium measure determined by the two transformations λ(x±1). For a given λ, we consider the harmonic analysis in the sense of Fourier series in the Hilbert space
Introduction
Fractal scaling and self-similarity occur both in nature and in man-made systems such as large communication networks. The applications of this theory range from the study of biological systems to the development of models for telecommunications. To better understand this fractal scaling we examine a class of fractals constructed by a finite family of affine transformations. The iteration of these transformations produce compact fractals embedded in the real line and fractal measures µ supported on these sets. Another type of iteration produces spectra, which correspond to orthogonal families in L 2 (µ).
The Bernoulli convolutions are a class of these fractal measures. They consist of a one-parameter family of compactly supported Borel probability measures µ λ , where the parameter λ is taken from the interval (0, 1). Of all the affine fractal measures, Bernoulli convolutions have been explored the most. Despite the rich literature on Bernoulli convolutions, the corresponding Fourier analysis of even this restricted family is still in its infancy.
Historically In this paper we are concerned with the last two questions. We examine infinite and recursively generated orthogonal systems of Fourier exponentials in the Hilbert spaces L 2 (µ) when µ is one of the Bernoulli measures and examine when such systems are orthonormal bases.
1.1. Background and definitions. Given S a subset of R, we will use the notation E(S) to be the set of exponential functions We use terminology here motivated by classical Fourier duality. We say that S is orthogonal if the exponential functions in E(S) are orthogonal in L 2 (µ). We say that S yields a Fourier frame if E(S) satisfies a frame estimate. When E(S) forms an orthonormal basis (ONB) in L 2 (µ), we say that the pair (µ, S) is a spectral pair, and we say that S is a spectral set in L 2 (µ). The measures we discuss in this paper come from the one-parameter family of Bernoulli measures {µ λ : λ ∈ (0, 1)}. In the literature, there are three different ways in which to produce a Bernoulli measure, each of which we mention briefly here. Let λ ∈ (0, 1).
(i) [Erd39, Erd40] Let Ω = ∞ 1 (±1) be the product space with the Bernoulli coin-tossing measure P, and define the random variable
Then for a Borel subset E ⊂ R, we define µ λ (E) := P(X −1
λ (E)); i.e. µ λ is the distribution of the random variable X λ .
(ii) [Hut81] Define the two real-valued maps τ + (x) = λ(x + 1) and τ − (x) = λ(x − 1).
These form an affine iterated function system (IFS). The measure µ λ is the unique equilibrium measure satisfying the invariance property (iii) [Erd39, Erd40] The measure µ λ has Fourier transform given by an infinite product formula which we present in Equation (7).
The support of the Bernoulli measure µ λ is the unique compact set K λ ⊂ R which satisfies K λ = τ + (K λ )∪τ − (K λ ). In the random variable construction, K λ = X λ (Ω). For every λ ∈ (0, 1), the set K λ is contained in the interval − λ 1−λ , λ 1−λ . In the cases where λ is the reciprocal of an integer, the corresponding measure µ λ is one of the Cantor measures, and its support is a Cantor set. For example, if λ = 1 3 , then we have the familiar middle-third Cantor construction in which an initial interval is subdivided in 3 equal parts, and the middle third is omitted. The procedure is continued in a recursive algorithm involving a step-by-step rescaling of the measure. The limiting measure is our µ 1 3 . When λ = 1 2 , the measure µ 1 2 is Lebesgue measure on the interval [−1, 1], scaled so that the total measure is 1. In this case, we can take the set S to be 1 2 Z to produce the orthonormal basis E(S) for L 2 (µ 1 2 ), so we have a spectral pair (µ 1 2 , 1 2 Z). At the other extreme, when λ = 1 3 , it turns out (see [JP98] ) that L 2 (µ 1 3 ) does not even contain an orthogonal set E(S) with cardinality more than 2.
It was proved in
) has a Fourier basis E(S) for all n ∈ N. It has been shown in [JKS08, HL08] that there can be infinite orthogonal collections of exponentials when λ > 1 2 , but a recent result in [DHJ09] has shown that Fourier bases are impossible for these cases. In this paper, we take values of λ which are known to have orthonormal bases and explore the families of Fourier bases which can be formed for L 2 (µ λ ).
Main results.
We will use a spectral function to determine the Fourier basis properties for collections of exponential functions. Theorem 2.4 contains the most general setting (frames) for which the spectral function has an entire analytic extension. The lemmas leading up to this result contain detailed results of independent interest.
In Section 3, we demonstrate that the spectral function is a PerronFrobenius eigenvector for an associated transfer operator T . The main results entail sufficient conditions under which the transfer operator is contractive and hence corresponds to a spectral pair for a Bernoulli measure µ 1
2n
. First, we consider the special case λ = 1 8 . It was shown in [JP98] that given the set
).
Theorem A. The set E(3Γ(
We then generalize the result to the case of λ = 1 2n and p an odd positive integer. The set E(Γ( 1 2n )) where
is known by [JP98] to be an ONB for L 2 (µ 1 2n
Theorem B. If p ∈ 2N + 1 such that p <
In Section 4, we examine cases when L 2 (µ λ ) may not have an ONB of exponential functions. Theorem 4.1 demonstrates cases where there do exist maximally orthogonal families. 
). We will show in Section 3 that for a fixed n, there can be a variety of such bases. We establish a condition such that for any odd integer p satisfying the condition, the p-dilated set pΓ is a spectrum for L 2 (µ 1 2n ). In this section, we describe a real-valued function c determined by the Bernoulli measure and the set Γ. This function is a tool for determining the properties of the exponential set E(Γ) in the Hilbert space L 2 (µ λ ). We go on to show that this function has an entire analytic extension to the complex plane and also that it has a bounded derivative. These are crucial properties used in the proof of our main result in Section 3.
Let µ λ be a Bernoulli convolution measure on R. We can define the Fourier transform of the measure, i.e. the function µ λ , by
It is readily verified that the invariance property from Equation (2) gives
We can iterate this to achieve the convergent infinite product representation of this function:
The zeros of the function µ λ will be useful in determining orthogonality. We denote by Z λ the set of all t ∈ R such that one of the factors in µ λ is zero, which gives (8)
Observe that e γ 1 , e γ 2 = µ λ (γ 1 − γ 2 ). Therefore, we have the following lemma.
Lemma 2.1. Exponential functions e γ 1 and e γ 2 are orthogonal in
Given a countable set Γ, we will be determining properties of the family of exponentials E(Γ) via the spectral function c Γ : R → R defined by
The following are well-known properties of the function c Γ . 
Denote by δ γ the element of ℓ 2 (Γ) which has 1 in the γ coordinate and 0 in all other coordinates. Then {δ γ : γ ∈ Γ} is the standard ONB for ℓ 2 (Γ).
Let S be the operator from ℓ 2 (Γ) to L 2 (µ) defined by (10) S(δ γ ) = e γ for all γ ∈ Γ.
In frame theory, S is the synthesis operator for E(Γ). If S is a bounded operator, then its adjoint S * :
is also bounded and is given by
S * is called the analysis operator for E(Γ).
We can now connect S to the upper frame bound of E(Γ).
Lemma 2.3. Given a measure µ with compact support and a countable set Γ, the operator S : (10) 
is bounded if and only if the set E(Γ) has an upper frame bound, i.e. there exists a constant
In that case, the spectral function c Γ is bounded.
Proof. If S is bounded, we exhibit the upper frame bound B = S * 2 op = S 2 op :
Conversely, suppose the set E(Γ) has an upper frame bound B. Define the operator A :
Then A is bounded because
Then A must have a bounded adjoint A * , and A * is the synthesis operator we called S above.
The boundedness of c Γ follows from these properties and Lemma 2.2.
Throughout the remainder of this section, we assume for µ and Γ that the operator S is bounded.
The operators S and S * relate to the function c Γ in a variety of ways. Let t ∈ R. Then
Give the operator SS * the name P ; this is the frame operator for E(Γ). P is a bounded operator because S and S * are both bounded operators, and P = S 2 . Therefore, Equation (11) can be written
We note that we do not know anything about the spectrum of P because we do not assume the existence of a lower frame bound.
2.1. Complex analytic properties of c Γ . Given a measure µ with compact support and a countable set of real numbers Γ, the orthogonality and other basis properties of E(Γ) with respect to µ are determined by the spectral function c Γ as defined in Equation (9). In this section, we prove that the function c Γ has an entire analytic extension to the whole complex plane, and we derive properties of the extension which will be needed later. This is not a new result, but it is perhaps not clearly portrayed in the literature.
We include an overview of the proof here for the interested reader.
Theorem 2.4. Assume there exists a bounded synthesis operator S :
Then the function c Γ (t) has an entire analytic extension to the complex plane C.
Proof. We rely on a series of lemmas for the proof.
Lemma 2.5. Let M x denote the multiplication operator f (x) → 2πxf (x), and let P = SS * as above. Then
Proof. Since µ has compact support, M x is bounded for all x ∈ R. We can also define the operator e itMx , which maps f (x) to e 2πitx f (x). To see this, use the power series expansion of e itMx to find
When we apply the operator e itMx to the constant function 1, we just get e 2πitx . The adjoint of the operator e itMx is e −itMx . Therefore we have Proof. We will show that the two operator functions in the lemma are analytic. In the right-hand side above, we have conjugated the operator P by the unitary operator e itMx . We will now find the power series in t associated with e itMx P e −itMx . To write the power series, we need the derivatives
.
We have
because the operators M x and e itMx commute. Factoring e itMx and e −itMx leaves the commutator iM x P − P iM x = [iM x , P ], which can also be written as [ad(iM x )](P ). Therefore, at t = 0, we are left simply with the commutator
When we calculate the second derivative, the computations are exactly the same, except now [iM x , P ] appears in the place of P in Equation (13). We have
and at t = 0, the derivative is
In the same manner, the n th derivative at t = 0 is
Equipped with all the derivatives at t = 0, we can now write down the power series associated with e itMx P e −itMx :
Lemma 2.7. The power series for e it adMx (P ) in Lemma 2.6 is absolutely convergent for all t ∈ C with respect to the operator norm. Therefore e it adMx (P ) is entire analytic on C.
Proof. First,
By the same reasoning,
Again, by induction, we find
Going back to Equation (14), we estimate the norm of the operator given by the power series:
Notice that here, t ∈ C, not just R. Therefore, by Theorem 10.6 in [Rud87] , the map from t ∈ C to the operator e it adMx (P ) is entire analytic on C.
The power series for e itMx P e −itMx is only defined for t ∈ R, but it agrees with the power series for e it adMx (P ) for all t ∈ R. Therefore, the operators are the same for all t ∈ R, and e itMx P e −itMx has an entire analytic extension to the complex plane C. Now, we complete the proof of Theorem 2.4 by showing that the spectral function c Γ also has an analytic extension to C.
Consider the linear functional (state) φ on the bounded linear operators on L 2 (µ) defined by φ(B) = 1, B1 L 2 (µ) , where 1 denotes the constant function whose value is always 1. By Cauchy-Schwarz, φ has norm 1 and is therefore bounded. By Lemma 2.5, c Γ (t) = φ(e itMx P e −itMx ). Applying φ to the operator e itMx P e −itMx = e it adMx (P ) preserves analyticity in t, since φ does not disturb the t variable. Using the ad representation of e itMx P e −itMx , we have
This last expression is simply a complex function of the variable t. Finally, we claim that applying φ does not change the radius of convergence of the power series, since
2.2. The derivative of c Γ . We now give an estimate on the first derivative of the spectral function c Γ .
Proposition 2.8. Assume there exists a bounded operator S :
is bounded on R. Proof. We calculate the derivative of c Γ , making use of the linear functional φ defined above. We can now write c Γ (t) = φ(e itMx P e −itMx ).
Then we find
which is independent of t.
We have now established that the spectral functions c Γ are entire analytic and have bounded derivative on the real line. It follows that they have at most exponential growth in the whole complex plane. When spectral functions are non-constant, there is very little explicit information about them. The corollary below serves to remedy this by giving by applying the Weierstrass functions from the theory of entire functions to our c Γ and exploiting the results we obtained above.
Corollary 2.9. Let µ be a measure satisfying the condition of Theorem 2.4 and let Γ ⊂ R be a countable set generated recursively and having a constant scale factor, as in Equation (5). Assume that E(Γ) is orthogonal in L 2 (µ) but that the spectral function c Γ is not the constant 1 function. Then there is an entire analytic function G Γ on C such that for all t ∈ C, c Γ satisfies
where the infinite product on the right hand side is absolutely convergent on every compact subset in C.
Proof. We define c Γ as in Equation (9) and let D Γ (t) = c Γ (t) − 1. Then the zeros of D Γ contain the set −Γ since for a fixed γ 0 ∈ Γ, we have
This gives
It follows from Lemma 2.7, Proposition 2.8 and [JP98] that each element of −Γ is an isolated zero of D Γ when c Γ is not the constant 1 function. As a result, we apply Theorem 15.10 in [Rud87] . For each fixed γ, the Weierstrass factors are
By [Rud87] Theorem 15.10, we can write the entire analytic function
where G Γ is an entire analytic function on C. This completes the result.
3. New spectra for µ 1 2n
We will now apply the results above to explore in detail the L 2 (µ 1 2n
)-basis properties of the dilated sets pΓ( 1 2n ), where p is an odd integer and Γ(
). In Section 3.1, we show that in the special case where λ = 1 8 and p = 3, the set E(3Γ( 1 8 )) is also an ONB. In Section 3.2, we find a condition on p and n which determines whether E(pΓ( For the set 3Γ( 
Thus the IFS associated with 3L is {τ 0 , τ 3 }.
In Lemma 3.4, we find that a specialization of the argument used in [JP98, Lemma 5.1] can be followed here for the case of the set 3Γ( . Define the transfer operator T 3L to be
Then T 3L is localized on the interval J := [0,
We can see this by checking that τ 0 (J) ⊂ J and τ 3 (J) ⊂ J.
Lemma 3.4. Let K = {f : f ∈ C 1 (J), f ≥ 0, f (0) = 1}, and equip K with the norm max |f ′ |. Define the transfer operator T 3L as in Equation (18):
Then T is strictly contractive on K.
Proof. Let f ∈ C 1 (J). We calculate the derivative of T 3L f (t) with respect to t:
Notice that the last term above is exactly 1 8 (T f ′ )(t), and that |(T f ′ )(t)| ≤ max |f ′ | for all t. We can use this to estimate the absolute value of the derivative: To see that T 3L maps K back into K, we first calculate
If f ∈ C 1 (J), then T 3L f ∈ C 1 (J) as well, since cos and sin are C ∞ functions.
We are now ready to prove the main result. Proof. We argue that the function c 3Γ must be identically 1. Lemma 3.1 showed that the set E(3Γ( 1 8 )) is orthogonal, so by Lemma 2.2, we have c 3Γ (t) ≤ 1 for all t and hence the synthesis operator defined in Equation (10) is bounded with operator norm 1. By Proposition 2.8, we therefore know that c 3Γ has bounded derivative, and furthermore c 3Γ ∈ K.
By Lemma 3.2, c 3Γ is an eigenfunction of the transfer operator T 3L with eigenvalue 1. Since T 3L is strictly contractive with respect to the norm max |f ′ |, we have
which implies that c 3Γ must be constant. Since c 3Γ (0) = 1, we must have c 3Γ ≡ 1.
Families of ONBs for L 2 (µ 1 2n
). Now that we have proved that E(3Γ(
), we extend this result to Bernoulli measures µ 1 2n for spectra of the form pΓ( 1 2n ) where p ∈ 2N + 1 and n ∈ N. Our result depends on the contractivity constant as in Theorem 3.5.
Recall the general spectrum
Our generalized theorem is the following:
Proof. Fix n ∈ N and let p ∈ 2N + 1. Set µ = µ 1 2n . Because p is odd, the family E(pΓ( 
The structure given in Equation (4) gives
Therefore, we can pull apart the sum just as we did in Lemma 3.2 to find that c(t) = cos 2 πt n c t 2n + sin 2 πt n c t 2n
The only difference in the calculation is that cos t + pπ 2 = − sin(t) when p ≡ 1 mod 4 and cos t + pπ 2 = sin(t) when p ≡ 3 mod 4. Therefore, there is a transfer operator T pL which has c as an eigenfunction:
Following the derivative calculations in Lemma 3.4, we have
Using the same computations, we have an estimate on the derivative of T pL f :
Thus, we find that T pL is strictly contractive when
For example, when n = 2 and n = 3, only p = 1 satisfies the inequality above. When n = 4, p = 1 [JP98] and p = 3 (Lemma 3.4) work, but T 5L does not have a contractivity constant less than 1. When n = 5, p = 1 [JP98] , p = 3, and p = 5 satisfy the inequality, and for n = 6 we have p = 1, 3, 5, and 7 all yielding different spectral pairs µ 1
12
, pΓ( 1 12 ) . Remark 3.7. We should emphasize here that the lists of orthogonal exponentials E(S) we have described in this section for the various Bernoulli measures are not exhaustive. We have only considered those of the form pΓ( 1 2n ) where p is odd and satisfies the condition in Equation (20). There are a variety of sets of exponentials E(S) known to be ONBs with respect to a particular fractal measure, but for which there is no known C 1 -contractive transfer operator that can account for it. For example, in the case where n = 2 and p = 5, it is known [DJ09a] that 5Γ( On the other hand, there are examples for which p is larger than the inequality in (20) and for which the sets E(pΓ( 
). Since the difference of any two elements in Γ( , the inner product of the exponentials is indeed zero.
In other cases where the odd integer p is greater than
, it is not known whether pΓ is a spectrum. For example, numerical approximation of the spectral function c 5Γ when n = 4 suggests that 5Γ( , but a proof of this fact is not known.
Remark 3.8. These cases where the spectrum in one spectral pair (µ, Γ) can be dilated by an odd integer p to yield a new spectral pair (µ, pΓ) are surprising. This phenomenon cannot occur in classical Fourier analysis, for example, where the spectral pair consists of Lebesgue measure ν on a period interval and the integers Z.
Maximal orthogonal families which are not ONBs
In this section, we discuss two additional results which are motivated by the main part of this paper. They both apply to measures µ λ for the case where λ = q 2n , with q odd and not equal to 1, i.e. the cases where λ is not the reciprocal of an integer. There are no known examples for such λ for which µ λ is spectral. We concentrate in particular on the case where λ = 3 8 . First, we explore the maximality of an orthogonal collection of exponentials E(Γ( ). Next, we develop a chain of orthogonal families connected by a transfer operator, and find that if any one family in the chain is an ONB, then they all are ONBs. We found this to be an interesting structure, although we have not yet found an example where the structure actually produces ONBs for a particular measure.
4.1. Maximality results. In this first case, let λ = We have already shown that the set E(Γ) is an orthonormal basis with respect to the measure µ 1
8
. We can also show that it is orthogonal with respect to µ 3
. To see this, recall from Equation (8) that zero set for µ 3 8 is given by
(see Equation (16)). We use the corresponding value of k to write γ − γ ′ in the form for Z 3
. Specifically, we have
Since 3 k (2ℓ + 1) is also odd, we have γ − γ ′ ∈ Z 3 8 . It is suspected, but not known, that the set E(Γ) is not an ONB for µ 3
. One might hope to use Theorem 3.5 in [DHSW09] to argue that the Hausdorff dimension of the attractor set X 3 8 will differ from that of X 1 8 , and therefore cannot equal the Beurling dimension of Γ( 1 8 ). This would require verification of the technical condition given in Equation (3.3) of [DHSW09] , which we cannot do in this example. We can, however, show that E(Γ) is maximally orthogonal in L 2 (µ 3 8 ), i.e. there is no exponential function orthogonal to every element of E(Γ).
Theorem 4.1. Given any t ∈ R \ Γ, there exists some γ ∈ Γ such that e t , e γ = 0.
Proof. We will show that e t , e γ = 0 by showing that µ 3
. First, observe that for any t / ∈ Z 3 8 , we can take γ = 0. Therefore, we can restrict our attention to elements of Z 3 8 : We can also write elements of Z 3 8 in the most reduced form as
where n ∈ Z, k ≥ 1, and either p = 0 or p > 0 and 2n + 1 is not divisible by 3.
Since we are interested in values t which are not in Γ, we need to understand how the elements of Γ look as elements of Z 3 8 . Since elements of Γ are all even integers, we know that p = 0. Moreover, we show that for γ = n i=0 a i 8 i , if i ′ is the first index such that a i = 0, we take k = i ′ + 1.
Observe that the quantity in parentheses in the last 3 lines above is an odd integer. In fact, we know that when γ ∈ Γ is written in the Z 3 8 form, the odd integer in the numerator is of the form 3 k (1 + b 1 8 + b 2 8 2 + · · · + b q 8 q ) with b i ∈ {0, 1} and where again, k = i ′ + 1. (Case 1: p = 0) First, consider t in the form of Equation (22) for which p = 0, i.e. t is an even integer. Next, we factor powers of 2 and write the remaining odd factor in its base-8 expansion:
, where b 0 is 1, 3, 5, or 7 and b i ∈ {0, 1, . . . , 7} for each i = 1, 2, . . . , n. Since t ∈ Z 3 8 , we know that the power d must be of the form 3ℓ − 2, i.e. d ≡ 1(mod 3). Let i ′ be the smallest index for which b i / ∈ {0, 1}. Using the values d, i ′ , we construct the elements of Γ:
where for γ 2 and γ 3 we require i ′ > 0 and, thereby, b 0 = 1. If i ′ = 0, then
where b 0 = 3, 5, or 7. The quantity in square brackets is even, perhaps divisible by 4, but not divisible by 8. Therefore, when t − γ 1 is written in the form of Equation (22), the power of 2 is not congruent to 1 modulo 3 and hence t − γ is not in Z 3
Since b i ′ is odd, the quantity in square brackets is even, possibly divisible by 4 but not divisible by 8. If all the powers of 2 are factored out, the new power of 2 is not congruent to 1 modulo 3, and thus t − γ 3 is not in Z 3
. If b i ′ is even, look at the difference t − γ 2 . We have
Since b i ′ is even (is 2, 4, or 6), we can factor out 1 or 2 powers of 2, but not 3, and again have the wrong power of 2, which proves t − γ 2 / ∈ Z 3 8 . (Case 2: p = 1) This case works very similarly to Case 1, since t is of the form t = 2 d (2m + 1) 3 where 3 does not divide 2n + 1 and d ≡ 1(mod3). Writing the odd factor 2m + 1 in the numerator in its base-8 expansion gives:
where b 0 is 1, 3, 5, or 7 and b i ∈ {0, 1, . . . , 7} for each i = 1, 2, . . . , p. This time, let i ′ be the smallest index for which b i / ∈ {0, 3}. Then, take the elements of Γ:
where b 0 = 1, 5, or 7. As before, the quantity within the square brackets is even and may be divisible by 4, but not by 8, which means the power of 2 when t − γ 1 is written in Equation (22) form will be wrong and hence
If i ′ > 0 and b i ′ is even (2, 4, or 6), then
In both instances, the quantity in square brackets is divisible by one or two powers of 2, but not three. Thus, when all of the powers of 2 are factored out, the resulting power of 2 is not congruent to 1( mod 3), so the differences are not in Z 3 8 . (Case 3: p > 1) If p > 1, we take γ = 2. Recall that d ≥ 3p − 2 > 1. We have
Since the odd integer 1 + n i=1 b i 8 i is not divisible by 3, we see that the numerator is not divisible by 3 or by 8. When we put this into the reduced form of Equation (22), we get
The numerator is divisible by 2, but no higher powers of 2, which proves that t − γ / ∈ Z 3 8 .
4.2.
The transfer operators for λ = 3 8 . We have observed before the structure of the set Γ( We define a spectral function similar to those defined earlier, but now using the measure µ 3 8 and summation over the set Γ( (24) c Γ(
We know that c Γ(
(t) ≤ 1 for all t ∈ R and that c Γ( We use Equations (6) and (7) for λ = This gives a formulation of the function c Γ( As we did in earlier sections, we define the transfer operator T to be
Now, if we define f 1 (t) = c 3Γ(
We can iterate the previous calculation. We define
), Again, apply Equation (25) to the equation for f k :
f k (t) = T k f k+1 (t) = f k (t).
Observe that the transfer operators T k are dependent on k. Our first example, then, was T = T 0 , since T f 1 = f 0 .
Implications for ONBs.
With the use of the family of transfer operators T k defined in Equation (28), we explore possible sets of Fourier frequencies for µ 3
8
. First, note that T maps the constant function 1 to 1:
(T 1)(t) = cos 2 2π 3t 8 · 1 + sin 2 2π 3t 8 · 1 = 1.
Suppose on the other hand that T f ≡ 1 implied f ≡ 1 as well. In this case, if we knew that f 0 ≡ 1, we would also have f 1 ≡ 1. In other words, we would have two different ONBs for L 2 (µ 3 8 ). In the next proposition, we show that this does hold, and in fact, can be extended for all k. Using the relationship T k f k+1 = f k , suppose that f k ≡ 1. When T k f k+1 (t) is considered as the inner product of the 2-dimensional real vectors   cos ). Since we also know that f k+1 is bounded above by 1 for all t, this results in a contradiction of Equation (30). Therefore, we must have that f k+1 (t) = 1 for all t. This proves that, given one spectral set 3 k Γ yielding an orthonormal basis of exponential functions, we must have all sets 3 k Γ yielding ONBs.
Acknowledgements

