, diameter < 8 0 , and volume > V o . The main result of this paper is that this class ^ has certain compactness, or more precisely, precompactness properties. The class # consists of only finitely many diffeomorphism classes so the precompactness properties can be thought of as dealing with the set of metrics satisfying the class # requirements on a fixed differentiate manifold. The main theorem of this paper is then that a sequence of such metrics always has a subsequence which, after application of suitable diffeomorphisms of M, converges to a limit metric. The regularity of the limit can be taken to be C lα , for all a with 0 < a < 1 and the convergence to be in the C ι ' a norm.
In [12] , M. Gromov stated, in terminology that will be explained in a moment, a striking convergence theorem concerning the class V defined above (Theorems 8.25 and 8.28 of [12] Here a C u -manifold is by definition a C x -manifold with coordinate transition functions having Lipschitz continuous first derivatives (note that the notion of Lipschitz continuity used here is that of Euclidean space to Euclidean space, so no choice of metric is involved). A Z) uRiemannian manifold M is a C u -manifold with a continuous Riemannian metric having the additional property that, for each point x in M, the distance function p x determined by the metric is C 1 (within the cut locus) and that the derivatives of p x are Lipschitz continuous with a Lipschitz constant that is independent of the point x. The Lipschitz distance d L (M v where the supremum is taken over all x l9 x 2 ^ M, x x Φ x 2 ? a n d dil/" 1 is defined in the obviously analogous way. Two non-homeomorphic compact metric spaces will be considered to have Lipschitz distance + oo from each other.
Note that what we called D u -Riemannian manifold in the above is our ad hoc terminology for what Gromov calls a "C u -Riemannian manifold." The latter terminology is unfortunate since such a Riemannian manifold need not, by definition, possess a C u -Riemannian metric tensor. Note that in this notion of Lipschitz convergence, the underlying C 00 structure of the manifolds plays no role whatever; only the underlying metric space structure enters into the discussion.
The result (*) implies the finiteness theorem of Cheeger [5] and Peters [17] via the result of Shikata [18] : with convergence as in (*), [18] implies that all but a finite number of the M k are diffeomorphic to M so that the M ι could not have been mutually nondiffeomorphic. The most remarkable part of (*) is the assertion of convergence: By Shikata [18], the convergence of {M k ) to M with respect to d L implies that, for all large enough k, M is (C 1 ) diffeomorphic to M k \ it would then be natural to treat metric convergence by looking for C^diffeomorphisms f k : M -* M h such that, if g and g k are respectively the Riemannian metrics of M and M k , then {f*g k } converges uniformly to g on M. Now, by Ascoli's Theorem, the convergence of {f k g k } to g would necessarily take place (for some subsequence) if the coefficients of the f*g k s were uniformly bounded and equicontinuous. Since |sectional curvature| < Λ 2 , Λ independent of /c, the uniform boundedness of the coefficients in exponential normal coordinates follows from the Rauch Comparison Theorem. However, to achieve equicontinuity in these same coordinates, one needs something like a uniform bound on the first derivatives of f*g k \ such a bound would seem to require a uniform bound on the coυariant derivative of the curvature tensors of the (M k ,g k )\ cf. to the convergence theorem has escaped the attention of most people, it is because Theorem 2.5 of [6] is a technical result imbedded in a long paper which does not mention in either its title or its introduction anything about the finiteness or convergence theorem.) Cheeger also pointed out that Theorem 2.5 of [6] should also suffice to prove a stronger version of (*) with C Oα (a < 1) regularity of the limit metric. As pointed out above, C Oα (a < 1) regularity is not adequate for applications. Furthermore, the only way known to us at the time of the Workshop to complete the C Oα argument was to repeat the argument of this paper, with harmonic coordinates replaced by another kind of coordinates. Also during that Workshop, C. Pugh outlined an elementary method to get at the D 11 statement of (*). Subsequently, he carried the method to completion and, in the process, showed a second way to prove the above-mentioned C Oα (α < 1) regularity of the limit metric by using Theorem 2.5 of [6] . See his forthcoming paper entitled: "The C 11 conclusion in Gromov's theory". As already noted, this conclusion follows immediately from our work.
The idea of using harmonic coordinates, especially the work of Jost and Karcher [14] , for a possible proof of (*) has apparently occurred to many people. In particular, at the July 1984 geometry meeting at Luminy, France, organized by M. Berger, approaching the convergence theorem through harmonic coordinates was the subject of considerable group discussion. The first-named author, who participated in these discussions, expresses his gratitude to the others who did so also and in particular to H. Karcher for his explanations of the harmonic coordinates construction in [14] . Both authors, however, feel that the Luminy participants should in no way be held responsible for any errors that may occur in the proof given below because the evolution of ideas has taken us a considerable distance from the approaches contemplated in that meeting.
Note As mentioned above, the present manuscript differs only slightly from the version distributed in May, 1985 in the Differential Geometry Workshop of MSRI (Berkeley); it was put in final form in July, 1985 and mailed to other workers in this field. We received the preprint of S. Peters on the convergence of Riemannian manifolds in May, 1986. 1 ,..., h n )} defined on an open subset of a Riemannian manifold M is called a harmonic coordinate system if and only if ΔA' = 0, i = 1,2,..., n. For each point x in M, there is always a harmonic coordinate system defined on some neighborhood of x; according to Bers, John, and Schechter [2, p. 228], one can choose harmonic functions defined locally near x with h(x) and dh(x) both prescribed (cf. Greene-Wu [9, 10] ). We shall need, however, to have much more detailed information than simply this existence statement. In particular, we shall need among other things control over the size of the coordinate neighborhood. The following specific result will be Note that in geodesic coordinates, the Rauch Comparison Theorem gives a bound ||g l7 ||<C(/i,A,δ 0 ,K 0 ), but there is no bound available on the derivatives of the g iy 's so (**) is a gain of (1, a) derivatives. The fact that harmonic coordinates are best for estimates of this type was originally pointed out by de Turck and Kazdan [7] . The important point that a precise (1, a) estimate exists on balls of fixed radius is due to Jost and Karcher [14] . We briefly recall some facts from [13] and [14] .
Given m G M and u G M m with \u\ = 1, we first define the almost linear function l u (x) = l(x) associated with u as follows: Let
In R", l u would be the linear functional determined by inner product with u. If {u l9 ..., u n ) is an orthonormal basis of M m and Z 1 ,...,/" are the associated almost linear functions, then {/\...,/"} gives local coordi-nates on a ball of fixed radius which depends only on the four standard parameters n, Λ, δ 0 , V o . Call this radius p; then on the geodesic ball B(rn, p) we solve the following Dirichlet problem for each i = l,...,n:
These n harmonic functions {A 1 ,. ..,A"} are a coordinate system on B(m,p) when p(w,Λ,δ o ,F o ) is taken to be sufficiently small. By letting R o = 2P (f°Γ example), the estimate in (**) above would be valid. Another property of these harmonic coordinates {A 1 ,..., A"} crucial for our purpose is the following: if / is a harmonic function defined on
where C* is a constant depending on p, n, Λ, δ 0 , V o and α, and as in (**), the C α -norm is taken in the {A'} coordinates. For later reference, we now state and prove the following elementary fact. Also, by the Lemma of §1, we see that {A 1 ,..., A"} would be a coordinate system in B(m, R λ ) if we had |grad(/z' -/')| < 1/n. So we require 1 > \/n for some j. In the latter case, we are done. In the former case, we get strict inequality from the Schwarz inequality). Hence
(5)
It is a straightforward continuity argument to see that there is a (unique)
• When H(m\p) is disjoint from dBim^R^, we call H(m\ρ) a harmonic ball associated with B(m, R λ ). In this case, B(m, R x )
is considered to come equipped with harmonic coordinates constructed in the specific way described.
We shall need to shift from metric balls to harmonic balls and vice-versa. Lemma 1 shows one direction to be possible. The following lemma gives the other direction. LEMMA for some constant C 4 («,Λi? 1 ), which remains bounded as R x -> 0. We now require in addition to previous requirements that R λ be sufficiently small so that on B(m, R^: 
Let λ 2 = 1 -\/n e (0,1). Then for all positive p < X λ R v the ball B(m\ λ 2 ρ) is disjoint from dH(m\ p).

Proof. Recall that on B(m, R
"
Proof. By Lemma 2, B(m\λ ι λ 2 Rι) is disjoint from 3iy(/w', X^) and by Lemma 1 H(m\ X^) is itself disjoint from dB(m, R λ ). D From now on, a harmonic ball H(m\p) will always be a harmonic ball associated with some B(m,R λ ).
We now impose one more requirement on R λ : From (3), we have that on B(m, R λ ) \ti -V\ < (QΛ 2 /?! 2 )^.
The new requirement is that 
// H(m',ρ) is a harmonic ball, then H(m\ p) c B(m\ p/λ 3 ).
Proof. As in the proof of Lemma 2, the inequality (6) leads to so that any radial curve (in the harmonic coordinate system) from m f to dH(m\ p) has length < (1 + l/n)p = p/λ 3 
We can summarize the previous discussion as follows: Let λ = min(λ x , λ 2 , λ 3 , λ 4 ), so 0 < λ < 1. Let R x be sufficiently small in the sense of the previous requirements (2), (5), (6) , and (7). Then (i) Each harmonic ball H(m\ XR X ) is diffeomorphic with 5(0, XRĉ R".
( The question is whether the partial derivatives 3/zJ/θ/zf, all v, μ, are uniformly bounded by some C(n, Λ, δ 0 , V Q ). By (v), the h j are functions defined on H^z^bR^/X) and on H(z n 6R 0 /λ) the harmonic coordinates /zf are also valid. Thus the usual Schauder-estimates argument (see (fcj ) at the end of §1) gives the desired bound on partial derivatives on H(z k , 3R 0 /λ) and hence on i/(z z , R o ) = H t . Similarly we get a universal bound on the C lα -norm of partials, proving (vii). By (vii) and the Ascoli Theorem (and by passing to a subsequence if necessary), we can arrange that, for each fixed pair of indices /, j, the functions (rf)' With these preliminaries disposed of, we are now going to construct a diffeomorphism f:M-*M from the local mappings /) by using the standard center of mass technique ( [11] ; [3] , [17] ). The possibility of doing so will depend on the ε, and hence JV e , of earlier in this section being chosen sufficiently small (and large, respectively). To avoid circular reasoning, we shall of course choose ε depending only on n, Λ, δ 0 , V θ9 R v R o and the various estimation constants already determined. In particular, ε will not depend on iV ε nor M nor M, except inasmuch as these latter two must belong to ^.
To construct the diffeomorphism from M to M, we begin by choosing a partition of unity on M as follows: Take C o°° functions ψ,, i = 1,2,..., Q such that 0 < ψ z < 1, These conditions can be realized by taking each ψ z to be a fixed (independent of i) function of Σj(h J ) 2 where the Λ's are the harmonic coordinates associated to the j'th harmonic ball. Now set φ i = ψ / /(Σ y ψ 7 ). The {φ,} form a well-defined partition-of-unity, since Σ y ψ y > 1 everywhere (because H(z i9 R 0 /2) is a covering). Also because Σ y ψ y > 1 everywhere, it follows that IIΦ llc** are also bounded by a bound depending only on n, A, δ 0 , V o , R λ and R o . Now we add one more requirement on R: that B(x y l0R 0 /λ 2 ) is convex for all x e M, M e #.
We are now prepared to define the diffeomorphism f:M->M out of the {/)}. Without loss of generality (by renumbering if necessary) we define f(x) for x ^ H x with x G Jf^ n nίϊ / and x in no other /Γs. Then
We use the fact that the maps are enclose (because ε is small; how small is needed will be discussed in a moment). We set f(x) = the center of mass in M of fι (x) With δeM. and \ϋ\ = 1 as given, we have by (9) that (10) d(Ξ°£.)(β) = dZ}(df(v)) + Differentiating (8) and using (10), we obtain (11) We shall estimate the three sums separately. We claim that there exists a positive constant C 3 = C 3 (n,A,δ 0 ,V 0 ) such that if x e M and v e M x , then:
To see this, let x = /j (Jc) and let γ: [0, i] -> M be a normal geodesic (i.e., |γ| Ξ= 1) such that γ(0) = ϋ. Furthermore, let t/(ί) be the vector field along γ such that U(t) = exp^x. Then Ξ?(γ(0) ^ ^(0 a n d ^(ι^) = ί/(0), the latter denoting the initial tangent vector of the curve t -> U(t) in ΓM. Recall that the Riemannian connection on TM induces an orthogonal decomposition of each tangent space of TM into a vertical component V along the fibres and a horizontal component H transversal to the fibres. Thus relative to this metric on TM:
the last equality being a well-known interpretation of the connection D. Now consider the 1-parameter family of geodesies ζ t :
, and let T be the transversal vector field of this family along the base curve ξ 0 (which joins x to x). Note that T(Y) = γ(0), so that
where t(s) = D^s ) T. We now proceed to estimate |7χi)| by the method of §6 in Buser-Karcher [3] . By construction, we have
Let E(s) be any unit parallel vector field along f 0 . Then ). This can be accomplished if R o is sufficiently small (cf. [3] , §6.2). The precise requirement on the size of ε 2 will be made presently. In any case, we have that with x' = f(x) 9 P{df t (ϋ))-P(dfj(a))\<e z holds for all unit vectors v and for all /, j. In view of the known fact that inside B(x\ R), (18) (cf. [3] , 6.4.2), where P denotes parallel translation back to x' along the shortest geodesic, we see that (19) \da$ϊ(df,(t)) S ince Ξ 2 (x) = exp^jjc, the left side of (19) is just \dE for all i. Thus given any ε 3 > 0, we may choose ε 2 and R to be so small (but still depending only on Λ, n 9 δ 0 , V o ) that, from (19), (20) idΞ^dMv)) -dΞ^iv))] < ε 3 for all /, j = 1,..., /. Now we claim that there exists a positive integer Φ, Φ depending only on n, A and δ 0 , such that for each JCGM, there are at most Φ of the indices j with the property that φj(x) Φ 0. Indeed, given any r < δ 0 , the usual Bishop-Gromov packing argument ( [12] , pp. 65-66) shows that there is such a constant Φ with the property that any geodesic ball B(x 9 r) of radius r in M contains at most Φ disjoint geodesic balls of radius λ 4 r/8 (λ being as in (i)-(iv)). Now suppose for some j 9 φj(x) Φ 0, Now because of (6), \ΰ\ = 1 implies that 1^(5)1 > C 5 for a positive constant C 5 depending only on n, Λ, δ 0 , V o , and for all z. Moreover, it follows from (18) that if R is sufficiently small (the smallness of R being to insure the smallness of the right-hand side of (18) , and hence still dependent only on n, Λ, δ 0 , F o ), \dZ 2 (υ)\ > %\υ\ for all v. Hence so that if ε 3 is chosen to be smaller than \{C 5 /Φ), we would have from (21) that
where we have written C 5 («, Λ, δ 0 , V o ) in place of C 5 for emphasis. We finally deal with the last sum \Σjdφj(v) (Ξ« £,•)(*)! of ( n ) τhe following argument is standard (see [17] , for example). By the definition of {φj} 9 there is a constant C 6 depending only on n, Λ, δ 0 , F o such that \dφj\ < C β /R 0 for all j. 
