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The principle component analysis is used to improve forecasting performance by redefining the 
correlated dependent variable into new uncorrelated variable. ANN is used to build up 
forecasting model based on the variable. Comparative study is performed to examine the result. 
Linear regression and artificial neural network are applied and compared to the proposed model. 
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A Model of Product Performance Forecasting: A 
Hybrid 
I .D. Widodo1, Alva E. Tontowi2, Subagyo3
Abstracts: To reduce the risks associated with new product, 
forecasting becomes very important to estimate success rate 
of the product. A new model of product performance 
forecasting is developed by combining Principle Component 
Analysis and Artificial Neural Network (PCA-ANN). The 
principle component analysis is used to improve forecasting 
performance by redefining the correlated dependent variable 
into new uncorrelated variable. ANN is used to build up 
forecasting model based on the variable. Comparative study is 
performed to examine the result. Linear regression and 
artificial neural network are applied and compared to the 
proposed model. The result shows that PCA-ANN gives the 
best measure performance for every segment.   
Keywords: product performance, success factors, 
regression, artificial neural network  
 
uccessful new product development (NPD) is an 
essential element for the renewal and survival of 
many manufacturing companies. Both of scientists 
and managers stated that product design was one 
major tool to gain competitive advantages (Kotler & 
Rath, 1984). Some researches showed that the 
development and introduction of a new product is an 
inherently risky venture. Crawford (1987) identified that 
35 % to 45 % of new products failed to compete in 
market. Stevens and Burley (2003) even identified that 
the failure rate of new products was somewhere 
between 40 % and 75%.To reduce the risks associated 
with new products, forecasting becomes very important 
to estimate success rate of the product. Some sales 
forecasting has become an established practice within 
the marketing research industry. Despite many claims of 
high precision, sales forecasting of new products is risky 
and estimates can often be off the mark. Some 
forecasting techniques are available. Three broad  
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categories of forecasting methods are Qualitative, Time 
Series, and Causal. However, qualitative and time series 
are not quite appropriate to forecast new product 
Performance because of limited historical data. Causal 
forecasting methods is the most commonly used 
because they can find the correlation between demands 
and environmental factors and use them to develop 
forecasting model. Several studies have focused on 
forecasting new-to-the-market product by incorporating 
market information, market research data, and 
subjective assessments. Morrison (1996) studied the 
implementation of diffusion models to forecast sales of a 
completely new-to-the-market product. He applied a 
non-linear symmetric logistic curve, using three 
parameters: the long-run saturation level, the inflection 
point of the diffusion curve, and the delay factor. 
Goldfisher et al. (1994) proposed a method for 
determining the success or failure of a new product, 
which allowed weekly forecasts to be performed. They 
defined a Sales Index (SI) as a percentage of the 
difference in sales between two consecutive periods. 
Their study used Sales Forecast Ratios to predict future 
sales using SI. Geurts and Whitlark (1993) suggested 
logistic regression and conjoint analysis for market 
share forecasting methods besides time series and 
linear regression the autor emphasizes on identifying 
and developing forecasting tools to evaluate product 
performance based on success factors. The model will 
be developed based on some needs and assumptions, 
namely, (1) Product success factors tend to be different 
among different type/level product so estimation model 
must be developed for each product segment. (2) This 
model can also be used to evaluate the existing product 
in market whether it is successful or not so the model is 
generated based on successful product data. (3) The 
model is developed based on regression and neural 
network.  
 
I. Product Success Factors 
Many researchers identified some factors of success 
(Cooper and Kleinschmidt 1995; Henard & Szymanski, 
2001; and Montoya-Weiss & Calentone, 1994), to 
develop product performance measures (Hopskin, 
1981; Barezak, 1995; Calantone et al. 1995, and Griffin 
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and Page, 1993, 1996). However, only few researchers 
develop product performance estimation model. 
Montoya-Weiss & Calentone (1994) underlined that 
many researches done have wide variation in result and 
they are non-convergent. Based on multivariate analysis, 
Cooper (1979) identified 11 dimensions (from 77 
observed independent variables) of product success. 
They were product uniqueness/ superiority, market 
knowledge and marketing proficiency, technical 
synergy/proficiency, market dynamics, market need 
(growth and size), price, marketing and managerial 
synergy, marketing competitiveness and customer 
satisfaction, newest to firm, strength of marketing 
communication and launch effort and source of 
idea/investment magnitude. Henard & Szymanski (2001) 
developed taxonomy of product success factors that 
consisted of 4 main factors. They were product 
characteristics, firm strategies, firm process 
characteristics, and market characteristics. By using 
meta-analysis of 60 empirical studies, Henard & 
Szymanski (2001) also showed 8 important variables of 
product performance. They were product advantage, 
product innovativeness, marketing strategy, 
technological strategy, structured effort, market 
orientation, cross-functional integration and competitive 
response intensity. Cooper & Kleinschimidt (2007), 
based on effect on profitability and impact, identified 
some critical factors which drive product success. Top 
four of them were high quality product process, new 
product strategy, adequate resources, R & D spending.   
II. Artificial Neural Network 
An Artificial Neural Networks (ANN) are information-
processing systems that have certain performance 
characteristics in common with biological neural network 
(Fausett, 1994). They have been developed as 
generalization of mathematical models of human 
cognition or neural biology based on the assumptions 
that (1) information processing occurs at many simple 
element called neurons (2) signal are passed between 
neurons over connection links (3) each connection link 
has an associated weight, which, in typical neural net, 
multiplies the signal transmitted. (4) Each neuron 
applies activation function to its input (sum of weight 
input signal to determine output signal. Some important 
activation functions are: 
 
1. Pure Linear, y=x ……………. (1) 
2. Binery Sigmoid, 
xe
y
1
1
….  (2) 
3. Bipolar Sigmoid 
x
x
e
e
y
1
1
……(3) 
The neural network architecture is importance in 
modeling data sets because it can represent any 
continuous functional mapping between the input and 
output variables (Figure 1). Learning in ANN is defined 
to be any change in the memory (weight matrix) and can 
be categorized as supervised and unsupervised. 
Unsupervised learning or self-organization is a process 
that does not incorporate an external teacher and relies 
only upon local information and external control 
strategies. Some examples of unsupervised learning are 
Hopfield network, bidirectional associative memory, and 
adaptive resonance theory. Examples of supervised 
learning are adeline, perceptron back propagation and 
madaline. 
 
Figure 1.The architecture of a three-layer neural network 
 
 
Back-Propagation Neural Network (BPN) is one kind of 
popular neural network as the black box that can set up 
the nonlinear map between the inputs and outputs for 
the prediction. Standard back propagation (feed 
forward) is a gradient descent algorithm, in which the 
network weights are moved along the negative of the 
gradient of the performance function (Das and 
Chaudhury, 2007). The term back propagation refers to 
the manner in which the gradient is computed for non 
linear multi layer networks. It applies supervised learning 
to monitor the difference between the true data and the 
prediction, and then do a sequent revision on the 
weighting along the branches of BPN so that the 
difference between true data and the prediction (e2) will 
converge gradually within finite steps. This method 
require the inputs and outputs of a neural network were 
limited within the ranges from 0 to 1 Properly trained 
back propagation networks tend to give reasonable 
answers when presented with inputs that they have 
never seen. Typically, a new input leads to an output 
similar to the correct outputs for input vectors used in 
training. This generalization property makes it possible 
to train a network on a representative set of input/target 
pairs and get good results without training the network 
on all possible input/output pairs (Demuth and Baele, 
1994). The training of a BPN includes three stages: (1) 
feed-forwarding of the input training pattern, (2) 
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associated error calculation and back-propagation, and 
(3) weight and bias adjustments.
 
ANN has been 
successfully applied in some areas of forecasting. 
Binner et al. (2002) applied ANN to model Taiwan‟s 
inflation rate resulting in particularly accurate forecasts 
when divisia monetary measures were used. 
Thirunavukarasu (2009) successfully applied ANN for 
Return on Investment in Share Market. ANN successfully 
has also been applied in some intelligent manufacturing 
cases (Dagli, 1994) and design (Kuo and Wu, 2006; and 
Xu, and Yan, 2006). Moshiri and Foroutan (2006) 
applied ANN to forecast crude oil price. In the 
hydrological forecasting context, recent experiments 
have reported that ANNs may offer a promising stream 
flow prediction (Sivakumaretal, 2002; and Kisi, 2004) 
and reservoir inflow forecasting (Saad et al.
 
1996 and 
Jain,
 
et al.1999). 
 
 
The conceptual framework of the model is developed 
based four important factors of product success, 
namely, price, product advance, innovation,
 
launch
 
timing, and company superiority
 
(Figure 2). 
 
 
 
 
 
 
  
 
 
 
         
      
        
       
       
        
 
 
 
     
    
    
 
 
Two steps of research
 
are
 
performed namely success 
variables identification and product success forecasting 
model development. Success variables identification is 
applied by analyzing variables correlation. Regression 
and ANN are applied to develop the model.The sample 
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Price is an important factor for customer to buy a 
product because it can limit someone to buy a product 
(Kalyanaram dan Winer, 1995; and Foxall and James, 
2003). Besides, there are two other significant product 
characteristic of success, namely product technical 
superiority and innovation (Kleinschimidt & Cooper, 
1991; Henard & Szymanski, 2001; Montoya-Weiss & 
Calentone 1994, and Goldenberg et al. 2001).Launching 
timing is a very important variable to product success 
(Hultink and Griffin, 1997; Lee and O‟Connor, 2003). 
Launching new products to market quickly is a pre
requisite for acquiring a competitive advantage. The
product launch decisions, based on a mix of strategic
and tactical decisions, must be reinforcing to produce
new product development success.A brand is intended
value), communicate ease of use to customer and as a
value added purchase (Creusen and Schoormans, 
2005, Foxall and James, 2003 and Page and Herr, 
2003).
consists of more than 200 mobile phone shops in 
Yogyakarta Indonesia in the period of January until 
September 2008. The mobile phones are classified into 
Three class namely low-end, medium-end and high–end 
product based on their price. The product is classified 
as low end product if its price is less than $ 150, 
meanwhile the high product has price more than $ 300.
The medium product price is in between of the two 
classes. The successful mobile phone models/series
are selected based on their performance of sales. 
Pareto chart analysis was applied to select the 
successful products series (from 148 product series)  
that consist of 17 low-end products, 10 medium-end 
products and 11 high-end products.Some data are 
involved in this analysis, they are launching date, 
technical specification and innovation value, price, and 
brand value. Launching dates are used to determine 
both launching duration and innovation (with technical 
specification). Technical superiority values are 
determined by calculating the average of some 
technical specifications namely screen resolution, data 
transfer speed, and features. Likert scoring is used to 
quantify the features rate based on a technical 
superiority norm for the technical 
specifications.Innovation variable is generated based on 
modification of Booz-Allen & Hamilton norm (Cooper & 
Kleinschimidt, 1991) to the four product technical 
specification used in technical superiority analysis.  The 
norm of innovation of all features is in Table 2.This paper 
successful product. The analysis identified 38 
Innovation
Launching 
Technical 
superiority
Pricing
Brand
Product 
performance 
(% Sales)
Product 
Segmentation
to represent  a unique identity that extends beyond the
product itself. It can have aesthetic and symbolic value 
for consumers. A brand can communicate functional 
characteristics, give a quality impression (functional 
uses mobile phone brand value analysis done by SWA 
and MARS 2008. Brand values are determined based on 
Figure 2. Forecast model
 ©2011 Global Journals Inc.  (US)
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 brand share, brand awareness, advertisement 
awareness, customer satisfaction, and gain index. They 
are analyzed from survey that involved 2648 
respondents collected from 7 big cities of Indonesia 
(Suharjo, 2008). 
 
 
Table 2.
 
Innovation Norm
 
 Based on the variables identified, a model is developed 
for each product segment. Linear Regression and Back 
Propagation of ANN are applied. Besides, this paper 
also involves principle component analysis to generate 
new variable to replace existing correlated variable. The 
result of the regression, ANN and PCA-ANN are 
compared to get the best estimation. 
 
 
From 80 % mobile phone sales share that can be 
identified, Nokia has highest % sales by 73 %, followed 
by Sony-Ericsson (10%), and Motorola (4%). The rest is 
for LG, Samsung, and other brand. The low-end product 
has highest market by 58 %. The medium and high 
products have 16% and 2%. The phenomenon that low-
end product has very high shared correlates to the 
Indonesian income that is still low (less than $3000 per 
annum).Correlation analysis indicates several finding 
related to critical variables of each segment and the 
relation among variables, they are: 
1) The variables have different effect to product 
performance for each segment. Brand is the 
only variable that positively significant correlates 
to product performance in all segments. In high-
end segment, only one brand dominates the 
top ranks of products so the correlation cannot 
be calculated. It indicates that brand is very 
important to product performance though it 
cannot be explicitly adjusted. 
2) Price negatively correlates to product 
performance in low and medium end segments. 
In contrast, price correlates positively to product 
performance for high-end product.  
3) Technical superiority has significantly negative 
correlation to product performance for low 
product. In medium and high-end segment, 
technical superiority indirectly positively 
correlates to product performance. Technical 
superiority indirectly correlates to product 
performance through brand in medium end and 
through innovation in high end.  
4) Launching timing has different effect to product 
performance for different segment. In low-end 
segment, time has significantly negative 
correlation to product performance. Products 
launched sooner have lower product 
performance. This is different to medium and 
high end product that tend to neutral 
(correlation coefficient is close to 0). These 
indicate that life cycle of low-end product tends 
to be shorter than life cycle medium and high 
end product.   
5) Innovation is correlated to product performance 
for high-end product segment. In low and 
medium end segment, it cannot be measured 
because of same innovation value.  
Estimation model will be developed based on the factor 
analysis that involves some significant variables. In low-
end segment model is developed based on brand 
value, launching, technology superiority, and price. Price 
does not significantly correlate sales but it significantly 
correlates to technical superiority. Estimation model for 
medium segment involves price, brand and technical 
superiority. Meanwhile, price, innovation and 
technological superiority are used in high end 
segment.Estimation models are developed based on 
two estimation techniques for each product segment. 
Linear regression and back propagation ANN are run to 
estimate product performance. Data satisfy all 
assumption of regression for low and medium end, such 
as collinearity, linearity, and normality, for low-end and 
medium-end data. The regression model are not fit for 
high end product because some assumptions are not 
satisfied especially normalityTo reduce loose of 
dependent variable that correlates to each other, 
principle component analysis (PCA) is performed. The 
correlated variables are technological superiority and 
price in low-end product segment, technological 
superiority and brand in medium-end product segment, 
and technological superiority. Two regression based 
models are developed for each segment, namely are 
pure regression model and PCA-regression model. The 
latest is developed by redefining new variables that 
correlated each other‟s. New variables are called as “a” 
and “b”. The two models for low end segment are: 
y= 5,796 – x1 - 1,341 x2– 0.066 x3                           ………….……… (1) 
y= 3.435 -.103 x1 + 1.657 a + .003 b + .064 x3  ….... (2)  
Where:  x1= time from launching,   x2 = tech. 
superiority, x3= brand, x4= price, a, b = new variables 
Both (1) and (2) are fit model because R of the 
equations are 0.908, and value R2 are 0.824 for (1) and 
0.825 for (2). The two models for medium end segment 
are: 
Value
 
Description
 5
 
New to the World Product
 4
 
New Product line to the firm
 3
 
Add to existing line
 2
 
Improvement
 1
 
Reposition
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y= 10.166 –004 x4 +.095x4   ……………… ….   (3) 
y= 15.232 -.003 x4 + .097 a - 2.634 b ..       ………… .(4) 
Both (3) and (4) are fit model because R and R2of the 
equations are 0.863 and 0.745 for equation (3) and 
value are 0.874 for (1) and 0.863 for equation (4).The 
correlation between price and technical superiority in 
low-end product can be minimized by redefining the two 
variables into new variable „a‟ and „b‟. By doing so, PCA-
ANN is performed the result. In the same way, two 
variables of medium-end products - technical superiority 
and brand value - are redefined, meanwhile, for high-
end products; variable price, innovation, and technical 
superiority are redefined. After simulating some 
architecture, three layers back propagation ANN with the 
number neurons are 5, 10, and 1 are applied. Activation 
function of first, second and third layers are pure linear, 
binary sigmoid and pure linear. The best value for 
learning rate are 0.3 for low end and medium end and  
0.2 for high end segment.  PCA-ANN gives better result 
(based on t-test and smaller mean square error) 
compared to linear regression for all segments.  The 
comparative study among the methods performed in 
Table 3. 
 
Table 3. The performance comparative study among forecasting methods 
 
 
 
 
 
 
 
 
The deviation of forecasted PCA-ANN result and actual value is relative small. They are less than 3 sigma (Figure 3). 
 
 
            (a) 
 
 Perf. Charac Regression PCA 
Regression 
ANN PCAANN 
Low-
end 
(n=17) 
R 0.908 0.9080   
T test 0.0519 -0.0441 -0.2187 0.1434 
MSE 1.4020 1.39999 0.5108 0.4752 
Mediu
m-end 
(n=10) 
R 0.863  0.8740   
T test 0.0807 -1.168 0.2803 0.1374 
MSE 2.1440 2.1885 1.1851 0.5282 
High-
end 
(n=11) 
R     
T test -  -0.1322 0.2177 
MSE -  3.5387 2.8893 
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        (b) 
 
                 (c) 
 
Figure 3. PCA-ANN % sales estimation performance VS % sales: (a) Low-end product (b) Medium-end product and 
(c) High-end product
 
Model validation is run by analyzing training and testing 
errors for the architecture. Because of small number 
data, test error is done by using one leave out method. 
The  
 
 
Complete result performs in Table 4. The testing errors 
shows that all model can perform well because there are 
no significant different between the fore casting results 
and the real value (α= 0.05).  
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Table 4. Performance Analysis of The model 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
     Both average of training and test error is 
quite small,    this indicate that the model can fit 
to the cases. 
 
1) The proposed model (PCA-ANN) gives better 
result  compared to linear regression for all 
segments based smallest mean square error  
2) The best ANN architecture is three layers back 
propagation ANN with the number neurons are 
5, 10, and 1. Activation function of first, second 
and third layers are pure linear, binary sigmoid 
and pure linear. 
3) The variables mostly have different effect to 
product performance for each segment. Brand 
is the only variable that positively significant 
correlates to product performance in all 
segments. 
1) Barezak, G (1995). New product strategy, 
structure, process, and performance in the 
telecommunication industry, Journal of Product 
Innovation Management, 12(2), 71-80 
 
 
 
 
 
 
2) Binner, J.M., Gazely, A. M. and Chen, S (2002), 
Financial innovation and divisia money in 
Taiwan:A neural network approach, The 
European Journal of Finance, 8, 238–247. 
3) Calantone, R., S., Vickery and C. Deoge (1995), 
Business performance and strategic new 
product development activity: empirical 
investigation, Journal of Product Innovation 
Management, 12(3), 214 - 223  
4) Cooper, R. G. (1979), The dimensions of 
industrial new product success and failure. 
Journal of Marketing, 43, 93 – 103 
5) Cooper R. G. and Kleinschimidt E. J.(2007), 
Winning Businesses in product development: 
critical success factors, Research Technology 
Management, May-June, 52-66  
6) Cooper, R. G. and Kleinschmidt, E. J. (1995), 
Benchmarking the firm‟s critical success factors 
in new product development, Journal of Product 
Innovation Management, 12 (5), 374–91. 
7) Cooper, R.G. and Kleinschmidt, E.J. (1991), 
New product processes at leading industrial 
firms. Industrial Marketing Management, 10, 
137–147. 
8) Crawford, C. Marle (1987), New Product failure 
rates: a reprise, Research Management, 30 (4), 
20 – 24 
No. 
obs. 
Low-end Medium-end High-end 
Training 
Error 
Test Error Training 
Error 
Test Error Training 
Error 
Test Error 
1 0.3458 -1.3974 0.2425 -0.9784 5.9082 -5.7603 
2 -0.0497 0.2028 0.0829 -1.5457 1.6263 0.8797 
3 0.3754 -1.0561 0.396 2.2162 0.3598 0.6987 
4 0.1959 -1.8978 -0.4288 1.4368 2.2496 -2.4585 
5 0.8981 -1.9344 0.0143 -2.9817 0.6647 -1.9921 
6 -0.7596 1.8683 0.0365 2.7003 -0.5315 3.2448 
7 0.1919 -0.438 0.8230 -2.4726 -1.5860 3.7271 
8 -1.0839 2.3504 -0.9640 2.5999 -5.3519 0.4805 
9 -0.0409 0.7422 -0.0065 0.9054 0.1568 1.6689 
10 0.0844 0.3304 -0.0019 1.8388 -0.6892 2.9438 
11 0.0893 0.1716   -0.8239 0.9851 
12 0.0140 -0.2807     
13 0.3330 -0.5407     
14 0.1138 -0.0832     
15 -0.1834 0.4404     
16 -0.1189 0.6345     
17 -0.1448 0.6156     
Avg 0.0153 -0.0554 0.0194 0.3719 0.1802 0.4016 
SD 0.4403 1.1645 0.4485 2.1652 2.7467 2.8240 
T-test 0.1434 -0.1964 0.1374 0.5431 0.2176 0.4716 
Concl.  Ho 
Accepted 
Ho 
Accepted 
Ho 
Accepted 
Ho 
Accepted 
Ho 
Accepted 
Ho 
Accepted 
Fe
br
ua
ry
20
11
 ©2011 Global Journals Inc.  (US)
 
 
 
G
lo
ba
l J
ou
rn
al
 o
f C
om
pu
te
r 
Sc
ie
nc
e 
an
d 
T
ec
hn
ol
og
y 
   
 V
ol
um
e 
X
I 
Is
su
e 
I 
V
er
si
on
 I
   
   
   
   
   
   
 
 
42
 
9) Creusen M. E. H., and Schoormans, J.P.L. 
(2005) The Different Roles of Product 
Appearance in Consumer Choice, Journal of 
Production Innovation Management, 22, 63–81 
10) Dagli, C. H., 1994, Artificial neural networks: for 
intelligent manufacturing, London: Chapman & 
Hall  
11) Das, P. and Chaudhury, S. (2007), Prediction of 
retail sales of foot wear using feed forward and 
recurrent neural networks, Neural Computation 
& Application,16, 491–502 
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