Abstract-We find an achievable rate region for the partially cognitive interference channel in the weak interference regime, where the cognitive transmitter learns the primary message over a noiseless link with finite capacity. The rate region is established in the discrete superposition model, which has the property of approximating the AWGN model within a constant gap. In the high SNR regime our region is close to known outer bounds on the AWGN capacity region, yet its formulation is sufficiently simple to give valuable insights. Interestingly, the cognitive transmitter does not need to learn the complete primary message in order to achieve the rate region of the fully cognitive interference channel. The capacity of the noiseless link between the two transmitters is sufficiently large if it equals the single-user capacity of the cross-link from primary transmitter to secondary receiver.
I. INTRODUCTION
We consider the communication scenario depicted in Fig. 1, consisting of a primary transmitter-receiver pair (Tp, Rv) and a secondary or cognitive transmitter-receiver pair CT,;, Rs).
Each transmitter transmits a message to its intended receiver, which causes interference to the unintended receiver. The two transmitters are connected via a noiseless, directed link from Tp to Ts with capacity Ce.
The scenario without connection (Cc = 0) is termed inter ference channel (IFC). It has been studied intensively (see [1] for a literature review), and its capacity is known within a constant gap of one bit [2] . The other extreme case is where
Ce is unbounded. In this case Ts can learn the primary message w P ' which can be used to increase both primary and secondary rates. This scenario is called cognitive inteiference channel (C-IFC). A summary of C-IFC results can be found in [3] . Cognitive radio is intended to increase the spectrum effi ciency if the primary system is using its spectrum sparsely in time or spatial domain [4] . The cognitive system is allowed to use the same spectrum if it does not degrade the primary per formance. To achieve this, it is often assumed that the cognitive system has some extended capabilities such as decoding and utilizing the primary message. In the C-IFC, perfect knowledge of the primary message is assumed. However, this might not be justified in practical systems. A more general scenario termed partially cognitive inteiference channel (PC-IFC) has been considered in [5] , [6] . The primary message wp is split into two parts of which Ts learns only one part wp,c' The capacity of the PC-IFC is only known for some special cases. The scenario considered in this paper is similar, since the capacity Ce can be interpreted as the rate of wp,e' In contrast to previous work, we find rate regions that can be expressed in a simple form and therefore offer insights that are crucial for the design of practical systems. The clarity of the expressions comes at the cost of accuracy. For weak interference, where the cross-links are weaker than the direct links, our rate regions are within a constant gap of known outer bounds. However, this might be acceptable in the high SNR regime, where the constant gap becomes negligible [7] . We use a novel approach to find our rate regions. The coding strategies are designed and evaluated in the discrete superposi tion model (DSM) [8] . Due to the properties of the DSM, these strategies translate into codes for the corresponding AWGN model. The translation introduces a constant loss in rate.
II. SYSTEM AND CHANNEL MODELS

A. AWGN Model
The AWGN model of the IFC depicted in Fig. 1 is
All variables are complex-valued, the noise zp, Zs rv CN(O, 1) and the average transmit powers Elxpl2 = Elxsl2 = 1 are normalized. Hence, the system is completely described by the channel gains. We assume that the channel gains are constant for the duration of the transmission and known to all terminals.
B. Discrete Superposition Model
Since finding the capacity in the AWGN model is in general a hard problem for most multi-terminal channels, deterministic models have been proposed to approximate the behavior of the AWGN model [7] . Finding capacity in a deterministic model is mostly simpler, yet, the results found in the deterministic model can give insights and capacity approximations for the AWGN model. In [9] the capacity region of the C-IFC in the linear finite-field deterministic model (LFFM) [7] has been found. However, the gap between the LFFM capacity and the AWGN capacity can be unbounded [8] .
In this paper we consider the DSM proposed in [8] , which is a variation of the truncated deterministic model in [7] . The capacity region of the PC-IFC in this model is within a constant gap to the capacity region in the AWGN model as stated in Theorem 1 below. Hence, our achievable rate regions found in the DSM constitute achievable rate regions in the AWGN model within a constant gap.
For defining the DSM, we first define the rounding operation
[ a ] = sgn(aR e Hl aR e lJ + j sgn(aImHl a ImIJ, 
of equidistantly spaced complex values. The number 2 2 n of channel inputs depends on the maximum channel gain through n = max llog (max {lhij,R e l, Ihij,Iml } ) J .
In this paper all logarithms are base 2. The DSM is deterministic. However, the rounding operation causes uncertainty at the receiver, which can be interpreted as quantization noise. The parameters of the model are carefully selected to ensure the following connection to the AWGN model. 
Conversely, if (R�, R2) is a rate pair in the capacity region of the DSM PC-IFC, then there exists a rate pair (R�, Rf) in the capacity region of the corresponding AWGN PC-IFC with
The constants /);1 and /);2 are independent of the channel gains.
Proof The proof for the IFC is presented in [8, Theo • A region of achievable rates in the DSM constitutes a region of achievable rates in the A WGN model, which is at most a constant gap smaller. The relative impact of this gap decreases with increasing channel gains, that is, with increasing signal to-noise-ratio (SNR). In the high SNR regime the gap is negligible.
III. RATE REGIONS OF IFC AND PC-IFC IN DSM
In this section we derive achievable rate regions for the IFC and the PC-IFC in the DSM. For the sake of clarity we present only the key ideas of our proofs, and we devise the technical details in the appendix.
A. Point-to-Point Channel For illustrational purpose consider the point-to-point chan
The transmitter can use 2 2 n transmit symbols x, where approximately n � log Ihl. Due to the rounding operation, some of the symbols merge at the receiver. To avoid this, the transmitter can use a reasonably selected subset of symbols. The maximum size of the subset can be found by geometrical arguments, and we show by Lemma 1 in the appendix that a rate of R = 2 log Ihl -11 is achievable.
B. Interference Channel
The interference channel can be seen as two competing point-to-point links, where the transmission of one channel inflicts interference on the other. In the DSM, the transmitters can react to the interference by further reducing the number of transmit symbols. Furthermore, one of the transmitters can reduce its transmit power. This decreases its own rate, while increasing the other receiver's rate. By combining those strategies, we can achieve the following rate region.
Theorem 2. On the IFC in the DSM we can achieve all rate pairs (R�, Rf) with R� :::; log Ihppl2 -11,
RP :::; log Ihssl2 -11,
R� + RP :::; log Ihppl2 + log Ihssl2 -(log IhspI2 ) + -(log Ihpsj2 ) + -22 , capacity Cc we can achieve all rate pairs (R�, Rp) with
RP � log Ihssl2 -13,
The rate regions of Theorem 2 and Theorem 3 have a pentagon shape. The bounds for the individual rates � and RP and the sum-rate R� + RP are easy to evaluate and interpret. The bounds on the individual rates are similar for IFC and PC-IFC, except for a penalty of 2 bits resulting from the interference mitigation. The bound on the sum-rate is different for IFC and PC IFC. The penalty (log 1 hps I) + due to the primary interference is diminished to (log 1 hps 1-Cc) +. This means that increasing the capacity Cc of the link between the two transmitters increases the sum-rate of the system by the same amount. However, increasing Cc above log Ihpsl does not yield any gain. These two facts are interesting guidelines for the design of cognitive systems. At last, we show that our rate regions are competitive by comparing them to known outer bounds for the IFC and the C IFC in the AWGN model. For the IFC, consider the red lines with circles in Fig. 2 . The solid line depicts our achievable region due to Theorem 2, whereas the dashed line depicts the outer bound due to [2, Theorem 3] . We see that there is a gap between the two regions, which matches the gap in Theorem 2.
Consider the blue lines with squares for the C-IFC, where
Cc is as high as desired. The solid line corresponds to the region of Theorem 3 for Cc = log Ihpsl2. The dashed line depicts the outer bound due to [l0, Theorem 3.7] . Again, the two regions are matching each other except for a gap. To strengthen our point that the gap between the regions is constant, we consider the relative gap (10) Here, R��� e v. denotes the right-hand-side of (Sc) and (9c) for IFC and C-IFC, respectively. The maximum sum-rate of the corresponding outer bounds due to [2, Theorem 3] and [l0, Theorem 3.7] , respectively, is denoted by R��� e r. Fig. 3 shows the relative gap for IFC and C-IFC in percent. The relative gap decreases with increasing SNR, which means that its influence diminishes.
IV. CONCLUSION
In this paper we found achievable rate regions for the IFC and the PC-IFC in the DSM. The regions in the DSM translate into regions in the corresponding AWGN channels due to the properties of the DSM. We showed that our regions match the outer bounds known for the AWGN model.
Our regions have simple expressions that increase the understanding of the cognitive radio scenario in the high SNR regime. The bounds on the individual rates Rp and Rp correspond to the bounds on the point-to-point capacities of the primary and secondary transmitter-receiver pair, respectively.
The bound on the sum rate Rp + Rs contains penalties (log Ihspl)+ and (log Ihpsl)+ due to the interference injected by the secondary and the primary transmitter, respectively.
The second penalty can be relieved to (log Ihpsl -Cc)+ by the cognitive link from primary transmitter to secondary transmitter.
ApPENDIX
Before proving Theorem 2 and Theorem 3, we provide a general lemma that is the basis for the proofs.
Consider a point-to-point channel in the DSM. The trans mission is subject to additive interference c, which is complex valued with amplitude Icl = c and unknown to transmitter and receiver. The received signal is, thus,
Furthermore, the transmitter reduces its transmit power by using only transmit symbols x in the square
with r 2: 1. Lemma 1. On the above-mentioned channel we can achieve a rate of R = log Ihl2 -logr2 -5 -2 log (2 + 3V2 +c) . (13) Proof We express the discreteness of the transmit signal x and the influence of the rounding function by corresponding off-sets, Our transmit strategy is to use a subset X of transmit sym bols x that result in distinct receive symbols y. Specifically,
for all Xl , X 2 E X, Xl -# X 2 and all Cl , C 2 being realizations of the interference c. The set X yields an error-free code of rate R = loglXI
with code words of length 1.
The interference c fills at most a circle or radius 2+3V2+c. Hence, IXI is lower bounded by the number of circles that can be packed into the square containing hx. This square has a side length of j; l r . For simplicity, we use a rectangular packing, which yields
where we have used Ihl 2: 4V2r(2 + 3V2+c) in (21c), which is the requirements for R 2: ° in (13). The Lemma follows with (20). Due to symmetry, we find a corresponding expression for Rf.
For spanning the rate region of Theorem 2, it is sufficient to consider two rate pairs. First, consider rp = 1 and rs = max(l, Ihspl). For Ihspl 2: 1, the resulting rate pair is � = log Ihppl2 -5 -2 log (2 + 3V2 + 1) , Ihpsl 2: 1 Ihpsl < 1
For Ihspl < 1 we have rs = 1, which yields � 2: log Ihppl2 -5 -2 log (2 + 3V2 + 1) , (26a) RP 2: log Ihssl2 -(log Ihpsl2t
-5 -2 log (2 + 3V2 + 1) .
Hence, for any value of Ihspl we can achieve (2Sa) and RP = log Ihssl2 -(log IhspI2) + -(log IhpsI2) + -5 -2 log (2 + 3V2 + 1) . For the second rate pair we choose rs = 1 and rp = max(I, Ihpsl). The achieved rate pair is symmetric to the pair in (25a) and (27). The region of Theorem 2 is achieved by time sharing between the above rate pairs. We simplified our expression by using 2 log (2 + 3V2 + 1) < 6. Xs in a square of length 1/(2V2rs).
We can now follow the proof of Lemma 1, where we insert Ihssl/(2V2rs) as the numerator in (21a). Since xp is known to the secondary transmitter, there is no unknown interference, that is, c = 0 at this point.
Next, consider the case where Cc is not large enough to convey the exact value of xp. The primary transmitter divides the square of transmit symbols xp into sub-squares. After selecting a transmit symbol x P ' it uses the rate (29)
1 Even though the quantization depends on the channel gain hss, the secondary transmitter can infer it from its knowledge of channel state.
to communicate the index of the sub-square to the secondary transmitter. There are 2� sub-squares, each having a side length of 1/(V2rp2� / 2 ). The sub-squares act as unknown interference at the secondary receiver, which the secondary transmitter cannot compensate. The amplitude of this inter ference is , Ihpsl c= � .
rp2
(30)
By Lemma 1, with the modification in (21a), we can achieve the rate pair (24) and R? = log Ihssl2 -logr; -7 -2 log (2 + 3V2 + r��� � 2 ) .
Choosing rp = 1 and rs = max(l, Ihspl) yields the rate pair (25a) and R? = log Ihssl2 -(log Ihspl2t -(log Ihpsl2 -Rc) + -7 -2 log (2 + 3V2 + 1) ,
by following similar arguments as in (25)-(27). Second, choosing
and rs = 1 yields the rate pair R� = log Ihppl2 -(log Ihspl2t -(log Ihpsl2 -Rc) + -5 -2 log (2 + 3V2 + 1) ,
R? = log Ihssl2 -7 -2 log (2 + 3V2 + 1) .
(34b)
Time sharing between the two rate pairs yields the region of Theorem 3, where we have used (28) and Rc ;::: Cc -2.
•
