In this paper, some superconvergence results of high-degree finite element method are obtained for solving a second order elliptic equation with variable coefficients on the inner locally symmetric mesh with respect to a point 0 for triangular meshes. By using of the weak estimates and local symmetric technique, we obtain improved discretization errors of O( +1 | ln | 2 ) and O( +2 | ln | 2 ) when (≥ 3) is odd and (≥ 4) is even, respectively. Meanwhile, the results show that the combination of the weak estimates and local symmetric technique is also effective for superconvergence analysis of the second order elliptic equation with variable coefficients.
Introduction
Consider the following second order elliptic problem
where Ω is a smooth bounded domain in R 2 , γ( ) ≥ 0 and ( ) is variable which satisfy
The weak form of (1) is to find ∈ H 1 0 (Ω) such that
where
The superconvergence analysis of finite element method for solving second order elliptic equations has long been research focuses, the method of weak estimates with the integral identity technique [3] [4] [5] 7] , the symmetric technique [15, 16, 21] , and the SPR technique [17] [18] [19] [20] are generally used. Based on the symmetric technique, Schatz et al. [16] investigated the superconvergence of the Lagrange finite element method for the second order elliptic equations with constant coefficients on the locally symmetric metric meshes with respect to a point 0 . They have the results
∀ is odd (4) where ε is a positive number (ε < 1), is the finite element error order, and are the exact solution and finite element solution of (1), respectively.
The weak estimates can be used to obtain higher superconvergence results. On a uniform triangular meshes and for -degree finite element ( ≥ 3), Q. Lin et al. [8, 9, 11] obtained the following results
(Ω) (6) where I is a special interpolation. Moreover, by the using of the local symmetric technique, and if 0 is local symmetric of the triangular meshes, Q. Lin and J. Zhou [10] obtained
To the best knowledge of the authors, the superconvergence results related to the combination of weak estimates and local symmetric technique for solving the second-order elliptic equations with variable coefficients are rarely considered. In this paper, combining the symmetric technique with integral identity method and the postprocessing interpolation, we will investigate the superconvergence of high-degree triangular finite element for solving the second order elliptic equation with variable coefficients. Assume that 0 is the same as the above definition, we prove the following results:
Finally, the paper is organized as follows. Section 2 provides preliminaries which will be used in this paper. The derivative's Green's function of -degree finite element space will be discussed in Section 3. We will investigate the local superconvergence of -degree finite element method for the second order elliptic equation with variable coefficients in Section 4.
Preparation and notations
Let Ω be a smooth bounded domain composed by a family of regular triangular meshes [1, 2] . We assume that is shape regular, and for all ∈ , denote the size of mesh by . Define = max ∈ . A point 0 is called as locally symmetric for , if U ( 0 ) ⊂ is symmetric with respect to 0 , where U ( 0 ) is a neighborhood of 0 . It is obvious that the vertices of each element and the middle points of each side are locally symmetric points. denotes a general constant, which is independent of and .
The finite element approximation of (2) 
Moreover, for any 0 ∈ Ω, we define the weak form A 1 ( ) by
and we define the derivative Green's functionˆ ( ) and the corresponding discrete form R ˆ ( ) by
and R E ( ) is defined by
Next, we define a special interpolation I ∈ S , see e.g. [8, 10] , which is different from the usual Lagrange interpolation.
For triangular meshes,
I
is defined by
where Z and are vertices and edges of element . Moreover, for an integrated big element τ = ∪ 4 =1 , Π 2 2 can be defined as
where P is -degree polynomial functional space.
Let ∂ denote the directional derivative operator in the oriented ,
which is also called the average derivative in the direction for . Meanwhile, we can similarly define the average gradient operator ∇, and the differential operator D by
Here we shall give some lemmas about Green's function, which will be used in next section.
Lemma 2.1 ([6, 10]).
Assume that ∂ (11), respectively. For ≥ 2, we have
Lemma 2.2 ([21]).
Under the same assumptions of Lemma 2.1, we have
Estimates of derivative Green's function
Firstly, we will give a theorem and some lemmas, which will be used in Section 4.
Theorem 3.1.
There exists a constant such that
This theorem is a direct combination of the following lemmas.
Lemma 3.2.
Proof.
Step 1 By the definitions of ( ) and R ˆ ( ), for any ∈ S 0 (Ω), we have
Similarly, by virtue of (14), we have
which, together with (14) and for any ∈ S 0 (Ω), gives
Combining with (22) and (24), we get
Picking a point ∈ Ω, and we define G ( ) ∂ G ( ) and R ∂ G ( ) by
and by using of (25) and (27), we have
Step 2 Firstly, let R = , and for any ∈ B( 0 R), we estimate ∂( − R ˆ − R E )( ). Combining with (16) and (17) gives
Similarly,
Note that, for any ∈ B( 0 2R),
and (16) implies, for any ∈ B( 0 2R),
By (19), (28), (29), (30), (31) and (32),
Secondly, for any ∈ Ω \ B( 0 R), we estimate ∂( − R ˆ − R E )( ).
Let R 0 = | − 0 |, and using the same line of (33), together with (17), (19) , (29), and (30), we have
Combining (33) with (34) gives
The proof is completed.
Lemma 3.3.
Assume R = , there exists a constant such that
Proof. Using the same line of (33), and let |
Then,
Lemma 3.4.
Proof. Firstly, for any ∈ Ω \ B(
2 ), and an application of (23) leads to
Then, E ( ) can be written as
where E 1 ( ) and E 2 ( ) are defined by the following auxiliary problem:
2 )
Combining with (37) and (43), we get
Next, we define the derivative Green's function˜ ( ) by
By Lemma 2.1 and (45), we have
Then, the equation (38) can be directly concluded by (44) and (47).
Thirdly, let 
For any ∈ Ω \ B( 0 R 0 ), and an application of (44) leads to
Then, by (48), we have
Using the same method of (47) leads to
A combination of(49) and (52), we have
Then, the equation (39) can be obtained directly.
Lemma 3.5.
Firstly, using Lemma 2.2, (38) and (40) leads to
In the next step, we define ψ(
Using the definition of ψ( ) and (39) gives
Then, we have
For any ∈ B( R 0 3 ), we have φ 2 ( ) = 0. With a combination of Lemma 2.2 and (39), we get
which, together with (60) gives
By using of (56),(57) and (62), we have
Lemma 3.6.
Proof. By (55), for any ⊂ Ω \ B(
Combining with (39) and (55) leads to
which, together with (35), the equation (63) follows.
Finally, combining (21) and (63), Theorem 3.1 can be obtained.
The local superconvergence of -degree triangular element
In this section, the superconvergence result will be obtained by a series of detailed analysis.
Theorem 4.1.
Assume that ∈ W +2 ∞ (Ω), ρ( 0 ∂Ω) ≥ , and ≥ 3. Let ( ) be the exact solution of the problem (1),
I
( ) and ( ) be the -degree interpolation and finite element approximation of ( ) over , respectively. Then, we have
The proof of Theorem 4.1 is a direct result of the following lemmas.
Lemma 4.2 (see Lemma 2.2 in [9]).
Under the same assumption of Theorem 4.1, then for any ∈ S and ≥ 3, we have
Lemma 4.3.
Under the same assumption of Theorem 4.1, we have
Proof. Let be the center of for any ∈ , we can derive
Lemma 4.4.
Proof. Firstly, we have
By Lemma 4.2, we get
and using Theorem 3.1 gives
A combination of (70) and (71), the proof is completed.
Lemma 4.5.
Proof. Let 
Firstly, using Lemma 2.2 gives
Secondly, I 2 2 can be written as 
