Abstract-The aim of this study was to develop a novel method to reconstruct 3-D coronary vasculature from cryomicrotome images, comprised of two distinct sets of data-fluorescent microsphere beads and coronary vasculature. Fluorescent beads and cast injected into the vasculature were separately imaged with different filter settings to obtain the microsphere and vascular data, respectively. To extract the vascular anatomy, light scattering in the tissue was modelled using a point spread function (PSF). The PSF was parametrized by optical tissue excitation and emission attenuation coefficients, which were estimated by fitting simulated images of microspheres convolved with the PSF model to the experimental microsphere images. These parameters were then applied within a new model-based method for vessel radius estimation. Current state-of-the-art radii estimation methods and the proposed model-based method were applied on vessel phantoms. In this validation study, the full-width half-maximum method of radii estimation, when performed on the raw data without correcting for the optical blurring, resulted in 42.9% error on average for the vessel. In comparison, the model-based method resulted in 0.6% error on average for the same phantom. Whole-organ porcine coronary vasculature was automatically reconstructed with the new model-based vascular extraction method.
I. INTRODUCTION

M
ODELLING myocardial blood flow on accurate computational reconstructions of the morphology and topology of the coronary arterial network presents significant opportunities for understanding the anatomy and physiology underlying cardiac ischemia and myocardial infarction (Lee and Smith [1] ). Specifically, detailed 3-D models of the coronary vasculature provide the potential to analyse the functional implications of the organization of intramural coronary vessels across a range of normal and pathophysiological states. Among other factors, the branching pattern and 3-D geometry of the coronary vasculature have a direct influence on coronary blood flow and pressure distributions (Kaimovitz et al. [2] ). Hence, the morphometry and reconstruction of the coronary arterial network down to the level of microvasculature is fundamental in blood flow simulations to model hemodynamics in the myocardium (Mittal et al. [3] ). Since coronary blood flow is highly sensitive to vessel cross-sectional area (vascular conductance is proportional to the fourth power of radius), accurate vessel morphometry is essential for computational fluid flow simulations on 3-D reconstructions of coronary vessels (Beard et al. [4] , Smith and Kassab [5] , Boutsianis et al. [6] , Huo et al. [7] , Huo et al. [8] ). Thus the motivation of this work is the development of techniques to segment and reconstruct computational models of myocardial vessels with accurate vessel measurements from imaging data that is now becoming available with significantly improved spatial resolution.
The goal of this approach is supported by a number of recent advances in medical image acquisition and analysis that have enabled the direct, and in some cases automated, extraction of whole-organ 3-D vascular structures (Lorigo et al. [9] , Aylward et al. [10] , Chen et al. [11] , Krissian et al. [12] , Fetita et al. [13] , Wischgoll et al. [14] , [15] , Wu et al. [16] , Shingrani et al. [17] ). More recently, high-resolution images have facilitated the visualization of whole-organ models of vascular networks and both segmentation and reconstruction from 3-D volumes using both computed microtomography (micro-CT) and magnetic resonance imaging (Marxen et al. [18] , Burton et al. [19] , Lee et al. [20] ). Furthermore, developments in 3-D micro-CT now feature the resolution required to capture images of microvessels (Beighley et al. [21] , Jorgensen et al. [22] , Plouraboue et al. [23] , Heinzer et al. [24] ). However, micro-CT imaging is limited to small animal models (Holdsworth et al. [25] , Schambach et al. [26] ). In contrast, though able to acquire whole organ data, magnetic resonance and computed tomography angiography have been limited in their acquisition times due to short 0278-0062/$31.00 © 2012 IEEE transits of contrast agents (Roditi et al. [27] , Kauczor et al. [28] ). Additionally, these modalities have a trade-off between spatial resolution and field of view (Prokop [29] , Randoux et al. [30] , Ofer et al. [31] ). Optical fluorescence microtomography, or cryomicrotome imaging, is a method that overcomes many of these limitations associated with spatial resolution, acquisition volume, and penetration depth of the above-mentioned modalities. In this technique, the tissue sample is serially sectioned and the fluorescence from the tissue block surface is captured in high resolution optical images each time a section is removed. This microtome sectioning obviates the problem of image registration and facilitates fast 3-D reconstruction of a 2-D image stack. Despite the requirement of a specialized set up of experimental microscopes or digital cameras, this potential means that the cryomicrotome modality is now an increasingly established imaging technique with several variations of the microtome set-up published in literature. Rosenthal et al. [32] and Roy et al. [33] implemented fluorescence and brightfield (Wilson et al. [34] , Roy et al. [35] , Steyer et al. [36] ) microtome sectioning, respectively. A similar methodology has been employed by LeGrice et al. [37] to capture serial confocal microscope images over large tissue areas (Sands et al. [38] , Annese et al. [39] , Gerneke et al. [40] , Pope et al. [41] , Sand et al. [42] ). Ultra high-resolution applications of microtome imaging have been reported by Denk and Horstmann [43] who reconstructed 3-D tissue nanostructure using scanning electron microscopy and Ragan et al. [44] who employed a high-speed multi-photon approach to cover a wide range of imaging length scales. Most recently the modality has been further extended by Sarantopoulos et al. [45] to customize multispectral epi-illumination cryoslicing to image the distribution of fluorescent probes in small animal models.
As such, these high-resolution data sets are now providing rich sets of information for developing detailed whole-organ models with a significantly enhanced level of anatomical detail. This is particularly true in the case of the vascular models as demonstrated by Spaan et al. [46] , who have shown automatic imaging of whole organ (heart, lung, kidney, etc.) vasculatures of larger animal models such as pig, dog, and human (deceased) with the high voxel resolution of 50 m (isotropic). Of specific relevance to the current work and the development of the coronary vascular models outlined above are recent studies that have successfully been employed for ex vivo visualization of whole-organ vascular trees (Lagerveld et al. [47] , van den Wijngaard et al. [48] , van Horssen et al. [49] , [50] , Lagerveld et al. [51] , van den Wijngaard et al. [52] , [53] ).
However, though the cryomicrotome approach can image the vasculature of a whole organ with sub-50 m resolution, the images of the vessels are still suboptimal for accurate quantification. Though the fluorescent pigment creates a marked contrast between the vessels and the surrounding tissue, there are three difficulties in extracting morphology from this data, as graphically illustrated in Fig. 1. 1 ) Intensity is not consistent over vessel size, and the variation in intensity over vessel size hampers segmentation of all vessels with a single threshold. 2) Vessel boundaries are obscured by out-of-focus light, an artefact caused by tissue transparency which allows light from fluorescent sources embedded deep in the tissue to reach the camera's CCD sensor. This scattered light obscures the boundaries, resulting in a blurred gradient between the bright lumen and surrounding tissue. The combination of intensity variation and blurred gradients creates a challenge for both intensity-and gradient-based segmentation methods. 3) Pixel saturation due to overexposure of the CCD sensors results in loss of data regarding the vessel size. Thus for accurate segmentation of network morphology, the saturation, tissue transparency effects, and out-of-focus blur in vessels need to be modelled and incorporated into the image processing for accurate quantification.
To address the image artefacts of this modality, a model-based radii extraction method has been developed in this study. In this method, a vessel phantom image is simulated by convolving a tubular template with a point spread function (PSF) model. An additional novel element to the method is that the regional intramural variation of the optical tissue parameters for this PSF are extracted with known markers (in this case microspheres) embedded in the tissue. The radius of the tubular template model is optimized to match the simulated phantom image to the original vessel in the image data. Thus, the proposed method accounts for the optical blurring of the vessels.
To test the accuracy of radius estimation, the method developed in this paper has been validated on artificial vessel phantoms of a priori known radii and its measurements have been compared with current state-of-the-art methods of vessel radius estimation. Deconvolution techniques (McNally et al. [54] ) have also been tested on the vascular cryomicrotome data for evaluating image restoration to correct the optical blurring prior to vessel measurement. Finally, the model-based method has been applied to extract vasculature from whole-organ porcine cryomicrotome image datasets.
II. METHODS
A. Data Acquisition 1) Cryomicrotome Data:
Cryomicrotome vasculature data was obtained from experiments in accordance with the Institutional Animal Care and Use Committee (IACUC) of the University of Amsterdam and the Maastricht University in The Netherlands.
Infusion catheters were used to selectively deliver a dose of approximately 100 000
FluoSpheres (Invitrogen, The Netherlands) yellow microspheres into an in vivo pig heart. The heart was then surgically extracted and flushed with adenosine loaded phosphate buffered saline Subsequently, perfusion was switched to fluorescent Potomac yellow cast replica material containing Batson #17 solution (Polysciences, Germany) consisting of a monomer base solution, a catalyst and a promoter, which was infused throughout the coronary arterial tree at the average arterial pressure, i.e., 90 mmHg, and allowed to harden over a 24-h period at ambient temperature. The perfused organ was immersed in carboxymethylcellulose sodium solvent (Brunschwig Chemie, The Netherlands) and Indian ink (Royal Talens, The Netherlands) solution and frozen at . The frozen organ, positioned inside the cryomicrotome, was serially sectioned by the cryostat microtome (slices cut across the transverse/axial plane) to visualize the whole-organ vasculature in a 3-D stack of high resolution images (maximum intensity projection shown in Fig. 1 ). The fluorescent cast in the organ was illuminated by filtered light and its fluorescence emission at the surface was filtered again and captured by a digital camera each time the microtome removed an ultra-thin layer of tissue and advanced the bulk material. Imaging parameters were adjusted so that image voxel resolution was in the 2000 2000 pixel PNG images. A limitation of the image acquisition was the camera's limited 8-bit pixel depth, which resulted in pixel saturation in the center of large vessels due to overexposure of the CCD sensors.
Microsphere images or bead particle data was obtained by imaging the fluorescent microspheres embedded in the same porcine heart of the vascular data (see Fig. 1 bottom) . The heart processing and imaging in the cryomicrotome is according to standard procedures developed at the Department of Biomedical Engineering and Physics, Academic Medical Center, University of Amsterdam ( [46] , [53] ).
2) Phantom Data: Artificial Cylinder Phantoms-For phantom validation, three fluorescent cylinders [55] of known diameter (measured through a microscope), were embedded in tissue-mimicking gel and imaged with the cryomicrotome. Three glass micrometer-size cylinders were filled with the same fluorescent cast that is used in imaging coronary vasculature. After the cast hardened, the fluorescent cores were extruded out of the glass and two independent observers measured three sections of each of the artificial vessels on a transparent stage graticule ruler with an optical microscope of numerical aperture and lateral resolution in the order of the wavelength of the fluorescent light nm , which is much finer than the resolution of the cryomicrotome ( [55] , [56] ). The fluorescent phantoms were measured by the microscope to be voxels , voxels , and voxels in diameter. The phantoms were then embedded in a gel with scattering and absorption properties similar to biological tissue. The gel was frozen and the sample containing the artificial vessels was sliced and imaged with the cryomicrotome at voxel resolution. Since the microscope measurements are achieved at a much higher resolution and are not biased by the optical blurring that occurs in the cryomicrotome imaging, they are considered the gold standard measurements for radii estimation validation in this study.
Computer-Generated Data-A cylinder of radius five voxels and length 10 voxels oriented orthogonal to the image plane was generated as a 3-D image volume to be used for simulating optical blurring.
B. Vascular Reconstruction
The process of filtering the data for enhancing the vessels, segmenting and skeletonizing the vascular data, and pruning the extracted tree, followed by radius measurement, is summarized in the following steps (shown as a flowchart in Fig. 2 and with intermediate outcomes in Fig. 3 2) Binarization: The large vessels were binarized with a global Otsu [57] threshold [see Fig. 3(a) ], multi-scale detection was applied on the original image volume with a filter which calculates the eigenvalues of the Hessian at each voxel to compute the likeliness of the voxel being part of a tube-like structure [59] . The images were processed twice across two sets (small and large) of scales. The small scales [ Fig. 3(f) ] ranged from 0.005-0.1 mm with a stepsize of 0.005 mm and the large scales [ Fig. 3(b) ] ranged from 0.1-2 mm with a stepsize of 0.05 mm (scales set to the sizes of the vessels to be extracted). In the Frangi vesselness filtering scale ranges, the smallest scale was based on the smallest vessel radius that can be detected from the cryomicrotome imaging modality due to its resolution limit and the largest scale was based on the generic radius of the largest artery in the coronary vasculature in porcine hearts.
An alternative computationally efficient technique would have been to specify a variable geometric stepsize where the next scale is equal to a factor multiplied by the previous scale. At larger sizes due to the large value of the 3-D Gaussian filter scale, the vessels respond to a range of scales, not just to a single value of the Gaussian filter's sigma. Another approach that has the potential to be an efficient method is to apply progressively coarser stepsizes at progressively larger scales. However, previous published methods of vessel detection (e.g., [12] ) which use a variable step size have the potential to miss small vessels and vessel junctions that can result in broken and disconnected vessels (exact step-size, scales, and results detailed in Section III-E). Thus to ensure vessels are not missed due to not being detected at a particular scale, we employed a fine stepsize, to in particular account for small vessels (refer to Appendix A for a detailed comparison of the constant versus variable stepsize vesselness filtering).
Frangi vesselness was applied on small and large scales separately for two reasons: First, the fluorescent dye injected into the coronary arterial network can leak into the tissue from damaged arterial junctions and create blobs in the image data. These blob-like or noise structures that may appear tube-like at some scales were able to be filtered out at other scales. Second, the small and large scale outputs of the Frangi filter were required to be binarized separately as they needed distinct threshold levels. The small-scale vesselness output was binarized [ Fig. 3 (g)] with local adaptive thresholding [58] . By trial and error, for local adaptive thresholding on small-scale vesselness data, the optimal block size was found to be mm ; the weight parameter of the standard deviation was set to from a range of , and the dynamic range of standard deviation was defined as (for 8-bit images). The large scale vesselness output was binarized with a single global threshold [ Fig. 3(c) ] selected to optimally divide the gray level into two classes [57] . The small-scale output required local adaptive binarization because the vesselness was not consistent for all vessel sizes. The large scale output needed only a single global threshold value because the high vesselness level of the large vessels was clearly distinguished from the background. The Sauvola local adaptive thresholding works more effectively than Otsu local thresholding for small-scale vessels because it adapts the threshold according to the standard deviation of the distribution of the vesselness values, whereas the Otsu local method fails for thresholding smaller-scale vesselness response because there is no clear contrast but rather a wide distribution of vesselness values with a high variance (refer to Appendix B for a detailed comparison of the local Otsu and Sauvola methods).
After binarizing the large-scale output, the cast leakage blobs were removed with connected component analysis [ Fig. 3(d) ]. Since thin vessels do not appear in the large scale output, the major tree structure and leakage blobs are not connected on the binary volume of the large scale output, and thus connected . Small vessels were detected with multi-scale vesselness (range from 0 to 1) filtering (f) and binarization was performed with local adaptive thresholding on the small-scales output (g). Then voxels in the combined binary image volume of all vessel scales (h) were categorized into connected components (i). The noise structures (i.e., small components unconnected to large tree) were removed leaving only the fully-connected vasculature (j). Skeletonization on the binary segmented vasculature, colored in red, defined the vessel centerlines, colored in green (k). The vascular tree (l) was processed with an automatic algorithm that eliminated spurious branches, removed redundant arterial loops, and reassigned connections at junction nodes with extra conjoining segments in the tracked centerlines. The corrected vessels (m) were fitted with splines to smooth out irregularities and jagged high curvature points (n), to finally reconstruct a 3-D model of the vascular network colored by the vessel radii [mm] (o). Acronyms: background, vessels, disconnected structures, blobs, centerlines. Image volume dimensions: voxels, where the voxel size is . Video clips that zoom and pan in and out of the stages of image processing and the 3-D vascular reconstruction are available for download (click "Access Multimedia") on the Abstract Page of the web version of this paper on IEEE Xplore. component analysis on the binary volume of the large scale output allows filtering out the blobs caused by leaking from the thin vessels. Hence, the separate processing for large and small vesselness scales. For obtaining the complete segmentation, the large-scales vesselness output thresholded with Otsu's method and subsequent to blob removal [ Fig. 3 (e)] was combined to the small-scales vesselness output thresholded with Sauvola local adaptive binarization. This operation applied a logical OR on each voxel, resulting in all vessel scales in the same image volume [ Fig. 3(h) ]. An advantage of both Otsu and Sauvola thresholding was that the threshold level was automatically calculated from the images, and no manual interaction was required from the user. Additionally, tuning of the parameters for Sauvola's local adaptive thresholding was not required as the parameter values reported above worked for all datasets processed in this paper.
2) Segmentation and Skeletonization: Once the Frangi vesselness outputs were thresholded and combined, the resultant binary image of the vasculature was further corrected by removing noise using a 3-D connected component labelling analysis [as shown in Fig. 3(i) ]. The largest connected component found in the 3-D image volume was the vascular tree. After nonvessel structures disconnected from the vascular tree were removed [ Fig. 3(j) ], a medial axis thinning technique [60] was employed to skeletonize the vasculature. The thinning defined the vessel centerlines from the binary segmented vascular image volume [centerlines superimposed upon the vasculature in Fig. 3(k) ]. In the reconstructed vascular network [ Fig. 3(l) ], irregularities of the segmented vascular boundaries resulted in spurious branches, which were automatically removed as follows: Any vessel segment which terminated just after branching off of a main artery was deleted. Multiple connections to a single node from a common main branch were detected as redundant arterial loops and reduced to a single connection path. This was performed by tracing all the paths to each node in the arterial tree from the root node and keeping only the path of least resistance or highest flow. Following the automatic correction procedures, the processed tree [ Fig. 3(m) ] was fitted with cubic hermite splines to smooth out irregularities and high curvature points to reconstruct a 3-D model of the vascular network [illustrated in Fig. 3(n) ]. is the depth or -coordinate of the current slice, is the -coordinate of the next slice, is the angle of the vessel to the imaging plane, and are the coordinates of the current and next vessel centerpoints, respectively. The simulated vessel cross-sectional image is produced by the convolution of the PSF with a cylindrical model of the vessel segment for optimal vessel radius estimation.
C. Model-Based Template-Matching Radius Measurement
Once a skeleton defining the vessel centerlines was extracted from the images, radius estimation for each vessel segment was performed. For this purpose, a novel method based on characterization of the point spread function and estimation of optimal radius was developed, using a model of the image acquisition process. The following steps detail how vessel radius was estimated with the model-based template-matching method [reconstruction model is color-coded to measured radius in Fig. 3(o) ].
1) Generation of a Simulated Image From a Vessel Model: Vessel Template: a template
with radius of a vessel segment was simulated as a cylinder between the two vessel branch endpoints with coordinates and in 3-D space (see Fig. 4 ).
Point Spread Function: the point spread function function [55] defined in (1) was modeled to simulate light transport in the tissue, and excitation and emission of light from the tissue surface (1) where the asterisk symbol represents 2-D convolution in the plane of the imaged tissue surface, is the original intensity of the point source (normalized to 1), , , and are the coordinates, where is the depth of the point source in tissue and is the radial distance from the point source, . The parameters and are the total optical tissue attenuation coefficient for excitation and emission, respectively. The lens blur scale is represented by , which was measured to be for the camera in the cryomicrotome setup [55] . Parameter Estimation: the optical tissue attenuation parameters were measured locally for each vessel branch from the fluorescent microsphere lying nearest the vessel. A simulated microsphere phantom of diameter, convolved with the PSF model, was fitted to the extracted 3-D volume image stack of the nearest microsphere for obtaining the parameter estimates. Vessel Phantom: a vessel phantom was generated as a 3-D volume image by convolving the vessel template with the PSF, as written in (2) Simulated Image: a simulated vessel image was obtained by reslicing the vessel phantom in an cross-sectional plane (demonstrated in Fig. 4) .
Definition of a Similarity Metric: Spread Measure: measures of the simulated and real vessel images were obtained as the full-width at half-maximum (FWHM) of the cross sections, represented as and , respectively, in
The FWHM was measured as the distance between points at which the intensity was half of the maximum in a line profile across the vessel cross section. When vessels were oriented oblique to the imaging plane, the vessel orientation was taken into account and FWHM was measured in a resampled plane orthogonal to the vessel segment's long axis. In this method, the FWHM was used not as a measure of vessel radius, but rather as a measure of the vessel cross-sectional spread in matching the simulated image to the real vessel image for parameter fitting.
Objective Function: an objective function was defined as the squared error between spread measures and , according to (4) The absolute error difference between the spread measures of the simulated and real cross sections was used as the objective function to be minimized for fitting the simulated vessel model to the real vessel image.
2) Optimization Method: Minimization Algorithm: nonlinear optimization was performed with the quasi-Newton line search method [61] to minimize the difference between the real and simulated images.
Initialization: To obtain a highly accurate starting point close to the minimum of the objective function for the model-based radius estimation, the initial radius of each vessel branch was estimated as half the FWHM measured on a deconvolved version of the real image, as follows.
• Vessel Extraction: For each vessel segment branch, the slices of the original image volume (panel in Fig. 3 ) and slices of the final binary segmentation (panel in Fig. 3 ) containing the branch were extracted. A 3-D binary mask was created by automatic seeded region growing performed on the slices of the final binary segmentation containing the branch. The seed starting point was the vessel branch's centerline midpoint defined from the vessel centerlines traced on the skeletonized vasculature (panel in Fig. 3) . The 3-D binary mask was applied to the slices of the original image volume containing the branch to extract just the small local image block containing only the vessel branch of interest.
• Deconvolution: The microsphere image volume lying nearest to the extracted vessel branch was also extracted (fluorescent microsphere beads perfused in the vasculature appear as bright clusters of voxels in bottom two panels of Fig. 1 ). The nearest lying microsphere image volume was extracted by 3-D seeded region-growing with heuristic thresholding [50] . The initial seed point in the region growing for extracting the microsphere image volume was the central voxel of the microsphere obtained by finding the local maxima in the microsphere images (microsphere image data stack of the same pig heart is separate than the vasculature image data stack because the two contain different colors of fluorescent dye and are imaged with different filter settings). The extracted microsphere image volume was fitted to the PSF model [55] to estimate the PSF parameters for deconvolution of the extracted vessel branch image volume. Richardson-Lucy [62] method and the microsphere-estimated PSF were used for deconvolution of the extracted image volume of the vessel branch.
• Radius Measurement: In the deconvolved image volume of the branch, FWHM was measured across the vessel cross section in a plane orthogonal to the vessel long axis. The FWHM was calculated several times along a 1-D line profile across the vessel cross section, crossing through the vessel centerpoint. The 1-D line profile across which the FWHM was calculated was rotated clockwise 1 around the cross-sectional centerpoint 360 times. This resulted in 360 FWHM measurements of the vessel cross section, and half of the mean of these FWHM diameter measurements was estimated to be the initial radius of the vessel branch. The above steps were repeated to obtain vessel radius estimates for all branches over the entire vasculature. Note: if microspheres are unavailable, a constant PSF is used. Pixel saturation was simulated as done in [63] .
3) Radius Measurement Validation: As outlined earlier, to provide a comparison and metric of performance for vessel radius measurement, the proposed model-based method was validated against the FWHM radius estimation method, a standard technique for vascular measurement. In the FWHM radius estimation method, a Gaussian intensity distribution is assumed for the vessel cross section and the FWHM is measured as the length across the half of the maximum intensity of the vessel cross-section profile. FWHM has been used extensively for measurement of vessel size in medical images ( [18] , [55] , [64] - [67] ). In the validation study, artificial vessel phantoms were used since the shape of the structures was known and microscope measurements were available as the gold standard. The artificial vessel phantoms were used to evaluate the validity of vessel radius measurement using the implementation of the current state-of-the-art FWHM method prior to and after image deconvolution and the proposed model-based method. The measurements with FWHM on the raw and restored vessel images and with the model-based method are presented in the results
4) FWHM Vessel Estimation Method:
In this implementation, FWHM was measured along 1-D line profiles across the vessel cross sections as explained below. The two implementations of the FWHM method compared in this study are as follows.
1) FWHM on Original Image: In the original raw image, the FWHM is calculated along 1-D line profiles across the vessel cross section, crossing through the vessel centerpoint. The line across which the FWHM is calculated is each time rotated clockwise 1 around the cross-sectional centerpoint 360 times. In the raw original image, the vessel crosses the imaging plane at an oblique angle, due to which its cross section is elliptical. Since the diameter of the cylinder will be the minimum distance between opposite boundary points across the elliptical cross-sectional centerpoint, the minimum of all the 360 FWHM measurements is used. 2) FWHM on Resampled Image: A resampled image is interpolated by reslicing a plane orthogonal to the vessel long axis. In this resampled image, the FWHM is calculated along 360 1-D line profiles (as in the first implementation) across the vessel cross-section through the centerpoint. In the resampled image the vessel cross section is circular due to the vessel crossing the resliced plane at a right angle, and thus the mean of all the FWHM measurements is used.
5) Deconvolution:
The computer-generated and artificial cylinder phantoms were used to evaluate image restoration in vessel cross-sectional boundaries after deconvolution of the vessel images. Figs. 14 and 15 in Appendix C show the raw and deconvolved images of the embedded fluorescent cylinders and phantom data, respectively. The 3-D computer-generated vessel phantom of five-voxel radius was convolved with a PSF, defined in (1), with attenuation coefficients defined as and . Using the same PSF, deconvolution techniques were applied to de-blur the blurred phantom, i.e., restore the original vessel from the degraded image. Saturation was also simulated in the blurred phantom to observe its effect on the deconvolution. Fig. 14 illustrates the original, blurred, and deblurred vessel cross sections for the computer phantom.
Commonly-used and well-established 3-D image restoration approaches in literature were implemented [54] . Specifically, minimum mean square error or Wiener least squares filtering [68] , regularized constrained least squares filtering [69] , and statistical maximum likelihood Richardson-Lucy [62] deconvolution methods were tested.
III. RESULTS
A. Deconvolution Results
The results of the deconvolution tests run on the vessel phantoms are shown in Appendix C. The results demonstrate that saturated voxels in the vessel images cannot be restored with deconvolution, hence requiring a model-based method for vessel measurement instead of image restoration via deconvolution. Since the eight-bit intensity is clipped resulting in saturated voxels in the vessel images, model-based radii estimation is proposed in this study as a more suitable approach to vessel measurement. 
B. Radius Measurement Validation Results
The radii measurements of the three artificial embedded vessels are shown as box plots in Fig. 5 . The four implementations of the FWHM method tested were as follows-FWHMrawOrig on the raw original image, FWHMrawPerp on the raw resampled perpendicular slice, FWHMdecOrig on the deconvolved image, FWHMdecPerp on the deconvolved image in the resampled perpendicular slice. The deconvolution was performed with the PSF fitted to microspheres embedded in the same gel as the artificial vessels with attenuation coefficient , as obtained by [55] .
For validating radius estimation on the cryomicrotome imaging modality there is no better alternative to inserting artificial vessel-like tubular cylinders of fluorescent cast hardened and measured with a microscope prior to being embedded in the gel and frozen and imaged. However, given the similarity of this preparation we believe the phantom data we have used are both sufficient and relevant for radii estimation validation in that they are of comparable size to the vessels and are composed of the same hardened fluorescent cast as the coronary arteries in the images.
The results show that for saturated vessels (e.g., the large vessel) the Richardson-Lucy deconvolution causes the vessel radius to be underestimated with the FWHM measurement. It works well for the small nonsaturated vessels, particularly when the FWHM is measured in the resampled plane perpendicular to the vessel axis. However, for large vessels, over exposure causes pixel saturation and loss of data, and the deconvolution can result in hole effects (see Figs. 14 and 15 in Appendix C) and inaccurate vessel measurement. The model-based method produces the best results irrespective of the size of the vessel, with the simulation of all aspects of the image acquisition process.
As observed in Fig. 5 , the model-based method consistently gives accurate radii estimates robust to the vessel size and voxel intensity saturation. In comparison, the reliability of the FWHM method is affected by the size of the vessel and voxel intensity saturation.
C. Reconstructed Vasculature Model
The 3-D reconstruction of a porcine coronary vasculature is shown in Fig. 6 . Vessel radii were measured with the modelbased algorithm. figure) . Absolute percentage difference color mapping defined in spectral color bar. Difference error value range is from 0% to 100%. The constant value used in the constant parameter case was the mean of the distribution of estimated attenuation coefficients (see Fig. 9 left) .
D. Comparison of Radii Estimation Methods
Using the radii estimates of vessels in the coronary vasculature model extracted and reconstructed from the porcine coronary vascular image dataset shown earlier in Fig. 6 , the coronary vasculature was colored according to percentage difference between the FWHM radius estimate (measured on the perpendicular resampled image) and model-based radius estimate (constant optical parameter case), as shown in the right side of Fig. 7 .
The percentage difference was calculated as follows:
. This percentage difference is plotted against vessel radius in the bottom right panel of Fig. 8 . The smaller vessels in general had a larger percentage difference between the FWHM and model-based method in radii measure. Also, it can be observed that the vessels with a larger bias between the FWHM and model-based radii estimates have a more oblique angle, tilted as opposed to perpendicular , from the imaging plane (the plane perpendicular to the z-axis, the direction of which is shown as yellow arrow in Fig. 7) . The least error in between the model-based and FWHM radii estimates is when a vessel is perpendicular to the cutting plane and the worst error is when a vessel is parallel to the cutting plane . This is because the FWHM will give a more biased radii measurement for vessels at a highly oblique angle from the imaging plane because it does not account for the out-of-focus light from below (when the vessel is tilted or oblique) that distorts the vessel size by skewing the vessel cross section.
As explained earlier, an additional element to the model-based method is the regional parameterization of the PSF using microsphere images. To quantitatively visualize this effect, the coronary vasculature was also colored in Fig. 7 (left) according to the percentage difference in between model-based radius estimates for the constant versus varying optical parameters, calculated as follows:
. This percentage difference is plotted against vessel radius in bottom left panel of Fig. 8 .
The radii estimates measured with the FWHM and modelbased methods are compared directly in a scatter plot in Fig. 8  (top right) . The model-based radii estimates with constant and varying parameters are also compared directly in a scatter plot in Fig. 8 (top left) . Smaller vessels were more sensitive to spatially varying optical tissue parameters showing larger differences in estimated radius. This suggests the need to measure spatial variation in optical tissue parameters for accurate radii estimation of small vessels voxels in radius . As can be observed from Fig. 8 , the difference between the constant versus spatially varying optical tissue parameter cases of the model-based radii was at the subvoxel level for 90.29% of the measurements.
The radius measure also proved to be sensitive to variation in optical parameters estimated from microspheres embedded in the pig heart (see Fig. 8 ). The distribution of the optical parameter measured from microspheres and the difference in the parameter values measured from distinct microspheres plotted against the distance between the microspheres is shown in Fig. 9 . Microspheres located nearer to each other had more similarity in the measured parameter, suggesting local regional variation in intramural optical properties.
E. Comparison With Previous Vessel Detection Method
To provide a comparison of the performance of the vasculature extraction method presented in this paper, we compared our results with those extracted from the model-based method developed by [12] . This approach enhances the vessels with multi-scale filtering similar to the Frangi vesselness filtering used in this study. Both Krissian's and our vessel extraction methods were tested on the same block of the porcine coronary vasculature data with 14 scales of the 3-D Gaussian kernel used to filter vessels of size 0.1-5 voxels (scales chosen to correspond to radii of vessels to be extracted from the block). For the porcine coronary vasculature data tested using Krissian's method, multi-scale Gaussian filtering was applied at the following scales: 0.0707107, 0.0955377, 0.129082, 0.174403, 0.235638, 0.318372, 0.430155, 0.581186, 0.785245, 1.06095, 1.43346, 1.93676, 2.61677, and 3.53553 voxels. In comparison, the method presented in this paper specified a stepsize of 0.1 voxel for the small scales voxels and a stepsize of one voxel for the large scales [1] - [5] voxels. The main difference in the results lies in the detection of the vessel centerlines, wherein Krissian's method preprocesses the image data prior to thinning with ridge extraction by finding the local maxima in the multi-scale response, assuming that the local maxima will be located at the central points of the vessels. The method presented in this paper instead applies medial axis thinning on the binary segmentation obtained after connected component analysis. Additionally, Krissian's method binarizes the local extrema image with hysteresis thresholding, whereas the method in this paper performs local adaptive thresholding to ensure small thin vessels are not missed because of intensity variation in the vessels. The comparison results are presented in Fig. 10 . A manual segmentation of the porcine coronary arterial sub-tree was used as the gold standard in the comparison. Table I lists the false positive and false negative voxels along with specificity, sensitivity, and accuracy of vessels detected by each method. These results show that in comparison, Krissian's method does not robustly accommodate a large variation in the intensity of the vessels. It fails in two ways on the cryomicrotome images: 1) the method misses many true vessels and junctions because it is not robust to the vessels' intensity variation especially in the small thin vessels (this results in broken and missed vessels), and 2) the method detects many false vessels because it does not differentiate the disjointed noise structures from the main vasculature network.
F. Vasculature Extraction and Reconstruction on CT Data
To demonstrate the applicability of our approach to other modalities, the vasculature extraction method presented in this paper is also tested on rat coronary vasculature imaged with 3-D micro-CT [20] . The rat heart image data has 16-bit grayscale bitdepth with a volume of voxels with an isotropic voxel size of . The processing on this heart is shown in Fig. 11 .
IV. DISCUSSION
In this paper, we have developed a model-based method that automatically extracts and reconstructs vascular networks with accurate morphological measurements from 3-D optical fluorescence cryomicrotome images. An automatic preprocessing Fig. 9 . Left-distribution of the excitation attenuation coefficient measured from microspheres embedded in the porcine myocardium. Right-each data point depicts the difference in the parameter value measured from two distinct microspheres plotted against the distance between the two microspheres. Also shown is the standard deviation of the difference in the parameter plotted over distance. Fig. 10 . Comparison of the vessel detection of Krissian's (KK) method (bottom row) with the method presented in this paper (middle row) using manual segmentation as the gold standard (top row).
pipeline combines several standard filtering techniques for enhancing, binarizing, segmenting, and skeletonizing the vascular data. Highly accurate morphometry of the vasculature is obtained with the model-based template-matching vessel radius estimation, which optimizes vessel radius by fitting a simulated vessel image to the real vessel data. The method extracts images of markers of known shape and size embedded in the same tissue as the vasculature to model the image acquisition process, which is then used to measure the vessels. This inherently accounts for the tissue transparency and out-of-focus light that results in optical blurring of the vessel image data. This method has been shown to compare favorably with previously published model-based methods of vessel detection [12] and also be applicable to extract vascular from other imaging modalities such as CT.
Correction of the out-of-focus light or image restoration was tested with the Richardson-Lucy deconvolution method. This deconvolution suppressed the halo and transparency artifacts ef- fectively to sharpen the vessel boundaries in the smaller vessels, but was ineffective for larger vessels. As a side effect, it darkened the image and created holes in large vessels. This problem originated from the limited bit-depth of the camera pixels in the image acquisition. It was observed that overexposure of the CCD sensors from the fluorescence emitted off the large vessels led to saturation in the original images, which caused hole effects in the Richardson-Lucy method. This deconvolution technique does not account for the saturation in the center of the vessel because a Gaussian vessel intensity profile is assumed in the PSF, whereas saturation causes the cross-section to be non-Gaussian in profile. In order to account for the optical blurring and saturation effects, the model-based method was presented to accurately estimate vessel radii. The model-based method obviates deconvolution since it incorporates the vessel geometry, orientation, and the optical properties of the tissue in the radius estimation. Due to saturated voxels and vessel cross sections blurred with the imaging modality's response, it is not possible to measure vessel radius in cryomicrotome images accurately with just the intensity information without incorporating a model of the imaging modality's PSF or imaging response, which we measure with microsphere fluorescent beads. Furthermore, the PSF parameters were found to spatially vary intramurally; thus it is not possible to correct the radius with a constant ratio. Since no analytical expression is available to relate the vessel radius to the PSF parameters and as the effect of pixel saturation cannot be related to the vessel radius analytically, the model-based method optimizes the vessel branch radius by matching a simulated image directly to the real image.
The accuracy of the new method was validated using a phantom containing vessel-like tubes imaged with the cryomicrotome. The FWHM method resulted in erroneous radii estimates of oblique vessels in the raw original images whereas the proposed method consistently gave more accurate estimates regardless of the vessel size or orientation. From the phantom embedded vessels imaged by the cryomicrotome, it was observed that the model-based template-matching resulted in the most accurate radii estimates for all diameters studied. Deconvolution (Richardson-Lucy method) improved the radius estimation of the small vessels whose image data was not saturated. However, deconvolution (Richardson-Lucy method) of saturated image data of the large vessel resulted in underestimation of the radius with the FWHM method. The FWHM method was thus susceptible to error in saturated image data. On the other hand, the proposed model-based method was more robust to these problems because it accounted for out-of-focus light, optical blurring, and saturation. The difference between the FWHM radius estimate and the model-based radius estimate was larger for smaller vessels. Thus, smaller vessels voxels in radius are more susceptible to erroneous radius estimation when the optical blurring effect is not incorporated.
The image restoration results of this study were obtained with the Richardson-Lucy method of deconvolution on artificial vessel images that had pixel saturation. If the pixels were not saturated, the deconvolution would have been more effective at restoring the vessel images. Future research is thus underway to implement and test restoration methods that are robust to pixel saturation or correct for the saturation effect at acquisition or postprocessing. Possible pixel recovery methods may be Bayesian estimation of saturated pixel values using the non-saturated pixels or saturation correction of overexposed pixels with incremental expectation-maximization. Additionally, an experimental recommendation is to employ a digital camera with 16-bit or 24-bit CCD sensors to find the necessary bit depth that would capture the full dynamic range of the emitted fluorescence and avoid data loss due to pixel saturation from the overexposed bright vessels.
The model-based method incorporates regional variation in the optical tissue parameters, measured from the microspheres embedded in the tissue. To analyze the effect of intramural distance on variation in optical tissue properties, the difference between the measured optical parameter value from distinct microspheres was plotted against the distance between the microspheres. The smaller the distance was between the microspheres, on average the less the difference was in their measured parameter value. In other words, the difference in optical parameter value measured from microspheres was found to be correlated with the distance between the microspheres, which indicates intramural spatial variation in the optical tissue properties. Measuring the PSF parameters locally from the nearest embedded microsphere provides a significant advantage for radii estimation of each vessel. Radii estimates from the model-based method with the constant and varying parameters were compared directly with each other. The estimated radius differed much more between the constant and varying parameter cases for smaller vessels. This suggests the need to measure local spatial variation in optical tissue parameters for accurate radii estimation of small vessels voxels in radius in particular because for smaller vessels, the difference is more significant percentage-wise. The spatial variation in optical tissue parameters thus affects radii estimation more for smaller vessels than for larger vessels. Additionally, the difference in the model-based radii estimate between the constant versus varying optical parameters is much less than the difference between the model-based and FWHM radii estimates. So the results show Fig. 11 . The vascular extraction method proposed in this paper applied on rat coronary arterial network, which is 16-bit grayscale bitdepth with a volume of voxels where the isotropic voxel size was . The vesselness and connected component analysis facilitate removing the blobs from the image, following which the sub networks in the rat coronary can be identified and skeletonized to obtain a 3-D reconstruction. The MIP is visualized along the y-dimension.
that incorporating the PSF in the radii estimation is more important than incorporating the spatial variation in the PSF parameters.
Finally, to facilitate collaboration and sharing, the 3-D multi-scale whole-organ computational model representations reconstructed from coronary vasculature imaged with the cryomicrotome datasets in this study have been made available on a web-based anatomical model database management system-Anatomical Models Database, to support the reuse of geometrical and functional models of the heart [70] .
APPENDIX
A) Multi-Scale Filtering Constant Versus Variable
Stepsize: One of the approaches to multi-scale filtering is to use a variable stepsize between the scales, e.g., the scales could be varied such that each scale is twice the previous. This approach assumes that larger vessels can be detected within a larger range of scales and thus the stepsize at larger scales does not need to be as fine as at smaller scales. The results of the multi-scale vesselness output of this variable stepsize approach was compared with the constant stepsize approach employed in this paper. The multi-scale vesselness filtering was performed on the same block of the porcine coronary vasculature data with both the constant and variable stepsizes approaches. In the constant stepsize approach, the scales were varied from voxels with a stepsize of 0.1 voxel for smaller vessels and they were varied 1 Available online: http://amdb.isd.kcl.ac.uk:8080/AMDBWebInt/ from voxels with a stepsize of one voxel for larger vessels. For the variable stepsize approach the scale was initialized at 0.1 and was doubled each time until it reached a value greater than five voxels. A manual segmentation of the same vasculature data block was used as the gold standard. Of the 1287 centerline voxels that were labelled as vessel in the manual segmentation, the constant stepsize filtering detected 1286 of them whereas the variable stepsize filtering detected only 1281. Although this difference may seem trivial, even a single centerline voxel missed may result in a disconnected branch and loss of an entire subtree in the vessel data. Additionally, the total sum of all the normalized vesselness at all the centerline voxels of the manual segmentation with the constant stepsize approach was 103.25, whereas the sum was only 94.34 with the variable stepsize approach. In other words, the constant stepsize approach resulted in 8.6% higher vesselness detection than the variable stepsize approach. Given that our goal was capturing even the smallest vessels for extraction of the whole-organ coronary network down to microvasculature from the cryomicrotome image data in which the vessel intensity and detection is sensitive to vessel size, we chose the constant stepsize approach to multi-scale vesselness filtering to ensure we detected maximum vesselness from the images especially for small vessel sizes. The variable filtering can potentially miss some vessels, especially at the smaller sizes, since they are responsive only at a certain scale, i.e., they can be missed if the scale is not exactly comparable to their size. To visually compare the vesselness responses of the constant and variable stepsize approaches, we calculated the percent error between the manual segmentation vessel not vessel and the normalized vesselness filtering responses of the constant and variable approaches at the skeletonized centerline voxels. The centerline voxels of the skeletonized manual segmentation were used in the error calculation because they are the most fundamental in the vessel branch definition. The normalized vesselness responses ranged from 0-1, where the vesselness of each voxel was given a value between 0 (definitely not a vessel) and 1 (definitely a vessel). Fig. 12 shows the skeletonized centerline voxels of the manual segmentation of the pig coronary vascular data block colored by the difference between the percent errors in the normalized vesselness responses of the constant and variable stepsize multiscale filtering. As observed in Fig. 12 , at some of the voxels, the constant stepsize method had 18.5% less error than the variable stepsize method. Regarding how small of a stepsize is required in the multiscale filtering, we compared the small-scales filtering response on the pig vascular block with a stepsize of 0.1 and with a stepsize of 0.05. The same number of voxels were detected and the same total sum of vesselness with both stepsizes, indicating that 0.1 voxels was a sufficiently fine stepsize and a smaller stepsize would not increase the vesselness detected.
B) Local Adaptive Otsu Versus Sauvola Thresholding:
One of the most common methods of binarizing images is the Otsu technique. However, in this work, we employed Sauvola local adaptive thresholding on the small-scale output of the multi-scale vesselness filtering. This is because Otsu local thresholding resulted in disconnected branches since it missed the voxels of small vessels at junctions when performed on a block of pig coronary vasculature data. This is clearly illustrated in Fig. 13 , where the Sauvola and Otsu local threshold outputs are shown along with the manual thresholding output. The manually skeletonized centerline voxels were chosen to compare the Otsu and Sauvola techniques because these are the voxels that determine if a vessel is connected to the main tree, i.e., they are most fundamental to detecting and defining vessel branching.
Otsu local thresholding was performed by dividing the image into blocks and computing the local threshold that maximally separated and classified the voxel values in each local block into background and the foreground, i.e., vessels. Sauvola's method was performed by dividing the image into blocks and choosing the threshold close to the mean of the voxel values in high contrast blocks and choosing a threshold below the mean at a value proportional to the normalized local standard deviation in low contrast blocks. The same block window size of 10 10 voxels was used for performing the Otsu and Sauvola local thresholding. Otsu local thresholding fails for small vessels because of the large intensity variation in the small vessels. The vesselness output cannot optimally be divided into foreground and background because there is no clear divide or high contrast between background and vessels in the small-scale vesselness output, but rather a wide distribution (large standard deviation) of vesselness detected for the small-scale vessels. As evident by the results tabulated in Table II voxels) of a five-voxel-radius vessel at an angle of 90 (from the imaging plane) which was blurred with a PSF and deblurred with the same PSF using Wiener, regularized, and Richardson-Lucy deconvolution methods. The original blurred image was first deconvolved without simulating the effects of saturation (top row of images) and then deconvolved after pixel saturation was simulated in it (bottom row of images). The first two columns are the vessel phantom, original and blurred with PSF, respectively. The last three columns are the deblurred vessel phantom after being deconvolved with Wiener, regularized, and Richardson-Lucy deconvolution, respectively. The plots show the line intensity profiles across cross-sections of the original (cyan) vessel phantom, blurred with the PSF (blue), and deconvolved with Wiener (green), regularized (yellow), and Richardson-Lucy (red). Left and right plots are for the blurred image without and with saturation simulated, respectively. Lines across which the intensity profiles were calculated are shown as colored lines across the vessel cross sections in the original, blurred, and deblurred images.
vessel, a binary image, when convolved with the PSF creates a blurred image with values in the range 0-10 because of the convolution, which simulates the intensity distribution. The blurred image was deconvolved before and after pixel saturation was simulated by restricting the range to 0-1. It can be observed from Fig. 14 that the deconvolution methods tested above darken the vessel images, decrease the voxel intensity, and create dark holes in the vessel center when the vessel image data is saturated. This is because the PSF assumes a Gaussian profile for the vessel cross sections, but the saturation results in data loss in the pixels near the vessel center and cuts off the Gaussian peak, resulting in a non-Gaussian profile of the vessel cross section. Standard deconvolution methods are affected by pixel saturation and hence the need to model the image acquisition process.
As can be seen in the intensity plots of Richardson-Lucy resulted in the most accurate deblurring for the vessel both without and with saturation, and was thus used for testing vessel image restoration in the artificial vessel phantoms.
Ground-Truth Phantom Deconvolution Results: Deconvolution with the Richardson-Lucy method performed on the images of the large artificial vessel embedded in tissue-mimicking gel and imaged by the cryomicrotome is shown in Fig. 14. The PSF model used is specified in (1) and the attenuation coefficient used was taken from [55] , who measured the parameter from microspheres embedded in the same gel as the artificial vessels. Note-for estimating radii of porcine coronary vessels, the optical tissue parameters are measured from microspheres embedded in the same porcine myocardium tissue as the coronary vessels. For estimating radii of the ground-truth artificial vessel phantoms, the optical parameters are measured from microspheres embedded in the same gel as the artificial vessel phantoms.
The microspheres from which the optical parameters are measured are in both cases embedded in the same material as the vessels. The hole effect is evident in the deconvolved image due to the saturated vessel center in the original image.
