Abstract: Rapid transit systems or metros are a popular choice for high-capacity public transport in urban areas due to several advantages including safety, dependability, speed, cost, and lower risk of accidents. Existing studies on metros have not considered appropriate holistic urban transport models and integrated use of cutting-edge technologies. This paper proposes a comprehensive approach toward large-scale and faster prediction of metro system characteristics by employing the integration of four leading-edge technologies: big data, deep learning, in-memory computing, and Graphics Processing Units (GPUs). Using London Metro as a case study, and the Rolling Origin and Destination Survey (RODS) (real) dataset, we predict the number of passengers for six time intervals (a) using various access transport modes to reach the train stations (buses, walking, etc.); (b) using various egress modes to travel from the metro station to their next points of interest (PoIs); (c) traveling between different origin-destination (OD) pairs of stations; and (d) against the distance between the OD stations. The prediction allows better spatiotemporal planning of the whole urban transport system, including the metro subsystem, and its various access and egress modes. The paper contributes novel deep learning models, algorithms, implementation, analytics methodology, and software tool for analysis of metro systems.
Introduction
Train-based rapid transit systems-also known as tubes, underground, or metros-are a popular choice for high-capacity public transportation systems in urban areas. Rapid transit is used in urban areas typically for transporting large numbers of passengers over small distances, at high frequencies, and are usually preferred over other transportation modes due to its several advantages. Road transportation annually costs 1.25 million deaths and trillions of dollars to the global economy due to congestion [1, 2] . Train-based rapid transit is the safest and most dependable mode of transportation due to lack of congestion, and a significantly lower chance of accidents and vehicle/system failure. It is the fastest forms of land transportation, is usually relatively inexpensive, and is good for economic and social sustainability.
Rapid transit systems are usually supported by other transportation modes such as trams, buses, ferries, vehicle park and ride stations, motorcycles, bike-sharing stations, and walking routes. Various topologies including lines, circle, grid and cross, are used for the railway structures. It is a complex system in itself due to an enormous number of passengers to be transported through a large number of stations connected through multiple train lines. Keeping track of the passengers, speedy issuance of tickets, enforcing the use of appropriate tickets, is one dimension of the system complexity. The routes need to be planned and the trains need to be scheduled in such a way to optimize passenger convenience and the overall throughput of the system. A more complex aspect of the rapid transit system design is to consider it a part of the larger urban transportation system, including complementary transportation resources and networks, and optimize it holistically, i.e., to consider the transportation routes and choices made by people, not only within the rapid transit system, but also outside the rapid transit, which includes, as mentioned before, trams, buses, bike-sharing stations, and walking routes. This optimization is a gigantic challenge, particularly if we consider cities such as London and its rapid transit, i.e., the London Metro, or the New York City Subway, Tokyo subway system, or the Beijing Subway. For brevity, from here on, we use "metro" to refer to rapid transit systems.
Many techniques have been proposed to model, analyze, and design metro systems. For instance, Hu et al. [3] develop an operation plan for intercity passenger train and the ticket prices using a multi-objective model. They apply their model to the intercity rail between the Chongqing and Chengdu cities. Sun et al. [4] provide an optimization method for train scheduling in a metro line including the terminal dwell time. The method, in optimizing the train schedule, takes into account the passenger preferences, plan robustness, and energy efficiency of the system. Escolano et al. [5] use artificial neural networks (ANNs) to optimize the bus scheduling and dispatch system in Metro Manila. The aim of the ANN model is to reduce passenger waiting time on the bus stops and hence reduce the overall journey time. Wang at al. [6] proposed two approaches for estimating train delays using historical and real-time data obtained from Amtrak US trains during 2011-2013.
Several researchers have tried to predict the number of passengers for metro systems using various techniques. Wang et al. [7] propose a prediction model to predict passenger volume combining Radial Basis Function (RBF) neural network and Least Squares Support Vector Machines (LSSVM). They use flow data of passengers traveling through the Dongzhimen subway stations from 2012. Abadi et al. [8] predict the number of train passengers in a selected region of Indonesia using a combination of a neuro-fuzzy model and singular value decomposition (SVD). Zhang et al. [9] design a skip-stop strategy to optimize the journey time and the number of passengers traveling in Shenzhen Metro. Zhao et al. [10] propose a probabilistic model to estimate the passenger flows through different trains and routes. The estimated passenger flows are useful in modeling passenger path choices. They use data from the Shenzhen Metro automated fare collection (AFC) system to evaluate their proposed technique. A detailed literature review of metro-based research is given in Section 2.
The focus of our research in this paper is to address the metro system performance using a holistic approach whereby the transportation authorities can optimize the performance of the whole urban transportation network. We have mentioned earlier that an urban transportation system usually includes one or more metro systems and the complementary transportation network which consists of other transportation modes, e.g., buses, ferries, and bike-sharing stations. The aim of the transportation authorities in an urban area is to provide public personalized, convenient, speedy, multi-modal, and inexpensive travel options. A transportation authority, such as a city council, for this purpose, builds transportation facilities for people to travel to the nearest metro stations from their homes, offices, or other Points of Interests (PoIs), and vice versa. The current works in this domain have not studied the performance of urban metro systems in such details.
Secondly, the use of cutting-edge technologies has been limited in these studies. The last few decades have seen an increasing surge in the technological advancements. The penetration of these technologies to all spheres of everyday life has given rise to the smart cities, smart societies, and smart infrastructure developments [11, 12] ; smart transportation infrastructure is at the forefront of these developments [13] [14] [15] . The use of GPS devices and mobile signals to collect vehicle location and congestion data [16] ; the use of big data [17] [18] [19] [20] and high-performance computing (HPC) [17, 19, 21, 22] technologies; mobile, cloud and fog computing [16, [23] [24] [25] [26] ; image processing, deep learning, and artificial intelligence (AI) for road traffic analysis and prediction [27] [28] [29] [30] ; urban logistics prototyping [31] ; vehicular ad hoc networks [24, [32] [33] [34] [35] ; autonomous driving [27] ; autonomic transportation systems [36] [37] [38] ; and the use of social media for traffic event detection [39] [40] [41] ; are but a few examples. There is a need for innovative uses of the cutting-edge technologies in transportation.
We focus on this paper on bringing four complementary cutting-edge technologies together-big data, in-memory computing, deep learning, and Graphics Processing Units (GPUs)-to address the challenges of holistically analyzing urban metro systems. The approach presented in this paper provides a novel and comprehensive approach toward large-scale urban metro systems analysis and design. GPUs provide massively parallel computing power to speed up computations. Big data leverages distributed and HPC technologies, such as GPUs, to manage and analyze data. Big data and HPC technologies are converging to address their individual limitations and exploit their synergies [42] [43] [44] [45] . In-memory computing allows faster analysis of data using random-access memories (RAMs) as opposed to the secondary memories. Deep learning is used to predict various characteristics of urban metro systems.
We have used the London Metro system as a case study in this paper to demonstrate the effectiveness of our proposed approach. The London Metro, also called London Underground, is one of the oldest rapid transit systems in the world, indeed the first metro system in the world. It has 270 stations and 11 train lines covering 402 KM, serving 5 million passenger journeys daily [46] . A map of the London Metro network is given in Figure 1 . The dataset we have used in this study is provided by Transport for London (TFL) under the Rolling Origin and Destination Survey (RODS) program [47] . This data is collected by surveying the passengers traveling through the London Metro network in the United Kingdom. The purpose of this program is to collect the data of passengers traveling between different stations during different time intervals in a day. The data is available for the year 2015.
We use the RODS data to model the relationship between the number of passengers and (a) various access transportation modes used by the passengers to reach the train stations; (b) egress modes used to travel from the metro station to their next PoIs; (c) different origin-destination (OD) pairs of stations; and (d) the distance between the OD pairs of stations. Therefore, we predict, for six time intervals, the number of passengers using different access and egress modes to travel to, and travel from, each of the London Metro stations, respectively. We will see later in the paper that there are ten different types of access and egress transportation modes being used to complement the London Metro including buses and motorcycles. The information about the access and egress modes is valuable because it allows estimating the spatiotemporal use of various transportation modes, and could be used for planning and resource provisioning purposes. For example, if many passengers are using the access mode "car/van parked", then the transportation authorities need to estimate whether the parking area reserved for the passengers to park their cars is sufficient to accommodate the vehicles. Similarly, the demand for buses and their time schedules could be estimated and planned for. We also predict for six time intervals the number of passengers that will be traveling between specific pairs of stations (OD pairs) at various time intervals, such as "PM Peak". Moreover, we predict the number of passengers traveling between various OD station pairs to investigate the relationship between the number of passengers and the distance between those pairs of stations. This would be helpful in improving planning, resource provisioning, and quality of service of the urban transport system. This is the first study where the RODS data is used to model and predict various metro system characteristics.
The RODS data described above is fed into the deep learning pipeline for training and prediction purposes. We have used Convolutional Neural Networks (CNNs) in our deep learning models. Firstly, the data is pre-processed to deal with the data veracity issues, and for data parsing and normalization.
The data is processed in-memory using R [48] and Spark [49] . Subsequently, the data is fed to the deep learning engine, which is a compute intensive task. The use of GPUs provides a speedy deep learning training process. We have used two well-known evaluation metrics for the accuracy evaluation of our deep prediction models. These are mean absolute error (MAE) and mean absolute percentage error (MAPE). Additionally, we have provided the comparison of actual and predicted values of the metro characteristics. The results demonstrate a range of prediction accuracies, from high to fair. These are discussed in detail. The paper contributes novel deep learning models, algorithms, implementation, analytics methodology, and software tool for analysis of metro systems. The paper also serves as a preliminary investigation into the convergence of big data and HPC for the transportation sector, specifically for the rapid transit systems, incorporating London Metro as a case study. We would like to clarify here that HPC and big data convergence have been discussed by researchers in the literature for the last few years, such as in [42] [43] [44] [45] . We are not suggesting that this is the first study on the convergence in general, rather it is the first study on the convergence that focuses specifically on the transportation and rapid transit application domains. The topic of HPC and big data convergence is in its infancy and will require many more efforts by the community across diverse applications domains before reaching its maturity. We will explore these convergence issues in the future with the aim to devise novel multidisciplinary technologies for transportation and other sectors. This is the first study of its kind where integration of leading-edge technologies-big data, in-memory computing, deep learning, and HPC-have been applied to holistic modeling and prediction of a real rapid transit system. The rest of the paper is organized as follows. The literature review is provided in Section 2. The proposed methodology is presented in Section 3. The analysis and results are given in Section 4. Section 5 concludes the paper and gives directions for future work.
Literature Review
This section provides a review of the works related to the main topics of this paper. Section 2.1 reviews the literature on rapid transit systems. Section 2.2 reviews the literature on deep learning approaches used in transport management.
Rapid Transit Systems
In [3] , authors have proposed a model to determine the ticket price and the intercity operation plan to benefit both passengers and the transportation authorities. This will also beneficial in competition with the other modes of intercity transportation. Another study [4] proposes a method to prepare trains schedule and the trains dwell time at different stations keeping in mind the passengers demand on those stations. The purpose of model is to schedule the dwell time such that it should match with the number of passengers boarding and alighting the trains on those stations. The purpose of this optimization is to reduce the passengers waiting time and the operation costs and Lagrangian duality theory has been applied to find an optimal solution. Another similar work [50] provides a model and algorithm to solve the problems of both passengers and the railways authorities. It also provides a plan in accordance with the passenger flow and a software has been developed that implements the proposed algorithm to make optimal passenger train plans.
In addition to these approaches, a neural network-based approach for bus scheduling and dwell time has been proposed in [5] . Like [4] , the aim of this study is also to reduce the waiting time for passengers on different stations. In the proposed model, authors have used a neural network with 10 hidden layers and a dataset of size 2430 samples. The dataset was divided into a ratio of 60%, 30%, and 10% for training, testing, and validation purposes, respectively. To evaluate the correctness of results, mean squared error has been used. Another approach to estimate the delays in train arrivals has been proposed by Ren Wang and Daniel B. Work in [6] . It uses a regression model to estimate the possible delay in train arrival on a specific station using a historical data. The data is collected for 282 trains in America during the period of 2011 to 2013. For analysis purpose, root mean squared error (RMSE) has been calculated. An approach to estimate the possible route selection from passengers traveling through metro systems has been proposed in [10] . The authors in this article have used the information collected from the smart cards used for this service the provides the information about the origin, starting timestamp, destination, and end timestamp. To estimate the possible route selected by a passenger to travel from one point to other, they have used probabilistic model that can estimate the passenger flow in different trains in different routes by analyzing the historical data using OD tables. An approach to predict the number of passengers traveling through train by using neuro-fuzzy model with SVD has been proposed in [8] . They have used the historical data over a period from 2005 to 2011 that gives the monthly average number of passengers traveled through train. MAPE has been calculated to calculate the accuracy of results.
Similar work is done by Wang et al. in [7] to predict the number of passengers. They have used least squared support vector machines which uses one input, and a hidden and an output layer. Dataset used for training gives an average number of passengers on daily basis during 2012 and to calculate the accuracy of the system, mean average percentage error and mean squared error has been used. Ref. [9] proposes a train scheduling scheme using the skip-stop strategy to save both passengers travel time and the railway authority's operation costs. For this purpose, a genetic algorithm has been applied on the data in the form of OD table. OD table is used here to find out the stations with high passengers' flow as the stations with low flow rate could be skipped. To skip a station, some factors have been considered that include minimum headway, train capacity, and train operation to minimize average waiting time and operation costs.
Another study [51] , investigates the role of model predictive control (MPC) for train regulations. In this study, authors have proposed a control law that could be used to optimize the metro system cost function by optimizing the upper bound on the cost function. According to them, the regulations are affected by uncertain passenger arrival and other kind of disturbances such as system failure etc. Proposed algorithm is implemented in MATLAB and some numerical examples are used for analysis purposes. The passengers flow on a particular station, including the number of passengers boarding, alighting, and waiting for train etc. effects the trains schedules and makes it complicated. The authors in [52] have proposed a model that evaluates the train schedule from the passengers' perspective. For this purpose, they have used a time-driven microscopic model that considers all kind of passengers on stations. The dataset used for analysis purpose includes 634 trains and more than a million passengers.
An approach to understand the urban mobility (especially using trains in Singapore) is presented in [53] . The authors in this study have used the data generated by the farecards to travel through trains. The data generated by using the farecards provides the users' id, origin, destination, stat time and, journey end time. To collect the data about the route to reach from the origin point to destination, geolocation data generated by the mobile devices has been used. To handle the geolocation data produced by mobile devices, IBM City in Motion (CiM) system has been used. CiM is built on Hadoop-based platform with a custom spatiotemporal engine [53] .
The authors in this work have developed two big data models, (i) first and last mile of public transport users, and (ii) route choice of public transport users. First model is built by using the data generated by farecards and the later one is built by using the geolocation data. First and last mile data can be used to estimate the user home and work location. It also helps to estimate the meaningful locations, where people spent significant amount of time during weekends and weekdays. First and last mile data is important because an important part of trip duration is associated with first and last mile of travel time. This data could help in new transit initiatives e.g., direct bus routes for high demand and travel time origin and destinations. Route choice also gives important information and many factors could easily be identified in selection of routes by analyzing this data. Some important factors identified by geolocation data include distance, travel time, comfort, cost, crowdedness etc. Some factors such as distance and crowdedness may be considered to be important factors during peak hours.
A lot of work has been done in train scheduling as we discussed some in above paragraphs. For more recent similar approaches related to the passengers' flow, train scheduling etc. could be found in [54] [55] [56] [57] [58] [59] [60] . In addition to these, a real-time railway traffic control model has been proposed in [61] . In another article [62] , authors have discussed the expected behavior of train passengers in an emergency condition. For this purpose, they surveyed more than 1000 passengers and the results show that all were not homogeneous in their response to an emergency situation although most of them were reactive and waited for the instructions from the station management. These studies are also important because dealing with emergency situation also effects the passengers flow and train schedules.
Deep Learning for Traffic Management
A method to predict the impact of incidents on the local transportation networks has been proposed in [63] . In this work, the impact is computed in terms of occupancy. Here normal/average occupancy represents the normal traffic flow whereas the high occupancy shows the occurrence of an incident and causes traffic jam. The authors have identified some features that include the initial occupancy rate, weekend/holiday, road importance in transportation network, speed at the time of incident, severity, number of lanes, start time of incident and its duration etc. The model proposed in this work, provides information about two key properties; duration of incident and, increase in occupancy. The performance of univariate decision tree (UVDT), multivariate decision tree (MVDT) and neural network (NN) method. Qualitative comparison is given between observed, estimated and predicted occupancy patterns for two different kind of incidents. Correlation results shows that the prediction methods perform better when used with the variables directly related to the incident impact e.g., occupancy.
Another method to predict the spatiotemporal effect incidents on road networks is presented in [64] . Incident and road traffic data has been analyzed for this purpose and incidents have been classified into different classes based on their features. Based on this analysis, impact of each incident class is modeled on the surrounding area. The authors in this study have used the quantitative approach (i.e., numeric values e.g., 40% decrease in speed and congestion on 5 miles' patch) to measure the impact of incident as compare to the qualitative approach (i.e., incident impact "severe" or "non-severe"). For impact prediction, properties like, incident features, traffic density and the initial incident behavior have been considered. They first use a baseline method that predicts the incident impact based on its initial features and by using the features extracted from the archived data. Then traffic data is used for this purpose at second stage. For prediction purpose, they have considered traffic density which in turn has quantified using volume and occupancy. The prediction is further improved by considering the initial behavior. Similar approaches to predict the impact of road network incidents could be found in [65] [66] [67] .
Ma et al. [68] propose a congestion evolution prediction method using deep learning approach. The authors use Restricted Boltzmann Machine (RBM) and Recurrent Neural Network (RNN) to model and predict the congestion on road networks. For this purpose, they have collected 32 days of GPS data from around 4000 taxis. Traffic condition is classified into two binary states; 1 is used for congestion and 0 represents the normal flow. Location and timestamp information is collected from the GPS, and speed is measured directly. A speed threshold value (20 km/h) defines whether there is congestion on road. Four data aggregation levels (5 min, 10 min, 30 min, and 60 min) have been tested where the model shows 95% accuracy for 60 min interval and 43% accuracy for 10 min interval. Performance of RNN-RBM is compared with back propagation neural network (BPNN) and SVM where the proposed approach outperforms the others without compromising the accuracy.
Methodology

The Proposed Framework
We have proposed a framework that incorporates four technologies, big data, in-memory, deep learning, and GPUs. This framework describes the way we are integrating these four technologies to get benefit from each one's individual capabilities and how one technology in this framework provides a solution for the other one. An overview of our proposed framework is given in Figure 2 .
Our framework combines four different technologies to work together to achieve the goals. Each of these technologies have their own characteristics that contribute to achieve the goals of our research work. All these technologies are linked and dependent to each other as shown in figure. In start, we have a large amount of data collected from multiple sources. We need a mechanism to manage this data in an efficient and reliable manner especially when we are dealing with real-time/streaming data. In-memory management technologies or frameworks can do this due to their efficiency and scalability and reduce the I/O cost as compared to other disk-based approaches as well. On the other hand, deep learning approaches also need huge amount of data for their training and testing phases. Therefore, input data could efficiently be accessed by using in-memory approach and then output could also be stored by using them. Deep learning approaches not only require large datasets for their training and testing purposes, but they also need a mechanism that could finish the task by consuming less time and energy to improve the efficiency of the system. This goal is achieved by using GPUs that provides high FLOPS rate and consume less energy as compared to CPUs.
In this work, as shown in Figure 2 , we collect the data stored on cloud database servers. It could either be a historical data saved on clouds or streaming real-time data. Off-line or historical data could be downloaded to the disk storage for further processing but the streaming data could be accessed directly by using the provided streaming data APIs and stored in the main memory by using different in-memory computing tools and technologies such as R [48] and Spark [49] . Currently we are working on the historical data provided by TFL authority under the RODS program (See Section 3.2).
This historical data could be downloaded directly to the storage devices as shown in the figure. If we are downloading the historical data, then we can say that we are not dealing with one of big data's v i.e., velocity, but we must deal with others such as volume, variety, and veracity. We must deal with these Vs to convert it into the required format so that it could be used as an input to our deep learning model. Before starting processing, our framework proposes to load this data to the main memory by using the in-memory management tools. Sometimes, datasets are found in the unstructured format, so in that case, first these are converted into the structured format. Then the data undergoes through a data processing phase where it is parsed so that it could be brought into the format as per the requirements of the deep learning model. This is the phase where we deal with the big data veracity issues as well. Parsed data obtained in the data processing phase using in-memory tools is used as an input to the deep learning models. In this work, we are using CNN for prediction purpose. Details about the CNN and our models are provided in the respective sections. We are using TensorFlow [69] and Keras [70] frameworks for our deep learning models. As, training the deep model is a compute intensive and time-consuming job, so our framework proposes the use of GPUs for this work. Therefore, our data processing phase is completed in the main memory and then our deep model is executed on the GPUs for high speed. Deep learning models are executed on GPUs for training, testing and prediction purposes. After completion of these processes, data is sent back to the main memory where it is analyzed using the main memory tools. In Figure 3 , we have presented the framework where all the above-mentioned steps are defined, and a complete process flow is given.
The use of GPUs for deep learning computational problems have been proposed in the past. The novelty of our approach lies in the integration of the four technologies that are complementary to each other and collectively provide the potential to address big data challenges in a comprehensive manner. More importantly, integration of these four technologies would allow us to investigate the viability and benefits of convergence of big data and HPC technologies and paradigms. Moreover, we also expect novel contributions from this research through the application of the proposed framework to the selected domain. The contributions will include novel framework, models, algorithms, implementations and analytics in big data and HPC domains. We would like to note here that GPUs typically have smaller memories than CPUs and this could lead to problems with the analysis of big data. We are using GPUs in this work for the training of our deep learning models. We do not load all the training data in the GPU at the same time. Batch sizes while training our deep model could be set according to the size of the GPU memory so that the batch data could fit within the GPU onboard memory. Moreover, latest GPUs such as V100 have 32 GB of system memory, and similar to CPUs, multiple GPUs could process chunks or batches of data in parallel.
Datasets
In this section, we will describe the dataset used in our deep learning model for training, testing, and prediction purposes. We are using data provided by the TFL authority. TFL provides information regarding different events and locations including accidents during a specified year, bike point locations, journey planner, arrival predictions, occupancy for car parks, roads managed by TFL etc. It also provides real-time data for different modes of transportation. TFL data could be used in software applications by using their API. The API provided by TFL provides access to the real-time data and status information of different modes of transportation in London. To use this API, users need to create an account and on successful activation of that account, an App Id and an App Key will be generated for that user which he/she can use to run a query. API returns JSON queries to get the live data for roads, parking, accidents etc. Off-line data is available for passengers traveling on underground train. We are using the data collected under the RODS program. This provides the data about the tube network in UK and the passengers traveling through this network. The data is updated on annual basis and is divided into three main categories that depends upon the entry, exit and other information. Data collected under the entry category includes the data about the passengers reaching the stations using different access modes, age and gender-based passenger statistics traveling in different intervals of time in a day, average journey time spent by passengers and the distance traveled in different intervals of time in a day, journey frequency, and journey purpose etc. Same data for the passengers exiting the stations to reach their destinations after traveling is also available. In addition to entry and exit data, the data about the passengers boarding and alighting the trains in given six different time intervals and with 15-min intervals is also available. OD matrices based on the route choice information and station zones is also available. Figure 4 gives an overview of the data collected under RODS program.
In this work, we have predicted the number of passengers entering and exiting the stations using different access and egress modes. For this, we have used the data from passengers who had used different modes of transportation while traveling to or leaving the stations. In this dataset, 10 different access/egress modes have been identified which are shown in Rows 4-13 in Table 1 . The passenger data using these access and egress modes have been collected for different time intervals. The time of the day has been divided into six intervals. These are named; early, a.m. peak, midday, p.m. peak, evening, and late. Data for the whole day has also been provided for each specific access and egress modes and named as "total day". In addition to the prediction of the access and egress modes used by the passengers to enter and exit the stations, we have worked on the number of passengers traveling between different stations during different time intervals in a day as well. The schema of the dataset used in this work is given in Table 2 . 
Weekday
Gives the total number of passengers who traveled between two specific stations during any time of the day. It gives the total number of passengers observed during different time intervals of the weekday.
Deep Learning Model
We are using deep NNs for prediction purpose in this work. In a NN, many neurons are used in such a way that the output of a neuron could be used as an input to the other neurons in the network as shown in Figure 5 . Here the left most layer is the input layer with 14 input parameters and the right most layer is the output layer which has one output parameter. There are three hidden layers in this model where number of hidden units in each hidden layer is a, b, and c respectively. In our model we have used a = 28, b = 56, and c = 7. Number of neurons in input layer and hidden layers could be different from one deep model to other and the number of hidden layers could also be different from one model to other. Let L is the set of layers in our model then L = {L l |1 < l ≤ 5} contains all the layers in our network where L 1 is the input layer and L l is the output layer. For input layer, as we are using it in transportation, so our input values are either the number of passengers, or vehicles flow etc. In other words, if X is the set of input parameters, then X = {x|x ∈ R}, where R is the set of real numbers. By using the elements of X we want to establish a relation between the output value y and the input values x in such a way that y = f (x). This means that if we have N (N is any positive integer) sets of input features, we can find y i ≈ f (x i ), i ≤ N. Here f (x) could be defined in the terms of weight and bias values as shown in (1) where W is the weight matrix and b is the bias vector.
We have multiple layers in our model and each layer has its own weight matrix and bias vector so for l layers we will need a pair for each layer except the output layer i.e., (W 1 , b 1 ), (W 2 , b 2 ) , . . . , (W l−1 , b l−1 ). Number of elements in a weight matrix for layer l is associated with the number of neurons in the layer l and in the neurons in the layer l + 1. For example, if the number of input parameters/neurons in the layer l is a and the number of neurons in the layer l + 1 is b, then the size of weight matrix for layer l should be b × a, i.e., the weight matrix for layer l is given by W ba . Similarly, size of bias vector for a layer l is b. In our case, for example, where |L| = 5, we will need four weight matrices and bias vectors and the weight matrix for layer l and l = 4, could be given as W 1×a where a is the number of neurons in the layer l. Now, suppose the output of a neuron or input parameter x i for a layer l(1 < l < |L|) is v l i , then its value could be defined using the equation defined in (2) .
Please note that here l > 1, this is because, for l = 1, a l i = x i . By using the above equation, we can find the total weighted (denoted by s) sum of ith input parameter/neuron as given in (3).
By using (2) and (3), v l i could be written as the function of s l i as follows.
We have used Rectifier Linear Unit (ReLU) as activation function. Following equation could be used to calculate ReLU.
For the optimization of values, we have used Adam optimizer in our deep learning model. For training and testing process, we have executed our deep learning model R-times (e.g., R = 10), so that we could examine the predicted values and could check the consistency of our deep learning model in prediction. This also helps us to find an average accuracy or error values collected by combining the results from all the models. The process of training the deep model, testing the results, and prediction of values using the trained model is given in Algorithm 1.
Algorithm 1 Deep Learning Model: Training, Testing and Prediction.
Input: Input dataset X = {x|x ∈ R}. Output: Set of predicted values predY = {y|y ∈ R}. 
Accuracy Evaluation Metrics
For performance analysis, we have used MAE, and MAPE. MAE and MAPE values are calculated by using (6) and (7) respectively.
In Equations (6) and (7) N gives the number of records in the input dataset, A is the set of labels from the actual input dataset, and O is the set of output values predicted by our deep model.
Performance Evaluation
Predicting Number of Passengers Reaching the Stations Using Different Access Modes
In this phase, we have used the dataset that gives the number of passengers who have been using different access modes to enter the stations while traveling through the underground train in UK during the year 2015. Access modes indicate the sources used by passengers to reach the stations and these have been divided into different categories based on the nature of transportation used by passengers. These include NR/DLR/Tram, Bus/Coach, Bicycle, Motorcycle, Car/Van Parked, Car/Van Driven Away, Walked, Taxi/Minicab, River Bus/Ferry. Another category "Other modes" describes the access modes other than those mentioned above. In addition to these categories, entry data collected for passengers who did not describe their means of transportation to reach the station is included by using the tag "Not stated".
Passengers data entering the stations is collected at six different intervals in a day. These intervals are named as "early", "a.m. peak", "midday", "p.m. peak", "evening" and "late". "Early" in this data represent the time interval before 7 a.m. in early morning, "a.m. peak" represents the time interval between 7 a.m. to 10 a.m., "midday" starts form 10 in morning and ends at 4 p.m., whereas the "p.m. peak" is the time interval between 4 p.m. to 7 p.m., from 7 p.m. to 10 p.m. it is considered "evening" and time slot from the 10 p.m. to late night is put in the category "late". In addition to these time interval-based counts, passengers count for the entire day are also given. The data has been collected from 267 stations in UK and this provides information about 10 million people entering the stations using different modes. By using this data, we have modeled the relationship between the number of passengers at different time intervals and the access modes they are using to enter the stations. The purpose to model this relationship is to predict the expected number of passengers entering the stations at a specific time interval using those access modes. In this section, we are using the passengers count at different time intervals e.g., early, am peak, midday, evening, and late to estimate the number of passengers entering the station at "p.m. peak" time interval using these access modes. An overview of the data used in this section is given in Table 3 which shows the access modes data during all the time intervals for one station and then goes on the same pattern for other stations.
For all the access modes, we have repeated the training, testing and prediction process 25 times. Each time, batch size 5 was used with the number of epochs 1000. i.e., the training procedure was repeated 1000 times while running the model. In addition to this, we have used 80% data for training purpose, 10% data for testing purpose and the remaining 10% data is used for prediction purposes. The purpose to run the model with same configurations and same data (access modes) multiple times was to see how much variation was there in the predicted number of passengers. As we executed the same model for each access mode 25 times, we have obtained different loss values.
For evaluation of our predicted values, we have compared the predicted values with the actual values. We have presented the predicted passengers values that were entering the stations using five selected access modes including "not stated", "walked", "car/van driven away", "car/van parked", and "bus/coach". The comparison of actual number of passengers entering the stations using different access modes and the number of passengers predicted by our deep model is shown in Figure 6 . We have used station codes (NLC) in this figure instead of station names. For corresponding station names, please refer to Table 4 . Comparison of actual and predicted values shows that in some cases prediction results were close to the actual values and predicted values were showing the same trends even if they were not very close in some cases. In Figure 6a The prediction accuracy shows high variation due to the nature of the dataset. This is clear from the results and by showing minimum, maximum, and average error values for all the access modes. In some cases, there was no change in data across different stations, so the prediction accuracy is very high for those access modes. As shown in Figures 7 and 8 , both mean absolute error and mean absolute percentage error values are zero when motorcycle is used as an access mode. This is because the data patterns on all the stations for the number of passengers traveling through motorcycles were same. Therefore, the predicted values for number of passengers using motorcycles to reach the stations were also accurate. In some cases, absolute mean error value was high as compared to other access modes as we can see from Figure 7 . We can see that error value for the access mode "walked" is higher than all the other access modes which shows that the predicted values were much different from the actual values. However, if we see the Figure 8 , mean absolute percentage error values are very low for those passengers who mentioned the station access mode as "walked". This is because of a lot of variation in data of passengers who entered the station by walking. In some stations, such passengers were in hundreds, on some stations they were in thousands, and on some stations those were in tens of thousands. Therefore, the MAE is very high because the predicted values are different from the actual values, but the MAPE is comparatively very low that shows that it is tolerable. Same is the case for the access modes "Car/Van driven away" and "Car/Van parked". In some other cases, such as "Taxi/Minicab", "River bus/ferry", "Others", and "Bicycle", the error value calculated using MAE was low and it was not very high when using MAPE method as well.
Predicting Number of Passengers Exiting the Stations using Different Egress Modes
In this section, we have used the dataset that gives the number of passengers exiting the train stations after traveling from their origin stations to the destination stations. The data gives us the number of passengers using different egress modes when exiting the stations to reach their destinations. Same as access modes described above, egress modes have also been divided into different categories based on the nature of transportation means. These include NR/DLR/Tram, Bus/Coach, Bicycle, Motorcycle, Car/Van Parked, Car/Van Driven Away, Walked, Taxi/Minicab, River Bus/Ferry, and Others. In addition to these categories, exiting data collected for passengers who did not describe their means of transportation to reach the station is included by using the tag "Not stated". This data has also been collected at six different intervals in a day. Same interval names and durations have been used to describe the egress modes as well. To predict the number of passengers using a specific egress mode while leaving the station, we have modeled the relationship between the passengers exiting the stations at different time intervals. We have used the five time intervals (early, am peak, midday, evening, and late) data as input to predict the passengers count at sixth time interval i.e., "p.m. peak". An overview of the input dataset used in this work is shown in Table 5 . This table also shows the egress mode data for selected station (NLC 574) whereas the data for all the other stations is available on the same pattern. Again, we have used 80% data for training purpose, 10% data for testing purpose and the remaining 10% data is used for prediction purposes. For each egress mode, our deep model was executed for 25 times and therefore we collected 25 sets of predicted numbers of passengers for each egress mode.
We have compared the original number of passengers exiting the metro stations using selected egress modes with the passengers count predicted by our deep model. Same as we did in access modes, we have 10 different egress modes, but for the comparison of original and predicted values, we have selected five egress modes. The reason to compare the values with only selected egress modes is that some of the modes does not have a reasonable amount of data that could be used to make a meaningful comparison. In Figure 9 , we have shown the actual and predicted number of passengers leaving the stations using different egress modes. In these figures, we have used the station codes and number of passengers exiting at different times to predict the number of passengers exiting at "p.m. peak" time interval using different egress modes. To find the station names corresponding to the station codes used in this figure, please see Table 4 . If we compare the prediction results, we can say that in some cases, predicted values were very close to the actual values. For example, if we compare the results for egress mode "Walked" Figure 9b , we can see that accuracy is very high in this egress mode. This egress mode also has highest number of passengers reported among other results shown in this figure. Also the predicted number of passengers are very close to the actual number of passengers in case of egress modes "Bus/Coach" Figure 9e . However, if we see the results of "Car/Van Driven Away" or "Car/Van Parked" modes Figure 9c ,d we can say that the predicted values are bit different than the actual values and unfortunately the predicted values are not as good as these were in above two cases. One reason of this low accuracy in these two modes could be the high variation in the passenger data. Also, number of passengers in these two cases are very low as compared to the other modes discussed above. Early  538  18  0  0  1  43  850  18  0  9  35  1512  574  Euston  AM Peak  4416  283  0  0  106  80  9261  102  0  67  617  14,931  574  Euston  Midday  7208  536  2  0  349  160  8913  679  0  148 We have calculated the MAE, and MAPE in this section as well to test the accuracy of our model. For evaluation purpose and to compare the results, we have calculated the minimum, maximum, and average error values for all the 25 results obtained by running the same model with same configurations for 10 different egress modes. Minimum, Maximum, and Average MAE and MAPE values calculated by analyzing the all 25 execution results are shown in Figures 10 and 11 respectively.
As we discussed before in access modes, prediction results show high variation in some cases in the egress modes data as well. For egress modes, MAE shows that the two egress modes "walked" and "NR/DLR/Tram" have very high loss values. This is because of the very high values (passengers count) in those two modes. If we see the MAPE calculated for both these modes, it is lowest among all the other egress modes. On the other hand, egress modes "Car/Van driven away" and "river bus/ferry" that show very low loss rate when using MAE, show very high error rate when MAPE is used as a performance metric. 
Passenger Prediction for Specific Time Interval for Origin-Destination Station Pairs
In this section, we have used the dataset that gives the passenger count at different intervals of a day using OD matrix. In this dataset, we are given the number of passengers at six different time intervals (early, am peak, midday, pm peak, evening, and late) in a day. Therefore, OD matrix gives the number of passengers, who traveled from one station to another at different time intervals. There are 267 stations in this dataset and all the trips from one station to others via different routes have been considered in this data.
We have used the same DL model with the same model configurations as we have used before in the previous sections. Here the division of the dataset to be used as training, testing, and prediction has changed. In this case, dataset was divided into the ratio of 60, 30, and 10 percentage for training, testing and prediction, respectively. MAE and MAPE values have been calculated for analysis purpose in this case as well. Also, we are using ReLU as an activation function. The day time has been divided into six time intervals and we are using the number of passengers at five time intervals to predict the number of passengers at sixth time, so number of input features for our DL model is 5 and its output layer produces 1 feature to get a single estimated value. Due to the large amount of data, batch size is now 50 as compared to 5 which we have used previously in other models, but the number of epochs is same i.e., 1000 iterations per model. This model has also been executed 25 times to check the stability of our model and to see the variations.
We have compared the predicted numbers of passengers traveling between the OD stations with the original values for selected pairs of OD stations pairs. In this comparison, we have shown the number of passengers traveling between two stations during the time interval "p.m. peak". Figure 12 gives a comparison of actual and the predicted numbers of passengers. In this figure, instead of using the OD station pairs names, we have used the pairs numbers. To find the corresponding stations pairs names against a pair number shown in the graph, please refer to Table 6 . Comparison of actual and predicted values not only provides us the opportunity to analyze the accuracy of prediction results but it also enables us to analyze the OD pairs during that specific time interval based on the number of passengers traveling between them. As far it is concerned to the accuracy of our results, we can see that in most of the stations pairs, predicted values were predicting the accurate trend. Although in some cases, there were some fluctuations in results, but overall, the predicted values have predicted the same trend which was shown by plotting the actual values. This could help the authorities to identify which trains are overloaded with a large number of passengers and which have only a few passengers. They may take the decisions accordingly by reducing number of trips on the routes with less passengers count and can add more trains on the routes where passengers count is high. This way they may generate more revenue as well by saving fuel and other costs on low density routes and by earning more fairs on highly crowded routes. Also, as we are running the same model for 25 times, so we get 25 loss/error values. MAE values calculated by using the prediction values in all 25 executions of our model are shown in the Figure 13 . Here, instead of considering the minimum loss value among those results, we are taking the average loss values. We are mainly focusing on the MAE values instead of MAPE values for calculation of error rates. This is due to the reason that our actual data includes zeros as well and MAPE values cannot be calculated if actual value is zero. 
Relationship between the Passenger Count and Distance between the Stations
In this section, we have modeled the relation between the distance between the origin and the destination stations and the number of passengers traveling between these OD pairs. Therefore, we are presenting the results of our deep learning model in which we have used the distance between the train stations and have estimated the number of passengers traveling from one station to another using the OD matrix. Our OD matrix contains the details of more than 34,000 journeys. Around 5 million passengers were surveyed to get the details about their journey on trains from one place/station to other. We have calculated the distance between all the pairs of stations given in the OD matrix and tried to find a relation between the distance between the stations and the number of passengers traveling between those stations at different time intervals in a day. In addition to this, by estimating the number of passengers traveling between any two stations on weekdays, we have tried to investigate if there is any relationship between the distance between the two stations and the number of passengers traveling on a week day. An overview of the dataset used in this section is given in Table 7 . We have predicted the number of passengers traveling between the selected OD stations during the six different time intervals in a day. For this purpose, the deep model was executed with the same configurations set with a batch size of 5 and number of epochs were 1000. In this model, the input data was first changed by considering only the unique origin. The station codes (NLC) for OD stations, and the distance between the OD stations were also used as input parameters while predicting the number of passengers during weekdays. Figure 14 compares the number of passengers traveling between different stations during "weekday". In this figure, vertical axis shows the number of passengers traveling between the origin and destination stations. Horizontal axis shows the OD pair number as we have not given the names of stations to make it clear on graph. To see the corresponding origin-destination station names against an OD-pair number, please refer to Table 8 . In this table, we have given the distance between the ODs stations pairs used in this work to predict the number of passengers traveling between them on weekdays. Comparison of actual and predicted values shows that for small values, the predicted values were close to the actual values but for high data values, it was unable to predict accordingly and there was a big difference between the actual and the predicted values. We have calculated both MAE and MAPE values in this case as well and again the model was executed for 25 time with the same configurations and input data to see the variations. MAE and MAPE values obtained by analyzing these results are shown in Figures 15 and 16 respectively. Results show that during some time intervals, error rates were very high as shown for "AM Peak", "Midday", and "PM Peak" in Figure 15 . Same trend is shown in the MAPE values graph in Figure 16 . Another interesting thing about these results is that in all 25 executions of the same model with the same input data, prediction results were almost the same in all the executions because we can see that there are just minor differences in the minimum, maximum, and average MAE and MAPE values. 
Conclusions and Future Work
Rapid transit systems or metros are a popular choice for high-capacity public transport in urban areas due to their several advantages including safety, dependability, speed, cost, and lower risk of accidents. It is a complex system in itself due to enormous numbers of passengers to be transported through many stations connected through multiple train lines. It becomes even more complex if we are to study and optimize a metro system along with its parent, larger, urban transportation system, including its complementary transportation resources and networks, e.g., trams, buses, ferries, vehicle park and ride stations, motorcycles, bike-sharing stations, and walking routes. This optimization is a gigantic challenge, particularly if we consider complex metro systems in mega-cities, such as the London Metro, the New York City Subway, Tokyo subway system, or the Beijing Subway. Many techniques have been proposed to model, analyze, and design metro systems and these were reviewed in detail in Section 2. However, the current works in this domain have not studied the performance of urban metro systems in sufficiently holistic details. Moreover, existing studies have not adequately benefited from the use of emerging technologies. There is a need for innovative uses of cutting-edge technologies in transportation.
In this paper, we have proposed a comprehensive approach toward large-scale and faster prediction of metro system characteristics by employing the integration of four leading-edge technologies; big data, deep learning, in-memory computing, and GPUs. We have used the London Metro system as a case study to demonstrate the effectiveness of our proposed approach in this paper. We have used the RODS data to predict the number of passengers using different access and egress modes to travel to, and travel from, each of the London Metro stations, respectively. We have also predicted the number of passengers traveling between specific pairs of stations at various time intervals. Moreover, we have predicted the number of passengers traveling between various OD station pairs to investigate the relationship between the number of passengers and the distance between those pairs of stations. The prediction allows better spatiotemporal planning of the whole urban transport system, including the metro subsystem, and its various access and egress modes. We have used CNNs for prediction in our deep learning models. The prediction results were evaluated using MAE and MAPE, and by comparing actual and predicted values of the metro characteristics. A range of prediction accuracies were obtained, from high to fair, and were elaborated on. This is the first study of its kind where integration of leading-edge technologies has been applied to holistic modeling and prediction of a real rapid transit system. The paper has contributed novel deep learning models, algorithms, implementation, analytics methodology, and software tool for analysis of metro systems. The paper also serves as a preliminary investigation into the convergence of big data and HPC for the transportation sector, specifically for the rapid transit systems, incorporating London Metro as a case study. The convergence has been discussed by researchers in the literature for the last few years (see e.g., [42] [43] [44] [45] ). We are not suggesting that this is the first study on the convergence in general, rather it is the first study on the convergence that focuses specifically on the transportation and rapid transit application domains. The topic of HPC and big data convergence is in its infancy and will require many more efforts by the community across diverse applications domains before reaching its maturity. We will explore these convergence issues in the future with the aim to devise novel multidisciplinary technologies for transportation and other sectors.
An important aspect of the work presented in this paper is data analysis and prediction using a distributed computing platform. We have used R [48] and Spark [49] for the purpose. Apache Spark is an improvement over the earlier Hadoop platform. Several other solutions are beginning to emerge for big data during the last few years. These include, among others, Apache Storm [71] and Apache Flink [72] . Apache Storm is a distributed real-time computation platform, particularly well suited toward streaming analytics applications. Apache Flink is another distributed processing engine for stateful computations over data streams [72] . Both these platforms provide myriad of functionalities for distributed processing, particularly for streaming applications. In our case, we are interested in a high-performance, general-purpose, distributed computing platform for both streaming and batch processing of big data. Apache Spark excels in this respect because, compared to both Apache Storm and Apache Flink, it a stable platform with a relatively larger active community of developers. Moreover, Spark is relatively faster, and the development is easier in Spark compared to the other alternatives. Most importantly, Apache Spark is a general-purpose engine and allows integration of a much broader collection of functionalities, tools, and libraries. Future work will investigate the alternatives for the distributed big data computing platforms and consider incorporating cutting-edge technologies for smarter transportation.
Finally, we have integrated multiple technologies to develop in our lab the transportation prediction pipeline proposed in this paper. We manage a supercomputer called Aziz which provides both HPC and big data computational facilities. Aziz was ranked among the Top500 machines in June and November 2015 rankings [73] . We hence have the facilities and motivation to develop in-house complex data processing pipelines. Accessing paid cloud computing resources have also been prohibitive for us due to the costs. This may be different for many researchers due to the lack of facilities and skilled force, and the availability of funds for cloud access. In such cases, or otherwise, similar pipelines can be easily developed and deployed in cloud computing environments. Major cloud vendors such as Amazon and Microsoft are already providing configurable big data analysis pipelines include access to GPUs and in-memory computing platforms. It is foreseen that ICT solutions will increasingly be delivered using the cloud, fog, and edge computing paradigms. We aim to do the same; i.e., to deliver the rapid transit software using cloud computing. This would form another topic for our future research.
