ABSTRACT In this paper, we focus on the creation of general purpose 2-D image quality databases. Although there are many of them, they still lack some important characteristics, such as high-definition resolution, diversified source images, more commonly seen distortions, and a larger amount of test (distorted) images. To tackle this problem, we create a high-definition image database, which has higher resolution than most of the image quality databases. In addition, we collect 250 source images from 10 categories, which are far more diversified than other existing quality databases. Moreover, we generate 10 most commonly seen distortions to represent the real world scenario. Finally, 12 000 test images are generated for the whole database, which is the largest data set so far compared with other general purpose image quality databases with human subjective ratings. The subjective test is conducted in a controlled environment to obtain the ground truth of image quality, where we collect over 360 000 opinion scores. We believe the birth of this quality database would help further development of research on image quality assessment.
I. INTRODUCTION
In recent years, digital image quality assessment has drawn more attention than other image processing areas due to the advancement of image capturing devices, such as digital cameras, tablets, and smartphones. Also, the popularity of social networks leads people to share their lives through uploaded pictures and video clips. For instance, they like to post some photos on Facebook or Instagram when they are traveling or eating. When these photos are taken, they will suffer acquisition distortion. They will also have compression distortion when they are stored at memory cards or mobile devices. Moreover, the transmission distortion will appear when the image is uploaded to social websites or clouds. Therefore, different kinds of distortions will happen to the image at any stage of image processing. So how to identify the type of distortions and quantify the degree of distortions becomes a very important and challenging topic.
To facilitate the development of research and applications on image quality assessment, a large number of image quality databases have been made publicly available to download to test the performance of objective image quality metrics [1] - [4] . These databases include LIVE Image [5] , CSIQ [6] , TID2008 [7] , TID2013 [8] , which are for conventional 2D images, and LIVE 3D Phase I [9] , LIVE 3D Phase II [10] , MCL-3D [11] , which are designed for testing stereoscopic images, while ESPL-LIVE HDR Subjective Image Quality Database [12] consider images with specific-purpose, such as high dynamic range images obtained from multiple exposures of the same scene. LIVE Multiply Distorted Image Quality Database [13] and LIVE in the Wild Image Quality Challenge Database [14] include the images suffering multiple distortions and real-world (authentic) distortions, respectively.
In this work, we intend to focus on a general-purpose image quality database for 2D images. Although there are many subjective image quality databases available in this category, most of them only have reference images less than 30 scenes, except that the LIVE in the Wild Image Quality Challenge Database contains 1,162 different images (scenes). However, the total number of images in LIVE in the Wild Image Quality Challenge Database is only 1,162, which is too small for the training purpose. Among the other available databases evaluated by human subjects, the largest one is TID2013, which has 3,000 images, that is still not enough to train a good deep neural network. Moreover, the size of the images in TID2013 is only 512×384, which does not meet the current trend of high-definition or ultra-high-definition. Therefore, we create a large database, which contains 12,000 images, generated from 250 reference images (scenes), with 10 types of distortion, and each type has 4 to 5 distortion levels. As far as we know, this is the largest 2D general-purpose image quality database with subjective scores evaluated by humans and it also has the most different and diversifying scenes in the world.
The paper is organized as follows. First, the review of existing image quality databases is given in Section II. Section III will describe the procedure of database creation, including source image collection, and distorted image generation. Then subjective viewing tests and computation of subjective quality scores will be addressed in Section IV. In Section V, a large number of objective image quality metrics, including full-reference, no-reference, formula-based and learning based ones will be tested on this database. The final conclusion will be given in Section VI.
II. EXISTING IMAGE QUALITY DATABASE
The LIVE Image Quality Database [5] has 29 reference images (typical size 768×512) and 779 test images, including five distortion types -JPEG2000, JPEG, white noise in the RGB components, Gaussian blur, and transmission errors in the JPEG2000 bit stream using a fast-fading Rayleigh channel model. Observers were asked to provide their perception of quality on a continuous linear scale that was divided into five equal regions marked with adjectives ''Bad'', ''Poor'', ''Fair'', ''Good'' and ''Excellent''. About 20-29 human observers rate each image. The subjective evaluation method they adopted for this database is Absolute Category Rating (ACR), which belongs to single-stimulus method. The subjective quality scores provided in this database are difference mean opinion scores (DMOS), ranging from 0 to 100.
Categorical Image Quality (CSIQ) Database [6] contains 30 reference images, which span five major categories: Animals, Landscapes, People, Plants, Urban, and each image is distorted by using six types of distortions: JPEG compression, JPEG2000 compression, global contrast decrements, additive Gaussian white noise, additive Gaussian pink noise, and Gaussian blurring at 4 to 5 different levels, resulting in 866 distorted images. The image size in the database is 512×512. Overall the database contains 5000 human ratings and the score ratings (0 to 1) are reported in DMOS. Totally 35 observers participated in this experiment, but each observer only viewed a portion of the images. The observers were instructed to keep a fixed viewing distance around 70 cm to the monitors. The observers include both males and females, and their ages are from 21 to 35.
The Tampere Image Database (TID2008) [7] includes 25 reference images, and 17 types of distortions with 4 different levels are applied to each reference image to generate the whole database. It contains 1700 distorted images, with size 512×384 pixels. The methodology of visual quality evaluation adopted in this database is pair-wise sorting. Each subject in one experiment has carried out distorted image quality assessment for only one reference image (68 distorted images). Eventually, the 838 observers have performed 256428 comparisons of visual quality on distorted images. MOS is provided in this database, and the scores are from 0 to 9.
Besides the 17 distortion types in TID2008, the Tampere Image Database 2013 (TID2013) [8] , [15] introduces seven new distortion types, including change of color saturation (#18), multiplicative Gaussian noise (#19), comfort noise (#20), lossy compression of noisy images (#21), image color quantization with dither (#22), chromatic aberrations (#23), sparse sampling and reconstruction (#24). Hence, TID2013 has rich diversity, consisting of 25 reference images, 24 distortion types for each reference image, and 5 distortion levels for each distortion type. The size of images in the database is 512×384. The methodology of visual quality evaluation adopted in this database is still pairwise sorting. Totally, 524,340 comparisons of visual quality on distorted images are performed by the 971 observers. Therefore, the database contains 3,000 distorted images with their subjective quality scores stored as MOS, ranging from 0 to 9 [16] .
Standard dynamic range (SDR) images provide 8 bits/ color/pixel, while high dynamic range (HDR) images can provide 16 or 32 bits/color/pixel. Many HDR and multiexposure fusion (MEF) databases have a relatively small number of images and subjective scores. Also, many of these databases are designed to compare tone-mapping algorithms, rather than developing IQA methods. They conducted a large-scale subjective viewing test that used a crowdsourcing platform to gather more than 300,000 opinion scores from over 5,000 viewers on 1,811 images. The image size in the database is 960×540 pixels. The ESPL-LIVE HDR Image Database [12] , [17] contains diverse images obtained by tonemapping operators (TMO) and MEF algorithms, with and without post processing.
In LIVE Multiply Distorted Image Quality Database [13] , a subjective study was conducted in two parts to obtain human judgements on images corrupted under two multiple distortions: 1) Blur followed by JPEG; 2) blur followed by noise. In the first distortion, 4 levels of blur images are compressed using 4 degrees of JPEG encoder bank. Similarly, four degrees of distortion are added to the same 4 levels of blurred images. Thus, 90 images are singly distorted and 135 images are multiply distorted. So 225 images were generated for each part of the study by 15 reference images. For both parts of the study, the same blurred images were used, and there are 405 images totally. The image size is 1280×720, where the subjects view the monitor from a distance around 4 times the screen height. The study was conducted using a single stimulus (SS) with hidden reference method. A total of 19 and 18 subjects participated in the first and second parts of the study respectively. The quality score is recorded into DMOS.
The LIVE in the Wild Image Quality Challenge Database [14] contains 7 training images and 1,162 test images (typical size 500×500) with diverse authentic distortion mixtures that were created using smartphones and tablets. The images were collected without introducing any artificial distortions during capturing, processing, and storage. Since these images are distorted authentically, they usually have mixtures of multiple distortions that are difficult to model. Because of this reason, it is not meaningful to segregate the images in this database into discrete ''distortion types''. They implemented an online crowdsourcing system which gathered human ratings of image quality from over 8,100 observers, which is equivalent to an average of 175 ratings for each image. Each image was viewed and rated online on a continuous quality scale. The MOS ranges from 1 to 100 [18] .
III. DATABASE CREATION
With the development of high-resolution displays, we are watching more and more multimedia contents on the highdefinition (HD) TV or 4K (ultra-high-definition (UHD)) monitors. Since most of existing image quality databases only have a standard-definition or smaller size image, we create a new database that provides HD images which can reflect what the public really see in their daily life. Moreover, we offer a larger platform for the researchers in the IQA field to be able to test their objective image quality metrics.
A. SOURCE IMAGES
First, we collect images from Flickr [19] , which is a website created by LUDICORP in 2004 and acquired by Yahoo. Flickr is a popular website for users to share personal photographs and also an online community widely used by researchers. To obtain the source images with HD resolution, we have to download the images with size larger than 1920×1080, and crop them to make them fit to the 1920×1080 size. The collected images are diversifying, including pictures of faces, persons, animals, nature scenes, artificial images (anime, cartoon, painting and screenshot of video games), close-up shots, shooting from different angles, images with distinct foreground setting or background setting, and images without any specific thing of interest.
To sum up, there are ten major categories of images ( Fig. 1 ), including Foods, Buildings, Transportation, Animals I (terrestrial), Plants, Nature Scenes, Sports, Animals II (aquatic, celestial), Cartoons, Humans (head shots). In each major category, 25 different scenes are included. For example, in the transportation category, we have sedans, sports cars, boats, ships, cruisers, motorcycles, bicycles, jets, airplanes, buses, and so forth (Fig. 2) . The images are stored as bitmap (BMP) format. The BMP file format is capable of storing two-dimensional digital images with both monochrome and color, in various color depths, and optionally with data compression, alpha channels, and color profiles.
To verify whether the collected images span a great diversity, we modify the spatial information (SI old ) in ITU-T Recommendation [20] 
because we are applying it to images instead of videos. SI is calculated by applying the Sobel filter to the image I, and then taking the standard deviation over the space domain.
As shown in Fig. 3 and Fig. 4 , the 250 reference images in the High-Definition Diversity-Scene (HDDS) Image Quality Database [21] developed by Perceptual Data Analysis and Processing (PDAP) Lab are well scattered in the feature space spanned by SI, which demonstrates the diversity of the database. It also suggests the edge details and contrast of reference images are diversified.
B. DISTORTION IMAGES
In order to mimic the most commonly seen distortions, we generate the following ten distortion types for VOLUME 6, 2018 250 reference images, including additive white Gaussian noise (AWGN), brightness change, color distortion, contrast change, fast fading, Gaussian blur, JPEG, JPEG2000, motion blur, and scaling. And for each distortion type except Gaussian blur and motion blur, we generate the images with five different distortion levels, which are determined by changing the parameter values of exponential function and human perceptual judgments. As for Gaussian blur and motion blur, we generate the distortion images with four different distortion levels. Therefore, we have 
where v is the variance of image pixels. 2) Brightness change: adjusting image intensity values to make the image darker or brighter and perceivable to the observer than the original setting. The adjusting method is to use the Matlab function imadjust with different values in parameter high_out, which can be determined by the following exponential function to dynamically generate the distorted images.
where i = 1, · · · , 5 represent five different distortion levels. 3) Color distortion: mainly caused by adjusting the saturation degree of images to generate different distortion levels on the images. The distortion process is modeled by transforming images from RGB to HSV color space [23] using the Matlab function rgb2hsv. Then the component S is multiplied by the value r specified in (5), which is dynamically adjusted by the exponential function to change the saturation of images.
4) Contrast change: similar to the brightness change. It is also generated using the same function imadjust, but using different values for the parameter low_in, which can be decided by the following exponential function.
where i = 1, · · · , 5 represent five different distortion levels. 5) Fast fading: simulating the image transmission through the lossy network. First, we read the image data as the binary data using the function fread. Then we use the Matlab function rayleighchan to construct the Rayleigh fading channel [24] . And the binary data is reconstructed into an image data using the function fwrite after passing it through the Rayleigh fading channel.
6) Gaussian blur: using the Matlab function imgaussfilt with sigma σ to decrease the edge information of the reference image. The value of the sigma is also generated using the exponential function below.
where i = 1, · · · , 4 represent four different distortion levels. And this type of distortion is frequently included in studies dealing with visual quality assessment [25] . 7) JPEG compression [26] : simply changing the image format from BMP to JPEG with a lossy transformation processing, which is a tradeoff between storage size and image quality. The Matlab function imwrite is used to save the array data of the image as the image file, with the lossy JPEG compression factor would decrease the quality of the image to reduce the file size. The Quality factor Q is set to Q = 100
where i = 1, · · · , 5 represent five different distortion levels. 8) JPEG2000 compression [27] : the generation method is similar to the JPEG compression by using Matlab function imwrite, but changing the storage format to JPEG2000. The Compression Ratio factor CR is set to
where i = 1, · · · , 5 represent five different distortion levels. The effect of the JPEG2000 compression distortion is totally different from JPEG compression distortion. 9) Motion blur: simulating the image having the blur of convolving with a filter having the linear motion of a camera by len pixels with the specified angle θ = 45 degrees in a counterclockwise direction. We use the Matlab function fspecial to create this filter with
where i = 1, · · · , 4 represent four different distortion levels, and imfilter it to generate the distorted image. 10) Scaling [28] : simply downsampling the original image into the smaller target size (lower resolution), then scaling back into the original size (higher resolution) to simulate the resizing operation of low-resolution image displayed on a high-resolution screen. The zooming process will generate the distortion to the images. The used Matlab function is imresize and the scaling parameter s is generated using the exponential function as follows.
where i = 1, · · · , 5 represent five different distortion levels. Fig. 5 shows a reference image and its corresponding 10 types of distorted images. The demonstration of five levels VOLUME 6, 2018 of contrast change is shown in Fig. 6 . To sum up, the storage size of this database is around 72GB, including all reference images and distortion images.
IV. SUBJECTIVE VIEWING TEST A. USER INTERFACE
The interface of our designed subjective test is made up of four steps:
• Input.
• Distortion type selection.
• Example demo.
• Main test. The first step is the input. This step gives the potential subjects fundamental instructions on how to proceed with the subjective test. The subjects were asked to input some data like age, gender, ID, name and whether an image-processing expert or not. All data will be recorded and written into an Excel file for each subject. This Excel file will also be used in the main test step to record the testing results. The interface of the first step is shown in Fig. 7 .
The second step is to select the distortion type for the test. Before the test, the subjects will be asked how many viewing sessions they would like to participate. If the answer is 10 (i.e., all), then the subjects can randomly choose any session among 10 distortion types to start with. In other words, they can view these 10 sessions in any order as long as they can finish viewing all sessions. However, if the answer is between 1 and 9, the subjects have to follow the order assigned by the program to view the sessions. In this way, we can make sure all distortion types will be chosen and there will be approximately the same number of views by the subjects in each session. In this step, each distortion type can only be selected once by each subject. Each subject could do the tests for up to 10 different distortion types. In another word, the subjects can only select one type of distortion images to view in each session. Here, the reasons we put all images with the same distortion type together to be viewed and scored are two: 1) we can easily expand the current database in the future by adding new distortion types for subjects to view and there is no need to perform the reevaluation of existing images. This is because we divide the viewing sessions by distortion types instead of scene contents or mixing them all. That means we can make the database larger by just performing viewing sessions on newly added distortion types; 2) it will make the scoring process much easier since the subjects only need to differentiate the degree of distortion within one distortion type.
The third step is the example demo. This step will show the subjects how to do the test. Some example images will be shown to the subjects and these images contain the reference image and its distorted versions in five different levels for the selected distortion type in the second step. The demo will also show a typical example of what the subjective quality score [29] (from 1 to 5) is for each corresponding example image. The purpose of this step is to train subjects with images of different distortion levels within the same distortion type and build a standard for them to distinguish various distortion levels for any distortion types.
The final step is the main test, which will provide the viewers with 10 different choices of experiments based on distortion types. Each distortion type includes 10 categories of source images, each category contains 25 different scenes of images, and each image has 4 to 5 different distortion levels. The resolution of each image is 1920×1080 pixels. Hence, there are 1,000 or 1,250 images in a given distortion type and 12,000 images in total for the whole database. During the test, the subjects need to sit in a controlled environment, where the viewing distance between the screen and the subject is about 3 to 4 times the height of the image. The subjects will score 1,000-1,250 images at random in a session of the test.
There is no time limit on scoring images, which means the subjects can take as much time as they need to score any image. This mechanism can prevent the subjects from rushing into giving a quality score and allow them to take a break at any time when their eyes feel tired. However, we also design a mechanism that can force the subjects to take a break after the session has been more than 30 minutes. The subjects will need to choose a quality score from 1 to 5 to match their first impression on the image. The interface for the main test step is shown in Fig. 8 . To lessen the visual contrast effect [30] , we set the color of background in the screen to be gray corresponding to pixel value 128 [20] . The interface layout of the subjective test is arranged to have the image block, the scoring block, the previous button, the next button and the progress indicator. The image block is to display images for the subjects to view. The images will be shown at random and appear once in a session of the test. The scoring block is for the subjects to select scores for the images. There are 5 score levels, including 1-bad, 2-poor, 3-fair, 4-good, 5-excellent. Once the score is chosen, the subjects can click the next button to continue to view and score for the subsequent images.
The next button can only work if the score of the current image has been chosen. This way can remind the subjects to select a score before they continue to do the test. If the subjects need to change a score for a previous image, they can click the previous button to go back to the specific image and change its score (i.e., rescoring). The score is recorded in the excel file and synchronized as the subjects click the next button. After the subjects finished a session for a distortion type, they will be asked whether to continue to do another session for a different distortion type. The user interface of the designed test is achieved by using wxpython [31] .
B. SUBJECTIVE TEST
The subjective viewing test is conducted in the Perceptual Data Analysis and Processing (PDAP) Lab at National Chung Hsing University. The test environment has no reflecting walls, ceiling and floor. An LG 55 Ultra HD TV is used for the test. The default viewing distance is chosen as 3.5 times VOLUME 6, 2018 the height of the picture. The reason is as follows. According to ITU-R BT.500-13 [32] , the preferred viewing distance for a monitor with screen diagonal (55 ) and 16/9 format ratio should be approximately 5.5 H p (picture height). However, this rule is for SDTV or HDTV. Based on the data obtained from Crutchfield [33] , the recommended viewing distance range for 4K Ultra HD TVs with screen size 55 is 4.6 to 6.9 feet. The 6.9 feet corresponds to 3 times of screen height (26.98 inches) and also equals to 3.58 times of picture height (23.13 inches). That is why we finally chose 3.5 times of the height of the image. In the actual experiment, some viewers are allowed to adjust the actual viewing distance to around 3 to 4 times the picture height if they do not feel comfortable with the default viewing distance. The other viewing conditions (e.g., peak luminance of the screen, and background room illumination) are also kept the same for each subject.
Thirty-eight subjects (including 34 males and 4 females), which have age from 20 to 50, participated in the study. In [20] , it mentioned the possible number of subjects in a viewing test is from 4 to 40. In general, at least 15 observers should participate in the experiment. They should not be directly involved in image quality evaluation and should not be experienced assessors. This is the reason why we chose 38 observers. To guarantee the rightness and rationality, before a session, the observers are screened for normal visual acuity or corrected-to normal acuity and for normal color vision. Concerning acuity, no errors on the 20/30 line of a standard eye chart should be made. The chart is scaled for the test viewing distance and the acuity test performed at the same location where the images will be viewed and have the subjects seated. Concerning color, no more than 2 plates should be missed out of 12.
The experiments followed the procedure from Rec. ITU-R BT.500-13 [32] . It specified several methodologies for the subjective evaluation of the quality of television images. These methods can be classified into two types: the double stimulus and single stimulus approaches. The double stimulus method suggests the subjects to grade the quality of the distorted image by viewing both reference and distorted ones. However, for the single stimulus method, the subjects only have to grade the quality of distorted images without viewing the reference (undistorted) ones. Each approach has its own advantages. The double stimulus method is proved to be less sensitive to the contents, where the subjective scores are less influenced by the order of the images during the test session. The single stimulus method claims it has more typical quality evaluations for image quality assessment. In addition, the single stimulus method can guarantee faster and more efficient testing during subjective assessment process.
Thus, we choose the single stimulus (e.g., Absolute Category Rating (ACR) [34] ) method to rate the subjective quality score for each distorted image. A training (demo) session is performed for each subject at the beginning of the test to make sure that subjects are comfortable with our environment and to help them be familiar with the user interface. The images used in the training session are different from the images in the subjective test and are impaired using the same distortion types. The subjects are instructed to grade every test image with five different grading scales: bad, poor, fair, good and excellent, which correspond to numerical scores from 1 to 5. In the end, 30 sets of subjective quality scores are recorded for each test image.
C. MEAN OPINION SCORE
In order to obtain the reliable mean opinion score (MOS) for each test image, we follow the subject rejection process suggested by Rec. ITU-R BT.500-13 [32] .
Let µ ijk denotes the subjective score rated by the subject i to the image j in session k = {1, 2, 3, · · · , 10}.Then the mean scoreμ jk and standard deviation S jk for test image j in session k areμ
where N is the number of subjects. If the kurtosis coefficeint β 2,jk falls between 2 and 4, the scores are considered as normal distribution, where β 2,jk is given by:
Algorithm 1 The Subject Rejection Process 1) For each subject i, find P ik and Q ik by:
> 0.05 and
3, then we reject subject i, where N ik is the number of test images seen by the subject i in session k.
The subject rejection process is described in Algorithm 1. After performing the rejection process, we find none of the subjects are rejected in the subjective assessment.
After the rejection, the MOS value and the standard deviation (STD) of each test image can be computed by: where N k is the number of remaining subjects in session k after subject rejection. Then the MOS value along with the standard deviation is recorded for each test image, which can be regarded as the ground truth value representing the perceptual quality of distorted images, and also can be used for testing the performance of the full-reference and no-reference objective quality metrics. Furthermore, the distribution of MOS is shown in Fig. 9 . We notice that the number of images with extreme score (1 or 5) is smaller, while the number of images with medium quality score (falling in the range of 2 to 4) is apparently much larger.
D. COMPARISON
To have a clear idea about the differences between our database and other general purpose image quality databases, we have summarized all relevant information of the proposed database in Tables 1 and 2 with a comparison with the other six general purpose IQA databases. In summary, our database has the largest number of reference images and distorted images, the highest resolution, the largest viewing screen, and the lowest correlation with PSNR. The reason we use correlation with PSNR is to refer to [35] , where the correlation index is obtained by computing the correlation coefficient between subjective scores and objective scores predicted by PSNR for all databases.
V. PERFORMANCE MEASURES
To evaluate the performance of PDAP-HDDS database, we test this new database with a number of state-of-the-art IQA models, including PSNR, SSIM [36] , MS-SSIM [37] , FSIM [38] , FSIMc [38] , SR-SIM [39] , VSNR [40] , VIF [41] , MAD [42] , GMSD [43] , VSI [44] and MCSD [45] , which belong to full-reference (FR) and formula-based methods. Several no-reference (NR) and learning-based ones are also tested, including NIQE [46] , BRISQUE [47] , DIIVINE [48] , BLIINDS-II [49] , GMLOG [50] and FRIQUEE [51] . The performance is evaluated using Pearson's linear correlation coefficient (PLCC) [52] , Spearman's rank ordered correlation coefficient (SROCC) [52] and root-mean-squared error (RMSE) [53] between the predicted scores and the MOS, where the PLCC, SROCC, and RMSE results for NR IQA models are computed as the median value of results from 100 random train-test combinations [54] since they all are learning-based approaches. Before computing above indices, the logistic function [25] has to be used to fit the objective prediction scores to the subjective quality scores (i.e., MOS), which is formulated as follows:
where x is the predicted objective score, q(x) is the fitted objective score, and the parameters β j (j = 1, 2, 3, 4, 5) are chosen to minimize the least squares error between the subjective score and the fitted objective score. Higher SROCC and PLCC values indicate the IQA model has better correlation (monotonicity and accuracy) with human quality perceptions, while lower values of RMSE indicate smaller difference between predicted scores and ground truths (i.e., better performance). The performance result is listed in Table 3 .
As we can observe from Table 3 , FSIMc [38] performs the best among FR IQA models, while FRIQUEE [51] ranks the first among NR IQA methods and also outperforms the other FR approaches. As indicated in [44] , VSI performs better than FSIMc for most of the general purpose image quality databases. However, FSIMc defeats VSI and the other stateof-the-art FR IQA methods for PDAP-HDDS database.
To have a better look at the IQA performance with respect to distortion types, we summarize the SROCC results of each IQA model for each distortion type in Table 4 . As shown in Table 4 , among all FR methods, FSIMc [38] performs the best for Color distortion and JPEG. SR-SIM [39] ranks the first on Gaussian blur, JPEG2000, Motion blur and Scaling, while VSI [44] outperforms the other models on AWGN and Fast fading. MS-SSIM [37] defeats all other formulabased models on Contrast change, and VIF [41] has the best performance for Brightness change.
For all compared NR IQA models, BRISQUE [47] has the best correlation performance with human opinions on AWGN, while BLIINDS-II [49] performs better than other NR approaches on Gaussian blur. FRIQUEE [51] ranks the first for seven distortion types, including Brightness change, Color distortion, Contrast change, Fast fading, JPEG, JPEG2000, and Motion blur, while NIQE [46] only has the excellent performance on Scaling distortion.
Based on above observation, the existing IQA models cannot achieve excellent performance in this database. This means the researchers in the IQA field have more work to do. We expect more advanced and better IQA methods to be developed to conquer this database.
VI. CONCLUSION
In this work, we propose a new dataset for image quality assessment. To the best of our knowledge, this new database has the largest number of test images among existing general purpose image quality databases with human opinion scores. The collected images have a 1920×1080 pixel resolution. The reference images have 250 scenes, spanning 10 totally different categories. We also use 10 commonly seen distortion types with 4 to 5 distortion levels to generate the test images in this database. Therefore, 12,000 test images are included in the PDAP-HDDS image quality database with MOS obtaining from 360,000 opinions collected from a controlled and consistent environment. Finally, we test more than 18 wellknown image quality metrics on this database, including both FR formula-based and NR learning-based approaches. Another advantage of this database is it can provide a larger dataset to make the realization of deep learning neural networks on IQA possible.
