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In this paper, we investigate the quasiparticle scattering interference(QPI) in the nematic phase
of iron pnictides, based on the magnetic and orbital scenarios of nematicity, respectively. In the
spin density wave(SDW) state, the QPI pattern exhibits a dimer structure in the energy region
of the SDW gap, with its orientation along the ferromagnetic direction of the SDW order. When
the energy is increased to be near the Fermi level, it exhibits two sets of dimers along the same
direction. The dimer structure of the QPI patterns persists in the magnetically driven nematic
phase, although the two dimers tend to merge together with energies closing to the Fermi level.
While in the orbital scenario, the QPI patterns exhibit a dimer structure in a wide energy region.
It undergoes a pi/2 rotation with the increasing of energy, which is associated with the inequivalent
energies of the two Dirac nodes induced by the orbital order. These distinct features may be used
to probe or distinguish two kinds of scenarios of the nematicity.
PACS numbers: 74.70.Xa, 72.10.Fk, 75.30.Fv, 75.25.Dk
I. INTRODUCTION
In recent years, the unconventional superconductiv-
ity found in iron-based superconductors(IBSCs) has at-
tracted much attention in condensed matter commu-
nity. Due to the proximity of superconductivity and the
collinear spin density wave(SDW) phase, it is generally
believed that there exists an intrinsic link between the
magnetic fluctuations and the superconductivity. Thus,
the understanding of the normal state magnetic fluctua-
tions will be helpful to identify the mechanism of super-
conductivity. Experimentally, it was found that the SDW
transition is either preemptive by or coincident with a
tetragonal-to-orthorhombic(TO) structural transition at
Ts
1–3 which signals the C4 symmetry breaking above the
SDW transition temperarture TN . Such a C4 symmetry
breaking phase is called the nematic phase in literatures4.
Further studies show that the nematicity persists to T ∗
above Ts
5–8. So far, there is clear evidence that nematic-
ity comes from the electronic rather than the lattice de-
gree of freedom9,10. However, it is difficult to identify
the fingerprint of nematicity due to the coupling of var-
ious electronic degrees of freedom. Experimentally, it
was found that the presence of nematicity is accompanied
by anisotropic magnetic correlations which indicates its
magnetic origination5,11. Meanwhile, it was also found
that the characteristic temperature T ∗ of nematicity co-
incides with that of the orbital order6,12,13, which indi-
cates that nematicity is orbitally driven. So, the origin
of nematicity is still debated, both the magnetic and or-
bital fluctuations are proposed to be responsible for the
emergence of nematicity14–17. Thus, the study of the ori-
gin of nematicity is highly desired as it may shed light
on the mechanism of unconventional superconductivity
in IBSCs.
One of the effective ways to distinguish between differ-
ent scenarios of nematicity is to compare the theoretical
results of each scenario to the experimental observations.
In this regard, we notice that the electronic structure
can be mapped effectively through the analysis of the
quasiparticle scattering interference (QPI) patterns18–21
and the spatial modulation of the electronic states re-
sulting from QPI can be probed directly by the STM
experiments. In fact, the recent STM experiments22,23
for NaFeAs have been performed to investigate the elec-
tronic structure in the nematic phase in IBSCs. The
STM experiments22,23 reveal that the QPI patterns ex-
hibit highly anisotropic dimer structure deep in the SDW
phase. It was further found that the anisotropic fea-
tures persist to high temperatures above Ts, but the
anisotropy weakens gradually with the increase of tem-
perature. Therefore, the QPI may offer a playground for
the test of the origin of nematicity.
In this paper, we study theoretically the quasiparticle
interference induced by impurity in the nematic phase
based on the magnetic and orbital scenarios of nematic-
ity, respectively. Deep in the collinear (pi, 0) SDW state,
the low energy QPI patterns exhibit a dimer structure
with its orientation along the ferromagnetic direction of
the SDW state. This is due to the fully opening of the
SDW gap along the kx direction. When the energy is
increased to be slightly below the Fermi level, it is com-
posed of two sets of dimers along the same direction. In
this case, the QPI reflects the topology of the distorted
Fermi surface and the two sets of dimers come from the
inter-hole-pocket and intra-hole-pocket scatterings. It is
further shown that the above features of the QPI patterns
remain in the magnetically driven nematic phase, which
is modelled by the fluctuating short-range antiferromag-
netic order. In the orbital scenario of nematicity, it is
found that the scatterings of quasiparticles between Dirac
cones dominate the QPI process. Due to the inequiva-
lent energy positions of the two Dirac cones resulting
from the C4 symmetry breaking induced by the orbital
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2order, the dimer structure in the QPI patterns undergoes
a pi/2 rotation with increasing energy. The transition is
irrespective of the momentum dependence of the orbital
order, so long as the energy splitting between the dxz and
dyz bands is fixed near the Dirac cones. We propose that
these results can be used to distinguish the origin of the
nematicity in various iron-based compounds.
As a preliminary comparison to available experiments,
we note that the obtained anisotropic features of the scat-
tering patterns and the orientation of the dimer in the
magnetic scenario are qualitatively consistent with the
experimental observations on NaFeAs22,23.
II. MODEL AND FORMULAS
The Hamiltonian we use to carry out the calculations
can be divided into three parts: the tight binding part,
the impurity part and that modelling the nematicity.
We adopt the five-orbital tight binding Hamilto-
nian of Ref24 which reproduces the LDA energy
bands. The tight binding Hamiltonian reads H0 =∑
k,a,b,σ ab(k)C
+
aσ(k)Cbσ(k). Where a, b and σ are the
orbital and spin indices, respectively. The tight binding
hopping parameters for ab(k) are given in Ref
24 and the
energy unit eV will be used throughout the paper. In
this paper, we focus on the QPI phenomenon induced
by impurity potential scattering. The impurity Hamilto-
nian can be written as Himp = VabC
+
i0aσ
Ci0bσ. For sim-
plicity, we adopt a δ-function type scattering potential
which resides on the given lattice site i0. The scattering
matrix Vab(k, k + q) = V δab is orbital diagonal and mo-
mentum independent. In this paper, the average electron
occupation number is fixed to be 6.0 per unit cell which
corresponds to the undoped parent compound.
A. Modelling of the SDW state
In order to model the SDW and the magnetically
driven nematic phase, we include the Coulomb interac-
tion Hamiltonian. So, the full Hamiltonian reads Hm =
H0 +Himp +Hint, and Hint is given by,
Hint = U
∑
i,a
nia↑nia↓ + U
′ ∑
i,a<b
nianib
+ J
∑
i,a<b
C+iaσC
+
ibσ′
Ciaσ′Cibσ
+ J
′ ∑
i,a6=b
C+ia↑C
+
ia↓Cib↓Cib↑, (1)
Where a and b are the orbital indices. U,U ′, J, J ′ are
the coefficients of the intraorbital interaction, interorbital
interaction, Hund-coupling, and pair hopping terms, re-
spectively. U = U
′
+ J + J
′
and J = J
′
are assumed
as required by the spatial rotational symmetry. Without
loss of generality, J = U/4 is assumed. Hint is treated
at the mean field level, and is decoupled into the orbital
diagonal channel in the following way25–27,
Hint ' U
∑
i,a,σ
〈niaσ〉niaσ¯ + (U ′ − J
2
)
∑
i,a6=b
〈nia〉nib
− 2J
∑
i,a6=b
〈Szia〉Szib. (2)
Where nia and Sia are the electron number and spin
operators at site i with orbital a, respectively.
The values of 〈niaσ〉 and the magnetic moment Sa
which is defined via Sa =
1
N
∑
i(−)ix〈Szia〉 for the
(pi, 0) SDW state (N the number of lattice sites, ix
the x-coordinate of site i) are obtained through the
self-consistent calculations. In this paper, the intraor-
bital interaction U = 1.3 is adopted, which is slightly
above the critical value Uc = 1.24 for the appearance of
SDW. The results for the magnetic moments are Sxz =
0.029, Syz = 0.071, Sx2−y2 = 0.024, Sxy = 0.044, and
S3z2−r2 = 0.028. In Eq.(2), we have ignored the orbital
off-diagonal magnetic terms. In fact, we have checked
numerically the effects of these off-diagonal terms. We
find that the nonzero orbital off-diagonal SDW mo-
ments are Sx2−y2,3z2−r2 = S3z2−r2,x2−y2 = −0.017,
where Sa,b =
1
2N
∑
i(−)ix〈C+iaασzαβCibβ〉. These SDW
moments are smaller compared to their diagonal parts,
Sxz = 0.034, Syz = 0.077, Sx2−y2 = 0.029, Sxy = 0.05,
and S3z2−r2 = 0.032. Furthermore, we have checked that
the off-diagonal SDW orders have no qualitative influ-
ences on the behaviors of the QPI patterns in the SDW
and spin driven nematic state. Here, we focus mainly on
the QPI within the orbital diagonal SDW approximation
in the following discussions.
Within the (pi, 0) ansatz of the SDW order, we intro-
duce the annihilation operator with ten components as
ψkσ = (Ckaσ, Ck+Qaσ)
T , where Q = (pi, 0) is the SDW
wave vector. In this way, the Green’s function reads
Gkσ(τ) = −〈Tψkσ(τ)ψ+kσ(0)〉 in the SDW state, where
T is the time-ordering operator.
B. Modelling of the spin and orbital driven
nematicity
Experimentally, the nematicity in Fe-pnictides and Fe-
chalcogenides has been shown to develop at a tempera-
ture above the SDW transition5–8. Therefore, the mag-
netically driven nematicity where the long-range SDW
order is absent but the C4 symmetry is broken by mag-
netic fluctuations has been proposed14,15,17. This phase
is modelled by the short-range antiferromagnetic corre-
lation, which is approximated by the Lee-Rice-Anderson
formula28. In this way, the Green’s function is written
as G˜−1k = iωn − ˆk −
∑
q Pq
∆ˆ2
iωn−ˆk+q+Q , where ˆk and
ˆk+q+Q are the matrix representation of the mean-field
Hamiltonian Hm without the SDW terms. Pq =
1
ξ−2+q2
is a Lorentzian which represents the q modulated mag-
netic correlation with ξ the correlation length and q
3FIG. 1. (Color online) SDW distorted electronic structure.
(a) The normal state Fermi surface and its dominate orbital
components without the SDW order. (b) The red and black
lines denote the original bands and the folded bands by the
SDW order with wave vector (pi, 0), respectively. The blue
square marks the location of the Dirac node in the momentum
space. (c) The intensity map of the SDW distorted Fermi
surface. Γ2 and Γ3 are two Dirac pockets. (d) The intensity
map of the single-particle spectral function along the high
symmetry directions. The intensity is in logarithmic scale in
this panel.
the momenta derivation from (pi, 0). The orbital di-
agonal ∆ˆ is the order parameter matrix of the fluc-
tuating magnetic order. The elements of ∆ˆ read as
∆ˆaa = (U − J)Sa + J
∑
b Sb and ∆ˆab = 0(a 6= b). Where
Sa is the magnetic moment of orbital a. Following the
previous study28, the mean-field SDW order parameters
obtained at T = 0 are taken to be Sa.
In the orbital scenario, the orbital orders are used
to model the orbitally driven nematicity as used
before16,29,30. Generally, the Hamiltonian for the orbital
orders can be written as Horb =
∑
ij,ab,σ λij,abC
+
iaσCjbσ
which breaks the C4 symmetry, where λij,ab are the or-
der parameters. The value of λij,ab is determined by
the ARPES data. Thus, the full Hamiltonian reads
Hr = H0 + Horb + Himp for the orbital scenario of ne-
maticity in the presence of the impurity scattering. Both
the momentum dependent and the momentum indepen-
dent orbital orders will be considered in the following.
With the Hamiltonians shown above, we can now
construct the corresponding Green’s functions. For
the orbital scenario of nematicity, the Green’s func-
tion can be defined in the orbital basis as Gab(τ) =
−〈TCka(τ)C+kb(0)〉 which can be obtained directly from
Hr.
C. Calculation method of the QPI
The quasiparticle interference occurs between the in-
going and scattered outgoing electrons by impurity. The
resulting spatial modulation of the electronic states can
be visualized directly by the STM experiments18,19. Af-
ter a Fourier transformation, one can get its manifesta-
tion in the momentum space, i.e., the density of states
in the momentum space ρq(ω). Thus, the features of
the QPI patterns can be qualitatively understood by the
analysis of the joint density of states of the initial and
final states. Theoretically, ρq(ω) is expressed as ρq(ω) =
− 1pi Im
∑
kσ Tr(GkσTkσ,k+qσGk+qσ), where the T matrix
reads Tkσ,k+qσ = Vk,k+q +
∑
k′ Vk,k′Gk′σTk′σ,k+qσ. In
each scenario, the corresponding Green’s function Gk is
used to calculate ρq(ω). A Born limited scattering poten-
tial of V = 0.05 is adopted. In this case, the QPI patterns
are not disturbed by the impurity resonance states, thus
they are directly related to the underlying bands struc-
ture.
III. NUMERICAL RESULTS
A. QPI patterns in the magnetic scenario of
nematicity
Let us start with the discussion of the distortion in
the energy bands due to the collinear (pi, 0) SDW or-
der with its moment antiferromagnetically aligning along
the x direction but ferromagnetically along the y direc-
tion. In Fig. 1, we show the normal state Fermi surface
(FS) and the resulted FS after the introduction of the
SDW order. Clearly, the normal state hole FS around
Γ = (0, 0) develops into three distinct hole pockets Γ,
Γ2 and Γ3 in the presence of the SDW order which in-
duces the hybridization between the hole pockets around
Γ and the electron pocket around X = (pi, 0). As re-
vealed by previous study31, the two small hole pockets
Γ2 and Γ3 exhibit Dirac cone like dispersions. These
Dirac cone dispersions persist even when the off-diagonal
SDW orders are taken into account. The SDW distorted
FSs calculated here are in qualitative agreement with the
ARPES observations32–35. At the same time, the simi-
lar distortion of the Fermi pocket at X occurs, while
the Fermi pocket around Y is affected less, because the
(pi, 0) SDW order is considered here. Quite similar SDW
distorted Fermi surfaces have been obtained by the pre-
vious calculations26,31,36 based on the five orbital model.
Meanwhile, our results for the single-particle spectrum
are fully consistent with the previous study26, as shown
in Fig 1(d).
Further analysis shows that the highly anisotropic FS
induced by the SDW is related directly to the orbital
characters of the normal state energy bands. As pre-
sented in Fig. 1(a), the normal state FS is dominated by
the dxz, dyz and dxy orbitals. The overlap between the Γ
and X pockets are dominated by the dyz orbital, as a re-
4FIG. 2. (Color online) Energy evolution of the QPI patterns
in the SDW state. Panels (a), (c), (e) and (g) are the QPI pat-
terns at energies ω = −0.14, −0.08, −0.04 and 0.08, respec-
tively. The intensity maps of the corresponding quasiparticle
spectral functions are plotted in the right side panels.
sult, their hybridization is maximum. Consequently, the
coupling between the inner Γ pocket and the X pocket
gives rise to a large SDW gap ∆y ∼ 0.19eV along ky axis.
On the other hand, the SDW gap ∆x ∼ 0.1eV along the
kx axis is smaller. This attributes to the fact that the
overlap of the dxz or dxy band between the Γ pocket and
the X pocket is weak. However, we note that the SDW
gap opens along the full kx axis, while only at individual
k point along the ky axis. In addition, the Dirac cone
dispersions located at kx axis are directly related to the
orbital character of the relative bands31. Thus, the or-
bital degree of freedom plays an important role in the
bands reconstruction in the SDW state.
Now, we study the energy evolution of the QPI pat-
terns in the SDW state and the results are presented
in Fig. 2. In Fig. 2(a), we show the QPI pattern for
ω = −0.14. Its main feature is obviously anisotropic
with only C2 symmetry and exhibits a dimer-like struc-
ture orienting along the qy direction. We also show the
intensity map of the corresponding quasiparticle spectral
functions(QSFs) at the same energy in Fig. 2(b). One can
see that the electronic states along the kx axis are fully
gapped, which is the consequence of the opening of the
SDW gap ∆x as can be seen from the single-particle spec-
trum presented in Fig. 1(d). We notice that the SDW
gap does not exist along the whole ky axis, although it
opens at some ky points[Fig. 1(d)]. Thus, the QSFs
exhibit clear weights along the ky axis, and the QPI pat-
tern is dominated by the scattering processes along the
ky direction. It should be noted that at the center re-
gion around the Γ point the QPI pattern exhibits like a
short dimer. However, it is not the substantial feature of
the scattering pattern. When the energy is slightly away
from ω = −0.14, the short dimer diminishes but the ver-
tical dimer structure remains. Actually, this dimer-like
structure of the QPI pattern persists in the energy win-
dow of −0.2 < ω < −0.12, which coincides basically with
the energy region of the SDW gap in the single-particle
spectrum as shown in Fig. 1(d). With the increase of
energy, the pattern develops gradually into a broad peak
around the Γ point and it has no obvious anisotropy as
shown in Fig. 2(c) for ω = −0.08. Moreover, the intensity
of the QPI pattern is nearly three times larger than that
with ω = −0.14. This is the specific case in that this en-
ergy happens to be near the top of the hole band around
(pi, pi) (not shown here), where the density of states is
large and consequently the QSFs show a noticeable in-
tensity around (pi, pi) as shown in Fig. 2(d). Above this
energy region, one approaches gradually to the Fermi en-
ergy, so the QSFs will copy the main features of the FS.
In this case, the QPI pattern is dominated by two sets of
vertical dimers along the qy direction as indicated by the
q1 and q2 arrows in Fig. 2(e) for ω = −0.04, which arises
from the inter-hole-pocket and intra-hole-pocket scatter-
ings, respectively [see Fig. 2(f)]. What we distinguish
the two sets of vertical dimers comes from the features
exhibited in the QSF shown in Fig. 2(f). From this fig-
ure, one can see that the contour of the QSF is elongated
along the qy direction, so that the portions of the con-
tours connected by q2 become more or less flat, and thus
the scatterings across the vertical nearly flat portions are
dominant and give rise to the vertical dimers. Actually,
this kind of dimer structure of the QPI patterns persists
in the energy regime of −0.03 < ω < −0.01. In the
positive energy regime, the dimer structure of the QPI
pattern diminishes gradually. The typical QPI pattern
is shown in Fig. 2(g) for ω = 0.08, which is dominated
by a peak around the Γ point. This is consistent with
the QSFs analysis, where its anisotropy weakens signif-
icantly in the positive energy regime [Fig. 2(h)]. It is
mainly because the energy band above the Fermi level is
less distorted by the SDW formation, as can be seen from
a comparison between Fig. 1(b) and (d). It was carefully
5FIG. 3. (Color online) QPI patterns in the magnetically
driven nematic phase. Panels (a) and (c) are the QPI patterns
at ω = −0.14 for ξ = 80 and ξ = 20, respectively. Panels (b),
(d) are the QPI patterns at ω = −0.04 for ξ = 80 and ξ = 20,
respectively.
checked that the above mentioned features of the QPI
patterns persist for weak impurity scattering regardless
of the sign of V .
Theoretically, the features of the QPI patterns in
the SDW state have been investigated by previous
studies37–39. Similar to the results presented in Fig. 2(e)
and (f), the highly anisotropic QPI patterns obtained by
previous studies37–39 are directly related to the topology
of the SDW distorted constant energy contours. Here,
we emphasize another cause leading to the dimer struc-
ture in QPI pattern, that is the highly anisotropic SDW
gaps in the momentum space which is directly related to
the orbital characters of the folded bands as addressed
above.
In the magnetically driven nematic phase, the long-
range SDW order gives way to the short-range antiferro-
magnetic correlation which is modelled by the Lee-Rice-
Anderson formula28 as introduced above. In this case,
the magnetic correlation length ξ is the relevant param-
eter. Therefore, let us study the evolution of the QPI
patterns with the reduction of the magnetic correlation
length ξ. The QPI patterns for ω = −0.14 are shown
in Fig. 3(a) and (c) for ξ = 80 and ξ = 20, respec-
tively. Compared to that with the SDW long-range order
[Fig. 2(a)], the main feature still exhibits the anisotropy
with the noticeable intensity of the pattern along the qy
direction. It is the consequence of the gap opening due
to the short-range magnetic correlation similar to that in
the SDW scenario discussed above. The variation is that
two new peaks emerge at the two ends of the dimer-like
structure. From Fig. 3(a) and (c), one can also see that
this kind of QPI structure is less affected by the change
of ξ from 80 to 20. We also notice that it preserves in
the same energy window of −0.2 < ω < −0.12 to the
case of the SDW order. It is interesting to notice that
similar QPI patterns have been experimentally observed
FIG. 4. (Color online) QPI patterns and intensity maps of
QSFs in the SDW state with and without the off-diagonal
SDW orders. Panels (a) and (c) are the QPI patterns for
ω = −0.15 without and with the off-diagonal SDW orders,
respectively. The intensity maps of the corresponding QSFs
are plotted in the right panels.
in the ferropnictide 122 compounds40, although the ob-
served dimers are shorter. The results for ω = −0.04
are presented in Fig. 3(b) and (d). It shows that the
q1 and q2 dimers presented in the SDW state merge to-
gether to give rise to a loop around the Γ point when
the correlation length is ξ = 80. The mergence becomes
strongly with the further decreasing of ξ, and eventually
a nearly flat-top broad peak around the Γ point will ap-
pear, as has already been seen from Fig. 3(d) for ξ = 20.
Thus, it can be found that the anisotropy of the QPI
patterns weakens significantly with the reduction of ξ.
With a finite correlation length ξ, the SDW gives way
to the damped spin excitations. The damping becomes
stronger with the decrease of the correlation length ξ. As
a result, the quasiparticle peak is broadened correspond-
ingly due to its coupling to these damped spin excita-
tions as indicated by the Lee-Rice-Anderson formula28
used above, so do the main features of the QPI around
the Γ point. In the case of ω = −0.14, the dimer struc-
ture along the qy direction in the SDW phase is mainly
caused by the opening of the SDW gap along the kx di-
rection of the single-particle spectrum which is affected
less by the quasiparticle damping. Thus, the anisotropic
feature of the QPI pattern for ω = −0.14 persists even
when ξ is significantly reduced.
It was checked that the above mentioned features of
the QPI patterns are qualitatively unchanged when the
interacting parameters vary within a realistic region sug-
gested in Ref.26. We have also considered the effects of
the band structure on QPI patterns by using the LDA
energy bands of LiFeAs41–43. It was found that the QPI
patterns also exhibit the prominent dimer structure when
6energy is in the SDW gap region. The dimers of the QPI
patterns persist when the energy is around the Fermi
level, and they weakens gradually with the reduction of
the magnetic correlation length in the magnetic nematic
phase. It should be noticed that there exist significant
differences between the energy bands of LiFeAs and those
of LaOFeAs24,41,42. Thus, the QPI features established
above is robust.
Furthermore, it was checked that the main features
of the QPI patterns remain when the off-diagonal SDW
orders are considered. Here, we do not present detail
comparisons between the QPI patterns with and with-
out the off-diagonal SDW orders in all cases. Instead,
we give a typical example to show the behaviors of the
scattering patterns when the off-diagonal SDW orders
are taken into account. We show the QPI patterns for
ω = −0.15 in Fig. 4(a) and (c) in the SDW state without
and with the off-diagonal SDW orders, respectively. As
shown in Fig. 4(a), the QPI pattern for ω = −0.15 ex-
hibits a dimer-like structure orienting along the qy axis
which is similar to that presented in Fig. 4(c) with the off-
diagonal SDW orders, although some differences around
the Γ point exists. This stems from the effect of the
highly anisotropic SDW gaps in momentum space, which
is less subjected to the inclusion of the off-diagonal SDW
orders as shown by the QSFs in Fig. 4(b) and (d). We
also note that there is an approximate 10% increase in
magnitudes of the converged diagonal SDW orders after
including the off-diagonal terms as presented in Sec.IIA.
As a consequence, the QPI pattern shown in Fig. 4(c) for
ω = −0.15 has nearly the same structure as that shown
in Fig. 2(a) for a slightly different energy of ω = −0.14.
B. QPI patterns in the orbital scenario of
nematicity
Experimentally, it was found that the degeneracy be-
tween the dxz and dyz bands is lifted at a temperature
coincident with the onset of nematicity6,8,12. Theoret-
ically, it was proposed16,29,30 that the nematicity may
originate from the orbital fluctuations. However, it is
difficult to distinguish the orbital driven nematicity from
its spin counterpart due to their mutual coupling4. In
this section, we study the QPI patterns induced by the
potential scattering in the orbital scenario of nematicity.
We note that it was recently revealed by ARPES
experiments that the orbital order is strongly momentum
dependent in FeSe44,45. With the help of the symmetry
analysis, we will first obtain the general form of the
orbital order up to the nearest-neighbor sites. In the
present model, the point group of the Fe plane is
{e, c14, c24, c34, cx, cy, σ+, σ−}, where cn4 = (c14)n with c14
a pi/2 rotation along the z axis followed by a Fe plane
mirror reflection, cx and cy are pi rotations along the x
and y axis of the Fe-Fe bond, respectively. σ+ and σ−
are two mirrors determined by the nearest-neighbor Fe
and As atoms, respectively. It was found experimentally
that the Dirac cone dispersion exists in the SDW state46.
As pointed out by previous study31, the emergence of
the Dirac cones is a consequence of the cx and cy
symmetries. In this way, we expect that the cx and
cy symmetries are preserved in the SDW state. As
proposed theoretically14–17, the SDW state is expected
to occur as a result of the spontaneous symmetry
breaking of the nematic phase. Thus, the cx and cy
symmetries are preserved in the nematic phase. This is
further supported by recent ARPES observations47,48.
In this way, the point group of the nematic phase is
{e, c24, cx, cy}. Generally, the Hamiltonian for the orbital
order can be written as Horb =
∑
ij,ab,σ λij,abC
+
iaσCjbσ,
where i, j and a, b are the lattice sites and orbital indices,
respectively. Considering the point group symmetry and
that the t2g orbitals dominate the low energy electronic
bands, we find that the Horb with only the on-site
orbital order reads
∑
i,σ λ0(C
+
iσ,xzCiσ,xz − C+iσ,yzCiσ,yz).
Other terms, such as
∑
iσ C
+
iσ,xzCiσ,yz, are forbidden
since they break the cx and cy symmetries. The Horb
with the orbital orders up to the nearest-neighbor sites
are written as
∑
kσ λ0(C
+
kσ,xzCkσ,xz − C+kσ,yzCkσ,yz) +
λ1(cos kx + cos ky)(C
+
kσ,xzCkσ,xz − C+kσ,yzCkσ,yz) +
λ2(cos kx − cos ky)(C+kσ,xzCkσ,xz + C+kσ,yzCkσ,yz) +
iλ3 sin kxC
+
kσ,xyCkσ,xz − iλ3 sin kyC+kσ,xyCkσ,yz + h.c. +
λ4(cos kx − cos ky)C+kσ,xyCkσ,xy. We can of course con-
struct the orbital orders up to the next-nearest-neighbor
sites in a similar way, however, this introduces more
parameters which complicate the problem. In general,
the magnitude of the order will decrease with the
increase of the lattice distance. So, we will focus on the
orbital orders up to the nearest-neighbor sites which are
believed to have captured the main physics.
1. orbital order with momentum dependence
We use the above obtained Hamiltonian for the orbital
orders to fit the splitting energy between the dxz and dyz
bands observed in experiments44,45. Experimentally, the
splitting at Γ point is about 0.02, and that between the
dyz band at X point and the dxz band at Y point is in-
creased to be 0.08. The parameters are λ0 = 0.01, λ1 =
0, λ2 = 0.015, λ3 = 0.005, λ4 = 0.002, which can repro-
duce the experimental data well. The resulted energy
bands are shown in Fig. 5(a). The outer hole band along
the (0, 0) − (pi, 0) direction is mainly of the dyz orbital
character, while that along the (0, 0)− (0, pi) direction is
of dxz character.
Let us first discuss the effects on the energy band due
to the orbital orders. Because the outer hole band and
the electron band along the kx axis are even and odd par-
ities under the cx operation. As a result, no gap opens at
the intersection point (0.84pi, 0) between the outer hole
band and the electron band. It leads to a Dirac cone dis-
persion around (pi, 0). Equivalently, there exists another
Dirac cone band around (0, pi). The locations of the two
7FIG. 5. (Color online) (a) Energy bands along the high sym-
metry directions in the presence of momentum dependent or-
bital order. The outer hole band along the (0, 0)− (pi, 0) and
(0, 0)− (0, pi) directions are mainly composed of the dyz and
dxz orbitals, respectively. The two black squares mark the
location of the two Dirac nodes which reside on the kx and
ky axes. (b) Linear dispersion for the Dirac cone located at
kx axis. This panel is plotted along the (0.84pi, ky) line. The
Dirac node locates at (0.84pi, 0).
Dirac points are marked by the black squares in Fig. 5(a).
These two Dirac cones are inequivalent in energy due to
the C4 symmetry breaking induced by the orbital orders.
The node energies are ωx = −0.21 and ωy = −0.14 for
the Dirac cones located at the kx and ky axes, respec-
tively. In Fig. 5(b), we show the dispersion of the low
energy Dirac cone at (0.84pi, 0) along the (0.84pi, ky) di-
rection. It is interesting to notice that the similar cone
like dispersion has been observed by the recent ARPES
measurements on thin FeSe films47,48, although the ob-
served Dirac cone is just below the Fermi level. On the
other hand, compared to the complicated energy bands
reconstruction induced by the SDW order as shown in
Fig. 1(c), the distorted energy bands due to the orbital
orders are dominated by two hole bands around the Γ
point and two electron bands around the (pi, 0) and (0, pi)
points.
Now, we turn to the study of the energy evolution of
the QPI patterns in the orbital scenario of nematicity.
The results are obtained in a wide energy window from
ω = −0.3 to ω = 0.3, and the anisotropy of the QPI
pattern is rather weak when ω > −0.06 suggesting that
it is irrelevant to the orbital orders above this energy.
Thus, we show the typical patterns in Fig. 6 (a), (c), and
(e) for ω = −0.24, −0.18 and −0.1, respectively. For
ω = −0.24, the scattering pattern is highly anisotropic
with its main intensity along the qx axis, leading to a
horizontal dimer. When the energy is increased to be
near ω = −0.18, the QPI pattern turns to be a vertical
dimer. This vertical dimer remains up to a higher energy
ω = −0.1 which is slightly above ωy, although additional
structures develop around the dimer. With the further
increasing of energy, the anisotropy of the QPI patterns
weakens significantly. Especially, the scattering patterns
exhibit little anisotropy in the positive energy region.
The transition of the QPI patterns from the horizontal
to vertical structure is associated with the inequivalent
energy positions of the two Dirac cones due to the C4
symmetry breaking induced by the orbital orders. As
FIG. 6. (Color online) Energy evolution of the QPI patterns
in the orbital driven nematic phase with strongly momentum
dependent orbital order. Left panels are the QPI patterns for
ω = −0.24, −0.18 and −0.1, respectively. Right panels are
the intensity map of the corresponding quasiparticle spectral
functions.
shown in Fig. 6(b), (d) and (f), the spectral function
shows a large intensity around the Dirac cones. It at-
tributes to the small velocity of the outer dyz and dxz
bands around the two Dirac cones. So, the QPI process
is dominated by the Dirac cone to Dirac cone scatter-
ings of quasiparticles. For ω = −0.24, the nearby Dirac
cones situate at the kx axis. But, for ω = −0.18 and
-0.1, they situate at the ky axis. So, the Dirac cone to
Dirac cone scatterings lead to the transition of the QPI
patterns which is related to the presence of the orbital
orders.
2. orbital order without momentum dependence
Though the orbital order is momentum dependent in
FeSe44,45, this may vary in different kinds of IBSCs. As
a comparison, we will study the energy evolution of the
QPI patterns with a momentum independent orbital or-
der in this section. The parameters λ0 = 0.04, λ1,2,3,4 = 0
give rise to a momentum independent orbital order as
that used in previous studies29,30. As shown in Fig. 7(a),
the resulted energy splitting between the dxz and dyz
8FIG. 7. (Color online) Energy bands reconstruction and the
energy evolution of the QPI patterns in the orbital driven ne-
matic phase with the momentum independent orbital order.
Panel (a) is the energy bands along the high symmetry di-
rection. The outer hole bands along the (0, 0) − (pi, 0) and
(0, 0)− (0, pi) directions are mainly of the dyz and dxz charac-
ters, respectively. Panels (b), (c) and (d) are the QPI patterns
for ω = −0.24, −0.18 and −0.1, respectively.
bands are 0.08 at Γ. And it has the same splitting energy
between the dxz band around Y and the dyz band around
X. The magnitude of this splitting energy is comparable
to that obtained by the ARPES experiments12,35.
To make a comparison to the results for the momentum
dependent orbital order, we present the QPI patterns at
ω = −0.24, −0.18, and −0.1 in Fig. 7(b)-(d). Quite
similarly, the main feature of the QPI patterns exhibits
a transition from the horizontal dimer at a low energy
ω = −0.24 to the vertical dimer at ω = −0.18, and the
vertical dimer persists up to a high energy ω = −0.1.
It should be noticed that the horizontal dimers with the
highest intensity in Fig. 7(c) are not the substantial fea-
ture of the QPI pattern due to the fact that they diminish
when the energy is away from ω = −0.18. It is carefully
checked that the main features of the QPI patterns keep
unchanged when the orbital orders evolve smoothly from
the strongly momentum dependent case to the momen-
tum independent case, if the splitting energy between
the dxz band at Y and the dyz band at X is fixed to
be 0.08. Thus, the above established transition of the
QPI patterns is a robust phenomenon, regardless of the
momentum dependence of the orbital orders. The dif-
ference in the energy splitting of the dxz and dyz bands
between the momentum dependent and independent or-
bital orders is that there is a constant energy splitting
in the latter case. Thus, the two Dirac cones that situ-
ate near the (pi, 0) and (0, pi) points are not affected by
the difference of the momentum dependence of the or-
bital order as shown clearly in Fig. 5(a) and Fig. 7(a).
Thus, the main feature of the QPI patterns is unchanged
because it mainly arises from the Dirac cones to Dirac
cones scatterings.
Before concluding Sec.IIIB, it is worth mentioning that
the transition of the QPI patterns is related to the C4
symmetry breaking induced by the orbital order and the
parities of relative bands which are both involved with
the symmetry of the orbital nematic phase. Thus it is
expected that the above established transition remains
unchanged when the interactions between electrons are
taken into account. Actually, there exists numerical
evidence49 that the symmetries of relative bands do not
change when the correlation effects are considered. We
also note that the established transition of QPI patterns
occurs at energies much below the Fermi level. Consid-
ering that the bandwidth is significantly reduced when
the Coulomb interactions are taken into account49–52,
we expect that the energy difference between the tran-
sition and the Fermi level will be reduced and it will
facilitate the experimental measurements. On the other
hand, it was experimentally found on the FeSe films that
the Dirac cones reside slightly below the Fermi level47,48.
This indicates that the transition of QPI patterns can be
observed at energies close to the Fermi level in some iron
pnictides, at least in the FeSe films.
IV. SUMMARY AND DISCUSSION
In conclusion, we have studied theoretically the quasi-
particle scattering interference patterns in the nematic
phase of the iron-based superconductors based on the
magnetic and orbital scenarios, respectively.
Deep in the SDW state, the QPI patterns exhibit a
dimer structure in a wide energy region and develop a
bi-dimer structure when the energy is increased to be
near the Fermi level. It is also shown that the dimer
structure of the QPI patterns still exists when the SDW
state is replaced by the state with fluctuating magnetic
order, though the bi-dimer structure is smeared due to
the mergence of the two sets of dimers when the short-
range correlation length is significantly decreased.
Thus, we identify that the QPI dimers present in the
SDW and the magnetic nematic phase orient along the
ferromagnetic direction of the SDW order as long as the
correlation length is not significantly decreased. Our re-
sults based on the magnetic scenario of nematicity are
qualitatively consistent with the STM observations on
NaFeAs22.
In the orbital scenario of nematicity, the QPI patterns
are dominated by a dimer structure along the qx or qy
axes in a wide energy region. A pi/2 rotation of the dimer
structure occurs when the energy increases from the lower
Dirac node to the higher one. Above the two Dirac nodes,
the anisotropy of the QPI patterns is significantly weak-
ened. Furthermore, it is found that this transition is
insensitive to the momentum dependence of the orbital
order.
Theoretically, the suggestions for distinguishing the
9SDW order from the orbital driven nematicity by using
STM technique have been proposed53,54. Plonka et al.53
focus on the contributions of the band extrema (local
maxima or minima in the bands) to the local density of
states (LDOS) and QPI. They found that the features re-
lated to the differences between two band extrema which
track the orbital splitting or the SDW gap can be used
to distinguish between the orbital splitting and the SDW
order. The features are easy to be detected in LDOS, but
are obscured in QPI by contributions from orbitals other
than dxz and dyz. Eremin et al.
54 focus on the QPI at
an energy near the Fermi level, so the anisotropic QPI
patterns are closely related to the topology of the SDW
or orbital order distorted constant energy contours near
the Fermi level. Here, we uncover the significant contri-
butions to QPI from the Dirac cone to Dirac cone scat-
terings of quasiparticles in the orbital scenario. For the
magnetic scenario, we elaborate the robust dimer struc-
ture in QPI patterns resulting from the highly anisotropic
SDW gaps in the momentum space which are directly re-
lated to the orbital characters of the folded bands. We
further show that due to the inequivalent energies of the
two Dirac nodes, the dimer structure in the orbital sce-
nario undergoes a pi/2 rotation with the increase of en-
ergy, which contrasts clearly with the case of the mag-
netic scenario. These features of the QPI patterns have
not been addressed in previous studies37–39,53,54. In addi-
tion, compared to Ref.54 in which the two-orbital model
is used, we carry out the calculations by using the more
realistic five-orbital model.
From the results presented in this paper, we conclude
that the QPI patterns exhibit dimer structure in a wide
energy region in both the magnetic and the orbital sce-
narios of nematicity. The dimer tends to orient along the
ferromagnetic direction in the magnetic case. However,
it undergoes a pi/2 rotation with the increase of energy in
the orbital case. Thus, our results established in this pa-
per for the QPI patterns may be used to probe the origin
of nematicity in various iron-based superconductors.
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