Introduction
connected neural network [9] . Our proposed routing strategy in this paper is based on this routing strategy. We first briefly describe the routing strategy using a mutually connected neural network [9] in this section. A model of the communication network consists of nodes and links. Each packet is transmitted to the nodes according to the FIFO (First-In First-Out) principle. Each node receives multiple packets simultaneously and has a buffer to store some of the packets. The packets are removed from the communication network if the packets are transmitted to nodes that have full buffers. In addition, the packets are also removed when they exceed a fixed threshold of packet movements. The communication network model has N nodes, where the ith node is connected to N i adjacent nodes. Hence, a mutually connected neural network that has N i neurons is assigned to each node. Fig. 1 . Schematic representation of the neural network in this paper. In this example, the ith node has three adjacent nodes. The neural network of the ith node is therefore constructed by three neurons that correspond to adjacent nodes 1, 2, and l. Figure 1 shows an example of the communication network model. In the mutually connected neural network, the ilth neuron corresponds to the connection between the ith and lth nodes. The routing strategy based on this mutually connected neural network determines the transmission node by minimizing an energy function defined as follows:
where J ik,il is the connection weight between the ikth neuron and the ilth neuron, b l is the buffer size of the lth adjacent node, q l is the number of stored packets in the lth adjacent node, d l is the shortest distance from the lth adjacent node to the destination of the packet at the ith node, d c is the longest distance among any shortest paths, η is the control parameter that decides the priorities of the first and second terms, and ξ is the control parameter that guarantees the uniqueness of the firing neurons. In Eq. (1), the second term expresses the load distribution of the adjacent nodes, and the third term expresses the distance of the packet from the ith node to the destination. The last term guarantees that only a single neuron fires in each neural network. By minimizing this energy function, the lth adjacent node is easily selected as the transmitted node from the ith node if the distance to the destination is the shortest from the lth adjacent node and the lth adjacent node has a small number of packets in its buffer.
The internal state of the mutually connected neural network is updated using the same method as the one proposed by Hopfield and Tank [11] . The output of the ilth neuron v il is described as follows:
(if the ith node is adjacent to the lth node), 0 (otherwise).
(2)
A new variable h il is then introduced to express the internal state of the ilth neuron. Moreover, when the ith and lth nodes are adjacent, the internal state of the ilth neuron h il changes according to the following differential equation:
Further, Eq. (3) is obtained by partially differentiating Eq. (1) with respect to v il . In other words,
Then, from Eq. (3), we obtain,
Thus,
Equation (5) indicates that the energy function E always decreases when h il changes according to Eq. (3). In other words, the energy function of Eq. (1) decreases according to the steepest descent method.
In this method, the firing of the neuron is determined using the threshold θ for the state of the neuron. The ilth neuron fires if v il ≥ θ and does not if v il < θ. When the ilth neuron fires, a packet at the buffer head of the ith node is transmitted to the lth adjacent node.
We now evaluate the effectiveness of the routing strategy based on the mutually connected neural networks [9] for regular and irregular topological communication networks (see Figs. 2 and 3). We conducted numerical packet routing experiments using the following procedure. First, we randomly generated packets at all nodes in the communication network according to a uniform distribution. Each packet had a randomly assigned destination. Link selection was then conducted simultaneously at every node and the packets were transmitted to the adjacent nodes. The packets transmitted from the nodes were stored at the buffer tail of the adjacent node. d l in Eq. (3) is set to the shortest distance from the lth adjacent node to the destination of packet. Thus, d l dynamically changes depending on the location of destination. In addition, d c in Eq. (3) is selected as the longest distance among any shortest paths in the communication networks. We set the buffer size of every node to 100 and limited the number of packet movements between nodes to 20. A packet was removed when the buffer of the transmitted adjacent node was full and the packet exceeded the allowable number of packet movements. Moreover, we fixed the total number of packets in the communication network. We then added a new packet whenever a packet was removed or arrived at its destination. The source and destination of the newly added packet was randomly assigned using uniformly distributed random numbers.
Experimental simulations were conducted by the discrete time as the same ways in [9] . In these simulations, we set β = 3.0, η = 0.1, 0.3, 0.5, 0.7, and 0.9, and ξ = 0.3 in Eq. (3). In addition, we set the threshold for the state of neuron θ = 0.9. We set the number of iterations T (i.e., the link selection and packet transmission simultaneously conducted at every node) to 1, 000. We conducted 10 simulations for five different values of η and averaged the results.
To evaluate the performance of the conventional neural-based routing strategy, we used the following quantities: average number of packets at each node (S), average number of packets lost before arriving at their destinations (L), and average number of packets arriving at their destinations (Ā). These quantities are defined byS
where S i is the number of packets at the ith node, T is the number of iterations, L(t) is the number of lost packets at the tth iteration, and A(t) is the number of arriving packets at the tth iteration. Figure 4 shows the average number of arriving packets (Ā) for regular ( Fig. 4(a) ) and irregular ( Fig. 4(b) ) topological communication networks. As shown in Fig. 4(a) , when the average number of packets at each node (S) is below 90, all routing strategies except for the η = 0.1 and η = 0.9 cases achieve a higher packet arrival rate in regular topological communication networks. However, if the routing strategy is applied to irregular topological communication networks, the average number of arriving packets drastically decreases in almost all cases ( Fig. 4(b) ). Figure 5 shows the average number of lost packets (L) for regular ( Fig. 5(a) ) and irregular ( Fig. 5(b) ) topological communication networks. In Fig. 5 , although almost all the packets are transmitted to their destinations in the regular topological communication network ( Fig. 5(a) ), the average number of lost packets in all the η cases increases for the irregular topological communication network ( Fig. 5(b) ). These results indicate that the performance of the conventional neural-based routing strategy declines when it applied to irregular topological communication networks. Congestion levels of the nodes as a function of the number of iterations (T ) and node index using the conventional neural-based routing strategy with η = 0.5 for the (a) regular topological network ( Fig. 2) and (b) irregular topological network (Fig. 3 ). In these simulations, we set the average number of the packets at each node (S) to 50.
we then propose a neural-based routing strategy with transmission information along the shortest path to the destination of packet. By using this transmission information effectively, we expect that the packets are quickly transmitted to the destinations by avoiding the congested node. Here, the transmission information is the accumulated number of packets in the buffer of each node on the path to the destination.
The calculation cost of the conventional neural-based routing strategy [9] becomes O(N 3 ) because it measures the packet transmission information between the jth and lth adjacent nodes expressed by v jl in the first term in Eq. (1). On the other hand, because the proposed routing strategy measures the packet transmission information along the shortest paths of the packets without using v jl , the calculation cost becomes O(αN 2 ) = O(N 2 ). The proposed routing strategy then evaluates the optimum adjacent nodes much faster than the conventional neural-based routing strategy.
We implement two different types of transmission information in this paper. The first is the moving average transmission information, and the second is the exponentially averaged transmission information. This transmission information is then added to the energy function defined by Eq. (1).
Moving average transmission information
This strategy determines the optimal adjacent node for routing the packets by minimizing the following energy function:
In Eq. (6), b d is the buffer size of the dth node, q d is the number of packets in the buffer of the dth node, R is the set of nodes on the shortest path from the ith node to the destination of the packet, and α is the control parameter that determines the acquisition range of the transmission information from the ith node. The difference between the original neural-based routing strategy of Eq. (1) and this routing strategy is that the moving average transmission information is introduced in the first term, namely, (1/α) α d∈R (q d /b d ).
Exponentially averaged transmission information
This neural-based routing strategy evaluates the optimal adjacent node for routing packets using exponentially averaged transmission information. In this case, the energy function is defined as follows:
In Eq. (7), k (0 < k < 1) is the decay parameter of the transmission information. In the same manner as in the moving average transmission information, this routing strategy exponentially averages the transmission information using the first term in Eq. (7) .
In both these neural-based routing strategies, the congested nodes will be effectively avoided by introducing the transmission information of the packets to the destinations. The packets will then be reliably transmitted to their destinations.
Numerical experiment
In this section, we evaluate the performance of four routing strategies. The first is the proposed neural-based routing strategy with the moving average transmission information and the second is the same strategy with the exponentially averaged transmission information. The third is the originally proposed neural-based routing strategy [9] , and the last is the shortest path strategy that is commonly employed in real-world systems. We applied these routing strategies to the irregular topological communication network (Fig. 3) and scale-free networks [12] .
In these simulations, we adopted the same experimental assumptions and parameter settings as those in Section 2. We fixed α = 2.0, k = 0.6, and η = 0.5 in Eqs. (6) and (7) in these simulations.
First, we evaluated the performance of the two types of proposed neural-based routing strategies as mentioned in the previous section, the original neural-based routing strategy [9] , and the shortest path routing strategy in the irregular topological communication network (Fig. 3 ). We evaluated these strategies using the average number of packets arriving at their destinations (Ā) and the average number of packets lost before arriving at their destinations (L). Fig. 7 . Relationship of the average number of packets at each node (S) to the (a) average number of packets arriving at their destinations (Ā), and (b) average number of packets lost before arriving at their destinations (L) for the irregular topological communication network (Fig. 3 ). Figure 7 shows the average number of packets arriving at their destinations (Ā), and the average number of packets lost before arriving at their destinations (L) for the irregular topological communication network (Fig. 3) . In Fig. 7(a) , the proposed neural-based routing strategy with the exponentially averaged transmission information (EA) achieves a better arrival rate than the proposed routing strategy with the moving average transmission information (MA), the conventional neuralbased routing strategy (Conventional) and the shortest path approach (SP) when the average number of packets at each node (S) is below 50. However, the Conventional strategy shows higher arrival rate than the MA, EA, and SP strategies if theS is larger than 60. In addition, as shown in Fig. 7(b) , the EA strategy loses fewer packets than the other routing strategies when the average number of packets at each node is less than 50.
From these results, we can see that the performance of the conventional neural-based routing strategy is enhanced by adding the transmission information. In particular, EA plays a significant role in alleviating packet congestion if a small number of packets are flowing in the communication networks.
In particular, because existing communication networks exhibit the scale-free property [13] , it is of interest to consider scale-free networks [12] . In the same manner as described in the previous simulations, we evaluated the performance of the two types of the proposed neural-based routing strategies, the Conventional and SP strategies in the scale-free network.
Scale-free networks are constructed by the following procedure [12] . We begin with a complete graph of four nodes. We then insert a new node with four links at every time step. Next, we connect the four links of the newly added node to the nodes that already exist in the network with probability Π(k i ) = k i / N j=1 k j , where k i is the degree of the ith node (i = 1, . . . , N), and N is the number of the nodes at the current iteration. Figure 8 shows the average number of packets arriving at their destinations (Ā) and the average number of packets lost before arriving at their destinations (L) for the scale-free networks. In Fig. 8(a) , the EA strategy achieves a better arrival rate than the other routing strategies when the average number of packets at each node (S) is less than 70. In addition, in Fig. 8(b) , the EA loses fewer packets than the other routing strategies.
The node congestion levels for the Conventional and EA strategies for the scale-free networks are shown in Fig. 9 . Here, we see that although both the Conventional and EA strategies show similar congestion levels for scale-free networks, some nodes using the EA strategy show lower congestion levels than those using the Conventional strategy.
To implement the routing strategy into real-world systems, it is necessary to check the robustness of proposed routing strategy for various parameter settings. We then evaluate the robustness of the EA strategy by the irregular topological communication network (Fig. 3 ) and scale-free networks. Because vital parameters that determines the performance of EA strategy defined by Eq. (7) are η that decides the priorities of the first and second terms, and α that determines the acquisition range of the transmission information, we measured the average number of packets arriving at their destinations (Ā) for various η and α cases. The average number of packets arriving at their destinations (Ā) as a function of parameters η and α in Eq. (7) by the irregular topological communication network (Fig. 3 ) and the scale-free networks are shown in Fig. 10 . Here, we see that if η is in between 0.2 and 0.4 and α is in between 2 and 3 ( Fig. 10(a) ), the EA strategy achieves a better arrival rate of the packets in the irregular topological communication network. In addition, the EA strategies shows good performance if η is in between 0.4 and 0.7, and α is in between 2 and 3 for the scale-free networks ( Fig. 10(b) ).
From these results, we can see that the exponentially averaged transmission information is the key to quickly transmit packets in scale-free networks. As we have already mentioned, real packet communication networks have a scale-free property, and hence these results indicate that the neural-based routing strategy with the transmission information has potential as a strategy to alleviate the packet congestion that frequently occurs in real packet communication networks.
Conclusion
In this paper, we proposed two types of neural-based routing strategies with the transmission information, namely, one with moving average transmission information and another with the exponentially averaged transmission information. These routing strategies determine the optimal adjacent node for transmitting the packet using the distance and the transmission information (the accumulated number of the packets on the paths to the destinations). We then evaluated the routing strategies in irregular topological communication networks and scale-free networks. From the numerical experiments, we confirmed that the performance of the neural-based routing strategy with exponentially averaged transmission information performs better than the originally proposed routing strategy and the shortest path approach that is commonly employed by real packet communication networks. However, the proposed routing strategies and the conventional load-distribution strategy show almost the same performance if a large number of packet flows in communication networks. To improve this, we will then analyze the declines of the proposed strategy by this case in the future work. Further, in this paper, we assumed that the information of the accumulated number of packets on the path was instantaneously obtained by every node. In future, we will consider how to deal with the delay of this information in order to implement the proposed neural-based routing strategy into real-world systems. In addition, we plan to evaluate the implementability of our proposed neural-based routing strategy using a network simulator.
