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Today, single-photon emission computed tomography (SPECT) is one of the most applied 
clinical imaging techniques. It allows imaging the dynamic 3-D distribution of 
radiolabelled molecules (“tracers”) in vivo, thus offering the possibility to characterize 
pathological and functional properties of organs and tissues non-invasively and 
longitudinally [1, 2]. The radionuclides used in SPECT tracers usually allow long-distance 
transportation from the production site (most times a reactor) to hospitals and research 
centres, and relatively long-time storage in contrast with most positron emission 
tomography (PET) tracers. As a result, many common SPECT tracers are now 
commercially available. PET usually requires a costly on-site cyclotron and associated 
personnel to produce the most often used positron-emitting tracers. (Nevertheless, for a 
subset of applications, a few PET tracers labelled with long-lived isotopes such as 89Zr are 
also available.) 
In addition to clinical SPECT, pre-clinical SPECT (for imaging of laboratory 
animals) plays an increasingly important role in biomedical research [3–7]. In order to e.g. 
study models of human disease in small animals—usually rodents—novel SPECT devices 
with ultra-high resolution are required, to obtain sufficient detail in the small target organs. 
In most small-animal SPECT systems, the high spatial resolution is achieved by using 
pinhole collimation [8–13]. Although the principles of pinhole camera and pinhole 
magnification are quite simple and well known, many different technologies need to be 
developed in order to obtain high-resolution 3D and 4D images based on pinhole SPECT. 
1.1 Pinhole imaging 
Photons travel in straight lines, thus an inverted image of the illuminated field-of-view 
(FOV) is produced when photons are passing through a pinhole. This effect has been 
mentioned for the first time in Mozi, the philosophical text compiled by Mohists in ancient 
China in the 5th century BCE. In the 9th century CE, during the Tang Dynasty, the image of 
an inverted Chinese pagoda is mentioned in Duan Chengshi’s book Miscellaneous Morsels 
from Youyang. Later, the Song Dynasty Chinese scientist Shen Kuo experimented with 
camera obscura in the 11th century and was the first to establish its geometrical and 
quantitative attributes [14]. Similar discoveries were also made in the West and the Middle 
East, by Aristotle, Euclid, Ibn al-Haytham, Robert Grosseteste, Roger Bacon, Leonardo da 
Vinci, Gemma Frisius, Giambattista della Porta and so on [15–19]. After that, the pinhole 
technique was tried several times by photographers such as Sir William Crookes and 
William de Wiveleslie Abney; Sir David Brewster, a Scottish scientist, took the first 
photograph with a pinhole camera in 1850 [20]. Actually, pinhole cameras are not only used 
by scientists, photographers or artists. Pinhole imaging is a common phenomenon in nature, 
e.g. through holes in the leaf canopy of trees. (Figure 1.1). More data about the history of 




The pinhole camera model has been studied thoroughly. One simple but important feature is 
that the image can be either magnified or de-magnified compared to the original object, 
depending on the ratio of the distance between pinhole and image plane to the distance 
between pinhole and object. This creates the opportunity to use pinhole cameras for the 
imaging of tiny objects and the obtaining of significantly magnified images showing many 
details. When interests are shifted from optical wavelengths to X-rays or gamma rays, 
pinhole cameras become a powerful tool in nuclear medicine.  
A pinhole gamma camera shares a very similar structure with the optical pinhole 
camera. The film, CCD or CMOS sensor at the image plane in optical cameras is most 
often replaced by a scintillation crystal coupled on to a position-sensitive light detector 
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array. When a gamma photon hits the scintillation crystal, a light flash is produced and 
subsequently read out by the detectors. The position and energy of the gamma-photon 
interaction can be determined from the intensity and position of the light flash.  
Pinhole collimators usually consist of a radiation-absorbing wall with one or more 
pinholes. While optical light can be blocked easily with a piece of thick paper, an absorbing 
wall for gamma rays must be made from materials with high atomic numbers, typically 
tungsten or lead. 
When an object is imaged with a pinhole gamma camera, the projection can be 
magnified by a factor of l/z, in which z denotes the object-to-pinhole distance, and l the 
detector-to-pinhole distance. This is illustrated in Figure 1.2 as a very simple geometric 
relationship. If the intrinsic resolution of the gamma camera is Ri, then the equivalent 
resolution of the total system with an ideal pinhole projection becomes (z/l)Ri. On the other 
hand, the resolution of a pinhole system with an ideal detector, which is also called the 
geometric resolution Rg, is described in (1.1):  
  ( ) lzlDR +≈g        (1.1), 
where D is the effective pinhole diameter that accounts for penetration of gamma rays 
through the pinhole edges. Therefore, the total system resolution R of a real pinhole gamma 










≈  [13]     (1.2). 
1.2 Pinhole SPECT and image reconstruction 
A 3-D volume of transaxial slices can be reconstructed from a set of 2-D projections. This 
technology is called “tomography”. At present, almost all dedicated small-animal SPECT 
systems use pinhole collimation, benefiting from the high resolution of pinhole gamma 
cameras [21–27]. Because a sufficient number of angular views are required for 
reconstructing a tomogram, a SPECT device usually contains a rotating component, either 
the animal bed or the detectors with collimators. There can be more than one camera in the 
system in order to obtain more projections at a single detector position, and in each camera 
there can be multiple pinholes to increase the number of gamma photons that pass through 
the collimator and to acquire more angular information with a single detector position. 
Besides rotation-based systems, there are also stationary systems. They often have multiple 
pinholes and detectors surrounding the object to acquire projections from all available 
angles simultaneously. The properties of such type of systems will be discussed in a 
following separate section. 
According to the central slice theorem, 3-D image reconstruction from 2-D 
projections can be performed analytically based on Fourier transform [28]. A family of 
filtered-back-projection-like algorithms such as the Feldkamp algorithm [29] is derived 
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from the theorem and widely used in different tomography systems. The main advantage of 
these analytical algorithms is their computational speed. However, they are usually 
sensitive to noise level, and can hardly compensate for image blurring effects on the 
detector and projection truncation. Moreover, the actual form of calculation is tightly 
related to the projection geometry of the systems. In pinhole SPECT, especially in 
multi-pinhole systems, the pinhole and detector placements are complicated and not fixed 
(i.e. the placement can be optimized differently for variable imaging tasks), but analytical 
methods generally lack flexibility to handle those different situations. Therefore, images of 
the majority of pinhole SPECT systems are reconstructed with statistical algorithms, such 
as the maximum likelihood expectation maximization (MLEM) [30] or its accelerated 
versions. These algorithms perform image reconstruction iteratively. The MLEM algorithm 
can incorporate models to compensate for different types of image degradation, such as 
pinhole and detector blurring, distant-dependent pinhole sensitivity and photon scatter. In 
addition, these statistical algorithms take the characteristics of the noise in the projections 
into account, which makes them more robust to image noise. 
1.3 Statistical image reconstruction 
A SPECT image system can be modelled as a linear transformation: 
 P = M V        (1.3). 
In this equation, V is an unknown vector of voxels that represent the discrete 
distribution of activity concentration in the object. P is the pixel vector of the projections 
that are acquired with the detectors. The transformation matrix M is usually called system 
matrix. A certain element mij of M models the system response from the j-th voxel to the 
i-th pixel, i.e. Pi = mij Vj. If we omit the effects of photon scattering and absorption within 
the object, the system matrix becomes object-independent, thus needs to be measured only 
once for each collimator and can be used for each reconstruction. 
Solving the vector V in Equation (1.3) analytically is not an easy task or not even 
possible, since it actually contains hundreds of thousands of linear equations and unknowns, 
and the exact solution may not even exist in practice. The statistical reconstruction method, 
such as the MLEM algorithm, can solve the problem by means of iterative loops employing 
estimation–comparison–update, which is illustrated in Figure 1.3. At initialization, V can be 
simply set to be a non-zero constant vector or any other better estimation depending on the 
object imaged, denoted by Ve. Then an estimated pixel vector Pe of the projection space is 
computed with the transformation M which simulates the projection process. Pe is 
compared with the real P of the measured projection. The difference of the comparison is 
back-projected to the object space as an error map and this map is subsequently used for 
updating the vector Ve. With proper methods for the comparison and update, the difference 
between Pe and P can decrease during repetition of the loop, thus the error map for 
updating Ve becomes smaller. In situations of low noise and an accurate matrix, it is 
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possible that at the end of the iterative process Pe is very close to P. Ve is then a good 
estimation of V, because they produce almost the same projections. 
MLEM has been proven to converge to the tracer distribution that has maximum 
likelihood that is caused by the measured data, but the convergence rate is relatively low. 
Therefore, acceleration has been developed. A popular one is ordered subset expectation 
maximization (OSEM) [31]. It shares the same iterative loop as that used by MLEM, but in 
one loop the calculation is applied only to a subset of the projection data, and in the next 
loop the algorithm goes to another subset and so on. A complete update using all the 
projection data one time is defined as a single iteration of OSEM. It is easy to see that the 
amount of computation in one iteration of OSEM and MLEM are comparable, but with 
OSEM the estimated voxel values are updated as many times as there are N subsets, instead 
of only once with MLEM. Consequently, the OSEM algorithm is expected to be 
approximately N times as fast as MLEM. 
Although OSEM can greatly speed up the reconstruction process, its convergence 
close to the maximum likelihood is not always guaranteed. In order to prevent inaccurate or 
divergent results, the segmentation of subsets must be carefully designed. The number of 
subsets N should be limited and the distribution of subsets should be “balanced”, so that a 
photon emitted from a certain voxel can be detected in each subset with equal probabilities. 
A recently proposed method that improves realization of OSEM is pixel-based OSEM or 
POSEM [32], in which the pixels in each subset are spread out regularly over projections 






























1.4 Stationary multi-pinhole SPECT 
As described above, some pinhole SPECT devices contain rotating gantry or animal beds 
for acquiring angular projections, while others are stationary systems with multiple 
pinholes. In such stationary multi-pinhole systems, each pinhole and its corresponded 
detector surface form a mini pinhole gamma camera that samples the projection from one 
angle. To acquire sufficient angular projections without any rotation of the heavy detectors, 
there are usually a high number of pinholes spread around the object, which also provide a 
high sensitivity for the system. Moreover, the number of viewing angles can be increased 
by smart use of different bed positions [33]. 
Because the projections from all viewing angles at a single bed position are sampled 
simultaneously in stationary systems, the time of acquiring a complete data set for 
reconstructing a tomogram can be arbitrarily short, despite the noise level. Therefore, 
stationary systems are able to perform dynamic imaging with very short time frames, which 
is very important for assessing tracer and pharmaceutical kinetics in small animals.  
Another advantage of stationary systems is that the mechanisms are inherently very 
stable over time. During acquisition, not hundreds of kilos of detectors are being rotated but 
only a small animal between about 10 and 500 grams is translated in a fraction of the time 
and with much more precision [33]. This also means relatively low expenses for 
maintenance, as compared with rotation-based systems. 
U-SPECT-II (MILabs, Utrecht, the Netherlands) is a typical stationary multi-pinhole 
SPECT system. It has 75 pinholes on its cylindrical collimator that focus on a small area 
inside the collimator. For imaging larger volumes such as the total body of an animal, an 
XYZ stage shifts the animal bed during data acquisition, which is equivalent to moving the 
focused imaging area on the animal. The large volumes are reconstructed with all acquired 
data from all bed positions by means of a scan focus method (SFM) [33]. A detailed 
description of the U-SPECT-II system is given in [26] and will also be partly covered in 
following chapters. 
A notable supplementary introduction to stationary multi-pinhole SPECT is that this 
technique can also be used for imaging the regional distribution of PET tracers if the 
collimator and pinhole apertures are designed to handle 511 keV photons. In this case, the 
photons created by annihilation are treated as single photons and traced not by 
line-of-response but by collimation [34]. Thanks to pinhole magnification, such “pinhole 
PET” (e.g. VECTor, MILabs, Utrecht, the Netherlands) can reach higher spatial resolution 
than traditional micro-PET systems, with a trade-off regarding the sensitivity and the size of 
the field-of-view that can be seen in a single bed position. 
1.5 Applications of small-animal SPECT 
Small-animal SPECT systems are capable of clarifying molecular interactions that are 
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important for assessment of drug candidates and imaging agents, for investigation of 
disease progression, and for monitoring therapeutic effectiveness of pharmaceuticals in 
longitudinal studies. 
Small-animal SPECT is able to perform cardiovascular imaging of rodents well. 
With ultra-high resolution and extremely fast acquisition speed of stationary pinhole 
systems, it is possible to perform gated imaging of tiny, fast-beating rodent hearts, which 
meets the basic requirements of cardiology studies in small animals and evaluation of new 
myocardial imaging agents in vivo [35]. 
Tumour imaging is another important application of small-animal SPECT. Imaging 
small-animal models of cancer can be used to investigate the interaction of a tumour with 
its microenvironment, monitor gene expression in a certain kind of tumour, and help to 
better define tumour volumes or identify sites of poor tissue oxygenation in radiation 
treatment plans [6]. 
Brain research can also benefit from small-animal SPECT. For instance, accurate 
imaging results could be provided by pinhole SPECT in studies of the dopaminergic system 
in mouse brain [36]. When combined with anatomic data such as MRI images, the 
functional SPECT images become particularly valuable for studying neural interactions in 
cerebral substructures. 
1.6 Thesis outline 
This thesis describes further development of quantitative multi-pinhole SPECT and some 
applications. First, a brief technical overview of small-animal SPECT and SPECT/CT 
systems is given in Chapter II, as well as a review of a list of applications in cardiovascular 
research. Chapter III focuses on myocardial perfusion imaging of mice with simultaneous 
cardiac and respiratory gating. This chapter shows heart images that were acquired with 
different gating schemes, different animal positioning, and filtered with different kernel 
sizes. The images and their derived cardiac parameters were compared. 
In order to perform more accurate and complicated animal studies, quantitative 
small-animal SPECT images are required. An important issue in absolute quantification is 
attenuation correction, which is thoroughly discussed in Chapter IV and V. Chapter IV 
proposes an optical-contour-based modified first-order algorithm for uniform attenuation 
correction, and evaluates this method in U-SPECT-II. In Chapter V, the algorithm was 
extended to use X-ray CT information so that it can perform non-uniform attenuation 
correction. A comparison between these methods is also made. Chapter VI investigates the 
influence of attenuation map inaccuracy on micro-SPECT quantification. The final chapter 
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Preclinical cardiovascular research using non-invasive radionuclide and hybrid imaging 
systems has been extensively developed in recent years. Single photon emission computed 
tomography (SPECT) is based on the molecular tracer principle and is an established tool in 
non-invasive imaging. SPECT uses gamma cameras and collimators to form projection data 
that are used to estimate (dynamic) 3D tracer distributions in vivo. Recent developments in 
multi-pinhole collimation and advanced image reconstruction have led to sub-millimetre 
and sub-half-millimetre resolution SPECT in rats and mice, respectively. In this article we 
review applications of micro-SPECT in cardiovascular research in which information about 
the function and pathology of the myocardium, vessels and neurons is obtained. We give 
examples on how diagnostic tracers, new therapeutic interventions, pre- and 
post-cardiovascular event prognosis, and functional and pathophysiological heart conditions 
can be explored by micro-SPECT, using small-animal models of cardiovascular disease. 
 
Keywords: micro-SPECT, micro-SPECT/CT, cardiovascular imaging 
2.1 Introduction 
Small-animal models of cardiac disease play an important role in cardiovascular research, 
and the ability to translate the findings to the clinic has been proven in many cases [37–39]. 
The use of radionuclide imaging in small animals has provided many advantages for 
researchers to investigate in vivo molecular processes in cardiovascular pathology. 
Small-animal single photon emission computed tomography (SPECT) systems are now 
used by many centres for tracer development, therapy evaluation and pathophysiology 
investigations. Here we discuss the basic principles and preclinical applications of 
micro-SPECT and combined micro-SPECT/CT in cardiovascular research. 
2.2 Background of micro-SPECT and micro-SPECT/CT 
SPECT is based on the molecular tracer principle and detection of gamma rays by 
radiolabelled molecules. The suitable energy range of gamma rays for clinical SPECT is 
typically around 60–300 keV. Due to the small size of rats and mice, isotopes with much 
lower energies (e.g. 125I, with 27–35 keV) can be employed in micro-SPECT, which would 
not be useful for imaging in patients. For obtaining tomographic images, tens up to 
hundreds of projection images of the animal are acquired with position-sensitive 
gamma-detectors. Today almost all small-animal SPECT is performed with pinhole 
collimators, since these collimators provide a much better noise resolution trade-off in 
small objects than parallel hole or fan-beam collimators that are commonly used in clinical 
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cardiac SPECT. Most small-animal SPECT systems rotate either the detector and collimator 
or the object [8, 10, 21, 24, 25, 40–43]. Stationary small-animal pinhole SPECT systems 
[22, 23, 26, 44, 45] do not need to be rotated since they use detector set-ups that cover 360° 
and many pinholes to provide a large number of projection angles under which the animal 
is observed. They also have the advantage that dynamic imaging is possible with arbitrarily 
short frame lengths [22, 33, 46]. 
The full 360° coverage in combination with many focusing micro-pinholes and a 
high magnification factor to maximize the information content per photon provide a very 
high reconstructed image resolution. Multiple projections from different angles that can be 
acquired at the same time in such systems facilitate excellent ECG-gated myocardial 
imaging in rats and mice, which have heart rates of around 300 and 600 beats per minute, 
respectively. For instance, the U-SPECT-II system (MILabs, Utrecht, the Netherlands) has 
75 pinholes on its interchangeable cylindrical collimators (Figure 2.1), and is based on three 
ultra-large NaI scintillation gamma-cameras. Reconstructed images can reach resolutions of 
≤0.35 mm and 0.45 mm anywhere in the body using the mouse collimators with 0.35 mm 
and 0.6 mm gold pinhole apertures, respectively, and ≤0.8 mm with the standard total body 
rat collimator. It is expected that dedicated high-resolution detectors will contribute to 
further improvement in multi-pinhole SPECT resolution, thereby expanding the field of 
application of micro-SPECT. In addition, dedicated collimators to image specific organs are 
under development, and these can dramatically boost performance. Overviews and primers 
of pinhole SPECT technology have been provided by some investigators [4, 13]. 
In contrast to PET, dual-tracer or triple-tracer images can be readily obtained with 
SPECT. Multi-tracer imaging results in shorter acquisition times and perfect registration of 
images in space and time, and each tracer represents a different biological process. Another 
advantage of SPECT is that radiotracers can be produced more easily in the laboratory 
without the need for a cyclotron, so that the cost-effectiveness of SPECT is higher than that 
of PET. Clinical PET systems have a much higher resolution than SPECT, but this is 
(b) 




reversed for micro-SPECT since the best resolution of commercial micro-PET systems is 
still above 1 mm [47, 48]. 
Perfusion SPECT provides valuable information for the diagnosis of patients with 
coronary artery disease (CAD). For example, in triple vessel disease, in which tracer 
delivery to the whole myocardium is diminished due to balanced hypoperfusion, SPECT 
images may be interpreted as normal in qualitative or semi-quantitative image analysis 
because comparison of the defective area with the region of the most intense uptake will not 
show any difference from normal. Absolute quantification of tracer uptake, which measures 
megabecquerels of tracer uptake per gram of tissue, can solve this problem [49]. The most 
prominent obstacles to absolute quantification in clinical SPECT used to be photon 
absorption and scattering, but today these problems are much smaller: SPECT systems 
equipped with transmission sources or, more recently, integrated with CT scanners are on 
the market [50–53]. These allow accurate correction for attenuation, and also use accurate 
methods to correct for scatter and collimator and detector blurring [54–63]. Cardiac and 
respiratory movements also degrade quantification, but both could be dealt with through 
(dual) gating as used in micro-PET imaging [64]. Although significant technical 
improvements for absolute quantification of myocardial perfusion using micro-SPECT have 
been introduced in recent years, the “roll-off” phenomenon with typical commercial SPECT 
perfusion agents under hyperaemic conditions, even in humans with less myocardial blood 
flow than mice, still remains a limitation for accurate measurement in myocardial perfusion 
imaging. 
Quantification errors due to scatter and attenuation do degrade small-animal studies 
to a much lesser extent than in clinical SPECT because of less photon attenuation in small 
bodies (about 25% in the centre of a rat body when imaging with 99mTc [65]). Micro-CT 
imaging is able to provide photon attenuation information which can be used for 
non-uniform attenuation correction in micro-SPECT. However, several studies [65, 66] 
have shown that uniform attenuation correction (which may be based on the animal’s body 
contour) may reduce quantification errors from more than 10% to less than 5%. Therefore, 
a CT scan that adds dose and needs additional scanning equipment and scan time may be 
unnecessary. A webcam-based correction has been proposed [66]. 
Multimodal imaging can rely on separate devices (Figure 2.1a) in which images are 
fused through markers [67, 68], or marker-free methods in which the spatial relationship 
between beds is known through calibration [67, 69]. The accuracy of registration can be 
very satisfactory (0.2 mm), and an advantage is that SPECT and CT can be used in parallel, 
and are individually upgradable. Also registration with other systems such as MRI can be 
based on the same principles. The advantage and disadvantages of both approaches have 
been discussed [59, 70]. 
An attractive aspect of high-resolution integrated micro-SPECT/CT devices [71–74] 
(e.g. Figure 2.1b) is that the bed with the fixed animal does not have to be moved from one 
scanner to another. Integrated SPECT/CT, in which the bed moves through both the SPECT 
and the CT scanner is very convenient, although this approach is hard to extend to MRI, 
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and image registration is still needed to obtain accurately matched combined images. 
The translatability of the cardiovascular systems of small animals including mice 
and rats to the human cardiovascular system and the exceptional characteristics of modern 
micro-SPECT and multimodality imaging approaches provide promising opportunities in 
preclinical cardiovascular research. Novel micro-SPECT systems can provide quantitative 
images, and can perform longitudinal studies in the same animal, a high pinhole 
magnification factor resulting in high resolution, possibly dynamic imaging, and 
multi-tracer imaging. Micro-SPECT and micro-SPECT/CT systems have a wide range of 
applications in preclinical cardiovascular research, including investigation of myocardial 
left ventricular (LV) parameters such as ejection fractions and volumes, cardiac innervation 
parameters, vascular and atherosclerosis parameters, and the timing of administration and 
dose of novel radiotracers and biomarkers. 
2.3 Myocardial applications 
2.3.1 Left ventricular function 
In order to assess the functional condition of the heart in transgenic mouse models in vivo, 
small-animal heart imaging can be used for verifying phenotypic differences as well as 
assessing the benefits of certain therapies. The ability to acquire gated images in small 
rodents which have high heart rates has eliminated the heart motion effect (Figure 2.2). It 
has been shown that 99mTc-labelled radiopharmaceuticals, which are routinely used for 
SPECT imaging in humans, can demonstrate viable tissue and perfusion status in animal 
models of ischaemia/reperfusion [45]. Further studies have demonstrated that myocardial 
perfusion defects are correlated with the true size of the defect, and can be analysed 
quantitatively as well as qualitatively [75, 76]. Liu et al. used animal models of myocardial 
ischaemia with coronary artery ligation and acquired images after 99mTc-sestamibi injection. 
The area where no uptake was seen corresponded with the infarcted tissue which was 
confirmed by triphenyl tetrazolium chloride (TTC) [45]. 
Figure 2.2 U-SPECT gated mouse cardiac perfusion images obtained in a normal C57BL/6 mouse 
(ED: end diastole, ES: end systole). 
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Cardiac and respiratory motion can always affect image resolution in SPECT and CT. In 
order to overcome this problem gating (cardiac and/or respiratory) is performed to 
synchronize the acquisition of projected data at the same time of the cardiac cycle. Gating 
also offers the chance to simultaneously map LV perfusion and assess LV function in 
clinical SPECT applications. ECG-gated micro-SPECT has been implemented in recent 
years. It has been shown that preclinical ECG-gated perfusion SPECT (in mice) permits 
quantification of LV volumes and motion as well. This is also a result of advances in image 
reconstruction software [77, 78]. The non-invasive nature of the test allows repeated studies 
in the same animal for follow-up studies [79]. 
2.3.2 Necrosis visualization 
The development of necrotic tissue-avid tracers may help early detection of myocardial 
infarction (MI) noninvasively. In vivo visualization of necrotic tissue may also provide a 
quantitative index for evaluating the antinecrotic effect of drugs in development in animal 
models of ischaemic heart disease. 
Glucarate is a small molecular weight compound, a six-carbon dicarboxylic acid 
sugar, which has affinity for histone proteins. In necrotic cells, due to lesions in the cellular 
and nuclear membranes, 99mTc-glucarate can bind to histone proteins and be retained in the 
tissue [80]. It has been shown that only minimal levels of glucarate bind to normal 
myocardial cells and viable ischaemic cells. Further studies have illustrated the possibility 
of immediate post-injection imaging with 99mTc-glucarate due to its rapid blood clearance 
[81]. Thus, by using 99mTc-glucarate as a SPECT tracer, necrotic cells can be depicted to 
provide data in acute coronary syndrome. Additionally, imaging of infarcts is possible 
within minutes of occlusion [82–84]. Moreover, it has been shown, by comparative 
investigations using TTC staining, that SPECT images of 99mTc-glucarate uptake allow 
accurate assessment of infarct size. Conversely, it has been shown that there is no glucarate 
uptake in old necrotic myocardial tissue. Although glucarate uptake in necrotic tissue 
occurs as early as 3 hours after ischaemia/reperfusion, at 10 days after necrosis there is no 
obvious tracer uptake in the heart [85]. 
Some studies have focused on other necrotic tissue-avid tracers than glucarate 
compounds. Porphyrin derivatives were initially developed as tracers for tumour cell 
tracking. Reports of the avidity of porphyrin derivatives for necrotic tissue [86–88] and 
studies on their use in visualization of infarcted tissue by MRI led to efforts to radiolabel 
hypericin. Hypericin is a natural substance with a biological activity similar to that of 
porphyrin. Both substances are known to be photosensitizers and have been used in 
antitumour therapies [89]. Ni et al. synthesized mono-[123I]iodohypericin (MIH) and 
injected it into rabbit models of MI. SPECT imaging compared to TTC staining and 
autoradiography confirmed the accumulation of [123I]MIH in the infarcted tissue [90]. In 
addition, due to the minimal levels of tracer uptake in normal myocardium, the target to 
non-target tracer concentration ratio was very high. In another study, Fonge et al. compared 
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the results of [123I]MIH micro-SPECT with the results of [13N]ammonia micro-PET in 
rabbit models of MI. There was a correlation between areas with low blood flow in 
micro-PET and [123I]MIH uptake in micro-SPECT [91]. 
2.3.3 Apoptosis visualization 
Apoptotic cell death has been the subject of many studies investigating opportunities for 
therapeutic interventions. Apoptosis is an energy-requiring highly regulated form of cell 
death which is characterized by cell shrinkage, DNA fragmentation, caspase activation, 
membrane blebbing, and phosphatidyl serine (PS) externalization. It has been demonstrated 
that reperfusion injury in the heart leads to apoptotic cell death [92–95]. The role of 
apoptotic cell death in heart failure has also been investigated in many studies [96–98]. The 
development of radiopharmaceuticals that bind to apoptotic cells has been useful for in vivo 
evaluation of therapeutic efforts in apoptotic cell death in cardiomyocytes. Annexin A5, a 
36 kDa physiological protein, has affinity for binding to the externalized PS. 99mTc-Annexin 
A5 has been used as a SPECT tracer in recent years for detecting apoptosis in the 
preclinical and clinical settings in vivo. 99mTc-Annexin A5 uptake has been confirmed by 
apoptosis-specific immunohistochemistry assays [99–105]. Nevertheless, PS exposure has 
been shown not to be specific for apoptotic cell death. In necrosis as well, due to leakage in 
the cell membrane, PS can be exposed and bound to annexin A5. Annexin A5 can visualize 
apoptotic PS externalization specifically, if used with a second marker showing an intact 
cell membrane [106]. 
More recently, a new 99mTc-bound, PS-avid agent has been developed. The C2A 
domain of synaptotagmin, which binds to PS in a calcium-dependent manner, has been 
shown to be sensitive for cell death detection [107]. False positive uptake, due to some 
extent to PS exposure in other forms of cell death, led investigations to find more specific 
tracers for apoptosis visualization. Caspase-3, altered membrane permeability, and several 
enzymes which are responsible for apoptosis, are appropriate potential targets for apoptosis 
imaging. 
2.3.4 Stem cell therapy evaluation 
The recent treatment strategy for cell-death-related heart disease, cellular cardiomyoplasty, 
needs to be evaluated in preclinical investigations. The most important objectives for the 
investigations are the optimal cell type, route of delivery, number of cells, suitable timing 
after infarction, and future monitoring of grafted cells. Imaging modalities may help stem 
cell therapy in the heart in three ways, including tracking and quantification of transplanted 
cells, assessment of function and differentiation, and monitoring of underlying tissue status, 
as well as in assessing the problems involved in the generation of suitable cell materials 
[108–110]. Zhou et al. used stem cell grafts labelled with 111In-oxyquinoline and performed 
double tracer ultrahigh resolution SPECT with 99mTc-sestamibi to evaluate the engraftment 
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of the stem cells in the infarcted area [111]. However, due to the half-life of 
111In-oxyquinoline (67.2 h) the imaging could be only done within 96 h of engraftment, and 
because radioactivity in stem cells remains in the area even after the cells have died, 
quantification of uptake may overestimate the survival fraction of injected stem cells. Thus, 
this method may be useful for short-term tracking of the cells and investigating homing 
strategies for engraftment. 
To assess the function of the targeted cells by SPECT, gene imaging can also be used. 
Gene expression can be assessed by reporter genes. For imaging with a reporter system, a 
probe is administered to the subject and selectively bound or metabolized with the reported 
gene product. This interaction results in probe trapping by the transgenic cell and its level is 
proportional to the gene expression. The result shows the functionality of the cell. One of 
the reporter genes most used in this regard is herpes simplex virus tyrosine kinase 
(HSV1-tk), which is absent in mammalian cells and expresses the tyrosine kinase enzyme 
that converts cytosine to uracil. Hence, only transgenic cells which express this gene can 
convert 5-fluorocytosine to 5-fluorouracil, and administration of radiolabelled nucleoside to 
the subject and acquisition with SPECT will show the tracer uptake in the area of cells 
expressing the reporter gene [112]. 
A study on tumour cells has shown the sensitivity of the D-isomer of 
123I-2′-fluoro-2′-deoxy-1-beta-D-arabinofuranosy-5-iodo-uracil (d-FIAU) in detecting cells 
positive for HSV1-tk [102]. It has been shown in a study on Wistar rats injected with the 
adenovirus-expressing hNIS gene that imaging with iodine and technetium tracers can 
verify the activity of cardiomyocytes [113]. Thus, transferring the gene to the stem cells 
prior to myocardial cell transplantation can aid the further tracking and monitoring of the 
graft. Furthermore, for assessment of gene therapy, co-expression of the hNIS gene with the 
gene of choice has shown promise for future monitoring of cardiac gene therapy. However, 
one potential obstacle in the use of hNIS for stem cell tracking is gene silencing, which has 
been reported in neurological studies [110]. 
2.3.5 Remodelling investigations 
LV remodelling after MI leads to LV dysfunction and failure. Matrix metalloproteinase 
(MMP), a proteolytic enzyme, has been shown to play a causal role in this process [114]. In 
vivo MMP activation imaging may provide data to quantify and localize MMP activity and 
its role in further LV remodelling. In addition, MMP imaging provides the opportunity to 
track therapeutic efforts directed at MMP inhibition to reduce post-MI remodelling. Su et al. 
investigated the activation of MMP enzymes with micro-SPECT/CT in mice models of MI. 
They used a 99mTc-bound radiotracer (RP805) to visualize MMP in vivo and compared it to 
in situ zymography, and found a good correlation between the results [115]. 
The role of blood coagulation factor XIII in post-MI healing has also been studied 
using 111In-NQEQVSPLTLLK [102]. The non-invasive imaging of factor XIII may help 
further investigations on the assessment of factor XIII-targeted therapies [116]. 
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2.3.6 Innovative pathophysiology investigations 
A better understanding of pathophysiology can shed light on the pathological processes in 
cardiovascular diseases, and may lead to new therapeutic interventions. Animal models, 
especially mice and rats, have been used traditionally for the investigation of molecular 
processes in cardiovascular diseases. Radionuclide imaging has significantly improved our 
understanding of several aspects of pathophysiology in small animal models. For instance 
the role of sigma receptors in cardiomyocytes has been studied in recent years. Their role in 
blocking the potassium channel and decreasing neuroexcitability in intracardiac neurons 
has been reported by Zhang and Cuevas [117]. Sigma receptors are a largely unexplored 
area of cardiology, and should be studied. Recent efforts towards radionuclide imaging of 
sigma receptors in various organs can be expanded in cardiology to better distinguish sigma 
receptor function in cardiovascular systems [118]. 
In another investigation, 99mTc-losartan was used for non-invasive imaging of 
angiotensin receptors in mouse heart muscle cells after permanent ligation of the left 
anterior descending artery [119]. Increased tracer uptake in post-MI hearts and its 
correlation with remodelling showed the role of the renin-angiotensin axis in progression of 
heart failure after MI. In addition, this study demonstrated the potential role of non-invasive 
imaging strategies in identification of patients likely to develop heart failure. 
2.4 Cardiac innervation imaging 
The autonomic nervous system plays an important role in cardiovascular diseases. 
Disturbances in function and integrity, as well as enhanced sympathetic activity may lead to 
numerous heart pathologies. Therefore, evaluation of the sympathetic innervation of the 
heart could provide important data on the aetiology and progress of heart diseases. It might 
also provide a tool for non-invasive assessment of novel therapeutic approaches targeting 
sympathetic nervous system activity, and also assessment of the side effects of drugs on 
cardiac adrenergic function. 123I-labelled metaiodobenzylguanidine (123I-MIBG), an 
analogue of the false neurotransmitter guanethidine, has been used clinically for 
sympathetic neuronal activity and integrity since the 1980s. Presynaptic sympathetic nerve 
terminals can take up and store MIBG in the same way as norepinephrine. Thus, MIBG 
uptake and washout rate can be influenced by sympathetic tone and the integrity of nerve 
terminals. Studies using 123I-MIBG in animal models of coronary artery occlusion have 
revealed more extended nerve damage than myocardial injury in MI [120]. Also, some 
investigations have focused on the role of denervation in diabetic heart disease and 
cardiomyopathy [121]. 123I-MIBG uptake defects have also been shown to be related to 
arrhythmogenesis in the heart after CAD, cardiomyopathy and other cardiac pathologies 
[122]. Due to more favourable properties of 99mTc-bound radiopharmaceuticals compared 
with 123I-based tracers, Samnick et al. labelled 1-(4-fluorobenzyl)-4-(2-mercapto-2-methyl- 
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4-azapentyl)-4-(2-mercapto-2-methylpropylamino)-piperidine (FBPBAT) with 99mTc and 
compared its characteristics in the assessment of cardiac adrenergic function in the rat with 
those of 123I-MIBG [123]. They used rat models pre-treated with α1 and β1 inhibitors and 
acquired SPECT images after radiopharmaceutical incubation. 99mTc-FBPBAT showed 
higher uptake than 123I-MIBG. 99mTc-FBPBAT also had more cardiac adrenergic specificity. 
Moreover, 99mTc-FBPBAT targeted postsynaptic adrenoreceptors, whereas 123I-MIBG was 
absorbed via a presynaptic uptake I route. In another study, the average effective dose of 
99mTc-FBPBAT was shown to be less than half that of 123I-MIBG [124]. These studies 
encourage further investigations of 99mTc-based radiopharmaceuticals for SPECT studies of 
cardiac adrenergic innervation [122]. 
2.5 Vascular applications 
2.5.1 Angiogenesis monitoring 
Another field of study in ischaemic diseases, including ischaemic heart disease, is the 
stimulation of angiogenesis in the injured tissue. Angiogenesis is an important process in 
infarct healing and post-MI LV remodelling. Thus, non-invasive imaging of angiogenesis 
may improve risk stratification in post-MI patients. Angiogenesis imaging can also provide 
a tool to evaluate therapeutic interventions aimed at angiogenesis stimulation. Integrins, a 
family of cell surface receptors, are known to play a role in angiogenesis. αvβ3 
integrin-avid agents have been used to visualize angiogenesis in post-infarct animal models. 
111In- or 123I-labelled αvβ3 integrin-avid radiotracer has been shown to be focally retained in 
hypoperfused myocardial regions [83, 125]. Vascular endothelial growth factor (VEGF) 
also plays a key role in angiogenesis. The radiolabelled antibodies for VEGF have also 
been used for detecting angiogenesis, especially in tumour cells. Other detectable factors 
involved in the angiogenesis process, such as activated endothelial cells and MMP, are 
potential targets for radionuclide imaging of angiogenesis [125]. 
2.5.2 Plaque imaging 
Rupture of atherosclerotic plaque results in severe cardiac events in 70% of acute MIs and 
sudden cardiac death. Anatomical methods of atherosclerosis imaging visualize coronary 
artery stenosis, which is responsible for 20% of plaque complications. However, the 
majority of acute coronary events are a consequence of rupture and further thrombotic 
occlusion in non-stenotic lesions. Criteria to regard a plaque as rupture-prone and 
vulnerable have been suggested by Naghavi et al. [126]. The important attributes regarding 
injury, inflammation, thrombogenicity, proteolysis, stenosis and morphology play a role in 
the prediction of plaque vulnerability. The major criteria for labelling a plaque as vulnerable 
include: active inflammation (monocyte/macrophage and T-cell infiltration), thin cap with 
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large lipid core, superficial platelet aggregation, fissure, and stenosis >90%. Apart from 
CT-provided data on stenosis, molecular imaging techniques have been widely used in 
recent years to depict biological processes within plaque regarding other plaque 
vulnerability criteria as mentioned above [127]. It is particularly noteworthy that the 
characteristics of the most common type of vulnerable plaque are inflammatory cell 
infiltration, platelet aggregation, MMP activation, large lipid core content and apoptosis, 
but not significant stenosis [126]. Thus, addition of molecular imaging techniques to 
routine plaque assessment procedures can potentially provide better recognition of 
vulnerable atherosclerotic plaques. 
2.5.2.1 Apoptosis in plaques 
Apoptosis is one of the characteristics of a vulnerable atherosclerotic lesion. It has been 
shown that apoptosis occurs in smooth muscle cells and monocytes in the plaque, and is a 
good target for visualizing atherosclerotic plaque, in addition to categorizing plaques as 
vulnerable. In a study on the detection of atheroma in the aorta of balloon-injured rabbits, 
focal 99mTc-annexin A5 uptake was shown to be correlated with macrophage apoptosis in 
the plaque [128]. 
Isobe et al. demonstrated that SPECT/CT imaging with annexin A5 compounds 
provides appropriate correlation between tracer uptake and apoptosis in plaques [129]. 
They showed that in ApoE−/− mice, induced atherosclerotic plaque can be detected by 
99mTc-annexin A5, and the quantitative uptake is related to the macrophage content of the 
plaque. Reduced 99mTc-annexin A5 uptake after diet modification and simvastatin therapy 
has been shown in another study [130]. 
2.5.2.2 Thrombogenicity 
Thrombosis at the rupture site or the sites of superficial erosions on the plaque is another 
marker that predicts the vulnerability of plaque. Thrombosis visualization can help predict 
future events in CAD. Fibrin detection by CT using fibrin-targeted nanoparticles has 
recently been reported in humans [131]. It can also be used in animal models of 
cardiovascular diseases to evaluate therapeutic interventions for thrombosis formation and 
dissolution. 
2.5.2.3 Lipoprotein accumulation 
Vulnerable plaques contain more than 40% low-density lipoproteins in their core [126]. 
99mTc-labelled oxidized low-density lipoproteins (oxLDL) allow visualization of lipid 
accumulation within macrophages and foam cells. Iuliano et al. showed rapid blood 
clearance and tracer uptake by atherosclerotic plaque in humans [132]. Further studies 
quantifying tracer uptake and its contribution to the vulnerability of plaques have been 





The inflammatory nature of atherosclerosis, due to infiltration of the plaque with 
macrophages/monocytes and T lymphocytes, provides a target for cell content imaging of 
atherosclerotic plaques. Interleukin-2 (IL-2), labelled with 99mTc, was used by Annovazzi et 
al. to demonstrate T-cell infiltration in human carotid artery atherosclerotic plaques [135]. 
This study showed the accumulation of tracer in vulnerable plaques and also demonstrated 
the consequent influence of lipid-lowering on uptake. Circulating monocyte recruitment in 
the plaque site and lipid phagocytosis by phagocytes have also been studied as approaches 
to inflammation visualization in atherosclerotic plaques. Although most investigations in 
this field have been done using micro-PET, the known advantages of SPECT systems and 
SPECT specific tracer labelling should stimulate more studies on plaque inflammation by 
micro-SPECT.  
2.5.2.5 Proteolysis 
Activation of MMP in the atherosclerotic plaque may lead to further instability and rupture. 
Schafer et al. studied the feasibility of using a 123I-labelled MMP inhibitor in a known 
model of arterial remodelling and lesion development [136]. They showed that SPECT 
imaging using [123I]I-HO-CGS 27023A can be an appropriate method for measurement of 
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Figure 2.3 Uptake of RP805 (a broad-spectrum MMP ligand) demonstrating MMP expression in 
an atherosclerotic rabbit on an uninterrupted diet. The three columns display transverse, 
sagittal, and frontal projections, and the three rows display micro-CT, micro-SPECT, and fusion 
images. The left set of three columns displays images immediately (0 h) after radiotracer 
administration (representing blood pool images), and the right set of three columns displays 
images obtained at 4 h (representing tracer uptake in target tissue). The images were adapted 
from [137]. 
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was used to determine the effects of statin therapy and dietary modification on MMP 
activation in rabbit models of atherosclerosis [137]. The micro-SPECT/CT results were 
compared with histological and immunohistochemical results as well as the results of ex 
vivo autoradiography, and showed the feasibility of non-invasive MMP activity detection 
(Figure 2.3). 
2.5.2.6 Angiogenesis in plaque 
Angiogenesis in atherosclerotic plaque may cause intraplaque haemorrhage and therefore 
contribute to more risk of plaque rupture. Imaging of angiogenesis with specific tracers 
which are avid to angiogenic factors, by SPECT or SPECT/CT, can also reveal valuable 
information on plaque. Imaging of intraplaque haemorrhage, if possible, will also provide 
valuable information on plaque vulnerability. Davies et al. showed that a proportion of 
Annexin V uptake in atherosclerotic plaque is due to red blood cell remnants in the plaque 
after intraplaque haemorrhage [138]. However, specific tracers for tracking bleeding within 
the plaques have not yet been developed. 
2.6 CT applications 
2.6.1 Myocardial application 
Micro-CT studies of the heart need blood-pool imaging to make the heart contour clear. 
Iodinated triglyceride is a blood-pool agent that remains in the blood for hours and is 
cleared slowly through the hepatobiliary systems. This contrast agent, due to its long 
circulation time, provides the opportunity to select the best post-injection time points for 
imaging and induces good contrast enhancement between myocardium and blood (500 HU) 
[139, 140]. Mukundan et al. [141] studied another iodinated agent for micro-CT which 
showed more contrast enhancement between myocardium and blood in the LV (650–700 
HU). In another study, a novel polymer-coated Bi2S3 nanoparticle (BPNP) was used as 
contrast agent for CT scanning in mice. This agent showed high stability, high x-ray 
absorption (fivefold more than that of iodinated agents), and more than 2 hours of 
circulation time. CT scan of mice using BPNP as contrast agent showed clear delineation of 
ventricles and vascular structures [142]. 
In order to evaluate remodelling processes after MI in mouse models, Detombe et al. 
used retrospective gated micro-CT [143]. The ability to obtain dynamic images, and short 
scanning times (<1 min), quantification, and the ability to monitor the same animal during a 
longitudinal study are promising results of this study. More investigations in the future 
using hybrid imaging systems (e.g. micro-SPECT and micro-CT) will add more dimensions 
to current preclinical studies. 
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2.6.2 Vascular dynamics 
To investigate the dynamics of myocardial microvessels, BaSO4 contrast micro-CT has 
been used for 3D visualization of the capacitance of intramyocardial vessels during systole 
and diastole [144]. In this study, the 3D architecture of microvessels was demonstrated. 
Images also showed that the vascular volume fraction is decreased from diastole to systole 
by 48%, but is not collapsed. 
2.6.3 Vascular dynamics 
Atherosclerotic plaque calcification is correlated with total plaque burden and future 
cardiovascular events [145]. Exploring the underlying pathology of plaque calcification will 
suggest the direction for future interventions. It has been shown that formation and 
progression of plaque calcification is correlated with inflammation and apoptosis in 
atherosclerotic plaques [145, 146]. Interestingly, it has been shown that micro-CT can 
detect plaque calcification in small rodents [129, 147]. Isobe et al. demonstrated the 
feasibility of micro-CT images in detecting plaque calcification in the aorta [129]. Although, 
they used 99mTc-annexin micro-SPECT/CT to detect apoptosis in ApoE−/− mice they did not 
investigate the correlation between calcification and tracer uptake. Further studies using 
SPECT/CT to correlate different parameters of plaque vulnerability, using SPECT, with 
calcification, detected by CT, can offer a better understanding on the pathology underlying 
plaque calcification. 
Vascular wall calcification in rodents can also be detected by micro-CT. In one study 
on uraemic mice, which have been shown to be a suitable model for vascular calcification, 
calcification of the aorta was detected and quantified by micro-CT [148]. The quantification 
results proved to be reproducible and well-correlated with ex-vivo histological evaluation. 
This may provide investigators with a promising technique to follow-up and monitor the 
effects of therapies aiming to reverse vascular calcification in patients with chronic renal 
failure. 
2.7 Conclusion 
Micro-SPECT and micro-SPECT/CT are powerful tools for elucidating fundamental 
pathophysiological pathways of heart diseases. They provide information on cardiovascular 
processes at the molecular and cellular levels. They also offer the opportunity to monitor 
pharmacological and biological therapeutic interventions in preclinical investigations. 
Moreover, studies on radiotracer development for detecting new aspects of cardiovascular 
pathophysiological processes can be investigated in experimental models of cardiovascular 
pathology. The recent development of hybrid imaging systems, besides providing technical 
improvements in image quality, adds phenotypic data to functional radionuclide imaging 
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Parameters obtained from cardiac SPECT are influenced by respiratory motion, image 
filtering and animal positioning. Here we investigate these effects in pre-clinical SPECT.  
Methods: Five mice were injected with 99mTc-tetrofosmin and subsequently scanned 
in supine and prone positions using a U-SPECT-II scanner with simultaneous ECG and 
respiratory gating. ECG-gated myocardial perfusion images were reconstructed under three 
different strategies: by using gamma counts of (i) all respiratory gates without applying 
respiratory motion correction, (ii) only six out of eight respiratory gates (that have limited 
motion) without applying respiratory motion correction, and (iii) all respiratory gates with 
respiratory motion correction applied. All images were filtered with 3D Gaussian kernels 
ranging from 0.5–1.0 mm full width at half maximum (FWHM), and were analysed with 
Corridor4DM in order to compare cardiac parameters.  
Results: The average left ventricular volume (LVV) over all mice was 50±11 µl at 
end diastole (ED) and 22±8 µl at end systole (ES), and the average left ventricular ejection 
fraction (LVEF) over all mice was 57±7%. The average LVEF differed <2.0% when 
changing reconstruction strategies, <4.6% when changing filter kernel sizes, and <2.8% 
with different animal positioning. However, relatively large LVV differences (>10 µl) were 
found in three mice as a consequence of their positioning.  
Conclusion: In general, animal positioning can affect cardiac parameters obtained 
from some animals, while the influence of respiratory gating and different image filtering 
tested is showed to be limited. 
 
Keywords: gating, cardiac imaging, small-animal SPECT 
3.1 Introduction 
In addition to tissue properties of the myocardium such as perfusion or viability, ECG-gated 
cardiac SPECT provides ventricular volumes, ventricular ejection fractions as well as 
myocardial wall-motion and thickness [149–152]. In such studies, image artefacts can be 
created due to respiratory motion. Respiratory gating has been applied for imaging lung 
areas to reduce image artefacts [153, 154]. Respiratory gating involves decomposition of 
the data into separate parts that represent different breathing phases. As the position and 
orientation of the heart is also affected by respiratory motion, it is prudent to investigate 
whether respiratory gating may also reduce image blur and may improve cardiac imaging 
quality. As early as 1998, the scheme and algorithm for simultaneous ECG and respiratory 
gating (“dual gating”) was already studied, developed and tested with a phantom in a 
clinical positron emission tomography (PET) scanner by Klein et al [155]. It was found that 
the extent of the motion induced by respiration is comparable to the myocardial wall 
thickness [156, 157]. As a result of this study, many clinical cardiac studies were performed 
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with simultaneous ECG and respiratory gating in order to obtain better resolved myocardial 
walls [158, 159]. 
Development of gating techniques in small-animal cardiac imaging started relatively 
late, partly because the spatial resolution of early pre-clinical SPECT scanners was not high 
enough to benefit from the possible improvement of gating. However, ECG gating is 
extremely useful with sub-half-millimetre-resolution SPECT that has recently become 
available. ECG gating has already been evaluated for small animals for assessing their left 
ventricular function and has been applied in studies where new pharmaceuticals were tested 
[77, 79, 160–164]. Simultaneous ECG and respiratory gating has been assessed for an 
approximately 1-millimetre-resolution micro-PET system [64]. In this study, it was found 
that although respiratory motion was detectable in the images, it was small in spatial extent 
and duration, and could likely be ignored for most studies performed with 
millimetre-resolution PET. However, whether the assessment of cardiac function in SPECT 
with sub-half-millimetre resolution can benefit from simultaneous ECG and respiratory 
gating has not yet been investigated. 
Two other factors may also influence the assessment of cardiac function. On the one 
hand, cardiac quantification software usually fits a flexible 3D model of the left ventricle to 
the reconstructed activity in the myocardium and calculates cardiac parameters via this 
model. Image filtering changes the smoothness and thickness of the reconstructed activity 
in the ventricular wall, which may result in changes of the fit of the 3D model to the left 
ventricle in the heart image and therefore may change cardiac parameters that are calculated 
from the fitted model. This effect has already been observed in clinical studies [165–169] in 
which changes to cardiac parameters were mainly induced by filter kernels applied to 
projection data before image reconstruction. On the other hand, the position of an animal 
(supine or prone) during scanning affects arterial filling, which may result in different 
restrictions on thoracic movement, and thus may result in different levels of heart motion 
due to respiration. In such case, people may find that respiratory motion correction has 
fewer efficacies with the animal in one position than with the animal in the other position 
and therefore which position is more suitable for cardiac research. This has already been 
investigated in clinical studies: changes in left ventricular volume were detected but no 
significant differences in ejection fraction were found [170–172]. However, no such study 
has been performed in small-animal imaging so far. 
In this study we investigate the influence of respiratory gating, image filtering and 
mouse positioning on high resolution ECG-gated 99mTc-tetrofosmin myocardial perfusion 
SPECT. 
3.2 Materials and methods 
Animal studies were conducted following protocols approved by the Animal Research 
Committee of the University Medical Center Utrecht. 
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3.2.1 In vivo myocardial perfusion imaging of mice 
U-SPECT-II (MILabs B.V., Utrecht, the Netherlands) [26] is a stationary focusing 
multi-pinhole SPECT imaging system designed for small-animal studies. When imaging 
with 99mTc, the highest possible spatial resolution of this system is about 0.35 mm achieved 
with using the general purpose mouse collimator (used in this study) that is equipped with 
0.6 mm pinholes. The system can accept three transistor–transistor logic (TTL) trigger 
signals for gated studies through three Bayonet Neill–Concelman (BNC) connectors on the 
side panel. Trigger events are recorded together with photon-counting events in list mode. 
In this study, five C57-BL6/J mice underwent scans. Each mouse was injected via 
the tail vein with about 200–250 MBq 99mTc-tetrofosmin in about 0.3‒0.4 ml. Two cardiac 
SPECT scans focused on the heart were performed for each mouse, starting about 30 
minutes post injection. The first scans lasted for 60 minutes and the second scans lasted for 
70 minutes. The extra scan time of the second scan compensated for the decay of 99mTc in 
order to obtain approximately equal amounts of counts in both scans. For each mouse one 
scan was performed with the mouse in a supine position on the animal bed and the other 
scan was performed with the mouse in a prone position. To avoid that the order of the scans 
(supine/prone or prone/supine) disturbed our judgement on the influence of positioning, we 
alternated the positioning order for different mice. The mice were anaesthetized with a 
mixture of 1.6‒2.0% isoflurane in medical air (Univentor, UNO B.V., Zevenaar, the 
Netherlands). The ECG signal was measured by using three ECG leads (Neonatal 
Monitoring Electrode, 3M, Maplewood, MN, USA) and the respiratory signal by using a 
respiration sensor (Graseby Respiration Sensor, Medicare, Kilmacanogue, Ireland). Both 
signals were sent to an animal monitoring and gating module (BioVet, m2m Imaging, 
Cleveland, OH, USA). Two channels of trigger signals for ECG and respiratory gating were 
produced by this device and were sent to the U-SPECT-II system via two BNC connectors. 
3.2.2 Image reconstruction strategies 
Trigger events were detected during list-mode data processing. Each temporal interval 
between two adjacent ECG trigger events was divided into eight cardiac phases, and each 
interval between two adjacent respiratory trigger events was also split into eight respiratory 
phases. This resulted in 64 possible combinations of cardiac and respiratory phases. Each 
photon count in the list-mode data was sorted into one of 64 projection data bins depending 
on how its time stamp located in the ECG and respiratory intervals, as is illustrated in 
Figure 3.1. 
For each scan 64 dual-gated image frames were reconstructed by a pixel-based 
ordered subset expectation maximization (POSEM) algorithm [32] that used 16 subsets and 
6 iterations for the reconstruction of each frame. Next, the eight frames of an ECG-gated 
heart image were reconstructed from these 64 dual-gated image frames by averaging frames 
corresponding to the same cardiac phases, during which three different strategies were 
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employed to study the influence of respiratory motion. 
Firstly, “standard reconstruction”: image frames of all eight respiratory gates that 
were in the same cardiac phase were averaged directly. This way, the counts in all 
respiratory gates were used and no respiratory motion correction was applied. The resulting 
images were equivalent to ECG-only-gated images. 
Secondly, “motion-reduced reconstruction”: image frames of 2nd–7th respiratory 
gates that were in the same cardiac phase were averaged directly. This strategy is based on a 
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Figure 3.1 Dual gating scheme with 8 ECG and 8 respiratory gates. A count that is e.g. in the 2nd 
cardiac phase and the 6th respiratory phase will be sorted into the projection data bin 
corresponding to this combination of phases. The reconstructed image frame for this 
combination of phases is indicated by the white box. 
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revealed in [64]. This way we threw away the counts acquired in respiratory gates that 
correspond to the largest respiratory motions and the resulting images may be less 
influenced by respiration. 
Thirdly, “motion-corrected reconstruction”: image frames of all eight respiratory 
gates that were in the same cardiac phase were firstly registered to each other, and then 
averaged. This way all respiratory gates were used. The purpose of image registration is to 
correct for heart motion due to respiration, and details of the registration procedure are 
discussed in the following section. 
3.2.3 Image registration for motion-corrected reconstruction 
Contraction associated with cardiac phases mainly changes the shape of the heart, while 
respiratory motion primarily changes the position and orientation of the heart as the 
diaphragm, the chest wall and the lungs move with breaths [155]. The differences between 
the cardiac images caused by the latter are mainly rigid translations and rotations of the 
heart; heart motion due to respiration can therefore be corrected by using a simple rigid 
registration procedure. In principle, a dual-gated image frame corresponding to any 
respiratory phase could serve as a reference image frame for the registration of the image 
frames that correspond to the same cardiac phase but to different respiratory phases. 
However, the noise level in the 64 individual dual-gated image frames was relatively high, 
because of the relatively low number of counts with which each image frame was 
reconstructed. Therefore, we did not determine the registration parameters from these 
image frames directly, rather we calculated these parameters from eight 
respiratory-only-gated images: each of these images was an average of the eight dual-gated 
image frames that corresponded to one respiratory phase but to different cardiac phases. 
The respiratory-only-gated image of the 5th respiratory phase served as the reference image, 
and the respiratory-only-gated images of the other seven respiratory phases were registered 
to this image. This resulted in seven sets of rigid transformation parameters. These 
transformations were then applied to the 56 dual-gated image frames that corresponded to 
the 1st–4th and 6th–8th respiratory phases. 
The rigid transformation parameters were calculated by using the elastix toolbox 
[173]. The normalized correlation coefficient (NCC) between two images was selected as 
the metric for registration. To avoid influence of high activity uptake in the liver and the 
gall bladder on the registration procedure, a 3D elliptical mask was used that only covered 
the heart. This mask was fixed to the reference image and the transformation parameters 
were calculated using only the voxels inside the mask region. 
3.2.4 Image processing and analysis 
We analysed the images with the Corridor4DM software (INVIA, Ann Arbor, MI, USA). 
All ECG-gated images were spatially filtered with Gaussian kernels of 0.5 mm, 0.6 mm, 0.7 
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mm, 0.8 mm, 0.9 mm and 1.0 mm full width at half maximum (FWHM) and then filtered 
along temporal frames (cardiac phases) by means of a circular convolution with a [0.25, 0.5, 
0.25] kernel function. In order for the clinical Corridor4DM software to accept mouse-heart 
images, the voxel size of the images was changed from 0.2 mm to 2 mm. The cardiac 
parameters calculated by the software were then rescaled so that they corresponded to the 
original voxel size. 
In this study we tried to minimize our interference with the software analysis 
procedure. Corridor4DM is designed to automatically detect and perform the location and 
reorientation of the heart by using an iterative algorithm. However, due to the influence of 
high activity uptake in the liver and the gall bladder very close to the heart (which is not the 
case in human patients), this automatic procedure failed for a few images. Only for these 
images, we manually performed initial translations and rotations. After importing the 
images, a flexible 3D left ventricle (LV) model was fitted to the LV walls in the images. 
The left ventricular volume (LVV) in each cardiac phase was calculated using this model, 
and the maximum and minimum LVVs of all cardiac phases were defined as the 
end-diastolic volume (EDV) and end-systolic volume (ESV) of the left ventricle. The left 
ventricular ejection fraction (LVEF) was also provided by the software. 
In addition to cardiac parameters, we also looked directly at the ventricular walls in 
the images. In order to compare images reconstructed under the three different strategies, 
we applied an extra registration between these images and examined line profiles along 
different positions and directions in the images. 
3.3 Results 
3.3.1 Respiratory motion and image profiles 
When performing motion correction by means of image registration (motion-corrected 
reconstruction), we found that the resulting transformation matrices that contained the 
largest motions (about 1 mm translation) corresponded to the 8th respiratory phase in which 
the trigger signal was created. The second largest motions (about 0.4 mm) occurred in the 
1st phase; during the rest of the respiratory phases, the translations were generally less than 
0.2 mm (Figure 3.2). This is consistent with our hypothesis that was the precondition for 
the motion-reduced reconstruction strategy that only uses the 2nd–7th respiratory gates. 
When inspecting cardiac slices from images reconstructed under the three 
reconstruction strategies, we found no visual differences in most cases, as can be seen in 
Figure 3.3 (top) from the short-axis (SA) slices and vertical-long-axis (VLA) slices of 
Mouse 2 at end diastole (ED) in both supine (left) and prone positions (right). The only 
obvious deviation was found in the VLA slice and profile of Mouse 5 (Figure 3.3, bottom) 
that was acquired in a supine position and reconstructed by the motion-reduced method 
(indicated by the arrow pointing to the green VLA profile in Figure 3.3): the intensity of 
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voxels that were close to heart’s apex was higher in the motion-reduced reconstruction than 
in the other two images which contained counts from all respiratory phases. We suspect that 
this deviation from the other two reconstruction strategies is a resolution degradation effect 
due to the relatively low dose that was injected into Mouse 5 (which leads to relatively 
noisy dual-gated images) in combination with the reduced number of image frames that 
were used under the motion-reduced reconstruction strategy (which may lead to a more 
noticeable degraded average image when compared to the average images calculated by 
using all respiratory phases). 
Figure 3.2 Respiratory heart translations of the five mice that were used for respiratory motion 
correction  in the motion‐corrected reconstruction method. The translations were calculated by 
an  image  registration procedure. Top  row: Translations of  individual mice  in supine and prone 
positions. Bottom  row: Average  translations of mice  in  supine and prone positions. Relatively 
large translations were found in the 1st and 8th frame. 








































































































We analysed 180 ECG-gated heart images in total resulting from all combinations between 
the five mice, the two different animal positions, the three reconstruction strategies and the 
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Figure 3.3  SA  and VLA  slices  and  line profiles of Mouse 2  and Mouse 5  in  supine  and prone 




standard-reconstruction images filtered with a 0.7 mm FWHM Gaussian kernel were 
respectively 50±11 µl, 22±8 µl and 57±7%. These values were used as a reference for 
comparing the relative differences in cardiac parameters caused by the selection of the 
reconstruction strategies, filter sizes and animal positions. 
The 180 ECG-gated heart images were separated into 36 different groups 
corresponding to different reconstruction strategies, different animal positions and different 
Gaussian filter kernels. The average EDVs, ESVs and LVEFs over all mice were calculated 
for each group. The results are plotted in Figure 3.4. It clearly shows that there were barely 
changes in cardiac parameters induced by the different reconstruction strategies: the largest 
differences were 1.8 µl for the LVV (3.6% of the reference EDV or 8.6% of the reference 
ESV) and 2.0% for the LVEF (3.4% of the reference LVEF). The influence of different 
Gaussian filter kernels was larger: by changing the FWHM from 0.5 mm to 1.0 mm, the 
LVV decreased by approximately 3.6 µl (7.2% of the reference EDV or 17% of the 
reference ESV) and the LVEF increased maximally about 4.6% (7.9% of the reference 
LVEF). The influence of animal positioning was similar: the LVV changed by about 3.8 µl 
(7.6% of the reference EDV or 18% of the reference ESV) and the LVEF maximally 
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Figure 3.4 Effects of Gaussian filter size on EDVs, ESVs and LVEFs (average of five mice). 
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However, when looking at cardiac parameters of individual mice, we found that the 
influence of animal positioning on the LVV was variable: e.g. the changes in the LVV of 
Mouse 2 and 5 were for both within 3 µl due to different reconstruction strategies and 
within 7 µl, due to different Gaussian filter kernels (Figure 3.5). In contrast, the influence of 
animal positioning on the LVV was only about 2 µl for Mouse 2 and up to 15 µl for Mouse 
5: positioning had a much stronger effect on the LVV for Mouse 5 than for Mouse 2. 
Cardiac parameter changes caused by different positions for all individual mice can be 














l) EDV  
 

























































Table 3.1 Cardiac parameters for all individual mice. The values are averages over the images 
obtained by applying different reconstruction strategies and spatial filter kernels. 
Mouse Position EDV (µl) ESV (µl) LVEF (%)  Scan order 
1 Supine 48 17 64 Prone/Supine 
Prone 57 24 58 
2 Supine 38 15 61 Supine/Prone 
Prone 38 17 55 
3 Supine 41 14 66 Prone/Supine 
Prone 37 12 67 
4 Supine 56 24 58 Supine/Prone 
Prone 64 30 53 
5 Supine 67 35 47 Prone/Supine 
Prone 52 27 49 
3.4 Discussion 
In the present study, we reconstructed mice myocardial perfusion images with three 
different reconstruction strategies in order to study the influence and potential benefit of 
respiratory gating and motion correction. However, when examining the cardiac images, 
line profiles and derived cardiac parameters, we found no large changes between the results 
obtained with the different reconstruction strategies. Moreover, the motion-reduced 
reconstructions should logically be more similar to the images with respiratory motion 
correction than the ones without, but this assumption could be rejected by the fact that no 
such a trend was found for either the average cardiac parameters over all mice or the 
cardiac parameters of individual mice. None of the strategies showed outstanding results 
compared to the other strategies. However, the standard reconstruction method is the 
simplest one to implement. 
Image filtering influences the cardiac parameters in a predictable way: the LV wall is 
increasingly blurred and becomes thicker when larger filter kernels are applied, resulting in 
a smaller calculated LVV. This effect is similar for the EDV and the ESV. Therefore the 
stroke volume (SV, equal to EDV−ESV) stays almost unchanged and the LVEF increases 
(because the LVEF is the quotient of SV and EDV). This is consistent with our data. The 
rates of change of the EDV and the ESV as a function of the FWHM of the Gaussian filter 
kernel were respectively −6.7 µl/mm and −6.1 µl/mm (obtained by linear regression). As a 
result, when taking the average EDV of 50 µl into account, a change in the FWHM of the 
filter kernel within 0.4 mm would not influence the LVEF by more than 5%. 
The influence of animal positioning is somehow puzzling. In clinical studies, the 
EDV was found lower in prone acquisitions than in supine ones, while other cardiac 
parameters were barely affected [171]. However in our study, the changes of the measured 
LVV varied a lot between different animals, ranging from small changes (e.g. Mouse 2: 
about 2 µl) to large changes (e.g. Mouse 5: about 15 µl). Moreover, we found no clear trend 
Influence of respiratory gating, image filtering and animal positioning 
43 
in LVV-change as a function of animal positioning. On the one hand, since the changes 
induced by respiratory motion correction were small and similar in both supine and prone 
positioning (about 2 µl), we can hardly say that this variation was caused by different 
amounts of respiratory motion due to the different positions of the animals. On the other 
hand, if one considers the positioning order of each mouse between the two scans, it can be 
noticed that the LVV of four mice increased in their second scan irrespective of their 
positioning order. Therefore the change of the LVV seems to be caused by inter-scan 
variations such as tracer accumulation and washout, and/or biological effects resulting from 
long-time anaesthetization, etc. More experiments are necessary to accept or reject this 
hypothesis and to investigate which factor(s) cause(s) such inter-scan variations. 
The mouse model used in this study may play an important role in future studies as a 
pre-clinical model for evaluating effects of therapeutics on cardiac function. In the current 
study 99mTc-tetrofosmin was used. This tracer enables the quantification of myocardial 
perfusion and function in a single camera session. In our study we determined the influence 
of respiratory motion, image filtering and animal positioning on cardiac parameters. This 
can help researchers to better assess therapeutic effects, while avoiding interference from 
these factors. There are still other effects such as scatter and attenuation which may 
influence the measurements, although these effects are very small in mice when clinical 
tracers are used. 
To conclude, even for sub-half-millimetre SPECT, our results indicate that 
respiratory gating is probably not necessary, and the selection of a specific image filter is 
not very critical for obtaining reliable cardiac parameters either. However, it could be that 
when animals that are scanned under different anaesthetic regimes or have compromised 
pulmonary function, quite different ranges of respiratory motion may occur. In such cases, 
simultaneous ECG and respiratory gating combined with respiratory motion correction may 
still be important and useful. Effects of such conditions need further investigations. 
3.5 Conclusion 
In this paper we found that ECG-gated heart images and derived cardiac parameters such as 
EDV, ESV and LVEF are barely influenced by applying respiratory motion correction. This 
can be attributed to the small extent of respiratory motion and the small fraction of the 
respiratory cycle in which motion occurs when an animal is under anaesthesia. With wider 
spatial filter kernels cardiac images become smoother, while the LVEF barely changes. 
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Purpose: In pinhole SPECT, attenuation of the photon flux on trajectories between source 
and pinholes affects quantitative accuracy of reconstructed images. Previously we 
introduced iterative methods that compensate for image degrading effects of detector and 
pinhole blurring, pinhole sensitivity and scatter for multi-pinhole SPECT. The aim of this 
paper is (i) to investigate the accuracy of the Chang algorithm in rodents and (ii) to present 
a practical Chang-based method using body outline contours obtained with optical cameras. 
Methods: Here we develop and experimentally validate a practical method for 
attenuation correction based on a Chang first-order method. This approach has the 
advantage that it is employed after, and therefore independently from, iterative 
reconstruction. Therefore, no new system matrix has to be calculated for each specific 
animal. Experiments with phantoms and animals were performed with a high-resolution 
focusing multi-pinhole SPECT system (USPECT-II, MILabs, the Netherlands). This 
SPECT system provides three additional optical camera images of the animal for each 
SPECT scan from which the animal contour can be estimated. 
Results: Phantom experiments demonstrated that an average quantification error of 
−18.7% was reduced to −1.7% when both window-based scatter correction and Chang 
correction based on the body outline from optical images were applied. Without scatter and 
attenuation correction, quantification errors in a sacrificed rat containing sources with 
known activity ranged from −23.6 to −9.3%. These errors were reduced to values between 
−6.3 and +4.3% (with an average magnitude of 2.1%) after applying scatter and Chang 
attenuation correction. 
Conclusion: We conclude that the modified Chang correction based on body contour 
combined with window-based scatter correction is a practical method for obtaining 
small-animal SPECT images with high quantitative accuracy. 
 
Keywords: quantification, quantitative imaging, small-animal imaging, SPECT 
4.1 Introduction 
Pinhole SPECT provides high-resolution images of small animals that can be used to 
quantitatively study the in vivo distribution of a new tracer or drug, for example to 
determine whether and how molecules reach the target area or what receptors are available 
in the animal. SPECT can also be employed for function or lesion detection with the help of 
a wide range of available radiolabelled molecules. In many cases far fewer animals need to 
be sacrificed in SPECT studies than in post-mortem tissue distribution studies, because 
SPECT allows for dynamic imaging and longitudinal studies and provides 3D images with 
slices that are perfectly aligned to each other. 
Several dedicated small-animal SPECT systems have been proposed. Most of them 
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(e.g. [10, 21–26, 40, 174]) employ (multi-) pinhole collimation instead of parallel-hole 
collimation that is used clinically, taking advantage of the magnification of pinholes to 
improve resolution [13, 40]. Small-animal SPECT images are typically much less degraded 
by photon scattering and absorption than clinical SPECT images because of smaller body 
dimensions. Nevertheless, the degradation in small-animal SPECT images is not negligible. 
For example in the centre of a rat-sized cylinder of water, photon attenuation can reduce the 
measured concentration of activity up to 25% when imaging with 99mTc [62]. For clinical 
SPECT devices several attenuation correction [175–178] and scatter correction methods [55, 
61, 177–181] have been developed. Several of these systems are now commercially 
available and their accuracy has been improved by the availability of integrated SPECT/CT 
devices [59, 182]. There are few publications about quantitative small-animal SPECT 
however (e.g. [58, 62, 183]). Recently, Vanhove et al. [65] presented their studies with an 
average error of −7.9±10.4% between the activity concentrations measured on their scatter- 
and attenuation-corrected pinhole SPECT mouse images and in a dose calibrator. They used 
micro-CT imaging for producing attenuation maps, which has the advantage that 
non-uniformities can be taken into account but at the cost of increased dose to animals and 
need for additional hardware. Furthermore, the attenuation correction was incorporated in 
the iterative reconstruction process, which in some reconstruction algorithms may cause 
problems since they require a new system matrix for each subject to be imaged. 
Post-reconstruction attenuation correction algorithms, such as the Chang method, 
had been proposed decades ago [184]. Their big advantage is that they do not need new 
system matrices. The first-order correction provided by the Chang algorithm is often not 
accurate enough for clinical use because effects of attenuation in patients are very strong. 
The aim of this paper is (i) to investigate the accuracy of the Chang algorithm in rodents 
and (ii) to present a practical Chang-based method using body outline contours obtained 
with optical cameras. The method was tested for the case of focusing pinhole SPECT [23, 
185] and in combination with correction of other effects such as scatter and 
distance-dependent collimator blurring and sensitivity. 
4.2 Materials and methods 
4.2.1 U-SPECT-II: a focusing pinhole small-animal SPECT system 
U-SPECT-II [26] is a stationary focusing multi-pinhole SPECT system for small-animal 
organ and total-body imaging studies. Exchangeable cylindrical collimators containing 75 
focusing pinholes can be mounted in the centre and are surrounded by three NaI gamma 
cameras. Optical photos are acquired by three integrated optical cameras for volume of 
interest (VOI) selection before SPECT acquisition (Figure 4.1). With an XYZ stage, an 





The U-SPECT-II system can reach sub-half-millimetre resolution. With 99mTc, the image 
resolution is better than 0.35 mm in any part of a mouse-sized object or better than 0.8 mm 
in any part of a rat-sized object [26]. With the scanner hardware and acquisition software, 
the information, including scintillation time, position and photon energy, etc., of every 
scintillation event is recorded in list mode [26]. This offers great flexibility for image 
reconstruction, such as implementing decay and spectrum- (e.g. window-) based scatter 
correction. More detailed descriptions, evaluations and examples of applications of the 
U-SPECT systems were given in [23, 26, 36, 186]. 
(a)       (b) 
(c) 
Figure 4.1 U-SPECT-II. (a) Overview of system. (b) Three integrated optical cameras. (c) User 
interface, showing optical photos for VOI selection. 
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4.2.2 Image reconstruction 
The scanning focus method (SFM) described in [33] was used for acquisition. With the 
SFM, a total-body scan can be carried out with a sequence of bed positions, and its image 
can be reconstructed with a single series of iterations. The system matrix used for 
computing re-projections and back-projections during iterative reconstruction with 
pixel-based ordered subset expectation maximization (POSEM [32]) is derived from point 
spread function (PSF) measurements [187]. Within these PSF-based matrices, the effects of 
the detector blurring, pinhole blurring and pinhole sensitivity are compensated. 
4.2.3 Calibration factor 
We define the calibration factor to be the ratio of the activity concentration to the voxel 
value in reconstructed SPECT images. Since the various distance-dependent pinhole 
sensitivities are already modelled in the system matrix and subsequently compensated in 
the reconstruction process [187], the calibration factor should be theoretically homogeneous 
throughout all voxels of reconstructions if attenuation and scatter can be neglected. It 
means that the calibration factor is a global scaling factor; thus we can obtain the factor by 
measuring and reconstructing a point source that is almost attenuation free. 
We prepared a 99mTc point source. The activity of the source was 69.0 MBq 
measured in a VIK-202 dose calibrator. The calibration scan lasted for 200 min, and then a 
volume of 10×10×10 mm3 containing the point source in the centre was reconstructed by 
running 6 POSEM iterations with 16 subsets. Decay effect was compensated during the 
reconstruction. 





ACF        (4.1), 
where A is the activity of the point source measured in the dose calibrator, ∑R is the 
summation of voxel values all over the image and V is the volume of a voxel. If A has a unit 
of MBq, V is expressed in millilitres, and voxel value R is considered to be dimensionless, 
then the CF has a unit of MBq/ml. 
For scatter- and attenuation-free acquisitions and reconstructions, after scaling by 
the CF, the voxel values directly represent the activity concentration in those voxels’ local 
regions. However, in practice, scatter correction and attenuation correction should be 
carried out apart from the global scaling of voxel values. 
4.2.4 Scatter correction 
In the U-SPECT-II system, scatter correction is integrated into the reconstruction step. 
Since data are acquired in list mode, scatter and photopeak windows can be set after 
acquisition. We employed the triple energy window (TEW) technique [188] in both 
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phantom and animal experiments for this paper. A photopeak window (140 keV, 20% width) 
was used. Two background windows (centred at 117 keV, 10% width and centred at 163 
keV, 7% width, respectively) were set adjacent to the photopeak for estimating the number 
of scattered photons of which the energies ranged inside the photopeak window. The scatter 
images were scaled by the ratio of the window widths, and added to the estimated 
scatter-free projections in the denominator of the POSEM formula along the lines proposed 
in Bowsher et al. [189]. In this way the contributions of scattered photons in projections 
were taken into account in order to eliminate their detriment to the images as much as 
possible. 
This scatter correction scheme was also performed during the reconstruction of the 
point source used for obtaining the calibration factor. That scatter needs to be taken into 
account here is because although probability of scattering inside the point source is quite 
small, the amount of scattering by the imaging system, especially by the collimator, is not 
negligible [190, 191]. In a reconstruction of the point source without scatter correction, we 
found that the calibration factor is 4.35% smaller than the one with scatter correction. 
4.2.5 Attenuation correction 
The Chang method [184] is a very practical first-order attenuation correction algorithm. It 
can be implemented as a post-reconstruction processing method, so that no new system 
matrix is needed. In recent clinical SPECT software, it has often been replaced by more 
accurate iterative attenuation correction. However, due to the small amount of attenuation 
in rodents, the Chang algorithm could be sufficient. If the over- and/or under-correction 
problems of the Chang algorithm can be ignored, the attenuation correction process may 
benefit from the method’s simplicity and high computation speed. 
The consequence of attenuation is a reduction in the number of gamma photons 
which can arrive directly at the detectors, caused by photon scattering and absorption. The 
amount of attenuation depends on the photon energy, medium properties and the travelling 










L ll dexpTF µ       (4.2), 
where L denotes the travelling path of a gamma photon inside the attenuation medium, and 
μ is the attenuation coefficient. The number of counts detected in that path is then reduced 
to 
 N = N0 TFL       (4.3), 
where N0 represents the number of counts detected without attenuation. 
Chang [184] provided an approximation here: the TF of a voxel over all possible 
projection paths is the average of all TFLs, or 
Absolute quantitative total-body small-animal SPECT 
51 














dexp1TF µ      (4.4), 
where M is the total number of projections taken in acquisition. In small-animal SPECT, a 
small M could be sufficient due to the small amount of attenuation. To estimate a 
sufficiently large M for a rat-sized object, we calculated the TFs with different M on a 
single slice with an attenuation coefficient of 0.151 cm−1 (= μ of 140 keV photon travelling 
in water) inside an area of an ellipse with its major and minor axes equal to 4 and 2 cm, 
respectively. Then we took the TFs of the voxels calculated with M = 1024 as reference 
data and inspected the normalized root mean square deviation (NRMSD) when M is smaller. 
The results are listed in Table 4.1. We found that by increasing M above 32 gamma ray 
directions, the NRMSDs are below 0.2%. Therefore, we considered M = 32 as sufficiently 
large for a rat-sized object and applied it in our studies. 
Table 4.1 NRMSD of TFs on an elliptic cross section between different M and M = 1024. 
M 4 8 16 32 64 128 256 512 1024 
NRMSD (%) 10.63 1.31 0.29 0.14 0.08 0.04 0.02 0.00 0 
 
 
An attenuation map was needed to determine the attenuation coefficient μ in different 
locations of the image volume. In order to simplify the process, we considered the μ to be 
homogeneous and equal to 0.151 cm−1 (= μ of 140 keV photon travelling in water) inside 
the regions of the objects scanned. In this scheme, only the contour information of the 
objects was required. 
An application program was developed for defining top view and side view 2D 
contours of animals on the optical photos that standardly are taken before U-SPECT 
acquisition, e.g. for the purpose of VOI selection and activity localization. As shown in 
Figure 4.2a, the three optical photos are displayed on the graphical user interface of the 
software, with a closed Bézier spline curve lying on top of each. The curves are initialized 
with standard shapes and can be deformed to fit animal outlines by dragging several anchor 
points. After proper 2D contours were made, the software measured the width p and height 
q of the animal on the top view and side view contours, respectively, in each position of 
those transverse slices (Figure 4.2b). Then it created an ellipse of which the horizontal and 












x        (4.5). 






With this 3D contour and some extra information, such as voxel size and attenuation 










mLµ       (4.6). 
It is important to compute TFs for not only the voxels inside a 3D contour, but also 
the ones outside. A source can exist outside an attenuation medium, e.g. due to an overly 
tight body contour, and gamma rays emitted by that source and penetrating the medium will 
still be attenuated, so that the TFs for that source outside the 3D contour should not be 
simply set to 1. Another advantage is that it makes the TF change continuously across the 
border of the contour, which reduces the error brought in by an inaccurate contour. 
Finally we computed the activity concentration AC at the location of every voxel of 
the reconstructed image, with the equation 
  
TF
CFAC ⋅= R        (4.7), 
in which R was the scatter-corrected voxel value. 
4.2.7 Experiments 
We first used a simple cylindrical phantom to validate the accuracy of absolute 
quantification with U-SPECT-II. The phantom (45 mm diameter and 40 mm height) was 
filled with 99mTc solution with activity concentration equal to 2.88 MBq/ml. The activity 
(a)              (b)      (c) 
Figure 4.2 Generating a 3D contour. (a) Graphical user interface. (b) 2D contours. (c) A mesh plot 
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was measured by using the VIK-202 dose calibrator. A scan was then performed with 
USPECT-II, and the image was subsequently reconstructed by using 6 POSEM iterations 
with 16 subsets, a 0.375-mm voxel size, and with decay and scatter corrections integrated. 
A cadaver of a 250 g female Wistar rat was used to test our method in a realistic 
complex attenuation distribution. Twelve 99mTc sphere-like sources were made from tips of 
microcentrifuge tubes (container), cotton balls (solution absorber), 99mTc solution 
(radioactive source) and Parafilm (seal). Their diameters were around 5 mm and activities 
ranged from 7.29 to 9.87 MBq, measured in the same dose calibrator employed in the 
phantom experiment. These sources were inserted into the rat (mouth, neck, shoulder×2, 
lung×2, liver, right kidney, intestine, bladder and back×2) by surgery. Then a total-body 
SPECT scan was carried out. The image was reconstructed by using 6 POSEM iterations 
combining with 16 subsets and a 0.375-mm voxel size. Decay and scatter corrections were 
integrated into the reconstruction. 
4.3 Results 
4.3.1 Phantom experiments 
Figure 4.3 shows reconstructed slices of the cylindrical phantom to illustrate the effect of 
the attenuation correction. The summation of ten transverse slices (decay corrected) without 
attenuation correction (Figure 4.3a, b) is much darker than with attenuation correction 
(Figure 4.3c, d), especially in the centre. This can be observed more clearly on the line 
profiles through the diameters of the phantom along the X direction (Figure 4.3e). The 
activity concentration measured in the dose calibrator as a gold standard is indicated by a 
horizontal line at 2.88 MBq/ml. 
Without corrections, the difference between the activity concentrations calculated on 
the reconstructed SPECT image and measured in the dose calibrator was significantly 
underestimated by −0.54 MBq/ml, or −18.7%. With scatter correction only, the difference 
worsened to −0.77 MBq/ml (−26.8%). Applying only attenuation correction led to an 
overestimation by 0.26MBq/ml (9.2%). Applying attenuation correction in combination 
with scatter correction resulted in a small underestimation of −0.05 MBq/ml (−1.7%). 
These numbers were calculated on the voxels in a cylindrical volume with a diameter of 42 
mm, which was slightly smaller than the phantom size. 
4.3.2 Animal experiments 
Since the sources inserted into the rat were isolated well, it is possible to segment 
sub-volumes for individual sources on the reconstructed SPECT image. The activity of each 
source was calculated by adding all the voxel values in the sub-volume containing that 
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(a)    (b)     (c)   (d) 
Figure 4.3 Averages of ten transverse SPECT slices of the cylindrical phantom. The grey scales of 
a–d are the same, from black (0 Mbq/ml) to white (3.5 MBq/ml). (a) Without corrections (NC). 
(b)  With  scatter  correction  (SC).  (c)  With  attenuation  correction  (AC).  (d)  With  scatter  and 
attenuation  correction  (SC+AC).  (e)  Line  profiles  through  centre  of  phantom.  The  line  MC 
indicates the concentration measured with a dose calibrator, as a gold standard. 
 




















(a)        (b)
Figure  4.4  (a)  Planar  images  showing  positions  of  sources.  (b)  Activities  of  sources.  NC:  no 
correction  was  performed,  SC+AC:  scatter  and  attenuation  correction  was  performed,  MA: 
activities measured by dose calibrator.
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volunteers were invited to carry out the attenuation corrections on the reconstructed image 
individually, using the application program that is shown in Figure 4.2a. After a 15 min 
training session, all volunteers were able to finish their testing within 5 min. Table 4.2 lists 
the activities of the sources measured in the dose calibrator and their quantitative results 
calculated on the decay, scatter and attenuation-corrected image. The averages, standard 
deviations and percent errors of those results over the 11 testers are also listed. 












1 8.75 8.91 8.78 9.00 8.43 8.86 8.54 8.69 8.69 8.50 8.31 8.80 8.68 0.21 −0.8 
2 8.77 7.92 8.25 8.23 7.82 8.09 8.23 8.38 8.02 8.51 8.18 8.87 8.23 0.29 −6.2 
3 8.75 8.82 8.77 8.65 8.80 8.69 8.65 8.22 8.74 8.58 8.73 8.88 8.68 0.18 −0.8 
4 7.87 8.07 8.19 8.13 8.25 8.27 7.96 8.34 8.09 8.04 8.33 8.15 8.16 0.12 3.7 
5 8.16 8.30 8.15 8.31 8.04 8.25 8.01 8.00 8.23 7.98 8.08 8.26 8.15 0.13 −0.2 
6 7.94 8.21 7.94 7.78 7.94 8.03 7.63 7.52 8.02 7.76 7.92 7.97 7.88 0.19 −0.7 
7 9.73 10.47 9.87 10.26 10.29 10.00 9.93 9.59 9.62 9.97 10.02 9.99 10.00 0.26 2.8 
8 7.29 7.82 7.59 7.82 7.78 7.68 7.60 7.45 7.31 7.63 7.68 7.65 7.64 0.15 4.8 
9 8.96 9.19 8.89 9.17 8.81 8.95 8.74 8.61 8.77 8.73 8.56 8.94 8.85 0.20 −1.2 
10 9.27 9.63 9.47 9.68 9.39 9.49 9.32 9.29 9.40 9.29 9.17 9.53 9.42 0.15 1.7 
11 9.69 9.73 9.66 9.78 9.44 9.60 9.53 9.64 9.54 9.33 9.07 9.71 9.55 0.21 −1.5 
12 9.87 9.91 9.88 10.02 9.64 9.97 9.62 9.72 9.84 9.62 9.60 9.85 9.79 0.15 −0.8 
Max. error              6.2 
 
Figure 4.4 shows the decay-corrected activities of the sources calculated on the 
reconstructed SPECT image without and with scatter and attenuation correction, as well as 
the activities measured in the dose calibrator. The quantification errors on the uncorrected 
images ranged from −23.6 to −9.3%. With attenuation correction only, these errors of the 11 
testers’ average results ranged from −1.4 to 10.3%, with an average magnitude of 5.6% 
over all 12 sources. With scatter and attenuation correction, these errors ranged from −6.3 
to +4.3%, and the average magnitude decreased to 2.1%. 
4.4 Discussion 
Quantification of SPECT imaging in absolute terms becomes possible when physical 
effects like collimator blurring, sensitivity, scatter and photon absorption are all modelled 
during iterative reconstruction or compensated afterwards. In clinical SPECT imaging, 
non-uniform attenuation maps (e.g. from X-ray CT) need to be acquired for accurate 
quantitative results [178]. Our work shows that attenuation compensation can be performed 
well in small-animal SPECT applications, despite the fact that no CT scanner was used. 
Uniform attenuation maps were created with the help of body contour information from 
optical cameras. At the current stage of this research, the 2D contours were defined 
manually with deformable closed spline curves on the optical photos. This could possibly 
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be further automated by using certain image processing techniques, such as image 
segmentation, pattern recognition and an anatomical body contour model. 
Experiments were performed to validate our method, first with a simple uniform 
phantom, and then with a rat cadaver. Although the animal model of a rat with artificial 
sources is still different from a realistic set-up of preclinical studies (with injections and 
region of interest measurements, etc.), it is very well suited for evaluating the accuracy of 
correction methods, since the exact amounts of activity in specific regions of interest are 
known (which is in contrast to using living animals with a tracer injected). The results from 
the phantom and animal experiments demonstrated that without compensation an 
approximately 10–30% underestimation of the activity concentration could be achieved, 
varying with the diameters of the objects and the depth of the sources. Note that even if the 
sources were just under the skin of the rat, i.e. the common positions of transplanted 
tumours for pre-clinical cancer research, there was still more than 10% underestimation. 
Applying a first-order uniform attenuation correction with the Chang algorithm resulted in 
accurate quantifications in our experiments, especially when combining together with 
scatter correction (−1.7% in the phantom study and from −6.3 to +4.3% in the animal 
study). 
In Table 4.2 we notice that the magnitudes of most errors are below 5% except for 
source No. 2 which has an underestimation of −6.3%. This source was in the rat’s mouth 
and we found that the mouth can be hardly seen on the optical photos, due to the 
obstruction of the tissue and tape around the rat, which makes the 2D contours at that 
region uncertain. In fact, the source is not even enclosed with the contours made by 7 of the 
11 testers. This apparently leads to an underestimation of the attenuation and thus to a 
negative bias of the quantitative result. Therefore, we suggest trying to keep a clear sight of 
the animal contour in a study that requires absolute quantification. On the other hand, the 
standard deviations of the 11 testers’ results are small (≤3%), which supports the 
observation that the proposed attenuation correction method is not very sensitive to the 
contour differences introduced by some subjective judgments of individuals. 
When imaging with 99mTc, scatter correction is usually not performed in normal 
studies due to the small amount of Compton photons within the photopeak window. 
However, for absolute quantitative studies, it is better to apply scatter correction in order to 
avoid the overestimation caused by scattered photons. By using attenuation correction in 
combination with scatter correction, about 7.5 and 3.5% improvement of quantitative 
accuracy over the accuracy with only attenuation correction was gained in our phantom and 
rat cadaver experiments, respectively. 
There are two things in our experiments which may cause a bias to the results. The 
first one is the energy window settings of reconstruction. Different photopeak window 
settings will affect the proportion of gamma counts which contribute to the reconstructed 
images and thus change the calibration factor. To avoid this we employed the same window 
settings for all of the reconstructions. The other one is the inaccuracy of the dose calibrator. 
By using the same dose calibrator to measure the sources for computing the calibration 
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factor and for the validation experiments, the system error, or bias, of the dose calibrator 
cancels out in the final results of relative errors. However, accurate calibration of the dose 
calibrator is essential to obtain the exact calibration factor and absolute quantitative results 
in applications. 
In order to simplify our method and to facilitate rapid correction, the pinhole 
geometry of the U-SPECT-II system and associated attenuation paths were roughly (2D) 
approximated during the Chang-like attenuation correction. The actual projection paths of a 
voxel are very complicated considering both the multi-pinhole geometry and the use of 
multiple bed positions during acquisition. It was shown that this approximation provides 
good quantitative accuracy in small-animal images. That still good results were obtained 
can partly be explained by the fact that changes of transmitted fraction due to the length 
differences between oblique paths and perpendicular paths are small (around 5% at the 
most). 
In clinical studies, the Chang algorithm is known to cause over- and 
under-correction, and therefore an additional iterative step for compensation is 
implemented, however at the cost of noise increase. Since in small-animal SPECT the 
results are accurate without additional iterations, we restricted our method to pure 
post-reconstruction processing which (i) is much easier to implement and (ii) does not 
increase noise. 
4.5 Conclusion 
The effects of attenuation in rat-sized objects are significant. We introduced a 
contour-based attenuation correction method for small-animal SPECT. To validate this 
method, phantom and animal experiments were performed and subsequently quantified 
with a practical software tool by 11 testers. From the results (average error of 1.7 and 2.1% 
for phantom and animal studies, respectively), we conclude that this body contour-based 
uniform attenuation correction method derived from the Chang algorithm, in combination 
with scatter correction, is sufficient for accurate absolute quantification in small-animal 
SPECT imaging. The information of 3D contours for generating the attenuation maps can 
be obtained from optical photos instead of from X-ray CT images. This gives opportunities 
to do absolute quantitative SPECT with stand-alone SPECT systems and to reduce the dose 
to the animals caused by X-rays which can be limiting in longitudinal studies. 
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Attenuation of photon flux on trajectories between the source and pinhole apertures affects 
the quantitative accuracy of reconstructed single-photon emission computed tomography 
(SPECT) images. We propose a Chang-based non-uniform attenuation correction (NUA-CT) 
for small-animal SPECT/CT with focusing pinhole collimation, and compare the 
quantitative accuracy with uniform Chang correction based on (i) body outlines extracted 
from X-ray CT (UA-CT) and (ii) on hand drawn body contours on the images obtained with 
three integrated optical cameras (UA-BC). Measurements in phantoms and rats containing 
known activities of isotopes were conducted for evaluation. In 125I, 201Tl, 99mTc and 111In 
phantom experiments, average relative errors comparing to the gold standards measured in 
a dose calibrator were reduced to 5.5%, 6.8%, 4.9% and 2.8%, respectively, with NUA-CT. 
In animal studies, these errors were 2.1%, 3.3%, 2.0% and 2.0%, respectively. Differences 
in accuracy on average between results of NUA-CT, UA-CT and UA-BC were less than 2.3% 
in phantom studies and 3.1% in animal studies except for 125I (3.6% and 5.1%, respectively). 
All methods tested provide reasonable attenuation correction and result in high quantitative 
accuracy. NUA-CT shows superior accuracy except for 125I, where other factors may have 
more impact on the quantitative accuracy than the selected attenuation correction.  
5.1 Introduction 
Small-animal single-photon emission computed tomography (SPECT) and SPECT/CT play 
an increasingly important role in biomedical research [5–7, 162, 192]. Accurate and highly 
reproducible results can be obtained, often even without attenuation correction. However, 
with improved quantitative accuracy, new research applications may come in reach, e.g. 
since more subtle differences in tissue function can be detected, and efficacy of drugs or 
radiation therapy can be monitored and compared longitudinally. 
Previous phantom studies show that photon attenuation reduces the measured 
activity concentration in the centre of a rat-sized cylinder containing water by up to 50% 
when imaging with 125I, and up to 25% with 99mTc [62]. Simulation studies show that the 
attenuation can reduce reconstructed tracer concentration by up to approximately 40% for 
125I and up to about 20% for 99mTc and 111In even in mouse-sized phantoms [193]. Therefore, 
attenuation correction, together with correction for effects such as scatter and camera 
blurring, is important for obtaining highly quantitative SPECT images. 
Effects of attenuation and scatter are much smaller in rodents than in humans. 
Therefore, practical first-order corrections may be sufficient to achieve accurate 
quantification. With window-based scatter correction [188] and iterative attenuation 
correction [194] based on micro-CT images, Vanhove et al. showed that quantitative errors 
in mouse studies could be reduced to −7.9 ± 10.4% [65]. We recently introduced an 
optical-contour-based modified Chang method [184] and obtained accurate results as well 
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(1.7% underestimation on average in a phantom study, and 2.1% error on average in a rat 
study) [195]. This Chang attenuation correction does not require an object-dependent 
system matrix for reconstruction. However, a method based on images obtained with 
optical cameras has some methodological drawbacks compared to inherently automated 
CT-based attenuation: (i) the attenuation maps assume homogeneous attenuation, and (ii) 
the default 3D body contour model needs to be adjusted to individual animals by the 
operator. While uniform attenuation correction leads to reasonably accurate results, 
CT-based non-uniform attenuation correction should at least in theory further improve the 
accuracy and reproducibility of quantification. 
Recently, commercial pre-clinical micro-SPECT/CT systems have been developed 
facilitating CT-based non-uniform attenuation correction. This study presents a modified 
non-uniform Chang method for quantitative small-animal SPECT. This method was tested 
with data acquired on a U-SPECT-II/CT system (MILabs, Utrecht, the Netherlands) for 125I, 
201Tl, 99mTc and 111In. 
5.2 Materials and methods 
5.2.1 U-SPECT-II/CT system 
The system comprises three stationary detector arrays with multi-pinhole collimators 
optimized for differently sized rodents with 75 focused pinholes in each cylindrical 
collimator. For scanning large volumes—up to the entire animal—an XYZ stage shifts the 
animal during acquisition. Volume images are then obtained during iterative image 
reconstruction using all acquired data from all bed positions. Evaluations show that with 
99mTc and 123I, the spatial resolution can reach 0.35 mm for mice and 0.8 mm for rats. These 
values are only slightly degraded with other commonly used SPECT isotopes like 111In [26]. 
The high throughput CT (SkyScan1178, SkyScan, Kontich, Belgium) comprises a 
fast circular cone-beam setup dedicated for low-dose scanning with an air-cooled 
metallo-ceramic tube (voltage range 20–65 kV) and a 1280 × 1024 pixel 12 bit CCD-based 
detector. The scanning volume is 82 mm in diameter, with 82 mm length for a single scan 
and up to 212 mm length with multiple scans. The voxel size is 83 or 166 µm. 
5.2.2 Data acquisition, image reconstruction and registration 
SPECT data were acquired in list mode. Images were reconstructed with the scanning focus 
method (SFM) [33] and compensation for blurring effects and distance-dependent pinhole 
sensitivity through accurate system modelling [187]. Reconstruction was accelerated by 
using pixel-based ordered subset expectation maximization (POSEM) [32] with 16 subsets 
and 6 iterations. 
CT images were reconstructed using a modified Feldkamp algorithm with automatic 
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Table 5.1 Window settings for 125I, 201Tl, 99mTc and 111In (low- and high-energy photopeak). 
Window 
(keV ± %) 
   125I    201Tl    99mTc 
                111In 
  (low)   (high) 
Photopeak 28 ± 40% 72 ± 15% 140 ± 10% 171 ± 10% 245 ± 10% 
Background1 14 ± 14.3% 55 ± 9.3% 112 ± 5% 148 ± 3.4% 215 ± 2.3% 
Background2 42 ± 4.8% 88 ± 5.7% 168 ± 3.5% 194 ± 2.6% 275 ± 1.8% 
 
adaptation to the scan geometry. Beam hardening and ring artefacts were corrected, and the 
voxel numbers were converted into Hounsfield units by using a pre-measured calibration 
factor (CF). 
Registration of CT to SPECT images was fully automated using a pre-calculated 
transformation matrix. 
5.2.3 SPECT CF for quantification 
CFs were obtained by acquiring SPECT images of small sources with known activity and 
were used for converting the reconstructed voxel values to activity concentrations. Since 
the various distance-dependent pinhole sensitivities were already modelled in the system 
matrix and subsequently compensated in the reconstruction process [187], the CF for each 
isotope should theoretically be homogeneous throughout all voxels of reconstructions if 
attenuation and scatter can be neglected. This means that the CF for each isotope is a global 





ACF        (5.1), 
where A is the activity of the source measured in a dose calibrator, ∑R is the summation of 
all voxel values in the reconstructed SPECT image and V is the volume of a voxel. If A has 
a unit of MBq, V is expressed in ml and the voxel value R is considered to be dimensionless, 
then the CF has a unit of MBq/ml. 
5.2.4 Window-based scatter correction 
Scatter is a significant source of error [62, 193]. Therefore, attenuation correction without 
scatter correction can lead to overestimation of activity [195]. Since effects of scatter in 
small animals and pinholes are relatively small [190, 191, 196], window-based scatter 
correction methods [188] are assumed to be sufficient for isotopes such as 99mTc and 111In 
[62, 65, 195]. When imaging with 201Tl, high-energy photons emitted by contaminants can 
scatter in the collimators and detectors, leading to a rather flat background under the 
photopeak in the spectrum [197]. This can also be corrected with window-based methods. 
Since U-SPECT-II acquires data in list mode, photopeak and background windows 
can be set after acquisition. The window settings configured in our experiments are listed in 
Table 5.1. The resulting scatter estimate projections were scaled according to the ratio of 
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the window widths, and incorporated in the POSEM reconstruction according to the 
Bowsher method [189]. 
5.2.5 Attenuation map 
Intensities of registered CT images were rescaled in order to provide non-uniform 
attenuation maps for 125I, 201Tl, 99mTc and 111In. Attenuation coefficients (μ) were calculated 









0µµ       (5.2), 
where HU is the image intensity in Hounsfield units of a given voxel and μ0 is the linear 
attenuation coefficient associated with water and the energy of the photons used in SPECT. 
μ0 was obtained by using the NIST data tables [199]. 
5.2.6 Post-reconstruction attenuation correction 
The Chang algorithm [184] is a practical first-order attenuation correction method, which 
provides an approximation for obtaining the transmitted fraction (TF) for each voxel in 
reconstructed images. In this method, the TF along every projection line from a certain 
voxel is calculated, and the average of all these TFs is treated as the overall TF for that 
voxel: 














dexp1TF µ       (5.3), 
where M is the number of projections involved in acquisition for data of a certain voxel, Lm 
denotes the m-th projection path of gamma photons and μ is the attenuation coefficient on 
that projection line Lm. M was set to 64. For non-uniform attenuation correction, attenuation 
coefficients were derived from CT images according to Equation (5.2). After the TF of 
gamma rays for each voxel was estimated, non-uniform attenuation correction was applied: 
   
TF
CFAC ⋅= U        (5.4), 
with AC the corrected activity concentration and U the voxel value. 
For comparison, two uniform attenuation corrections were performed: (i) based on 
optical body contours (“UA-BC”) [195] and (ii) based on contours extracted from CT using 
a threshold (“UA-CT”). Non-uniform attenuation correction with the attenuation 
coefficients derived from the CT data will be hereinafter referred to as “NUA-CT”. 
5.2.7 Phantom experiments 
We used the NEMA image quality phantom for small-animal imaging (NEMA NU 4-2008, 
Figure 5.1a) to validate accuracy of attenuation correction. The phantom consists of a 
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cylindrical fillable chamber (30 mm inside diameter and 30 mm length), and a lid with two 
empty chambers (10 mm outside diameter and 15 mm length). 
The phantom was first filled with 99mTcO4− solution (8.65 MBq/ml). The activity 
was measured in the same dose calibrator that was used for the SPECT calibration. Next, 
SPECT and fully circular CT (60 kV and 615 µA) were performed. SPECT images were 
reconstructed with decay and scatter correction. The same procedure was repeated for 
201TlCl3, 111InCl3 and Na125I solution, with activity concentrations of 5.90 MBq/ml, 5.91 
MBq/ml and 4.54 MBq/ml, respectively. 
 
5.2.8 Animal	experiments	
We used four cadavers of female Wistar rats (300–350 g body weight) to test the method 
with realistic attenuation distributions. For each isotope, 12 small sources with volumes of 
around 0.2 ml were made from tips of 0.5 ml microcentrifuge tubes (Eppendorf, Hamburg, 
Germany), radioactive solution and Parafilm (Pechiney Plastic Packaging Company, 
Chicago, IL, USA). Activities of 125I, 201Tl, 99mTc and 111In sources ranged from 8.30 to 11.8 
MBq, 3.82 to 7.23 MBq, 13.9 to 18.8 MBq and 6.02 to 11.7 MBq, respectively. The activity 
in the sources was measured in the same dose calibrator. These sources were inserted into 
the four rats surgically (inside or nearby mouth, neck, left and right lungs, liver, stomach, 
left kidney, intestine, left and right shoulders, and left and right sides of waist, as shown in 
Figure 5.1b). Total-body SPECT/CT was performed for each rat. 
5.3 Results	
5.3.1 Phantom	experiments	
Figure 5.2 to 5.7 shows 10 mm slices and line profiles of the reconstructed phantom images. 
Significant differences were found between uncorrected and corrected results, while the 
contrasts among corrected results with the three different methods were small. The gold 












(a)         (b) 
Figure 5.1 (a) Drawing of the NEMA image quality phantom. (b) Rat with artificial sources. 
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Figure  5.2  Results  of  125I  phantom.  (a)  Slices  without  attenuation  correction  (N),  with 




















































































Figure  5.3  Results  of  201Tl  phantom.  (a)  Slices  without  attenuation  correction  (N),  with 
optical‐contour‐based  correction  (UA‐BC), with CT‐contour‐based  correction  (UA‐CT)  and with 
CT‐image‐based correction (NUA‐CT). (b) Line profiles through the centre of slices. Note that the 
gold standard is 100%. 
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Figure  5.4  Results  of  99mTc  phantom.  (a)  Slices  without  attenuation  correction  (N),  with 




















































































Figure 5.5 Results of  111In phantom  (reconstructed by using  low‐energy photopeak).  (a) Slices 
without  attenuation  correction  (N),  with  optical‐contour‐based  correction  (UA‐BC),  with 
CT‐contour‐based  correction  (UA‐CT)  and with  CT‐image‐based  correction  (NUA‐CT).  (b)  Line 
profiles through the centre of slices. Note that the gold standard is 100%. 
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without  attenuation  correction  (N),  with  optical‐contour‐based  correction  (UA‐BC),  with 




















































































attenuation  correction  (N),  with  optical‐contour‐based  correction  (UA‐BC),  with 
CT‐contour‐based  correction  (UA‐CT)  and with  CT‐image‐based  correction  (NUA‐CT).  (b)  Line 
profiles through the centre of slices. Note that the gold standard is 100%. 
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used, the deviations from the gold standards were −1.9%, 8.4%, 7.0%, 5.1%, 11.4% and 
11.5% for 125I, 201Tl, 99mTc, 111In (low-energy photopeak), 111In (high-energy photopeak) and 
111In (both photopeaks), respectively. These errors were altered to −3.3%, 8.0%, 5.7%, 3.6%, 
9.9% and 10.0% with UA-CT, respectively, and to −5.5%, 6.8%, 4.9%, 2.8%, 9.2% and 
9.2%, respectively, by using NUA-CT. In contrast, errors of −41.9%, −17.2%, −15.5%, 
−16.1%, −9.0% and −10.0% were found when no attenuation correction was performed. 
Besides the overall activity concentrations, we also divided the entire volume into 
homogeneous and heterogeneous regions (indicated in Figure 5.1a as “Homo” and “Hetro”, 
respectively) and calculated their activity concentrations separately. These results are listed 
in Table 5.2. 
Table 5.2 Quantitative errors of phantom images by using different attenuation correction 
methods. 
Error (in %) No correction UA-BC UA-CT NUA-CT 
125I     
 
Homogeneous −42.2  −1.8  −3.2  −4.0  
Heterogeneous −41.5  −2.1  −3.5  −7.9  
201Tl     
 
Homogeneous −17.7  8.1  7.7  7.3  
Heterogeneous −16.4  8.9  8.6  6.0  
99mTc     
 
Homogeneous −16.3  6.0  4.8  4.8  
Heterogeneous −14.0  8.7  7.3  5.1  
111In (low)     
 
Homogeneous −17.1  4.1  2.5  2.4  
Heterogeneous −14.5  6.7  5.3  3.4  
111In (high)     
 
Homogeneous −9.6  10.9  9.4  9.3  
Heterogeneous −8.1  12.1  10.7  8.9  
111In (both)     
 Homogeneous 
−10.8  10.8  9.2  9.1  
Heterogeneous −8.6  12.7  11.3  9.4  
 
5.3.2 Animal experiments 
Activities in the regions of interest containing the sources in both uncorrected and corrected 
images were calculated, and compared with the gold standards measured in the dose 
calibrator. Results are plotted in Figure 5.8 for each source. For 125I, the relative errors of 
the activities measured on the image without attenuation correction, with UA-BC, with 
UA-CT and with NUA-CT, were on average −47.0%, 7.2%, 2.3% and 2.1%, respectively. 
For 201Tl, these errors were −26.8%, 5.5%, 2.7% and 3.3%. For 99mTc, the same errors were 
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−24.1%, 2.5%, 2.0% and 2.0%. For 111In (low-energy photopeak), they were −23.4%, 3.2%, 
0.1% and 2.0%; for 111In (high-energy photopeak), they were −19.8%, 4.6%, 2.0% and 
3.8%; and for 111In (both photopeaks), they were −21.0%, 4.8%, 1.8% and 3.7%, 





































UA‐BC:  with  optical‐contour‐based  correction,  UA‐CT:  with  CT‐contour‐based  correction  and 
NUA‐CT: with CT‐image‐based correction. Note that the gold standard is 100%. 
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Table 5.3 Quantitative errors of rat images by using different attenuation correction methods. 
Error (in %) No correction UA-BC UA-CT NUA-CT 
125I     
 
Average −47.0 7.2 2.3 2.1 
Standard deviation 8.8 9.0 6.7 6.5 
201Tl     
 
Average −26.8 5.5 2.7 3.3 
Standard deviation 5.7 4.2 2.6 2.5 
99mTc     
 
Average −24.1 2.5 2.0 2.0 
Standard deviation 5.5 2.8 2.4 2.5 
111In (low)     
 
Average −23.4 3.2 0.1 2.0 
Standard deviation 3.4 4.1 4.1 2.7 
111In (high)     
 
Average −19.8 4.6 2.0 3.8 
Standard deviation 4.0 4.2 4.3 3.4 
111In (both)     
 
Average −21.0 4.8 1.8 3.7 
Standard deviation 3.6 4.1 4.1 2.9 
5.4 Discussion 
In the present study, a Chang-based non-uniform attenuation correction method was 
developed and its impact on the accuracy of quantitative analysis of SPECT images was 
determined. For the standard small-animal NEMA image quality phantom, the 
underestimation of activity concentration due to photon attenuation ranged from 9.0% to 
41.9% for different isotopes when no correction was applied, which was in line with [193]. 
With each of the three attenuation correction methods, the relative error reduced to less than 
10% except for the 111In high-energy-photopeak and 111In both-photopeak images. There 
was a trend towards a slight overestimation in images involving the 111In high-energy 
photopeak. This is because the system matrices were made from scans with 99mTc. The 245 
keV photons emitted by 111In have a higher possibility of penetrating the collimator directly, 
which is not yet accurately modelled in the system matrices. In this sense, although 111In 
images are usually reconstructed using both photopeaks to increase the signal-to-noise ratio, 
especially when the number of counts collected is not high enough, it may be better to use 
only the low-energy photopeak for quantitative purposes in studies with sufficiently high 
activity. Future investigations about optimal window-settings and correction of 111In images 




For 125I, 201Tl, 99mTc and for the 111In low-energy-photopeak data, differences of the average 
accuracy after attenuation correction by using UA-BC and UA-CT were between 0.4% and 
1.5%. Since these two methods use exactly the same algorithm, the differences in the 
results can only be explained by the differences of contour extraction. Use of the CT 
contours led to slightly more accurate results except for 125I. 
When comparing UA-CT and NUA-CT, we can see that in the homogeneous region 
of the phantom, the two methods lead to similar results (difference <0.8%). However, in the 
heterogeneous region, NUA-CT is superior to UA-CT for 201Tl, 99mTc and 111In 
low-energy-photopeak images, though differences are small (<2.6%). This could be 
explained by the uniform and non-uniform TF maps calculated from the different methods. 
Taking the TF maps for 99mTc as an example (Figure 5.9), the TFs of about three quarters of 
the voxels have differences less than 2% between the uniform and non-uniform maps. The 
largest difference was less than 6.9% and was located in the air-filled chambers. For 125I, 
because the amount of attenuation is higher than for the other isotopes, the difference in 
results between using NUA-CT and UA-CT is also higher, about 4.4% on average. 
 
Only the attenuation-corrected 125I images suffered from underestimation. Quantitative 
accuracy was the best for UA-BC and worst for NUA-CT. This may be caused by errors in 
scatter correction and reconstruction. The coherent scattering of low-energy photons cannot 
be simply corrected by using the energy-window-based method. Therefore, part of the 
activity was wrongly attributed to the air-filled chambers (Figure 5.2b), and consequently 
reconstructed activity in the solution-filled area decreased. In addition, some distortions in 
the shape of the phantom were observed in the 125I and 201Tl images (Figure 5.2a and 5.3a). 
This can be explained by the fact that the system point spread functions (PSFs) were 
calibrated with 99mTc. We expect that more extensive calibration with different isotopes or 
correction of PSFs for the photon energy (e.g. along the lines in [34]) will further improve 
the results. However, note that neither of these approaches is trivial to implement. 
In rat cadavers, we obtained quantitative errors in un-corrected images which again 
were in line with experiments in [62]. As expected, UA-BC gave the worst (but still quite 
accurate) estimation of the activities. Comparing with UA-CT that uses more accurate 
(a)    (b)          (c) 
Figure 5.9 TF maps of heterogeneous phantom slice for 99mTc calculated by using (a) UA-CT and 
(b) NUA-CT. (c) is (a) − (b). 
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contours, we found that the estimations of attenuation by using UA-BC were higher. This 
means that the hand-draw contours may have been drawn too loose, which may be caused 
by the fur of the rats. Surprisingly, UA-CT performed as well as NUA-CT. 
The Chang algorithm, either uniform or non-uniform, is a first-order approximation. 
We expect that the quantitative accuracy would progressively increase by using UA-BC, 
UA-CT and NUA-CT. This coincides with the phantom-experiment results quite well. 
However, in the rat studies, the advantage of NUA-CT is not obvious comparing to UA-CT. 
One reason could be that there are no large structures with higher or lower density than soft 
tissue in the rat bodies, unlike in the heterogeneous region of the phantom. The volume 
containing bones is small, and the air content of the lungs was low, since the rats were 
euthanized before the scans. In studies with living animals, the effect of non-uniform 
attenuation correction will be somewhat larger. Otherwise, noise and artefacts in CT images 
may cancel out part of the benefit from non-uniform attenuation correction. 
The linear scaling that we have used for translating CT numbers to attenuation 
coefficients is an approximate approach. However, it has the advantage that no extra CT 
measurements with dense materials are required. This linear approach seems to be 
sufficient for accurate attenuation correction in small animals, likely because of the small 
dimension of bone structure. If any significant improvements can still be made needs to be 
tested in future experiments. 
5.5 Conclusion 
We introduced a CT-image-based first-order Chang method for non-uniform attenuation 
correction in SPECT with focusing pinholes. Phantom and animal experiments were 
conducted with different isotopes (i.e. 125I, 201Tl, 99mTc and 111In). Results were compared 
with two uniform attenuation correction methods based on contours extracted from optical 
images or CT images. We conclude that all the three methods allow accurate absolute 
quantification in small-animal SPECT, while the CT-based methods improve the accuracy 
as compared to the optical-contour-based one. It is a good choice just to use the 
optical-contour-based method for small-animal studies in which quantification is needed 
but no CT scans are available. When CT images are used, the creation of the attenuation 
maps is slightly more accurate and is automated, which can save time and operator training 
for drawing the contours. 
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Background: In single-photon emission computed tomography (SPECT), attenuation of 
photon flux in tissue affects quantitative accuracy of reconstructed images. Attenuation 
maps derived from X-ray computed tomography (CT) can be employed for attenuation 
correction. The attenuation coefficients as well as registration accuracy between SPECT 
and CT can be influenced by several factors. Here we investigate how such inaccuracies 
influence micro-SPECT quantification. 
Methods: Effects of (i) misalignments between micro-SPECT and micro-CT through 
shifts and rotation, (ii) globally altered attenuation coefficients and (iii) combinations of 
these were evaluated. Tests were performed with a NEMA NU 4-2008 phantom and with 
rat cadavers containing sources with known activity. 
Results: Changes in measured activities within volumes of interest in phantom 
images ranged from <1.5% (125I) and <0.6% (201Tl, 99mTc and 111In) for 1 mm shifts to <4.5% 
(125I) and <1.7% (201Tl, 99mTc and 111In) with large misregistration (3 mm). Changes induced 
by 15° rotation were smaller than those by 3 mm shifts. By significantly altering 
attenuation coefficients (±10%), activity changes of <5.2% for 125I and <2.7% for 201Tl, 
99mTc and 111In were induced. Similar trends were seen in rat studies. 
Conclusions: While getting sufficient accuracy of attenuation maps in clinical 
imaging is highly challenging, our results indicate that micro-SPECT quantification is quite 
robust to various imperfections of attenuation maps. 
 
Keywords: molecular imaging, SPECT, CT, small animal, misregistration, attenuation 
correction, quantification  
6.1 Background 
Small-animal single-photon emission computed tomography (micro-SPECT) plays an 
increasingly important role in biomedical research [5–7, 162, 192, 200–203]. Attenuation 
correction, together with correction for effects such as scatter and camera blurring, is 
essential for obtaining highly quantitative SPECT images. Efforts have been made to 
improve quantitative accuracy in micro-SPECT. For instance, Hwang et al. [58] and 
Vanhove et al. [65] showed that by using attenuation maps derived from micro-CT data, 
cupping artefacts in micro-SPECT images could be eliminated and quantitative errors could 
be reduced with iterative attenuation correction [194] and window-based scatter correction 
[188] methods. We recently introduced an optical-contour-based modified Chang method 
[184] for attenuation correction in multi-pinhole SPECT, which is applied 
post-reconstruction and leads to small quantitative errors (1.7% and 2.1% on average in 
phantom and rat studies with 99mTc, respectively) [195]. This method was later extended to 
a CT-based non-uniform attenuation correction and tested with four different isotopes on a 
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micro-SPECT/CT system [204]. Average quantitative errors of 2.1%, 3.3%, 2.0% and 2.0% 
in activities of sources implanted in rat cadavers were achieved for 125I, 201Tl, 99mTc and 
111In, respectively. 
In clinical SPECT, problems caused by inaccurate attenuation maps have been 
thoroughly investigated. For example, Tonge et al. [205, 206] indicated that even minor 
degrees of misregistration (a couple of millimetres) between SPECT and CT can create 
significant artefacts. Goetze et al. [207] found that misregistration of less than 1 cm 
contributed significantly to changes in myocardial perfusion images. Studies of e.g. 
Kennedy et al. [208] found misregistration of more than 3.4 mm in 73% of clinical 
SPECT/CT studies. Such studies even raised the question whether attenuation correction 
should be applied to clinical myocardial perfusion SPECT. Results about attenuation map 
inaccuracies and their effects on quantitative accuracy for clinical SPECT cannot be 
directly translated to micro-SPECT studies because of e.g. higher resolution, different 
anatomies and less attenuation in micro-SPECT studies. Since anatomical images from 
external scanners are often combined with micro-SPECT, registration and scaling issues 
occur quite often. Therefore, knowledge about required attenuation map accuracy is highly 
important. 
The aim of the present study is to investigate the effects of attenuation map 
imperfections on the accuracy of micro-SPECT quantification. Two main sources of 
attenuation map inaccuracies were emulated: (i) misalignments between micro-SPECT and 
micro-CT images, e.g. as could result from misregistration or animal movement; and (ii) 
global errors in the attenuation coefficients derived from micro-CT data, e.g. as could result 
from sub-optimal CT calibration. 
6.2 Method 
Animal studies involved in this study were conducted following the regulations approved 
by the Animal Experiment Committee of the Radboud University Nijmegen. 
6.2.1 Phantom and animal imaging in U-SPECT-II/CT 
The U-SPECT-II/CT system used in the present study (MILabs, Utrecht, the Netherlands; 
Figure 6.1) comprises three stationary gamma cameras equipped with different cylindrical 
multi-pinhole collimators optimized for differently sized rodents, each containing 75 
focused pinholes. An XYZ stage shifts the animal during acquisition for scanning large 
volumes up to the entire animal. The integrated high-throughput micro-CT comprises a fast 
circular cone-beam setup dedicated for low-dose scanning with an air-cooled 
metallo-ceramic tube (voltage range 20 to 65 kV) and a 1280 × 1024 pixel 12-bit 






Figure 6.1 Images of the system and rat collimator used in the present study. (a) U-SPECT-II/CT 




























Figure 6.2 NEMA image quality phantom, microcentrifuge tube and rat body showing 99mTc 
sources. (a) Drawing of NEMA image quality phantom, (b) 0.5 ml microcentrifuge tube and its tip 
for making sources (sealed with Parafilm (Pechiney Plastic Packaging Company, Chicago, IL, USA) 
afterwards) used in the rat study and (c) rat with numbered 99mTc sources with known activity. 
(b) 
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A NEMA image quality phantom for small-animal imaging (NEMA NU 4-2008, NEMA, 
Rosslyn, VA, USA; Figure 6.2a) with two small air-filled chambers was first filled with 
99mTcO4− solution (8.65 MBq/ml). The activity was measured in a dose calibrator. Next, 
SPECT and fully circular CT (60 kV and 615 µA) were performed. Then, the same 
procedure was repeated for 201TlCl3, 111InCl3 and Na125I solutions, with activity 
concentrations of 5.90 MBq/ml, 5.91 MBq/ml and 4.54 MBq/ml, respectively. In addition, 
12 small 99mTc sources (approximately conical, about 6 mm in length and 3 mm in average 
diameter, and made from tips cut from 0.5 ml microcentrifuge tubes; Figure 6.2b) with 
known activity were inserted into a cadaver of a female Wistar rat surgically (inside or near 
the mouth, neck, left and right lungs, liver, stomach, left kidney, intestine, left and right 
shoulders, and left and right sides of the waist, as shown in Figure 6.2c). Total-body 
SPECT/CT was performed for the rat. This was repeated with three other rat cadavers for 
125I, 201Tl and 111In. Activities of the 125I, 201Tl, 99mTc and 111In sources ranged from 8.30 to 
11.8 MBq, 3.82 to 7.23 MBq, 13.9 to 18.8 MBq and 6.02 to 11.7 MBq, respectively. 
SPECT images were reconstructed by using the scanning focus method [33] 
combined with pixel-based ordered subset expectation maximization [32] using 16 subsets, 
6 iterations and a 0.375 mm voxel grid, during which blurring and pinhole sensitivity 
effects were corrected [187] and an energy-window-based scatter correction method was 
implemented [188]. CT images were reconstructed with a 0.169 mm voxel grid, using 
NRecon (SkyScan, Kontich, Belgium) with its built-in modified Feldkamp algorithm and 
methods for beam hardening and ring artefact corrections. Both SPECT and CT images 
were rescaled with pre-measured calibration factors, and then SPECT images were 
registered to CT images by means of rigid transformations with pre-determined matrices. 
More details on system calibration, phantom and animal preparation, data 
acquisition, image reconstruction, scatter correction and SPECT–CT registration have been 
described in [204]. 
6.2.2 CT-based non-uniform attenuation correction for micro-SPECT  
The Chang algorithm [184] is a practical attenuation correction method, which provides an 
approximation for obtaining the transmitted fraction (TF) for each voxel in reconstructed 
images. Being a post-reconstruction correction method, the Chang algorithm does not 
require generation of additional SPECT system matrices that each takes up tremendous 
amounts of memory and computation. Therefore, the Chang algorithm can be easily applied 
to images acquired from any micro-SPECT system. This algorithm has been shown to lead 
to highly accurate results [195, 204] which can be attributed to the fact that (in contrast to 
clinical SPECT) only small corrections are required in rodents, justifying the use of this 
first-order method (in clinical SPECT, iterative attenuation correction is highly preferred 
while memory demands are different). Details about implementation of the modified Chang 
algorithm for multi-pinhole SPECT are found in [204]. In brief, the TF along every 
projection line from a certain voxel is calculated, and the average of all these TFs is treated 
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as the overall TF for that voxel: 














dexp1TF µ       (6.1), 
where M is the number of projections involved in acquisition for data of a certain voxel, Lm 
denotes the m-th projection path of gamma photons and μ is the attenuation coefficient on 










0µµ       (6.2), 
in which HU is the CT image intensity in Hounsfield units, and μ0 is the linear attenuation 
coefficient associated with water and the energy of the photons used in SPECT. μ0 was 
obtained using the NIST data tables [199]. In case that more than one photon energy was 
involved, μ0 was chosen to be the average of μ0(E) weighted by the number of photons 
detected under each energy E. When the TF for each voxel was estimated, the attenuation 
was compensated by dividing each voxel value by its corresponding TF [204]. 
6.2.3 Attenuation correction with different attenuation maps 
For each scan, an attenuation coefficient map was created from the registered CT image by 
linear scaling as in Equation (6.2) and then converted to a transmitted fraction map with the 
non-uniform Chang algorithm as described in Equation (6.1). To only evaluate the impact 
of inaccuracies in attenuation maps on the SPECT quantification, we considered these 
original attenuation maps to be accurate, and thus, we used the SPECT images corrected 
with these maps as reference images. Meanwhile, quantitative errors, i.e. differences 
between activities measured in images and in a dose calibrator, were also calculated for 
each reference image for reasons of comparison. 
To investigate the effect of misregistration, we shifted the original TF maps for 
phantom studies in either +x (towards the right side of the system) or +y (downwards) 
direction and the maps for animal studies in +x, +y or +z (towards the back side of the 
system) direction. The distances of shifting in each direction were set to 1 mm and 3 mm. 
All original TF maps were also rotated anticlockwise by 15° to emulate the consequences 
of animal movement during scans. All these shifted and rotated TF maps were used for 
attenuation correction of their corresponding SPECT images. Later on, we globally changed 
the attenuation coefficients in the attenuation maps by ±10% of the original values. This 
was to emulate errors introduced by CT itself and/or from converting CT values to 
attenuation coefficients. TF maps were again calculated with the non-uniform Chang 
algorithm from these altered attenuation maps and then used for correcting for attenuation 
in their corresponding SPECT images. As a final test, the TF maps calculated with the +10% 
attenuation coefficient maps were also rotated anticlockwise by 15° and shifted by 3 mm in 
the x direction. This way, we introduced a combination of “worst-case” errors. These TF 
Effects of attenuation map accuracy 
83 
maps were then employed for attenuation correction. All images that were corrected with 
the abovementioned inaccurate attenuation maps were compared to the reference images. 
All the above operations were performed for 125I, 201Tl, 99mTc and 111In separately. 
6.3 Results 
6.3.1 Phantom experiments 
Three 3 mm × 3 mm × 11 mm volumes of interest (VOIs) were defined in heterogeneous 
slices of each phantom image, as shown in Figure 6.3a. Measured activities within the VOIs 
in the reference images and in the images corrected with inaccurate attenuation maps were 
calculated and compared. Changes in the measured VOI activities induced by attenuation 
map inaccuracies are listed in Table 6.1. With 1 mm shifts of the attenuation maps, the VOI 
activity changed less than 1.5% for 125I and 0.6% for 201Tl, 99mTc and 111In. When the shifts 
increased to 3 mm, the changes increased to less than 4.5% for 125I and 1.7% for 201Tl, 99mTc 
and 111In. With 15° rotation of the maps, the changes were less than 1.4% for 125I and 0.9% 
for 201Tl, 99mTc and 111In. When the attenuation coefficients were altered by 10%, the 
activity in the VOIs changed less than 5.2% for 125I and 2.7% for 201Tl, 99mTc and 111In. With 
the combination of rotation and shifts of the maps and altered attenuation coefficients, the 
VOI activity changed less than 6.2% for 125I and 3.0% for 201Tl, 99mTc and 111In. The 
quantitative errors of the reference images are listed in the first data column of Table 6.1 for 
reasons of comparison. 
Table 6.1 Quantitative errors and relative changes of VOI activities. Quantitative errors (in %) of 
VOI activities in reference phantom SPECT images were calculated with respect to dose calibrator 
measurements (1st data column), and relative changes (in %) in VOI activities due to attenuation 
map inaccuracies were calculated with respect to reference images (2nd to 9th data column). 
Isotope VOI Quanti. 
error 
Changes induced by map inaccuracies (rotation, shift and/or μ change) with respect 
to references 
0° 
1 mm X 
1.0μ 
0° 
3 mm X 
1.0μ 
0° 
1 mm Y 
1.0μ 
0° 












3 mm X 
1.1μ 
125I 1 −20.4  0.1  0.4 −0.5 −4.0  0.0 −4.9  5.2  5.3 
2 −11.8  0.7  1.1 −0.2 −1.0 −0.2 −4.8  5.0  6.2 
3  −7.9 −1.1 −4.0 −1.5 −4.5 −1.4 −4.2  4.3 −0.8 
201Tl 1  −5.8  0.0  0.1 −0.1 −1.5  0.0 −2.6  2.7  2.7 
2   6.1 −0.4 −1.4  0.0 −0.3 −0.1 −2.5  2.6  3.0 
3   4.4  0.2 −0.3  0.6  1.4 −0.7 −2.3  2.3  0.0 
99mTc 1  −2.0  0.1  0.2 −0.2 −1.7  0.0 −2.2  2.2  2.1 
2   6.1 −0.3 −1.1 −0.1 −0.3 −0.1 −2.1  2.2  2.4 
3  −8.3  0.4 −0.2  0.5  1.3 −0.2 −1.8  1.9  0.2 
111In 1  −4.7  0.0  0.1 −0.2 −1.4  0.0 −2.1  2.1  2.2 
2  −3.5 −0.4 −1.2  0.0 −0.3 −0.1 −2.0  2.0  2.5 
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In addition, the normalized root mean square deviation (NRMSD) was calculated 



















     (6.3), 
where vi is i-th voxel inside the phantom chamber in an image corrected with an inaccurate 
map, and vri is the corresponding voxel in a reference image. n is the number of voxels 
inside the phantom chamber. The results are listed in Table 6.2. The largest NRMSDs 
caused by combined rotation, shifts and attenuation coefficient errors were 6.3%, 3.0%, 2.5% 
and 2.3% for 125I, 201Tl, 99mTc and 111In, respectively. 
Table 6.2 NRMSDs (in %) between phantom images corrected with inaccurate maps and with 
accurate maps. 
Isotope Rotation, shift and × μ 
0° 
1 mm X 
1.0μ 
0° 
3 mm X 
1.0μ 
0° 
1 mm Y 
1.0μ 
0° 












3 mm X 
1.1μ 
125I 1.7 4.9 1.7 4.7 0.8 4.4 4.6 6.3 
201Tl 0.8 2.2 0.7 2.2 0.4 2.4 2.5 3.0 
99mTc 0.6 1.8 0.6 1.8 0.4 2.1 2.1 2.5 
111In 0.6 1.7 0.6 1.6 0.3 1.9 2.0 2.3 
 
Line profiles through homogenous and heterogeneous slices (defined in Figure 6.3a) were 
created from images corrected with different attenuation maps and are plotted in Figure 
6.3b. When the attenuation map was shifted, it is clear that the main changes in quantitation 
were located at the edges of the phantom along the shifting direction. The changes were 
small for 201Tl, 99mTc and 111In imaging (≤5%), while for 125I it was larger (≤10%). Rotation 
of attenuation maps had almost no effect in homogenous slices for all four isotopes: the line 
profiles perfectly overlapped the reference profiles. In heterogeneous slices, the profiles 
slightly deviated (1% to 2%) from the reference profiles only close to the edges of the air 
chambers. When altering the attenuation coefficients by ±10%, the induced changes were 
on average about 2% to 3% for 201Tl, 99mTc and 111In, and about 5% for 125I. Unlike shifting 
or rotating the maps, the changes in quantitation when the attenuation coefficients were 
altered resulted in global (but not uniform) over- or underestimations. 
6.3.2 Animal experiments 
In the rat SPECT images, non-overlapped spherical VOIs (diameter of about 15 mm) were 
created for each small source. The sources were completely enclosed in the centres of their 
corresponding VOIs. Activities in the VOIs were measured in the images corrected with 
different attenuation maps. Comparisons were made between measurements in the 
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reference images and in the images corrected with inaccurate maps. Changes in the 
measured VOI activities induced by map inaccuracies are plotted in Figure 6.4, and the 
average absolute changes in percentage are listed in Table 6.3. With 1 mm shifts of the 
maps, the measured VOI activities changed 1.4 ± 1.1%, 0.6 ± 0.5%, 0.5 ± 0.4% and 0.5 ± 
0.4% on average for 125I, 201Tl, 99mTc and 111In, respectively, while these average changes 
increased to 3.6 ± 2.9%, 1.5 ± 1.2%, 1.3 ± 1.2% and 1.2 ± 1.0% with 3 mm shifts. When 
the maps were rotated by 15°, the changes were 2.1 ± 1.8%, 0.8 ± 0.8%, 0.5 ± 0.4% and 0.5 
± 0.8% on average. When altering the attenuation coefficients by 10%, the VOI activities 
changed 5.9 ± 1.8%, 3.3 ± 0.9%, 2.8 ± 0.7% and 2.7 ± 0.6% on average for the four 
isotopes, respectively. With combined rotated and shifted maps and altered attenuation 








































1.1μ 15° + 3mmX + 1.1μ 
3mmZ 15° rotation 
Figure 6.4 Differences between source activities  in rat SPECT  images corrected with  inaccurate 
attenuation maps and with accurate maps. The differences are in percent (%). 
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coefficients, the average changes were 5.8 ± 5.4%, 4.4 ± 3.2%, 3.3 ± 2.2% and 3.9 ± 2.2% 
for 125I, 201Tl, 99mTc and 111In, respectively. The quantitative errors of the reference images, 
as described in [204], are listed in the first data column of Table 6.3 for reasons of 
comparison. 
Table 6.3 Average absolute quantitative errors and average absolute changes of source activities. 
Average absolute quantitative errors (in %) of source activities in reference rat SPECT images 
were calculated with respect to dose calibrator measurements (1st data column), and average 
absolute changes (in %) in source activities due to attenuation map inaccuracies were calculated 
with respect to reference images (2nd to 11th data column). 
Isotope Quanti. 
































125I 2.1±6.5 1.5±1.1 3.9±3.1 1.6±1.2 4.6±3.3 0.9±0.9 2.3±1.9 2.1±1.8 5.8±1.7 6.1±1.9 5.8±5.4 
201Tl 3.3±2.5 0.6±0.6 1.7±1.6 0.6±0.4 1.5±1.2 0.5±0.5 1.2±0.8 0.8±0.8 3.2±0.8 3.3±0.9 4.4±3.2 
99mTc 2.0±2.5 0.6±0.5 1.5±1.4 0.4±0.4 1.0±1.0 0.5±0.4 1.3±1.2 0.5±0.4 2.8±0.6 2.9±0.7 3.3±2.2 
111In 2.0±2.7 0.6±0.4 1.6±1.3 0.4±0.3 1.2±0.8 0.3±0.4 0.8±1.0 0.5±0.8 2.7±0.6 2.8±0.6 3.9±2.2 
a Obtained from [204]. 
6.4 Discussion 
We previously have shown that quantitative differences between uniform and non-uniform 
attenuation correction are quite small in micro-SPECT [204]. In this study, the influence of 
other attenuation map imperfections (i.e. misregistration and global errors in attenuation 
coefficient) on the quantitative accuracy of attenuation-corrected SPECT was investigated. 
For this purpose, we mimicked misregistration between micro-SPECT and micro-CT, and 
global deviation of attenuation coefficients. A mismatch of a few millimetres is already a 
big error for image registration in small-animal imaging: e.g. Ji et al. [69] showed that 
when using a proper calibration method for co-registration and a special bed mounting 
interface, the accuracy of small-animal SPECT–CT registration can reach sub-millimetre 
accuracy without using extra markers. Deviation of attenuation coefficients can be caused 
by the errors in CT voxel values (in HU) or from the method that translates HU numbers 
into linear attenuation coefficients. The system error of CT (in HU) can be eliminated by 
re-calibration with a water phantom, and other effects such as ring artefacts and 
beam-hardening effects can be well controlled and suppressed with proper reconstruction 
algorithms. Many reliable models for translating HU to attenuation coefficients for 
attenuation correction in SPECT and positron emission tomography have been proposed 
and evaluated, e.g. in [213, 214]. Therefore, the level of the inaccuracies set in our present 
investigation is expected to exceed those applied in most real small-animal studies. 
For both phantom and animal experiments, the changes in image quantitation due to 
strong attenuation map inaccuracies were less than about 5%, except for 125I (worst case 
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approximately 10%), which can be attributed to 125I attenuation that is more prominent. 
In the phantom studies, quantitation changes due to attenuation map shifts were 
small inside the phantom, but increased close to the outer edge to a maximum of about 5% 
for 125I and about 2% to 3% for 201Tl, 99mTc and 111In. Although sharp attenuation and 
activity changes exist at the edges of the air chambers in the phantom, the changes in TF 
maps are rather smooth. As a result, quantification errors due to misregistration stayed also 
small in these regions. Quantitation changes caused by map rotation were smaller than the 
changes by shifts, and because the axis of rotation was closely aligned with the axis of the 
phantom, the changes only existed close to the air chambers. This may be relevant for 
quantification in e.g. tumours that are close to lungs or in cardiac imaging. These changes 



















































3 mm shift 
3 mm shift 
15° rotation 
15° rotation 
Figure 6.5 Relative differences  in attenuation due  to 3 mm shifts or 15° rotation.  (a) Phantom 
heterogeneous slices and (b) rat thoracic slices. 
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reference TF maps and the shifted or rotated maps, as shown in Figure 6.5a. When imaging 
the small sources in the rat cadavers, the activity changes in a subset of sources due to shifts 
and rotation were a bit larger than changes in the phantom, which can be explained by the 
effects of non-uniform attenuation close to the sources. Again, the influence of rotation on 
map accuracy was smaller than that of shifts, as shown in the rat thoracic slices in Figure 
6.5b. Since both large shifts and rotation have limited effects on quantitative accuracy in 
our emulation, we believe that the typical misalignments between micro-SPECT and 
micro-CT caused by sub-optimal registration and/or animal movement during scans will not 
often have a prominent impact to SPECT quantitative accuracy. 
With attenuation coefficients globally altered by ±10%, similar global over- or 
























































relative differences between the reference TF maps and the ones derived from 10% 
increased attenuation coefficients. Figure 6.6a shows the differences in two transaxial slices 
of phantom TF maps for each isotope. One slice was from the part of the phantom without 
air chambers, and the other one was from the part that contains the two air chambers. 
Figure 6.6b shows the differences in two slices through the rat TF maps: one slice across 
the thorax and the other across the abdomen of each rat. It is clear that with a global change 
of the attenuation coefficients, the changes in the TF maps are not homogenous. The effects 
are larger around bone areas as shown in Figure 6.6b and are smaller at areas with low 
density such as the air chambers in Figure 6.6a and lungs in Figure 6.6b. Ostensibly, this 
implies that the attenuation coefficient accuracy in and around the bones may play a 
relatively important role in the accuracy of SPECT attenuation correction. However, the 
contribution of bone attenuation is limited in the integral in Equation (6.1) for small 
animals so that effects on quantification would not spread widely, as shown in the “Results” 
section and in Figure 6.6b. 
Without attenuation correction, activities were roughly underestimated by 40% for 
125I and 20% for 201Tl, 99mTc and 111In. Even the largest inaccuracies in attenuation maps 
investigated here effectively took away only one eighth of the benefit from the attenuation 
correction. Since accuracy of the attenuation coefficients and alignment between 
micro-SPECT and micro-CT in practice are usually better than in the worst situations 
emulated in the present study, effects of attenuation map inaccuracies on micro-SPECT 
quantification will usually be small. 
6.5 Conclusions 
For the more commonly used SPECT isotopes like 201Tl, 99mTc and 111In, misalignments up 
to a few millimetres or in the order of 10° to 15° between micro-SPECT and micro-CT, 
and/or global attenuation coefficient inaccuracies in the range of ±10% have quite small 
effects on micro-SPECT quantification. Therefore, we conclude that micro-SPECT 
quantification is quite robust to imperfections in attenuation maps for most applications. 
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The main content of this thesis comprises two aspects regarding high-resolution 
small-animal single-photon emission computed tomography (SPECT) and 
SPECT/computed tomography (CT): (i) application in cardiac studies and its relevant 
technical issues, and (ii) SPECT image quantification. 
Preclinical cardiovascular research using small-animal models has been extensively 
developed in recent years. Chapter II provides a brief explanation of the basics of 
micro-SPECT with (multi-) pinholes. Different system designs are introduced, including 
rotation-based and stationary devices. Stationary systems such as U-SPECT have the 
advantage of good temporal resolution for gated or dynamic studies. In addition, Chapter II 
introduces the combination of micro-SPECT and micro-CT, in which CT images can be 
used to supply anatomic information for locating the SPECT tracer, or to create attenuation 
maps for attenuation correction of SPECT images. Two types of combination, i.e. a 
click-over mode and an integrated mode, together with their realization in a few prototype 
and commercial systems known at the time are discussed and compared. The second half of 
Chapter II elaborates on applications in cardiovascular research that can be done with 
micro-SPECT or micro-SPECT/CT systems. These studies mainly benefit from the high 
spatial resolution of micro-SPECT systems and pharmacological research for novel 
radiolabelled molecules. Some applications, such as left ventricular function assessment, 
also benefit from high temporal resolution of micro-SPECT and ECG-gating techniques. A 
few CT applications are also included, such as investigation into vascular dynamics and 
calcification. 
ECG gating is a technique that eliminates blurring of the SPECT images due to the 
motion of the heart, which is essential for left ventricular functional studies. Besides this, 
the quality and quantitation of heart images may also be influenced by respiration. 
Therefore, it raises the question that if simultaneous ECG and respiratory gating can further 
improve myocardial research. In the study of Chapter III, myocardial perfusion images of 
mice were acquired and reconstructed with ECG gating only or with both ECG- and 
respiratory-gating information. In addition, because animal positioning may affect blood 
flow and freedom of heart motion, we acquired those images by laying mice in supine and 
prone positions. Reconstructed images are blurred with different sized Gaussian kernels 
before analysing them in software packages dedicated for myocardial function assessment. 
Cardiac parameters such as left ventricular volumes and ejection fractions were obtained 
and compared for the different gating strategies, image filtering and animal positions. The 
results show that in general, the influence of respiratory gating and image filtering seems to 
be limited, while animal positioning affected these parameters for some mice. It means that 
respiratory gating is probably not necessary in most mouse cardiac studies even with 
sub-half-millimetre-resolution SPECT, which can save a lot of labour and time in 
performing acquisition and reconstruction. 
Due to the small dimensions of rodents, attenuation is not a big effect in 
micro-SPECT, especially when imaging mice. With simple scatter correction methods for 
artefact removal, micro-SPECT images are usually considered sufficient for qualitative and 
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semi-quantitative research. However sometimes, absolute quantification is definitely 
required, such as in diagnosis of triple vessel disease or in pharmacokinetic investigations. 
Besides scatter correction, image calibration and attenuation correction are key steps 
towards absolute quantitative SPECT. These have been thoroughly discussed in Chapter IV 
and V. Chapter IV describes a complete workflow of SPECT image quantification, 
including calibration (with a point source), scatter correction (energy-window method 
integrated with image reconstruction) and attenuation correction. An optical-contour-based 
Chang algorithm modified for multi-pinhole SPECT were proposed for uniform attenuation 
correction. In this method, the vertical and horizontal animal contours obtained from optical 
cameras were employed for creating 3D surfaces of the animals approximately. Within the 
3D contour, a uniform attenuation coefficient that is associated with water and SPECT 
photon energy was assigned. The overall transmitted fraction (TF) of each voxel was 
calculated as an average of TFs along different projection paths. For 99mTc this technique 
improved SPECT quantification from having about 20% error to about 2% error on average 
in both a uniform phantom study and a rat study. 
More accurate non-uniform attenuation correction can be achieved with the help of 
registered micro-CT images. In Chapter V, we evaluated a CT-based non-uniform Chang 
algorithm with more isotopes (i.e. 125I, 201Tl, 99mTc and 111In). The experiments were 
performed using a U-SPECT-II/CT system, which followed the same steps as in the studies 
of Chapter IV, only with the uniform phantom replaced by a small-animal NEMA image 
quality phantom. Attenuation in SPECT images was corrected by using uniform Chang 
method based on optical contours and based on CT contours, and non-uniform Chang 
method based on CT images. Together with SPECT calibration and energy-window-based 
scatter correction, all the three attenuation correction methods lead to high quantitative 
accuracy for all the four isotopes (e.g. 2.1%, 3.3%, 2.0% and 2.0% on average in rat studies 
with non-uniform correction for 125I, 201Tl, 99mTc and 111In, respectively), and the 
non-uniform Chang method shows superior accuracy except for 125I images. We found that 
other factors such as accuracy of SPECT system modelling and scatter correction have 
more impact on the final quantitative accuracy than the selected attenuation correction 
methods. 
When attempting to benefit from CT-based non-uniform attenuation correction, one 
should be aware of the accuracy of attenuation maps derived from CT images. The errors in 
the maps will certainly affect the attenuation correction and subsequently the quantitative 
accuracy of SPECT images, but the question is how big the effect is. Chapter VI provides 
a detailed discussion on this topic. We re-analysed the data set in Chapter V and introduced 
artificial errors in the attenuation maps. Two types of errors were emulated, i.e. 
misalignment between CT maps and SPECT images, by shifting the attenuation maps by up 
to 3 mm in different directions and rotating them by 15°; and deviations in attenuation 
coefficients, by altering the attenuation coefficients by ±10%. Absolute quantitative 
accuracy of SPECT images corrected with these suboptimal attenuation maps was 
examined. Unlike the general understanding in clinical SPECT, the errors we introduced in 
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attenuation maps cause only small changes in quantitative accuracy. For instance, the 
changes in measured activities of 201Tl, 99mTc and 111In in the NEMA phantom were less 
than 1.7% by 3 mm shifting of attenuation maps, and less than 2.7% by ±10% altering of 
attenuation coefficients. Because the accuracy of attenuation maps in real studies is usually 
better than in the worst situations we emulated, we conclude that quantification of 
micro-SPECT images is quite robust to imperfections of attenuation maps. Therefore, the 




Quantitative accuracy of PET is usually thought to be much better than that of SPECT, 
because of the problems with correcting for attenuation in clinical SPECT. In the past this 
was certainly the case, but today clinical SPECT has improved dramatically due to the use 
of accurate integrated hardware for obtaining attenuation maps and the use of accurate 
methods for corrections of distance-dependent detector blurring, scatter and attenuation 
effects. Therefore, SPECT images acquired with modern systems can have very good 
quantitative accuracy. In this thesis, we show that small-animal SPECT can also yield 
highly quantitative images, which makes it an excellent tool for preclinical studies. 
Moreover, Vaissier et al. have recently shown that SPECT can be used for fast dynamic 
scans [215]. Today mouse images can be acquired within from 1 second (organ) to 20 
seconds (total body) with the U-SPECT+ system. This for instance, opens up the possibility 
for modelling and assessment of pharmaceutical kinetics that was only the domain of PET 
studies: in such studies, highly accurate quantification of activity concentration in tissues is 
required especially when blood/plasma samples are used for creating input functions. Many 
PET studies could be translated to the SPECT platform, and benefit from the 
sub-half-millimetre resolution of micro-SPECT and a wide range of available SPECT 
isotopes. SPECT has also the capability of performing multi-isotope studies—imaging two 
or more different tracers simultaneously, including PET tracers. All these possibilities show 
us promising prospects, but also raise challenges to further improvement and development 
of quantitative micro-SPECT. 
Firstly, when imaging multiple isotopes simultaneously, scatter of high-energy 
photons emitted from one isotope can affect image noise level and quantification of images 
of other isotopes that emit lower-energy photons. Moreover, crosstalk between photopeaks 
can affect image noise level and quantitation for both isotopes. The energy-window-based 
scatter and background correction method may still be useful in such cases, but the optimal 
window settings for different combinations of isotopes still need to be investigated, 
especially when crosstalk of photopeaks exists. 
Secondly, the capabilities of U-SPECT have recently been expanded to also image 
PET tracers simultaneously with SPECT tracers at sub-millimetre resolution level [34]. 
This device with the name VECTor uses dedicated pinhole technology to provide higher 
resolution PET images than that acquired with traditional coincidence PET. However, the 
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511 keV photons produced by electron–positron annihilation are difficult to collimate and 
shield compared to photons emitted by common SPECT isotopes. Novel designs such as 
pinhole clusters in the collimator and spiral bed-trajectories with scanning focus method, as 
well as better modelling of the system response including photon penetration of the 
collimator, have been implemented or are under thorough investigation and development in 
order to achieve better PET image quality and quantification. It would be an interesting 
topic to extend our research on scatter and attenuation correction to this pinhole PET 
system, which will be very useful and practical for preclinical PET and hybrid SPECT/PET 
studies in the future. 
Thirdly, as we can see in the previous chapters, the quantification of 125I is still not 
optimized. 125I mainly produces gamma photons and X rays between 27 and 35 keV, which 
are close to the low end of the energy range used in preclinical SPECT applications. 
Therefore, the attenuation of 125I photons is much stronger than that of other common 
SPECT isotopes. Moreover, the probability of coherent scattering is higher for 125I, which is 
around 20% of the total scattering, while for 99mTc this proportion is only about 2%. Since 
the coherent scattering can hardly be corrected by using energy-window-based method, if 
we want to improve the quantitative accuracy of 125I images, we should either improve the 
scatter correction of 125I imaging especially for the coherent scattering, or take the coherent 
scattering into account in the attenuation correction with an overall compensation approach. 
Finally yet importantly, the CT calibration as a step in SPECT quantification could 
be improved and automated. In order to convert a CT image into an attenuation map, the 
arbitrary units of CT voxel values should firstly be translated into physical units, such as 
the Hounsfield units, by using CT calibration factors. Traditionally the calibration factors 
are obtained by scanning known-density phantoms. However, phantom variables and 
non-uniform artefacts in phantom images are responsible for a measurable degradation in 
accuracy of CT calibration, and changes in X-ray tube settings may invalidate the 
calibration factors measured with another setting. Therefore, we are currently investigating 
to design and evaluate CT self-calibration methods, which only use the statistical 
information of the CT images themselves [216]. We hope that our future research and 
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De hoofdinhoud van dit proefschrift omvat twee aspecten die betrekking hebben op Single 
Photon Emission Computed Tomography (SPECT) en SPECT/Computed Tomography (CT) 
op kleine dieren met een hoge resolutie: (i) de toepassing van deze technieken in hartstudies 
en de daarbij behorende technische aspecten, en (ii) de kwantificatie van SPECT beelden.  
Preklinisch cardiovasculair onderzoek door middel van modellen in kleine dieren 
heeft de laatste jaren een uitgebreide ontwikkeling doorgemaakt. Hoofdstuk II geeft een 
korte uitleg over de grondbeginselen van micro-SPECT met (meerdere) pinholes. 
Verschillende ontwerpen van systemen worden beschreven, waaronder die op rotatie 
gebaseerd zijn alsmede stationaire systemen. Stationaire systemen zoals de U-SPECT 
hebben als voordeel een goede tijdsresolutie voor gated of dynamische studies. Verder 
introduceert hoofdstuk II de combinatie van micro-SPECT en micro-CT, waarbij CT 
beelden kunnen worden gebruikt om anatomische informatie te verschaffen met het oog op 
het lokaliseren van de SPECT zoekstof of als verzwakkingsbeelden ten behoeve van 
verzwakkingscorrectie van de SPECT beelden. Twee mogelijke typen van deze combinatie, 
dat wil zeggen een click-over modus en een geïntegreerde modus worden behandeld en met 
elkaar vergeleken, samen met hun realisatie in enkele prototype en commercieel 
verkrijgbare systemen die in die tijd bekend waren. De tweede helft van Hoofdstuk II gaat 
dieper in op de toepassingen in cardiovasculair onderzoek dat gedaan kan worden met 
micro-SPECT of micro-SPECT/CT systemen. Deze studies hebben met name baat bij de 
hoge ruimtelijke resolutie van micro-SPECT systemen en bij farmacologisch onderzoek 
naar nieuwe radioactief gemerkte moleculen. Sommige toepassingen, zoals onderzoek naar 
de functie van de linker ventrikel, hebben bovendien baat bij een hoge resolutie van de 
micro-SPECT en bij de techniek van gating op het elektrocardiogram (ECG). Enkele CT 
toepassingen zijn ook opgenomen, zoals het onderzoek naar vaatdynamiek en calcificaties.  
ECG gating is een techniek die de onscherpte ten gevolge van de beweging van het 
hart uit de SPECT beelden verwijdert, hetgeen essentieel is bij studies naar de functie van 
de linker ventrikel. Daarnaast kunnen de beeldkwaliteit en getalsmatige waarden van 
hartbeelden ook beïnvloed worden door de ademhaling. Daarom wordt de vraag 
opgeroepen of simultane gating van zowel ECG als ademhaling het hartspieronderzoek nog 
verder kan verbeteren. In de studie van Hoofdstuk III werden hartspierperfusiebeelden van 
muizen geacquireerd en gereconstrueerd, met slechts ECG gating en met zowel ECG als 
ademhalings gating informatie. Bovendien, omdat de positionering van het dier de 
bloedsomloop en de mogelijkheden voor het hart om te bewegen kan beïnvloeden, hebben 
we die beelden met de muis zowel liggend op de rug als liggend op de buik geacquireerd. 
De gereconstrueerde beelden worden gefilterd met Gaussische kernels van verschillende 
groottes voordat ze worden geanalyseerd in een gespecialiseerd software-pakket voor het 
beoordelen van hartspierfunctie. Aan het hart gerelateerde maten zoals volume van het 
linker ventrikel en ejectiefractie werden bepaald en met betrekking tot de verschillende 
wijzen van gating, mate van filteren en de verschillende posities van het dier met elkaar 
vergeleken. De resultaten laten zien dat in het algemeen het effect van ademhalingsgating 
en het filteren van het beeld beperkt lijken, terwijl de positionering van het dier deze maten 
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voor sommige muizen wel beïnvloedt. Dit betekent dat ademhalingsgating waarschijnlijk 
niet nodig is in veel hartstudies in de muis, zelfs niet met SPECT met een sub-millimeter 
resolutie, hetgeen veel werk en tijd kan besparen bij het uitvoeren van de acquisitie en de 
reconstructie.  
Vanwege de kleine afmetingen van knaagdieren speelt verzwakking geen grote rol in 
micro-SPECT, zeker niet als er muizen afgebeeld worden. Met eenvoudige 
correctiemethoden voor verstrooiing die artefacten verwijderen, zijn micro-SPECT beelden 
meestal goed genoeg voor kwalitatief en semi-kwantitatief onderzoek. Echter, soms is 
absolute kwantificatie zeker benodigd, zoals bij de diagnose van ernstige vernauwingen in 
de kransslagader of in farmacokinetische onderzoeken. Naast de correctie voor 
strooistraling zijn calibratie van beeldwaarden en verzwakkingscorrectie belangrijke 
stappen richting kwantitatieve SPECT. Deze dingen zijn grondig besproken in Hoofdstuk 
IV en V. Hoofdstuk IV beschrijft het totale proces van SPECT beeldkwantificatie, onder 
andere calibratie (met een puntbron), correctie voor strooistraling (een methode op basis 
van energie-windows die geïntegreerd is in de beeldreconstructie) en verzwakkingscorrectie. 
Een Chang algoritme dat is gebaseerd op optische contouren en aangepast voor SPECT met 
multi-pinholes werd voorgesteld voor uniforme verzwakkingscorrectie. In deze methode 
werden de verticale en horizontale contouren van het dier, verkregen uit optische camera’s, 
gebruikt om 3D oppervlakken van de dieren bij benadering te genereren. Binnen de 3D 
contour wordt een uniforme verzwakkingscoëfficiënt toegekend die hoort bij water en de 
desbetreffende SPECT fotonenergie. De uiteindelijke transmissie fractie (TF) van elk voxel 
werd berekend als zijnde het gemiddelde van verschillende TF’s langs verschillende 
projectierichtingen. Voor 99mTc zorgde deze techniek voor een verbetering in SPECT 
kwantificatie van een gemiddelde fout van ongeveer 20% naar ongeveer2%, zowel in een 
studie met een uniform gevuld fantoom als in een ratstudie.  
Nog nauwkeuriger niet-uniforme verzwakkingscorrectie kan worden bereikt met 
behulp van geregistreerde micro-CT beelden. In Hoofdstuk V hebben we een op CT 
gebaseerd Chang algoritme geëvalueerd met verscheidene isotopen (d.w.z. 125I, 201Tl, 99mTc 
en 111In). De experimenten werden gedaan op een U-SPECT-II/CT systeem, volgens 
dezelfde stappen als hoofdstuk IV, waarbij alleen het uniforme fantoom vervangen wordt 
door een kleine-dieren NEMA beeldkwaliteitsfantoom. De verzwakking in de SPECT 
beelden werd gecorrigeerd door de uniforme Chang methode te gebruiken die gebaseerd is 
op optische contouren, vervolgens een uniforme Chang methode gebaseerd op 
CT-contouren en als derde een niet-uniforme Chang methode gebaseerd op CT-contouren. 
Samen met SPECT calibratie en op energie-windows gebaseerde strooistralingscorrectie, 
bereiken alle drie de verzwakkingscorrectie methoden een hoge kwantitatieve 
nauwkeurigheid voor alle vier isotopen (bijvoorbeeld gemiddeld 2,1%, 3,3%, 2,0% en 2,0% 
in rat studies met niet-uniforme correctie voor respectievelijk 125I, 201Tl, 99mTc en 111In) en de 
niet-uniforme Chang methode is nauwkeuriger behalve voor de 125I beelden. We hebben 
gevonden dat andere factoren zoals de nauwkeurigheid van de SPECT modellering en 
strooistralingscorrectie een grotere invloed hebben o de uiteindelijke kwantitatieve 
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nauwkeurigheid dan de keuze voor de methode van verzwakkingscorrectie.  
Als men probeert profijt te halen uit op CT gebaseerde niet-uniforme 
verzwakkingscorrectie, moet men zich bewust zijn van de betrouwbaarheid van 
verzwakkingskaarten die afgeleid zijn van CT-beelden. De fouten in die kaarten zullen 
zeker de verzwakkingscorrectie en daaropvolgend de kwantitatieve nauwkeurigheid van de 
SPECT beelden beïnvloeden, maar de vraag is hoe groot die invloed is. Hoofdstuk VI geeft 
een gedetailleerde beschrijving van dit onderwerp. We hebben de gegevens uit Hoofdstuk V 
opnieuw geanalyseerd en kunstmatige fouten in de verzwakkingskaarten gestopt. Twee 
typen fouten werden nagebootst, namelijk een verkeerde uitlijning tussen de CT- en 
SPECT-beelden, door de verzwakkingskaarten over een afstand tot 3 mm te verschuiven in 
verschillende richtingen en ze over 15° te roteren; en afwijkingen in 
verzwakkingscoëfficiënten, door de verzwakkingscoëfficiënten met ±10% te veranderen. 
De absolute kwantitatieve nauwkeurigheid van SPECT beelden die met deze suboptimale 
verzwakkingskaarten waren gecorrigeerd, werd onderzocht. Anders dan wat er algemeen 
wordt aangenomen in klinische SPECT, veroorzaken de fouten die wij in de 
verzwakkingskaarten hebben geïntroduceerd, slechts kleine veranderingen in kwantitatieve 
nauwkeurigheid. Zo waren de veranderingen in de gemeten activiteiten van 201Tl, 99mTc en 
111In in het NEMA fantoom bijvoorbeeld minder dan 1,7% bij een verschuiving van 3 mm 
van de verzwakkingskaart en minder dan 2.7% bij een ±10% verandering van de 
verzwakkingscoëfficiënten. Omdat de nauwkeurigheid van de verzwakkingskaarten in 
echte studies vaak beter is dan in deze slechtste gevallen waar we vanuit gegaan zijn, 
concluderen we dat de kwantificatie van micro-SPECT beelden in redelijk grote mate 
robuust is tegen onvolmaaktheden in verzwakkingskaarten. Daarom is de niet-uniforme op 
CT gebaseerde Chang verzwakkingscorrectie methode waardevol en praktisch toepasbaar 
in micro-SPECT/CT.  
 
 
De kwantitatieve nauwkeurigheid van PET wordt algemeen aangenomen aanzienlijk beter 
te zijn dan die van SPECT, vanwege de problemen die er zijn bij het corrigeren van 
verzwakking in klinische SPECT. In het verleden was dit zeker het geval, maar vandaag de 
dag is klinische SPECT enorm verbeterd dankzij het gebruik van nauwkeurige 
geïntegreerde hardware voor het verkrijgen van verzwakkingskaarten en het gebruik van 
nauwkeurige methoden voor het corrigeren van de effecten van afstandsafhankelijke 
detectoronscherpte, strooistraling en verzwakking. Daarom kunnen SPECT beelden die met 
moderne systemen zijn opgenomen een zeer goede kwantitatieve nauwkeurigheid hebben. 
In dit proefschrift laten we zien dat ook kleine-dieren SPECT in hoge mate kwantitatieve 
beelden kan opleveren, hetgeen dit tot een uitmuntend stuk gereedschap maakt voor 
preklinische studies. Bovendien hebben Vaissier et al onlangs laten zien dat SPECT 
gebruikt kan worden voor snelle dynamische opnames [215]. Vandaag kunnen beelden van 
de muis worden geacquireerd binnen een tijd vanaf 1 seconde (orgaan) tot 20 seconden 
(gehele lichaam) met het U-SPECT+-systeem. Dit maakt bijvoorbeeld het modelleren en 
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bepalen van farmaceutische kinetiek mogelijk, hetgeen voorheen uitsluitend het domein van 
PET studies was: in zulke studies is een hoge mate van nauwkeurigheid vereist in de 
kwantificatie van activiteitsconcentraties in weefsels, in het bijzonder wanneer 
bloed/plasma monsters gebruikt worden voor het maken van de ingangsfuncties. Veel PET 
studies zouden naar het SPECT platform kunnen worden overgezet en daarmee profiteren 
van de resolutie van micro-SPECT die minder dan een halve millimeter bedraagt en 
daarnaast van het grote aantal beschikbare SPECT isotopen. SPECT heeft daarnaast ook de 
mogelijkheid dat er multi-isotoop-studies gedaan worden: het tegelijkertijd afbeelden van 
twee of meer zoekstoffen, inclusief PET zoekstoffen. Al deze mogelijkheden tonen ons 
veelbelovende vooruitzichten, maar roepen ook uitdagingen op voor de verdere verbetering 
en ontwikkeling van kwantitatieve micro-SPECT.  
Ten eerste, wanneer meerdere isotopen tegelijkertijd worden afgebeeld, kan de 
strooistraling van fotonen met een hoge energie die worden uitgezonden door de ene 
isotoop het ruisniveau en de beeldkwantificatie van andere isotopen die een fotonen met 
een lagere energie uitzenden, beïnvloeden. Bovendien kan overspraak tussen de fotopieken 
het ruisniveau van het beeld en de kwantificatie voor beide isotopen beïnvloeden. De op 
energie windows gebaseerde methode voor het corrigeren van strooistraling en achtergrond 
kan in zulke gevallen nog steeds nuttig kunnen zijn, maar de optimale window instellingen 
voor verschillende combinaties van isotopen moeten nog onderzocht worden, in het 
bijzonder als er overspraak tussen fotopieken voorkomt.  
Ten tweede kan de U-SPECT sinds kort ook PET zoekstoffen tegelijkertijd met 
SPECT zoekstoffen afbeelden met een resolutieniveau beneden een millimeter [34]. Dit 
instrument, VECTor genaamd, gebruikt speciaal voor dit doel ontwikkelde pinhole 
technologie om PET beelden met een hogere resolutie beschikbaar te maken dan de beelden 
die gemeten worden met traditionele PET die op coïncidentie gebaseerd is. Echter, de 
fotonen met een energie van 511 keV die gevormd worden door elektron-positron 
annihilatie, zijn moeilijk te collimeren en af te schermen vergeleken met de fotonen die 
door de veelgebruikte SPECT isotopen worden uitgezonden. Nieuwe ontwerpen zoals 
clusters van pinholes in de collimator en spiraalvormige beweging van het bed met een 
scanning focus methode en ook betere modellering van de systeemrespons die ook de 
fotondoorslag door de collimator omvat, zijn geïmplemeteerd of worden nu grondig 
onderzocht en ontwikkeld, opdat betere PET beeldkwaliteit en kwantificatie bereikt worden. 
Het zou een interessant onderwerp zijn om ons onderzoek uit te breiden naar correctie van 
strooistraling en verzwakking bij dit pinhole PET systeem, hetgeen erg bruikbaar en 
praktisch zal zijn voor preklinische PET en gemengde SPECT/PET studies in de toekomst.  
Ten derde, zoals we kunnen zien in de voorgaande hoofdstukken, is de kwantificatie 
van 125I nog niet geoptimaliseerd. 125I produceert voornamelijk gamma- en röntgenfotonen 
met een energie tussen 27 en 35 keV; dat is dichtbij de laagste energie in het energiebereik 
dat in preklinische SPECT toepassingen gebruikt wordt. Daarom is de verzwakking van 125I 
fotonen veel sterker dan die van andere veel voorkomende SPECT isotopen. Bovendien is 
de kans op coherente verstrooiing hoger voor 125I, hetgeen ongeveer 20% van de totale 
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verstrooiing is, terwijl dit voor 99mTc slechts 2% is. Omdat coherente verstrooiing 
nauwelijks gecorrigeerd kan worden door gebruik te maken van de op energie windows 
gebaseerde methode, moeten we, als we de kwantitatieve nauwkeurigheid van 125I beelden 
willen verbeteren, ofwel de strooistralingscorrectie voor 125I beeldvorming specifiek 
verbeteren voor coherente verstrooiing, ofwel de coherente verstrooiing meenemen in de 
verzwakkingscorrectie met een aanpak die alles compenseert.  
Als laatste maar ook belangrijke punt, zou de CT kalibratie als een stap in de SPECT 
kwantificatie kunnen worden verbeterd en geautomatiseerd. Om een CT-beeld om te zetten 
in een verzwakkingskaart, zouden de willekeurige eenheden van de CT-voxelwaarden eerst 
moeten worden vertaald naar fysische eenheden, zoals Hounsfield eenheden, door middel 
van CT kalibratiefactoren. Traditioneel worden de kalibratiefactoren verkregen door 
fantomen met een bekende dichtheid te meten. Echter, fantoomveranderlijken en 
niet-uniforme artefacten in de fantoombeelden zijn verantwoordelijk voor een meetbare 
achteruitgang in nauwkeurigheid van de CT kalibratie; en veranderingen in de instellingen 
van de röntgenbuis kunnen de kalibratiefactoren die bij een andere instelling gemeten zijn, 
ongeldig maken. Daarom doen we nu onderzoek naar het ontwerp en de evaluatie van 
zelf-kalibratie methoden voor CT, die slechts gebruik maken van de statistische informatie 
vervat in de CT beelden zelf [216]. We hopen dat ons toekomstig onderzoek zou kunnen 
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