L(l)=l.
The sequence 1 = L(l) < ¿(2) < L(3) < • • • of record times is a strictly increasing sequence of random variables.
In the present note we investigate the sequence ÍL(zz)i through the ratios U(n)= L(n)/L(n -1), zz > 2. We use an integer valued approximation T(zi) to U(n), defined as the smallest integer such that ü(n) < T(n). These approximations turn out to be independent and identically distributed. This fact makes it possible to deduce several limit laws for U(n) and for A(zz) = L(zz) -L(n -1), zz > 2.
1. The results. Let X" X2, • • • be independent and identically distributed (i.i.d.) random variables with a common continuous distribution function Fix). We define the record times Lin) by L(l) = 1 and L(«) = min{/: X.> XL, _1)}, 72 > 2.
Evidently, the functions L(t2) are random variables and are well defined by the assumption of continuity of Fix). It is easy to see that the distribution of L(t2) does not depend on Fix). Hence, the distribution of Lin) can be determined by considering the uniform distribution Fix) = x for 0 < x < 1.
This immediately yields that the sequence L(2), L(3), • • ■ forms a homogeneous Markov chain with initial distribution (D PU(2) = 7) = 1/7(7 -1). ;>2, and with transition probabilities
(2) PiLin) = k\Lin-l) = 7) = j/kik -l) for k > 7 + 1 > « > 3, and the conditional probabilities above are equal to zero for any other values of 7 and k. This elementary fact was first recognized by Rényi [3] , and he himself deduced several of its consequences; further research has since been done by several mathematicians. Out of the papers on this topic, see the most recent ones [4], [5] and [6, p. 8l] , and their references, or, alternatively, the forthcoming survey [7].
In the present paper, we investigate the sequence Lin) through the ratios (i(72) = Lin)/Lin -l), 72 > 2. Though several results are known for the sequence Uin), the following statements appear to be new. Our results and our investigation were guided by a recent result [2] by one of us in metric number theory. The fact that record times are related to a series expansion, called Engel's series, has been noted earlier by Renyi [3] and Vervaat [6] .
Of course, we do not need this relation and we shall make no further reference to it.
We formulate our main result as a theorem.
Theorem. Let the integer valued function Tin) be defined by the inequalities Tin) -1 < Uin) < Tin), n > 2. Then the random variables Tin) are i.i.d.
with PiTin) = 7) = 1/7(7 -1). 7 > 2.
Several consequences of our theorem are worth recording. We shall deduce that, as T2-» + 00, In another direction, our theorem can be applied to compare the gaps Mn) = Lin) -Lin -D, n > 2, with Lin-l). Indeed, observing that, for any positive integer s, (5) holds, the Theorem and (5) y n s +1)
In particular, the case s = 1 yields that, almost surely, the number of integers License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use n < N fot which Ain) > L(?2 -l) is approximately equal to those for which Ain) < L(t2 -l). By the central limit theorem and the iterated logarithm theorem, further information on a(/V, s) is immediate. On the other hand, the choice of 5 in (5) as a function sin) of 72 leads to previously known limit results.
However, it was not our aim to reobtain known results, hence we do not give further details.
In concluding this section, we remark that the limit in (3) can not be replaced by a strong limit law, as we shall see at the end of the next section.
Proofs.
Proof of the Theorem. In order to prove the relations in (3) (3) and (A). (In the above argument, we could have referred to existing theory of limit laws for i.i.d. random variables, but in this simple concrete case, a direct proof is very easy.)
The fact that the limit in (3) can not be replaced by an almost sure convergence follows from the result of [l] and from (8). As a matter of fact, if (3) were true with probability one, then (8) would imply a similar limit law for the T's, which are i.i.d. with infinite expectation. This however contradicts the general result of [l].
From the inequalities (8) and (9), further limit laws can be deduced.
They actually express the fact that, in order to investigate the U's, we can turn to the independent T's. For example, putting U*(n) = max j (/(/): 2 < 7 < 72Í, we have that, with probability one, log U*(n) ~ log 72 as T2->+ °°.
