Structural similarity search among small molecules is a standard tool used in molecular classification and insilico drug discovery. The effectiveness of this general approach depends on how well the following problems are addressed. The notion of similarity should be chosen for providing the highest level of discrimination of compounds wrt the bioactivity of interest. The data structure for performing search should be very efficient as the molecular databases of interest include several millions of compounds.
Introduction
Small molecules (with molecular weights ≤ 500) are very important to the exploration of molecular and cellular functions. They also play key roles in treating diseases: almost all medicines available today are small molecules. Identification of small molecules that are effective at modulating a given biological process or disease state is a fundamental research challenge we are facing today.
Structural similarity search among small molecules is one of the standard tools used in conventional in silico drug discovery. Structural similar chemical compounds are usually similar in their physicochemical properties and/or biological activities [Maggiora and Johnson] . Thus, it is common to query small molecules databases with a probe compound possessing desirable biological activity to discover chemically similar database entries, which would have a higher probability to have the bioactivity of interest. It is also common to perform classification of a compound with an unknown bioactivity level through a similarity search among compounds whose bioactivity levels are known.
This important ligand-based drug discovery methodology and classification approach are associated with two fundamental computational problems that need to be addressed. (1) The notion of similarity used in search determines the molecules that are extracted from the database. A notion of similarity which has the highest level of bioactivity discrimination is very desirable and needs to be determined computationally. (2) It is desirable to have efficient algorithms for structural and/or chemical similarity search as the molecular databases of interest include several millions of compounds and linear/brute force search may take significant amount of time (several days in certain large private databases).
Similarity measures for small molecules. Given a notion of similarity among data elements, it is usually possible to obtain a corresponding distance measure; searching for structurally most similar molecules to a query molecule in this context corresponds to searching for molecules with the smallest distance to the query molecule. The key premise of this approach is that the notion of a distance is mathematically well defined and algorithms for handling distance based classification, clustering and search are better understood. For example, the search for the most similar molecule to a query compound becomes the Nearest Neighbor Search (NN) problem in the distance domain. This problem is well studied in computer science and a number of efficient algorithms are available for it. This paper, thus, aims to map the above two problems in structural similarity search, i.e. classification and querying, to corresponding problems in nearest neighbor search.
There are various ways to define the descriptors/parameters for the chemical structures stored in electronic collections conventionally used in the modern computer-aided drug discovery [Brown, 1997 , Adamson et al., 1973 .
Such parameters either (1) merely reflect the structural organization of molecules in qualitative manner, such as those used in the popular structural fingerprints (employed in NCBI's PubChem database), e.g. the existence of a doubly bonded Carbon pair, a three membered ring, an aromatic atom etc. [MACCS] or (2) reflect various local and global physical-chemical molecular features (chemical descriptors) which are quantitative, such as atomic weight, aromaticity, hydrophobicity, the number of specific atoms, charge, density, etc. These descriptors serve as independent variables for modern QSAR (Quantitative Structure-Activity Relationship) tools including the structural similarity search engines in chemical compound databases.
Given an adequate set of descriptors, it is desirable to have a measure of similarity or alternatively a distance measure under which chemically equivalent molecules have a high level of similarity or small distance, and nonequivalent compounds have a low level of similarity or large distance. The most common measure of similarity amongst sets of molecular descriptors is the so called Tanimoto coefficient [Willett et al., 1998 ]. Given two descriptor sets (which can be organized in arrays) X and Y , the Tanimoto coefficient is defined to be the ratio of the number of descriptors that are identical in X and Y and the total number of descriptors available for X and Y . The Tanimoto coefficient is in the range [0, 1]; a value close to 1 implies similarity and a value close to 0 implies a dissimilarity among the two descriptor sets compared.
Often a collection of descriptors are represented as a bit-vector (e.g. structural fingerprints) where each one of the n possible descriptors is assigned a dimension, i.e. natural number between 1 and n (this is the representation used by PubChem and other databases). Let B(x) represent the bit-vector corresponding to a molecule x and let B(x)[i] represent its i th dimension. Given two compounds x and y, the Tanimoto coefficient
Although the Tanimoto coefficient provides a measure of similarity, it is possible to define a Tanimoto distance measure as D T (x, y) = 1 − T (x, y). Notice that a Tanimoto distance close to 0 implies a Tanimoto coefficient close to 1, i.e. a high level of similarity and a Tanimoto distance close to 1 implies a Tanimoto distance close to 0, i.e. a low level of similarity between x and y.
The Tanimoto coefficient is very popular mostly due to its simplicity. For real valued descriptor arrays (where each dimension has a real value) it is also quite common to use the Minkowski distance of order p, denoted L p for measuring their similarity. Given two real valued n dimensional descriptor arrays X and Y , their Minkowski distance of order p,
When comparing two structural fingerprints B(x) and B(y), the Minkowski distance of order 1 is equivalent to the well known Hamming distance (see for example [Chen and Reynolds, 2002] 
In order to capture the similarity between compounds more accurately with respect to a particular bioactivity, more sophisticated distance measures can be used. For example, it is possible to assign a relative importance to each structural descriptor in the form of a weight w i ∈ [0, 1]. The resulting weighted Minkowski distance of order 1 can then be defined for two descriptor arrays X and Y as wL
Classification methods for small molecules. The descriptor arrays described above can be used for classification of compounds according to a given bioactivity.
One of the most popular classification techniques is the MLR (Multiple Linear Regression) [Cramer et al., 1988 ] method which quantifies the activity level of a descriptor array X as:
where c is a constant. If Activity(X) ≥ t for a (user specified) threshold value t then it is likely that the molecule is active with respect to the bioactivity of interest. Notice that the MLR classifier is described by a planar separator in the multi-dimensional descriptor array space; those points on one side of the separator are classified as active and those on the other side are classified as inactive. There are many different optimization criteria for determining the separator plane, i.e. the coefficients σ i . The most widely used one (which we used in our experiments) is the partial least squares criteria [Geladi and Kowalski, 1986] , which suggests to minimize the sum of the squares of differences between actual and predicted activity levels of the compounds in a training set. The separator plane which satisfies this criteria is NP-hard to compute deterministically but can be approximated through genetic algorithms, local search heuristics, etc.
Another popular statistical classification method is Linear Discriminant Analysis(LDA) [Livingston, 1995] . Given a set of descriptor arrays, LDA computes a linear projection of the descriptor array space into a Euclidean space with 2 or 3 dimensions (i.e. each descriptor array is mapped to a point in the 2/3-D Euclidean space). The projection aims to maximize the ratio of between-class variance and within-class variance. The projection of descriptor arrays to points in the Euclidean space is followed by the computation of a line/plane which best separates the active and inactive compounds, i.e. maximizes the accuracy of the classifier. For a given query compound with unknown activity, its class is then simply determined by checking to which subspace its projection falls into; clearly this can be performed very fast.
It is also possible to perform compound classification via well known machine-learning techniques such as SVM (Support Vectors Machines) [Zernov et al., 2003] and, more commonly, ANN (Artificial Neural Networks) [Zupan and Gasteiger, 1999] .
All these QSAR techniques (i.e. compound classifiers) have their own advantages and drawbacks. Statistical techniques such as LDA and MLR typically produce lower accuracy compared to the machine-learning approaches. On the other hand ANN only returns a binary value for the bioactivity (YES or NO) and provides no insight into the level of the bioactivity or the importance of the descriptors with respect to the bioactivity. It also does not provide a way of probing/similarity search, and can be somewhat slow.
Our contributions to compound classification. In this paper we focus on the k-nearest neighbor (k-nn) classification. which deduces the level of the bioactivity of a query molecule based on the number (and the bioactivity levels) of active elements among its k-nn with respect to a distance measure of choice. Although k-nn classification is a well known data mining method, it was not considered for small molecule classification until recently [Zheng and Tropsha., 2000, Itskowitz and Tropsha., 2005] . The few known applications of k-nn method to compound classification aim to select the most relevant set of chemical descriptors to reduce the size of the descriptor arrays used. The compounds are then compared under the standard (unweighted) L 1 or L 2 distance.
In this paper we introduce use of the (more general) weighted Minkowski distance of order 1, namely wL 1 . For each bioactivity of interest, we determine real valued weights w i of the wL 1 distance so as to maximize the discrimination between active and inactive compounds in a training set. (Thus, earlier applications of k-nn to compound classification can be seen as limited versions of our approach where the weights w i are set to either 0 or 1.) We compute the optimal values for weights w i via a linear optimization procedure.
Our experiments show that our k-nn classifier with respect to wL 1 distance provides better accuracy than the LDA and MLR, sometimes significantly so. Note that, as per LDA and MLR, our classifier is also based on a projection of molecules to a metric space. As per MLR (and in contrast to LDA) the number of dimensions in the projection space is equal to the number of descriptors. However, unlike MLR and LDA, our classifier is not described by a simple planar cut on the projection space but by a complex surface defined by the combination of surfaces in the form of balls with specific data elements in their center. Although our classifier uses more complex surfaces (which results in higher accuracy) we can still perform fast classification, thanks to the efficient data structures we develop for nearest neighbor -see below. Our method is comparable to the ANN classifier in terms of accuracy. Yet it is superior to the ANN classifier in the sense that it determines the level of bioactivity (rather than giving a simple YES or NO answer) as per the MLR based solutions. It turns out that our classifier is also faster than the ANN classifier -this we achieve through an efficient data structure we develop for efficient similarity search as described below.
Similarity search among small molecules. Efficient data structures for performing nearest neighbor search in high dimensional metric spaces usually exploit the triangle property satisfied by the distance measure. The primary example of these distance based proximity search data structures is the Vantage Point (VP) Tress [Uhlmann, 1991] . In a VP tree, efficient similarity search in a large data set is achieved through iterative pruning. Among the data elements, the VP Tree randomly picks a Vantage Point V and partitions the data set into two equal size subsets according to their proximity to V . Those which are close to V form the inner partition and those which are far form the outer partition. The two subsets are further partitioned via the iterative application of the above procedure until each subset includes a single data element.
When performing a similarity search, the query element X is first compared to the Vantage Point of the entire set. If X is sufficiently close to V the search is performed in the its inner partition. If X is sufficiently far from V the search is performed in the outer partition. It is possible the X is neither too close nor too far; in this situation the search is performed simultaneously in both partitions implying that no pruning has been achieved.
A modification to traditional VP trees, which we call Space Covering VP Trees (or SCVP trees) was described by Sahinalp et al. [Sahinalp et al., 2003] to avoid situations in which pruning is not achieved. At each level of the SCVP tree there are multiple vantage points which are chosen in a way that the union of the inner partitions of these vantage points cover the entire data set. In other words, each data element is included in at least one of the inner partitions of a vantage point. Thus a SCVP tree has multiple branches at each internal node, each representing a vantage point and its inner partition. No branch exists for representing an outer partition. If a query element is not close to any of the vantage points at a given level, it is deduced that there are no similar items to it in the data set.
The SCVP trees introduce some redundancy in the representation of the data elements: clearly each data element may be included in more than one inner partition and thus need to be represented in more than one subtree. Thus the memory requirements of the SCVP tree can be fairly large. In case the full SCVP Tree requires more memory than available, some of the lower levels could be cut out -after which linear search needs to be employed.
Our contributions to similarity search among small molecules. In the original SCVP tree construction, the vantage points in each level are chosen randomly until all search space is covered [Sahinalp et al., 2003] . Clearly, it is desirable to minimize the number of vantage points that cover the search space. With fewer vantage points picked at each level, a better space utilization can be achieved, implying that more levels of the tree can be fitted in the available memory.
We first prove that the problem of minimizing the number of vantage points at each level is an NP-hard problem. However, we show how to approximate the minimum number of vantage points and thus obtain the optimum allocation of available memory through a simple polynomial time algorithm. The resulting data structure, which we call the deterministic multiple vantage point tree (DMVP tree), when built in full, is guaranteed to have O(log ℓ) levels, where ℓ is the size of the data set. If the maximum number of children of an internal node at level i is c i , the query time guaranteed by our data structure is O( log ℓ i=1 c i . Because c i is typically a small constant, the query time is only O(log ℓ), a significant improvement over linear/brute force search.
Due to redundant representation of data items, the memory usage of the DMVP tree can be super-polynomial. In case the full version of the DMVP tree requires more memory than available, lower levels of the DMVP trees could be cut out. In this case, when the search routine reaches the final level built, the pruning in the respective subspace can be achieved by linear search. We also show how to obtain the optimum cut so as to minimize the expected query performance.
Our data structure is not only interesting for classification purposes; similarity search among small molecules under various notions of similarity is of independent interest. To the best of our knowledge, this is the first application of an efficient similarity search data structure to small molecule data collections. In particular, all known k-nn classifiers employ brute force search, which is not scalable with the growth in the size of compound databases (e.g. PubChem).
We demonstrate that the DMVP tree performs very well in practice, achieving fast classification and similarity search. We compare the performance of our data structure against brute force search in terms of the number of comparisons between descriptor arrays that we need to perform under the weighted Minkowski distance. We also demonstrate how well our classifier performs against available alternatives in terms of running time.
Distance measures for small molecules and distance based classification
Given a chemical compound s, its descriptor array S is defined to be an n dimensional vector in which each dimension i, denoted by S[i], is a real value corresponding to the descriptor associated with dimension i. For a given bioactivity, it is of significant interest to come up with a distance measure D(S, R) between pairs of descriptor arrays S and R that correspond to the similarity in the bioactivity levels of the corresponding compounds s and r: if the bioactivity levels are similar, the distance must be small and vice versa. Such a distance measure could be very useful in the classification of new chemical compounds in terms of the bioactivity of interest: the bioactivity level of the new compound is likely to be identical to the bioactivity level of the set of compounds that have the smallest distance to the new compound.
A distance measure D forms a metric if the following conditions are satisfied. (i) D(S, S) = 0 for all S and D(S, R) ≥ 0 for all S and R (non-negativity).
. Metric distance of interest include the Hamming distance, Euclidean distance and the Tanimoto distance. Metric distances are of particular interest due to the availability of efficient data structures they admit for fast similarity search.
The commonly used QSAR approach estimates the level of bioactivity of a compound via a linear combination of its descriptors each of which correspond to a specific dimension of its descriptor array. In distance based compound classification, it is thus natural to consider a distance between two descriptor arrays which is a linear combination of the differences in each one of the dimensions. More specifically one can define
where w i , the weight of the dimension i is a real value in the range [0, 1]. It is easy to show that this distance, which is usually called the weighted Minkowski distance of order 1 forms a metric.
In this paper we focus on classification of biomolecules according to five specific bioactivities: (i) being an antibiotic, (ii) being a bacterial metabolite, (iii) being a human metabolite, (iv) being a drug, and (v) being drug-like. The biomolecular data sets available usually do not specify the level of bioactivity of interest but rather provide whether a compound is active or inactive. Thus we only perform a binary classification of compounds for each bioactivity, although our methods are general to provide a real valued level of bioactivity.
Our classification method for a given bioactivity first computes a distance measure for a training data set which separates the subset of active compounds from those that are inactive. Given a training set of descriptor arrays T = {T 1 , T 2 , ..., T ℓ } (each of which belonging to a compound) we determine the distance measure D, more specifically compute the associated weights w i , through a combinatorial optimization approach. Given the training set T , let T A = {T 
subject to the following conditions
where C is a user defined constant. The objective function f (T ) has three components: Component (1) is the average distance among active compounds and component (2) is the average distance among the inactive compounds; their sum provides the within-class average distance. Component (3), on the other hand, is the average distance between an active compound and an inactive one; thus it stands for the between-class average distance. As a result our linear programming formulation aims to maximize the difference between the average between-class distance and the average within-class distance. The distance measure obtained will separate the typical active compound from the typical inactive compound, while clustering all active compounds and all inactive compounds as much as possible.
There are three types of constraints on the weights w i in our linear programming formulation. Constraint (4) ensures that the average distance among active compounds is no more than the average distance between active and inactive compounds.
2 Constraints (5) impose bounds on the values of weights w i and their sum.
3
A note on the performance. We used CPLEX, an open-source linear programming solver for computing the distance measure for a given bioactivity. Because the number of constraints is proportional to the number of active compounds, which is no more than 1500 for the bioactivities we considered, the running time for computing all distance measures of interest was quite reasonable, no more than 2 minutes on a standard 3.2Ghz Intel Pentium D Workstation.
k-nearest neighbor classification of biomolecules
A distance measure defined as above can be used for the classification of compounds with unknown levels of bioactivity as the bioactivity level of a compound is likely to be similar to the bioactivity levels of compounds within its close proximity. Our k-nn classifier estimates the (binary) bioactivity of a given compound by (1) either taking the majority of the bioactivities of its k-nearest compounds w.r.t. the distance measure or by (2) checking whether sum of the binary bioactivity levels of the k-nearest neighbors normalized by their distances to the compound is above a threshold value. Under each approach, it is possible to select the value of k which maximizes the accuracy of the estimator, i.e. the ratio of the sum of true positives and true negatives to the size of the training data set. Once the method of classification is determined it is desirable to construct an efficient data structure for performing k-nn search. In the remainder of the paper we first discuss how well our approach compares with other popular methods 2 A more stringent set of constraints can be imposed on active compounds such that the distance between a given active compound T A h and any other active compound is no more than the distance between T A h and any inactive compound. Such a set of constraints can, in principle, can separate active and inactive compounds into tighter clusters. Unfortunately, the number such constraints, m 2 · (ℓ − m), turns out to be impractical, even for the most advanced linear program solvers. 3 The number of descriptors related to a specific bioactivity is usually no more than a few, thus it is desirable to simplify the distance measure by limiting the number of non-zero weights. The final constraint aims to achieve this by imposing an upper bound on the sum of the weights. Although this constraint does not guarantee to upper bound the number of non-zero weights, in practice, the number of non-zero weights obtained are no more than 2C.
for compound classification. Then we focus on how we construct an efficient k-nn search data structure for the distance measure we construct and provide some experimental results.
Efficient data structures for k-nn search
Typical similarity search methods for large collections of data elements usually perform iterative partitioning of the data set into smaller subsets so as to perform efficient querying by pruning -which is achieved at each iteration by checking out to which partition the query falls into [Uhlmann, 1991 , Yianilos, 1993 . The pruning strategy can be made particularly effective on data collections where similarity is measured with respect to a metric distance. The partitions in such a metric space are usually achieved with respect to simply defined planar cuts; given a query element, it is quite simple to check to which side of the planar cut it falls into.
Given a set of data elements X = {X 1 , . . . , X ℓ } in a metric space with distance D, similarity search for a query element Y can be posed in two flavors. (1) Range query: retrieve all items whose distance to Y is at most some user defined R. (2) k-nn query: retrieve the k ≥ 1 items whose distances to Y are as small as possible.
One particularly efficient similarity search tool for performing range queries is the Vantage Point (VP) trees [Uhlmann, 1991 , Yianilos, 1993 . Traditionally, a vantage point tree is defined as a binary tree that recursively partitions a data set into two equal size subsets according to a randomly selected vantage point X v as follows. Let M is the median distance among the distances of the data elements to X v . The inner partition consists of the elements Y such that D(X v , Y ) < M and the outer partition consists of the elements Z such that
For a given query element Y , the set of data elements X i for which D(Y, X i ) ≤ R for the search radius R can be computed as follows. Let X v be the vantage point chosen for the entire data set and let M be the median distance among the distances of the data elements to X v . If D(X v , Y ) + R ≥ M then recursively search the outer partition. If D(X v , Y ) − R < M then recursively search the inner partition. If both conditions are satisfied then both partitions must be searched. The correctness of the search routine follows from the triangle inequality.
A natural extension to the traditional vantage point trees is what we call the Space Covering VP trees (SCVP Trees) first described by Sahinalp et al [Sahinalp et al., 2003] . At each level of the SCVP trees, multiple vantage points are chosen so as to increase the chance of inclusion of the query region in one of the inner partition of the vantage points. The original SCVP trees chose the vantage points at each level randomly. Although this approach can perform quite well for certain data collections, it can also result in poor space utilization.
Clearly it is desirable to cover the entire data collection by the fewest number of (inner partitions of) vantage points. However, the problem of minimizing the number of vantage points for this purpose turns out to be an NP-hard problem under all distance measures of interest (i.e. weighted Minkowski distance of any order p, wL p ); this is proven below. Nevertheless it is possible to approximate the minimum number of vantage points in any metric space through a simple polynomial time algorithm as we show later. As a result we obtain a data structure that deterministically picks the vantage points (whose inner partitions cover the entire data set) which results in almost optimal redundancy; we call this data structure Deterministic Multiple Vantage Point tree (DMVP tree).
We start with showing that the optimal vantage point selection problem, which we call OVPS problem, is NP-hard for any weighted Minkowski distance of order p, namely wL p .
Theorem 1 OVPS problem under the weighted Minkowski distance of any order p is NP-hard.
Proof: We establish the NP-hardness of the OVPS problem under L p through a reduction from the Dominating Set Problem which is known to be NP-hard. The decision version of the Dominating Set problem is as follows: Given a graph G(V, E) and an integer k decide whether there exists a subset V ' of vertices V such that every vertex in V − V ′ has a neighbor in V ′ . The decision version of the OVPS problem in L p is as follows: Given a set S of points in L p , a radius r, and an integer k, decide whether there exists k (vantage) points such that the distance between each point in the set and at least one of the k points is less than r.
From an instance of the Dominating Set problem we first construct a |V | dimensional space S where each vertex V i is mapped to a point X i in S as follows.
One can calculate upper and lower bounds for the L p distance between two vectors X i and X h as follows.
If for a given p one picks ǫ such that
which implies that
and thus
which implies that a > b.
In other words, b, the distance between any two vectors whose corresponding vertices are connected (by an edge) is less than a, the distance between any two vertices which are not connected. We now simply pick r so that a > r > b.
We now show that G has a dominating set of size k if and only if there exists k vantage points for which the distance between each point in the data set S and at least one of the vantage points is at most r. Given G, and a dominating set D of size k, we show that the k points in S that correspond to the k vertices in D, cover the entire set S. For any vertex V i / ∈ D, there must exist a neighboring vertex V h ∈ D. But if V i and V h are neighbors then by the above argument L p (X i , X h ) < r, i.e. X i is in the radius-r-neighborhood of the vantage point X h . Given S, and k vantage points whose radius-r-neighborhoods cover all points in S, we show that the k vertices in G that correspond to the k vantage points form a dominating set. For any point X i which is not a vantage point, there must exist a vantage point X h s.t. wL o (X i , X h ) < r. But this implies that V i and V h must be neighbors in G, i.e. V i must have a neighbor which is in the dominating set.
The generalization of the proof to wL p is not difficult and is not given here.
Corollary 2 OVPS problem under Tanimoto distance is NP-hard.
Proof: The Tanimoto distance is no more than L 1 on binary vectors normalized by the number of dimensions (which is a constant).
An O(log ℓ) approximation to the optimal vantage point selection
The variant of the OVPS problem for which we establish NP-hardness assumes a fixed radius r for each neighborhood around a vantage point. One can think of two natural variants of the OVPS problem: (1) each neighborhood includes a fixed number of points (e.g. ℓ/2 points as per the original VP Tree construction), (2) each neighborhood has at least ℓ/k and at most ℓ/k ′ points for some k ≥ k ′ . It is not difficult to show that these variants are NP-hard as well. In the remainder of the paper we focus on variant (2) of the OVPS problem and describe a polynomial time O(log ℓ) approximation algorithm for solving it. Such a solution will also imply an O(log ℓ) approximation algorithm for variant (1) by setting k = k ′ . The approximation algorithm is achieved by reducing the OVPS problem to the weighted set cover problem as follows.
Consider each point X i in S. We construct the following ℓ sets for
consists of X i and its nearest neighbor. In general, X j i consists of X i and its j − 1 nearest neighbors. Let the cost of X j i be j. Now given sets X j i , for all 1 ≤ i ≤ ℓ and k ≤ j ≤ k ′ , each with cost j, if we can compute the minimum cost collection of sets such that each X h ∈ S is in at least one such set, we would get a solution to the variant (2) of the OVPS problem. This problem is equivalent to the weighted set cover problem for which a simple greedy algorithm provides an O(log ℓ) approximation (e.g. [Chvatal., 1979] ). The greedy algorithm works iteratively: each iteration simply picks a set where the cost-per-uncovered-element is minimum possible. The algorithm terminates when all elements are covered.
Optimal fitting of the multiple vantage point tree in the memory
Although the deterministic multiple vantage point tree improves the memory usage of the randomized space covering vantage point tree, it is still possible that the tree may not fit in the main memory. If this is indeed the case, we try to place a connected subtree (which includes the root) to the memory. The search again is performed starting with the root. When an internal node whose children are not represented in the memory is reached, the search is done in a brute force manner on the set of points represented by that node.
Clearly it is of interest to obtain the best subtree for optimizing the query performance of the data structure. For that we use the following 0 − 1 programming formulation.
Given a Multiple Vantage Point tree T and a node i, let S i be the number of points in the neighborhood represented by i. During a search, when a node j is reached, its children i, i + 1, . . . are considered for further search in linear order; i.e. we first check whether the query fits in the neighborhood of i, then we check i + 1 and so on until a suitable vantage point i + h is found. Let S ′ i+h be the number of points in the neighborhood represented by node i + h which are not in the neighborhoods represented by i, i + 1, . . . , i + h − 1.
Our 0 − 1 programming formulation sets the probability that node i + h is reached during a search to S ′ i+h /ℓ. If the children of the node i + h are not placed in the memory, i.e. if node i + h is on the cut-set, the time needed for performing a search on the neighborhood represented by this node is S i+h . Thus the expected contribution of node i + h to the query time is S i+h · S ′ i+h /ℓ. Let b i be a binary variable, which takes the value 1 if vertex i is in the cut-set and is 0 otherwise. Our goal is to minimize the expected running time of the brute-force search performed for each query; i.e. our objective function is f (T ) = ∀i b i S i S ′ i subject to the following constraints. For any pair of consecutive sibling nodes i and i + 1, we must have b i = b i+1 . We should not exceed the memory M dedicated to the cut-set; thus ∀i b i S i ≤ M. Finally, at least one node in every path from the root to a leaf in T must include one vertex in the cut-set. Thus for any such path P we have i∈P b i = 1.
A 0 − 1 assignment to b i 's that minimize the objective function will minimize the expected query time while fitting the data structure in the main memory.
Preliminary experiments
In this section we aim to provide some insight into the comparative performance of our k-nn classifier, both in terms of accuracy and efficiency. We applied our classifier to five types of bioactivities: (i) being antibiotic, (ii) being a bacterial metabolite, (iii) being a human metabolite, (iv) being a drug, and (v) being drug-like.
The first data set we used is the complete small molecule collection from [Cherkasov, 2005] , which includes 520 antibiotics, 562 bacterial metabolites, 958 drugs, 1202 drug-like compounds, and an additional 1104 human metabolites. The total number of the compounds in the data set is 4346. Each compound in the dataset is represented with a descriptor array of 62 dimensions, which is a combination of 30 inductive QSAR descriptors [Cherkasov, 2005] and 32 physicochemical properties such as molecular weight, number of specific atoms (O, N, S), acidity, density, etc. This data set was used for testing the classification quality of our approach. A second data set which enriches the first data set by the addition of 20000 additional drug like compounds was later used for testing the running time of our approach. . For each bioactivity, a wL 1 distance is determined to establish a model for compound classification w.r.t. this bioactivity using our k-nn method. Note that the descriptors of each compound are normalized according to the observed maximum and minimum values in the data set in order to remove the bias to parameters with larger values.
The comparative results of the four classification methods, namely k-nn, LDA,MLR and ANN are provided in table 1. For each bioactivity, we provide the sensitivity,specificity and accuracy obtained by each classifier. We demonstrate the performance of our k-nn classifier only for k = 1; i.e. given a query compound, our classifier returns the bioactivity of its nearest neighbor in the training data set. We constructed the wL 1 measure for three different values of C -the upper bound on the sum of weights, i.e., n i=1 w i ≤ C. Setting C = ∞ removes the restriction on the sum of weights and thus computes the wL 1 distance that achieves the best classification. We also set C to 3 and 10 to restrict the number of non-zero weights, with the aim of focusing only on the C most relevant descriptors to the bioactivity of interest. As the resulting non-zero weights turned out to be equal to or very close to 1, these two classifiers are quite similar to those described in recent papers (e.g. [Zheng and Tropsha., 2000, Itskowitz and Tropsha., 2005] ) that focus on determining the most relevant descriptors for modeling a bioactivity of interest.
We used MOE(Molecular Operating Environment) PLS module for MLR classification and SNNS (Stuttgart Neural Network Simulator) with default parameters (52 nodes and 420 connection network) for ANN classification.
LDA classification is performed through the use of standard C libraries for matrix operations.
For each bioactivity, a training data set comprising of 70 percent of both the active and the inactive compounds are formed via random selection. The remaining compounds are used as the test data set. Each training data set is used for building the four classifiers corresponding to the related bioactivity and the test data is used for the evaluating their performance.
For each bioactivity/classifier pair we report the following test results: The number of true positives (T P), the number of true negatives (T N), the number of false positives (F P), the number of false negatives (F N), sensitivity (T P/(T P+F N)), specificity (T N/(T N+F P)), accuracy ((T N+T P)/(T P+T N+F P+F N)), positive predictive value (T P/(T P+F P)), negative predictive value (T N/(T N+F N)). Our similarity search data structure for computing the nearest neighbor of the query compound is quite efficient, especially when compared to brute force search. We tested our data structure under the wL 1 distance computed for each of the five bioactivities, on both of the data sets. The crucial parameter that determines the performance of our data structure is the pruning it achieves for any given query compound. Thus we determined the percentage of compounds pruned in the second training data set (the first training data set enriched with 20000 drug like compounds), averaged over all compounds in the test data set. On a 32GB Sun Fire V40Z server (with 2.4 Ghz AMD 64bit Opteron processor) the respective pruning ratios are as follows. We achieved (i) 84.4% pruning for being antibiotic, (ii) 84.5% pruning for being bacterial metabolite, (iii) 86.1% pruning for being human metabolite, (iv) 81.7% pruning for being drug, and (v) 81% pruning for being drug-like. This is significant improvement over brute force search.
Model
As a result our k-nn classifier turns out to be very fast. On the first data set, the running time of our k-nn classifier averaged over all 4346 compounds (training+test data sets) and all five bioactivities is 0.3 milliseconds on the above server. In contrast the ANN classifier requires 39.7 milliseconds on the same data set. On the second data set (which simply has additional 20000 compounds in the data structure) the running time of our k-nn clasifier increases only to 1.3 milliseconds (again averaged over the 4346 compounds from the first data set and five bioactivities), still 30 times better than the ANN trained over a much smaller set.
Conclusion
We have demonstrated that our k-nn classifier with respect to wL 1 distance obtains better accuracy than the LDA and MLR, sometimes significantly so. It is comparable to the ANN classifier in terms of accuracy and is superior in the sense that it is capable of determining a real valued level of bioactivity rather than giving a simple YES or NO answer. Our classifier is and it is faster, thanks to the DMVP tree data structure we develop for fast similarity search. Our DMVP tree data structure improves the existing vantage point tree data structures in multiple ways. It provides a deterministic selection of the optimal vantage points in each level as well as providing the optimal cut of the tree so as to fit it in the available memory. Our data structure can be applied to any metric distance including the wL p distance for any p and the Tanimoto distance. It performs very well in practice, achieving fast similarity search and classification.
