













































ると思われる．例えば，データ全体で陽性が 40% ，陰性が 60% のとき，ある変数 I0の値が i0で，












あとは候補変数をロジットモデルの右辺に投入するだけである．すなわち，Y1 = 1, Y2 = 0,





[Yi ln{1− F (−α− β′Xi)}+ (1 − Yi) lnF (−α− β′Xi)]






Katsura, K. and Sakamoto, Y. (1983). CATDAP: A categorical data analysis program package,
Computer Science Monographs No. 14, The Institute of Statistical Mathematics, Tokyo.
Kawasaki, Y. (2009). Searching and pruning risk factors in the logit mode, Society for Risk
Analysis 2009 Annual Meeting, Renaissance Baltimore Harborplace, Baltimore, U.S.A.
坂元慶行 (1985). カテゴリカルデータのモデル分析, 共立出版.
- 73 -
