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Abstract—The rapid deployment of millions of smart phones
has resulted in a demand for proximity-based social networking
applications. However, the usefulness of these applications is
limited by the lack of effective and energy efficient neighbor
discovery protocols. While probabilistic approaches perform well
for the average case, they exhibit long tails resulting in high
upper bounds on neighbor discovery time. Recent deterministic
protocols, including Disco and U-Connect, improve on the worst
case bound, but do so by sacrificing average case performance.
In response to these limitations, we present Searchlight, an
asynchronous neighbor discovery protocol that combines both
deterministic and probabilistic components. For symmetric nodes
that all have the same duty cycle, this novel combination achieves
an average case performance comparable to the probabilistic
approaches and improves on the deterministic worst case bounds.
Additionally, we show that for asymmetric cases, Searchlight
performs comparably to the deterministic protocols when there
is a high degree of asymmetry, but can improve on their
performance if any of the nodes maintain the same duty cycle. We
validate Searchlight through a series of analysis, simulation and
real-world experiments on smartphones that show considerable
improvement in discovery latency over existing approaches.
I. INTRODUCTION
Ranging from smart phones to sensor motes, mobile devices
capable of communicating wirelessly are everywhere. While
the communication usually takes place between a device
and an installed infrastructure, most of these devices are
also equipped with radios that support direct device-to-device
communication. This ad hoc networking potential can be
exploited to support peer-to-peer communication based on
physical proximity. Although people may be geographically
co-located for different reasons, including special events (e.g.,
conferences, sports events, etc.) or common locations (e.g.,
an office building or coffee shop), recent surveys [7], [12]
show that there is a strong demand for communication among
such geographically co-located people. In response to such
demand, applications (e.g., MobiClique [10], WiFace [12]) are
emerging that seek to exploit opportunistic contacts between
mobile users to extend online social networking services to the
physical domain (e.g., a user would get notified if a Facebook
“friend” is nearby) or facilitate creation of new social graphs
based on physical proximity.
Because of the reliance on opportunistic encounters, a pre-
condition to the success of these emerging applications is the
ability of a node to efficiently discover the presence of other
nodes in its transmission range. The more devices that can
be discovered, the better the performance of these mobile
social networking applications will be. However, for a device
running on battery, and hence a limited energy budget, it is
not practical to continuously search for neighbors. A more
feasible approach is to keep the wireless interface in a sleep
state most of the time and periodically wake it up to execute
a discovery process. The interval between wakeups can be
adjusted to operate at a particular duty cycle.
The success of such duty-cycling schemes depends on
ensuring that the wakeup times of two neighboring nodes
overlap. This is not hard to achieve when node clocks can be
synchronized, for example through GPS [6]. However, when
nodes are not time synchronized, which may be the case for
networks of mobile sensors and smartphones, it becomes chal-
lenging for a periodic scheme to ensure such an overlap within
a reasonable time bound while operating at low duty-cycles.
Further challenges arise because nodes may either operate
at the same duty cycle (the symmetric case) or may have
dissimilar energy requirements and operate at different duty
cycles (the asymmetric case). Existing asynchronous discovery
protocols address these challenges by either probabilistically
deciding on wakeup times (i.e., Birthday protocol [8]) or
deterministically designing a schedule for wakeup times that is
guaranteed to overlap (i.e., Quorum-based protocols [5], [11],
Disco [3] and U-Connect [4]). While protocols adopting the
first approach have good average case behavior and protocols
belonging to the second group have better bound on worst-case
latency, none of these protocols perform well in both cases.
To overcome these limitations, we present Searchlight,
an asynchronous neighbor discovery protocol that strikes a
balance between the two conflicting goals of low-power op-
eration and small discovery latency. By adopting a systematic
approach that has both deterministic and probabilistic compo-
nents, Searchlight achieves average-case performance compa-
rable to the probabilistic protocols and significantly improved
worst-case bounds for symmetric operation in comparison to
the current best deterministic protocols. In the asymmetric
case, all protocols operate similarly. However, if multiple
nodes share the same duty cycle, even when other nodes use
different duty cycles, Searchlight can take advantage of this
partial symmetry and again provide improved performance.
As validation of our protocol, we present extensive simulation
results that show that Searchlight performs better than the
existing protocols in terms of average discovery latency in
a variety of scenarios (up to 25% improvement over recent
protocols for very low duty cycles). To gauge the potential
of Searchlight in a real network setting, we implemented the
protocol on commercial off-the-shelf hardware, more specifi-
cally Android G1 smartphones. Since previous asynchronous
neighbor discovery algorithms were all implemented on sensor
motes, our implementation provides valuable new insight to
issues related to execution of such protocols on smartphones
with WiFi interfaces. Our evaluations show that the perfor-
mance of the Searchlight implementation closely matches the
simulation results.
The rest of this paper is as follows. Section II briefly de-
scribes existing approaches for asynchronous neighbor discov-
ery and discusses why they fail to meet all of the performance
goals. Section III describes Searchlight in detail, including
analysis that shows why it is better than existing protocols for
the symmetric case. Section IV presents our simulation-based
performance evaluation of Searchlight in comparison to other
neighbor discovery protocols. A prototype implementation of
Searchlight on a smartphone testbed is described in Section V.
We conclude and outline the direction of our future research
in Section VI.
II. ENERGY-EFFICIENT ASYNCHRONOUS NEIGHBOR
DISCOVERY PROTOCOLS
Asynchronous neighbor discovery algorithms mostly work
on a time-slot basis, where time is assumed to be divided
into slots of equal size and all nodes agree on the size of
a slot. Based on the protocol used, nodes decide to remain
awake during specific slots, which are called active slots, and
sleep during the remaining slots. During an active slot, the
node may send/receive or do both, depending on application
requirements. Successful discovery takes place between two
neighbors whenever their active slots overlap. To be energy
efficient, a discovery scheme needs to use as few active slots as
possible to discover neighbors within a reasonable time limit.
Current approaches to energy-efficient asynchronous neighbor
discovery fall broadly into three categories - probabilistic,
quorum-based, and deterministic. The relative strengths and
weaknesses of these existing schemes can be judged by
answering the following three questions:
• Flexibility: Can the protocol handle both symmetric and
asymmetric duty cycles?
• Average-case Performance: Does the protocol do well in
most of the cases?
• Worst-case Latency: Does the protocol provide an accept-
able strict bound on the worst-case discovery latency?
Most well-known among probabilistic approaches is a fam-
ily of “birthday protocols” [8] where nodes transmit/receive or
sleep with different probabilities. This scheme works well in
the average case and allows asymmetric operation. However,
the main drawback of the birthday protocol is its failure to
provide a bound on the worst case discovery latency, leading
to long tails on discovery probabilities.
In the Quorum-based protocols [5], [11], time is divided
into sets of m2 contiguous intervals. These m2 intervals
are arranged as a 2-dimensional m × m array and each
host can pick one row and one column of entries as awake
intervals. This ensures that no matter what row and column are
chosen, any two nodes have at least two overlapping awake
intervals. While the Quorum protocol provides a reasonable
bound on worst-case latency, it performs much worse than
the probabilistic approach in the majority of the cases. Also,
the initial approach [11] lacks flexibility since m is a global
parameter and hence supports only symmetric operation. Lai et
al. [5] improved that scheme to handle asymmetric cases when
there are only two different schedules in the entire network.
Another approach that works mainly for the symmetric case
is the application of block design using difference sets to the
problem of asynchronous neighbor discovery [13]. For the
asymmetric case, designing the appropriate schedule following
the proposed scheme becomes similar to the vertex-cover
problem, which is an NP-complete problem.
Deterministic protocols overcome this limitation of being
applicable to only symmetric cases and can handle both sym-
metric and asymmetric operation while still providing a strict
bound on worst-case latency. In Disco, each node chooses a
pair of prime numbers such that the sum of their reciprocals are
as close as possible to the desired duty cycle. The nodes then
wake up at multiples of the individual prime numbers. If one
node chooses primes p1, p2 and another node chooses p3, p4,
the worst-case discovery latency between these two nodes will
be min{(p1 ·p3), (p1 ·p4), (p2 ·p3), (p2 ·p4)}, provided the two
primes in the pair are not equal. A more recent deterministic
approach, U-Connect [4], uses a single prime per node. Instead
of just waking up only 1 slot every p slots, the nodes also
wake up p+1
2
slots every p2 slots. The worst-case latency for
U-Connect is p2, which is similar to Disco. However, for the
energy-latency product, a metric proposed by the authors to
evaluate energy-efficiency of asynchronous neighbor discovery
protocols, U-Connect provably fares better than Disco in the
symmetric case. Although these deterministic protocols have
good worst-case performance, in the majority of cases, they
are worse than the birthday protocol.
To successfully meet all of the goals of flexibility, good
average-case performance and reasonable worst-case latency,
we present a new protocol named Searchlight. Searchlight
follows a deterministic approach and provides a strict bound
on worst-case latency, which is provably better than existing
protocols in the symmetric case and similar when duty cycles
are asymmetric. Additionally, it also incorporates randomiza-
tion techniques that result in discovery latency very close to
the probabilistic approach in the average case.
III. SEARCHLIGHT
In this section, we describe the Searchlight protocol in
details. We also provide the worst-case latency bound for both
symmetric and asymmetric cases, and show that Searchlight
is better than existing protocols in terms of energy efficiency
using a previously proposed metric [4].
Searchlight is a periodic slot-based discovery scheme where
a period consists of t contiguous slots. t is known as the period
length and is determined based on the the specific duty cycle
that a node wants to operate at. In every period, there are
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Fig. 1. Searchlight with sequential probing (t=8)
two active slots- an anchor slot (A) and a probe slot (P). The
position of the anchor slot is fixed and it is the first slot (slot
0) in a period. If t is the same for two nodes, then the anchor
slots overlap only if the relative phase offset is less than one
timeslot. For all other offsets, the two anchor slots would never
meet (assuming no clock drift) since the offset would remain
constant during the encounter. This means that the relative
position of the anchor slot of one node will remain the same
with respect to that of the other node and will be in the range
[1, t− 1].
The design of Searchlight is based on this key observation
about the constant relative offset. Essentially, Searchlight
introduces an additional active slot, called a probe slot, in
each period. The objective of the probe slot is to search for
the anchor slot of the other node in a systematic way. While
the constant relative offset only holds in the symmetric case,
we show Searchlight also operates in the asymmetric case.We
next describe two approaches for determining the schedule for
the probe slots.
A. Sequential Probing
In the sequential mode, referred to as Searchlight-S, the
position of the probe slot is determined by a counter that starts
at 1, increments by 1 every period, ends at ⌊ t
2
⌋ and then starts
at 1 again (see Figure 1). In other words, if Pi denotes the
position of the probe slot in the i-th period, then
Pi+1 = ((Pi + 1)%⌊ t
2
⌋) + 1. (1)
The position of the probe slot actually follows the pattern
{1, 2, ..., ⌊ t
2
⌋} and this pattern gets repeated every ⌊ t
2
⌋ periods,
which we call the hyper-period T . For example, for t = 9,
Searchlight-S uses the pattern {1,2,3,4} to determine the
position of the probe slot in each period.
B. Randomized Probing
In randomized probing, called Searchlight-R, a node sys-
tematically moves around its probe slot to find the anchor slots
of its neighbors. While this does not affect a node’s ability to
find an anchor slot, it enables this probe to find other probe
slots. Essentially, if the probe slots of two nodes follow the
same pattern, they will be in sync with each other, which
greatly reduces the probability of a probe-probe overlap. By
randomizing the probing, Searchlight benefits from the ideas
of the Birthday Protocols and enables probe slots to overlap
with a higher probability..
We illustrate this point with the following example (see
Figure 2). Assume that two nodes A and B are neighbors,
they have a relative phase offset of one slot, and t = 8. When
they first meet, A’s probe slot is at position 2, while B’s at
position 3 (with respect to its own anchor slot). Since both
A and B follow the pattern {1,2,3,4}, the next positions of
the probe slots will be 3 and 4 respectively. Thus, A and B’s
probe slot “chase” each another without ever overlapping at
any point.
In comparison, Searchlight-R allows nodes to randomly
pick any permutation of values from 1 to ⌊ t
2
⌋ as the pattern
for moving the probe slot. For example, for t = 9, instead
of being restricted to just {1,2,3,4}, nodes can choose any
pattern which is a permutation of the integers 1,2,3 and 4 (e.g.,
{1,4,3,2},{1,2,4,3}). This modification creates the possibility
for two neighbors to pick different patterns, resulting in
increased probability of discovery through overlap between
the probe slots.
Going back to the earlier example, assume that A randomly
chooses the pattern {1,4,2,3} while its neighbor B, chooses
the pattern {1,3,2,4} (see Figure 3). When they first meet, the
probe slots of A and B are at positions 4 and 4 respectively and
their relative offset is 1 slot. Because of the phase offset, the
probe slots miss each other initially but meet in the next period
when A’s probe slot moves to position 2 and B’s slot moves
to position 1. Thus, the use of different patterns instead of the
sequential one results in quicker discovery through overlap of
probe slots.
C. Discovery Latency
In this section, we present the analysis for worst-case
discovery latency under Searchlight for the symmetric case.
Lemma 3.1: The worst-case discovery latency under
Searchlight with parameter t is equal to t
2
2
slots.
For two nodes x and y, let φ(x, y) be the phase offset (in
slots) from the anchor slot of x (Ax) to the anchor slot of
y (Ay). Similarly, let φ(y, x) be the phase offset from Ay to
Ax (see Figure 4).
Clearly,
φ(x, y) + φ(y, x) = t. (2)
In the symmetric case, where both nodes use the same t,
φ(x, y) and φ(y, x) remain constant during the contact. It
follows from Equation (2) that min(φ(x, y), φ(y, x)) ≤ t
2
.
For both Searchlight-S and Searchlight-R, the probe slot
goes through all positions from 1 to t
2
every t
2
periods. Now,
let us denote the probe slots of x and y as Px and Py
respectively. Px will meet Ay within t2 periods as long as
1 ≤ φ(x, y) ≤ t
2
. Similarly, Py will meet Ax within t2 periods
as long as 1 ≤ φ(y, x) ≤ t
2
.
Since at least one from (φ(x, y),φ(y, x)) is guaranteed to
be less than or equal to t
2
, the worst-case latency can be at
most t
2
periods or t
2
2
slots.
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D. Energy-Latency Metric
Energy-latency, Λ [4], is a metric that is defined as the
product of the average energy consumption (in terms of active
slots) P and the worst-case neighbor discovery latency L in
an ideal communication channel. Using this metric, we show
that Searchlight is a 1.41 approximation algorithm in contrast
to U-Connect’s 1.5- and Disco/Quorum’s 2-approximation
algorithm. It should be noted that this metric only works for
the symmetric case.
To evaluate Searchlight using this metric, we start with the
worst-case latency Ls, from Lemma 3.1:
Ls =
t
2
periods = t
2
2
slots . (3)
Next, average energy consumption P is defined as:
P =
number of active slots in T
Period of the discovery schedule (T ) . (4)
For Searchlight, the active-slot schedule repeats every hyper-
period or Ts = t · t2 slots. Given AT and PT , the number
of anchor slots and probe slots every T slots, the number of
active slots every Ts slots is AT +PT . Therefore, the average
energy consumption Ps in Searchlight is given by:
Ps =
1
T
(AT + PT ) =
t
2
+ t
2
T
=
2
t
. (5)
From equations (3),(5), Λs for Searchlight is:
Λs = PsLs =
√
2L. (6)
For the theoretically optimal schedule [4], [13], the PL
product is:
Λo =
√
L− 3
4
+
1
2
. (7)
As can be seen from equations (11) and (7), asymptoti-
cally, the Searchlight protocol is at most a
√
2-approximation
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Fig. 4. Phase offsets (t=8)
algorithm for the symmetric asynchronous neighbor discovery
problem.
lim
L→∞
Λs
Λo
= lim
L→∞
√
2L√
L− 3
4
+ 1
2
=
√
2. (8)
E. Asymmetric case
The asymmetric case arises when two nodes with different
duty cycles try to discover each other. Since available energy in
a device can vary considerably, such a scenario is not unlikely.
A good asynchronous neighbor discovery protocol should
be flexible enough to perform well in both symmetric and
symmetric cases. Among existing protocols, Quorum cannot
handle asymmetric cases while, for Disco, the choice of the
primes have to be tuned for either asymmetric or symmetric
cases but not both.
If it is known beforehand that Searchlight needs to handle
asymmetric cases, the only change to the original protocol is
the choice of value for period t, which needs to be restricted
to primes only. This is done to ensure that for any two
nodes operating at different duty cycles, their period lengths
will be relatively prime, i.e., they will have no common
factors other than 1. In terms of performance, the worst-case
latency for Searchlight changes for the asymmetric case. This
is because for two nodes operating at different duty cycles,
the relative offset no longer remains constant. Hence, the
systematic probing by the probe slot for the anchor slot is not
guaranteed to succeed within a particular time limit. Instead,
the worst-case bound in the asymmetric case is based on the
overlap between anchor slots.
Since period lengths are relatively prime, it follows from
the Chinese Remainder Theorem [9] that the two anchor slots
would overlap at least once every t1 · t2 slots, where t1 and
t2 are the two different period lengths. For U-Connect, the
worst-case latency in the asymmetric case is the same as in
the symmetric case, which is p1 ∗ p2, where p1 and p2 are the
two different primes. While this latency bound is similar to that
of Searchlight, it should be noted that U-Connect uses smaller
primes than Searchlight’s period lengths when operating at
the same duty cycle. This means effectively, for the same duty
cycle, U-Connect has a slightly lower latency bound. However,
the randomized component of Searchlight-R makes up for this
larger worst-case latency by faring better in the average case,
as we will see in the evaluation section(see Section IV). Also,
in a real life scenario, the duty cycle will not be different for
every single pair of nodes. A more realistic scenario is that
there will be 2/3 defined levels of duty cycling, and a node will
dynamically chose one based on its energy needs. This means
that in any network, there will be always pairs of nodes that
will operate at the same duty cycle. Searchlight will perform
best in those cases, where as for the asymmetric pairs, it will
perform as good as other existing protocols.
F. Use of more probe slots
Since the use of probe slots significantly improves the
latency bound in the symmetric case, it is natural to ask
whether introducing more probe slots would result in better
performance. For example, instead of one probe slot per
period, we can have two probe slots where the first one will
run from 1 to t
4
, and the other one will run from t
4
to t
2
. Will
this result in better performance? We answer this question by
using the Energy Latency metric.
With two probe slots, the schedule will repeat every t
4
periods. So, the worst-case latency Ls is :
Ls =
t
4
periods = t
2
4
slots . (9)
The number of active slots every t/4 periods is 3t
4
. There-
fore, the average energy consumption Ps is given by:
Ps =
3t
4
+ t
4
T
=
3
t
. (10)
From equations (9),(10), Λs for two probe slots is :
Λs = PsLs =
3
2
·
√
L. (11)
Comparing with Equation 7, we can see that the use of
an additional probe makes Searchlight an 1.5-approximation
algorithm for the symmetric neighbor discovery problem,
which is worse than using one probe slot.
IV. EVALUATION
The primary goal of our evaluation is to show that Search-
light achieves significant performance gains over other asyn-
chronous neighbor discovery protocols by virtue of its sys-
tematic probing-based approach. Specifically, we evaluate how
long it takes for different protocols to discover neighbors when
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Fig. 5. Cumulative Discovery Latency for 5% duty cycle
they spend the same amount of energy, i.e., operate at the
same duty cycle. The time from when two nodes first get in
each other’s transmission range to the time when they actually
discover each other is known as the discovery latency. We look
at the CDF of discovery latencies to understand the overall
trend of a protocol. To measure what an individual node can
usually expect, we look at average latency. We compare the
performance of our approach with two recent deterministic
protocols, Disco and U-Connect, and also with the Birthday
protocol, the most well-known probabilistic approach. Our
evaluation is based on two kinds of simulation - state-based
and simulator-based.
A. State-based Simulation
Except for the Birthday protocol, all other protocols basi-
cally follow a discovery schedule to determine when to sleep
and when to wake up. This schedule repeats every T slots,
which we call the hyper-period. When a node is in a particular
slot in its schedule, that slot index can be considered the
state of the node at that point and is always in the range
[0, T−1]. When two nodes with hyper periods T1 and T2 come
into each other’s transmission range, their states have one of
T1 · T2 possible combinations. For a given combination, the
discovery latency is always the same. For Disco, U-Connect
and Searchlight-S, we use this observation to loop through all
possible combinations and determine the latency for each case.
The same approach is not feasible for Searchlight-R since for
a given t, a node can choose any of the (t − 1)! patterns
to determine the schedule of its probe slot. Instead, we run
the protocol 1000 times with different seeds. At each run,
we generate a new schedule for both nodes. Then, for that
particular schedule pair, we loop through all possible state
combinations like we do for Searchlight-S. For the Birthday
protocol, we use closed form expressions for determining the
CDF and the expected value of discovery latency [8].
1) Symmetric case: First, we compare the performance
of different protocols when nodes operate at the same duty
cycle. We look at the cumulative distribution of discovery
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latencies for all protocols operating at a 5% duty cycle, Disco
uses the primes (37,43), Birthday uses probability = 0.5, U-
Connect uses the prime 31 and both versions of Searchlight
use the prime 41 (see Figure 5). Searchlight-R always achieves
lower latency than all other protocols except for the Birthday
protocol. For 65% of the time, Searchlight-R performs on par
with the Birthday protocol or slightly lags behind. Beyond
that, the probabilistic nature of the Birthday protocol leads
to a long tail and Searchlight-R achieves the lowest latency.
In comparison to U-Connect, Searchlight-R achieves better
latency all along, including a worst-case latency improvement
of around 16%. Searchlight-S always performs better than
U-Connect and Disco but lags behind Searchlight-R in the
average case. However, latency in the worst-case is the same
for Searchlight-S and Searchlight-R, which is the lowest
among all protocols.
Next, we look at the expected discovery latency of different
protocols for different duty cycles (see Fig. 6). For all duty
cycles, Searchlight-R has the lowest expected latency and the
difference with other protocols increases as the duty cycle
decreases. When nodes operate at 1% duty cycle, Searchlight-
R can reduce expected latency by as much as 25% for U-
Connect and 16% for the Birthday protocol. Expected latency
for Searchlight-S lies between that of Searchlight-R and the
Birthday protocol for all duty cycles. This difference between
the performance of Searchlight-R and Searchlight-S clearly
demonstrates the advantage of incorporating randomization in
moving the probe slot.
However, there is diminishing rate of returns in terms of
how much improvement in discovery latency can be made by
increasing the duty cycle (see Figure 6). For all protocols, we
see that the expected latency drops considerably when the duty
cycle is increased from 1% to 2%, but this rate of decrease
slows down when protocols switch to higher duty cycles.
Overall, in the symmetric case, these results confirm that
Searchlight does provide the lowest worst-case bound for
a given duty-cycle as was shown earlier using the energy
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Fig. 9. state-based simulation: Average Latency
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Fig. 10. ns2 simulation: Cumulative Latency 1% duty cycle
latency metric. In addition, the results show that Searchlight,
specifically Searchlight-R, performs best on average as well.
2) Asymmetric case: The evaluation of the asymmetric case
is particularly important because the worst-case latency is
different for Searchlight in this scenario. As opposed to the
t· t
2
bound for the symmetric case, the worst-case bound in the
asymmetric case is t1 ·t2 where t1 and t2 are the two different
period lengths (t1 and t2 must be relatively prime). While this
is the same as the bound for U-Connect, it must be noted that
U-Connect uses smaller primes for the same target duty-cycle.
In other words, for a particular pair of duty cycles, U-Connect
has lower worst-case bound in the asymmetric case. This
makes it interesting to evaluate if worse worst-case latency
for Searchlight leads to worse average case performance.
When two nodes operate at 1% and 10% duty cycles
respectively (see Figure 7), Searchlight-R performs better than
U-Connect up to the 90-th percentile but has a longer tail from
that point onwards. The Birthday protocol performs worse than
Searchlight-R all along and also has a much longer tail. For
the asymmetric scenario when the two duty cycles are 1% and
5% (see Figure 8), Disco performs best in almost all scenarios.
Searchlight-R performs slightly worse than Disco but better
than U-Connect up to the 80-th percentile, but then moves to
a long tail.
To further investigate this issue, we look at at average
latency for both the scenarios (see Figure 9). In both cases,
Searchlight-R performs slightly worse than Disco but outper-
forms all other protocols. These results show that while the
worst-case latency is higher, the average case performance of
Searchlight-R is comparable to the best performing protocol
in the asymmetric case.
B. Simulator-based Simulation
Exhaustively simulating all possible state combinations is
not feasible for more than two nodes. Additionally, the simpler
state-based simulations assume that nodes agree on the slot
boundary. Because of these limitations and to take interference
into account, we used the ns-2 simulator [2] to simulate the
performance of the protocols in a 10-node network where all
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Fig. 11. ns2 simulation: Cumulative Latency 5% duty cycle
nodes are in transmission range of each other (i.e., they form
a clique).
1) Symmetric case: Figures 10 and 11 show the perfor-
mance of different protocols when the nodes operate at 1%
and 5% duty cycles respectively. For both Searchlight-S and
U-Connect, the cumulative distribution function is linear and
Searchlight-S has a higher slope. On the other hand, both
Searchlight-R and Birthday perform pretty similar for the
majority of the cases (up to the 90-th percentile) but then
the performance of Birthday starts to drop off considerably
and ends with a long tail. While these trends are similar to
what we observed in the state-based simulation, a significant
difference is the relative performance of Disco. In Figure 5,
Disco does well only initially but fares worse than all protocols
after the 60-th percentile. But in ns-2 simulation, Disco does
better than Searchlight-S and U-Connect for a much bigger
fraction of the cases. This happens because with 10 nodes,
more probable scenarios dominate the performance. Among
the deterministic protocols, the worst-case discovery latency
is largest for Disco. But in a 10 node network, there are 45
different pairs of nodes and the relative phase offsets that result
in larger discovery latencies occur less frequently and hence
have less impact on overall performance.
2) Asymmetric case: For the asymmetric case, we sim-
ulated three different scenarios. In the first case, all nodes
operate at different duty cycles (1, 2, 3, ...,10). This is an
instance of a completely asymmetric scenario since no two
nodes have the same duty cycle. As we have discussed
before, the worst-case latency for Searchlight is worse in
the asymmetric case than in the symmetric case. But in the
simulations, not surprisingly, the worst-case occurs rarely and
the average case dominates. Since average case performance
of both versions of Searchlight is good even in asymmetric
cases, we see Searchlight doing better than both U-Connect
and Birthday in terms of CDF of discovery latencies (see
Figure 12(a) while marginally lagging behind Disco. The
reason behind Disco’s better performance is its use of two
primes, where one prime can be much smaller than the other
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Fig. 12. ns2 simulation: Asymmetric
Fig. 13. ns2 simulation: Average Latency (Asymmetric)
one. For example, to operate at 8% duty cycle, the only
suitable prime pair for Disco is (19,37) while for 9%, it is
(17,31). So for a node pair where one operates at 8% duty
cycle and other at 9%, the worst case latency for Disco
is 17 · 19 = 323 slots. Thus, in the asymmetric case, the
product of the two smaller primes dominate, resulting in better
performance. But this performance gain in the asymmetric case
results in much worse performance for Disco in the symmetric
case. For example, for two nodes operating at 8% duty cycle,
the worst case latency for Disco is 37 ·19 = 703 slots. For the
same duty cycle, the worst-case latency for Searchlight and
U-Connect is 300 and 361 slots respectively.
In the second scenario, three nodes operate at 1% duty cycle,
4 nodes at 5% and the the remaining three at 10%. This is not
a completely asymmetric scenario since each node has at least
two other nodes operating at the same duty cycle. The presence
of symmetric cases boost the performance of Searchlight-R
and its performance matches that of Disco in the CDF graph
while outperforming other protocols (see Figure 12(b)).
In the third scenario, 9 nodes operate at 1% duty cycle while
the remaining node operate at 10% duty cycle. This is almost
a completely symmetric scenario with only 9 pairs operating
asymmetrically. Hence, Searchlight-R, which excels in the
symmetric case, outperforms all other protocols convincingly
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Fig. 14. Comparison of Implementation and Simulation
in terms of discovery latency (see Figure 12(c)).
We also look at the average latency for all three scenarios
to get a better understanding of the relative performance of the
protocols (see Figure 13). In the completely asymmetric case,
Disco and the two versions of Searchlight perform similarly,
but Disco marginally does better. However, when the scenario
starts including symmetric cases, Disco and Searchlight-S start
falling behind and Searchlight-R achieves the lowest average
latency. U-Connect, on the other hand, has the worst average
case latency in all the three scenarios.
From the results of both kinds of simulations, it is evident
that Searchlight-R is the best protocol for the symmetric case
in terms of both median and worst-case behavior. For the
asymmetric case, Searchlight-R has worse worst-case latency
bound, but makes up for it by performing better in the average
case. Searchlight-S, on the other hand, lags behind Searchlight-
R in all scenarios. This clearly demonstrates the benefit of
adopting the randomization-based approach to determining
probe slot schedules.
V. IMPLEMENTATION
One of the main objectives for designing asynchronous
neighbor discovery protocols is to facilitate ad hoc com-
munication between handheld devices like smartphones. To
gauge how Searchlight achieves this goal in practice, we
implemented the protocol on HTC Dream G1, a smartphone
by HTC that supports the open source Google Android mobile
device platform [1]. We first describe different implementation
issues and then present some preliminary results.
A. Implementation Issues
1) Slot Duration: We implemented Searchlight to use the
Wifi radio of the G1 phone for neighbor discovery. Earlier
protocols for asynchronously discovering neighbors were all
implemented on sensor nodes, allowing them to use small slots
in the order of milliseconds [3] or even microseconds [4].
However, unlike sensor radios (e.g., CC2420), Wifi radios
have a non-negligible transition latency from sleep to trans-
mit/receive. On the G1 phone, we found out that from the
application level, the time to bring the wireless interface up
is around 5 to 6 seconds, Because of this latency, we decided
on a slot size of 7 seconds.
2) pre slots: Because of the non-negligible start-up time,
we introduced the notion of pre slots. A pre slot basically
precedes any active slot and switches on the interface. For
example, assume that a node needs to be active during slot
10. Now, if the command to wake up the radio is issued at the
beginning of slot 10, it will take almost the whole slot duration
for that command to return and the effective awake time during
that slot will be reduced to 1-2 seconds. To get around this
problem, the wake up command now gets issued at the start
of the preceding slot which is slot 9 in this case. Such slots
are called pre slots and their positions are determined based
on the active slot schedule.
3) Active slot: When the protocol starts up, it creates
an active slot schedule based on the given t. In an active
slot, a hello message containing node id gets sent at the
very beginning and at the very end. In between, the node
continuously listens for hello messages from other nodes.
When it gets a hello message, it adds the name of the sender
to a friend list, if that id was not already there. Initially, a
node randomly chooses a slot index to start from where the
range of the slot index is [0,t · ⌊ t
2
⌋]. We also added a ”Pause
and Reset” button which allows a user to restart the discovery
process by again choosing a random starting slot.
B. Evaluation
We implemented Searchlight-S and U-Connect on five G1
phones and logged the discovery latency for around 250 runs
with 10% duty cycle. We compared the values with our
simulation results (see Figure 14). The implementation results
actually turned out to be better than simulation results, with
more discoveries taking place at lower latencies. The overall
trends for both implementations were linear, which agree
with the simulation results. Between the two implementations,
Searchlight-S fares much better than U-Connect.
VI. FUTURE WORK
Solving the problem of energy efficient asynchronous
neighbor discovery is an important pre-condition for more
widespread use of ad hoc communication between mobile
devices, including sensors and smartphones. In this paper, we
present Searchlight, a new asynchronous neighbor discovery
protocol that addresses this problem by adopting a systematic
probing based approach to provide better bounds on discovery
latency than any existing protocol when nodes have similar
energy requirements. Extensive simulation results show that
Searchlight achieves the best average case discovery latency in
most of the scenarios and performs on par with other protocols
in the remaining cases. Searchlight was also successfully im-
plemented on a smartphone testbed, and showed performance
trends similar to the simulation results.
In the future, we intend to extend the implementation of
Searchlight on other mobile platforms including sensor nodes.
Also, we would like to investigate how the protocol can
dynamically adapt to energy requirements, contact patterns
and other factors to adjust its duty cycle. For example, when
neighbor count is low, a higher duty cycle might be required
to find enough neighbors that meet application requirements.
On the other hand, in a crowded place where number of co-
located nodes is high, a smaller duty cycle might suffice to
find a reasonable number of neighbors.
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