Abstract-Using communication complexity concepts and techniques, we derive linear (f2(n)) and almost-linear (R(s/log n)) lower bounds on the size of circuits implementing certain functions. Our approach utilizes only basic features of the gates used, hence the bounds hold for general families of gates of which the symmetric and threshold gates are special cases. Each of the bounds derived is shown to be tight for some functions and some applications to threshold circuit complexity are indicated. The results generalize and in some cases strengthen recent results.
g(Crz1 wixi) for arbitrary function g and integer weights w; that are polynomially bounded in n. The weights are restricted to be polynomially bounded because every function can be computed by a single generalized symmetric gate if the weights are allowed to be exponentially large.
Using the above terminologies, C,,(f), C~s ( f ) , C s y~( f ) ,
and C~z ( f ) refer to the circuit complexity of the function f when the circuit comprises AND/OR/NOT, generalized symmetric, symmetric, and threshold gates, respectively.
Note that every AND/OR/NOT gate is also a threshold gate with polynoniially bounded integer weights. Moreover, any threshold gate with polynomially bounded weights as well as any symmetrc gate is also a generalized symmetric gate.
Related Rem 'ts und Motivation
Much resexch has gone into estimating C, ( f ) for various functions and gate families [13] . The strongest results apply to bounded depth circuits. For constant depth AND/OR/NOI circuits and mod, circuits (where p is prime), exponential-size lower bounds for specific functions such as the parity were established in 121, [8] , 1111. For circuits of more powerful gates, less is known In [ 5 ] , an exponential lower bound on the size of depth-2 threshold circuits implementing the n-variable Inner Product Mod 2 function (IP) was shown, where IP is defined 00 I8-9448/94$04.00 0 1994 IEEE as follows:
derive lower bounds on the decomposition numbers and prove almost-linear lower bounds on the circuit complexity of several functions. 1 0 otherwise.
if ELl xi A yi is odd,
In Section IV, we strengthen the results for the family of triangukr gates. These gates, which include all threshold However, this bound applies only when the integer weights in the second layer are polynomially bounded. No superlinear lower bounds are known for depth-2 threshold circuits with exponentially weights in the second layer, or for depth-3 threshold circuits with polynomially bounded integer weights.
For unrestricted depth and unbounded fan-in circuits, deriving seemingly weak lower bounds, such as linear or polylogarithmic in the number of input variables, are considered challenging [13], [IO] . For example, an R(1ogn) lower bound on the size of threshold circuits computing the parity of n bits is shown in [ 131. Only recently have linear/almost-linear lower bounds been established for circuits with gates of unbounded fan-in. A linear-size lower bound on circuits, where each gate computes a commutative and associative function, was given in [6] . However, the family of gates is too restrictive to apply to symmetric or threshold circuits.
Recently, an O(n/logn) lower bound on the size of symmetric gate circuits computing the n-variable equality function was established in [lo] , where the equality function is defined as
Novel techniques such as analytic function interpolation of Boolean functions and the differential dimension were used. More recently a linear lower bound (n/4) on the size of threshold circuits with arbitrary weights computing the nvariable IP was proved in [4] .
Techniques and Results in this Paper
Using communication complexity concepts and techniques, we derive linear and almost-linear lower bounds on the size of circuits implementing certain functions. This approach utilizes only basic features of the gates used, hence the bounds hold for general families of gates of which the symmetric and threshold gates considered in [lo], [4] are special cases. Thus communication complexity arguments serve to generalize known lower bounds and unify their proofs.
In the next section, we define the notions of decomposition number and largest monochromatic rectangle of a function. These are simple attributes useful for analyzing the communication complexity of various functions.
In Section 111, we consider the family of polynomiallyrectangular gates. These gates, which include symmetric, generalized symmetric, and threshold gates with polynomially bounded integer weights, compute functions with small decomposition numbers. We show that functions computed by small-size circuits of polynomially-rectangular gates have small decomposition numbers. It follows that functions with high decomposition numbers require circuits of proportionally large size. We then use some effective techniques to gates, compute functions with large monochromatic rectangles. We show that any function computed by a small circuit of triangular gates contains a large monochromatic rectangle. Therefore, junctions with only small monochromatic rectangles require circuits of proportionally large size.
We shall illustrate the results using the Inner Product Mod 2 (IP) function and the Equality (EQ) function. The bounds we derive imply: 1) Any implementation of n-variable EQ or IP by generalizcd symmetric gates requires O(n/log n) gates. Namely, if the weights are bounded by nk, then
2) Any implementation of n-variable EQ or IP by symmetric gates requires R(n/log n ) gates:
3) 
An { X . Y}-rectangle is a Cartesian product A x B where A is a set of X-inputs and B is a set of Y-inputs. The size of the rectangle is /AI . IBI, the number of inputs it contains. An {x, Y}-decomposition is a partition of (0, l}~-'~ x {U, l}lyl into {X, Y}-rectangles. The size of the decomposition is the number of rectangles in the partition. A set of inputs is ,f constant if f assigns the same value to all the elements in the set. Anfconsfant {X. Y}-decomposition is an { X , Y}-decomposition whose rectangles are all f -constant.
The concept of rectangles plays a major role in the following communication complexity problem. As before, let f be an n- 2 ) If the protocol always produces the correct answer, this decomposition is f-constant.
3)
The maximum number of bits required by the protocol for the worst input is at least the logarithm' of the decomposition.
Let pf,x,>-be the smallest size of an f-constant { X, Y}-decomposition. From the above, It was shown in [I] that this bound is not far from being tight:
For that reason, several simple methods have been introduced to derive lower bounds on p f , x , y for arbitrary j , X , and Y.
Largest f-constant rectangle: Let L f , x , y be the size of the largest f-constant {X, Y }-rectangle. Clearly, Fooling set: An f-constant subset S of (0, 1}lx1 x (0. l}IyI is an {x, Y}-fooling set if (21, gl), ( 2 2 , wz) E S implies that either f ( z l , yz) or f ( z 2 , yl) differs from the common value of f over S . Let Ff,x,y-be the size of the largest {X, Y}-fooling set. An f-constant { X , Y}-rectangle contains at most one element of a given { X . Y}-fooling set.
Hence, Rank: The matrix representing the indicator function of a rectangle has rank 1, and ranks are subadditive under matrix addition. Melhom and Schmidt [7] concluded that under any field
In our applications, we can choose the most advantageous partition of .:he input variables. We therefore define the decomposition number of f ,
to be the number of rectangles needed in the variable partition that yields the strongest bound in (I). We use the methods above to derive lower bounds on the decomposition number of EQ, IP, and COMP.
Example I: We show that the decomposition numbers of both EQ anc IP are larger than 2 4 . In the following, X = sequence corresponds in an obvious way to an X-input and to a Y-input. We can therefore talk about the joint input (x, x) where z E .U, 1}"12.
Inner Product Mod 2: It can be shown that M~p , x , y is a Hadamard matrix and hence has full rank over the reals. Thus Every 71/2 bit
RECTANGULAR GATES
The last section was motivated by the notion that a function with a high decomposition number is "complex." To show that computing such a function requires many gates, we now show that the gates used are "simple," that is, they can be decomposed into a small number of rectangles.
A function f is r-rectangular for some integer r if for every partition { X . Y} of the variables, there is an f-constant {X, Y}-decomposition consisting of at most r rectangles, namely, if 
0
To prove that a function is r-rectangular, we apply the lemma to all possible partitions of the variables.
' All logarithms are to the base 2.
Example 2:
We show that the gate families mentioned in the introduction are polynomially rectangular. In the following, { X , Y} is an arbitrary partition of the input variables (21, " . , zn}.
AND/OR:
hence the lemma implies that every OR gate is 4-rectangular (in fact three rectangles are sufficient). The same holds for AND gates.
Symmetric gates:
Generalized symmetric gates:
where the w;'s are integers bounded by some polynomial p(n). ii) For circuits consisting of generalized symmetric gates:
More specifically, if the integer weights are bounded by n k , then iii) For circuits consisting of symmetric gates:
Proofi All six lower bounds follow from Corollary 1 as both EQ and IP have decomposition numbers of at least 2 9 . The upper hounds in i) follow from a simple construction.
We implement IP as a depth-3 generalized symmetric circuit (the next section shows it cannot be implemented using less than n ( n ) threshold gates).
Let m = 2LIClogn]. Clearly, m-variable COMP can be written as C O M P ( z l , -. . , z q , y l , . . -, y f ) = sgn x 2 z ( z z -yz) , (::: ) (2) thus can bt-implemented by a single threshold gate with weights of att most n'. For z = 1,. .. , [n/ml, let Then,
Hence, m-iariable EQ can be implemented by a depth-2 threshold cilrcuit with weights of magnitudes at most nk and where the t3p gate is just a weighted sum of the first-level outputs (without a threshold). Finally, observe that m/mi E Q ( x . , . . . , x~, y l , . . . , y q ) = A E Q (~~, f ) .
z=1
Since any AND is just the sum of its variables with an appropriate threshold, this gate can be combined with the second layer above to derive a depth-2 circuit for EQ of size 2 [n/2k log n1+ 1. When generalized symmetric gates are used instead of threshold gates, the number of gates can be reduced When trying to meet the lower bound for IP, we cannot use threshold gates as we did for EQ. The next section shows that any threshold circuit for IP (even with exponential weights) has at least linear size. Yet, we can use the circuit structure applied to EQ. Every (IC log n)-variable function, in particular a single generalized symmetric gate with weights of magnitudes at most nk. Use [n/R log n1 generalized symmetric gates to compute the partial IP's, then use a single (symmetric) gate It is shown in [9] that COMPARISON cannot be computed by a single threshold gate with polynomially bounded integer weights. It is, however, shown in [9] that it can be computed by a depth-2 polynomial-size threshold circuit with polynomially bounded integer weights. We next establish a tight lower bound on the size of a generalized symmetric circuit computing COMPARISON and also derive a depth-3 threshold circuit with size that achieves the lower bound. It is not known whether the lower bound can be achieved by a depth-2 threshold circuit of polynomially bounded integer weights.
to [71/2klognl + 1.
IP (21,. . ' , %k log 142, Y l , . . . , Y k log n/2), can be computed by to compute their parity. Proof: By definition of a triangular matrix, one can permute the rows and columns so that the resulting matrix is strictly trianplar. On the other hand, it is easy to verify that no 2 by 2 rectangles of the above form can be obtained by permuting the rows and columns of a strictly triangular matrix. Thus a triangular matrix cannot contain 2 by 2 rectangles of the above fcnn.
For the other direction, permute the rows so that the rows are arranged accirding to increasing number of 1's in each row. Then permute the columns so that the columns are arranged according to increasing number of 1's in each column. The resulting matrix is strictly triangular for if in some column a 1 appears al-ove a 0, then, as the numbers of 1's does not decrease with the rows, there must be another column where in the same locations a 0 appears above a 1, contradicting the noncontainin :nt assumption. rectangle of 1/4 its size.
Proof:
The first property follows directly from Lemma 2. To show the second property, permute the rowskolumns until one obtains a strictly triangular matrix. Consider the midpoint (2, y) . If the (x, y)th element of the matrix is 0, then the rectangle above and to the left of ( x , y) is all 0, otherwise, the rectangle to the right and below (2, y) is all 1. The third property follows directly from the first two properties. 
0
Recall that L f , x , y was defined to be the size of the largest LG,,x,Y 2 2 n / 4 k for all variable partitions { X , Y } . The bound on CTE(IP) is tight up to a constant factor. A simple depth-3 threshold circuit with polynomially bounded integer weights can compute IP using 3/4n + 1 gates. In a sense, the depth-3 circuit is also depth-optimal, because it is shown in [5] that every depth-2 threshold circuit for IP has exponeiitial size if the weights at the second layer are polynomial1 y bounded integers. It is not known whether there is a polyncmial-size depth-2 threshold circuit for IP when exponential weights are allowed at the second layer.
V. MISCELLANEOUS APPLICATIONS
We briefly discuss some applications of the results and techniques discussed in the previous sections to threshold circuit complexity, and circuit complexity with various gates.
Depth-Weigbt Tradeoffs in Threshold Circuits
Recent results [3] have shown that any depth-d threshold circuit (with arbitrary weights) can be simulated by a depth-(d + 1) threshold circuit of polynomially bounded integer weights with only a polynomial factor increase in size. However, no upp'er or lower bounds have been shown for the degree of this poljnomial factor.
One can implement the n-variable EQ using only three threshold gz tes with arbitrary weights in depth-2. Yet Theorem 2 gave a lower bound of fl(n/logn) on the size of any threshold circuit (with polynomially bounded integer weights) for EQ. We therefore have:
CoroElaq 4: There are n-variable Boolean functions whose threshold ci w i t s (with polynomially bounded integer weights) have size s1 :n/log n ) times larger than the size of their depth-2 0 threshold circuits with arbitrary weights.
Weighted-Sum Gates
In our discussion, we often observed that the output gate of a given threshold circuit does not always require the sgn(.) function usually associated with a threshold gate. A gate that computes a linear combination C w,x, of its inputs (without taking a threshold) is a weighted-sum gate. No explicit function is known that requires super-polynomial size when implemented by a depth-2 arbitrary-weight threshold circuit witb a weighted-sum gate at the output. This is a weaker case of the more difficult open problem of proving that some given function requires super-polynomial size when implemented by a depth-2 arbitrary-weight threshold circuit (with a thr1:shold allowed in the output gate). We prove a partial resu t regarding weighted-sum gates in the context of the Equality and other related functions.
As mentioned earlier, the n-variable EQ can be implemented by a depth 2 circuit consisting of two threshold gates with exponential weights in the first layer and a weighted-sum gate in the second layer. We show that any circuit for EQ that consists of threshold gates with polynomially bounded integer wei,;hts at the first layer and of a weighted-sum gate at the second layer (possibly with arbitrary real weights) has exponential size.
Theorem 5: Suppose that a depth-2 circuit consisting of p(n)-rectangular gates in the first layer and a weighted-sum gate (possibly with arbitrary real weights) at the output computes the mvariable EQ. Then the size of the circuit is at least 2"12 / p ( 71). Smolensky [ 101 used the differential dimension of Boolean functions to derive lower bounds on symmetric-circuit complexity. We IOW show that communication complexity arguments developed in this paper can be used to derive a lower bound on the differential dimension of Boolean functions.
Proof
Let S be a finite set of points in the n-dimensional complex vector space C". Let V denote the space of functions from s to c.
Differentic, 1 Dimension: The differential dimension of an analytic function y : C" + C over S is the dimension of the subspace of V spanned by the restrictions to S of .y and all of its partial derivatives.
Since we are concerned with functions that interpolate Boolean functions, we assume without loss of generality that differential dimension of a Boolean function f : {0, l}n -+ ( 0 , 1) is the minin-a1 differential dimension over S = ( 0 , 1)" of any analytic function 9 : C" -+ C that interpolates f .
+ C be an analytic function and let U E C". The shifted function ,qu is defined by:
Proposirio,z 1: ([lo] ) The subspace of V spanned by all the partial derivates of all orders of 9 restricted to S coincides with the subspace of V spanned by all the shifts of y restricted to S.
0
Thus if y interpolates a given Boolean function f , then the dimension of the space spanned by the shifts gL, for all v E S = (13, l}" gives a lower bound on the differential dimension 01' y.
Any funct.on g restricted to the set S = (0, 1)" can be viewed as a 2"-dimensional vector in C"; each coordinate of the vector is the value of 9 at a distinct point in S. For any v i E S, we represent the shift gvz restricted to S as a 2"-dimensional 'lector, and denote it as gtJ, .S. Then the dimension s = (0, l}',.
Differential Dimension of Boolean Functions:
The U spanned by the shifts gvL , gl 2 , . . . ,91 L . U , E S, is the rank of the following 2" x k matrix: The above result holds for any function f , (e.g., COMPARI-SON) for which rank ( M f , d x , y )
is exponentially large for some partition { X , U } of the input variables.
VI. CONCLUDING REMARKS
Several problems remain unresolved.
1) The best lower bounds for C:~JI,V(EQ) and C s y~( 1 P ) are n(n/logn) while the best upper bounds are linear.
2 ) Is there a depth-2 threshold circuit with polynomially bounded integer weights for COMP that meets the lower bound of R(n,/log n)? (o,--y,) (:r, 11) might be undetermined if y # 0; s = {U, 1 > 7 :
