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This paper contains investigations on the integral equations 
4 a(x) + J‘, 4.4 x pz & x a(r)] d& = 0 
which are of interest in the study of the behavior of totally reflected 
stationary electromagnetic wave fields as the frequency tends to zero. 
It is shown that both integral equations have exactly p linearly inde- 
pendent solutions where p is the topological genus of 5’. 
1. INTRODUCTION 
Consider the stationary electromagnetic field (E, H) which is produced 
by the reflection of a given incoming stationary field (Einc, H& with 
frequency w at n perfect electrical conductors with surfaces S, , *em, S, . 
Set S = S, + ..* + S, and denote the exterior of S by D, and the interior 
of S by Di . The field (E, H) is uniquely determined by the following pro- 
perties: 
(a) E and H are continuously differentiable in the open domain D, and 
continuous in the closure D, + S; 
(b) E and H satisfy in D, the Maxwell equations in the time-independent 
form 
V x E-uq.~H=0, V x H + cweE = 0 (t = G-7); (1.1) 
(c) E satisfies on S the boundary condition 
nxE=c; (1.2) 
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(d) E satisfies the Sommerfeld radiation condition 
E(px,) =-_ 0 cf) ) ($ - L/c) E(px,) L: 0 p, (1.3) 
as p -+ co, uniformly for all unit vectors x,, , where K is defined by 
K2 = w2qLL, ImK 30. (1.4) 
The prescribed tangential field c is related to the incoming field by 
?Z X Einc = - c. The coefficients t and p are given by 
E=EO+‘q 
w 
P=po+L$ 
(E,, = dielectric constant, u = electric conductivity, pa = permeability, 
u’ = magnetic conductivity). We assume that these quantities are constant 
and satisfy the inequalities 
in agreement with their physical meaning. 
This boundary value problem has been studied by C. Miiller, H. Weyl, 
W. K. Saunders, A. P. Calderon, and myself (compare the references con- 
tained in [l]). It is known that for every frequency w > 0 a uniquely deter- 
mined solution (E, , HJ exists which depends analytically on W. Further- 
more, it has been proved in [I] that E, tends to a limit field E, as w ---f 0 
provided that each surface Sj (j = 1, **a, n) has the topological genus 0. 
The discussion of the limit process w --+ 0 was based upon the integral 
equation 
a@> + $I,+) x [vz & x u(y)] dS, = 0, x E S.l (1.7) 
It has been shown in [l] (Lemma 13) that under the hypothesis that each 
surface Sj has the topological genus zero, (1.7) admits only the trivial solu- 
tion a = 0. From this it can be easily derived that E, tends, as w + 0, to 
the field 
Eo(X) = & v X j-, so(y) & dS, , (1.8) 
where a0 is the uniquely determined solution of the nonhomogeneous integral 
equation 
%k) + & j-, n(x) X [h j&-q x a,(y)] dS, = c(x) (1.9) 
(see [II, VI. 
1 Here and in the following it is always assumed that the normal unit vector n(x) 
points into the exterior of S. 
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The purpose of the present note is to extend the discussion of the integral 
equation (1.7) to the more general situation in which S, , *.a, S, have arbitrary 
genus. It turns out that in this case nontrivial solutions of (1.7) may exist. 
As we shall prove, the following statement holds: 
THEOREM 1. Denote the topological genus of Sj by pj and set 
P =p1+ *** +p?l. 
Then the integral equation (1.7) h as exactly p linearly independent continuous 
solutions. 
To prove Theorem 1, it is useful to relate the solutions of (1.7) to the 
solutions of the following interior boundary value problem: 
(BP) Determine all fields E(x) with the following properties: 
(a) E is continuously dzyerentiable in the open domain Di and continuous 
in the closure Di + S; 
(/3) E satisfies in Di the equations 
VxE=O, V*E=O; (1.10) 
(y) E satisfies on S the boundary condition 
n*E=O. (1.11) 
We shall obtain Theorem 1 as a consequence of the following two theo- 
rems : 
THEOREM 2. There is a one-to-one linear correspondence between the 
continuous solutions a(x) of the integral equation (1.7) and the solutions E(x) 
of the boundary value problem (BP), given by the following pair of inversion 
formulas: 
a(x) = 3 E(x) x n(x) (x E s>, (1.12) 
E(X) = &- V X Is a(y) &--J dS, (x E DJ. (1.13) 
THEOREM 3. The boundary value problem (BP) has exactly p linearly 
independent solutions. 
Theorem 3 seems to be well-known in the theory of harmonic vector 
fields (compare, for example [2], p. 59, corollary to Theorem 1 where an 
analogous result is stated without proof.) We include in this note a short 
proof of Theorem 3 which is based on an explicit construction of the solutions 
of (BP) by potential-theoretic methods. 
448 WERNER 
Theorem 1 shows that the argument contained in [I], Section 5 is not 
sufficient to discuss the limit approach to electrostatics in the case of multiply 
connected reflecting bodies. I have not been able to perform this limit process 
without the topological restriction that all reflecting surfaces have the genus 
zero.2 
By considering the adjoint integral operator, it is possible to derive similar 
statements for the integral equation 
- a(x) + & 1, n(x) x [vz & x a(y)] dS, = 0, x E S. (1.14) 
The solutions of (1.14) can be uniquely related to the solutions of a corres- 
ponding exterior boundary value problem as we shall show in the last section 
of this note. Equation (1.14) arises in the study of the interior boundary 
value problem for Maxwell’s equation as w -+ 0 in the same manner as 
Eq. (1.7) enters into the discussion of the exterior boundary value problem 
formulated at the beginning. 
It may be of interest to remark that Theorem 1 refines a statement con- 
tained in a joint paper by C. Miiller and H. Niemeyer [3]. In [3], Lemma 5 
it is stated that the integral equation 
k(x) = &+9 x [k(d x Fq&&5,, XES (1.15) 
has no nontrivial solutions if either Im h f 0 or j X 1 < 1. As Theorems 1 and 
l* (in the last section of this note) show, this statement is not valid for 
h = & 1 and p > 0. As a consequence, the construction of the degenerate 
Green’s tensor described in [3], Section 3 requires, for multiply connected 
domains, some modifications which can be based, for example, on the 
methods discussed in [2]. 
It is possible to extend the considerations of [I], Section 5 dealing with the 
limit process w + 0, as well as the results of this note pertaining to the 
solutions of the limiting integral equation, to the case of nonhomogeneous 
media, by using the methods described in [4] and [5]. This shall be the 
object of a subsequent note. 
Sections 2 and 3 are devoted to the proofs of Theorems 2 and 3, respec- 
tively. In Section 4 an explicit expression for the solution of the Eq. (1.7) 
is derived in the special case of a toroidal surface. The concluding Section 5 
contains a discussion of the adjoint integral equation and the related exterior 
boundary value problem. 
a Remark added in proof. Since submitting this paper I have developed an alternative 
method for the discussion of the limit process o + 0 which is independent of the genus 
p and will be published shortly. 
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2. PROOF OF THEOREM 2 
The content of Theorem 2 can be split into the following state- 
ments: 
(A) If a(x) is a continuous solution of (1.7) then the field E(x) defined by 
(1.3) is a solution of (BP), and E(x) and a(x) are related by 
a(x) = *n(x) x Ei(x) (x E S), V-1) 
where Ei(x) denotes the limit of E(y) as y pp a roaches x from the interior side 
of s. 
(B) If E(x) is a solution of (BP) then the tangential Jield a(x) dejined by 
(1.12) is a solution of (l-7), and a(x) and E(x) are related by (1.13). 
(C) The mapping E -+ a de$ned by (1.12) is one-to-one. 
To derive Theorem 2 from these statements, we denote the set of solutions 
of the boundary value problem (BP) by M and the set of continuous solu- 
tions of the integral Eq. (1.7) by N. (B) says that M is mapped by (1.12) 
into N. It follows from (A) that (1.12) represents a mapping of M onto N. 
By (C), this mapping is one-to-one. Finally, (A) and (B) show that (1.12) 
and (1.13) form a pair of inversion formulas. Thus the proof of Theorem 2 
is reduced to the verification of the statements (A), (B), and (C). 
The proof of (A) is essentially contained in [l], Section 5. Consider a 
continuous solution a(x) of (1.7) and f orm the field E(x) defined by (1.13). 
We show that the first part of the proof of [l], Lemma 13 which consists in 
verifying that E vanishes in the exterior D, of S, can be extended to the 
case of multiply connected domains. The assumption that D, is simply 
connected has only been used to deduce from V x E = 0 the existence of a 
single-valued potential y with E = VP, (compare [l], (5.9-11)). But this 
conclusion remains valid in the case of multiply connected domains as the 
following argument shows: It follows from (1.7) and the definition (1.13) 
of E that E satisfies on the exterior side of S the boundary condition 
n x E, = 0. (2.2) 
This condition implies that 
s 
E-tds=O (2.3) 
C 
for any regular closed curve in D, . In fact, since V x E = 0 in D, , it follows 
from the integral theorem of Stokes that the integral over C is equal to the 
sum of a finite number of integrals over closed curves C, , *a*, C,,, on the 
boundary S=S,+.*.+S,, of D,. But these integrals vanish because 
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of (2.2). The relation (2.3) ’ pl rm ies that E has a single-valued potential y 
in D, defined by 
r/l(x) -= c j“ E . t ds, (2.4) 
. 50 
where x0 is an arbitrary point in D, and C an arbitrary regular curve connect- 
ing x,, and x within D, . This, together with the argument of the proof of [l], 
Lemma 13, shows that E vanishes in D, . By jump relations, we obtain 
n * Ei = 0, (2.5) 
n x Ei = - 2a, W-9 
n x (V x E)i = 0 (2.7) 
on 5’. By using (2.7) and a G reen’s formula argument (compare [l], (5.20)), 
we deduce that V x E = 0 in Di . This, together with (2.5), shows that E 
is a solution of (BP). Finally, (2.6) implies that E satisfies the relation (2.1). 
This concludes the proof of (A). 
To prove (B), let E be a solution of the interior boundary value problem 
(BP) and form the fields 
and 
H=VxA. (2.9) 
H can be physically interpreted as the magnetic field which is produced by 
the steady current distribution E. The first step of our proof consists in 
showing that 
V.A=O. (2.10) 
Indeed, by using the equation V * E = 0 and the boundary condition 
n * E = 0, we obtain by the integral theorem of Gauss 
dS, = 0. 
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This verifies the relation (2.10). Equations (2.9) and (2.10) imply 
VxH=Vx(VxA)=-AdA. (2.11) 
This, together with Poisson’s formula for the second derivatives of volume 
potentials applied to (2.8), yields 
VxH= 
i 
E in Di, 
0 in D,. 
By using (2.8), (2.9) and the equation V x E = 0, we obtain 
1 
s 
1 = -- 
47r DiV, IXAYj x E(YWv 
1 
s 
1 
+4rr D{ LV x E(Y)1 ,x-y, d&l 
(2.12) 
(2.13) 
By combining (2.12) with (2.13), it follows that every solution E of (BP) 
satisfies for x f Di the relation 
E(x) = kv X s, [E(Y) X n(y)1 &q ds, . (2.14) 
Equation (2.14) implies that E(x) and the field a(x) defined by (1.12) are 
related by (1.13). By applying the jump relation to (1.13), we obtain 
This, together with the relation a = B Ei x n, shows that a(x) is a solution 
of (1.7). This concludes the proof of (B). 
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To prove (C), let us assume that two solutions E and E’ of (BP) are map- 
ped by (I. 12) into the same solution a of (1.7). As solutions of (BP), E and E’ 
both satisfy the relation (2.14). On the other hand, (1.12) shows that 
n x E = n x E’ = 2u on S. Thus (2.14) implies that E and E’ coincide 
in [Ii . This completes the proof of ‘I’heorem 2. 
3. PROOF OF THEOREM 3 
As above, denote the space of all solutions of the boundary value problem 
(BP) by M. We shall prove Theorem 3 by constructing a basis of the linear 
space M which consists of p linearly independent functions. 
Recall that p = p, + ... + p, where p, denotes the topological genus of 
the jth component of the surface S = S, + ... + S, . This means that Sj 
is topologically equivalent to a sphere with pj handles. Denote the handles 
of the (connected) surface Sj by Hj, , ..., Hjpj . For every k = 1, ..a, pi 
we can construct a smooth open surface Sj” which cuts the handle Hik 
exactly once (see Fig. 1). Let us orient the intersecting surfaces Sjk, by 
FIG. 1 
Two-dimensional projection of a surface S, with pj = 2. 
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denoting one side of each Sjlc as positive, the other side as negative. Further- 
more consider the surfaces 5’:: and 5’;; which are parallel to Sjk and have 
the (normal) distance 6 from Sjk. Choose 6 so small that the parallel surfaces 
5’;; and S;; have the same cutting property as Sjk. Denote the interior of 
Sj by D, , the subdomain of Dij lying between the surfaces Sjk and S$ by 
Oft’, and the subdomain lying between Sjk and 5’;; by 0:;. Choose for 
each k = 1, *a*, pj a functionfjk(x) which is twice continuously differentiable 
in Dij + Sj - Sjk and which is equal to 1 in 0:: and equal to 0 in 0;;. It 
follows that the field 
E;k = Ofjk (j = 1, *‘+p ?Z; k = 1, “*y pj) (3.1) 
is continuously differentiable in Dij + Sj (including the points of the inter- 
secting surfaces Sjk) and satisfies in Dij the equation 
Q x E;, = 0. (3.2) 
Furthermore, choose pi smooth curves Cj, , *a., C,,, on Sj with the property 
that each curve Cjk encircles the handle Hjk exactly once without encircling 
any other handle Hit. Orient each curve Cjk in such a way that it starts on 
the negative side of the intersecting surface Sjk. Then it follows from (3.1) 
and the choice of the functions fjlc that the fields Eik have the property 
I E;,-tds=6,, CjL 
where a,, = 1 fork=L’andS,E=Ofork#/. 
After these preparations consider the following interior Neumann pro- 
blem: Determine for each k = 1, *es, pj a function yjk satisfying the condi- 
tions 
Ayjk = Q * Ej, in Dij 9 
a 
~vjk = 11 'Ejk On Sj. 
To solve (3.4), set 
and consider the boundary value problem 
A#jk = 0 in Di.+ g 
(3.4) 
(3.5) 
(3.6) 
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Formula (3.5) yields 
This implies that 
Axjk = Q . Eilc in Dij . (3.7) 
s i % n.E~,-~Xjr)dS=SDij(V.E;,-Ax~~)dV=O. (3.8) 
It follows from (3.8) that the interior Neumann problem (3.6) has a solution 
& (which is uniquely determined up to an additive constant). (3.6) and 
(3.7) imply that 
%k = #ik + xjk (3.9) 
is a solution of the boundary value problem (3.4). Set 
I E;, - QUIZ, in D, , Ejk = 0 D (j = 1, .**, n; kr: 1, *..:“p,,. Cm #A (3.10) 
By (3.2) and (3.4), each of thep = p, + .*a + p, fields Ejk is a solution of the 
boundary value problem (BP). We show that the fields Ejk are linearly 
independent. Consider a relation of the form 
2 
k=l 
0 (3.11) 
with constant cjk (j = 1, a**, n; k = 1, a**,~~). (3.3) and (3.10) yield 
s Ejk . t ds = 6,j6kc. Cd (3.12) 
By integrating (3.11) over C,, and applying (3.12), we obtain cmc = 0 for 
m = 1, -a*, n; d= 1, **a, pj . Therefore, the p fields Eik defined by (3.10) 
are linearly independent. 
To conclude the proof of Theorem 3, we have to show that every solution E 
of (BP) can be represented as a linear combination of the fields Eik . To prove 
this, consider an arbitrary solution E of (BP) and set 
I E * t ds = ajk (j = 1, --*, n; K = 1, **.*,pf), (3.13) 
‘?k 
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where Cj, are the surface curves introduced above. Because of (3.12) the 
field E’ defined by 
E’ = E - $ (2 aj&jk) (3.14) 
j=l k=l 
satisfies the p relations 
I E’*tds=O (j=l,.“,n;K=l,..-,pj). (3.15) Cjk 
Now consider an arbitrary closed regular curve C in Di . The p curves Cjk 
on the boundary S of Di form a homotopy basis of the closed curves in Di . 
This means that C is homotopic to a linear combination of the curves Cj, 
with integral coefficients mjk: 
C N 5 (2 mjkcjk) a 
i=l k=l 
(3.16) 
Since V x E’ = 0 in Di, it follows from (3.15) and (3.16) that 
(3.17) 
Since the integral on the left hand side of (3.17) vanishes for all closed curves 
in Di , we can construct a single-valued potential $ of E’ by the formula 
v’(x) = “j-’ E’ . t ds (XEDij,j=l, ..*,T.z), (3.18) 
“j 
where xj denotes an arbitrary point in Dij and C, is an arbitrary regular 
curve connecting x9 and x within D, . Since V - E’ = 0 in Di and n - E’ = 0 
on S, v’ is a solution of the homogeneous Neumann problem 
A$ =0 in Di, 
a 
zq’=O on S. 
This implies by the usual uniqueness conclusion of potential theory that v’ 
is constant in each domain Dij (j = 1, *a., n). Therefore, we obtain 
E’ = VT’ = 0. This, together with (3.14), yields 
E = 2 (k$l ‘jkEjk) . (3.20) 
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Thus we have shown that the p fields I& constructed above form a basis of 
the linear space n/r of solutions of (BH). This concludes the proof of Theo- 
rem 3. 
4. EXAMPLE 
As an application of the theorems proved above, we include an example 
for which the solutions of the integral equation (1.7) can be expressed in 
closed form. Consider a closed smooth surface C in the f&-plane with 
the parameter representation t1 = f,(~), 5s = 0, 5, = [a(~) (0 < 7 < 7s). 
Assume that C lies in the right part of the [,&-plane: t,(~) > 0 for 
0 < 7 < To. By rotating C around the &-axis, we obtain a toroidal surface 
S with the parameter representation 
In this special case the solution E of the interior boundary value problem (BP) 
can be immediately written down. Since the genus of S is one, Theorem 3 
implies that E is uniquely determined up to a constant. Because of the 
rotational symmetry of S, E can be derived from the multivalued potential 
F,(X) = 94tl , 5% , 6) = arc@ $ . (4.2) 
Thus we obtain 
1 
-44 = E(& , 5,, Es) = f 2 : 5 
1 z2 
(4.3) 
Obviously, E satisfies the boundary condition n * E = 0 on every surface S 
of the type (4.1). By Theorem 2, the solution a(~) of (1.7)-which is also 
uniquely determined up to a constant-is given by formula (1.12). In the 
special case of a torus, we have 
5,(T) = cy. + /3 cos 7 
’ 
(B’. > /3 > 0, 0 < 7 < 
p 
24. 
t,(T) sin 7 
(4.4) 
= 
It follows by a simple calculation that the solution of the integral equation 
(1.7) in the case of the torus (4.4) is given by 
1 1 
UC73 9’) = -y o1 + B cos T . (4.5) 
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5. THE ADJOINT EQUATION 
We conclude this note with a discussion of the integral equation adjoint 
to (1.7). It will be shown that statements analogous to Theorems 1 to 3 hold 
for the integral Eq. (1.14). 
The adjoint K* of the integral operator 
Ku(x) = & J 44 x [vq-gq x Q(Y)] 6 (x E S) (5.1) 
S 
is defined by the relation 
~sK~.bdS=~sCT.K*bdS (5.2) 
for all continuous tangential fields a, b on S. By using (5.1) and the relation 
t [ 44 x vo , x _ y , -l-- x 4Y)]/ -b(x) 
= P(x) x 441 * [V” $q x w] 
1 
1 
= - [b(x) x n(x)] x v, - 
IX-Y I I 
- a(Y) 
= - [n(Y) x (1 EW x 441 x v, &I x 4Y,)] - a(y), 
we obtain 
x [ V, & x U-44 x 44)-j d&1 ds, . (5.3) 
The change of the order of integration is possible, since both interior inte- 
grands can be estimated by O(l x - y 1-l). Thus both interior integrals 
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converge uniformly with respect to the second variable as parameter. By 
interchanging x and y in (5.3) and comparing (5.3) with (5.2), it follows that 
the adjoint operator K* is given by 
K*b(x) = - &n(x) x j-, n(x) X [Yc & x (b(y) x n(y))] dS, . 
(5.4) 
Assume that b is a solution of the adjoint equation 
b+K*b=O 
of (1.7). By (5.4), we have 
(5.5) 
44 - & 44 x j,+, x [% h x MY) x n(y))] ds, = 0. (5.6) 
By taking the vector product of (5.6) with n(x), it follows that the tangential 
field 
c=bxn (5.7) 
satisfies the integral equation 
- c(x) + &/-,n(x) x [va&-jq xc(y)]ds,=O. (5.8) 
This shows that the solutions of the adjoint Eq. (5.5) are uniquely related 
to the solutions c of (5.8) by formula (5.7). On the other hand, Fredholm’s 
alternative theorem and Theorem 1 imply that the adjoint equation (5.5) 
has exactly p linearly independent solutions. This leads to the following 
analogon of Theorem 1 for the Eq. (5.8): 
THEOREM 1”. The integral equation (5.8) has exactly p linearly independent 
solutions where p = p, + *a- + p, is the total topological genus of the surface 
s=s,$~*-+s,. 
The solutions of (5.8) can be related to the solutions of the following 
exterior boundary value problem: 
(BP*) Determine all $elds E(x) with the following properties: 
(CL*) E is continuously differentiable in the open domain D, and continuous 
in the closure D, f S; 
(/?*) E satisfies in D, the Eq. (1.10); 
(y*) E satisfies on S the boundary condition (1.11); 
(S*) E satisjes as p = 1 x 1 -+ co the asymptotic relations 
.=0(-j-),V x E=,(s). (5.9) 
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We show that the following analogon of Theorem 2 holds: 
THEOREM 2*. There is a one-to-one linear correspondence between the 
continuous solutions c(x) of the integral equation (5.8) and the solutions E(x) 
of the boundary value problem (BP*), given by the following pair of inversion 
formulas : 
c(x) = *n(x) x E(x) (x E a, (5.10) 
E(X) = & v X 1, c(y) j$-+~ dS, (x E DA. (5.11) 
As in the proof of Theorem 2, the proof of Theorem 2* can be reduced 
to the verification of the following statements: 
(A*) If C(X) is a continuous solution of (5.8) then the field E(x) defined by 
(5.11) is a solution of (BP*), and c(x) and E(x) are related by 
c(x) = *n(x) x Ee(x) (x E S), (5.12) 
where E,(x) denotes the limit of E(y) as y approaches xfrom the exterior side of S. 
(B*) If E(x) is a solution of (BP*) then the tangential jeld C(X) defked 
6y (5. IO) is a solution of (5.8) and C(X) and E(x) are related by (5.11). 
(C*) The mapping E--t c defined by (5.10) is one-to-one. 
To prove (A*), consider a continuous solution c of (5.8). By jump relations 
it follows that the field E defined by (5.11) satisfies the boundary condition 
nXE,=O (5.13) 
on the interior side of S. From this and the equation V X (V x E) = 0 we 
deduce by Green’s formula that 
V x E =0 in Di. (5.14) 
The relations (5.13) and (5.14) imply, by the same argument as in the proof 
of (A) in Section 2, that E has a single-valued potential 9 in Di . Since 
V . E = 0, it follows that q~ satisfies the equation Ag, = 0. By (5.13) and the 
usual uniqueness conclusion of potential theory, y is constant in Di . Thus we 
obtain E = VP, = 0 in Di . By jump relations, the following equations hold 
on the exterior side of S: 
n * E, = 0, (5.15) 
n x E, = 2c, (5.16) 
n x (V x E)@ = 0. (5.17) 
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From (5.9), (5.17) and V x (V x E) -= 0 it follows by Green’s formula that 
V :< E vanishes in U, . This, together with (5.11) and (5.15), shows that E 
is a solution of (BP*). Finally, (5.16) h s ows that f? satisfies the relation (5.12). 
This concludes the proof of (A*). 
To prove (B*), let E be a solution of (BP*), and form the field 
(5.18) 
This integral converges, since E satisfies the asymptotic relation (5.9). We 
follow the argument of Section 2 with some modifications due to the unbound- 
edness of the integration domain. Denote the sphere 1 y 1 = Y by S, and 
the domain between S and 5, by D, . Assume that Y is chosen so large that 5’ 
and x lie in the interior of S, . By using (5.9) and Poisson’s formula for the 
second derivatives of volume potentials, we obtain for x E D, 
(5.19) 
Since V . E = 0 in D, and n . E = 0 on S, we have 
s D, E(Y) * v, , x _ y 1 LdV, = jDv% * [E(Y) &] dvt, 
(5.20) 
= 
s s, n(r) . E(Y) $q dS?J . 
Inserting this into (5.19), we obtain for x E D, 
(5.21) 
+ & j, -D vkz [V” . p(Y) A)] dV%l- 
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Both integrals in (5.21) converge to zero as Y -+ CO. This shows that 
V x H = E in D,. (5.22) 
In a similar way the argument leading to (2.13) can be extended to the situa- 
tion considered here. Thus we obtain in analogy to (2.13) the representation 
H(x) = - & j-, [E(Y) X n(y)] j-&q dS, . (5.23) 
Formulas (5.22) and (5.23) imply that every solution of (BP*) satisfies 
for x E D, the relation 
E(x) = & v X 1, [n(y) x -WI & dS, . 
(5.24) shows that E and the tangential field c defined by (5.10) are related 
by formula (5.11). By applying the jump relation to (5.11), we obtain 
n(x) x E,(x) = 2c(x) = c(x) + j)(x) x [Vz & x c(y)] dS, . (5.25) 
This implies that c is a solution of (5.8), concluding the proof of (B*). 
Finally, (C*) can be proved by the same argument as (C) in Section 2. This 
remark completes the proof of Theorem 2*. 
As an immediate consequence of Theorems l* and 2* we obtain: 
THEOREM 3*. The boundary value problem (BP*) has exactly p linearly 
independent solutions. 
Of course, a basis of the solution space of (BP*) can be constructed in a 
similar way as in Section 3. 
In the special case of a toroidal surface discussed in Section 4, the solution 
c of (5.8) does not admit a simple explicit representation as does the solution 
a of (2.7). Note that the field E defined by (4.3) does not represent a solution 
of the exterior boundary value problem (BP*) since E is discontinuous 
on the line fr = la = 0 and since the infinity condition (S*) is violated. 
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