Abstract. Symmetry is one of the most important aesthetic criteria in graph drawing because it reveals structure in the graph. To draw graphs symmetrically, we employ two steps. The first step is to find appropriate automorphisms. The second step is to draw the graph to display the automorphisms. Our aim in this paper is to construct maximally symmetric straight line drawings of triconnected planar graphs in linear time. Previously known algorithms run in quadratic time. We show that an algorithm of Fontet can be used to find an embedding in the plane with the maximum number of symmetries, and present a new algorithm for finding a straight line drawing that achieves that maximum. Both algorithms run in linear time.
Introduction
Drawings of graphs in graph theory textbooks are often symmetric [5] . Symmetry clearly reveals structure, especially algebraic structure, in the graph. Further, HCI experiments have shown that symmetry is an important consideration in the understanding of drawings of graphs that arise in applications such as Software Engineering [30] .
The problem of determining whether a given graph can be drawn symmetrically is NP-complete in general [25] , [27] .
Heuristics for constructing symmetric drawings of general graphs have been suggested by Lipton et al. [24] and de Fraysseix [11] . Exact algorithms are devised based on the Branch and Cut approach by Buchheim and Junger [6] and a group-theoretic approach by Abelson et al. [1] . A group-theoretic characterization of symmetric drawing was given by Eades and Lin [9] .
Linear time algorithms are available for restricted classes of graphs by Manning and Atallah [28] , [29] , including trees [28] , outerplanar graphs [29] , and plane graphs [27] . A linear time algorithm is available for constructing maximally symmetric drawings of series-parallel digraphs [20] , [21] .
Recently, symmetric drawing in three dimensions has been considered [4] , [12] - [14] . The problem of determining whether a graph can be drawn symmetrically in three dimensions is NP-complete [12] . Linear time algorithms are available for constructing maximally symmetric drawings of trees [13] , [16] and series-parallel digraphs in three dimensions [14] by Hong and Eades. Bern and Eppstein present a method for constructing a symmetric drawing on a sphere [4] .
To construct a drawing that displays as much symmetry as possible, we use two steps. The first step, called the symmetry finding step, is to find a "displayable" automorphism group of maximum size. The second step, called the drawing step, is to construct a drawing that displays these automorphisms.
A linear time symmetry finding algorithm for embedded planar graphs, proposed by Manning [27] , can be used to find displayable automorphisms for triconnected planar graphs in quadratic time: one can use Manning's algorithm on each of the O(n) planar embeddings formed by choosing an outside face. Section 3 of this paper gives a linear time algorithm for finding a maximum size group of displayable symmetries in triconnected planar graphs.
To construct straight line symmetric drawings of triconnected planar graphs, one can use the algorithm by Tutte [33] . However, this runs in O(n 1.5 ) time at best. Several algorithms give straight line drawings in linear time but without symmetry (see [8] ). Section 4 of this paper gives a linear time algorithm for constructing straight line symmetric drawings of triconnected planar graphs.
The following theorem summarizes our main result.
Theorem 1. There is a linear time algorithm that constructs maximally symmetric planar drawings of triconnected planar graphs, with straight line edges.
The proof of Theorem 1 consists of two algorithms: an algorithm in Section 3 for finding the maximum number of displayable symmetries and a symmetric drawing algorithm in Section 4. Both algorithms run in linear time.
Firstly, however, we present the necessary background: symmetries and planar automorphisms.
Symmetries and Planar Automorphisms
There are two types of symmetry in two-dimensional drawings: rotational symmetry and axial (reflectional) symmetry. A rotational symmetry is a rotation about a point and an axial symmetry is a reflection about an axis. An automorphism of a graph is a permutation of the vertex set that preserves adjacency. Symmetry in graph drawing is closely related to automorphisms of graphs: a symmetry of a graph drawing induces an automorphism of the graph. In this case we say that the drawing displays the automorphism. If an automorphism is displayed as a symmetry in a drawing of the graph, then it is a displayable or geometric automorphism. Note that not every automorphism is geometric; see Fig. 1 (a). This formal model for symmetric drawing in two dimensions was introduced by a number of authors [9] , [19] , [20] , [27] - [29] .
An automorphism of a graph G is a planar automorphism if there is a planar drawing of G which displays it. Note that not every geometric automorphism is planar; see Fig. 1(b) .
Note that the product of two planar automorphisms is not necessarily planar, because they may be displayed by different drawings. For example, consider two rotational symmetries of K 4 which have different fixed points, each displayed in a drawing as in Fig. 1(c) . Their product, a pair of transpositions, is an axial symmetry, and can only be displayed in a nonplanar drawing such as in Fig. 1(b) . A subgroup A of the automorphism group of a graph is a planar automorphism group if there is a single planar drawing of the graph that displays every element of A (see Fig. 1(c) ). The first task in this paper is to find a maximum size planar automorphism group for a triconnected planar graph.
If g 1 , g 2 , . . . , g are automorphisms, then the group generated by g 1 , g 2 , . . . , g is denoted by g 1 , g 2 , . . . , g . This group consists of all permutations formed from products of elements of {g 1 , g 2 , . . . , g }. We say that g 1 , g 2 , . . . , g are generators of
The order of an automorphism α is the smallest positive integer k such that α k equals the identity. The size (or order) of an automorphism group is the number of elements of the group. A group-theoretic characterization of geometric automorphisms follows [9] , [23] .
Theorem 2 [9] , [23] . A nontrivial subgroup A of the automorphism group of a graph G = (V, E) is geometric if and only if the permutation group on V defined by A is one of the following types: One can deduce that a nontrivial planar automorphism group is one of three kinds: (1) a group of size 2 induced by an axial symmetry; (2) a cyclic group of size k induced by a rotational symmetry of order k; (3) a dihedral group of size 2k induced by a rotational symmetry of order k and an axial symmetry.
Finding a Planar Automorphism Group of Maximum Size
In this section we show that there is a linear time algorithm for finding a planar automorphism group of maximum size of triconnected planar graphs. The output of the algorithm is a set of generators for the group, explicitly represented as permutations on the vertices. Further, the generators have a minimality property (described later) that is useful for the drawing algorithm in Section 4.
The algorithm relies on two fundamental theorems, as follows.
Theorem 3 [3] , [26] . Every triconnected planar graph G can be realized as the 1-skeleton of a convex polytope P in R 3 such that all automorphisms of G are induced by isometries of P.
To state the next theorem, we need some definitions from group theory: suppose that A is a group acting on a set X . The stabilizer of x ∈ X , denoted by stab A (x), is {g ∈ A | g(x) = x}, and the orbit of x, denoted by orbit A (x), is {g(x) | g ∈ A}.
We say that g ∈ A fixes x ∈ X if g(x) = x; if g fixes x for every g ∈ A then A fixes x. If X ⊆ X and g(x ) ∈ X for all x ∈ X then g fixes X ; if g fixes X for every g ∈ A then A fixes X . It is useful to note that the term fix when applied to a set is taken setwise, rather than elementwise; for example, if g fixes the edge (u, v) then it fixes the set {u, v}; it does not necessarily fix u or v (it may swap u and v).
Theorem 4 (Orbit-Stabilizer Theorem [2]). Suppose that A is a group acting on a set X and let x
We now characterize planar automorphisms.
Lemma 1. Let G be a triconnected planar graph. An automorphism of G is a planar automorphism if and only if it fixes a face of G.
Proof. Necessity comes from the fact that the outside face must be fixed by any symmetry. Sufficiency comes from Theorem 3, using a projection about a face from the polyhedron to the plane.
Based on Lemma 1, we now describe our algorithm for finding a maximum size planar automorphism group of a triconnected planar graph. The overall algorithm can be described as follows:
Algorithm Find Max PAG 1. Find a plane embedding which has a maximum size planar automorphism group. 2. Perform "star triangulation" (defined below) for the given embedding. 3. Find the generators of the planar automorphism group of the new embedding.
The first step uses two applications of an algorithm of Fontet [10] . This algorithm takes a triconnected planar graph as input and outputs the orbits of vertices induced by the (full) automorphism group of the graph. It runs in linear time.
The first step in our algorithm is described in the following theorem. Proof. Let G be a triconnected planar graph. Motivated by Lemma 1, we take the dual graph of G * of G and compute the orbits of G * using Fontet's algorithm. Then we choose a vertex f of G * so that the orbit of f has minimum size; by Theorem 4, the stabilizer of f has maximum size. Taking any face in the orbit of f as the outside face of the plane embedding of G, we have a maximum size planar automorphism group.
Once we have chosen the outside face, and thus the planar embedding, we triangulate each internal face by inserting a new vertex in the face and joining it to each vertex of the face. This process is called star triangulation and is illustrated in Fig. 2 . Clearly it takes only linear time. This step is not strictly required for Algorithm Find Max PAG, but it simplifies the algorithm slightly, and we need the star triangulation for the next section.
(b) (a) We now explain the third step of Algorithm Find Max PAG. Our aim is to find the planar automorphism group for our star-triangulated planar graph. However, an explicit representation of the planar automorphism group may take more than linear space. For a more compact representation, we find generators.
Further, in the case that the group is cyclic, we need a "minimality" property of its generator ρ, defined as follows: ρ is minimal if ρ(x) is the closest vertex to x out of the ρ i (x) along the outside face. The minimality property is important when the generators are used in the drawing algorithm in Section 4.
Before we describe the generator-finding method, we define some terminology. A flag of an embedded graph is a triple (v, w, f ), where v and w are adjacent vertices and f is a face that has the edge (v, w) on its boundary.
The following lemma is helpful in our algorithm. Proof. This lemma and its proof are well known, but we provide an outline of the proof for completeness. Perform a depth-first search of G starting with v. The neighbours of v must be scanned starting with w, in the order determined by F: clockwise order if f is on the right of vw and anticlockwise order otherwise. In the case of vertices other than v, the neighbours must be scanned in the same cyclic order as before, starting with the parent vertex. This clearly defines a unique order of visiting for the vertices and edges of G, depending only on the combinatorial structure of G, its embedding and the starting flag. Create a copy of G in which all the vertices and edges are labelled in the order that they are visited. Now perform the same operation starting at the second flag F . This produces a second labelled copy of G. If there is an automorphism of G that preserves the embedding and maps F onto F , the two labelled graphs are the same (same adjacencies and same cyclic order of edges at each vertex) and the correspondence between the two copies gives the automorphism. Conversely, if the labelled graphs are not the same, there is no such automorphism.
We now give the main algorithm for finding generators of the planar automorphism group which has maximum size. • α is the automorphism mapping the flag
Now we can identify A:
• If α does not exist, then ρ 1 exists and A is a cyclic group of size m/( j −i) generated by the rotation ρ 1 .
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• If α exists but neither ρ 1 nor ρ 2 exists, then A is the group of size 2 generated by the reflection α.
• If α and ρ 1 exist, then A is the dihedral group of size 2m/( j − i) generated by the reflection α and the rotation ρ 1 .
• Otherwise, α and ρ 2 exist, and A is the dihedral group of size 2m/(k − i) generated by the reflection α and the rotation ρ 2 .
It is easy to check the minimality of ρ 1 and ρ 2 . This completes the proof.
We now summarize the main result of this section. 
The Symmetric Drawing Algorithm
In this section we present a linear time algorithm for finding a straight line planar drawing of a triconnected planar graph such that maximum number of planar automorphisms are displayed. From Section 3 we can assume that we have generators for a maximum planar automorphism group and an embedding that can display it. Moreover, the interior faces have been star-triangulated. In fact we prove the following theorem.
Theorem 8. Given a triconnected planar graph G and generators of a planar automorphism group A of G, there is a linear time algorithm that outputs a straight line drawing of G that displays A.
An overview of the algorithm is in Section 4.3. Its proof, as well as several subroutines used in the algorithm, is given in Sections 4.4-4.6. However, first we review two classical algorithms:
• The algorithm of Tutte [32] , [33] , which gives symmetric drawings, although it has a higher time complexity, in Section 4.1.
• The algorithm of Chiba et al. [7] , which takes linear time but does not give symmetric drawings, in Section 4.2.
The Tutte Algorithm
Tutte [32] , [33] (see [8] ) gave a simple graph drawing algorithm. The algorithm takes a triconnected planar graph G and an m-vertex face F of G, draws F as a regular m-gon, and places each vertex of G − F at the barycenter of its graph-theoretic neighbours. The edges of G are drawn as straight lines. Tutte showed that the resulting drawing is planar and has convex faces. The algorithm can be implemented by solving a system of linear equations; the sparsity of the equations allows an implementation in time O(n 1.5 ).
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The following theorem is folklore; it can be proven simply from the equations (see [23] for details).
Theorem 9. Given a triconnected planar graph G and a face F of G, if τ is a planar automorphism of G that fixes F then the Tutte drawing of G displays τ .
Although we do not use Tutte's algorithm in our symmetry drawing algorithm, Theorem 9 is important in the proof of some results in Sections 4.5 and 4.6 below that ensure the correctness of our algorithm.
The Algorithm of Chiba et al.
Chiba et al. [7] gave a linear time algorithm for drawing a biconnected plane graph with straight line edges and convex faces.
We need some terminology. A vertex of a polygon is an apex if the interior angle is less than π . A polygon is weakly convex if all interior angles are at most π .
The input to their algorithm is a biconnected plane graph with given outside face and a straight line drawing of this face as a weakly convex polygon; not every vertex of the outside face needs to be at an apex of the polygon. The output of their algorithm is a straight line drawing of the biconnected plane graph with the outside face drawn as the input convex polygon, if this is possible. The conditions under which such a drawing exists is a classical theorem of Thomassen [31] . 
The graph G − V (S) has no connected component C such that all the vertices on S adjacent to vertices in C lie on a single path P i ; and no two vertices in each P i are joined by an edge not in S.

Any cycle of G which has no edge in common with S has at least three vertices of degree at least 3 in G.
We briefly outline the algorithm of Chiba et al. which effectively implements Thomassen's theorem. The algorithm reduces the convex drawing of G to those of several subgraphs of G as follows:
Algorithm CYN(G, S, S * ) This is illustrated in Fig. 3 . For details, see [7] . Our applications of Theorem 10 will be to subgraphs of a triconnected planar graph defined by a cycle and its interior. In that case Thomassen's conditions can be simplified.
Suppose that P is a path in a graph G; a chord for P in G is an edge of G not in P, but whose endpoints are in P. Proof. We can assume that the interior faces of W are triangles, since otherwise we can star triangulate them, draw the graph using straight lines, and then undo the star triangulation.
We need to show that Thomassen's three conditions are met. Condition 1 is a standard implication of the triconnectivity of G, and Condition 3 follows just from the observation that the internal vertices have degree at least 3.
To prove the first part of Condition 2, suppose that C is a connected component of W − S which is adjacent to P i but not to any other of P 1 , . . . , P k . Let u and v be the first and last vertices on P i which are adjacent to C. If u = v, or u and v are adjacent on P i , then {u, v} is a cut (separation pair) in G, which is impossible as G is triconnected.
Otherwise, there is an interior face containing u and v and so u and v are adjacent, contrary to our hypothesis (since the internal faces are triangles).
The second part of Condition 2 is just the condition that we are imposing.
Overview of the Drawing Algorithm
A major characteristic of symmetric drawings is the repetition of congruent (isomorphic) drawings of isomorphic subgraphs. To exploit this property, we compute a drawing for a subgraph and then use copies of it to draw the whole graph. The input of the drawing algorithm is a triconnected planar graph with fixed planar embedding, that is, specified with outside face. The embedding is the one which maximizes the number of symmetries, which can be found using the algorithm in Section 3.
As stated in Section 2, the planar automorphism group has one of the following three types:
1. a group of size 2 generated by an axial symmetry; 2. a cyclic group of size k generated by a rotational symmetry of order k; 3. a dihedral group of size 2k generated by a rotational symmetry of order k (k > 1)
and an axial symmetry. In this case there are k axial symmetries.
Our drawing algorithm will take a different approach for each of the above cases. Note that after the star triangulation, there is either a vertex or an edge which is fixed by the planar automorphism group. This is described in the following lemma. The overall symmetric drawing algorithm can be described as follows:
Algorithm Symmetric Drawing
Based on the type of the planar automorphism group, execute one of the following algorithms (whose definition will follow):
The remainder of this section consists of providing a drawing algorithm for each of the three kinds of planar automorphism group.
Algorithms Cyclic and Dihedral, described in Section 4.4 and Section 4.6 respectively, follow a similar pattern. First we find a subgraph. Then we draw the subgraph using the algorithm of Chiba et al. [7] as a subroutine. The last step is to replicate the drawing; that is, merge copies of the drawings of the subgraphs to construct a drawing of the whole graph. Algorithm One Axial, described in Section 4.5, uses a variation of CYN. Now we consider each of the three parts of Algorithm Symmetric Drawing.
The Cyclic Case
In this section we describe how to display k rotational symmetries. This is the simplest case, and the general principle is used in the dihedral case in Section 4.6.
Firstly
We now describe each step in turn. The first step is to find a subgraph W , called a wedge, as follows:
Algorithm Find Wedge Cyclic
Find the central vertex c.
2. Find a shortest path P 1 from c to a vertex v 1 on the outside face. This can be done in linear time by breadth-first search. 3. Find the path P 2 which is a mapping of P 1 under a minimal generator of the rotation. 4. Find the induced subgraph of G enclosed by the cycle formed from P 1 , P 2 , and a path P 0 along the outside face from v 1 to v 2 (including the cycle). This is the wedge W .
An example of a wedge W is illustrated in Fig. 4 . It is clear that Algorithm Find Wedge Cyclic runs in linear time. The second step, Draw Wedge Cyclic, constructs a drawing D of the wedge W using Algorithm CYN, such that P 1 , P 2 , and P 0 are drawn as straight lines. This is possible by the next lemma. 
Lemma 5. Suppose that W is the wedge computed by Algorithm Find Wedge Cyclic, S is the outside face of W and S
* is the drawing of S using straight lines for P 1 , P 2 , and P 0 , as in Fig. 4 . Then W and S * satisfy the conditions of Corollary 1.
Proof. Since k ≥ 3, the fixed central vertex c common to P 1 and P 2 is an apex. Thus the only straight lines in S * of the drawing are the drawings of P 1 and P 2 . These paths cannot have chords, as they are the shortest paths in G.
The last step, Merge Wedges Cyclic, constructs a drawing of the whole graph G by replicating the drawing D of W , k times. Note that this merge step relies on the fact that P 1 and P 2 are drawn as straight lines. This is illustrated in Fig. 5 . Now consider the case that k = 2. From Lemma 4 there may be a central vertex or a central edge fixed by the planar automorphism group. If there is a central edge, then we preprocess the graph by inserting a dummy vertex into the central edge and two dummy edges, as shown in Fig. 6 . Then apply the algorithm Cyclic, exactly as described above. Finally, remove the dummy vertex and edges. Because k = 2, the central edge is drawn as a straight line after the removal of the dummy vertex and edges.
For the case k = 2, we need to check correctness, as the argument above for the case k ≥ 3 assumes that the central angle of the wedge is strictly less than π . For k = 2, the concatenation P 12 of P 1 and P 2 forms a straight line, as in Fig. 7 . The problem is that, although P 1 and P 2 are chordless, there may be a chord in P 12 from a vertex u 1 on P 1 to a vertex u 2 on P 2 .
(b) (a) Fig. 6 . Example of insertion of a dummy vertex and dummy edges for the case k = 2. However, we can show that the triconnectivity of G implies that such a chord does not exist, as follows. Note that the rotational automorphism must map u 1 to u 2 , that is, the edge (u 1 , u 2 ) is fixed. Also, the path P 12 is fixed. Thus every drawing of G that displays the rotational symmetry is nonplanar (it must have the edge (u 1 , u 2 ) overlapping the path P 12 ). However, the Tutte drawing of G in Section 4.1 is in fact planar and displays the rotational symmetry; we can conclude that G is not triconnected, contrary to hypothesis.
Finally we note that each of these three steps of Algorithm Cyclic takes linear time.
Theorem 11. Algorithm Cyclic constructs a straight line drawing of a triconnected plane graph which shows k rotational symmetries in linear time.
One Axial Symmetry
To display a single axial symmetry, we use a modification of Algorithm CYN. A critical element of our modified Algorithm CYN concerns the subgraph that is fixed by the axial symmetry. Consider a drawing of a star-triangulated planar graph with one axial symmetry. There are fixed vertices, edges, and/or fixed faces on the axis; we need to characterize the subgraph formed by these.
We give some definitions. We define a diamond as either a triangle, or the 4-vertex graph in Fig. 8 . The vertices of degree 3 in Fig. 8 are the middle vertices, and the edge joining them is the middle edge of the diamond.
A string of diamonds is a graph formed from a path P = (v 1 , v 2 , . . . , v ), ≥ 2, by a number (zero or greater) of "splitting" operations, as follows. If 1 ≤ i ≤ − 1, then the edge (v i , v i+1 ) may be replaced by a diamond as in Fig. 9(a) . Alternatively, each of the end edges (v 1 , v 2 ) and (v −1 , v ) may be replaced by a triangle, as in Fig. 9(b) and (c) . Three strings of diamonds are illustrated in Fig. 10 . Note that a string of diamonds is basically a path consisting of edges and diamonds; each end of the path may be a triangle.
Our interest in strings of diamonds is explained by the following lemma.
Lemma 6. Suppose that α is an axial automorphism of a star-triangulated planar graph G whose set of faces is F. Let
The the subgraph of G determined by V fix , E fix , and F fix forms a string of diamonds that starts and finishes on the outside face.
Proof. The Tutte drawing T of G displays α, from Theorem 9. The axis of symmetry of T cuts G into a set of fixed vertices, triangular faces, and edges. It is easy to see that this set forms a string of diamonds.
The fixed string of diamonds is illustrated in Fig. 11 .
To display a single axial symmetry, we need two steps. First we identify the fixed string of diamonds. Then we use Algorithm Symmetric CYN, a modified version of Algorithm CYN. More formally, the algorithm is described below. following three conditions are satisfied:
Step 1 of Algorithm CYN to be ω 1 , the first vertex or edge on the fixed string of diamonds. In Algorithm CYN, v must be a vertex; here we extend Algorithm CYN to deal with an edge or a vertex. This condition is easy to satisfy; the two cases are illustrated in Fig. 13 . Note that the position of ω 2 in Fig. 13 can be chosen arbitrarily along the axis of symmetry of S * within S * . This means that we can specify the positions of the fixed vertices and middle edges along the axis of symmetry a priori, that is, as input to the algorithm. This is not strictly required here, but is helpful in Section 4.6.
We can now describe Algorithm Symmetric CYN.
Inputs: : index of vertex or middle edge on the fixed string of diamonds S * : a weakly convex polygon drawing of the outside face of S of G G: a triangulated planar graph y : a position on the axis of symmetry for the fixed vertex or the fixed edge ω D(B i ) to form a drawing of G, placing ω at y . Using the same argument as for the linearity of Algorithm CYN [7] , one can show that Algorithm One Axial takes linear time. 
The Dihedral Case
In this section we give an algorithm for displaying a dihedral group ρ, α , where ρ is a rotation of order k and α is an axial automorphism. We assume that ρ is displayed as a clockwise rotation.
As with the cyclic case, there is either a central vertex or a central edge (after the star triangulation) and the central edge case can be transformed to the central vertex case in the same way as for the cyclic case in Section 4.4. Thus we assume that there is a central vertex.
We adopt the same general strategy as for the cyclic case: we divide the graph into "wedges", draw each wedge, and then merge the drawings of wedges together to make a drawing of the whole graph. However, the dihedral case is more difficult than the pure rotational case, because an axial symmetry in the dihedral group can have fixed faces as well as fixed edges. This means that the boundary of a wedge may be a fixed string of diamonds as in the one axial case, rather than a simple path. To achieve dihedral symmetry, the axis of symmetry must be the perpendicular bisector of the middle edge of each diamond. This makes the merging operation more difficult.
Consider a drawing of a triconnected planar graph with a dihedral symmetry group of size 2k. There are k axial symmetries, with axes at angles of πi/k, 0 ≤ i ≤ k − 1, to the x axis, as in Fig. 14(a) . Roughly speaking, a wedge is the area between two adjacent axes, as in Fig. 14(b) . Note that in these wedges, the boundaries P 1 and P 2 may be strings of diamonds. These may terminate in a triangle. Now we describe the symmetric drawing algorithm for the dihedral case. As with the cyclic case, we have three steps. Algorithm Dihedral
Now we describe each of these three steps. The first step is to define the "wedge" subgraph precisely. This is defined in a different way from the cyclic case. We define a wedge by finding two fixed strings of diamonds.
Algorithm Find Wedge Dihedral
Find the central vertex c.
2. Find a string of diamonds P 1 that is fixed by α, from c to a vertex v or an edge e on the outside face. 3. Traverse the outside face, clockwise from v (or e) to the vertex v or edge e that is fixed by ρ −1 αρ. Let P 0 denote the path so traversed. 4. Find the string of diamonds P 2 for ρ −1 αρ, from c to v (or e ). 5. Define the wedge W to be the subgraph enclosed by P 0 , P 1 , and P 2 , including the vertices and edges of P 0 , P 1 , and P 2 .
Note that one can find c and the two fixed strings of diamonds P 1 and P 2 in linear time using the generators of the group.
The second step, Draw Wedge Dihedral, constructs a drawing of the wedge. As mentioned above, this step must ensure that the middle edge of each diamond on the boundary is orthogonal to the axis of reflection.
We need further terminology for diamonds. The upper vertex is a vertex of a diamond that is farthermost from the fixed centre vertex. Similarly we can define the lower vertex of a diamond.
The input to Draw Wedge Dihedral is a plane graph W and a corresponding polygon C with triangle shape, as in Fig. 14(b) . The boundary of the outside face of W consists of the outside path P 0 and two fixed strings of diamonds P 1 and P 2 .
We must consider some special case where the diamonds on the boundary of W can intersect. This can occur in several ways. In Fig. 15 , P 1 and P 2 have two diamonds which share a vertex; we call these kissing diamonds.
In Fig. 16 , P 1 and P 2 have diamonds which share an edge; we call these overlapping diamonds. A diamond on boundary P i is special if one of its middle vertices lies on P 2−i+1 , for i = 1, 2, as in Fig. 17 . Figure 17 shows other special diamonds; P 1 and P 2 have diamonds which share a vertex. We also include kissing and overlapping diamonds as special diamonds.
Roughly speaking, the algorithm Draw Wedge Dihedral runs as follows. First we find all the special diamonds and we draw them. Then we choose the positions of all the fixed vertices of P 1 and P 2 that have not been drawn so far. Next we subdivide the wedge in various ways to form "subwedges". Finally we draw each of these subwedges. First we describe Algorithm Draw Special Diamonds. For each of P 1 and P 2 , the algorithm numbers the vertices from the centre vertex to the outside face. It then labels all the special diamonds (on both P 1 and P 2 ) with positive integers in a way that is consistent (in a sense defined below) with both the order on P 1 and the order on P 2 . Using these labels, the algorithm computes the radius of each special diamond.
Algorithm Draw Special Diamonds • The order of the labels on the special diamonds is consistent with numbering of the vertices of the diamonds. That is, if a diamond labelled w contains a vertex numbered y on P i and a diamond labelled x contains a vertex numbered z on P i , then y ≤ z implies that w ≤ x.
• A pair of kissing diamonds are labelled with the same integer. • If a middle vertex of a diamond labelled x is the lower vertex of a diamond labelled y, then y = x + 1. An example of labels of diamonds is illustrated in Fig. 18 An example of placing special diamonds is illustrated in Fig. 19 .
Lemma 7. Algorithm Draw Special Diamonds places all special diamonds with no edge intersections, such that every internal face of the resulting drawing is strictly convex.
Proof. Note that drawing the overlapping diamonds introduces chords in C and divides C into convex subpolygons. Also, it is easy to check that the placement of kissing diamonds defined in Algorithm Draw Special Diamonds introduces convex angles at the kissing point. The next step of Algorithm Draw Wedge Dihedral is to choose positions for the parts of P 1 and P 2 that have not been drawn so far, including the midpoints of the non-special diamonds. This can be done by spacing them equally between the special diamonds. Note that although we have chosen positions for the midpoints of the middle edges of non-special diamonds, we have not chosen the positions for the middle vertices of non-special diamonds.
At this stage we need to draw subwedges in the convex internal faces mentioned in Lemma 7, formed after the special diamonds have been drawn. This is done using Algorithm Draw Subwedge, which we describe below. However, before we proceed, we must further subdivide the subwedges. The problem is that the subwedge may have chords, as in Fig. 20 . For reasons that become clear below, we need to subdivide subwedges with these chords.
First we need to consider chords that cross from P i to P j , where j = i, i = 0, 1, 2. A wedge-chord is an edge (u, v) such that u is on P i and v is on P j , j = i, i = 0, 1, 2. All the wedge-chords can be found in linear time.
Wedge-chords further divide the subwedges into W 1 , W 2 , . . . , W m . If we draw the wedge-chords, then we form corresponding convex polygons C 1 , C 2 , . . . , C m .
As long as we choose the length of the middle edge of each non-special diamond to be small enough, we can ensure that each C i is convex. Figure 20 shows examples of wedge-chords and subwedges.
By subdividing subwedges along wedge-chords, we can assume that the input graph W i of Draw Subwedge has no wedge-chords. This is important because of the following technical lemma. The input to Draw Subwedge is somewhat similar to the input of Draw Wedge Dihedral. We have a plane graph W i and a convex polygon C i . The boundary of the outside face of W i consists of two fixed strings of diamonds P 1 and P 2 and a number of simple paths. These strings of diamonds and paths are assigned to sides of C i . We aim to draw W i in C i such that the strings of diamonds and the simple paths lie on their assigned paths. Further, the side assigned to P i must be the perpendicular bisector of the middle edge of each diamond on P i , for i = 1, 2.
We now describe Algorithm Draw Subwedge. The input is a graph W i and a convex polygon C i ; there are no special diamonds and no wedge-chords. Note that at most two sides, P 1 and P 2 , have diamonds. The algorithm can be divided into three cases, depending on whether P 1 and P 2 contain diamonds:
1. Both P 1 and P 2 have no diamonds. 2. Only one of P 1 and P 2 has diamonds. 3. Both P 1 and P 2 have diamonds.
We now treat these cases in turn below. The first case is where there is no diamond in P 1 and P 2 . Here we can use the same drawing algorithm as in the cyclic case, CYN.
The second case is where only one of P 1 and P 2 has diamonds; suppose that it is P 1 . Note that P 1 is the border of two wedges. The union of these two wedges is a wedge which has an axial planar automorphism, and each side is a simple path with no diamonds. This can be drawn with axial symmetry using Symmetric CYN.
For the third case we use Lemma 8 to divide the subwedge into two. The application of Lemma 8 requires some care. First, for i = 1, 2, let P i be the path from the start vertex u i to the finish vertex v i of P i that consists of all the fixed vertices on P i plus the middle vertices that are not on the outside face of the wedge. This is illustrated in Fig. 22 . (a s , a t ) , as illustrated in Fig. 22(b) . Now consider the path P i from u i to v i consisting only of maximal (in the partial order) edges and chords of P i , as in Fig. 23 . Clearly P i is chordless.
To apply Lemma 8, we let W i be the subgraph of the wedge bounded by P 1 and P 2 . Since there are no wedge-chords, and P 1 and P 2 are chordless, the outside face of W i is chordless. Let B be the set of every vertex on P 1 and P 2 except u 1 and v 2 . From Lemma 8, the subgraph W i − B is connected, and so contains a chordless (for example, shortest) path from u 2 to v 1 ; see Fig. 24(a) . This chordless path can be used to divide the subwedge into two subwedges, each of which has at most one string of diamonds on the boundary. For each of these two subwedges, we can use Symmetric CYN in the same way as for the second case; see Fig. 24 We now describe Algorithm Draw Subwedge, which draws a subwedge W i . Fig. 24(b) .
To complete Algorithm Dihedral, we must describe Algorithm Merge Wedges Dihedral. This algorithm simply constructs a drawing for the whole graph by replicating the drawing D of the wedge W . The details of this step differ according to the three different cases in the previous step. We briefly describe the merge step for the first case. To display the axial symmetries, we construct a drawing D , which is a reflection of the drawing D of the wedge W in an axis. Then we make k copies each of D and D . Finally we arrange them in a way to display rotations as well as reflections to construct a drawing for the whole graph. An example is illustrated in Fig. 25 .
Clearly each step of Algorithm Dihedral takes linear time. We now summarize the performance of Algorithm Dihedral in the following theorem. 
Conclusion
In this paper we show that one can construct a maximally symmetric drawing of triconnected planar graphs with straight lines in linear time. We present two algorithms. First we give a linear time algorithm for finding a maximum size planar automorphism group. Next we present a linear time symmetric drawing algorithm with straight line edges.
It is possible to extend this work into the case of biconnected planar graphs with a given topological embedding in the plane, as follows. Given the embedding, we apply star triangulation to make it triconnected. Lemma 2 can be extended to ensure that this process does not lose planar automorphisms. The drawing algorithm proceeds exactly as in Section 4.
The extension to planar graphs for which the embedding is not prescribed is much more difficult; see [15] , [17] , and [18] .
