In this paper we consider the problem of optimal control of the model for a rotating body beam with a quadric cost function. We prove that there exists at least one optimal control and give necessary conditions for the control. Furthermore, we consider the problem of obstacle and prove the existence of optimal obstacle.
Introduction
The purpose of this paper is to study the optimal control of the model for a rotating body beam (see, e.g., [2, 3, 5, 13] ) u tt (x, t) + u xxxx (x, t) = ω 2 (t)u(x, t) in (0, 1) × (0, T ), ( This model describes the dynamics of motion of a beam attached perpendicularly to the center of a disk and rotating with the disk. In (1.1)-(1.4), ω(t) =θ(t) is the angular velocity of the disk at time t, u(x, t) is the beam's displacement in the rotating plane at time t and point x and γ(t) is the torque control variable applied to the disk at time t.
Extensive attention has been paid to the problem of stabilization for (1.1)-(1.4). Indeed, applying the Lyapunov analysis and backstepping method, feedback torque control laws were proposed (see, e.g., [4, 5, 7, 13] ) to globally asymptotically stabilize the equilibrium point (0,ω) providedω ∈ (−ω c , ω c ), (1.5) where ω c is an explicit critical angular velocity (see, e.g., [5, 13] ). In this paper we consider the problem of optimal control. The cost function we are concerned with is as follows In this case, the angular velocityω can be an arbitrary number. Let Γ be a closed and convex subset of L 2 (0, T ) (for the notation appearing in the introduction, see the next section). The optimal control problem of (1.1)-(1.4) is to minimize J(γ) inf γ∈Γ J(γ).
(1. 7) This means that we want to find a control γ of the least cost to drive the system to approach the equilibrium point (0,ω) as closely as possible. Any element γ o such that
is called a solution of problem (1.7). The element γ o is termed an optimal control, the corresponding state (u(γ o ), ω(γ 0 )) termed an optimal state and the pair (γ o , u(γ o ), ω(γ 0 )) termed an optimal pair. We call the subset Γ a set of admissible controls.
We are also interested in the optimal control of an obstacle problem. For any θ ∈ L 2 (0, T ), we denote
We call θ an obstacle. The problem of optimal control of the obstacle is to find the optimal obstacle θ o such that
If we define the cost function F (θ) by 10) then optimal obstacle problem (1.9) becomes the following minimization problem inf
We note that the obstacle θ is not taken into account in (1.11) , that is, while we try to minimize the pair (u, ω, γ), the obstacle θ may be large. To ensure that the obstacle is not too large, we introduce the following cost funtion G(θ)
and minimize it:
To further minimize the corresponding state (u(θ), ω(θ)), we can consider the cost function
and the minimization problem inf
Applying the theory of semigroups, we prove that problem (1.1)-(1.4) is well posed in Section 2. Then in Section 3 we solve optimal problems (1.7), (1.11), (1.13) and (1.15) by employing the theory of optimization.
Global Strong Solutions
We now introduce notation used throughout the paper. For −∞ < a < b < ∞, we denote by H s (a, b) the usual Sobolev space (see [1, 9] 
denotes the space of all infinitely differentiable functions on (a, b) with compact support in (a, b). Set
We use the following 
Moreover, for two solutions (u 1 , ω 1 ) and (u 2 , ω 2 ) of (1.1)-(1.4) corresponding to (u
Proof. (i) Integrating (1.2) from 0 to t, we obtain
where
Substituting ω into (1.1), we obtain
14)
One can readily verify that, for any fixed γ ∈ L 1 (0, T ) and
and uniformly Lipschitz continuous on L 2 (0, 1). Moreover, it is well known that the operator A defined by 
problem (1.1)-(1.4) has a unique mild solution satisfing (2.5) and (2.6). Let (u 1 , ω 1 ) and (u 2 , ω 2 ) be two solutions of (1.1)-(1.4) corresponding to (u
Then we have
Multiplying (2.21) by y t and integrating over (0, 1) by parts, we obtain
In what follows, C = C( u
, T ) denotes a generic positive constant which continuously depends on its arguments and may vary from line to line.
we deduce that
It therefore follows from Gronwall's inequality (see, e.g., [12, p.90 
Furthermore, since
(ii) By Theorem 1.6 of [10, p.189], to prove that problem (1.1)-(1.4) has a unique strong solution for the initial condition (u 0 , u
is Lipschitz continuous in both variables t and ϕ. This is true since 
. However, we can prove that f is only Gâteaux-differentiable.
Optimal Control
For optimal problem (1.7), we have Theorem 3.1. For the initial condition (u 0 , u 1 , ω 0 ) ∈ H, problem (1.7) has at least one solution γ * . Moreover, γ * can be characterized by
for all γ ∈ Γ, where p is the solution of
4)
and
Remark 3.1. Whether the solution of (1.7) is unique or not is an open problem. However, we guess that the solution is not unique since for ω 0 = 0 (then a 0 = 0) andω = 0 we have J(−γ) = J(γ).
Remark 3.2. Equation (3.6) shows that the optimal control γ * ∈ C 1 [0, T ]. This is a sort of regularity property of the optimal control.
To prove this theorem, we first prove that the cost function J(γ) is Gâteaux-differentiable and calculate its differential. Lemma 3.1. The cost function J(γ) is Gâteaux-differentiable. Furthermore, the differential at γ o in the direction γ is given by
where u 0 = u 0 (x, t) is the solution of (2.14)-(2.16) corresponding to γ 0 and η = η(x, t; γ) is the solution of
Proof. For λ > 0 and γ, γ 0 ∈ L 2 (0, T ), let u λ and u 0 denote the solutions of (2.14)-(2.16) corresponding to γ 0 + λγ and γ 0 , respectively. and set
12)
We are going to prove that (z λ , z λt ) To estimate z λ , we first estimate
It then follows from (3.18) that
We now want to estimate I 1 , I 2 and I 3 . Firstly, by (2.7), we obtain
For I 1 , we have
and then
25) For I 3 , we have
30)
Multiplying (3.14) by z λt and integrating over (0, 1) by parts, it follows from (3.22), (3.24), (3.27), (3.28), (3.29) and (3.32) that
where C 5 (λ) → 0 as λ → 0 + . It therefore follows from Gronwall's inequality that
Hence we have
it follows from (3.21) and (3.35) that
We then show that the cost function J(γ) is weakly lower semi-continuous on L 2 (0, T ) (for definition, see, e.g., [6, p.9-11] ). Proof. Let {γ n } weakly converges to γ * in L 2 (0, T ). Let (u n , ω n ) and (u * , ω * ) denote the solutions of (1.1)-(1.4) corresponding to γ n and γ * , respectively. By (2.7), the sequence {u n , u nt , ω n } is bounded in C([0, T ]; H × R). Therefore, there exists a subsequence, still denoted by {u n , u nt , ω n }, converges to (ũ,ũ t ,ω) star-weakly in C([0, T ]; H × R). Moreover, it follows from the compact embedding theorem (see, e.g., [11, Theorem 3, p.80] ) that there exists a subsequence, still denoted by {u n }, strongly converges toũ in C([0, T ]; L 2 (0, 1)). We now prove that u * =ũ. We note that u n satisfies the following integral equation
which implies thatũ = u * . Moreover, we havẽ
It therefore follows that
Hence, J(γ) is weakly lower semi-continuous on L 2 (0, T ).
We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. Let γ n ∈ Γ be a minimizing sequence such that
Then the sequence {γ n } is bounded in L 2 (0, T ). Hence, there exists a subsequence, still denoted by {γ n }, weakly converges to γ * in L 2 (0, T ). By Lemma 3.2, we deduce that
It therefore follows from (3.46) that We now turn to obstacle problems (1.11), (1.13) and (1.15).
Theorem 3.2. Suppose the initial condition (u 0 , u 1 , ω 0 ) ∈ H and let γ * be the solution of (1.7). Then γ * is also a solution of problems (1.11) and (1.15). 
