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Abstract
We study infinite time blow-up phenomenon for the half-harmonic map flow{
ut = −(−∆)
1
2 u+
(
1
2π
∫
R
|u(x)−u(s)|2
|x−s|2 ds
)
u in R× (0,∞),
u(·, 0) = u0 in R,
(0.1)
with a function u : R×[0,∞)→ S1. Let q1, · · · , qk be distinct points inR, there exist
an initial datum u0 and smooth functions ξj(t) → qj , 0 < µj(t) → 0, as t → +∞,
j = 1, · · · , k, such that the solution uq of Problem (0.1) has the form
uq = ω∞ +
k∑
j=1
(
ω(
x− ξj(t)
µj(t)
)− ω∞
)
+ θ(x, t),
where ω is the canonical least energy half-harmonic map, ω∞ =
(
0
1
)
, θ(x, t) → 0
as t → +∞, uniformly away from the points qj . In addition, the parameter functions
µj(t) decay to 0 exponentially.
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1 Introduction
Harmonic maps u : Ω→ Sℓ into the sphere are critical points of the Dirichlet energy
L(u) =
1
2
∫
Ω
|∇u|2 dx.
They play a crucial role in physics and geometry. When the domain Ω is a subset of R2 the Lagrangian L(u)
is conformally invariant and this plays a crucial role in the regularity theory of such maps (see Helen [21],
Riviere [38] and references therein). The theory has been generalized to even-dimensional domains whose
critical points are called poly-harmonic maps.
In the recent years, many authors are interested in the analog of Dirichlet energy in odd-dimensional
cases, for instance, Da Lio [6, 7], Da Lio-Riviere [8, 9], Millot-Sire [34], Schikorra [39] and the references
therein. In these works, a special but quite interesting case is the so-called half-harmonic maps from R into
S1 which can be defined as critical points of the following line energy
L(u) =
1
2
∫
R
|(−∆R)
1
4 u|2dx. (1.1)
The functionalL is invariant under the Mo¨bius group which is the trace of conformal maps keeping invariant
the half-space R2+. Half-harmonic maps have deep connections to minimal surfaces with free boundary, see
[19], [22], [26] and [34]. Computing the associated Euler-Lagrange equation for (1.1), it is easy to see that if
u : R→ S1 is a half-harmonic map, then u satisfies
(−∆)
1
2u(x) =
(
1
2π
∫
R
|u(x)− u(s)|2
|x− s|2
ds
)
u(x) in R. (1.2)
In this paper , we investigate the half-harmonic map flow{
ut = −(−∆)
1
2u+
(
1
2π
∫
R
|u(x)−u(s)|2
|x−s|2 ds
)
u in R× (0,∞),
u(·, 0) = u0 in R
(1.3)
for a function u : R× [0,∞)→ S1 and u0 : R→ S
1 is a given smooth map.
A special role in our construction is played by a canonical example of half-harmonic map and it was
proved in [34] that if u ∈ H˙1/2(R, S1) is a non-constant entire half-harmonic map into S1 and ue is its
harmonic extension to R2+, then there exist d ∈ N, ϑ ∈ R, {λk}
d
k=1 ⊂ (0,∞) and {ak}
d
k=1 ⊂ R such that
ue(z) or its complex conjugate has the form
eiϑ
d∏
k=1
λk(z − ak)− i
λk(z − ak) + i
.
Moreover,
E(u,R) = [u]2H1/2(R) =
1
2
∫
R2+
|∇ue|2dz = πd.
This result shows that the function ω : R→ S1
x→
(
2x
x2+1
x2−1
x2+1
)
(1.4)
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is a half-harmonic map which corresponds to the case ϑ = 0, d = 1, λ1 = 1 and a1 = 0. We denote
ω∞ =
(
0
1
)
.
Note that ω is invariant under dilation, translation and rotation, i.e., for Qα =
(
cosα − sinα
sinα cosα
)
∈ O(2),
q ∈ R and λ ∈ R+, the function
U = Qαω
(
x− q
λ
)
=
(
cosα − sinα
sinα cosα
)
ω
(
x− q
λ
)
satisfies the half-harmonic map equation (1.2). Differentiating with α, q and λ respectively and set α = 0,
q = 0, λ = 1, we obtain that the functions
Z1(x) =
(
1−x2
x2+1
2x
x2+1
)
, Z2(x) =
(
2(x2−1)
(x2+1)2
−4x
(x2+1)2
)
, Z3(x) =
(
2x(x2−1)
(x2+1)2
−4x2
(x2+1)2
)
(1.5)
satisfy the linearized equation of (1.2) at the solution ω defined by
(−∆)
1
2 v(x) =
(
1
2π
∫
R
|ω(x)− ω(s)|2
|x− s|2
ds
)
v(x)
+
(
1
π
∫
R
(ω(x)− ω(s)) · (v(x) − v(s))
|x− s|2
ds
)
ω(x) (1.6)
for v : R→ TUS
1. Our main result is
Theorem 1.1. Let q1, · · · , qk be distinct points in R, there exist an initial datum u0 and smooth functions
ξj(t) → qj , 0 < µj(t) → 0, as t → +∞, j = 1, · · · , k, such that the solution uq of Problem (1.3) has the
form
uq = ω∞ +
k∑
j=1
(
ω(
x− ξj(t)
µj(t)
)− ω∞
)
+ θ(x, t),
where θ(x, t) → 0 as t → +∞, uniformly away from the points qj . In addition, the parameter functions
µj(t) decay to 0 exponentially.
This result is in striking contrast with what happens for the classical harmonic map flow in the conformal
dimension as investigated in [3, 4, 29, 30, 43] for instance. Indeed, in this latter case, the flow exhibits blow
up in finite time. For finite-time blow up for classical harmonic map flows there have been intensive research
in recent years. We refer to Davila-del Pino-Wei [11], Raphael-Schweyer [36, 37] and the nice book Lin-
Wang [31] and the references therein. On the other hand for half-harmonic map flows, our computation and
result suggests that the blow-up occurs only at infinity. We conjecture that finite time blow up does not occur
for half-harmonic map flows. This is a purely non-local phenomenon. Similar phenomena has been observed
for higher-degree co-rotational harmonic map flows into S2 (see Guan-Gustafson-Tsai [23]).
In order to prove our theorem, we develop a fractional inner-outer gluing scheme for fractional evo-
lution problems. It is known that the inner-outer gluing scheme is useful in constructing finite or infinite
dimensional concentrating solutions in nonlinear elliptic problems. See for example, del Pino-Kowalczyk-
Wei [15, 16, 17]. Recently this method has also been applied in many parabolic problems, for example,
3
the infinite time blow-up of critical nonlinear heat equation Cortazar-del Pino-Musso [5], del Pino-Musso-
Wei [18], the singularity formation for two-dimensional harmonic map flow [11], type II ancient solutions
for the Yamabe flow del Pino-Daskalopoulos-Sesum [12] and ancient solutions for the Allen-Cahn flow del
Pino-Gkikas [13, 14]. For fractional elliptic problems finite dimensional gluing scheme has been developed
in Davila-del Pino-Wei[10]. This paper takes the first step in developing the gluing scheme for fractional
evolution problems. One of the key ingredients of the gluing methods is Liouville type theorem and a priori
estimates. Besides the nondegeneracy of the solutions proved in [42], we also need many new Liouville type
theorems for fractional evolution problem. One Liouville theorem is on the classification of ancient solutions
of linear fractional heat equations, which may be of independent interest1:
Theorem 1.2. (Lemma 6.2.) Supposeu = u(x, t) : R×(−∞, 0]→ R satisfies sup(x,t)∈R×(−∞,0] |x|
a|u(x, t)| ≤
C for some C > 0 and 0 < a < 1. If u is an ancient solution to the equation
∂tu = −Λ
αu, (x, t) ∈ R× (−∞, 0],
where Λ = (−∆)
1
2 and 0 < α ≤ 2, then u ≡ 0.
Finally we mention several works in the literature on blow-up problems for fractional or non-fractional
dispersive (NLS or wave) equations ([1, 24, 27, 25, 32, 33, 35]) in which dispersive estimates are heavily
employed. Our proof here is more parabolic in nature.
2 Sketch of the Proof
The proof of Theorem 1.1 is quite long. We divide it into the following six steps: (For simplicity we consider
the case k = 1).
Step 1. Construction of approximation. Given a point q ∈ R, we are looking for a solution u(x, t) of form
u(x, t) ≈ U(x, t) := Uµ,ξ(x) = ω
(
x− ξ(t)
µ(t)
)
with
lim
t→+∞
ξ(t) = q, lim
t→+∞
µ(t) = 0.
For convenience, we write u = U +ΠU⊥ϕ+ a(ΠU⊥ϕ)U for a free function ϕ : R× [t0,∞)→ R
2 where
ΠU⊥ϕ := ϕ− (ϕ · U)U, a(ΠU⊥ϕ) :=
√
1 + (ϕ · U)2 − |ϕ|2 − 1 =
√
1− |ΠU⊥ϕ|2 − 1.
Since u is a solution of (1.3),
0 = S(U+ΠU⊥ϕ+a(ΠU⊥ϕ)U) :=
(
−ut − (−∆)
1
2u+
(
1
2π
∫
R
|u(x)− u(s)|2
|x− s|2
ds
)
u
)∣∣∣∣∣
u=U+Π
U⊥
ϕ+a(Π
U⊥
ϕ)U
,
the main problem is equivalent to the following equation for ϕ,
0 = −Ut − ∂tΠU⊥ϕ+ LU (ΠU⊥ϕ) +NU (ΠU⊥ϕ) + b(ΠU⊥ϕ)U (2.1)
1 We thank Professor Dong Li for stimulating discussions on the proof
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where
LU (ΠU⊥ϕ) = −(−∆)
1
2ΠU⊥ϕ+
(
1
2π
∫
R
|U(x)− U(s)|2
|x− s|2
ds
)
ΠU⊥ϕ
+
(
1
π
∫
R
(U(x)− U(s)) · (ΠU⊥ϕ(x) −ΠU⊥ϕ(s))
|x− s|2
ds
)
U(x)
and NU (ΠU⊥ϕ) is a high order nonlinear term.
The term Ut in (2.1) can be expressed as
−Ut = −
µ˙
µ
Z3(y)−
ξ˙
µ
Z2(y) := E0(x, t) + E1(x, t),
with E0(x, t) = −
µ˙
µZ3(y), E1(x, t) = −
ξ˙
µZ2(y) and y =
x−ξ(t)
µ(t) . To get a better approximation away from
q, we shall add a small term Φ∗ := Φ0[µ, ξ](x, t) + Z∗(x, t) to U , where
Φ0[µ, ξ](x, t) =
(
ψ0
0
)
,
ψ0 is a nonlocal (integral) term and Z∗ is a function independent of the parameter functions µ, ξ but just as a
solution of the homogeneous half heat equation. The aim of Φ0 is to improve the decay rate of the error−Ut
and Z∗ is useful in computations of the dynamics. Then the new linear error is
E∗ = E0 + E1 + (−∂t + LU )[ΠU⊥Φ
∗].
To get an approximation with error globally smaller than −Ut, we use the self-similar transformation
Φ(x, t) = φ(y, t), y =
x− ξ
µ
, ρ = |y|,
and (2.1) becomes to
0 = −µ∂tΦ+ Lω(φ) + µE
∗ + b(x, t)ω, φ · ω = 0.
An improvement of the approximation can be obtained if we solve the following time independent equation
0 = Lω(φ) + µE
∗, φ · ω = 0, lim
|y|→∞
φ(y, t) = 0 in R. (2.2)
The decay condition is added in order to not essentially modify the size of the error far away. From the
nondegeneracy result of [42], a necessary condition is that µE∗ is orthogonal to Z2(y) and Z3(y) in the L
2
sense. Now testing equation (2.2) with Z3(y) and integrating by parts, we obtain
µ
∫
R
E∗ · Z3dy = 0.
We can achieve this approximately by setting µ0(t) = e
−κ0t for a suitable positive constant κ0. Similarly,
test the error µE∗ against the function Z2(y), we have
µ
∫
R
E∗ · Z2dy = 0.
From this condition, we get ξ˙(t) = 0 and it is natural to set ξ(t0) = q, then the first order approximation of
ξ(t) should be
ξ0(t) = q.
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Now fix the parameter functions µ0(t), ξ0(t), we write
µ(t) = µ0(t) + λ(t), ξ(t) = ξ0(t) + ξ1(t) = q + ξ1(t).
We are looking for a small solution ϕ of
E∗ − ∂tΠU⊥ϕ+ LU (ΠU⊥ϕ) +NU (ΠU⊥ [Φ
0 + Z∗ + ϕ]) + b˜(x, t)U = 0. (2.3)
In other words, let t0 > 0, we want the function
u = U +ΠU⊥ [Φ
0 + Z∗ + ϕ] + a(ΠU⊥ [Φ
0 + Z∗ + ϕ])U
to solve the problem{
ut = −(−∆)
1
2u+
(
1
2π
∫
R
|u(x)−u(s)|2
|x−s|2 ds
)
u in R× [t0,∞),
u(·, t0) = u0 in R
when t0 is sufficiently large. This provides a solution u(x, t) = u(x, t − t0) to the main problem (1.3). We
will show the details in Section 3.
Step 2. The inner-outer gluing procedure. Let η0(s) be a smooth cut-off function with η0(s) = 1 for s < 1
and = 0 for s > 2. Take a sufficiently large constant
R = eρt0
for ρ ∈ (0, 1) sufficiently small and t0 is the initial time. We define
η(x, t) := η0
(
|x− ξ(t)|
Rµ0(t)
)
and consider a function ϕ(x, t) with form
ϕ(x, t) = ηφ˜(x, t) + ψ(x, t) (2.4)
for a function φ(y, t0) = 0, φ(y, t) · ω(y) ≡ 0 and φ˜(x, t) = φ
(
x−ξ(t)
µ0(t)
, t
)
, y := x−ξµ0 . Then ϕ defined by
(2.4) solves (2.3) if the pair (φ, ψ) satisfies the following evolution equations
µ0(t)∂tφ = Lω[φ](y) + µ0ΠU⊥E
∗(ξ + µ0y, t) +
2µ0µ
1 +
∣∣∣µ0µ y∣∣∣2Πω⊥ψ + · · · ,
φ = 0 in B2R(0)× {t0}
(2.5)
and 
∂tψ = (−∆)
1
2ψ + (1− η)
2
1 +
∣∣∣x−ξµ ∣∣∣2ψ + (1 − η)ΠU⊥E
∗ + · · ·
in R× [t0,+∞).
(2.6)
(2.5) is the so-called inner problem and (2.6) is the outer problem. The strategy we use to solve this
system is: for a fixed function φ(y, t) in a suitable class and λ, ξ, we solve (2.6) for ψ as an operator
Ψ = Ψ[λ, ξ, λ˙, ξ˙, φ]. Inserting this Ψ into equation (2.5) and after change of variable, we obtain{
∂τφ = Lω[φ](y) +H [λ, ξ, λ˙, ξ˙, φ](y, t(τ)) in B2R(0)× [τ0,+∞),
φ(·, τ0) = 0 in B2R(0).
(2.7)
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Then (2.7) is solved by the Contraction Mapping Theorem involving an inverse for the following linear
problem {
∂τφ = Lω[φ] + h(y, τ) in B2R(0)× [τ0,+∞),
φ(·, τ0) = 0 in B2R(0).
(2.8)
Providing certain orthogonality conditions hold, we will find a solution φ of (2.8) which defined a linear
operator of h with good L∞-weighted estimates. See Section 4 for details.
Step 3. The outer problem. We solve the outer problem (2.6) for ψ. Suppose
(1 + |y|)|∇φ|χ{|y|≤2R} + |φ| ≤ e
−t0ε
µσ0 (t)
1 + |y|α
(2.9)
holds for a given 0 < α < 1, small constant σ > 0 and ε > 0. Using the heat kernel integral, we solve (2.6)
and obtain the existence of a solution ψ = Ψ[λ, ξ, λ˙, ξ˙, φ] satisfying
|ψ(x, t)| . e−εt0
µσ0 (t) log(1 + |y|)
1 + |y|α
and
[ψ(x, t)]η,B3µ0(t)R(ξ) . e
−εt0
µσ−η0 (t) log(1 + |y|)
1 + |y|α+η
for |y| =
∣∣∣∣x− ξ(t)µ0(t)
∣∣∣∣ ≤ 3R.
where y = x−ξµ0 . To ensure the solvability of (2.6), we need the term (1 − η)ΠU⊥E
∗ decay faster than 1/r,
this is the reason we add the nonlocal term Φ0 in the approximation step. See Section 5 for details.
After substituting ψ = Ψ[λ, ξ, λ˙, ξ˙, φ] into the inner problem (2.5) and using the change of variables
dt
dτ = µ0(t), the full problem is reduced to the solvability of (2.7).
Step 4. Linear theory for (2.7). To solve the nonlinear problem (2.7), we first consider the following linear
parabolic problem 
∂τφ = Lω[φ](y) + h(y, τ) in B2R(0)× [τ0,∞),
φ(·, τ0) = 0 in B2R(0),
φ(y, τ) · ω(y) = 0 in B2R(0)× [τ0,∞)
(2.10)
Assuming ‖h‖1+a,ν,η < +∞ and∫
B2R(0)
h(y, τ)Zj(y)dy = 0 for all τ ∈ [τ0,∞), j = 2, 3,
we prove the existence of φ = φ[h](y, τ) defined on R× [τ0,+∞) satisfying (2.10) and
(1 + |y|)|∇yφ(y, τ)|χ{|y|≤R} + |φ(y, τ)| . τ
−ν(1 + |y|)−a‖h‖1+a,ν,η, τ ∈ [τ0,+∞), y ∈ R.
Note that in (2.10), we do not add boundary conditions, and the solution we find are defined in the whole
space, so the nonlocal term −(−∆)
1
2φ and other integrals on R is well defined. To prove existence, we use
the blow-up argument developed in [11] and prove several Liouville theorems. This is done in Section 6.1.
Step 5. The solvability condition for (2.7). From Step 4, we know that (2.7) is solvable within the set of
functions φ satisfying (2.9), provided ξ and λ are chosen such that∫
B2R
H [λ, ξ, λ˙, ξ˙, φ](y, t(τ))Zl(y)dy = 0 for all τ ≥ τ0, l = 2, 3.
These are achieved by adjusting λ and ξ in Section 6.2.
Step 6. The inner problem: gluing. We solve the nonlinear problem (2.7) based on the linear theory for
(2.10) and the Contraction Mapping Theorem in Section 6.3.
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3 Construction of a first approximate solution
3.1 Setting up the main problem
To prove Theorem 1.1, we need a sufficiently good approximation to the exact solution of equation (1.3). To
keep notation to minimum, we will do this in the case k = 1 and later indicate the necessary changes for the
general case. Given a point q ∈ R, we are looking for a solution u(x, t) of the following equation
S(u) = −ut − (−∆)
1
2 u+
(
1
2π
∫
R
|u(x)− u(s)|2
|x− s|2
ds
)
u = 0, |u| = 1 in R× (t0,∞) (3.1)
satisfying
u(x, t) ≈ U(x, t) := Uµ,ξ(x) = ω
(
x− ξ(t)
µ(t)
)
,
where ω is the canonical least energy half-harmonic map defined in (1.4) and t0 is a sufficiently large positive
constant. We will find functions ξ(t) and µ(t) of class C1[t0,∞) satisfying
lim
t→∞
ξ(t) = q, lim
t→∞
µ(t) = 0
in such a way that there exists a solution u(x, t) which blows up at t =∞ and the point q with a profile given
at main order by U .
For a fixed t > t0, U is a half-harmonic map:
−(−∆)
1
2U +
(
1
2π
∫
R
|U(x)− U(s)|2
|x− s|2
ds
)
U = 0,
hence S(U) = −Ut. We want to find a solution u(x, t) of (3.1) which is a small perturbation of U , U + p
and |U + p| = 1 for suitable choices of the parameter functions µ and ξ. For convenience, we parameterize
the admissible perturbation p(x, t) in terms of a free function ϕ : R× [t0,∞)→ R
2 with form
p(ϕ) := ΠU⊥ϕ+ a(ΠU⊥ϕ)U,
where
ΠU⊥ϕ := ϕ− (ϕ · U)U, a(ΠU⊥ϕ) :=
√
1 + (ϕ · U)2 − |ϕ|2 − 1 =
√
1− |ΠU⊥ϕ|2 − 1
so that
|U + p(ϕ)|2 = 1
holds. Thus, we need to find a small function ϕ with values in R2 such that
u = U +ΠU⊥ϕ+ a(ΠU⊥ϕ)U
satisfies (3.1). By direct computations, we have
S(U +ΠU⊥ϕ+ a(ΠU⊥ϕ)U) = −Ut − ∂tΠU⊥ϕ+ LU (ΠU⊥ϕ) +NU (ΠU⊥ϕ) + b(ΠU⊥ϕ)U
where
LU (ΠU⊥ϕ) = −(−∆)
1
2ΠU⊥ϕ+
(
1
2π
∫
R
|U(x)− U(s)|2
|x− s|2
ds
)
ΠU⊥ϕ
+
(
1
π
∫
R
(U(x) − U(s)) · (ΠU⊥ϕ(x)−ΠU⊥ϕ(s))
|x− s|2
ds
)
U(x),
8
NU (ΠU⊥ϕ)
=
(
1
π
∫
R
(a(x)U(x) − a(s)U(s)) · (U(x) + ΠU⊥ϕ(x) − U(s)−ΠU⊥ϕ(s))
|x− s|2
ds
+
1
π
∫
R
(U(x)− U(s)) · (ΠU⊥ϕ(x) −ΠU⊥ϕ(s))
|x− s|2
ds
+
1
2π
∫
R
(ΠU⊥ϕ(x) −ΠU⊥ϕ(s)) · (ΠU⊥ϕ(x) −ΠU⊥ϕ(s))
|x− s|2
ds
+
1
2π
∫
R
(a(x)U(x) − a(s)U(s)) · (a(x)U(x) − a(s)U(s))
|x− s|2
ds
)
ΠU⊥ϕ
− aUt −
1
π
∫
R
(a(x) − a(s)) · (U(x)− U(s))
|x− s|2
ds
and
b(ΠU⊥ϕ)
= −(−∆)
1
2 a− at
+
(
1
2π
∫
R
|(U +ΠU⊥ϕ+ a(ΠU⊥ϕ)U)(x) − (U +ΠU⊥ϕ+ a(ΠU⊥ϕ)U)(s)|
2
|x− s|2
ds
−
1
2π
∫
R
|U(x)− U(s)|2
|x− s|2
ds
)
(1 + a)
−
(
1
π
∫
R
(U(x) − U(s)) · (ΠU⊥ϕ(x)−ΠU⊥ϕ(s))
|x− s|2
ds
)
.
A useful observation is that if ϕ solves an equation of the form
−Ut − ∂tΠU⊥ϕ+ LU (ΠU⊥ϕ) +NU (ΠU⊥ϕ) + b˜(x, t)U = 0
for some scalar function b˜(x, t) and |ϕ| ≤ 12 holds, then u = U +ΠU⊥ϕ+ a(ΠU⊥ϕ)U solves (3.1). Indeed,
u satisfies the equation
S(u) + b0U = 0
with b0 = b˜− b(ΠU⊥ϕ). Using the fact that |u| = 1, we have
−b0(x, t)U · u = S(u) · u = −
1
2
d
dt
|u|2 −
1
π
∫
R
(u(x)− u(s))
|x− s|2
ds · u(x)
+
(
1
2π
∫
R
|u(x)− u(s)|2
|x− s|2
ds
)
u · u = 0.
On the other hand, since U · u = 1 + a(ΠU⊥ϕ) and |ϕ| ≤
1
2 , we easily check that |a(ΠU⊥ϕ)| ≤
1
4 . Hence
U · u > 0 and b0 ≡ 0.
Inserting U into equation (3.1), we compute the error of approximation as
S(U) = −Ut = −µ˙∂µUµ,ξ − ξ˙∂ξUµ,ξ =
µ˙
µ
∇ω(y) · y +∇ω(y) ·
ξ˙
µ
=
µ˙
µ
(−Z3(y)) +
ξ˙
µ
(−Z2(y)) = −
µ˙
µ
Z3(y)−
ξ˙
µ
Z2(y)
:= E0(x, t) + E1(x, t).
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Here E0(x, t) = −
µ˙
µZ3(y), E1(x, t) = −
ξ˙
µZ2(y) and y =
x−ξ(t)
µ(t) .
3.2 Some useful computations
For a vector function ϕ : R → R2, the following result provides a convenient expression for the quantity
(−∂t + LU )[ΠU⊥ϕ].
Lemma 3.1. For a function ϕ : R→ R2, we have
LU [ΠU⊥ϕ] = ΠU⊥
[
−(−∆)
1
2ϕ
]
+ L˜U [ϕ]
where
L˜U [ϕ] =(
1
2π
∫
R
|U(x)− U(s)|2
|x− s|2
ds
)
ΠU⊥ϕ
−
1
π
∫
R
[(ϕ · U)(x)− (ϕ · U)(s)] (U(x) − U(s))
|x− s|2
ds
+
(
1
π
∫
R
(U(x)− U(s)) [(ϕ · U)(x) − (ϕ · U)(s)]
|x− s|2
ds · U(x)
)
U(x).
Proof. We have
− (−∆)
1
2ΠU⊥ϕ
= −(−∆)
1
2 [ϕ− (ϕ · U)U ]
= −(−∆)
1
2ϕ+ (−∆)
1
2 [(ϕ · U)U ]
= −(−∆)
1
2ϕ+ (−∆)
1
2 [(ϕ · U)]U + [(ϕ · U)] (−∆)
1
2U
−
1
π
∫
R
[(ϕ · U)(x) − (ϕ · U)(s)] (U(x)− U(s))
|x− s|2
ds
= −(−∆)
1
2ϕ+ (−∆)
1
2 [(ϕ · U)]U + [(ϕ · U)]
[(
1
2π
∫
R
|U(x)− U(s)|2
|x− s|2
ds
)
U
]
−
1
π
∫
R
[(ϕ · U)(x) − (ϕ · U)(s)] (U(x)− U(s))
|x− s|2
ds.
Furthermore, it holds that
(−∆)
1
2 [(ϕ · U)] = (−∆)
1
2 (ϕ) · U + ϕ · (−∆)
1
2 (U)
−
1
π
∫
R
(ϕ(x) − ϕ(s)) · (U(x) − U(s))
|x− s|2
ds
and hence
(−∆)
1
2 [(ϕ · U)]U =
(
(−∆)
1
2ϕ · U
)
U + (ϕ · U)
[(
1
2π
∫
R
|U(x) − U(s)|2
|x− s|2
ds
)]
U
−
(
1
π
∫
R
[ϕ(x) − ϕ(s)] · (U(x)− U(s))
|x− s|2
ds
)
U.
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Thus
− (−∆)
1
2ΠU⊥ϕ
= −(−∆)
1
2ϕ+
(
(−∆)
1
2ϕ · U
)
U + (ϕ · U)
[(
1
2π
∫
R
|U(x) − U(s)|2
|x− s|2
ds
)]
U
−
(
1
π
∫
R
[ϕ(x)− ϕ(s)] · (U(x) − U(s))
|x− s|2
ds
)
U + [(ϕ · U)]
[(
1
2π
∫
R
|U(x)− U(s)|2
|x− s|2
ds
)
U
]
−
1
π
∫
R
[(ϕ · U)(x) − (ϕ · U)(s)] (U(x)− U(s))
|x− s|2
ds
= ΠU⊥
[
−(−∆)
1
2ϕ
]
−
(
1
π
∫
R
[ϕ(x) − ϕ(s)] · (U(x)− U(s))
|x− s|2
ds
)
U
+ 2 [(ϕ · U)]
[(
1
2π
∫
R
|U(x)− U(s)|2
|x− s|2
ds
)
U
]
−
1
π
∫
R
[(ϕ · U)(x) − (ϕ · U)(s)] (U(x)− U(s))
|x− s|2
ds.
Since
1
π
∫
R
(U(x)− U(s)) · [ΠU⊥ϕ(x) −ΠU⊥ϕ(s)]
|x− s|2
ds
=
1
π
∫
R
(U(x)− U(s)) · [(ϕ− (ϕ · U)U)(x) − (ϕ− (ϕ · U)U)(s)]
|x− s|2
ds
=
1
π
∫
R
(U(x)− U(s)) · [ϕ(x)− ϕ(s)]
|x− s|2
ds
−
1
π
∫
R
(U(x) − U(s)) · [(ϕ · U)(x)U(x) − (ϕ · U)(s)U(s)]
|x− s|2
ds
=
1
π
∫
R
(U(x)− U(s)) · [ϕ(x)− ϕ(s)]
|x− s|2
ds
−
1
π
∫
R
|U(x) − U(s)|2
|x− s|2
ds(ϕ · U)(x)
+
1
π
∫
R
(U(x) − U(s)) [(ϕ · U)(x)− (ϕ · U)(s)]
|x− s|2
ds · U(x),
we finally obtain
LU [ΠU⊥ϕ]
= ΠU⊥
[
−(−∆)
1
2ϕ
]
−
(
1
π
∫
R
[ϕ(x)− ϕ(s)] · (U(x) − U(s))
|x− s|2
ds
)
U
+2 [(ϕ · U)]
[(
1
2π
∫
R
|U(x) − U(s)|2
|x− s|2
ds
)
U
]
−
1
π
∫
R
[(ϕ · U)(x)− (ϕ · U)(s)] (U(x) − U(s))
|x− s|2
ds+
(
1
2π
∫
R
|U(x)− U(s)|2
|x− s|2
ds
)
ΠU⊥ϕ
+
(
1
π
∫
R
(U(x) − U(s)) · [ϕ(x) − ϕ(s)]
|x− s|2
ds
)
U(x)
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−(
1
π
∫
R
|U(x)− U(s)|2
|x− s|2
ds(ϕ · U)(x)
)
U(x)
+
(
1
π
∫
R
(U(x)− U(s)) [(ϕ · U)(x) − (ϕ · U)(s)]
|x− s|2
ds · U(x)
)
U(x)
= ΠU⊥
[
−(−∆)
1
2ϕ
]
+
(
1
2π
∫
R
|U(x)− U(s)|2
|x− s|2
ds
)
ΠU⊥ϕ
−
1
π
∫
R
[(ϕ · U)(x)− (ϕ · U)(s)] (U(x) − U(s))
|x− s|2
ds
+
(
1
π
∫
R
(U(x)− U(s)) [(ϕ · U)(x) − (ϕ · U)(s)]
|x− s|2
ds · U(x)
)
U(x).
This completes the proof.
Lemma 3.2. For a general function ϕ(x) =
(
a(x)
b(x)
)
∈ R2, x ∈ R, we have
L˜U [ϕ](x, t) =
µ−1
 1π
∫
R
a(s)− a(x)
s− x
2
(
s−ξ
µ
)
[(
s−ξ
µ
)2
+ 1
]2 dsZ2(x− ξµ
)
+
1
π
∫
R
b(s)− b(x)
s− x
(
s−ξ
µ
)2
− 1[(
s−ξ
µ
)2
+ 1
]2 dsZ2(x− ξµ
)
+
1
π
∫
R
a(s)− a(x)
s− x
2
(
s−ξ
µ
)2
[(
s−ξ
µ
)2
+ 1
]2 dsZ3(x− ξµ
)
+
1
π
∫
R
b(s)− b(x)
s− x
(
s−ξ
µ
)((
s−ξ
µ
)2
− 1
)
[(
s−ξ
µ
)2
+ 1
]2 dsZ3(x− ξµ
) .
Proof. For a general function ϕ(x) =
(
a(x)
b(x)
)
, we have
L˜U [ϕ] =(
1
2π
∫
R
|U(x)− U(s)|2
|x− s|2
ds
)
ΠU⊥ϕ
−
1
π
∫
R
[(ϕ · U)(x) − (ϕ · U)(s)] (U(x)− U(s))
|x− s|2
ds
+
(
1
π
∫
R
(U(x)− U(s)) [(ϕ · U)(x) − (ϕ · U)(s)]
|x− s|2
ds · U(x)
)
U(x)
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= µ−1
(
1
2π
∫
R
|ω(y)− ω(s)|2
|y − s|2
ds
)
Πω⊥ϕ˜(y)
−
µ−1
π
∫
R
[(ϕ˜ · ω)(y)− (ϕ˜ · ω)(s)] (ω(y)− ω(s))
|y − s|2
ds
+
(
µ−1
π
∫
R
[(ϕ˜ · ω)(y)− (ϕ˜ · ω)(s)] (ω(y)− ω(s))
|y − s|2
ds · ω(y)
)
ω(y)
= µ−1
[(
1
2π
∫
R
|ω(y)− ω(s)|2
|y − s|2
ds
)
Πω⊥ ϕ˜(y)
−
1
π
∫
R
[(ϕ˜ · ω)(y)− (ϕ˜ · ω)(s)] (ω(y)− ω(s))
|y − s|2
ds
+
(
1
π
∫
R
[(ϕ˜ · ω)(y)− (ϕ˜ · ω)(s)] (ω(y)− ω(s))
|y − s|2
ds · ω(y)
)
ω(y)
]
.
Here ϕ(x) =
(
a(µy + ξ)
b(µy + ξ)
)
:=
(
a˜(y)
b˜(y)
)
= ϕ˜(y) and y = x−ξµ .
By direct computation, we have(
1
2π
∫
R
|ω(y)− ω(s)|2
|y − s|2
ds
)
Πω⊥ ϕ˜(y)
=
1
π
∫
R
2
(s2 + 1) (y2 + 1)
ds
 (y2−1)((y2−1)a˜(y)−2yb˜(y))(y2+1)2
2y(y2(−a˜(y))+a˜(y)+2yb˜(y))
(y2+1)2

=
 1π ∫R 2(y2−1)((y2−1)a˜(y)−2yb˜(y))(s2+1)(y2+1)3 ds
1
π
∫
R
4y(y2(−a˜(y))+a˜(y)+2yb˜(y))
(s2+1)(y2+1)3
ds
 ,
1
π
∫
R
[(ϕ˜ · ω)(y)− (ϕ˜ · ω)(s)] (ω(y)− ω(s))
|y − s|2
ds
=
 1π ∫R− 2(sy−1)(−2(s2+1)ya˜(y)+2s(y2+1)a˜(s)+(s2−1)(y2+1)b˜(s)−(s2+1)(y2−1)b˜(y))(s2+1)2(y2+1)2(s−y) ds
1
π
∫
R
2(s+y)(−2(s2+1)ya˜(y)+2s(y2+1)a˜(s)+(s2−1)(y2+1)b˜(s)−(s2+1)(y2−1)b˜(y))
(s2+1)2(y2+1)2(s−y)
ds

and (
1
π
∫
R
[(ϕ˜ · ω)(y)− (ϕ˜ · ω)(s)] (ω(y)− ω(s))
|y − s|2
ds · ω(y)
)
ω(y) = 1π ∫R 8(s2+1)y2a˜(y)−8s(y3+y)a˜(s)−4(s2−1)(y3+y)b˜(s)+4(s2+1)(y2−1)yb˜(y)(s2+1)2(y2+1)3 ds
1
π
∫
R
2(y2−1)(2(s2+1)ya˜(y)−2s(y2+1)a˜(s)−(s2−1)(y2+1)b˜(s)+(s2+1)(y2−1)b˜(y))
(s2+1)2(y2+1)3
ds
 ,
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therefore(
1
2π
∫
R
|ω(y)− ω(s)|2
|y − s|2
ds
)
Πω⊥ϕ˜(y)−
1
π
∫
R
[(ϕ˜ · ω)(y)− (ϕ˜ · ω)(s)] (ω(y)− ω(s))
|y − s|2
ds
+
(
1
π
∫
R
[(ϕ˜ · ω)(y)− (ϕ˜ · ω)(s)] (ω(y)− ω(s))
|y − s|2
ds · ω(y)
)
ω(y)
=
 1π ∫R 2(y2−1)(−(s2+1)a˜(y)(s+y)+2sa˜(s)(sy+1)+(s2−1)b˜(s)(sy+1)−(s2+1)b˜(y)(sy−1))(s2+1)2(y2+1)2(s−y) ds
1
π
∫
R
4y((s2+1)a˜(y)(s+y)−2sa˜(s)(sy+1)−(s2−1)b˜(s)(sy+1)+(s2+1)b˜(y)(sy−1))
(s2+1)2(y2+1)2(s−y)
ds

=
1
π
∫
R
−
(
s2 + 1
)
(s+ y)a˜(y) + 2s(sy + 1)a˜(s) +
(
s2 − 1
)
(sy + 1)b˜(s)−
(
s2 + 1
)
(sy − 1)b˜(y)
(s2 + 1)2 (s− y)
dsZ2(y)
=
1
π
∫
R
−
(
s2 + 1
)
(s+ y)a˜(y) + 2s(sy + 1)a˜(s)
(s2 + 1)2 (s− y)
dsZ2(y)
+
1
π
∫
R
(
s2 − 1
)
(sy + 1)b˜(s)−
(
s2 + 1
)
(sy − 1)b˜(y)
(s2 + 1)
2
(s− y)
dsZ2(y)
=
1
π
∫
R
2s [a˜(s)− a˜(y)] + 2s2 [a˜(s)− a˜(y)] y − s2(s− y)a˜(y) + (s− y)a˜(y)
(s2 + 1)
2
(s− y)
dsZ2(y)
+
1
π
∫
R
s3y
[
b˜(s)− b˜(y)
]
−
[
b˜(s)− b˜(y)
]
+ s2
[
b˜(s)− b˜(y)
]
+ 2s(s− y)b˜(y)− sy
[
b˜(s)− b˜(y)
]
(s2 + 1)
2
(s− y)
dsZ2(y)
=
1
π
∫
R
2s [a˜(s)− a˜(y)]
(s2 + 1)
2
(s− y)
dsZ2(y) +
1
π
∫
R
2s2 [a˜(s)− a˜(y)]
(s2 + 1)
2
(s− y)
dsyZ2(y)
+
1
π
∫
R
−s2
(s2 + 1)2
dsa˜(y)Z2(y) +
1
π
∫
R
1
(s2 + 1)2
dsa˜(y)Z2(y)
+
1
π
∫
R
s3
[
b˜(s)− b˜(y)
]
(s2 + 1)
2
(s− y)
dsyZ2(y) +
1
π
∫
R
−
[
b˜(s)− b˜(y)
]
(s2 + 1)
2
(s− y)
dsZ2(y)
+
1
π
∫
R
s2
[
b˜(s)− b˜(y)
]
(s2 + 1)
2
(s− y)
dsZ2(y)
+
1
π
∫
R
2s
(s2 + 1)
2 dsb˜(y)Z2(y)
+
1
π
∫
R
−s
[
b˜(s)− b˜(y)
]
(s2 + 1)
2
(s− y)
dsyZ2(y)
=
1
π
∫
R
2s [a˜(s)− a˜(y)]
(s2 + 1)
2
(s− y)
dsZ2(y) +
1
π
∫
R
(s2 − 1)
[
b˜(s)− b˜(y)
]
(s2 + 1)
2
(s− y)
dsZ2(y)
+
1
π
∫
R
2s2 [a˜(s)− a˜(y)]
(s2 + 1)
2
(s− y)
dsZ3(y) +
1
π
∫
R
s(s2 − 1)
[
b˜(s)− b˜(y)
]
(s2 + 1)
2
(s− y)
dsZ3(y).
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Hence we have
L˜U [ϕ](x, t) =
µ−1
[
1
π
∫
R
a˜(s)− a˜(y)
s− y
2s
(s2 + 1)
2 dsZ2(y) +
1
π
∫
R
b˜(s)− b˜(y)
s− y
s2 − 1
(s2 + 1)
2 dsZ2(y)
+
1
π
∫
R
a˜(s)− a˜(y)
s− y
2s2
(s2 + 1)2
dsZ3(y) +
1
π
∫
R
b˜(s)− b˜(y)
s− y
s(s2 − 1)
(s2 + 1)2
dsZ3(y)
]
= µ−1
 1π
∫
R
a(s)− a(x)
s− x
2
(
s−ξ
µ
)
[(
s−ξ
µ
)2
+ 1
]2 dsZ2(x− ξµ
)
+
1
π
∫
R
b(s)− b(x)
s− x
(
s−ξ
µ
)2
− 1[(
s−ξ
µ
)2
+ 1
]2 dsZ2(x− ξµ
)
+
1
π
∫
R
a(s)− a(x)
s− x
2
(
s−ξ
µ
)2
[(
s−ξ
µ
)2
+ 1
]2 dsZ3(x− ξµ
)
+
1
π
∫
R
b(s)− b(x)
s− x
(
s−ξ
µ
)((
s−ξ
µ
)2
− 1
)
[(
s−ξ
µ
)2
+ 1
]2 dsZ3(x− ξµ
) .
This completes the proof.
3.3 Defining Φ∗.
Let ϕ0 be a solution of the following equation
−ϕ0t − (−∆)
1
2ϕ0 −
(
2(x−ξ)
r2+µ2
0
)
µ˙ = 0
and
p(t) := −2µ˙,
z(r) :=
√
(x − ξ)2 + µ2,
r := |x− ξ|.
Duhamel’s formula gives us the following expression for a weak solution to the problem
−ψ0t − (−∆)
1
2ψ0 −
2(x− ξ)
r2 + µ2
µ˙ = 0
15
as
ψ0(x, t) = −
∫ t
t0
∫
R
1
t− s˜
1
1 +
(
x−y
t−s˜
)2 2(y − ξ)(y − ξ)2 + µ2 µ˙(s˜)dyds˜.
By direct computation, we have
ψ0 =
∫ t
t0
p(s˜)k(z(r), t− s˜)ds˜, k(z(r), t− s˜) =
x− ξ
(x− ξ)2 + (µ+ t− s˜)2
.
Then we define
Φ0[µ, ξ](x, t) =
(
ψ0
0
)
.
Suppose Z∗ is a function independent of the parameter functions µ, ξ but just as a solution of the homo-
geneous half heat equation. We consider a small, smooth function Z∗0 : R→ R
2 and the solution Z∗(x, t) of
the half heat equation {
Z∗t = −(−∆)
1
2Z∗ in R× (t0,∞),
limt→+∞ Z
∗(·, t) = Z∗0 in R.
Let us write
Z∗(x, t) =
(
z∗1(x, t)
z∗2(x, t)
)
.
The specific assumptions on Z∗0 =
(
z∗10(x)
z∗20(x)
)
will be given in Section 2.5.
Define
Φ∗ := Φ0[µ, ξ](x, t) + Z∗(x, t).
We will compute the linear error
−Ut − ∂tΠU⊥ϕ
∗ + LU (ΠU⊥ϕ
∗), ϕ∗ = Φ∗
for equation (3.1) induced by this correction. Define
E∗ = E0 + E1 + (−∂t + LU )[ΠU⊥Φ
∗]. (3.2)
3.4 The linear error
Based on Lemma 3.1 and Lemma 3.2, the error E∗ defined in (3.2) can be computed as
E∗ = E0 + E1 + (−∂t + LU )[ΠU⊥Φ
0] + (−∂t + LU )[ΠU⊥Z
∗]
= −
µ˙
µ
Z3(y) + ΠU⊥ [−Φ
0
t − (−∆)
1
2Φ0]
+
∫ t
t0
p(s˜)
µ2(s˜)
(
t−s˜
µ + 1
)2
(
t−s˜
µ + 2
)2((
t−s˜
µ + 1
)2
+ y2
)ds˜Z3(y)
+
1
µ
 1π
∫
R
z∗1(s, t)− z
∗
1(x, t)
s− x
2
(
s−ξ
µ
)2
[(
s−ξ
µ
)2
+ 1
]2 ds
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+
1
π
∫
R
z∗2(s, t)− z
∗
2(x, t)
s− x
(
s−ξ
µ
)((
s−ξ
µ
)2
− 1
)
[(
s−ξ
µ
)2
+ 1
]2 ds
Z3(y)
−
ξ˙
µ
Z2(y)−
∫ t
t0
p(s˜)
µ2(s˜)
y(
t−s˜
µ + 2
)2((
t−s˜
µ + 1
)2
+ y2
)ds˜Z2(y)
+
1
µ
 1π
∫
R
z∗1(s, t)− z
∗
1(x, t)
s− x
2
(
s−ξ
µ
)
[(
s−ξ
µ
)2
+ 1
]2 ds
+
1
π
∫
R
z∗2(s, t)− z
∗
2(x, t)
s− x
(
s−ξ
µ
)2
− 1[(
s−ξ
µ
)2
+ 1
]2 ds
Z2(y)
+(Φ0 · U)Ut + (Φ
0 · Ut)U + (Z · U)Ut + (Z · Ut)U
:= E0 + E1 + E2,
where
E0 = −
µ˙
µ
Z3(y) + ΠU⊥ [−Φ
0
t − (−∆)
1
2Φ0]
+
∫ t
t0
p(s˜)
µ2(s˜)
(
t−s˜
µ + 1
)2
(
t−s˜
µ + 2
)2((
t−s˜
µ + 1
)2
+ y2
)ds˜Z3(y)
+
1
µ
 1π
∫
R
z∗1(s, t)− z
∗
1(x, t)
s− x
2
(
s−ξ
µ
)2
[(
s−ξ
µ
)2
+ 1
]2 ds
+
1
π
∫
R
z∗2(s, t)− z
∗
2(x, t)
s− x
(
s−ξ
µ
)((
s−ξ
µ
)2
− 1
)
[(
s−ξ
µ
)2
+ 1
]2 ds
Z3(y)
=
µ˙
µ
(
−4y(y2−1)
(1+y2)3
8y2
(1+y2)3
)
+
∫ t
t0
p(s˜)
µ2(s˜)
(
t−s˜
µ + 1
)2
(
t−s˜
µ + 2
)2((
t−s˜
µ + 1
)2
+ y2
)ds˜Z3(y)
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+
1
µ
 1π
∫
R
z∗1(s, t)− z
∗
1(x, t)
s− x
2
(
s−ξ
µ
)2
[(
s−ξ
µ
)2
+ 1
]2 ds
+
1
π
∫
R
z∗2(s, t)− z
∗
2(x, t)
s− x
(
s−ξ
µ
)((
s−ξ
µ
)2
− 1
)
[(
s−ξ
µ
)2
+ 1
]2 ds
Z3(y),
E1 = −
ξ˙
µ
Z2(y)−
∫ t
t0
p(s˜)
µ2(s˜)
y(
t−s˜
µ + 2
)2((
t−s˜
µ + 1
)2
+ y2
)ds˜Z2(y)
+
1
µ
 1π
∫
R
z∗1(s, t)− z
∗
1(x, t)
s− x
2
(
s−ξ
µ
)
[(
s−ξ
µ
)2
+ 1
]2 ds
+
1
π
∫
R
z∗2(s, t)− z
∗
2(x, t)
s− x
(
s−ξ
µ
)2
− 1[(
s−ξ
µ
)2
+ 1
]2 ds
Z2(y)
and
E2 = (Φ
0 · U)Ut + (Φ
0 · Ut)U + (Z · U)Ut + (Z · Ut)U.
Here y = x−ξ(t)µ(t) .
3.5 The choice at main order of µ and ξ: improving the inner error.
In this subsection, we come back to the original linearized problem which can be written as
ϕ = −∂tϕ+ LU (ϕ) + E
∗ + b(x, t)U = 0, ϕ · U = 0
and discuss how to adjust the parameter functions µ, ξ such that a correction ϕ can be found so that E(ϕ) is
globally smaller than the first approximation error −Ut.
If we use the self-similar transformation
Φ(x, t) = φ(y, t), y =
x− ξ
µ
, ρ = |y|,
then
0 = −µ∂tΦ+ Lω(φ) + µE
∗ + b(x, t)ω, φ · ω = 0.
An improvement of the approximation can be obtained if we solve the following time independent equation
0 = Lω(φ) + µE
∗, φ · ω = 0, lim
|y|→∞
φ(y, t) = 0 in R. (3.3)
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The decay condition is added in order to not essentially modify the size of the error far away. From the
nondegeneracy result of [42], a necessary condition for the solvability of (3.3) is that µE∗ is orthogonal to
Z2(y) and Z3(y) (defined in the introduction section) in the L
2 sense. Now testing equation (3.3) with Z3(y)
and integrating by parts, due to the involved decays, we obtain
µ
∫
R
E∗ · Z3dy = 0. (3.4)
From the computations in Section 2.4, we have
0 = µ
∫
R
E∗ · Z3dy = −πµ˙+ 2π
 1π
∫
R
z∗1(s, t)− z
∗
1(x, t)
s− x
2
(
s−ξ
µ
)2
[(
s−ξ
µ
)2
+ 1
]2 ds
+
1
π
∫
R
z∗2(s, t)− z
∗
2(x, t)
s− x
(
s−ξ
µ
)((
s−ξ
µ
)2
− 1
)
[(
s−ξ
µ
)2
+ 1
]2 ds

∣∣∣∣∣
x=ξ(t)
+ 2πµ
∫ t
t0
p(s˜)
µ2(s˜)
(
t−s˜
µ + 1
)2
(
t−s˜
µ + 2
)4 ds˜
≈ −πµ˙+ 2πµ
[
1
π
∫
R
z∗2(s+ ξ(t), t) − z
∗
2(x+ ξ(t), t)
s− x
s3
(s2 + 1)
2 ds
] ∣∣∣∣∣
x=0
+2πµ
∫ t
t0
p(s˜)
µ2(s˜)
(
t−s˜
µ + 1
)2
(
t−s˜
µ + 2
)4 ds˜.
We can achieve this by the simple ansatz µ(t) = e−κt where κ is a positive constant to be determined. Under
this assumption, we have
∫ t
t0
p(s˜)
µ2(s˜)
( t−s˜µ +1)
2
( t−s˜µ +2)
4 ds˜ ≈
7
12κ.
Indeed, for some small positive number δ to be chosen, we decompose the integral
∫ t
t0
µ˙(s˜)
µ2(s˜)
( t−s˜µ +1)
2
( t−s˜µ +2)
4 ds˜
as
∫ t
t0
µ˙(s˜)
µ2(s˜)
(
t−s˜
µ + 1
)2
(
t−s˜
µ + 2
)4 ds˜ = ∫ t−δ
t0
µ˙(s˜)
µ2(s˜)
(
t−s˜
µ + 1
)2
(
t−s˜
µ + 2
)4 ds˜+ ∫ t
t−δ
µ˙(s˜)
µ2(s˜)
(
t−s˜
µ + 1
)2
(
t−s˜
µ + 2
)4 ds˜ := I1 + I2.
For the first integral we have t− s > δ and hence
0 ≤ −I1 ≤
−1
δ2
∫ t−δ
t0
µ˙(s˜)ds˜ =
1
δ2
(
e−κt0 − e−κ(t−δ)
)
≤
1
δ2
e−κt0 .
For I2 =
∫ t
t−δ
µ˙(s˜)
µ2(s˜)
( t−s˜µ +1)
2
( t−s˜µ +2)
4 ds˜, we use change of variables as s˜ = t− µ(s˜)sˆ, then
ds˜ = −
µ(s˜)
1 + µ˙(s˜)sˆ
dsˆ
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and the integral becomes
I2 =
∫ t
t−δ
µ˙(s˜)
µ2(s˜)
(
t−s˜
µ + 1
)2
(
t−s˜
µ + 2
)4 ds˜ = ∫ δµ(t−δ)
0
µ˙(s˜)
µ(s˜)
(1 + sˆ)2
(2 + sˆ)4
1
1 + µ˙(s˜)sˆ
dsˆ.
Note that 1 + µ˙(s˜)sˆ = 1− κµ(s˜)sˆ = 1− κ(t− s˜) > 1− κδ, therefore ds˜ = (1 +O(δ))dsˆ and
I2 = −κ
(∫ δ
µ(t−δ)
0
(1 + sˆ)2
(2 + sˆ)4
dsˆ+ o(1)
)
= −
7
24
κ+ o(1)
as long as δµ(t−δ) is large. Therefore, we have
∫ t
t0
µ˙(s˜)
µ2(s˜)
(
t−s˜
µ + 1
)2
(
t−s˜
µ + 2
)4 ds˜ = − 724κ+ o(1)
when t0 is chosen sufficiently large and δ = e
−κ3 t0 . Thus we have
∫ t
t0
p(s˜)
µ2(s˜)
(
t−s˜
µ + 1
)2
(
t−s˜
µ + 2
)4 ds˜ = 712κ+ o(1).
Hence equation (3.4) becomes(
κ+ 2
[
1
π
∫
R
z∗2(s+ ξ(t), t) − z
∗
2(x+ ξ(t), t)
s− x
s3
(s2 + 1)2
ds
] ∣∣∣∣∣
x=0
+
7
6
κ
)
πµ ≈ 0.
If we choose the noise Z∗(x, t) such that
[
1
π
∫
R
z∗20(s+q,t)−z
∗
20(x+q,t)
s−x
s3
(s2+1)2
ds
] ∣∣∣∣∣
x=0
< 0, the first approxi-
mation of the function µ(t) is given by
µ0(t) = e
−κ0t, κ0 = −
12
13
[
1
π
∫
R
z∗20(s+ q, t)− z
∗
20(x+ q, t)
s− x
s3
(s2 + 1)2
ds
] ∣∣∣∣∣
x=0
. (3.5)
Now we justify the choice at main order of the translation parameter function ξ(t). We do this in a similar
way as before, now testing the error µE∗ against the function Z2(y), we have
µ
∫
R
E∗ · Z2dy ≈ 0.
From the computations in Section 2.4, we get
−2πξ˙ ≈ 0.
Hence ξ˙(t) = 0 and it is natural to set that ξ(t0) = q. Then the first order approximation of the translation
parameter function ξ(t) should be
ξ0(t) = q. (3.6)
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3.6 The final ansatz.
Let us fix the parameter functions µ0(t), ξ0(t) defined in (3.5) and (3.6). Then we write
µ(t) = µ0(t) + λ(t), ξ(t) = ξ0(t) + ξ1(t) = q + ξ1(t).
We are looking for a small solution ϕ of
E∗ − ∂tΠU⊥ϕ+ LU (ΠU⊥ϕ) +NU (ΠU⊥ [Φ
0 + Z∗ + ϕ]) + b˜(x, t)U = 0. (3.7)
In other words, let t0 > 0, we want the function
u = U +ΠU⊥ [Φ
0 + Z∗ + ϕ] + a(ΠU⊥ [Φ
0 + Z∗ + ϕ])U
solves the problem {
ut = −(−∆)
1
2u+
(
1
2π
∫
R
|u(x)−u(s)|2
|x−s|2 ds
)
u in R× [t0,∞),
u(·, t0) = u0 in R
when t0 is sufficiently large. This provides a solution u(x, t) = u(x, t− t0) to the main problem (1.3).
4 The outer-inner gluing procedure
Using Lemma 3.1 and possibly modifying b˜(x, t), equation (3.7) can be rewritten as
0 = E∗ − ∂tΠU⊥ϕ+ LU (ΠU⊥ϕ) +NU (ΠU⊥ [Φ
0 + Z∗ + ϕ]) + b˜(x, t)U
= E∗ − ∂tϕ− (−∆)
1
2ϕ+
(
1
2π
∫
R
|U(x) − U(s)|2
|x− s|2
ds
)
ϕ
−
1
π
∫
R
[(ϕ · U)(x)− (ϕ · U)(s)] (U(x) − U(s))
|x− s|2
ds
+
(
1
π
∫
R
(U(x) − U(s)) [(ϕ · U)(x)− (ϕ · U)(s)]
|x− s|2
ds · U(x)
)
U(x)
− (ϕ · U)Ut +NU (ΠU⊥ [Φ
0 + Z∗ + ϕ]) + b˜(x, t)U.
(4.1)
Let η0(s) be a smooth cut-off function with η0(s) = 1 for s < 1 and = 0 for s > 2. Take a sufficiently
large constant
R = eρt0
for ρ ∈ (0, 1) sufficiently small and t0 is the initial time. We define
η(x, t) := η0
(
|x− ξ(t)|
Rµ0(t)
)
and consider a function ϕ(x, t) of the following special form
ϕ(x, t) = ηφ˜(x, t) + ψ(x, t) (4.2)
for a function φ˜(x, t) = φ
(
x−ξ(t)
µ0(t)
, t
)
and φ(y, t0) = 0. Here and in what follows, we use the notation
y := x−ξµ0 . Note that we only concern about the values of ϕ in the direction perpendicular to U , so we
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assume that φ˜(x, t) · ω
(
x−ξ(t)
µ0(t)
)
≡ 0 for |y| ≤ 2R and ϕ(x, t) · ω
(
x−ξ(t)
µ(t)
)
≡ 0. Then it is straightforward
to check that ϕ defined by (4.2) solves (4.1) if the pair (φ, ψ) satisfies the following system of evolution
equations
µ0(t)∂tφ
= −(−∆)
1
2φ+
2
1 + |y|2
φ+
µ0
π
∫
R
[
φ
(
x−ξ
µ0
)
− φ
(
s−ξ
µ0
)] [
ω
(
x−ξ
µ0
)
− ω
(
s−ξ
µ0
)]
|x− s|2
dsω
(
x− ξ
µ0
)
+ µ0ΠU⊥E
∗(ξ + µ0y, t) +
2µ0µ
1 +
∣∣∣µ0µ y∣∣∣2ΠU⊥ψ
−
µ0
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
+
µ0
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
)
+B1[φ] +B2[φ] +B3[φ] in B2R(0)× [t0,∞),
φ = 0 in B2R(0)× {t0},
(4.3)
B1[φ] :=
 2µ0µ
1 +
∣∣∣µ0µ y∣∣∣2 −
2
1 + |y|2
φ,
B2[φ] :=−
µ0
π
∫
R
[
φ
(
x−ξ
µ0
)
· ω
(
x−ξ
µ
)
− φ
(
s−ξ
µ0
)
· ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
+
µ0
π
∫
R
[
(φ · ω)
(
x−ξ
µ0
)
− (φ · ω)
(
s−ξ
µ0
)] [
ω
(
x−ξ
µ0
)
− ω
(
s−ξ
µ0
)]
|x− s|2
ds,
B3[φ] :=µ0
π
∫
R
[
φ
(
x−ξ
µ0
)
· ω
(
x−ξ
µ
)
− φ
(
s−ξ
µ0
)
· ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
)
−
µ0
π
∫
R
[
(φ · ω)
(
x−ξ
µ0
)
− (φ · ω)
(
s−ξ
µ0
)] [
ω
(
x−ξ
µ0
)
− ω
(
s−ξ
µ0
)]
|x− s|2
ds · ω
(
x− ξ
µ0
)ω(x− ξ
µ0
)
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and
∂tψ = (−∆)
1
2ψ
+ (1− η)
 2 1µ
1 +
∣∣∣x−ξµ ∣∣∣2ψ −
1
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
+
 1
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
)
+
µ˙0
µ0
ηy · ∇yφ+ η
ξ˙
µ0
· ∇yφ+NU (ΠU⊥ [Φ
0 + Z∗ + ηφ+ ψ]) + (1− η)ΠU⊥E
∗
−
[
(−∆)
1
2 η
]
φ− ∂tηφ
(
x− ξ(t)
µ0(t)
)
+
1
π
∫
R
(η(x) − η(s))
(
φ
(
x−ξ(t)
µ0(t)
, t
)
− φ
(
s−ξ(t)
µ0(t)
, t
))
|x− s|2
ds
−
1
π
∫
R
(η(x) − η(s))
[
φ
(
s−ξ(t)
µ0(t)
, t
)
· ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
+
 1
π
∫
R
(η(x) − η(s))
[
φ
(
s−ξ(t)
µ0(t)
, t
)
· ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
)
in R× [t0,+∞).
(4.4)
Consider the change of variable
t = t(τ),
d
dτ
t = µ0(t),
then equation (4.3) becomes
∂τφ = −(−∆)
1
2φ+
2
1 + |y|2
φ
+
µ0
π
∫
R
[
φ
(
x−ξ
µ0
)
− φ
(
s−ξ
µ0
)] [
ω
(
x−ξ
µ0
)
− ω
(
s−ξ
µ0
)]
|x− s|2
dsω
(
x− ξ
µ0
)
+H [λ, ξ, λ˙, ξ˙, φ](y, t(τ)) = Lω[φ](y) +H [λ, ξ, λ˙, ξ˙, φ](y, t(τ)) in B2R(0)× [τ0,∞),
φ = 0 in B2R(0)× {τ0},
(4.5)
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with
H [λ, ξ, λ˙, ξ˙, φ](y, t) = µ0ΠU⊥E
∗(ξ + µ0y, t) +
2µ0µ
1 +
∣∣∣µ0µ y∣∣∣2ΠU⊥ψ
−
µ0
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
+
µ0
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
)
+B1[φ] +B2[φ] +B3[φ]
and τ0 satisfies t0 = t(τ0).
(4.5) or (4.3) is the so-called inner problem and (4.4) is the outer problem. The strategy we use to solve
this system is: for a fixed function φ(y, t) in a suitable class and parameter functions ξ, λ, we solve equation
(4.4) for ψ as an operator Ψ = Ψ[λ, ξ, λ˙, ξ˙, φ]. Then we insert this Ψ into equation (4.5) and obtain{
∂τφ = Lω[φ] +H [λ, ξ, λ˙, ξ˙, φ] in B2R(0)× [τ0,+∞),
φ(·, τ0) = 0 in B2R(0).
(4.6)
We will solve (4.6) by the Contraction Mapping Theorem involving an inverse for the following linear prob-
lem {
∂τφ = Lω[φ] + h(y, τ) in B2R(0)× [τ0,+∞),
φ(·, τ0) = 0 in B2R(0).
(4.7)
Providing certain orthogonality conditions hold, we will find a solution φ of (4.7) which defines a linear
operator of h with good L∞-weight estimates.
The class of functions h we will use is well-represented by asymptotic behavior of the error term
µ0ΠU⊥E
∗ in the scaled variables (y, τ). From the computations in Section 2.4, we know that
|µ0ΠU⊥E
∗(ξ + µ0y, t)| .
µ0(t)
1 + ρ1+a
, ρ = |y| (4.8)
for some constant 0 < a < 1. Observing that
τ(t) ∼
1
κ0
eκ0t ∼
1
κ0
1
µ0(t)
,
hence
µ0(τ) := µ0(t(τ)) ∼ e
−κ0
1
κ0
log(κ0τ) ∼
1
κ0τ
.
5 The outer problem
In this section, we solve the outer problem (4.4) for a given small function φ and the considered range of
parameters λ, ξ, λ˙, ξ˙ in the form of a nonlinear operator
ψ(x, t) = Ψ[λ, ξ, λ˙, ξ˙, φ](x, t).
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We consider the following problem
∂tψ = (−∆)
1
2ψ + f(x, t) in R× [t0,+∞) (5.1)
with
f(x, t)
= (1 − η)
 2 1µ
1 +
∣∣∣x−ξµ ∣∣∣2ψ −
1
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
+
 1
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
)
+
µ˙0
µ0
ηy · ∇yφ+ η
ξ˙
µ0
· ∇yφ+NU (ΠU⊥ [Φ
0 + Z∗ + ηφ+ ψ]) + (1 − η)ΠU⊥E
∗
−
[
(−∆)
1
2 η
]
φ− ∂tηφ
(
x− ξ(t)
µ0(t)
)
+
1
π
∫
R
(η(x) − η(s))
(
φ
(
x−ξ(t)
µ0(t)
, t
)
− φ
(
s−ξ(t)
µ0(t)
, t
))
|x− s|2
ds
−
1
π
∫
R
(η(x) − η(s))
[
φ
(
s−ξ(t)
µ0(t)
, t
)
· ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds+ 1
π
∫
R
(η(x) − η(s))
[
φ
(
s−ξ(t)
µ0(t)
, t
)
· ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
)
.
Let us fixe a small constant σ ∈ (0, 73 ). For a function h(t) : [t0,∞) → R and δ > 0, we introduce the
following weighted L∞ norm
‖h‖δ := ‖µ0(t)
−δh(t)‖L∞[t0,∞).
In what follows we assume that the parameter functions λ, ξ, λ˙, ξ˙ satisfy
‖λ˙‖1+σ + ‖ξ˙‖1+σ ≤ c (5.2)
and
‖λ(t)‖1+σ + ‖ξ(t)− q‖1+σ ≤ c (5.3)
for some positive constant c.
Equation (5.1) is nonlinear, we will use the Contraction Mapping Theorem to solve it. For this, we first
need an estimate for the corresponding linear equation. This is the context of the following subsection. We
will use the symbol . to say ≤ C, for a constant C > 0, its value may change from line to line but it is
independent of t and t0.
5.1 The nonhomogeneous linear half heat equation
In this subsection, we construct a solution ψ for the nonhomogeneous linear half heat equation
ψt = −(−∆)
1
2ψ + f in R× [t0,+∞) (5.4)
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which decays at infinity. We assume that for two real numbers ν, α ∈ (0, 1), the nonhomogeneous term
f(x, t) satisfies
|f(x, t)| ≤M
µν−10 (t)
1 + |y|1+α
, y =
x− ξ(t)
µ0(t)
(5.5)
and denote by ‖f‖∗,1+α,ν the least M > 0 such that (5.5) holds. Using the heat kernel (see [2]), we know
that
ψ(x, t) =
∫ +∞
t
∫
R
s− t
(s− t)2 + (x− y)2
f(y, s)dyds =
∫ +∞
t
∫
R
1
s− t
1
1 +
(
x−y
s−t
)2 f(y, s)dyds (5.6)
is a solution of (5.4). Then we have
Lemma 5.1. Assume that ‖f‖∗,1+α,ν < +∞ for some ν, α ∈ (0, 1). Let ψ be the solution of (5.4) defined
by (5.6), then we have
|ψ(x, t)| . ‖f‖∗,1+α,ν
µν0(t) log(1 + |y|)
1 + |y|α
(5.7)
with y = x−ξ(t)µ0(t) . Moreover, the following local Ho¨lder estimate holds,
[ψ(·, t)]η,B3µ0(t)R(ξ) . ‖f‖∗,1+α,ν
µν−η0 (t) log(1 + |y|)
1 + |y|α+η
for |y| =
∣∣∣∣x− ξ(t)µ0(t)
∣∣∣∣ ≤ 3R. (5.8)
Here [ψ]η,B3µ0(t)R(ξ) := supx 6=y∈B3µ0(t)R(ξ)
|f(x,t)−f(y,t)|
|x−y|η is the local Ho¨lder norm with respect to the space
variable, η ∈ (12 , 1).
Proof. We prove estimate (5.7). Since |f(x, t)| ≤ ‖f‖∗,1+α,ν
µν−10 (t)
1+|y|1+α , y =
|x−ξ(t)|
µ0(t)
and (ξ(t)− q)/µ0(t) =
o(1), we have
|f(x, t)| ≤ ‖f‖∗,1+α,ν
µν−10 (t)
1 + |y|1+α
∼ ‖f‖∗,1+α,ν
µν−10 (t)
1 +
∣∣∣ x−qµ0(t) ∣∣∣1+α .
Then
|ψ(x, t)| . ‖f‖∗,1+α,ν
∫ t+1
t
∫
R
1
s− t
1
1 +
(
x−y
s−t
)2 µν−10 (s)
1 +
∣∣∣ y−qµ0(s) ∣∣∣1+α dyds
+ ‖f‖∗,1+α,ν
∫ +∞
t+1
∫
R
1
s− t
1
1 +
(
x−y
s−t
)2 µν−10 (s)
1 +
∣∣∣ y−qµ0(s) ∣∣∣1+α dyds.
To estimate the integral
∫ +∞
t+1
∫
R
1
s−t
1
1+(x−ys−t )
2
µν−10 (s)
1+
∣∣∣ y−qµ0(s)
∣∣∣1+α
dyds. First, we assume that |y| ≥ C for some
positive constant C, that is to say, 1|y| ∼
1
1+|y| , then∫ +∞
t+1
∫
R
1
s− t
1
1 +
(
x−y
s−t
)2 µν−10 (s)
1 +
∣∣∣ y−qµ0(s) ∣∣∣1+α dyds
=
∫ +∞
t+1
µν−10 (s)
s− t
ds
∫
R
1
1 +
(
y
s−t
)2 1
1 +
∣∣∣x−y−qµ0(s) ∣∣∣1+α dy
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.∫ +∞
t+1
µν−10 (s)
s− t
ds
∫
R
1
1 +
∣∣∣x−y−qµ0(s) ∣∣∣1+α dy
.
∫ +∞
t+1
µν−10 (s)
s− t
µ1+α0 (s)
|x− q|α
ds
.
µν+α0 (t)
|x− q|α
.
µν0(t) log(1 + |y|)
1 + |y|α
.
If |y| ≤ C for some positive constant C, then∫ +∞
t+1
∫
R
1
s− t
1
1 +
(
x−y
s−t
)2 µν−10 (s)
1 +
∣∣∣ y−qµ0(s) ∣∣∣1+α dyds
.
∫ +∞
t+1
µν0(s)
s− t
ds
∫
R
1
1 + µ20(s)
(
x−q
µ0(s)
−y
s−t
)2 11 + |y|1+α dy
.
∫ +∞
t+1
µν0(s)ds
. µν0(t) .
µν0(t) log(1 + |y|)
1 + |y|α
.
Next, we estimate
∫ t+1
t
∫
R
1
s−t
1
1+(x−ys−t )
2
µν−10 (s)
1+
∣∣∣ y−qµ0(s)
∣∣∣1+α
dyds. We write
ψ(x, t) =
∫ t+1
t
∫
R
1
s− t
1
1 +
(
x−y
s−t
)2 µν+α0 (s)µ1+α0 (s) + |y − q|1+α dyds
=
∫ t+1
t
∫
|x−y|≤1
1
s− t
1
1 +
(
x−y
s−t
)2 µν+α0 (s)µ1+α0 (s) + |y − q|1+α dyds
+
∫ t+1
t
∫
|x−y|≥1
1
s− t
1
1 +
(
x−y
s−t
)2 µν+α0 (s)µ1+α0 (s) + |y − q|1+α dyds
=
∫ t+1
t
∫
0<x−y≤1
1
s− t
1
1 +
(
x−y
s−t
)2 µν+α0 (s)µ1+α0 (s) + |y − q|1+α dyds
+
∫ t+1
t
∫
−1<x−y≤0
1
s− t
1
1 +
(
x−y
s−t
)2 µν+α0 (s)µ1+α0 (s) + |y − q|1+α dyds
+
∫ t+1
t
∫
x−y≥1
1
s− t
1
1 +
(
x−y
s−t
)2 µν+α0 (s)µ1+α0 (s) + |y − q|1+α dyds
+
∫ t+1
t
∫
x−y≤−1
1
s− t
1
1 +
(
x−y
s−t
)2 µν+α0 (s)µ1+α0 (s) + |y − q|1+α dyds
:= I1 + I2 + I3 + I4.
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Using the variable transformation p = x−ys−t ,
ds
s−t = −
1
pdp, we have
I1 . µ
ν+α
0 (t)
∫ x
x−1
1
µ1+α0 (t+ 1) + |y − q|
1+α
dy
∫ ∞
x−y
1
p
1
1 + p2
dp
. µν+α0 (t)
∫ x
x−1
1
µ1+α0 (t+ 1) + |y − q|
1+α
log
√
1 + (x− y)2
x− y
dy
. µν+α0 (t)
∫ x
x−1
1
µ1+α0 (t+ 1) + |y − q|
1+α
(log 2− log(x− y))dy
= µν+α0 (t)
∫ x−q
x−q−1
1
µ1+α0 (t+ 1) + |y|
1+α
(log 2− log(x− q − y))dy
. µν+α0 (t)
log(1 + |x− q|)
µα0 (t+ 1) + |x− q|
α
.
µν0(t) log(1 + |y|)
1 + |y|α
.
Similarly, we have
I2 . µ
ν+α
0 (t)
∫ x+1
x
1
µ1+α0 (t+ 1) + |y − q|
1+α
dy
∫ ∞
y−x
1
p
1
1 + p2
dp
. µν+α0 (t)
∫ x+1
x
1
µ1+α0 (t+ 1) + |y − q|
1+α
log
√
1 + (y − x)2
y − x
dy
. µν+α0 (t)
∫ x+1
x
1
µ1+α0 (t+ 1) + |y − q|
1+α
(log 2− log(y − x))dy
. µν+α0 (t)
∫ x−q+1
x−q
1
µ1+α0 (t+ 1) + |y|
1+α
(log 2− log(y − x+ q))dy
. µν+α0 (t)
log(1 + |x− q|)
µα0 (t+ 1) + |x− q|
α
.
µν0(t) log(1 + |y|)
1 + |y|α
,
I3 . µ
ν+α
0 (t)
∫ x−1
−∞
1
µ1+α0 (t+ 1) + |y − q|
1+α
dy
∫ ∞
x−y
1
p
1
1 + p2
dp
. µν+α0 (t)
∫ x−1
−∞
1
µ1+α0 (t+ 1) + |y − q|
1+α
log
√
1 + (x− y)2
x− y
dy
. µν+α0 (t)
1
µα0 (t+ 1) + |x− q|
α
.
µν0(t) log(1 + |y|)
1 + |y|α
,
I4 . µ
ν+α
0 (t)
∫ +∞
x+1
1
µ1+α0 (t+ 1) + |y − q|
1+α
dy
∫ ∞
y−x
1
p
1
1 + p2
dp
. µν+α0 (t)
∫ +∞
x+1
1
µ1+α0 (t+ 1) + |y − q|
1+α
log
√
1 + (y − x)2
y − x
dy
. µν+α0 (t)
1
µα0 (t+ 1) + |x− q|
α
.
µν0(t) log(1 + |y|)
1 + |y|α
.
Combine the above estimates, we get (5.7).
Now we prove the local Ho¨lder estimate (5.8), define
ψ(x, t) := ψ˜
(
x− ξ
µ0
, τ(t)
)
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where τ˙(t) = µ−10 (t), namely τ(t) ∼ e
κ0t as t→ +∞. Without loss of generality, we assume τ(t0) ≥ 2 by
fixing t0 large enough, then ψ˜ satisfies the following fractional heat equation with a drift
∂τ ψ˜ = −(−∆)
1
2 ψ˜ + a(z, t) · ∇zψ˜ + f˜(z, τ) (5.9)
for |z| ≤ δµ−10 , where
f˜(z, τ) = µ0(t)f(ξ + µ0z, t(τ)).
The uniformly small coefficients a(z, t) in (5.9) is given by
a(z, t) := µ˙0z + ξ˙.
Then
|f˜(z, τ)| . µ0(t(τ))
ν ‖f‖∗,1+α,ν
1 + |z|1+α
and
|ψ˜(z, τ)| . µ0(t(τ))
ν ‖f‖∗,1+α,ν log(1 + |z|)
1 + |z|α
.
Now for a fixed constant η ∈ (12 , 1) and τ1 ≥ τ(t0) + 2, from the regularity estimates for parabolic integro-
differential (see [40] and [41]), we obtain
[ψ˜(·, τ1)]η,B1(0) . ‖ψ˜‖L∞ + ‖f˜‖L∞
. µ0((τ1 − 1))
ν‖f‖∗,1+α,ν
. µ0(t(τ1))
ν‖f‖∗,1+α,ν.
Therefore, choosing an appropriate constant cn such that for any t ≥ cnt0 we get
(3Rµ0)
η[ψ(·, t)]η,B3Rµ0 (ξ) . µ
ν
0‖f‖∗,1+α,ν. (5.10)
Estimate (6.12) also holds for t0 ≤ t ≤ cnt0 by a similar parabolic regularity estimate. Hence (5.8) holds for
any t ≥ t0.
5.2 The outer problem
We assume that there exists a numberM > 0 such that
(1 + |y|)|∇φ|χ{|y|≤2R} + |φ| ≤M
µσ0 (t)
1 + |y|α
(5.11)
for a given 0 < α ≤ a < 1, σ ∈ (0, 1) and the least numberM is denoted as ‖φ‖α,σ. Suppose
‖φ‖α,σ ≤ ce
−εt0
for some ε > 0 small enough. Then we have the following result.
Proposition 5.1. There exists t0 large such that problem (4.4) has a solution ψ = Ψ(λ, ξ, λ˙, ξ˙, φ) and for
y = x−ξ(t)µ0(t) , the following estimates hold,
|ψ(x, t)| . e−εt0
µσ0 (t) log(1 + |y|)
1 + |y|α
(5.12)
and
[ψ(x, t)]η,B3µ0(t)R(ξ) . e
−εt0
µσ−η0 (t) log(1 + |y|)
1 + |y|α+η
for |y| =
∣∣∣∣x− ξ(t)µ0(t)
∣∣∣∣ ≤ 3R. (5.13)
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Proof. Lemma 5.1 defines a linear operator T that associates the solution ψ = T (f) of problem (5.4) to any
given functions f(x, t). If we define ‖ψ‖∗∗ as the leastM > 0 such that
|ψ(x, t)| . M
µσ0 (t) log(1 + |y|)
1 + |y|α
,
then Lemma 5.1 tells us
‖T (f)‖∗∗ . ‖f‖∗,1+α,σ.
Hence the function ψ is a solution to (4.4) if it is a fixed point of the operator defined as
A(ψ) := T (f(ψ)),
where
f(ψ)(x, t)
= (1 − η)
 2 1µ
1 +
∣∣∣x−ξµ ∣∣∣2ψ −
1
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
+
 1
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
)
+
µ˙0
µ0
ηy · ∇yφ+ η
ξ˙
µ0
· ∇yφ+NU (ΠU⊥ [Φ
0 + Z∗ + ηφ+ ψ]) + (1 − η)ΠU⊥E
∗
−
[
(−∆)
1
2 η
]
φ− ∂tηφ
(
x− ξ(t)
µ0(t)
)
+
1
π
∫
R
(η(x) − η(s))
(
φ
(
x−ξ(t)
µ0(t)
, t
)
− φ
(
s−ξ(t)
µ0(t)
, t
))
|x− s|2
ds
−
1
π
∫
R
(η(x) − η(s))
[
φ
(
s−ξ(t)
µ0(t)
, t
)
· ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds+ 1
π
∫
R
(η(x) − η(s))
[
φ
(
s−ξ(t)
µ0(t)
, t
)
· ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
)
.
We will prove the existence of a fixed point ψ for A by the Contraction Mapping Theorem. To do this, we
have the following estimates:∣∣∣∣∣∣∣(1− η)
2 1µ
1 +
∣∣∣x−ξµ ∣∣∣2ψ
∣∣∣∣∣∣∣ . µε0(t0)‖ψ‖∗∗
µσ−10 (t)
1 + |y|1+α
, (5.14)
∣∣∣∣∣∣ 1π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
∣∣∣∣∣∣ . µε0(t0)‖ψ‖∗∗ µ
σ−1
0 (t)
1 + |y|1+α
,
(5.15)
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∣∣∣∣∣∣
 1
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
)∣∣∣∣∣∣
. µε0(t0)‖ψ‖∗∗
µσ−10 (t)
1 + |y|1+α
,
(5.16)∣∣∣∣∣ µ˙0µ0 ηy · ∇yφ+ η ξ˙µ0 · ∇yφ
∣∣∣∣∣ . ‖φ‖α,σ µ0(t)σ−11 + |y|1+α , (5.17)∣∣∣∣− [(−∆) 12 η]φ(x− ξ(t)µ0(t)
)
− ∂tηφ
(
x− ξ(t)
µ0(t)
)∣∣∣∣ . ‖φ‖α,σ µσ−10 (t)1 + |y|1+α , (5.18)∣∣∣∣∣∣ 1π
∫
R
(η(x) − η(s))
(
φ
(
x−ξ(t)
µ0(t)
, t
)
− φ
(
s−ξ(t)
µ0(t)
, t
))
|x− s|2
ds
∣∣∣∣∣∣ . ‖φ‖α,σ µ0(t)
σ−1
1 + |y|1+α
, (5.19)
∣∣∣∣∣∣ 1π
∫
R
(η(x) − η(s))
[
φ
(
s−ξ(t)
µ0(t)
, t
)
· ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
∣∣∣∣∣∣ . ‖φ‖α,σ µ0(t)
σ−1
1 + |y|1+α
,
(5.20)∣∣∣∣∣∣
 1
π
∫
R
(η(x) − η(s))
[
φ
(
s−ξ(t)
µ0(t)
, t
)
· ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
)∣∣∣∣∣∣
. ‖φ‖α,σ
µ0(t)
σ−1
1 + |y|1+α
,
(5.21)
|(1− η)ΠU⊥E
∗| . µ0(t0)
ε µ0(t)
σ−1
1 + |y|1+α
, (5.22)
∣∣NU (ΠU⊥ [Φ0 + Z∗ + ηφ+ ψ])∣∣ . µ0(t0)ε (‖φ‖α,σ + ‖ψ‖∗∗) µ0(t)σ−11 + |y|α+1 . (5.23)
Proof of (5.14): ∣∣∣∣∣∣∣(1− η)
2 1µ
1 +
∣∣∣x−ξµ ∣∣∣2ψ
∣∣∣∣∣∣∣ . (1− η)
2 1µ
1 + y2
‖ψ‖∗∗
µσ0 (t) log(1 + |y|)
1 + |y|α
. (1− η)
log(1 + |y|)
1 + |y|
‖ψ‖∗∗
µσ−10 (t)
1 + |y|1+α
. µε0(t0)‖ψ‖∗∗
µσ−10 (t)
1 + |y|1+α
.
Here we have used the fact that |y| ≥ R when 1− η 6= 0.
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Proof of (5.15):
(1− η)
∣∣∣∣∣∣ 1π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
∣∣∣∣∣∣
.
1
π
∫
R
∣∣∣ω (x−ξµ )− ω ( s−ξµ )∣∣∣2
|x− s|2
dsψ(x) +
1
2π
∫
R
|ψ(x) − ψ(s)|
∣∣∣ω (x−ξµ )− ω ( s−ξµ )∣∣∣2
|x− s|2
ds
.
µ−10
1 + |y|2
ψ(x) +
1
2π
∫
R
|ψ(x)− ψ(s)|
∣∣∣ω (x−ξµ )− ω ( s−ξµ )∣∣∣2
|x− s|2
ds
. ‖ψ‖∗∗µ
σ−1
0 (t)
log(1 + |y|)
1 + |y|2
. ‖ψ‖∗∗
µ0(t)
σ−1
1 + |y|α+1
log(1 + |y|)
1 + |y|1−α
. µε0(t0)‖ψ‖∗∗
µσ−10 (t)
1 + |y|1+α
.
Proof of (5.16):∣∣∣∣∣∣
 1
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
)∣∣∣∣∣∣
.
∣∣∣∣∣∣ 1π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
∣∣∣∣∣∣
. µε0(t0)‖ψ‖∗∗
µσ−10 (t)
1 + |y|1+α
.
Proof of (5.17): Using the fact (1 + |y|)|∇φ|χ{|y|≤2R} + |φ| . ‖φ‖α,σ
µ0(t)
σ
1+|y|α , we have∣∣∣∣∣ µ˙0µ0 ηy · ∇yφ+ η ξ˙µ0 · ∇yφ
∣∣∣∣∣
. ‖φ‖α,σ
µσ0 (t)
1 + |y|α
+ µ0(t)
σ‖φ‖α,σ
µσ0 (t)
1 + |y|α+1
. 2R‖φ‖α,σ
µσ0 (t)
1 + |y|1+α
+ µ0(t)
σ‖φ‖α,σ
µσ0 (t)
1 + |y|α+1
. 2Rµ0(t)‖φ‖α,σ
µσ−10 (t)
1 + |y|1+α
+ µ0(t)
1+σ‖φ‖α,σ
µσ−10 (t)
1 + |y|α+1
. µ0(t0)
ε‖φ‖α,σ
µ0(t)
σ−1
1 + |y|1+α
.
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Proof of (5.18): Using the fact that [(−∆)
1
2 η0](x) decays like
1
|x|2 , we have∣∣∣∣− [(−∆) 12 η]φ(x− ξ(t)µ0(t)
)
− ∂tηφ
(
x− ξ(t)
µ0(t)
)∣∣∣∣
.
R(µ0(t))
−1
R2 + |y|2
‖φ‖α,σ
µσ0 (t)
1 + |y|α
+ ‖φ‖α,σ
µσ0 (t)
1 + |y|α
χ{R≤|y|≤2R}
. ‖φ‖α,σ
µσ−10 (t)
1 + |y|α+1
+ (1 + |y|)‖φ‖α,σ
µσ0 (t)
1 + |y|α+1
χ{R≤|y|≤2R}
. ‖φ‖α,σ
µσ−10 (t)
1 + |y|1+α
+ (1 + 2R)µ0(t0)‖φ‖α,σ
µσ−10 (t)
1 + |y|1+α
. ‖φ‖α,σ
µσ−10 (t)
1 + |y|1+α
.
Proof of (5.19): We have∣∣∣∣∣∣ 1π
∫
R
(η(x) − η(s))
(
φ
(
x−ξ(t)
µ0(t)
, t
)
− φ
(
s−ξ(t)
µ0(t)
, t
))
|x− s|2
ds
∣∣∣∣∣∣
.
1
π
∫
R
|η(x) − η(s)|
|x− s|2
ds
∣∣∣∣φ(x− ξ(t)µ0(t) , t
)∣∣∣∣+ 1π
∫
R
|η(x) − η(s)|
∣∣∣φ( s−ξ(t)µ0(t) , t)∣∣∣
|x− s|2
ds
.
1
π
∫
R
|η(x) − η(s)|
|x− s|2
ds‖φ‖α,σ
µσ0 (t)
1 + |y|α
+
1
π
∫
R
∣∣∣φ( s−ξ(t)µ0(t) , t)∣∣∣
|x− s|2
ds
. ‖φ‖α,σ
µσ0 (t)
1 + |y|α
(Rµ0(t))
−1[−(−∆)
1
2 η0]
( y
R
)
+
1
π
1
µ0
∫
R
|φ (s, t)|
|y − s|2
ds
. ‖φ‖α,σ
µ0(t)
σ−1R−1
1 + |y/R|2
1
1 + |y|α
+ ‖φ‖α,σµ0(t)
σ−1
∫
R
1
|y − s|2|s|α
ds
. ‖φ‖α,σ
µ0(t)
σ−1
1 + |y|1+α
.
Proof of (5.20):∣∣∣∣∣∣ 1π
∫
R
(η(x) − η(s))
[
φ
(
s−ξ(t)
µ0(t)
, t
)
· ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
∣∣∣∣∣∣
.
1
π
∫
R
|η(x)− η(s)|
∣∣∣φ( s−ξ(t)µ0(t) , t)∣∣∣
|x− s|2
ds
.
1
π
∫
R
∣∣∣φ( s−ξ(t)µ0(t) , t)∣∣∣
|x− s|2
ds =
1
π
1
µ0
∫
R
|φ (s, t)|
|y − s|2
ds
. ‖φ‖α,σµ0(t)
σ−1
∫
R
1
|y − s|2|s|α
ds
. ‖φ‖α,σ
µ0(t)
σ−1
1 + |y|1+α
.
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Proof of (5.21):∣∣∣∣∣∣
 1
π
∫
R
(η(x) − η(s))
[
φ
(
s−ξ(t)
µ0(t)
, t
)
· ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
)∣∣∣∣∣∣
.
∣∣∣∣∣∣ 1π
∫
R
(η(x) − η(s))
[
φ
(
s−ξ(t)
µ0(t)
, t
)
· ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
∣∣∣∣∣∣ . ‖φ‖α,σ µ0(t)
σ−1
1 + |y|1+α
.
Proof of (5.22): From (4.8), we have
|(1− η)ΠU⊥E
∗| .
1
1 + |y|1+α
. µ0(t0)
1−σ µ0(t)
σ−1
1 + |y|1+α
. µ0(t0)
ε µ0(t)
σ−1
1 + |y|1+α
.
Proof of (5.23): Using the decay of φ and ψ, by direct computation, we estimate the nonlinear term∣∣NU (ΠU⊥ [Φ0 + Z∗ + ηφ+ ψ])∣∣ =
=
∣∣∣∣( 1π
∫
R
(a(x)U(x) − a(s)U(s)) · (U(x) + ΠU⊥ϕ(x) − U(s)−ΠU⊥ϕ(s))
|x− s|2
ds
+
1
π
∫
R
(U(x)− U(s)) · (ΠU⊥ϕ(x) −ΠU⊥ϕ(s))
|x− s|2
ds
+
1
2π
∫
R
(ΠU⊥ϕ(x)−ΠU⊥ϕ(s)) · (ΠU⊥ϕ(x)−ΠU⊥ϕ(s))
|x− s|2
ds
+
1
2π
∫
R
(a(x)U(x) − a(s)U(s)) · (a(x)U(x) − a(s)U(s))
|x− s|2
ds
)
ΠU⊥ϕ
−aUt −
1
π
∫
R
(a(x) − a(s)) · (U(x) − U(s))
|x− s|2
ds
∣∣∣∣ . µ0(t0)ε µ−101 + |y|2 |πU⊥ϕ(y)|
. µ0(t0)
ε µ
−1
0
1 + |y|2
(
‖φ‖α,σ
µ0(t)
σ
1 + |y|α
+ ‖ψ‖∗∗
µσ0 (t)
1 + |y|α
)
. µ0(t0)
ε (‖φ‖α,σ + ‖ψ‖∗∗)
µ0(t)
σ−1
1 + |y|α+1
.
Indeed, we have
1
π
∫
R
(a(x)U(x) − a(s)U(s)) · (U(x) + ΠU⊥ϕ(x)− U(s)−ΠU⊥ϕ(s))
|x− s|2
ds
=
1
π
∫
R
(a(x)U(x) − a(s)U(s)) · (U(x)− U(s))
|x− s|2
ds
+
1
π
∫
R
(a(x)U(x) − a(s)U(s)) · (ΠU⊥ϕ(x) −ΠU⊥ϕ(s))
|x− s|2
ds
= a(x)
1
π
∫
R
(U(x) − U(s)) · (U(x) − U(s))
|x− s|2
ds
+
1
2π
∫
R
(a(x)− a(s))|U(x) − U(s)|2
|x− s|2
ds
+ a(x)
1
π
∫
R
(U(x) − U(s)) · (ΠU⊥ϕ(x) −ΠU⊥ϕ(s))
|x− s|2
ds
+
1
π
∫
R
(a(x) − a(s))U(s) · (ΠU⊥ϕ(x) −ΠU⊥ϕ(s))
|x− s|2
ds.
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Since a(x) is bounded,∣∣∣∣a(x) 1π
∫
R
(U(x)− U(s)) · (U(x)− U(s))
|x− s|2
ds
∣∣∣∣ . µ0(t0)ε µ−101 + |y|2 ,∣∣∣∣∣∣∣
1
2π
∫
R
(a(x) − a(s))
∣∣∣ω (x−ξµ )− ω ( s−ξµ )∣∣∣2
|x− s|2
ds
∣∣∣∣∣∣∣ . µ0(t0)ε
1
2π
∫
R
|U(x)− U(s)|2
|x− s|2
ds . µ0(t0)
ε µ
−1
0
1 + |y|2
,
a(x)
1
π
∫
R
(U(x)− U(s)) · (ΠU⊥ϕ(x) −ΠU⊥ϕ(s))
|x− s|2
ds
= a(x)
1
π
∫
R
(
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
))
·
(
Π˜U⊥ϕ
(
x−ξ
µ
)
− Π˜U⊥ϕ
(
s−ξ
µ
))
|x− s|2
ds
= a(x)
1
π
1
µ
∫
R
(ω (y)− ω (z′)) ·
(
Π˜U⊥ϕ (y)− Π˜U⊥ϕ (z
′)
)
|y − z′|2
dz′
= a(x)
1
π
1
µ
∫
B(y,ǫ)
(ω (y)− ω (z′)) ·
(
Π˜U⊥ϕ (y)− Π˜U⊥ϕ (z
′)
)
|y − z′|2
dz′
+ a(x)
1
π
1
µ
∫
B(y,ǫ)c
(ω (y)− ω (z′)) ·
(
Π˜U⊥ϕ (y)− Π˜U⊥ϕ (z
′)
)
|y − z′|2
dz′
. µ0(t0)
ε(‖φ‖α,σ + ‖ψ‖∗∗)
µσ−10
1 + |y|2
.
Here, for a function f(x), we use the notation f(x) = f˜
(
x−ξ
µ
)
. By the local Ho¨lder estimates of φ and
ψ, we know that
(
Π˜
U⊥
ϕ(y)−Π˜
U⊥
ϕ(z′)
)
|y−z′|η ≤ (‖φ‖α,σ + ‖ψ‖∗∗)µ
σ−1
0 for z
′ ∈ B(y, ǫ), η > 12 and ǫ > 0 is
sufficiently small. Similarly, we have∣∣∣∣ 1π
∫
R
(a(x) − a(s))U(s) · (ΠU⊥ϕ(x) −ΠU⊥ϕ(s))
|x− s|2
ds
∣∣∣∣
. µ0(t0)
ε
∫
R
|(ΠU⊥ϕ(x) −ΠU⊥ϕ(s))|
|x− s|2
ds
. µ0(t0)
ε
∫
R
∣∣∣Π˜U⊥ϕ(x−ξµ )− Π˜U⊥ϕ( s−ξµ )∣∣∣
|x− s|2
ds
=
µ0(t0)
ε
µ
∫
R
∣∣∣Π˜U⊥ϕ (y)− Π˜U⊥ϕ (z′)∣∣∣
|y − z′|2
dz′
=
µ0(t0)
ε
µ
∫
B(y,ǫ)
∣∣∣Π˜U⊥ϕ (y)− Π˜U⊥ϕ (z′)∣∣∣
|y − z′|2
dz′ +
µ0(t0)
ε
µ
∫
Bc(y,ǫ)
∣∣∣Π˜U⊥ϕ (y)− Π˜U⊥ϕ (z′)∣∣∣
|y − z′|2
dz′
. µ0(t0)
ε(‖φ‖α,σ + ‖ψ‖∗∗)
µσ−10
1 + |y|2
.
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Analogously, we have the same estimate for the other integral terms, we omit the details.
Nowwe apply the ContractionMapping Theorem to prove the existence of a fixed pointψ for the operator
A. First, we define
B = {ψ : ‖ψ‖∗∗ ≤Me
−εt0}.
The positive large constantM is independent of t and t0. For any ψ ∈ B, by the above estimates,A(ψ) ∈ B.
Now we prove that for any ψ1, ψ2 ∈ B, there holds
‖A(ψ1)−A(ψ2)‖∗∗ ≤ C‖ψ1 − ψ2‖∗∗,
where C < 1 is a constant depending on t0 , if t0 is chosen sufficiently large. We claim that∣∣∣∣∣∣∣(1− η)
2 1µ
1 +
∣∣∣x−ξµ ∣∣∣2 (ψ1 − ψ2)
∣∣∣∣∣∣∣ . µ0(t0)ε‖ψ1 − ψ2‖∗∗
µ0(t)
σ−1
1 + |y|1+α
, (5.24)
∣∣∣∣∣∣ 1π
∫
R
[
ψ1(x) · ω
(
x−ξ
µ
)
− ψ1(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
−
1
π
∫
R
[
ψ2(x) · ω
(
x−ξ
µ
)
− ψ2(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
∣∣∣∣∣∣
. µ0(t0)
ε‖ψ1 − ψ2‖∗∗
µ0(t)
σ−1
1 + |y|1+α
,
(5.25)
∣∣∣∣∣∣
 1
π
∫
R
[
ψ1(x) · ω
(
x−ξ
µ
)
− ψ1(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
)
−
 1
π
∫
R
[
ψ2(x) · ω
(
x−ξ
µ
)
− ψ2(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
)∣∣∣∣∣∣
. µ0(t0)
ε‖ψ1 − ψ2‖∗∗
µ0(t)
σ−1
1 + |y|1+α
,
(5.26)
∣∣NU (ΠU⊥ [Φ0 + Z∗ + ηφ + ψ1])−NU (ΠU⊥ [Φ0 + Z∗ + ηφ+ ψ2])∣∣
. µ0(t0)
ε(‖ψ1‖∗∗ + ‖ψ2‖∗∗ + ‖φ‖α,σ)‖ψ1 − ψ2‖∗∗
µσ−10 (t)
1 + |y|1+α
.
(5.27)
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Proof of (5.24): We have∣∣∣∣∣∣∣(1 − η)
2 1µ
1 +
∣∣∣x−ξµ ∣∣∣2 (ψ1 − ψ2)
∣∣∣∣∣∣∣ . (1− η)
2 1µ
1 + y2
‖ψ1 − ψ2‖∗∗
µσ0
1 + |y|α
. (1− η)
log(1 + |y|)
1 + |y|
‖ψ1 − ψ2‖∗∗
µ0(t)
σ−1
1 + |y|1+α
. µ0(t0)
ε‖ψ1 − ψ2‖∗∗
µ0(t)
σ−1
1 + |y|1+α
.
Proof of (5.25): We have∣∣∣∣∣∣ 1π
∫
R
[
ψ1(x) · ω
(
x−ξ
µ
)
− ψ1(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
−
1
π
∫
R
[
ψ2(x) · ω
(
x−ξ
µ
)
− ψ2(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
∣∣∣∣∣∣
=
∣∣∣∣∣∣ 1π
∫
R
[
(ψ1(x) − ψ2(x)) · ω
(
x−ξ
µ
)
− (ψ1(s)− ψ2(s)) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
∣∣∣∣∣∣
.
1
π
∫
R
∣∣∣ω (x−ξµ )− ω ( s−ξµ )∣∣∣2
|x− s|2
ds |ψ1(x)− ψ2(x)|
+
1
2π
∫
R
|(ψ1(x)− ψ2(x))− (ψ1(s)− ψ2(s))|
∣∣∣ω (x−ξµ )− ω ( s−ξµ )∣∣∣2
|x− s|2
ds
.
µ−10
1 + |y|2
|ψ1(x)− ψ2(x)|
+
1
2π
∫
R
|(ψ1(x)− ψ2(x))− (ψ1(s)− ψ2(s))|
∣∣∣ω (x−ξµ )− ω ( s−ξµ )∣∣∣2
|x− s|2
ds
. ‖ψ1 − ψ2‖∗∗µ
σ−1
0 (t)
log(1 + |y|)
1 + |y|2
. ‖ψ1 − ψ2‖∗∗
µ0(t)
σ−1
1 + |y|α+1
log(1 + |y|)
1 + |y|1−α
. µ0(t0)
ε‖ψ1 − ψ2‖∗∗
µ0(t)
σ−1
1 + |y|1+α
.
Proof of (5.26): Similar to the proof of (5.25), we have∣∣∣∣∣∣
 1
π
∫
R
[
ψ1(x) · ω
(
x−ξ
µ
)
− ψ1(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
)
−
 1
π
∫
R
[
ψ2(x) · ω
(
x−ξ
µ
)
− ψ2(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
)∣∣∣∣∣∣
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. µ0(t0)
ε‖ψ1 − ψ2‖∗∗
µ0(t)
σ−1
1 + |y|1+α
.
Proof of (5.27): Using the decay of φ and ψ, we estimate the nonlinear term∣∣NU (ΠU⊥ [Φ0 + Z∗ + ηφ+ ψ1])−NU (ΠU⊥ [Z∗ + φ+ ηφ+ ψ2])∣∣ =∣∣∣∣( 1π
∫
R
(a(ΠU⊥ϕ1)(x)U(x) − a(ΠU⊥ϕ1)(s)U(s)) · (U(x) + ΠU⊥ϕ1(x) − U(s)−ΠU⊥ϕ1(s))
|x− s|2
ds
+
1
π
∫
R
(U(x) − U(s)) · (ΠU⊥ϕ1(x) −ΠU⊥ϕ1(s))
|x− s|2
ds
+
1
2π
∫
R
(ΠU⊥ϕ1(x)−ΠU⊥ϕ1(s)) · (ΠU⊥ϕ1(x) −ΠU⊥ϕ1(s))
|x− s|2
ds
+
1
2π
∫
R
(a(ΠU⊥ϕ1)(x)U(x) − a(ΠU⊥ϕ1)(s)U(s)) · (a(ΠU⊥ϕ1)(x)U(x) − a(ΠU⊥ϕ1)(s)U(s))
|x− s|2
ds
)
ΠU⊥ϕ1
− a(ΠU⊥ϕ1)Ut −
1
π
∫
R
(a(ΠU⊥ϕ1)(x)− a(ΠU⊥ϕ1)(s)) · (U(x) − U(s))
|x− s|2
ds
−
(
1
π
∫
R
(a(ΠU⊥ϕ2)(x)U(x) − a(ΠU⊥ϕ2)(s)U(s)) · (U(x) + ΠU⊥ϕ2(x)− U(s)−ΠU⊥ϕ2(s))
|x− s|2
ds
+
1
π
∫
R
(U(x) − U(s)) · (ΠU⊥ϕ2(x) −ΠU⊥ϕ2(s))
|x− s|2
ds
+
1
2π
∫
R
(ΠU⊥ϕ2(x)−ΠU⊥ϕ2(s)) · (ΠU⊥ϕ2(x) −ΠU⊥ϕ2(s))
|x− s|2
ds
+
1
2π
∫
R
(a(ΠU⊥ϕ2)(x)U(x) − a(ΠU⊥ϕ2)(s)U(s)) · (a(ΠU⊥ϕ2)(x)U(x) − a(ΠU⊥ϕ2)(s)U(s))
|x− s|2
ds
)
ΠU⊥ϕ2
+a(ΠU⊥ϕ2)Ut +
1
π
∫
R
(a(ΠU⊥ϕ2)(x)− a(ΠU⊥ϕ2)(s)) · (U(x) − U(s))
|x− s|2
ds
∣∣∣∣ ,
with ϕ1 = ηφ+ ψ1 and ϕ2 = ηφ+ ψ2. A typical term is(
1
π
∫
R
(a(ΠU⊥ϕ1)(x)U(x) − a(ΠU⊥ϕ1)(s)U(s)) · (U(x) + ΠU⊥ϕ1(x) − U(s)−ΠU⊥ϕ1(s))
|x− s|2
ds
)
ΠU⊥ϕ1
−
(
1
π
∫
R
(a(ΠU⊥ϕ2)(x)U(x) − a(ΠU⊥ϕ2)(s)U(s)) · (U(x) + ΠU⊥ϕ2(x)− U(s)−ΠU⊥ϕ2(s))
|x− s|2
ds
)
ΠU⊥ϕ2.
We compute it as(
1
π
∫
R
(a(ΠU⊥ϕ1)(x)U(x) − a(ΠU⊥ϕ1)(s)U(s)) · (U(x) + ΠU⊥ϕ1(x) − U(s)−ΠU⊥ϕ1(s))
|x− s|2
ds
)
ΠU⊥ϕ1
−
(
1
π
∫
R
(a(ΠU⊥ϕ2)(x)U(x) − a(ΠU⊥ϕ2)(s)U(s)) · (U(x) + ΠU⊥ϕ2(x)− U(s)−ΠU⊥ϕ2(s))
|x− s|2
ds
)
ΠU⊥ϕ2
=
(
1
π
∫
R
(a(ΠU⊥ϕ1)(x)U(x) − a(ΠU⊥ϕ1)(s)U(s)) · (U(x) + ΠU⊥ϕ1(x) − U(s)−ΠU⊥ϕ1(s))
|x− s|2
ds
−
1
π
∫
R
(a(ΠU⊥ϕ2)(x)U(x) − a(ΠU⊥ϕ2)(s)U(s)) · (U(x) + ΠU⊥ϕ2(x)− U(s)−ΠU⊥ϕ2(s))
|x− s|2
ds
)
ΠU⊥ϕ1
+
1
π
∫
R
(a(ΠU⊥ϕ2)(x)U(x) − a(ΠU⊥ϕ2)(s)U(s)) · (U(x) + ΠU⊥ϕ2(x)− U(s)−ΠU⊥ϕ2(s))
|x− s|2
ds
)
(ΠU⊥ϕ1 −ΠU⊥ϕ2) .
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The term(
1
π
∫
R
(a(ΠU⊥ϕ1)(x)U(x) − a(ΠU⊥ϕ1)(s)U(s)) · (U(x) + ΠU⊥ϕ1(x) − U(s)−ΠU⊥ϕ1(s))
|x− s|2
ds
−
1
π
∫
R
(a(ΠU⊥ϕ2)(x)U(x) − a(ΠU⊥ϕ2)(s)U(s)) · (U(x) + ΠU⊥ϕ2(x)− U(s)−ΠU⊥ϕ2(s))
|x− s|2
ds
)
ΠU⊥ϕ1
=
(
1
π
∫
R
(a(ΠU⊥ϕ1)(x)U(x) − a(ΠU⊥ϕ1)(s)U(s)) · (U(x) + ΠU⊥ϕ1(x) − U(s)−ΠU⊥ϕ1(s))
|x− s|2
ds
−
1
π
∫
R
(a(ΠU⊥ϕ2)(x)U(x) − a(ΠU⊥ϕ2)(s)U(s)) · (U(x) + ΠU⊥ϕ1(x)− U(s)−ΠU⊥ϕ1(s))
|x− s|2
ds
+
1
π
∫
R
(a(ΠU⊥ϕ2)(x)U(x) − a(ΠU⊥ϕ2)(s)U(s)) · (U(x) + ΠU⊥ϕ1(x)− U(s)−ΠU⊥ϕ1(s))
|x− s|2
ds
−
1
π
∫
R
(a(ΠU⊥ϕ2)(x)U(x) − a(ΠU⊥ϕ2)(s)U(s)) · (U(x) + ΠU⊥ϕ2(x)− U(s)−ΠU⊥ϕ2(s))
|x− s|2
ds
)
ΠU⊥ϕ1.
Furthermore,∣∣∣∣( 1π
∫
R
(a(ΠU⊥ϕ1)(x)U(x) − a(ΠU⊥ϕ1)(s)U(s)) · (U(x) + ΠU⊥ϕ1(x) − U(s)−ΠU⊥ϕ1(s))
|x− s|2
ds
−
1
π
∫
R
(a(ΠU⊥ϕ2)(x)U(x) − a(ΠU⊥ϕ2)(s)U(s)) · (U(x) + ΠU⊥ϕ1(x)− U(s)−ΠU⊥ϕ1(s))
|x− s|2
ds
)
ΠU⊥ϕ1
∣∣∣∣
.
∣∣∣∣( 1π
∫
R
(a(ΠU⊥ϕ2)(s)U(s) − a(ΠU⊥ϕ1)(s)U(s)) · (U(x) + ΠU⊥ϕ1(x)− U(s)−ΠU⊥ϕ1(s))
|x− s|2
ds
−
1
π
∫
R
U(x) + ΠU⊥ϕ1(x) − U(s)−ΠU⊥ϕ1(s)
|x− s|2
ds(a(ΠU⊥ϕ2)(x)U(x) − a(ΠU⊥ϕ1)(x)U(x))·
)
ΠU⊥ϕ1
∣∣∣∣
.
∣∣∣∣( 1π
∫
R
(a(ΠU⊥ϕ2)(s) − a(ΠU⊥ϕ1)(s))U(s) · (U(x) + ΠU⊥ϕ1(x)− U(s)−ΠU⊥ϕ1(s))
|x− s|2
ds
−
1
π
∫
R
U(x) + ΠU⊥ϕ1(x) − U(s)−ΠU⊥ϕ1(s)
|x− s|2
ds(a(ΠU⊥ϕ2)(x) − a(ΠU⊥ϕ1)(x))U(x)·
)
ΠU⊥ϕ1
∣∣∣∣
. µ0(t0)
ε(‖ψ1‖∗∗ + ‖ψ2‖∗∗ + ‖φ‖α,σ)‖ψ1 − ψ2‖∗∗
µσ−10 (t)
1 + |y|1+α
and∣∣∣∣( 1π
∫
R
(a(ΠU⊥ϕ2)(x)U(x) − a(ΠU⊥ϕ2)(s)U(s)) · (U(x) + ΠU⊥ϕ1(x) − U(s)−ΠU⊥ϕ1(s))
|x− s|2
ds
−
1
π
∫
R
(a(ΠU⊥ϕ2)(x)U(x) − a(ΠU⊥ϕ2)(s)U(s)) · (U(x) + ΠU⊥ϕ2(x)− U(s)−ΠU⊥ϕ2(s))
|x− s|2
ds
)∣∣∣∣ΠU⊥ϕ1
=
∣∣∣∣( 1π
∫
R
(a(ΠU⊥ϕ2)(x)U(x) − a(ΠU⊥ϕ2)(s)U(s)) · (ΠU⊥ϕ1(x)−ΠU⊥ϕ2(x)−ΠU⊥ϕ1(s) + ΠU⊥ϕ2(s))
|x− s|2
ds
)∣∣∣∣ΠU⊥ϕ1
≤
∣∣∣∣( 1π
∫
R
(a(ΠU⊥ϕ2)(x)U(x) − a(ΠU⊥ϕ2)(s)U(s)) · (ΠU⊥ϕ1(x)−ΠU⊥ϕ2(x))
|x− s|2
ds
)∣∣∣∣ΠU⊥ϕ1
+
∣∣∣∣( 1π
∫
R
(a(ΠU⊥ϕ2)(x)U(x) − a(ΠU⊥ϕ2)(s)U(s)) · (ΠU⊥ϕ1(s)−ΠU⊥ϕ2(s))
|x− s|2
ds
)∣∣∣∣ΠU⊥ϕ1
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. µ0(t0)
ε(‖ψ1‖∗∗ + ‖ψ2‖∗∗ + ‖φ‖α,σ)‖ψ1 − ψ2‖∗∗
µσ−10 (t)
1 + |y|1+α
.
Analogously, we have the same estimate for the other integral terms and finally get∣∣NU (ΠU⊥ [Φ0 + Z∗ + ηφ+ ψ1])−NU (ΠU⊥ [Z∗ + φ+ ηφ+ ψ2])∣∣
. µ0(t0)
ε(‖ψ1‖∗∗ + ‖ψ2‖∗∗ + ‖φ‖α,σ)‖ψ1 − ψ2‖∗∗
µσ−10 (t)
1 + |y|1+α
.
Hence
‖A(ψ1)−A(ψ2)‖∗∗ ≤ C‖ψ1 − ψ2‖∗∗
holds with C < 1 when t0 is sufficiently large. Therefore, if t0 is sufficiently large, the operator A is a
contraction map in B. By the Contraction Mapping Theorem, we get the existence part of Proposition 5.1.
(5.13) follows directly from (5.8). This completes the proof.
Proposition 5.2. Under the assumptions in Proposition 5.1, Ψ depends smoothly on the parameters λ, ξ, λ˙,
ξ˙, φ. For y = x−ξµ0 , we have the following estimates∣∣∂λΨ[λ, ξ, λ˙, ξ˙, φ][λ¯](x, t)∣∣ . e−εt0‖λ¯‖1+σ µσ(t) log(1 + |y|)
1 + |y|α
, (5.28)
∣∣∂ξΨ[λ, ξ, λ˙, ξ˙, φ][ξ¯](x, t)∣∣ . e−εt0‖ξ¯‖1+σ µσ(t) log(1 + |y|)
1 + |y|α
, (5.29)
∣∣∂ξ˙Ψ[λ, ξ, λ˙, ξ˙, φ][ ˙¯ξ](x, t)∣∣ . e−εt0‖ ˙¯ξ‖1+σ µσ(t) log(1 + |y|)1 + |y|α , (5.30)∣∣∂λ˙Ψ[λ, ξ, λ˙, ξ˙, φ][ ˙¯λ](x, t)∣∣ . e−εt0‖ ˙¯λ‖1+σ µσ(t) log(1 + |y|)1 + |y|α , (5.31)∣∣∂φΨ[λ, ξ, λ˙, ξ˙, φ][φ¯](x, t)∣∣ . e−εt0‖φ¯(t)‖α,σ µσ(t) log(1 + |y|)
1 + |y|α
. (5.32)
Proof. Step 1. Proof of (5.28) and (5.29): From Proposition 5.1, the function Ψ[λ] is a solution to (4.4)
for all λ satisfying (5.3). Differentiating (4.4) with respect to λ, we obtain a nonlinear equation, from the
Implicit Function Theorem, the solutions are given by ∂λΨ[λ¯](x, t). Denoting Z := ∂λΨ[λ¯](x, t), then Z is
a solution of the following nonlinear problem
∂tψ = (−∆)
1
2ψ + g(x, t) in R× [t0,+∞) (5.33)
with
g(x, t) = (1− η)
∂
∂λ¯
 2
1
µ
1 +
∣∣∣x−ξµ ∣∣∣2ψ −
1
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
+
 1
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
)
+NU (ΠU⊥ [Φ
0 + Z∗ + ηφ+ ψ]) + (1− η)ΠU⊥E
∗
−
1
π
∫
R
(η(x) − η(s))
[
φ
(
s−ξ(t)
µ0(t)
, t
)
· ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds+
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 1
π
∫
R
(η(x) − η(s))
[
φ
(
s−ξ(t)
µ0(t)
, t
)
· ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
) [λ¯].
If we define ‖Z‖∗ as the leastM > 0 such that
|Z(x, t)| . M‖λ¯‖1+σ
µσ0 (t) log(1 + |y|)
1 + |y|α
,
then we have the following estimates∣∣∣∣∣∣∣
∂
∂λ¯
 2 1µ
1 +
∣∣∣x−ξµ ∣∣∣2ψ
 [λ¯]
∣∣∣∣∣∣∣ . e−εt0 (1 + ‖Z‖∗)
µσ−10
1 + |y|1+α
‖λ¯‖1+σ, (5.34)
∣∣(ΠU⊥E∗) [λ¯]∣∣ . e−εt0 µσ−10 (t)1 + |y|1+α ‖λ¯‖1+σ, (5.35)∣∣∣∣∣∣ ∂∂λ¯
− 1π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
 [λ¯]
∣∣∣∣∣∣
. e−εt0(1 + ‖Z‖∗)
µσ−10 (t)
1 + |y|1+α
‖λ¯‖1+σ,
(5.36)
∣∣∣∣∣∣ ∂∂λ¯

 1
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
) [λ¯]
∣∣∣∣∣∣
. e−εt0(1 + ‖Z‖∗)
µσ−10 (t)
1 + |y|1+α
‖λ¯‖1+σ,
(5.37)
∣∣∣∣ ∂∂λ¯NU (ΠU⊥ [Φ0 + Z∗ + ηφ+ ψ])
∣∣∣∣ . e−εt0 µσ−10 (t)1 + |y|1+α ‖λ¯‖1+σ + ‖Z‖∗e−εt0 µσ−10 (t)1 + |y|1+α ‖λ¯‖1+σ,
(5.38)
∣∣∣∣∣∣ ∂∂λ¯
 1π
∫
R
(η(x) − η(s))
[
φ
(
s−ξ(t)
µ0(t)
, t
)
· ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds

∣∣∣∣∣∣ . e−εt0‖λ¯‖1+σ µ0(t)
σ−1
1 + |y|1+α
,
(5.39)
∣∣∣∣∣∣ ∂∂λ¯

 1
π
∫
R
(η(x) − η(s))
[
φ
(
s−ξ(t)
µ0(t)
, t
)
· ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
)
∣∣∣∣∣∣
. e−εt0‖λ¯‖1+σ
µ0(t)
σ−1
1 + |y|1+α
.
(5.40)
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Proof of (5.34): We have∣∣∣∣∣∣∣
∂
∂λ¯
 2 1µ
1 +
∣∣∣x−ξµ ∣∣∣2ψ
 [λ¯]
∣∣∣∣∣∣∣
.
1
µ
1 + |y|2
∣∣∣∣ψ λ¯µ + Z
∣∣∣∣
.
1
µ
1 + |y|2
λ¯
µ
‖ψ‖∗∗
µσ0 log(1 + |y|)
1 + |y|α
+
1
µ
1 + |y|2
‖Z‖∗
µσ0 log(1 + |y|)
1 + |y|α
‖λ¯‖1+σ
. e−εt0 (1 + ‖Z‖∗)
µσ−10
1 + |y|1+α
‖λ¯‖1+σ.
Proof of (5.35): From Section 2.4, we have∣∣(ΠU⊥E∗) [λ¯]∣∣ . 11 + |y|1+α
∣∣∣∣ λ¯µ
∣∣∣∣ . e−εt0 µσ−101 + |y|1+α ‖λ¯‖1+σ.
Proof of (5.36): We have∣∣∣∣∣∣ ∂∂λ¯
− 1π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
 [λ¯]
∣∣∣∣∣∣
=
λ¯
µ
∣∣∣∣∣∣
− 1π
∫
R
[
ψ(x) ·
(
∇ω
(
x−ξ
µ
)
·
(
x−ξ
µ
))
− ψ(s) ·
(
∇ω
(
s−ξ
µ
)
·
(
s−ξ
µ
))] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds

∣∣∣∣∣∣
+
λ¯
µ
∣∣∣∣∣∣
− 1π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [(
∇ω
(
x−ξ
µ
)
·
(
x−ξ
µ
))
−
(
∇ω
(
x−ξ
µ
)
·
(
x−ξ
µ
))]
|x− s|2
ds

∣∣∣∣∣∣
+
∣∣∣∣∣∣ 1π
∫
R
[
Z(x) · ω
(
x−ξ
µ
)
− Z(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
∣∣∣∣∣∣
.
∣∣∣∣ λ¯µ
∣∣∣∣ ‖ψ‖∗∗µσ0 (t)1 + |y|2 + ‖Z‖∗µσ0 (t)1 + |y|2 ‖λ¯‖1+σ . e−εt0(1 + ‖Z‖∗) µσ−10 (t)1 + |y|1+α ‖λ¯‖1+σ.
Proof of (5.37): We have∣∣∣∣∣∣ ∂∂λ¯

 1
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
) [λ¯]
∣∣∣∣∣∣
=
λ¯
µ
∣∣∣∣∣∣
− 1π
∫
R
[
ψ(x) ·
(
∇ω
(
x−ξ
µ
)
·
(
x−ξ
µ
))
− ψ(s) ·
(
∇ω
(
s−ξ
µ
)
·
(
s−ξ
µ
))] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds

∣∣∣∣∣∣
+
λ¯
µ
∣∣∣∣∣∣
− 1π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [(
∇ω
(
x−ξ
µ
)
·
(
x−ξ
µ
))
−
(
∇ω
(
x−ξ
µ
)
·
(
x−ξ
µ
))]
|x− s|2
ds

∣∣∣∣∣∣
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+
λ¯
µ
∣∣∣∣∣∣

 1
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds ·
(
∇ω
(
x− ξ
µ
)
·
(
x− ξ
µ
))ω(x− ξ
µ
)
∣∣∣∣∣∣
+
λ¯
µ
∣∣∣∣∣∣

 1
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)(∇ω(x− ξ
µ
)
·
(
x− ξ
µ
))
∣∣∣∣∣∣
+
∣∣∣∣∣∣
 1
π
∫
R
[
Z(x) · ω
(
x−ξ
µ
)
− Z(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
)∣∣∣∣∣∣
.
∣∣∣∣ λ¯µ
∣∣∣∣ ‖ψ‖∗∗µσ0 (t)1 + |y|2 + ‖Z‖∗µσ0 (t)1 + |y|2 ‖λ¯‖1+σ . e−εt0(1 + ‖Z‖∗) µσ−10 (t)1 + |y|1+α ‖λ¯‖1+σ.
Proof of (5.38): We have∣∣∣∣ ∂∂λ¯ {NU (ΠU⊥ [Z∗ + ϕ])}
∣∣∣∣
=
∣∣∣∣ ∂∂λ¯
{(
1
π
∫
R
(a(x)U(x) − a(s)U(s)) · (U(x) + ΠU⊥ϕ(x) − U(s)−ΠU⊥ϕ(s))
|x− s|2
ds
+
1
π
∫
R
(U(x)− U(s)) · (ΠU⊥ϕ(x) −ΠU⊥ϕ(s))
|x− s|2
ds
+
1
2π
∫
R
(ΠU⊥ϕ(x) −ΠU⊥ϕ(s)) · (ΠU⊥ϕ(x) −ΠU⊥ϕ(s))
|x− s|2
ds
+
1
2π
∫
R
(a(x)U(x) − a(s)U(s)) · (a(x)U(x) − a(s)U(s))
|x− s|2
ds
)
ΠU⊥ϕ
−aUt −
1
π
∫
R
(a(x) − a(s)) · (U(x)− U(s))
|x− s|2
ds
}∣∣∣∣ .
A typical term is ∣∣∣∣ ∂∂λ¯
{(
a(x)
1
π
∫
R
(U(x)− U(s)) · (U(x)− U(s))
|x− s|2
ds
)
ΠU⊥ϕ
}∣∣∣∣
=
∣∣∣∣ ∂∂λ¯
{(
a(x)
µ−1
1 + |y|2
)
ΠU⊥ϕ
}∣∣∣∣
.
∣∣∣∣( ∂∂λ¯a(x)
)
µ−1
1 + |y|2
ΠU⊥ϕ
∣∣∣∣
+
∣∣∣∣a(x)( ∂∂λ¯ µ−11 + |y|2
)
ΠU⊥ϕ
∣∣∣∣ + ∣∣∣∣a(x) µ−11 + |y|2
(
∂
∂λ¯
ΠU⊥ϕ
)∣∣∣∣
. e−εt0
µσ−10 (t)
1 + |y|1+α
‖λ¯‖1+σ + ‖Z‖∗e
−εt0
µσ−10 (t)
1 + |y|1+α
‖λ¯‖1+σ.
The estimates of the other integrals are similar.
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Proof of (5.39):∣∣∣∣∣∣ ∂∂λ¯
 1π
∫
R
(η(x) − η(s))
[
φ
(
s−ξ(t)
µ0(t)
, t
)
· ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds

∣∣∣∣∣∣
.
∣∣∣∣ λ¯µ
∣∣∣∣
∣∣∣∣∣∣
∫
R
(η(x) − η(s))
[
φ
(
s−ξ(t)
µ0(t)
, t
)
·
(
∇ω
(
s−ξ
µ
)
·
(
s−ξ
µ
))] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
∣∣∣∣∣∣
+
∣∣∣∣ λ¯µ
∣∣∣∣
∣∣∣∣∣∣
∫
R
(η(x) − η(s))
[
φ
(
s−ξ(t)
µ0(t)
, t
)
· ω
(
s−ξ
µ
)] [(
∇ω
(
x−ξ
µ
)
·
(
x−ξ
µ
))
−
(
∇ω
(
s−ξ
µ
)
·
(
s−ξ
µ
))]
|x− s|2
ds
∣∣∣∣∣∣
. e−εt0‖φ‖α,σ‖λ¯‖1+σ
µ0(t)
σ−1
1 + |y|2
. e−εt0‖λ¯‖1+σ
µ0(t)
σ−1
1 + |y|1+α
.
The proof of (5.40) is similar.
Now we consider the fixed point problem corresponding to (5.33). By similar arguments as Proposition
5.1, one can show that the operatorA1
A1(Z) := T (g(Z))
has a fixed point in the set of functions satisfying
|Z(x, t)| ≤Me−εt0
µσ0 (t) log(1 + |y|)
1 + |y|α
‖λ¯‖1+σ
whenM is a fixed large constant. Therefore, the estimate (5.28) for ∂λ1Ψ[λ¯1] holds. The proof of (5.29) is
similar.
Step 2. Proof of (5.30) and (5.31): Differentiating (4.4) with respect to ξ˙, we obtain a nonlinear equation,
from the Implicit Function Theorem, the solutions are given by V := ∂ξ˙Ψ[
˙¯ξ](x, t) and it is a solution of
∂tψ = (−∆)
1
2ψ + g(x, t) in R× [t0,+∞)
with
g(x, t) =
∂
∂ξ˙
(1 − η)
 2 1µ
1 +
∣∣∣x−ξµ ∣∣∣2ψ −
1
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
+
 1
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
) [ ˙¯ξ]
+ η
˙¯ξ
µ0
· ∇yφ.
Define ‖V ‖∗∗∗ as the leastM > 0 such that
|V (x, t)| . M‖ ˙¯ξ‖1+σ
µσ0 (t) log(1 + |y|)
1 + |y|α
.
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Since ∣∣∣∣∣∣∣
∂
∂ξ˙
(1− η) 2 1µ
1 +
∣∣∣x−ξµ ∣∣∣2ψ
 [ ˙¯ξ]
∣∣∣∣∣∣∣ . ‖V ‖∗∗∗‖ ˙¯ξ‖1+σ
µσ−10 (t) log(1 + |y|)
1 + |y|α+2
. e−εt0‖V ‖∗∗∗‖
˙¯ξ‖1+σ
µσ−10 (t)
1 + |y|1+α
,∣∣∣∣∣∣ ∂∂ξ˙
(1− η) 1
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
 [ ˙¯ξ]
∣∣∣∣∣∣
. ‖V ‖∗∗∗‖
˙¯ξ‖1+σµ
σ−1
0 (t)
(
log(1 + |y|)
1 + |y|α+2
+
1
1 + |y|2
)
. e−εt0‖V ‖∗∗∗‖
˙¯ξ‖1+σ
µσ−10 (t)
1 + |y|1+α
,∣∣∣∣∣∣ ∂∂ξ˙
(1 − η)
 1
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
) [ ˙¯ξ]
∣∣∣∣∣∣
. ‖V ‖∗∗∗‖
˙¯ξ‖1+σµ
σ−1
0 (t)
(
log(1 + |y|)
1 + |y|α+2
+
1
1 + |y|2
)
. e−εt0‖V ‖∗∗∗‖
˙¯ξ‖1+σ
µσ−10 (t)
1 + |y|1+α
,∣∣∣∣∣η ˙¯ξµ0 · ∇yφ
∣∣∣∣∣ . e−εt0‖ ˙¯ξ‖1+σ ‖φ‖α,σµσ0 (t)1 + |y|1+α . e−εt0‖ ˙¯ξ‖1+σ µσ−10 (t)1 + |y|1+α ,
the same reason as Step 1 gives us the desired estimate. The proof of (5.31) is similar.
Step 3. Proof of (5.32): Differentiating (4.4) with respect to φ, we knowW := ∂φΨ[φ¯](x, t) satisfies
∂tψ = (−∆)
1
2ψ + g(x, t) in R× [t0,+∞)
with
g(x, t) =
∂
∂φ
(1− η)
 2 1µ
1 +
∣∣∣x−ξµ ∣∣∣2ψ −
1
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
+
 1
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
)
+
µ˙0
µ0
ηy · ∇yφ+ η
ξ˙
µ0
· ∇yφ+NU (ΠU⊥ [Φ
0 + Z∗ + ηφ+ ψ])
−
[
(−∆)
1
2 η
]
φ− ∂tηφ
(
x− ξ(t)
µ0(t)
)
+
1
π
∫
R
(η(x) − η(s))
(
φ
(
x−ξ(t)
µ0(t)
, t
)
− φ
(
s−ξ(t)
µ0(t)
, t
))
|x− s|2
ds
−
1
π
∫
R
(η(x) − η(s))
[
φ
(
s−ξ(t)
µ0(t)
, t
)
· ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds+
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 1
π
∫
R
(η(x) − η(s))
[
φ
(
s−ξ(t)
µ0(t)
, t
)
· ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
) [φ¯].
If we define ‖W‖∗∗∗∗ as the leastM > 0 such that
|W (x, t)| . M‖φ¯(t)‖α,σ
µσ0 (t) log(1 + |y|)
1 + |y|α
,
then we have ∣∣∣∣∣∣∣
∂
∂φ
(1− η) 2 1µ
1 +
∣∣∣x−ξµ ∣∣∣2ψ
 [φ¯]
∣∣∣∣∣∣∣ . ‖W‖∗∗∗∗‖φ¯(t)‖α,σ
µσ−10 (t) log(1 + |y|)
1 + |y|α+2
. e−εt0‖W‖∗∗∗∗‖φ¯‖α,σ
µσ−10 (t)
1 + |y|1+α
,
∣∣∣∣∣∣ ∂∂φ
1− η
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
 [φ¯]
∣∣∣∣∣∣
. ‖W‖∗∗∗∗‖φ¯(t)‖α,σµ
σ−1
0 (t)
(
log(1 + |y|)
1 + |y|α+2
+
1
1 + |y|2
)
. e−εt0‖W‖∗∗∗∗‖φ¯‖α,σ
µσ−10 (t)
1 + |y|1+α
,∣∣∣∣∣∣ ∂∂φ
(1− η)
 1
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
) [φ¯]
∣∣∣∣∣∣
. ‖W‖∗∗∗∗‖φ¯(t)‖α,σµ
σ−1
0 (t)
(
log(1 + |y|)
1 + |y|α+2
+
1
1 + |y|2
)
. e−εt0‖W‖∗∗∗∗‖φ¯‖α,σ
µσ−10 (t)
1 + |y|1+α
,∣∣∣∣ ∂∂φ
(
µ˙0
µ0
ηy · ∇yφ
)
[φ¯]
∣∣∣∣ . ‖φ¯‖α,σ µσ0 (t)1 + |y|α . e−εt0‖φ¯‖α,σ µσ−10 (t)1 + |y|1+α ,∣∣∣∣∣ ∂∂φ
(
η
ξ˙
µ0
· ∇yφ
)
[φ¯]
∣∣∣∣∣ . e−εt0‖φ¯‖α,σ µσ−10 (t)1 + |y|1+α ,∣∣∣∣ ∂∂φ ([(−∆) 12 η]φ) [φ¯]
∣∣∣∣ . ‖φ¯‖α,σ µσ0 (t)1 + |y|2+α . e−εt0‖φ¯‖α,σ µσ−10 (t)1 + |y|1+α ,∣∣∣∣ ∂∂φ
(
∂tηφ
(
x− ξ(t)
µ0(t)
))
[φ¯]
∣∣∣∣ . ‖φ¯‖α,σ µσ0 (t)1 + |y|α . e−εt0‖φ¯‖α,σ µσ−10 (t)1 + |y|1+α ,∣∣∣∣∣∣ ∂∂φ
 1
π
∫
R
(η(x) − η(s))
(
φ
(
x−ξ(t)
µ0(t)
, t
)
− φ
(
s−ξ(t)
µ0(t)
, t
))
|x− s|2
ds
 [φ¯]
∣∣∣∣∣∣ . ‖φ¯‖α,σ µ
σ
0 (t)
1 + |y|2
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. e−εt0‖φ¯‖α,σ
µσ−10 (t)
1 + |y|1+α
,∣∣∣∣∣∣ ∂∂φ
 1
π
∫
R
(η(x) − η(s))
[
φ
(
s−ξ(t)
µ0(t)
, t
)
· ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
 [φ¯]
∣∣∣∣∣∣
. ‖φ¯‖α,σ
µσ0 (t)
1 + |y|2
. e−εt0‖φ¯‖α,σ
µσ−10 (t)
1 + |y|1+α
,∣∣∣∣∣∣ ∂∂φ
 1
π
∫
R
(η(x) − η(s))
[
φ
(
s−ξ(t)
µ0(t)
, t
)
· ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
) [φ¯]
∣∣∣∣∣∣
. ‖φ¯‖α,σ
µσ0 (t)
1 + |y|2
. e−εt0‖φ¯‖α,σ
µσ−10 (t)
1 + |y|1+α
and ∣∣∣∣ ∂∂φ (NU (ΠU⊥ [Φ0 + Z∗ + ηφ+ ψ])) [φ¯]
∣∣∣∣ . µ0(t0)ε µ−101 + |y|2 (|φ¯(y)|+ |W |)
. e−εt0(1 + ‖W‖∗∗∗∗)‖φ¯‖α,σ
µσ−10 (t)
1 + |y|1+α
.
By the same reason as Step 1 we get (5.32).
6 The inner problem
Let ψ = Ψ[λ, ξ, λ˙, ξ˙, φ] be the solution of (4.4) given by Proposition 5.1 and insert this term into (4.5), then
our main problem is reduced to the solvability of{
∂τφ = Lω[φ](y) +H [λ, ξ, λ˙, ξ˙, φ](y, t(τ)) in B2R(0)× [τ0,∞),
φ = 0 in B2R(0)× {τ0},
(6.1)
with
H [λ, ξ, λ˙, ξ˙, φ](y, t) = µ0ΠU⊥E
∗(ξ + µ0y, t) +
2µ0µ
1 +
∣∣∣µ0µ y∣∣∣2Πω⊥ψ
−
µ0
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
+
µ0
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
)
+B1[φ] +B2[φ] +B3[φ].
We will prove in this section that (6.1) is solvable for functions φ satisfying condition (5.11) when ξ and
λ are chosen so thatH [λ, ξ, λ˙, ξ˙, φ](y, t(τ)) satisfies the following L2-orthogonality conditions∫
B2R
H [λ, ξ, λ˙, ξ˙, φ](y, t(τ))Zl(y)dy = 0
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for all τ ≥ τ0 and l = 2, 3. Our main tool is the Contraction Mapping Theorem, to do this, we first need a
linear theory which is the context of next section.
6.1 The linear theory
In this subsection, we consider the nonlocal initial value problem
∂τφ = Lω[φ](y) + h(y, τ) in B2R(0)× [τ0,∞),
φ(·, τ0) = 0 in B2R(0),
φ(y, τ) · ω(y) = 0 in B2R(0)× [τ0,∞)
(6.2)
for a large number R > 0. Note that we do not add boundary conditions to (6.2), so we only need to find a
solution φ defined on R × [τ0,+∞) such that (6.2) is satisfied, thus −(−∆)
1
2φ and other integrals on R is
well defined.
For a fixed constant η ∈ (12 , 1), define
‖h‖a,ν,η := sup
τ>τ0
sup
y∈B2R
τν(1 + |y|a)(|h(y, τ)| + (1 + |y|η)χ{|y|≤2R}[h(·, τ)]η,B2R(0)).
In the following, we assume h = h(y, τ) is a function defined in R which is zero outside of B2R(0) for any
τ > τ0. The main result of this subsection is
Proposition 6.1. Suppose a ∈ (0, 1), ν > 0, ‖h‖1+a,ν,η < +∞ and∫
B2R
h(y, τ) · Zj(y)dy = 0 for all τ ∈ [τ0,+∞), j = 2, 3.
Then for sufficiently large R, there exist φ = φ[h](y, τ) defined on R× [τ0,+∞) satisfying (6.2) and
(1 + |y|)|∇yφ|χ{|y|≤R} + |φ| . τ
−ν(1 + |y|)−a‖h‖1+a,ν,η, τ ∈ [τ0,+∞), y ∈ R.
Problem (6.2) is a system of two equations, but under the condition φ(y, τ) · ω(y) = 0, this system
can be reduced to a single equation for a scalar function. Since φ(y, τ) · ω(y) = 0, we can write φ as
φ(y, τ) = v(y, τ)Z1(y) for a scalar function v(y, τ). Then by direct computation, (6.2) becomes
∂τv(y, τ) = −(−∆)
1
2 v(y, τ) +
2
1 + y2
v(y, τ) −
2
π(1 + y2)
∫
R
v(s, τ)
1 + s2
ds+ g(y, τ) (6.3)
for a function g(y, τ) satisfies h(y, τ) = g(y, τ)Z1(y). Indeed, we have
(−∆)1/2φ(y, τ) =
1
π
∫
R
v(y, τ)Z1(y)− v(s, τ)Z1(s)
|y − s|2
ds
=
1
π
∫
R
v(y, τ)Z1(y)− v(s, τ)Z1(y) + v(s, τ)Z1(y)− v(s, τ)Z1(s)
|y − s|2
ds
= [(−∆)1/2v]Z1(y) +
1
π
∫
R
v(s, τ)(Z1(y)− Z1(s))
|y − s|2
ds.
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Since
1
π
∫
R
v(s, τ)(Z1(y)− Z1(s))
|y − s|2
ds · ω(y) =
1
π
∫
R
v(s, τ)(Z1(y) · ω(y)− Z1(s) · ω(y))
|y − s|2
ds
=
1
π
∫
R
v(s, τ)(Z1(s) · ω(s)− Z1(s) · ω(y))
|y − s|2
ds
=
1
π
∫
R
v(s, τ)Z1(s) · (ω(s)− ω(y))
|y − s|2
ds
=
1
π
∫
R
−φ(s, τ) · ω(y)
|y − s|2
ds
=
1
π
∫
R
φ(y, τ) − φ(s, τ)
|y − s|2
ds · ω(y)
= [(−∆)1/2φ(y, τ)] · ω(y)
and
1
π
∫
R
v(s, τ)(Z1(y)− Z1(s))
|y − s|2
ds · Z1(y) =
1
π
∫
R
v(s, τ)(Z1(y) · Z1(y)− Z1(s) · Z1(y))
|y − s|2
ds
=
1
π
∫
R
v(s, τ)(Z1(s) · Z1(s)− Z1(s) · Z1(y))
|y − s|2
ds
=
1
π
∫
R
v(s, τ)Z1(s) · (Z1(s)− Z1(y))
|y − s|2
ds
=
1
π
∫
R
φ(s, τ) · (Z1(s)− Z1(y))
|y − s|2
ds,
we have
(−∆)1/2φ(y, τ) = [(−∆)1/2v]Z1(y) + [[(−∆)
1/2φ(y, τ)] · ω(y)]ω(y)
+
[
1
π
∫
R
φ(s, τ) · (Z1(s)− Z1(y))
|y − s|2
ds
]
Z1(y).
So the left hand side of (6.2) becomes
− ∂τφ+ Lω[φ](y) = −∂τv(y, τ)Z1(y)
− [(−∆)1/2v]Z1(y)− [[(−∆)
1/2φ(y, τ)] · ω(y)]ω(y)−
[
1
π
∫
R
φ(s, τ) · (Z1(s)− Z1(y))
|y − s|2
ds
]
Z1(y)
+
(
1
2π
∫
R
|ω(y)− ω(s)|2
|y − s|2
ds
)
φ(y, τ) +
(
1
π
∫
R
(ω(y)− ω(s)) · (φ(y, τ) − φ(s, τ))
|y − s|2
ds
)
ω(y)
= −∂τv(y, τ)Z1(y)− [(−∆)
1/2v]Z1(y)−
[
1
π
∫
R
φ(s, τ) · (Z1(s)− Z1(y))
|y − s|2
ds
]
Z1(y)
+
(
1
2π
∫
R
|ω(y)− ω(s)|2
|y − s|2
ds
)
φ(y, τ)
= −∂τv(y, τ)Z1(y)− [(−∆)
1/2v]Z1(y)−
[
1
π
∫
R
φ(s, τ) · (Z1(s)− Z1(y))
|y − s|2
ds
]
Z1(y)
+
2
1 + |y|2
φ(y, τ).
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Moreover, we have
1
π
∫
R
φ(s, τ) · (Z1(s)− Z1(y))
|y − s|2
ds =
1
π
∫
R
v(s, τ)(1 − Z1(s) · Z1(y))
|y − s|2
ds
=
2
π(1 + y2)
∫
R
v(s, τ)
1 + s2
ds.
Therefore, (6.2) becomes
−∂τv(y, τ)− [(−∆)
1/2v]−
2
π(1 + y2)
∫
R
v(s, τ)
1 + s2
ds+
2
1 + |y|2
v(y, τ) + g(y, τ) = 0,
which is (6.3).
Hence Proposition 6.1 is equivalent to
Proposition 6.2. Suppose a ∈ (0, 1), ν > 0, ‖g‖1+a,ν,η < +∞ and∫
B2R
g(y, τ)
2
y2 + 1
dy =
∫
B2R
g(y, τ)
2y
y2 + 1
dy = 0 for all τ ∈ [τ0,+∞).
Then for sufficiently large R, there exists v = v[h](y, τ) defined on R× [τ0,+∞) satisfying (6.3) and
(1 + |y|)|∇yv|χ{|y|≤R} + |v| . τ
−ν(1 + |y|)−a‖g‖1+a,ν,η, τ ∈ [τ0,+∞), y ∈ R.
To prove this proposition, we first consider the following equation defined in the whole space{
∂τv = −(−∆)
1
2 v + 21+y2 v −
2
π(1+y2)
∫
R
v(s,τ)
1+s2 ds+ g in R× [τ0,+∞),
v(y, τ0) = 0 in R.
(6.4)
The following result is crucial in the proof.
Lemma 6.1. Suppose a ∈ (0, 1), ν > 0, ‖g‖1+a,ν,η < +∞ and∫
R
g(y, τ)
2
y2 + 1
dy =
∫
R
g(y, τ)
2y
y2 + 1
dy = 0 for all τ ∈ [τ0,+∞).
Then for any sufficiently large τ1 > τ0, the solution of (6.4) satisfies
‖v(y, τ)‖a,τ1 . ‖g‖1+a,τ1. (6.5)
Here, ‖g‖b,τ1 := supτ∈(τ0,τ1) τ
ν‖(1 + |y|b)g‖L∞(R).
Proof. First, we claim that given τ1 > τ0 we have ‖v‖a,τ1 < +∞. Indeed, standard linear theory indicates
that v(y, τ) is locally bounded in time and space, i.e., given R > 0 there is aK = K(R, τ1) such that
|v(y, τ)| ≤ K in BR(0)× (τ0, τ1].
If we fix a large R and take a sufficiently large K1, then K1ρ
−a is a supersolution for (6.4). Therefore
|v| ≤ 2K1ρ
−a and ‖v‖a,τ1 < +∞ for any τ1 > 0. Next, we claim that∫
R
v(y, τ)
2
y2 + 1
dy =
∫
R
v(y, τ)
2y
y2 + 1
dy = 0 for all τ ∈ (τ0, τ1). (6.6)
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Denote w1 = 2y2+1 and w
2 = 2yy2+1 , for j = 1, 2, test equation (6.4) against
wjη, η(y) = η0(|y|/R)
where η0 is a smooth cut-off function with η0(r) = 1 for r < 1, η0(r) = 0 for r > 2 and R is an arbitrary
large constant, then we have∫
R
v(·, τ)wjη =
∫ τ
0
ds
∫
R
v(·, s) · (L[ηwj ] + g · wjη).
On the other hand,∫
R
v · (L[ηwj ] + g · wjη)
=
∫
R
v · (wj(−(−∆)
1
2 )η + [−(−∆)1/2)η,−(−∆)s/2)wj ])− g · wj(1 − η)
−
∫
R
v ·
2
π(1 + |y|2)
∫
R
(η − 1)wj(s)
s2 + 1
ds
= O(R−ǫ)
uniformly on τ ∈ (τ0, τ1) and ǫ > 0 is a small constant. Here
L[v] := −(−∆)
1
2 v +
2
1 + y2
v −
2
π(1 + y2)
∫
R
v(s, τ)
1 + s2
ds
and
[−(−∆)1/2)η,−(−∆)s/2)wj ] :=
1
2π
∫
R
(η(x) − η(y))(wj(x)− wj(y))
|x− y|2
dy.
Letting R→ +∞ we obtain (6.6).
Now we claim that for all τ1 > 0 sufficiently large, any solution v of (6.4) satisfying ‖v‖a,τ1 < +∞ and
(6.6), the following estimate
‖v‖a,τ1 . ‖g‖1+a,τ1 (6.7)
holds. This implies (6.5).
To prove (6.7), we use the contradiction argument. Suppose there exist sequence τk1 → +∞ and φk, gk
satisfying
∂τvk = −(−∆)
1
2 vk +
2
1 + y2
vk −
2
π(1 + y2)
∫
R
vk(s, τ)
1 + s2
ds+ gk, y ∈ R, τ ≥ τ0∫
R
vk(y, τ) · w
j(y)dy = 0 for all τ ∈ (τ0, τ
k
1 ), j = 1, 2
vk(y, τ0) = 0, y ∈ R,
and
‖vk‖a,τk1 → 0, ‖gk‖1+a,τk1 → 0 (6.8)
We claim first that
sup
τ0<τ<τk1
τν |vk(y, τ)| → 0 (6.9)
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uniformly on compact subsets of R. If not, for some |yk| ≤M and τ0 < τ
k
2 < τ
k
1 , we have
(τk2 )
ν(1 + |yk|
a)|vk(yk, τ
k
2 )| ≥
1
2
.
Clearly τk2 → +∞. Define
v˜k(y, τ) = (τ
k
2 )
νvk(y, τ
k
2 + τ),
then
∂τ v˜k = L[v˜k] + g˜k in R× (τ0 − τ
k
2 , 0],
where g˜k → 0 uniformly on compact subsets of R× (−∞, 0] and
|v˜k(y, τ)| ≤
1
1 + |y|a
in R× (τ0 − τ
k
2 , 0].
From parabolic estimates [41] and passing to a subsequence, v˜k → v˜ uniformly on compact subsets of
R× (−∞, 0] where v˜ 6= 0 and
∂τ v˜ = −(−∆)
1
2 v˜ +
2
1 + y2
v˜ −
2
π(1 + y2)
∫
R
v˜(s, τ)
1 + s2
ds, in R× (−∞, 0],∫
R
v˜(y, τ) · wj(y)dy = 0 for all τ ∈ (−∞, 0], j = 1, 2,
|v˜(y, τ)| ≤
1
1 + |y|a
in R× (−∞, 0].
We claim that necessarily v˜ = 0 which is a contradiction. By parabolic regularity [41], v˜(y, τ) is a smooth
function. Testing the above equation with v˜, we have
1
2
∂τ
∫
R
|v˜τ |
2 +B(v˜τ , v˜τ ) = 0
where
B(v˜, v˜) =
∫
R
[
((−∆)
1
2 v˜)v˜ −
2
1 + y2
v˜2 +
2v˜
π(1 + y2)
∫
R
v˜(s, τ)
1 + s2
ds
]
dy.
Clearly, B(v˜, v˜) ≥ 0 and ∫
R
|v˜τ |
2 = −
1
2
∂τB(v˜τ , v˜τ ) = 0.
Therefore
∂τ
∫
R
|v˜τ |
2 ≤ 0,
∫ 0
−∞
dτ
∫
R
|v˜|2 < +∞
and hence v˜τ = 0. Thus v˜ is independent of τ and L[v˜] = 0. Since v˜ decays at infinity, the nondegeneracy
result [42] implies that v˜ is a linear combination of wj , j = 1, 2. Since
∫
R
v˜ · wj = 0, j = 1, 2, v˜ = 0, a
contradiction. So (6.9) holds. From (6.8), for a certain yn with |yn| → +∞ we have
(τk2 )
ν |yk|
a|vk(yk, τ
k
2 )| ≥
1
2
.
Now let
v˜k(z, τ) := (τ
k
2 )
ν |yk|
avk(yk + |yk|z, |yk|τ + τ
k
2 )
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so that
∂τ v˜k = −(−∆)
1
2 v˜k +
2
1 + |yk + |yk|z|2
v˜k −
2
π(1 + |yk + |yk|z|2)
∫
R
v˜k(
s−yk
|yk|
, |yk|τ + τ
k
2 )
1 + s2
ds+ g˜k(z, τ)
where
g˜k(z, τ) = (τ
k
2 )
ν |yk|
1+agk(yk + |yk|z, |yk|τ + τ
k
2 ).
By assumption on gk we have
|g˜k(z, τ)| . o(1)|yˆk + z|
−1−a((τk2 )
−1|yk|τ + 1)
−ν
with
yˆk =
yk
|yk|
→ −eˆ
and |eˆ| = 1. Hence g˜k(z, τ)→ 0 uniformly on compact subsets of R \ {eˆ}× (−∞, 0] and the same property
holds for 21+|yk+|yk|z|2 v˜k and
2
π(1+|yk+|yk|z|2)
∫
R
v˜k(
s−yk
|yk|
,|yk|τ+τ
k
2 )
1+s2 ds. On the other hand, we have |v˜k| ≥
1
2
and
|v˜k(z, τ)| . |yˆk + z|
−a((τk2 )
−1|yk|τ + 1)
−ν .
Therefore, we can assume that v˜k → v˜ 6= 0 uniformly on compact subsets of R \ {eˆ} × (−∞, 0] and v˜
satisfies
v˜τ = −(−∆)
1
2 v˜ in R \ {eˆ} × (−∞, 0] (6.10)
and
|v˜(z, τ)| ≤ |z − eˆ|−a in R \ {eˆ} × (−∞, 0]. (6.11)
By Lemma 6.2, functions v˜ satisfying (6.10) and (6.11) must be zero, which is a contradiction. This com-
pletes the proof.
Lemma 6.2. Suppose u = u(x, t) : R × (−∞, 0] → R satisfies sup(x,t)∈R×(−∞,0] |x|
a|u(x, t)| ≤ C for
some C > 0 and 0 < a < 1. If u is an ancient solution to the equation
∂tu = −Λ
αu,
where Λ = (−∆)
1
2 and 0 < α ≤ 2, then u ≡ 0.
Proof. Note that by assumption u(·, t) is a tempered distribution. Let Pj be the usual Littlewood-Paley
projection operator adapted to frequency |ξ| ∼ 2j , j ∈ Z, see [20]. Then for each fixed j, it is not difficult to
check that
|(Pju)(x, t)| ≤ Cj(1 + |x|
2)−
a
2 ,
where the constant Cj is independent of t. In particular it follows that for any
1
a < q <∞,
sup
t
‖Pju(·, t)‖q <∞.
Consider the equation for Pju, we have
∂tPju = −Λ
αPju.
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Fix q with 1a < q < ∞ and let −∞ < t1 < t0 < 0 where t1 will tend to −∞. Multiplying both sides by
|Pju|
q−2Pju and integrating, we obtain
∂t‖Pju‖
q
q = −
∫
R
ΛαPju|Pju|
q−2Pjudx
≤ −c1‖Pju‖
q
q,
where c1 > 0 is a constant independent of t and in the second line we have used the improved Bernstein
inequality, see [28]. Integrating in time and using the uniform in time Lq bound then gives
‖Pju(·, t0)‖
q
q ≤ e
−c1(t0−t1)‖Pju(·, t1)‖
q
q → 0, as t1 → −∞.
It follows easily that Pju(·, t0) ≡ 0 for any j ∈ Z. Thus the Fourier transformation uˆ can only be
supported at ξ = 0 which implies that u(·, t0) is polynomial. By the decay condition we conclude that
u(·, t0) ≡ 0. Since t0 is arbitrary, u ≡ 0. This completes the proof.
Proof of Proposition 6.2. Extend the function g in the statement of the lemma as zero outside B2R(0)
and still denote it as g. Let v be the unique bounded solution of the initial value problem (6.4) which defines
a linear operator of g. From Lemma 6.1, for any τ1 > 0, we have
|v(y, τ)| ≤ Cτ−ν (1 + |y|)−a‖g‖1+a,τ1 for all τ ∈ (τ0, τ1), y ∈ R.
By assumption ‖g‖1+a,ν,η < +∞, hence
|g(y, τ)| ≤ Cτ−ν(1 + |y|)−(1+a)‖g‖1+a,ν,η
and
‖g‖1+a,τ1 ≤ ‖g‖1+a,ν,η
for an arbitrary τ1. This implies that
|v(y, τ)| ≤ Cτ−ν(1 + |y|)−a‖g‖1+a,ν,η for all τ ∈ (τ0, τ1), y ∈ R.
Now we consider the regularity part. Since v satisfies
∂τv = −(−∆)
1
2 v + f(y, τ)
with f(y, τ) := 21+y2 v −
2
π(1+y2)
∫
R
v(s)
1+s2 ds + g(y, τ) on B2R(0). For a fixed constant η ∈ (
1
2 , 1) and
τ1 ≥ τ0 + 1, from the regularity estimates for parabolic integro-differential (see [40] and [41]), we obtain
[v(·, τ1)]η,B1(0) . ‖v‖L∞ + ‖f‖L∞
. (τ1 − 1)
−ν‖g‖1+a,ν,η
. τ−ν1 ‖g‖1+a,ν,η.
By Theorem 1.1 of [40], under the assumption that g ∈ L∞([τ0,∞), C
η(B2R(0))), for τ2 > τ0 + 2 and
y ∈ B1/4(0),
|∇yv(y, τ2)| . ‖v‖L∞ + ‖f‖L∞([τ2−1,τ2],Cη(B1/2(0)))
. (τ2 − 1)
−ν‖g‖1+a,ν,η
. τ−ν2 ‖g‖1+a,ν,η.
Therefore, we have
4R|∇yv(y, τ2)| . τ
−ν
2 ‖g‖1+a,ν,η. (6.12)
Estimate (6.12) also holds for τ0 ≤ τ ≤ τ0+2 by a similar parabolic regularity estimate. This completes the
proof.
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6.2 The solvability condition: choice of the parameters λ and ξ
In this subsection, we choose λ and ξ such that the orthogonality conditions∫
B2R
H [φ, λ, ξ, λ˙, ξ˙](y, t(τ))Zl(y)dy = 0, l = 2, 3 (6.13)
hold. First, we consider the case l = 3.
Lemma 6.3. When l = 3, (6.13) is equivalent to
λ˙(t) +
10
3
κ0λ(t) = Π1[λ, ξ, λ˙, ξ˙, φ](t).
The right hand side term can be expressed as
Π1[λ, ξ, λ˙, ξ˙, φ](t) = e
−εt0µ0(t)
σf1(t) + e
−εt0Θ[λ˙, ξ˙, λ, µ0(ξ − q), µ
σ
0φ](t) (6.14)
where f(t) and Θ[· · · ](t) are smooth and bounded functions for t ∈ [t0,∞) and the following estimates
hold, ∣∣∣Θ[λ˙1](t)−Θ[λ˙2](t)∣∣∣ . e−εt0 |λ˙1(t)− λ˙2(t)|∣∣∣Θ[ξ˙1](t)−Θ[ξ˙2](t)∣∣∣ . e−εt0 |ξ˙1(t)− ξ˙2(t)|,
|Θ[λ1](t)−Θ[λ2](t)| . e
−εt0 |λ˙1(t)− λ˙2(t)|
|Θ[µ0(ξ1 − q)](t)−Θ[µ0(ξ2 − q)](t)| . e
−εt0 |ξ1(t)− ξ2(t)|,
|Θ[µσ0φ1](t)−Θ[µ
σ
0φ2](t)| . e
−εt0‖φ1(t)− φ2(t)‖a,σ. (6.15)
Proof. We compute ∫
B2R
H [φ, λ, ξ, λ˙, ξ˙](y, t(τ))Z3(y)dy,
whereHj is given by (4.5). Write
µ0ΠU⊥E
∗(ξ + µ0y, t) = µ0[S1(z, t) + S2(z, t) + S3(z, t)]z=ξ+µy
+ µ0[S1(ξ + µ0y, t)− S1(ξ + µy, t)]
+ µ0[S2(ξ + µ0y, t)− S2(ξ + µy, t)]
+ µ0[S3(ξ + µ0y, t)− S3(ξ + µy, t)],
where
S1(z, t) =
{
µ˙
µ
(
−4y(y2−1)
(1+y2)3
8y2
(1+y2)3
)
+
∫ t
t0
p(s˜)
µ2(s˜)
(
t−s˜
µ + 1
)2
(
t−s˜
µ + 2
)2((
t−s˜
µ + 1
)2
+ y2
)ds˜Z3(y)
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+
1
µ
 1π
∫
R
z∗1(s, t)− z
∗
1(x, t)
s− x
2
(
s−ξ
µ
)2
[(
s−ξ
µ
)2
+ 1
]2 ds
+
1
π
∫
R
z∗2(s, t)− z
∗
2(x, t)
s− x
(
s−ξ
µ
)((
s−ξ
µ
)2
− 1
)
[(
s−ξ
µ
)2
+ 1
]2 ds
Z3(y)
}∣∣∣∣∣
y= z−ξ(t)
µ(t)
,
S2(z, t) =
− ξ˙µZ2(y)−
∫ t
t0
p(s˜)
µ2(s˜)
y(
t−s˜
µ + 2
)2((
t−s˜
µ + 1
)2
+ y2
)ds˜Z2(y)

∣∣∣∣∣
y= z−ξ(t)
µ(t)
+
1
µ
{ 1π
∫
R
z∗1(s, t)− z
∗
1(x, t)
s− x
2
(
s−ξ
µ
)
[(
s−ξ
µ
)2
+ 1
]2 ds
+
1
π
∫
R
z∗2(s, t)− z
∗
2(x, t)
s− x
(
s−ξ
µ
)2
− 1[(
s−ξ
µ
)2
+ 1
]2 ds
Z2(y)
}∣∣∣∣∣
y= z−ξ(t)
µ(t)
and
S3(z, t) =
(
(Φ0 · U)Ut + (Φ
0 · Ut)U + (Z · U)Ut + (Z · Ut)U
) ∣∣∣
y= z−ξ(t)µ(t)
.
By direct computations, we have∫
B2R
µ0S1(ξ + µy)Z3(y)dy
= −π
µ˙
µ
µ0(1 +O(1/R)) + 2π
µ0
µ
 1π
∫
R
z∗1(s, t)− z
∗
1(x, t)
s− x
2
(
s−ξ
µ
)2
[(
s−ξ
µ
)2
+ 1
]2 ds
+
1
π
∫
R
z∗2(s, t)− z
∗
2(x, t)
s− x
(
s−ξ
µ
)((
s−ξ
µ
)2
− 1
)
[(
s−ξ
µ
)2
+ 1
]2 ds

∣∣∣∣∣
x=ξ(t)
(1 +O(1/R))
+2πµ0
∫ t
t0
p(s˜)
µ2(s˜)
(
t−s˜
µ + 1
)2
(
t−s˜
µ + 2
)4 ds˜(1 +O(1/R))
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= −π
µ˙
µ
µ0(1 +O(1/R))
+2πµ0
 1π
∫
R
z∗2(s, t)− z
∗
2(x, t)
s− x
(
s−ξ
µ
)((
s−ξ
µ
)2
− 1
)
[(
s−ξ
µ
)2
+ 1
]2 ds

∣∣∣∣∣
x=ξ(t)
(1 +O(1/R))
+2πµ0
∫ t
t0
p(s˜)
µ2(s˜)
(
t−s˜
µ + 1
)2
(
t−s˜
µ + 2
)4 ds˜(1 +O(1/R)) +O(µ20)
= −π
µ˙
µ
µ0(1 +O(1/R))
+2πµ0
[
1
π
∫
R
z∗2(s+ ξ(t), t)− z
∗
2(x+ ξ(t), t)
s− x
s3
(s2 + 1)
2 ds
] ∣∣∣∣∣
x=0
(1 +O(1/R))
+2πµ0
∫ t
t0
p(s˜)
µ2(s˜)
(
t−s˜
µ + 1
)2
(
t−s˜
µ + 2
)4 ds˜(1 +O(1/R)) +O(µ20)
= −πλ˙− πκ0λ+ 2πµ0
∫ t
t0
−2
p(s˜)
µ30(s˜)
λ(s˜)
(
t−s˜
µ0
+ 1
)2
(
t−s˜
µ0
+ 2
)4 ds˜+O(µ1+σ0 ).
The same reason as Section 2.5, we easily know that
µ0(t)
∫ t
t0
−2
p(s˜)
µ30(s˜)
λ(s˜)
(
t−s˜
µ0
+ 1
)2
(
t−s˜
µ0
+ 2
)4 ds˜ = −76κ0λ(t) +O(µ1+σ0 ),
hence ∫
B2R
µ0S1(ξ + µy)Z3(y)dy = −πλ˙(t)− πκ0λ(t)−
7
3
πκ0λ(t) + O(µ
1+σ
0 ).
By symmetry, ∫
B2R
µ0S2(ξ + µy)Z3(y)dy = 0.
Moreover, it holds that ∫
B2R
µ0S3(ξ + µy)Z3(y)dy = µ0(t)O(1/R).
Since µ0µ = (1 +
λ
µ0
)−1, for any l = 1, 2, 3, we have∫
B2R
[Sl(ξ + µ0y, t)− Sl(ξ + µy, t)]Z3(y)dy
= g(t,
λ
µ0
)λ˙+ g(t,
λ
µ0
)ξ˙ + g(t,
λ
µ0
)λ+ µ1+σ0 f(t),
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where f , g are smooth, bounded functions satisfying g(·, s) ∼ s as s→ 0. Thus
−
1
π
∫
B2R
µ0ΠU⊥E
∗
µ,ξ(ξ + µ0y, t) · Z3(y)dy
= λ˙(t) +
10
3
κ0λ(t) + e
−εt0g(t,
λ
µ0
)(λ˙+ ξ˙) + e−εt0g(t,
λ
µ0
)λ,
where g are smooth, bounded functions and g(·, s) ∼ s as s→ 0.
Next we compute
∫
B2R
2
µ0
µ
1+|µ0µ y|
2Πω⊥ψ(ξ+µ0y)Z3(y)dy. The principal part is I :=
∫
B2R
2
1+|y|2
Πω⊥ψ(ξ+
µ0y)Z3(y)dy. Recall ψ = ψ[λ, ξ, λ˙, ξ˙, φ](y, t), we have
I = ψ[0, q, 0, 0, 0](q, t)
∫
B2R
2
1 + |y|
2Z3(y)dy
+
∫
B2R
2
1 + |y|
2Z3(y)(ψ[0, q, 0, 0, 0](ξ + µ0y, t)− ψ[0, q, 0, 0, 0](q, t))dy
+
∫
B2R
2
1 + |y|
2Z3(y)(ψ[λ, ξ, λ˙, ξ˙, φ]− ψ[0, q, 0, 0, 0])(ξ + µ0y, t)dy
= I1 + I2 + I3.
By Proposition 5.1, I1 = e
−εt0µ0(t)
σf(t) with f smooth and bounded, I2 = e
−εt0µ0(t)
σg(t, λµ0 , ξ − q)
for a smooth, bounded function g satisfying g(·, s, ·) ∼ s and g(·, ·, s) ∼ s as s → 0. By the mean value
theorem, we have
I3 =
∫
B2R
2
1 + |y|
2Z3(y)
[
∂λψ[0, q, 0, 0, 0][sλ](ξ + µ0y, t)
+ ∂ξψ[0, q, 0, 0, 0][s(ξ − q)](ξ + µ0y, t) + ∂λ˙ψ[0, q, 0, 0, 0][sλ˙](ξ + µ0y, t)
+ ∂ξ˙ψ[0, q, 0, 0, 0][sξ˙](ξ + µ0y, t) + ∂φψ[0, q, 0, 0, 0][sφ](ξ + µ0y, t)
]
dy
for some s ∈ (0, 1). Using Proposition 5.2,
I3 = e
−εt0µ0(t)
σf(t)(λ˙+ ξ˙ + λ+ ξ)F [λ, ξ, λ˙, ξ˙, φ](t),
where f is a smooth, bounded function and F is a nonlocal operator with F [0, q, 0, 0, 0](t) bounded. Simi-
larly, set
B(ψ[λ, ξ, λ˙, ξ˙, φ])(ξ + µ0y, t) := −
µ0
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds
+
µ0
π
∫
R
[
ψ(x) · ω
(
x−ξ
µ
)
− ψ(s) · ω
(
s−ξ
µ
)] [
ω
(
x−ξ
µ
)
− ω
(
s−ξ
µ
)]
|x− s|2
ds · ω
(
x− ξ
µ
)ω(x− ξ
µ
)
,
(6.16)
we have∫
B2R
B(ψ[λ, ξ, λ˙, ξ˙, φ])(ξ + µ0y, t)Z3(y)dy
= e−εt0µ0(t)
σf(t) + e−εt0µ0(t)
σg(t,
λ
µ0
, ξ − q) + e−εt0µ0(t)
σf(t)(λ˙ + ξ˙ + λ+ ξ)F [λ, ξ, λ˙, ξ˙, φ](t).
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Now, considering the terms B1[φ], B2[φ] and B3[φ], we obtain that∫
B2R
Bi[φ](y, t)Z3(y)dy = e
−εt0µ0(t)
σg
(
λ
µ0
)
ℓ[φ](t)
for a smooth function g(s) satisfying g(s) ∼ s as s→ 0 and ℓ[φ](t) is smooth and bounded in t. Combining
the above estimates, we conclude the result.
Similarly, we have
Lemma 6.4. For l = 2, (6.13) is equivalent to
ξ˙ = Π2[λ, ξ, λ˙, ξ˙, φ](t),
Π2[λ, ξ, λ˙, ξ˙, φ](t) = e
−εt0µ0(t)
σf2(t) + e
−εt0Θ[λ˙, ξ˙, λ, µ0(ξ − q), µ
σ
0φ](t), (6.17)
where f(t) is a function which is smooth and bounded in t ∈ [t0,∞). The functionΘ has the same properties
as Lemma 6.3.
From Lemma 6.3 and 6.4, we know that∫
B2R
H [λ, ξ, λ˙, ξ˙, φ](y, t(τ))Zl(y)dy,
for l = 2, 3, is equivalent to the following system of ODEs for λ and ξ λ˙(t) +
10
3
κ0λ(t) = Π1[λ, ξ, λ˙, ξ˙, φ](t),
ξ˙ = Π2[λ, ξ, λ˙, ξ˙, φ](t).
(6.18)
System (6.18) is solvable for λ and ξ satisfying (5.2)-(5.3), indeed, we have
Proposition 6.3. There exists a solution λ = λ[φ](t), ξ = ξ[φ](t) to (6.18) satisfying (5.2) and (5.3). For
t ∈ (t0,+∞), it holds that
µ
−(1+σ)
0 (t)
∣∣λ[φ1](t)− λ[φ2](t)∣∣ . e−εt0‖φ1 − φ2‖a,σ (6.19)
and
µ−1+σ0 (t)
∣∣ξ[φ1](t) − ξ[φ2](t)∣∣ . e−εt0‖φ1 − φ2‖a,σ. (6.20)
Proof. Let h be a function with ‖h‖1+σ < +∞. We consider the following nonhomogeneous linear ODE,
λ˙(t) +
10
3
κ0λ(t) = h(t).
The solution can be expressed as
λ(t) = e−
10
3 κ0t
[
d+
∫ t
t0
e
10
3 κ0sh(s)ds
]
,
where d is an arbitrary constant. Then we have
‖eκ0(1+σ)tλ(t)‖L∞(t0,∞) . e
(σ− 73 )κ0td+ ‖h‖1+σ
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and
‖λ˙(t)‖1+σ . e
(σ− 73 )κ0td+ ‖h‖1+σ.
Let Λ(t) = λ˙(t), then
Λ +
∫ ∞
t
Λ(s)ds = h(t),
which defines a linear operator L1 : h→ Λ associating to any h with ‖h‖1+σ bounded the solution Λ. L1 is
continuous between the spaces L∞(t0,∞) equipped the ‖ · ‖1+σ-topology.
For any h : [t0,∞)→ R with ‖h‖1+σ bounded, the solution of
ξ˙ = h(t)
is given by
ξ(t) = q +
∫ ∞
t
h(s)ds. (6.21)
Then we have
|ξ(t)− q| . e−κ0(1+σ)t‖h‖1+σ
and
‖ξ˙‖1+σ . ‖h‖1+σ.
Let Ξ(t) = ξ˙(t), then (6.21) defines a linear operator L2 : h → Ξ which is continuous in the ‖ · ‖1+σ-
topology.
Observe that the tuple (λ, ξ) is a solution of (6.18) if (Λ,Ξ) := (λ˙, ξ˙) is a fixed point for problem
(Λ,Ξ) = A(Λ,Ξ) (6.22)
where
A :=
(
L1(Πˆ1[Λ,Ξ, φ],L2(Πˆ2[Λ,Ξ, φ])
)
=
(
A¯1(Λ,Ξ), A¯2(Λ,Ξ)
)
with
Πˆ1[Λ,Ξ, φ] = Π1[
∫ ∞
t
Λ, q +
∫ ∞
t
Ξ,Λ,Ξ, φ], Πˆ2[Λ,Ξ, φ] = Π2[
∫ ∞
t
Λ, q +
∫ ∞
t
Ξ,Λ,Ξ, φ].
Let
K = max{‖f1‖1+σ, ‖f2‖1+σ}
where f1, f2 are defined in (6.14) and (6.17). We show that problem (6.22) has a fixed point (Λ,Ξ) in the set
B = {(Λ,Ξ) ∈ L∞(t0,∞)× L
∞(t0,∞) : ‖Λ‖1+σ + ‖Ξ‖1+σ ≤ cK}
for suitable c > 0. Indeed, from (6.18) we have∣∣∣eκ0(1+σ)tA¯1(Λ,Ξ)∣∣∣ . e(σ− 73 )κ0td+ ‖φ‖a,σ +K + e−εt0‖Λ‖1+σ + e−εt0‖Ξ‖1+σ
and ∣∣∣eκ0(1+σ)tA¯2(Λ,Ξ)∣∣∣ . ‖φ‖a,σ +K + e−εt0‖Λ‖1+σ + e−εt0‖Ξ‖1+σ.
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Thus, for d satisfying e(σ−
7
3 )κ0td < K and the constant c chosen large enough,A(B) ⊂ B. For the Lipschitz
property of A, we have
eκ0(1+σ)t
∣∣A¯1(Λ1,Ξ)− A¯1(Λ2,Ξ)∣∣ = eκ0(1+σ)t ∣∣∣L1(Πˆ1[Λ1,Ξ, φ]− Πˆ1[Λ2,Ξ, φ])∣∣∣
≤ eκ0(1+σ)te−εt0 |L1(Θ(Λ1,Ξ)−Θ2(Λ2,Ξ))|
≤ e−εt0‖Λ1 − Λ2‖1+σ.
The same estimate holds for
∣∣A¯1(Λ,Ξ1)− A¯1(Λ,Ξ2)∣∣, thus
‖A(Λ1,Ξ1)−A(Λ2,Ξ2)‖1+σ ≤ e
−εt0‖Λ1 − Λ2‖1+σ.
Since e−εt0 < 1 when t0 is large enough, A is a contraction map. Hence, from the Contraction Mapping
Theorem, there exists a solution (λ, ξ) to system (6.18) satisfying (5.2) and (5.3).
To prove (6.19) and (6.20), we observe that λ¯ = λ[φ1]− λ[φ2], ξ¯ = ξ[φ1]− ξ[φ2] satisfy
λ˙(t) +
10
3
κ0λ(t) = Π¯1(t), ξ˙ = Π¯2(t),
where
Π¯1(t) =
∫
B2R
2µ0µ
1 +
∣∣∣µ0µ y∣∣∣2Πω⊥ [ψ[φ1]− ψ[φ2]] (ξ + µ0y)Z3(y)dy
+
∫
B2R
(B(ψ[λ, ξ, λ˙, ξ˙, φ1])−B(ψ[λ, ξ, λ˙, ξ˙, φ2]))(ξ + µ0y, t)Z3(y)dy
+
∫
B2R
(Bi[φ1]−B
i[φ2])(y, t)Z3(y)dy
and
Π¯2(t) =
∫
B2R
2µ0µ
1 +
∣∣∣µ0µ y∣∣∣2Πω⊥ [ψ[φ1]− ψ[φ2]] (ξ + µ0y)Z2(y)dy
+
∫
B2R
(B(ψ[λ, ξ, λ˙, ξ˙, φ1])−B(ψ[λ, ξ, λ˙, ξ˙, φ2]))(ξ + µ0y, t)Z2(y)dy
+
∫
B2R
(Bi[φ1]−B
i[φ2])(y, t)Z2(y)dy.
Here B(ψ[λ, ξ, λ˙, ξ˙, φ]) is defined in (6.16). Then (6.19) and (6.20) follow from (6.15). This completes the
proof.
6.3 Final argument
After we have chosen parameters λ = λ[φ] and ξ = ξ[φ] such that (6.13) holds, we only need to solve
problem (6.1) in the class of functions with ‖φ‖a,σ bounded. Proposition 5.1 states that there exists a linear
operator T associating any function h(y, τ) with ‖h‖1+a,σ,η-bounded the solution of (6.1). Thus problem
(6.1) is reduced to a fixed point problem
φ = A(φ) := T (H [λ, ξ, λ˙, ξ˙, φ])).
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We claim the validity of the following estimates,
(1 + |y|η)
[
H [λ, ξ, λ˙, ξ˙, φ](·, t)
]
η,B3R(0)
χ{|y|≤3R} +
∣∣∣H [λ, ξ, λ˙, ξ˙, φ](y, t)∣∣∣ . e−εt0 µσ0 (t)
1 + |y|1+a
(6.23)
and
(1 + |y|η)
[
H [φ(1)](·, t)−H [φ(2)](·, t)
]
η,B3R(0)
χ{|y|≤3R} +
∣∣∣H [φ(1)]−H [φ(2)]∣∣∣ (y, t)
. e−εt0
µσ0 (t)
1 + |y|1+a
‖φ(1) − φ(2)‖a,σ.
(6.24)
From (6.23) and (6.24), A has a fixed point φ within the set of functions ‖φ‖a,σ ≤ ce
−εt0 for some large
positive constant c. This proves Theorem 1.1.
Estimate (6.23) follows from the definition of H , (4.8), (5.12) and (5.13). As for (6.24), from (6.19) and
(6.20), we have
µ0 |ΠU⊥E
∗[λ1, ξ1](ξ1 + µ0y, t)−ΠU⊥E
∗[λ2, ξ2](ξ2 + µ0y, t)| . e
−εt0
µσ0 (t)
1 + |y|1+a
‖φ(1) − φ(2)‖a,σ
where
λi = λ[φ
(i)], ξi = ξ[φ
(i)], i = 1, 2.
By Proposition 5.2, it holds that∣∣∣∣∣∣∣
2µ0µ1
1 +
∣∣∣µ0µ1 y∣∣∣2Πω⊥ψ[φ
(1)](ξ1 + µ0y, t)−
2µ0µ2
1 +
∣∣∣µ0µ2 y∣∣∣2Πω⊥ψ[φ
(2)](ξ2 + µ0y, t)
∣∣∣∣∣∣∣
. e−εt0
µσ0 (t)
1 + |y|1+a
‖φ(1) − φ(2)‖a,σ
where
µi = µ0 + λ[φ
(i)], ψ[φ(i)] = Ψ[λi, ξi, λ˙i, ξ˙i, φ
(i)], i = 1, 2.
From the definitions in Section 3, for j = 1, 2, 3, we have∣∣∣Bj [φ(1)]−Bj [φ(2)]∣∣∣ . e−εt0 µσ0 (t)
1 + |y|1+a
‖φ(1) − φ(2)‖a,σ
Finally, for B(ψ[λ, ξ, λ˙, ξ˙, φ]) defined in (6.16), the estimate∣∣∣B(ψ[φ(1)])(ξ1 + µ0y, t)−B(ψ[φ(2)])(ξ2 + µ0y, t)∣∣∣ . e−εt0 µσ0 (t)
1 + |y|1+a
‖φ(1) − φ(2)‖a,σ
hold. The Ho¨lder part is similar. This proves estimate (6.24).
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