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Abstract: In this paper, we propose a novel and generic family of multiple importance sampling
estimators. We first revisit the celebrated balance heuristic estimator, a widely used Monte Carlo
technique for the approximation of intractable integrals. Then, we establish a generalized frame-
work for the combination of samples simulated from multiple proposals. We show that the novel
framework contains the balance heuristic as a particular case. In addition, we study the optimal
choice of the free parameters in such a way the variance of the resulting estimator is minimized. A
theoretical variance study shows the optimal solution is always better than the balance heuristic
estimator (except in degenerate cases where both are the same). As a side result of this analysis,
we also provide new upper bounds for the balance heuristic estimator. Finally, we show the gap in
the variance of both estimators by means of five numerical examples.
Key words: Monte Carlo, importance sampling, balance heuristic, variance reduction.
1. Introduction
Multiple importance sampling (MIS) is a Monte Carlo technique widely used in the lit-
erature of signal processing, computational statistics, and computer graphics for approx-
imating complicated integrals. In its basic configuration, it works by drawing random
samples from several proposal distributions (also called techniques) and weighting them
appropriately in such a way an estimator built with the pairs of weighted samples is
consistent. Since, the publication of Veach and Guibas (1995), the celebrated balance
heuristic estimator has been extensively used in the Monte Carlo literature, with an un-
precedented success in the computer graphics industry. In the balance heuristic method,
different samples are simulated from each proposal and the traditional IS weight is as-
signed to each of them. Unlike the standard IS estimator, all the weighted samples are
combined with an extra weighting, in such a way the resulting estimator typically shows a
reduced variance. Its superiority in terms of variance w.r.t. other traditional combination
schemes has been recently shown in Elvira et al. (2019), where a framework is established
for sampling and weighting in MIS under equal number of samples per technique. The
balance heuristic, also called deterministic mixture (Owen and Zhou (2000)), has been
widely used in the literature of MIS. Further efficient variance reduction techniques are
proposed in Elvira et al. (2015, 2016,) also in the context of MIS, still with equal counts
from each technique. Provably better estimators (Sbert et al. (2016)) and heuristically
better ones (Havran and Sbert (2014); Sbert and Havran (2017)) have been presented
that use a different count of samples than equal count for all techniques. In Sbert et al.
(2018b) it has been shown the relationship of a better count of samples with general-
ized weighted means. The balance heuristic is also present in most of successful adaptive
IS (AIS) methods, see Cappe´ et al. (2004); Cornuet et al. (2012); Martino et al. (2017);
Elvira et al. (2017); Bugallo et al. (2017), in particular in the case where all techniques
are used to simulate the same number of samples.
Interestingly, the balance heuristic has two properties in the assigned weights. First,
Eric Veach has been awarded with several prizes because of his contributions in the MIS literature,
where the Balance Heuristic is arguably the most relevant one.
all techniques appear at the denominator of the weight of a specific technique. Second,
they appear in a form of a mixture, with coefficients proportional to the number of
samples simulated from each technique. In this paper, we relax this constraint providing
a generalized weighting/combining family of estimators that has the balance heuristic as
a particular case. First, we show that it is possible to use a specific set of coefficients
to decide the amount of samples per technique, and a different set of coefficients to be
applied as the importance weight. Second, we study four different cases fixing some of
these coefficients (sampling and/or weighting), and we give the optimal solution for the
rest of coefficients in such a way the variance of the MIS estimator is minimized. Note
that, the novel estimator always outperforms the balance heuristic under the optimal
choice of those coefficients. Third, we complete the theoretical work with three new upper
bounds for the variance of the balance heuristic estimator. In five numerical examples we
show that, under an adequate choice of parameters, the novel estimator outperforms the
celebrated balance heuristic. These examples are also an interesting testbed for deepening
in the study of the aforementioned novel upper bounds on the variance of the balance
heuristic estimator.
The rest of the paper is structured as follows. Section 2 revisits the balance heuristic
estimator. In Section 3, we propose the new family of estimators that generalizes the
balance heuristic. We address four cases of special interest, depending on the number of
samples simulated from each technique. Finally, we conclude the paper with five numerical
examples in Section 4 and some conclusions in Section 5.
2. Balance heuristic estimator
The goal in IS is usually the estimation of the value of integral µ =
∫
f(x)dx. In MIS,
ni samples, {Xi,j}nij=1, are simulated from a set of available probability density functions
(pdfs), {pi}ni=1. The MIS estimator introduced by Veach and Guibas Veach and Guibas
(1995) is given by
Z =
n∑
i=1
1
ni
ni∑
j=1
wi(Xi,j)
f(Xi,j)
pi(Xi,j)
, (2.1)
where wi(x) is a weight function associated to the i-th proposal that fulfills both following
conditions. First, the weights must sum up to one in all points of the domain where the
value of the function is different from zero, i.e.,
∑n
i=1wi(x) = 1, ∀x where f(x) 6= 0,
Second, for all x where pi(x) = 0, then wi(x) = 0.
The balance heuristic estimator is a particular case of Eq. (2.1) where the weight
function is given by
wi(x) =
nipi(x)∑n
k=1 nkpk(x)
, (2.2)
which can be written too as
wi(x) =
αipi(x)∑n
k=1 αkpk(x)
, (2.3)
where ni = αiN . Then, the estimator in Eq. (2.1) becomes the balance heuristic or
deterministic mixture estimator given by
F =
n∑
i=1
1
ni
ni∑
j=1
αif(Xi,j)∑n
k=1 αkpk(Xi,j)
(2.4)
=
1
N
n∑
i=1
ni∑
j=1
f(Xi,j)∑n
k=1 αkpk(Xi,j)
. (2.5)
2.1 Interpretation of F and general notation of the paper
2.1 Interpretation of F and general notation of the paper
Note that, some authors interpret F in Eq. (2.4) as an estimator where the N samples
are simulated from the mixture ψα =
∑n
k=1 αkpk(x), which appears in the denominator
of all importance weight, even if the selection of the number of samples ni per technique
is deterministic (see (Elvira et al., 2019, Appendix 1)). The ni are then random vari-
ables with expected values αiN . In our framework, we fix deterministically ni, as in the
balance heuristic estimator (Veach and Guibas (1995)), which is also called deterministic
mixture scheme (Owen and Zhou (2000)), as opposition to the case where all samples
are simulated from the mixture ψα. Deterministic mixture sampling can be seen as a
Rao-blackwellization which reduces the variance in the sampling but also in the IS estima-
tors (Owen and Zhou (2000); Elvira et al. (2019)). The estimator with random number of
samples is sometimes called one-sample MIS estimator, while the deterministic number of
samples is sometimes denoted as multi-sample MIS estimator (Sbert et al. (2016); Veach
(1997)). In this paper, we refer the former as random mixture estimator and the later
as deterministic mixture estimator. All estimators, unless the opposite is clearly stated,
use a deterministic selection of the number of samples per technique. Moreover, those
estimators with the superindex 1 are versions of a specific estimator where the number of
samples is normalized to 1, e.g. F 1. In otherwords, even if the estimators require that
all the numbers of samples per technique are ni ∈ R, we use this normalized estimators
to denote the variance normalized to 1 sample, which simplifies the comparison across
estimators (for N total samples, the variance of the estimator would be just the variance
of F 1 divided by N). In Table 1 we show the naming convention used in this paper.
2.1 Interpretation of F and general notation of the paper
Table 1: Naming convention for the multiple importance sampling estimators in this
paper. We will drop the superindex 1 from primary estimators when not strictly necessary.
Z Generic deterministic (multi-sample) MIS estimator
Z1 Generic deterministic (multi-sample) MIS estimator normalized to one sample
Z Generic randomized (one-sample) MIS estimator
Z1 Generic randomized (one-sample) MIS estimator, for number of samples equal to 1
Zl1,Zl1 Deterministic and randomized, respectively, optimal lineal combination when weights are fixed and constant for each technique
Zl2,Zl2 Deterministic and randomized, respectively, optimal lineal combination when weights are equal to sampling proportions
Zl3,Zl3 Deterministic and randomized, respectively, optimal lineal combination when sampling proportions are fixed
F Balance heuristic multi-sample MIS estimator
F 1 Balance heuristic multi-sample MIS estimator normalized to one sample
F Generalized balance heuristic one-sample MIS estimator
F1 Generalized balance heuristic one-sample MIS estimator, for number of samples equal to 1
G Generalized balance heuristic multi-sample MIS estimator
2.2 Rationale
2.2 Rationale
In (Veach, 1997, Theorems 9.2 and 9.4), the relationship between the variances of Z1 and
its randomized version is discussed (i.e., the version where instead of deterministically
selecting ni, all the samples are directly simulated from
∑n
k=1 αkpk(x)). The same result
is obtained in Elvira et al. (2019) in a broader variance analysis of MIS estimators. In
particular, it can be shown that
V [Z1]− V [Z1] =
∑
i
αiµ
′2
i − µ2, (2.6)
where
µ′i =
1
αi
∫
wi(x)f(x)dx, (2.7)
and thus
∑
i
αiµ
′
i = µ. (2.8)
From Eq. (2.6) (see Appendix A) we have that
V [Z1] ≤ V [Z1], (2.9)
and equality only happens (apart from the case when both variances V [Z1], V [Z1] are
zero) when for all i all µ′i are equal. One example is given by taking in Eq. (2.7) for all i,
wi(x) = wi constant and αi = wi, see the estimators Zl2 and Zl2 in Appendix C. For the
particular case when αi = 1/n (see Appendix A),
V [Z1]− V [Z1] ≤ (n− 1)µ2. (2.10)
Veach also proved (Veach (1997)), Theorem 9.4, that the optimal weights for Z, this is,
the weight functions wi(x) that minimize V [Z], are the balance heuristic ones, Eq. (2.3),
and thus in the optimal case Z ≡ F , where F is the random mixture estimator. This
is, for any estimator Z, we have that using the same distribution of samples, taking into
account also Eq. (2.9) (see also Sbert et al. (2016)), it always holds that
V [F ] ≤ V [F ] ≤ V [Z]. (2.11)
Eq. 2.11 will be used in Section 3.1 to find new upper bounds for V [F ]. Also in Veach
(1997), Theorem 9.2, it is proved that the estimator that optimizes the second moment of
Z1 estimator, this is, V [Z1] +
∑
i αiµ
′2
i , is the balance heuristic estimator. Thus, it seems
clear that for improvement we have to look for a deterministic estimator, that should
be a generalization of balance heuristic mixture estimator F . This will be done in next
section.
3. Generalized Multiple Importance Sampling Balance Heuristic estimator
Let us consider the estimator of Eq. (2.4), where we relax the dependence between the
number of samples ni, and the associated coefficient αi, i.e., now ni = βiN , βi > 0,∑n
i=1 βi = 1, where in general αi 6= βi (otherwise, we recover F ). We now define the
estimator
G =
n∑
i=1
αi
ni
ni∑
j=1
f(Xi,j)∑n
k=1 αkpk(Xi,j)
(3.12)
=
1
N
n∑
i=1
αi
βi
ni∑
j=1
f(Xi,j)∑n
k=1 αkpk(Xi,j)
. (3.13)
Note that G is a particular case of Z, with weights wi =
αipi(x)∑n
k=1 αkpk(Xi,j)
in Eq. (2.1). Note
that the balance heuristic F is a particular case of G, i.e., in general we do not impose
the restriction of αi =
ni
N
.
Theorem 1. For any set of weights {αi}ni=1, such as
∑n
i=1 αi = 1 and any set of weights
{βi}ni=1, such as
∑n
i=1 βi = 1, G is an unbiased estimator of µ.
Proof. Note that the estimator can be rewritten as G =
∑n
i=1 αiGi, where
Gi =
1
ni
ni∑
j=1
f(Xi,j))∑n
k=1 αkpk(Xi,j))
. (3.14)
Note also that G depends of two sets of parameters, {αi}ni=1, {βi}ni=1. In the particular
case where βi = αi, ∀i, the estimator G becomes F . Let us first consider the case with
ni = 1. Then,
G′i =
f(x)∑n
k=1 αkpk(x)
, (3.15)
with expectation
E[G′i] =
∫
f(x)pi(x)∑n
k=1 αkpk(x)
dx ≡ µ′i, (3.16)
and variance
σ′2i =
∫
f 2(x)pi(x)
(
∑n
k=1 αkpk(x))
2
dx− (µ′i)2. (3.17)
The estimator G is unbiased, since
E[G] =
n∑
i=1
αiµ
′
i =
∑
i
αi
∫
f(x)pi(x)∑n
k=1 αkpk(x)
dx (3.18)
=
∫
f(x)
∑n
i=1 αipi(x)∑n
k=1 αkpk(x)
dx (3.19)
=
∫
f(x)dx ≡ µ.
The variance of G is given by
V [G] = V
[
n∑
i=1
αiGi
]
=
n∑
i=1
α2iV [Gi] =
n∑
i=1
α2iσ
′2
i
ni
. (3.20)
3.1 Case 1: αi = βi, ∀i
For the sake of the theoretical analysis, we define G1, a normalized version of G with
N = 1 (see Section 2.1), with variance
V [G1] =
n∑
i=1
α2iσ
′2
i
βi
. (3.21)
Next we study four special cases of estimator G1.
Remark 1. We could also consider the one-sample estimator G, randomized version of
G. However, G is a particular case of the general estimator Z, and we have seen in
Section 2.2 that the optimal case for Z is when Z ≡ F , thus it only makes sense to
consider the extension G of the multi-sample estimator F .
3.1 Case 1: αi = βi, ∀i
In this particular case, the estimator G reverts to F . The variance is
V [F 1] =
n∑
i=1
αiσ
′2
i , (3.22)
by simple substitution in Eq. (3.21). We aim at finding the optimal {α∗i }ni=1 such the
variance of Eq. (3.22) is minimized.
Theorem 2. The optimal estimator F ∗ in terms of variance is achieved when the follow-
ing expression is equal ∀j ∈ {1, .., n},
σ′2j + 2µ
′
j
2 − 2
n∑
i=1
α∗iµ
′
i
∫
f(x)pi(x)pj(x)
(
∑n
k=1 α
∗
kpk(x))
2
dx. (3.23)
Proof. See Appendix B for a proof.
Theorem 3. If all the n sampling techniques are unbiased, V [F 1] is upper bounded by
the following bounds
3.1 Case 1: αi = βi, ∀i
1.
A(vi;αi), (3.24)
2.
H(vi;αi) + µ2
(
(H(vi;αi))2
H(v2i ;αi)
− 1
)
, (3.25)
3.
(H(√vi;αi))2 + µ2
((H(√vi;αi))2
H(vi;αi) − 1
)
, (3.26)
where A(vi;αi) and H(vi;αi) are the arithmetic and harmonic weighted averages, respec-
tively, and vi denotes the variance of a single-proposal IS estimator with one sample
simulated from technique pi.
Proof. The proofs for all bounds can be found in Appendix C. Note that the first bound
was already introduced in Sbert and Havran (2017).
From Eq. (3.24) follows immediately
Corollary 1. V [F 1] is upper bounded by maxi{vi}.
Proof.
V [F 1] ≤
∑
i
αivi ≤ maxi{vi}
∑
i
αi = maxi{vi}. (3.27)
Observe that
(H(√vi;αi))2 is the weighted power mean with power=-1/2. We remind
that arithmetic and harmonic means are power means with power 1 and -1, respectively.
Thus we have the inequalities
H(vi;αi) ≤ (H(√vi;αi))2 ≤ A(vi;αi),
3.1 Case 1: αi = βi, ∀i
but these inequalities do not have to hold for the bounds, as they contain additional
terms. For the case of biased techniques, we have the following bounds.
Theorem 4. The three upper bounds for V [F 1] hold:
1.
V [F 1] ≤A(vi;αi) +A(µ2i ;αi)− µ2, (3.28)
2.
V [F 1] ≤H(vi;αi) + (H(vi;αi))
2
H( v2i
µ2i
;αi)
− µ2, (3.29)
3.
V [F 1] ≤ (H(√vi;αi))2 +
(H(√vi;αi))2
H( vi
µ2i
;αi)
− µ2. (3.30)
where µi is the expected value of integral µ when sampling with technique i, and∑
i αiµi = µ,
Proof. The proofs for all bounds can be found in Appendix C.
The next two theorems generalize Theorems 3 and 4. The proofs can be found in
Appendix C.
Theorem 5. For any t, if all the n sampling techniques are unbiased, the variance of F 1
is upper bounded as
V [F 1] ≤ (H(vi
t;αi))
2
H(vi2t−1;αi) + µ
2
(
(H(vit;αi))2
H(v2ti ;αi)
− 1
)
. (3.31)
Theorem 6. For any t, the variance of F 1 is upper bounded as
V [F 1] ≤ (H(vi
t;αi))
2
H(vi2t−1;αi) +
(H(vit;αi))2
H(v2ti
µ2i
;αi)
− µ2. (3.32)
3.2 Case 2: fixed {αi}ni=1
Observe that the three cases in Theorems 3, and 4 correspond to t = 0, t = 1, and
t = 1/2, respectively.
Remark 2. Considering that the arithmetic mean is the inverse of harmonic mean of
inverse values, and after changing −t by t, the bound in Theorem 5 can be written too as
V [F 1] ≤A(vi
2t+1;αi)
(A(vit;αi))2
+ µ2
( A(v2ti ;αi)
(A(vit;αi))2
− 1
)
. (3.33)
And for biased techniques
V [F 1] ≤A(vi
2t+1;αi)
(A(vit;αi))2
+
A(µ2iv2ti ;αi)
(A(vit;αi))2
− µ2. (3.34)
Observe that the three cases in Theorems 3,4 correspond now to t = 0, t = −1, and
t = −1/2, respectively.
3.2 Case 2: fixed {αi}ni=1
Consider now that {αi}ni=1 are fixed, and hence also {σ′2i }ni=1, are fixed. From Cauchy-
Schwartz inequality, (
n∑
i=1
αiσ
′
i
)2
≤
(
n∑
i=1
βi
)(
n∑
i=1
α2iσ
′2
i
βi
)
, (3.35)
Equality can only happen when for all i, βi ∝ α
2
i σ
′2
i
βi
, thus the optimal {βi}ni=1 are given by
β∗i ∝ αiσ′i, i = 1, ...n, (3.36)
and the optimal (minimum) variance is
V [G1∗] =
(
n∑
i=1
αiσ
′
i
)2
. (3.37)
Theorem 7. Given an estimator F with {αi}ni=1 values, we can always find a better
estimator G by sampling as β∗i ∝ αiσ′i, which is strictly better whenever not all σ′2i are
equal.
3.2 Case 2: fixed {αi}ni=1
Proof. Observe that, by Cauchy-Schwartz inequality,(
n∑
i=1
αiσ
′
i
)2
≤
(
n∑
i=1
αi
)(
n∑
i=1
αiσ
′2
i
)
, (3.38)
and hence, for the optimal values {β∗i }ni=1 as in Eq. (3.36), the estimator G∗ always
outperforms the estimator F (in Eq. (3.38), the left hand side is V [G1] while the right
hand side is V [F 1], since
∑n
i=1 αi = 1. Equality in Eq. (3.38) only happens when for all
i, αi ∝ αiσ′2i , i.e., when all σ′2i are equal.
Remark 3. Note that, observing the two members on the right-hand side of Eq. (3.38),
the maximum possible acceleration by using the optimal β∗i values when for all i, αi = 1/n
is equal to n (Sbert et al. (2016)).
Let us now take into account the cost of each sampling technique is different, as it
is usually considered in the literature (Rubinstein and Kroese (2008)). Let us denote the
cost of sampling technique i as ci. The inverse of efficiency for the estimator G is given
by
E−1G =
(
n∑
i=1
βici
)(
n∑
i=1
α2iσ
′2
i
βi
)
. (3.39)
Note that this quantity represents the total cost multiplied by the variance of the estima-
tor. Using Cauchy-Schwartz inequality,(
n∑
i=1
αiσ
′
i
√
ci
)2
≤
(
n∑
i=1
βici
)(
n∑
i=1
α2iσ
′2
i
βi
)
. (3.40)
The optimal sampling rates (for maximizing the efficiency) are those that yield Eq. (3.40)
as an equality, which happens when β∗i ∝ αiσ
′
i√
ci
. Observe that, using again the Cauchy-
Schwartz theorem, (
n∑
i=1
αiσ
′
i
√
ci
)2
≤
(
n∑
i=1
αici
)(
n∑
i=1
αiσ
′2
i
)
, (3.41)
3.3 Case 3: fixed {βi}ni=1
where the left hand side is E−1G with the optimal sampling rates, and the right hand side
is E−1F . Note that equality only happens when for all i, ci ∝ σ′2i . This is summarized in
the following theorem.
Theorem 8. Given an estimator F with {αi}ni=1 values, and sampling costs {ci}ni=1, we
can always find a more efficient estimator G∗ when for all i, β∗i ∝ αi σ
′
i√
ci
, which is strictly
more efficient whenever not all ci ∝ σ′2i .
A particular case is when αi =
1
n
, ∀i, then the variance becomes
V [G1] =
1
n2
n∑
i=1
σ′2i
βi
. (3.42)
This case was introduced in (Sbert et al., 2016, Section 4). It was shown that this esti-
mator is provably better than F with αi = 1/n, ∀i when
β∗i ∝ σ′i, i = 1, ..., n, (3.43)
which is the optimal case of Eq. (3.42). Examples showing the improvement obtained
were also given in Sbert et al. (2016).
3.3 Case 3: fixed {βi}ni=1
Theorem 9. Consider now a fixed set {βi}ni=1. The optimal set {α∗i }ni=1 can be found
using Lagrange multipliers with target function
Λ({αi}ni=1, λ) =
n∑
i=1
α2iσ
′2
i
βi
+ λ
(
n∑
i=1
αi − 1
)
.
3.4 Case 4: βi = 1/n, ∀i
Observe that the σ′2i values depend on the {αi}ni=1 values. The optimal values are those
that obey, for all j, the following expression
α∗jσ
′2
j
βj
=
n∑
i=1
α∗2i
βi
×
(∫
f 2(x)pi(x)pj(x)
(
∑n
k=1 α
∗
kpk(x))
3
dx− µ′i
∫
f(x)pi(x)pj(x)
(
∑n
k=1 α
∗
kpk(x))
2
dx
)
. (3.44)
Proof. The derivation can be found in the Appendix D.
Remark 4. Note that in the general case, the optimal α∗i 6= βi. However, a particular
case when α∗i = βi, is when all values µ
′
i happen to be equal for these α
∗
i values, and thus
Eq. (3.44) is satisfied for all j. See Appendix D for a further explanation. This is in
concordance with Theorems 2 and 4 in Veach (1997).
3.4 Case 4: βi = 1/n, ∀i
In the case when for all i, βi = 1/n, the variance becomes
V [G1] =
n∑
i=1
α2iσ
′2
i
1/n
= n
n∑
i=1
α2iσ
′2
i . (3.45)
Note that this is a usual case in the MIS literature strategies (Elvira et al. (2015, 2019,
2016,)) and the adaptive IS (AIS) literature (Cappe´ et al. (2004); Cornuet et al. (2012);
Martino et al. (2017); Elvira et al. (2017); Bugallo et al. (2017)), since all the techniques
have the same number of counts. By setting in Eq. (3.44) for all i, βi = 1/n, and if we can
optimize {αj}nj=1, we can find the minimum variance values {α∗j}nj=1. Thus the minimum
variance V [G∗] corresponds to the values {α∗j}nj=1 that satisfy
α∗jσ
′2
j =
n∑
i=1
α∗2i (3.46)
×
(∫
f 2(x)pi(x)pj(x)
(
∑n
k=1 α
∗
kpk(x))
3
dx− µ′i
∫
f(x)pi(x)pj(x)
(
∑n
k=1 α
∗
kpk(x))
2
dx
)
.
3.4 Case 4: βi = 1/n, ∀i
The corresponding variance V [G∗] will be less or equal than the variance of V [G] for all
{αj}nj=1, and in particular for αi = 1/n, where G converts into F as βi = αi = 1/n, the
classic balance heuristic estimator, thus V [G∗] ≤ V [F ].
Apart from the optimal value {α∗j}nj=1, we can find cases where V [G1] ≤ V [F 1] for
βi = 1/n,
Theorem 10. If for i < j, αiσ
′2
i ≤ αjσ′2j ⇒ αi ≥ αj, then
V [F 1] ≥ V [G1] (3.47)
Proof. We can write the inequality (3.47) as
n∑
i=1
αiσ
′2
i ≥ n
n∑
i=1
α2iσ
′2
i (3.48)
n∑
i=1
1
n
(αiσ
′2
i ) ≥
n∑
i=1
αi(αiσ
′2
i ), (3.49)
and, as in the case of the hypothesis of the theorem, there is likelihood-dominance
(Belzunce et al. (2016)) of sequence 1/n over sequence αi, then Eq. (3.48) holds. See
also Sbert and Poch (2016), Sbert et al. (2018b).
Observe that equality in Eq. (3.47) happens when αi ∝ 1/σ′2i .
It can be equally proved the reverse case of Theorem 10 in the following theorem.
Theorem 11. If for i < j, αiσ
′2
i ≤ αjσ′2j ⇒ αi ≤ αj, then
V [F 1] ≤ V [G1]. (3.50)
Proof. In that case where there is likelihood-dominance (Belzunce et al., 2016) of sequence
αi over sequence 1/n, then
( n∑
i=1
αiσ
′2
i
) ≤ n( n∑
i=1
α2i σ
′2
i
)
. (3.51)
4. Numerical examples
4.1 Efficiency comparison between F and G estimators
We compare the efficiencies for the F estimator and the optimal G estimator in 5 different
examples. Table 6 shows the inverse of the efficiencies, E−1F = V [F ] · Cost[F ] and E−1G =
V [G] · Cost[G], i.e., the product of variance and cost for the F estimator and for the
optimal G estimator, for these possible sets of {αk}nk=1: (i) equal count of samples, (ii)
count inversely proportional to variances of independent techniques (Havran and Sbert
(2014)), (iii) the new heuristic defined in Section 6 of Sbert et al. (2018a), (iv) optimal
count in Sbert et al. (2016), (v) and the two balance heuristic provably better estimators
defined in (Sbert et al., 2018a, Sections 4 and 5). In the following, we describe the 5
examples.
Example 1
Suppose we want to solve the integral
µ =
∫ π
3
2pi
x
(
x2 − x
pi
)
sin(x)dx ≈ 10.29 (4.52)
by MIS sampling on functions x, (x2 − x
π
), and sin(x), respectively. We first find the
normalization constants:
∫ π
3
2pi
xdx = 4.82,
∫ π
3
2pi
(x2 − x
π
)dx = 8.76,
∫ π
3
2pi
sin(x)dx = 1.89.
The costs for sampling the techniques are (1; 6.24; 3.28).
Example 2
Let us solve the integral
µ =
∫ π
3
2pi
(
x2 − x
pi
)
sin2(x)dx ≈ 3.60 (4.53)
4.2 Bounds for the variance of F estimator
using the same functions x, (x2 − x
π
), and sin(x) as before.
Example 3
As the third example, let us solve the integral
µ =
∫ π
3
2pi
x+
(
x2 − x
pi
)
+ sin(x)dx ≈ 15.47 (4.54)
using the same functions as before.
Example 4
As the last example, consider the integral of the sum of the three pdfs
µ =
∫ π
3
2pi
30
x
4.82082
+ 30
(
x2 − x
π
)
8.76463
+ 40
sin(x)
1.88816
dx (4.55)
≈ 100.
In this case we know the optimal (zero variance) α values: (0.3, 0.3, 0.4). This case should
be most favorable to equal count of samples.
Example 5
As the last example, consider solving the following integral
µ =
∫ π/2
0.01
(√
x + sinx
)
dx ≈ 2.31175. (4.56)
by MIS sampling on functions 2− x, and sin2(x).
4.2 Bounds for the variance of F estimator
In Tables 2, 3, 4, and 5, we give the bounds for Examples 1-4 of Section 4.1, respectively.
We use the same set of values {αk}nk=1 in column 1, but now we consider equal cost of
sampling. The last column contains the real variances, approximated numerically with
high precision. The second, fourth and fifth column contain the upper bounds. B1 is
the upper bound based on the weighted harmonic mean of Eq. (3.25). B2 is the upper
bound based on the weighted arithmetic mean in Eq. (3.24). Finally, B3 is the upper
bound based on the weighted power mean in Eq. (3.26). For the sake of comparison we
have included in column 2 and 4 the corresponding means of {vi} weighted with the {αi}
(B2 is also the arithmetic mean). From these four tables we can extract the following
conclusions:
• As expected, the listed bound values are indeed upper bounds for the variances.
• None of the bounds is always the tightest.
• B3 is always the tightest bound except in one case (second row of Example 3)
• In examples 3 and 4, the bounds are much less tight, while in Example 2 the bounds
are very tight.
• The weighted harmonic mean is in most cases tighter than the bounds. However,
we recall that it is not a bound, as we observe in Example 4.
5. Conclusions
In this paper, we have proposed a multiple importance sampling estimator that combines
samples simulated from different techniques. The novel estimator generalizes the bal-
ance heuristic estimator, widely used Monte Carlo in the literature of signal processing,
computational statistics, and computer graphics. In particular, this estimator relaxes the
connection between the coefficients that select the number of samples per proposal, and
Table 2: Upper bounds for the variances of F estimator for Example 1
B1 harmonic mean B2 (arithmetic mean) B3 power mean (-1/2) variance
αk ∝ 1n 59,8863 33,6961 53,7493 46,4125 36,767 29,1634
αk ∝ 1vk 34,2727 27,0116 33,6961 30,876 27,7974 24,1116
αk ∝ 1m2
k
47,7525 30,4426 45,0066 39,271 32,4148 26,5536
αk ∝ σk,eq 62,3836 34,4548 55,4324 47,8705 37,7497 29,0908
αk ∝Mk,eq 56,2199 32,6544 51,2191 44,2741 35,3942 28,2435
Table 3: Upper bounds for the variances of F estimator for Example 2
B1 harmonic mean B2 (arithmetic mean) B3 power mean (-1/2) variance
αk ∝ 1n 6,96851 5,9558 6,53264 6,36347 6,08435 4,9176
αk ∝ 1vk 6,25335 5,52328 5,9558 5,82562 5,61376 4,5528
αk ∝ 1m2
k
6,70447 5,79234 6,32076 6,16385 5,90726 4,7754
αk ∝ σk,eq 7,05992 6,02603 6,61134 6,44027 6,1577 4,9992
αk ∝Mk,eq 6,85368 5,87468 6,43664 6,27103 5,99849 4,8324
Table 4: Upper bounds for the variances of F estimator for Example 3
B1 harmonic mean B2 (arithmetic mean) B3 power mean (-1/2) variance
αk ∝ 1n 355,59 11,0158 3208,72 213,213 19,9094 10,6877
αk ∝ 1vk 25,7535 4,51631 11,0158 15,9986 4,72888 2,02066
αk ∝ 1m2
k
148,369 7,10414 142,853 66,8855 8,82679 0,368009
αk ∝ σk,eq 308,038 10,0157 2942,08 189,329 17,2153 9,48229
αk ∝Mk,eq 330,312 10,6197 2769,89 188,646 18,1804 7,05337
Table 5: Upper bounds for the variances of F estimator for Example 4
B1 harmonic mean B2 (arithmetic mean) B3 power mean (-1/2) variance
αk ∝ 1n 18463,3 814,05 57587,8 11878,3 1646,94 28,1431
αk ∝ 1vk 685,56 294,421 814,05 573,436 302,401 330,852
αk ∝ 1m2
k
6335,38 459,805 8518,29 4107,74 620,166 809,287
αk ∝ σk,eq 15780,7 733,625 52772,4 10455,1 1398,07 46,618
αk ∝Mk,eq 18681,5 819,662 59442,8 12108,1 1674,84 18,0465
the samples that appear in the mixture of techniques at the denominator of the impor-
tance weight. This flexibility shows a relevant improvement in terms of variance in the
combined estimator w.r.t. the balance heuristic estimator (which is include as a particular
case in the novel estimator). We have studied the optimal choice of the free coefficients
in such a way the variance of the resulting estimator is minimized. In addition, numerical
results have shown that the significant gap in terms of variance between both estimators
justifies the use of the novel estimator whenever possible. We have also presented novel
bounds for the variance of the balance heuristic estimator.
Appendix A: difference between the variances of deterministic and randomized
multiple importance sampling estimators
The difference between the variances of the deterministic multiple importance sampling
estimator, Z, and the randomized one, Z, is given by Veach (1997) (we normalize here to
one sample)
V [Z1]− V [Z1] =
∑
i
αiµ
′2
i − µ2 (.57)
=
∑
i
αiµ
′2
i − (
∑
i
αiµ
′
i)
2
As by Cauchy-Schwartz
(
∑
i
αiµ
′
i)
2 ≤ (
∑
i
αi)(
∑
i
αiµ
′2
i ), (.58)
equality only happens (apart from the case when both variances V [Z1], V [Z1] are zero)
when for all i, αi ∝ αiµ′2i , i.e., when all µ′i are equal. Observe that we can write
A2(µ′i;αi) ≤ PWM(2)2(µ′i;αi) (.59)
where A(µ′i;αi) is the weighted arithmetic mean of {µ′i} values with weights {αi}, and
PWM(2) is the power mean with power 2 (observe that arithmetic mean is the power
mean with power 1). When for all i, αi = 1/n,
µ2 = PWM(2)2(µ′i; 1/n) ≤ nA2(µ′i; 1/n) = nµ2. (.60)
Thus when αi = 1/n,
V [Z1]− V [Z1] ≤ (n− 1)µ2. (.61)
Appendix B. Proof of Theorem 2: Optimal variance of F
The {αi}ni=1 values for the optimal variance of F estimator can be obtained using Lagrange
multipliers with the target function
Λ({αi}ni=1, λ) =
n∑
i=1
αiσ
′2
i + λ
(
n∑
i=1
αi = 1
)
.
Taking partial derivatives with respect to αj ,
∂Λ({αi}ni=1, λ)
∂αj
=
∂
(∑n
i=1 αiσ
′2
i
)
∂αj
+
∂ (λ (
∑n
i=1 αi − 1))
∂αj
(.62)
=
n∑
i=1
∂
(
αiσ
′2
i
)
∂αj
+ λ = 0.
The partial derivatives are equal to
∂
(
αiσ
′2
i
)
∂αj
= δijσ
′2
j + αi
∂
(
σ′2i
)
∂αj
. (.63)
where δij is Dirac’s delta function, and
∂
(
σ′2i
)
∂αj
=
∂
(∫ f2(x)pi(x)
(
∑n
k=1 αkpk(x))
2dx− (µ′i)2
)
∂αj
(.64)
=
∂
(∫ f2(x)pi(x)
(
∑n
k=1 αkpk(x))
2dx
)
∂αj
− 2µ′i
∂µ′i
∂αj
= −2
∫
f 2(x)pi(x)pj(x)
(
∑n
k=1 αkpk(x))
3
dx− 2µ′i
∂µ′i
∂αj
.
Since we can write
∂µ′i
∂αj
=
∂
(∫ f(x)pi(x)∑n
k=1 αkpk(x)
dx
)
∂αj
(.65)
= −
∫
f(x)pi(x)pj(x)
(
∑n
k=1 αkpk(x))
2
dx,
thus Eq. (.64) reads
∂
(
σ′2i
)
∂αj
= −2
∫
f 2(x)pi(x)pj(x)
(
∑n
k=1 αkpk(x))
3
dx (.66)
+ 2µ′i
∫
f(x)pi(x)pj(x)
(
∑n
k=1 αkpk(x))
2
dx.
Then,
λ = −
n∑
i=1
∂
(
αiσ
′2
i
)
∂αj
= −σ′2j + 2
n∑
i=1
αi × (.67)(∫
f 2(x)pi(x)pj(x)
(
∑n
k=1 αkpk(x))
3
dx− µ′i
∫
f(x)pi(x)pj(x)
(
∑n
k=1 αkpk(x))
2
dx
)
= −σ′2j + 2
∫
f 2(x)pj(x)(
∑n
i=1 αipi(x))
(
∑n
k=1 αkpk(x))
3
dx
− 2
n∑
i=1
αiµ
′
i
∫
f(x)pi(x)pj(x)
(
∑n
k=1 αkpk(x))
2
dx
= −σ′2j + 2(σ′2j + µ′j2)− 2
n∑
i=1
αiµ
′
i
∫
f(x)pi(x)pj(x)
(
∑n
k=1 αkpk(x))
2
dx
= σ′2j + 2µ
′
j
2 − 2
n∑
i=1
αiµ
′
i
∫
f(x)pi(x)pj(x)
(
∑n
k=1 αkpk(x))
2
dx
This is, for all j, the following values have to be equal,
σ′2j + 2µ
′
j
2 − 2
n∑
i=1
αiµ
′
i
∫
f(x)pi(x)pj(x)
(
∑n
k=1 αkpk(x))
2
dx (.68)
Multiplying by αj and adding over all j in Eq. (.67),
λ =
n∑
j=1
αjλ =
n∑
j=1
αjσ
′2
j + 2
n∑
j=1
αjµ
′
j
2
(.69)
− 2
n∑
i=1
αiµ
′
i
∫
f(x)pi(x)(
∑n
j=1 αjpj(x))
(
∑n
k=1 αkpk(x))
2
dx
=
n∑
j=1
αjσ
′2
j + 2
n∑
j=1
αjµ
′
j
2 − 2
n∑
i=1
αiµ
′
i
2
=
n∑
j=1
αjσ
′2
j
which is the optimal variance of estimator F . Observe that all derivatives in (.62) are
negative for the optimal {α⋆i } values and equal to −
∑n
j=1 α
⋆
jσ
′⋆2
j . Let us compare Eq. (.68)
with the condition of minimum variance for estimator F , the randomized version of F ,
which turns into equality for all j of the sum (Sbert et al. (2016))
σ′2j + µ
′
j
2
. (.70)
Observe that, when for given {αi} for all i the {µ′i} values are equal (and thus equal to
µ), the Eq. (.68) and Eq. (.70) become the same, for these {αi} to be optimal all values
{σ′i} have to be equal too, and both minimum variances of F and F are equal.
Appendix C: upper bounds for balance heuristic estimator
The variance of random mixture generic MIS estimator is given by
V [Z] =
n∑
i=1
∫
w2i (x)f
2(x)
αipi(x)
dx− µ2. (.71)
with optimal wi(x) weights the balance heuristic weights (see (Veach, 1997, Theorems
9.2,9.4)). This is, the optimal case is for Z ≡ F . Let us consider now lineal combination of
the resulting estimators of the n techniques {pi(x)}ni=1. In this case, all weights wi(x) ≡ wi
are constant in all domain. Let Zl1 be the randomized version of the estimator Zl1, that
is the optimal deterministic lineal combination for αi fixed. The optimal weights are
wi =
H(vi/αi)αi
nvi
, and V [Zl1] is equal to
H(vi/αi)
n
, where vi is the variance of technique i, see
Sbert and Havran (2017). In order to find V [Zl1], we substitute the optimal weights in
Eq. (.71) to obtain, supposing all techniques are unbiased,
V [Zl1] =
n∑
i=1
∫
(H(vi/αi)αi
nvi
)2f 2(x)
αipi(x)
dx− µ2 (.72)
=
(H(vi/αi))
2
n
n∑
i=1
αi
nv2i
∫
f 2(x)
pi(x)
dx− µ2
=
(H(vi/αi))
2
n
(
n∑
i=1
αi
nv2i
(vi + µ
2)
)
− µ2
=
(H(vi/αi))
2
n
(
n∑
i=1
αi
nvi
+ µ2
n∑
i=1
αi
nv2i
)
− µ2
=
(H(vi/αi))
2
n
(
1
H(vi/αi)
+ µ2
1
H(v2i /αi)
)
− µ2
=
H(vi/αi)
n
+ µ2
(
(H(vi/αi))
2
nH(v2i /αi)
− 1
)
.
Thus by Theorem 9.4 in Veach (1997), V [Zl1] in Eq. (.72) is an upper bound for the
variance of the random balance heuristic mixture estimator V [F ], which in its turn is an
upper bound for the deterministic balance heuristic mixture estimator, V [F ]. The bound
can be written in terms of weighted harmonic mean
V [Zl1] = H(vi;αi) + µ2
(
(H(vi;αi))2
H(v2i ;αi)
− 1
)
, (.73)
where H(vi;αi) is the weighted harmonic mean of {vi} with weights {αi}. Compare with
the bound A(vi;αi), the weighted arithmetic mean, obtained in Sbert and Havran (2017).
In case the techniques are biased, the bound would be, continuing from second line in
Eq. (.72),
V [Zl1] = (H(vi/αi))
2
n
(
n∑
i=1
αi
nv2i
(vi + µ
2
i )
)
− µ2 (.74)
=
(H(vi/αi))
2
n
(
n∑
i=1
αi
nvi
+
n∑
i=1
αiµ
2
i
nv2i
)
− µ2
=
(H(vi/αi))
2
n

 1
H(vi/αi)
+
1
H(
v2i
µ2i
/αi)

− µ2
=
H(vi/αi)
n
+
(H(vi/αi))
2
nH(
v2i
µ2i
/αi)
− µ2
= H(vi;αi) + (H(vi;αi))
2
H( v2i
µ2i
;αi)
− µ2,
where µi is the expected value corresponding to technique i, and such that
∑
i wiµi = µ.
Using other combinations of values for wi and αi in the randomized linear combination
of estimators we can obtain other bounds. The most interesting cases are when for all
i, wi = αi, which we call estimator Zl2, and the optimal case when wi is fixed, which
corresponds to αi ∝ wi√vi (Sbert and Havran (2017)), which we call estimator Zl3. In
the first case, when for all i, wi = αi, the variance of the randomized linear combination
estimator Zl2 (and so an upper bound for the variance of balance heuristic estimators F
and F ), it is found to be
V [Zl2] =
n∑
i=1
∫
αif
2(x)
pi(x)
dx− µ2 (.75)
=
n∑
i=1
αi
∫
f 2(x)
pi(x)
dx− µ2
=
n∑
i=1
αi(vi + µ
2)− µ2
=
n∑
i=1
αivi
= A(vi;αi).
where A(vi;αi) is the weighted arithmetic mean of {vi} with weights {αi}. This bound
was already obtained in Sbert and Havran (2017). Observe also that in this case, the
variances of randomized and deterministic (Sbert and Havran (2017)) linear combination
are the same. This happens because being for all i, wi = αi, all αiµ
′
i values, with
µ′i =
1
αi
∫
wi(x)f(x)dx, Eq. (2.7), are the same, see Section 2.2 and Appendix A. For the
case of biased techniques, the variance is
V [Zl2] = A(vi;αi) +A(µ2i ;αi)− µ2. (.76)
For the case αi ∝ wi√vi, for the randomized estimator Zl3, we isolate wi so that wi =
αi√
vi∑
k
αk√
vk
=
H(
√
vi
αi
)
αi√
vi
n
and substituting the wi values in Eq. (.71) the variance is found to be
V [Zl3] =
(
H(
√
vi
αi
)
n
)2 n∑
i=1
αi
vi
∫
f 2(x)
pi(x)
dx− µ2 (.77)
=
(
H(
√
vi
αi
)
n
)2 n∑
i=1
αi
vi
(vi + µ
2)− µ2
=
(
H(
√
vi
αi
)
n
)2
(1 +
µ2n
H( vi
αi
)
)− µ2
= (H(√vi;αi))2 + µ2
((H(√vi;αi))2
H(vi;αi) − 1
)
,
and for the case of biased techniques,
V [Zl3] = (H(√vi;αi))2 +
(H(√vi;αi))2
H( vi
µ2i
;αi)
− µ2. (.78)
Observe that
(H(√vi;αi))2 is the power mean, with power −1/2, of {vi} with weights
{αi}. Remembering that harmonic mean is power mean with power −1, and arithmetic
mean is power mean with power 1, by the increasing property of the power mean function
we can write,
H(vi;αi) ≤ (H(√vi;αi))2 ≤ A(vi;αi). (.79)
Although it is reasonable to expect that the three bounds in Eqs. (.73), (.77), and (.75)
follow the same order, we can not state this in general, as there might be cases where the
second terms in Eqs. (.73) and (.77) would make the bound result in a bigger bound than
the one in Eq. (.75).
Observe now that the three bounds in Eqs. (.73), (.75), and (.77) come from taking
wi ∝ αivti , with t = 1, t = 0, and t = 1/2, respectively. By normalizing we have wi =
H(vti ;αi)αivti , and substituting into Eq. (.71) we obtain, for any t, when all techniques are
unbiased the upper bound for V [F 1]
(H(vit;αi))2
H(vi2t−1;αi) + µ
2
(
(H(vit;αi))2
H(v2ti ;αi)
− 1
)
. (.80)
And for biased techniques V [F 1] is upper bounded by
(H(vit;αi))2
H(vi2t−1;αi) +
(H(vit;αi))2
H(v2ti
µ2i
;αi)
− µ2. (.81)
Appendix D: Derivation of Case 3
We present here the proof of Eq. (3.44). We have to optimize the target function
Λ({αi}ni=1, λ) =
n∑
i=1
α2iσ
′2
i
βi
+ λ
(
n∑
i=1
αi − 1
)
.
Taking partial derivatives with respect to αi, as the βi values are constant,
∂Λ({αi}ni=1, λ)
∂αj
=
n∑
i=1
1
βi
∂
(
α2i σ
′2
i
)
∂αj
+ λ = 0. (.82)
The partial derivatives are equal to
∂
(
α2iσ
′2
i
)
∂αj
= 2αjδijσ
′2
j + α
2
i
∂
(
σ′2i
)
∂αj
, (.83)
where δij is Dirac’s delta function. Using the result in Eq. (.66), we obtain
n∑
i=1
1
βi
∂
(
α2iσ
′2
i
)
∂αj
= 2
αjσ
′2
j
βj
− 2
n∑
i=1
α2i
βi
(.84)
×
(∫
f 2(x)pi(x)pj(x)
(
∑n
k=1 αkpk(x))
3
dx− µ′i
∫
f(x)pi(x)pj(x)
(
∑n
k=1 αkpk(x))
2
dx
)
= −λ.
In Eq. (.84), we multiply by αj , and add over all indexes j, obtaining
λ = −2
n∑
j=1
α2jσ
′2
j
βj
+ 2
n∑
i=1
α2i
βi
× ( ∫ f 2(x)pi(x)(
∑n
j=1 αjpj(x))
(
∑n
k=1 αkpk(x))
3
dx
− µ′i
∫
f(x)pi(x)(
∑n
j=1 αjpj(x))
(
∑n
k=1 αkpk(x))
2
dx
)
= −2
n∑
j=1
α2jσ
′2
j
βj
+ 2
n∑
i=1
α2i
βi
×
(∫
f 2(x)pi(x)
(
∑n
k=1 αkpk(x))
2
dx− µ′i
∫
f(x)pi(x)
(
∑n
k=1 αkpk(x))
dx
)
= −2
n∑
j=1
α2jσ
′2
j
βj
+ 2
n∑
i=1
α2iσ
′2
i
βi
= 0. (.85)
We remind that
∑n
j=1 αj = 1 which disappears in the left-hand side and the second term
of the right-hand side equation.
From Eq. (.84), the optimal {αj}nj=1 are those that obey
αjσ
′2
j
βj
=
n∑
i=1
α2i
βi
(.86)
×
(∫
f 2(x)pi(x)pj(x)
(
∑n
k=1 αkpk(x))
3
dx− µ′i
∫
f(x)pi(x)pj(x)
(
∑n
k=1 αkpk(x))
2
dx
)
.
REFERENCES
Observe that if we take for all i, αi = βi then
σ′2j =
∫
f 2(x) (
∑n
i=1 αipi(x)) pj(x)
(
∑n
k=1 αkpk(x))
3
dx
−
n∑
i=1
αiµ
′
i
∫
f(x)pi(x)pj(x)
(
∑n
k=1 αkpk(x))
2
dx
= σ′2j + µ
′2
j −
n∑
i=1
αiµ
′
i
∫
f(x)pi(x)pj(x)
(
∑n
k=1 αkpk(x))
2
dx,
and thus
µ′2j =
n∑
i=1
αiµ
′
i
∫
f(x)pi(x)pj(x)
(
∑n
k=1 αkpk(x))
2
dx. (.87)
Eq. (.87) holds when for all i, all µ′i values are equal. Thus Eq. (.86) is filled when for
all i, αi = βi and all µ
′
i are equal. This is in concordance with Theorems 9.2 and 9.4 of
Veach’s thesis Veach (1997), which deal with the optimality of the deterministic mixture
estimator (Theorem 9.2) and the random mixture estimator (Theorem 9.4) MIS estimator,
see Section 2.2. When all µ′i are equal the variances of both estimators are the same (see
see Section 2.2), and being the optimal by Theorem 9.4 the balance heuristic estimator,
it implies that for all i, αi = βi.
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Table 6: We show the metric E−1F = V [F ] · Cost[F ] and E−1G = V [G] · Cost[G], i.e., the product of variance and cost for the
F estimator and for the optimal G estimator, using both the same αk values. For the 5 numerical examples using equal count
of samples, count inversely proportional to the variances of independent estimators Havran and Sbert (2014),Sbert and Havran
(2017), and for the three estimators defined in Sbert et al. (2018a). The sampling costs are (1, 6.24, 3.28). In Example 5, we
present the case with equal costs (1,1), and different costs (1,5).
Ex. 1 Ex. 2 Ex. 3 Ex. 4
Ex. 5 Ex. 5
costs=(1,1) costs=(1,1) costs=(1,5) costs=(1,5)
Estimator F G F G F G F G F G F G
αk ∝ 1n 102.26 89.40 17.24 15.44 37.47 31.80 98.68 83.78 0.28 0.23 0.83 0.40
αk ∝ 1ckvk Havran and Sbert (2014) 49.53 41.29 9.28 8.10 4.03 3.85 300.12 294.85 0.31 0.26 2.76 2.33
αk ∝ 1ckm2k Sbert et al. (2018a) 54.36 46.2 9.82 8.49 3.12 2.49 534.37 449.33 0.20 0.15 1.51 1.00
αk ∝ σk,eq√ck Sbert et al. (2018a) 81.43 69.88 13.54 11.67 28.68 23.17 91.01 73.54 1.00 0.98 2.90 2.50
αk ∝ Mk,eq√ck Sbert et al. (2018a) 79.73 67.77 13.08 11.35 25.74 20.76 31.77 25.90 0.29 0.24 2.72 2.28
