Using the machine learning method kriging we predict the energies of atoms in ion-water clusters, consisting of either Cl -or Na + surrounding by a number of water molecules (i.e. without Na + Cl 
offers quantum mechanical information to molecular dynamics simulations without the limiting computational cost of ab initio calculations. Results reported for the prediction of the IQA components of the energy in the test set exhibit an accuracy of a few kJ/mol, corresponding to an average error of less than 5%, even when a large cluster of water molecules surrounding an ion is considered. Ions represent an important chemical system and this work shows that they can be correctly taken into account in the framework of FFLUX force field.
I. INTRODUCTION
Ion solvation is fundamental in many organic, biochemical and inorganic processes 1, 2 , including nucleation and the folding of proteins and DNA 1, 3, 4 . Despite its critical role in many chemical processes, a general and reliable model for the quantitative description of ion solutions remains out of reach and is still an active field of research [5] [6] [7] . The key barrier to accurate calculations in ionic solutions is the modelling of, many-body interactions that an ion experiences with its surrounding system. As system size increases, these interactions quickly become intractable by ab initio Molecular Dynamics (MD), while coarser grained methods are not accurate enough to reliably reproduce bulk properties 8 .
To overcome the challenges that ionic interactions bring to molecular modelling, we implement a machine learning method called kriging in order to describe them at a level of detail comparable to the full ab initio description of the system. The use of a machine learning enhanced force field, for the MD simulation of ions, enters into the framework of FFLUX 9 currently under development. The use of machine learning in the computational chemistry community is a growing field, with machine learning techniques already having shown to give a good description of atomization energies 10 , or increase accuracy of Density Functional Theory (DFT) calculations 11 . Other machine learning enhanced force fields are also currently developed in different groups 12, 13 .
Initial work considering the application of kriging to ionic systems has been completed by Mills and Popelier 14 . However, this work reported only atomic multipole moments of a single, micro-solvated sodium ion. In the current article we show the application of the kriging framework to both a significantly larger Na + system in aqueous solution and an equivalent Cl -system. Moreover, for the first time, we extend the treatment beyond the electrostatic interaction. For that purpose we invoke the topological energy partitioning method Interacting Quantum Atom (IQA) 15 . Results are presented for ionic, solvated clusters ranging from one to seven water molecules, each water cluster surrounding either Na + or Cl -but not both together.
II. METHODS AND MATERIALS

A. Clusters
Each cluster is identified by the name of the ion and the number of water molecules within. For example, Cl-W7 refers to a system consisting of one Cl ion and seven water molecules. In the second part of this work we present kriging models developed for a more general system containing eight water molecules and both Cl -and Na + , which will be denoted as ClNa-W8. This system will in turn be the reference system used to demonstrate the Variable Number of Features (VNF) kriging method 16 . The VNF method, which will be described in detail later, is a way to extend kriging models to systems with varying dimensions. In a real system, the neighbourhood of each atom changes with time, e.g. the number of 3 water molecules around an ion at any given time. Standard kriging models assume a fixed number of dimensions for the feature space (i.e. the size of the neighbourhood), while the VNF method allows to include some flexibility in the kriging models which are needed for the application to MD simulations.
The systems whose predictions are obtained using VNF will be indicated by adding a "v" to their name.
For example, vCl-W4 represents the chlorine ion within a cluster of four water molecules whose predictions are obtained using the VNF algorithm based on the ClNa-W8 cluster. Note that we did not apply the VNF method to the less interesting cases of Cl-W1, Cl-W2, Cl-W3 and Na-W1, Na-W2, Na-W3.
The robust implementation of the kriging framework to such systems represents a significant leap in the development of accurate, efficient modelling methods for realistic ionic simulations.
B. Computational Details
Molecular Dynamics Simulations
The solvated ion clusters were sampled from an MD simulation carried out by the program GROMACSs (version 5.0.4) 17, 18 . The simulated system is composed of 54 NaCl ion pairs surrounded by 2072 water molecules. The time step was set at 1 fs and the cut-off for dispersion interactions at 10 Å.
Long-range electrostatics were calculated by Particle Mesh Ewald summation (PME) with a Fourier spacing of 1.5 Å and fourth-order interpolation 19, 20 . Equilibration and simulations were performed in the isothermal-isobaric (NPT) ensemble, with a Berendsen thermostat maintaining the temperature at 300 K and with a coupling time τT = 0.1 ps. The Berendsen barostat used isotropic pressure coupling with a reference pressure set at 1 bar and with a pressure coupling time τP = 3.0 ps. Equilibration was performed for 3 ns until properties converged. Production simulations were run for 10 ns. The force field 21 employed for the water molecules was SPC/E while the GROMOS96 43a1p force field 22 was used for the ions. Cluster geometries are extracted from the trajectory and used to create the test and training sets. Trajectories are saved every picosecond and an in-house program checks for the neighbours of each ion at each snapshot. If the neighbours of the selected atoms are consistent with our requirements then that particular configuration is saved. Imagine an example where we want to extract geometries for Na-W4. Our program looks for every Na + ion that has four water molecules as its first neighbours. The configurations of such systems are saved. The program stops when enough configurations are found that meet our requirements. The total number of configurations collected is equal to the sum of the number of training points, Nt, and the number of prediction points, Np, that we want to use. Eventually, the set of total configurations is randomly split in training set and test set.
Ab initio Calculations (wave function generation)
Regardless of whether they end up in the training set or test set, water-ion clusters were submitted to an in-house script called GAIA 23 , where each geometry was input to the ab initio program 24 GAUSSIAN09 at the B3LYP/6-311+G(2d,2p) level of theory in order to obtain cluster wave functions. This level of theory is the same as that used before 14 by Mills and Popelier in their purely electrostatic kriging work of microhydrated Na + . Note that the current approach does not introduce any basis set superposition error because this effect arises only when energies of supermolecular and monomeric wave functions are subtracted (and small basis sets are used). There is no such reference to monomeric wave functions in the current approach: all necessary information comes from the clusters themselves (without reference to water monomers). We also note that the compatibility of DFT with IQA was ensured by a method explained in great detail elsewhere 25 .
Wave function files were then processed by the topological partitioning program AIMAll 26 to obtain atomic IQA-partitioned energies:
where A' refers to the atomic environment of a given atom A (where A' excludes A), Eintra(A) is the intraatomic energy (sometimes called self-energy 27 ), while Vxc(A,A') and Vcl(A,A') are the two inter-atomic energy components, namely the exchange-correlation energy and the classical electrostatic energy, respectively 28 . Note that we adhere to the standard IQA notation of Vcl, where the subscript refers to "classical" and of course not to chlorine. From here, each configuration (input) and its corresponding energies (output) are used as training points for our kriging program FEREBUS 29, 30 . This program calculates the so-called hyperparameters θ and p of the models, as shown in Eq. (2). Kriging is an interpolating predictor, which assumes continuity of the data that it models. As such, two close points in input space will show a higher likelihood of having similar values of a property when compared to points far away. The value of the atomic property y(x*) at an unknown position x* is given 31 by
where μ represents the global mean estimated from the training points, a is the vector that contains the information about the training set used in the training, Nf is the number of features (i.e. inputs) of the problem, and Nt is the number of training points in the training set. Many more equations behind the kriging method have been published in previous work, in most detail in ref. 32 .
Model training sets varied in size from 1500 to 2200 training points, depending on the number of atoms in each cluster, and the models were validated on an external test set of 2000 points (1000 points 5 for the VNF systems), which was independently sampled. Figure 1 show a flowchart that summarizes the section above. The geometries are obtained outside GAIA and represent the starting input that will lead to the kriging models. We represent with different colours the in-house programs: FEREBUS and NORMART (dark blue) and the external programs AIMALL and GAUSSIAN (purple).
C. Coordinate System
In order to apply configurational inputs as machine learning features, a suitable coordinate frame must be chosen. In this work we use an atomic local frame (ALF) 23, 33 , depicted in Figure 2 , which has proven successful in the prediction of energies for other small clusters 34 , although other coordinate representations exist 10, 11, 35 . The ALF basis is a right-handed coordinate system which, in the current work, is always centred on the ion of interest, from now on referred to as the 'central' ion. The direction of the x-axis is taken from the vector connecting the central atom with another atom in the system (from 6 now the 'second' atom). We define the second atom to always be the closest oxygen to the central ion.
The y-axis is perpendicular to the x-axis and positioned on the plane identified by the central ion, the second atom and a third atom. The third atom is always the second closest oxygen to the central ion.
Finally, the z-axis is taken as the vector perpendicular to the x-and y-axis. The position of all other atoms in the system can be defined by spherical polar coordinates in the ALF coordinate frame. The ALF basis will always be built with one ion and two water molecules, even when other ions are present, except in the Cl-W1 and Na-W1 systems, where the closest hydrogen is used to define the ALF y-axis. Although the model is called "variable", once the reference system has been defined the total number of features does not change. Instead, what changes is the dimensionality of the problem to which we are applying our reference system; the VNF model employs the features of a larger system to 7 describe a system with lower dimensionality. As the lower-dimensional system will have extra features (inherited from the higher-dimensional system), we will call these extra features dummy features. As an example, modelling the Cl-W4 system using a NaCl-W8 cluster as a reference system will result in dummy features representing the four extra water molecules and the extra Na + ion that the reference system possesses. In this case, each additional water molecule contributes nine additional features (RO, θO, φO, RH1, θH1, φH1, RH2, θH2, φH2), while the extra ion (X=Cl, Na) contributes three additional features (RX, θX, φX).
Following the VNF method 16 we choose a single feature and assign it a value outside the sampled domain for each water molecule, and for the extra ion. The selected feature is always the distance RO for each extra water molecule and RX for the extra ion. Next, we assign to the remaining features (eight for each extra water molecule and two for the extra ion) a mean value obtained by averaging the features among the training points we have. A more detailed description can be found in reference 16 . One important matter to remember in the construction of the VNF model for a system is that the extended system must mimic exactly the smaller system it encloses. This is to say that, if we choose a system centred on the Cl anion with the water molecules ordered against the distance with respect the central ion (e.g. Cl-W7), then the NaCl-W8 must be built in the same way, with the Cl ion at the centre and all the water molecules ordered against the distance with respect to the Cl. The position of the Na will not have any constraint. The same must be done for the Na cation, using a different set of configurations where the water molecules are ordered with respect to the Na ion. A sketch of the VNF framework applied to Cl-W7 system is shown in Figure 3 . Figure 3 . Example of system (Cl-W7) considered in the VNF framework. The larger system is represented by the ClNa-W8 cluster (with the green sphere as the Cl -ion and the blue sphere as the Na + ion). The system with smaller dimensionality, i.e. Cl-W7, which has real features, is shown inside the red region.
The Na + ion and the water molecule outside this region represent the dummy features.
III. Results and Discussion
A. Fixed Number of Features. Δerr is the difference between the mean true value of the properties and the mean value predicted by each kriging model. Table 2 provides the same type of validation analysis but now for the sodium cation. The first consistent and noticeable difference between the sodium and chlorine predictions is that the q 2 values are generally higher for the sodium. This observation is especially true for the intra-atomic energy contribution. Again generally, the Mean Absolute Error is of similar size between the sodium cation and the chlorine anion although this error can be several factors smaller (even more than an order of magnitude) for sodium compared to chlorine. A major difference between the patterns of Max Absolute
Errors in the sodium data compared to the chlorine data is that Vxc(Na,A') and Eintra(Na) are much lower than for Cl. However, the Max Absolute Errors for Vcl(Na,A') rise more rapidly with cluster size than for Vcl(Cl,A'). Table 2 . Validation statistics for predictions of the three types of atomic energy contributions (Vcl(A,A')/2, Vxc(A,A')/2 and Eintra) of the hydrated Na cation, with each cluster size represented by a separate model.
V cl (A,A')/2
Δerr is the difference between the mean true value of the properties and the mean value predicted by eachkriging model.
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The error analysis now moves beyond overall measures of performance (e.g. mean, maximum) to a more complete display of behaviour in energy errors. This more extensive analysis is carried out by means of the so-called S-curve, which is a cumulative energy profile. Figure 4 displays the S-curves of the Vcl, Vxc and Eintra prediction errors for the seven Cl-anion system sizes. Figure 5 does the same for the Nacation systems. It is easy to read such S-curves by fixing a particular energy error (ε) and seeing where the corresponding vertical line intersects an S-curve of interest. For example, in the Vcl S-curve of the Cl -(H2O)7 cluster, just over 80 % of all test set geometries return an error of 1 kJ/mol or less. The more an Scurve of a model moves to the left the more accurate that model. For all three types of energy the Scurves move systematically to the left each time a water molecule is removed from the Cl -(H2O)n cluster.
This trend is expected because the smaller clusters are easier to model, i.e. more (external) test geometries will yield low errors. For both the cationic and anionic systems, the vast majority (at least 80% but more typically 95%) of prediction errors fall below 1 kJ/mol. The only exception is the Eintra error, where this threshold has to be increased from 1 kJ/mol to 2.5 kJ/mol. Finally, the S-curves for the sodium cation are overall superior to those of the chlorine anion. The former show superb errors for the more challenging Eintra energies because all test geometries for all seven systems nearly hit the 100% ceiling at 0.4 kJ/mol (or 0.1 kcal/mol). Figures 4 and 5 clearly illustrate a "bunching effect", i.e. the collapsing of all S-curves onto the one most on the right. This effect was already observed in our previous work 14 on the kriging prediction of the electrostatic interaction for Na + . One reason for this effect can be found in the fact that by increasing the number of water molecules from one to two the environment seen by the ion is very different. If we add more water molecules we are filling the first solvation shell of the ion, and hence the environment seen by the ion does not change too much. As an example, the first solvation shell for Cl -is around 6
water molecules 38 , which is consistent with what we observe in Fig. 3 .
B. Variable Number of Features.
All models reported so far include fixed sized clusters, in contrast to the fluctuating number of interactions that an atom in an MD simulation will normally witness at each time step. Therefore, the development of the VNF method constitutes an essential step towards the creation of a force field for MD simulation based on machine learning techniques. In this section we analyse the performance of the VNF framework, described in Section 2.D, and applied to chlorine and sodium clusters of sizes varying from four to seven water molecules. Table 3 presents the prediction errors and the q 2 metric for the Cl system, modelled using the VNF approach. Again, the Mean Absolute Error is approximately 1 kJ/mol (or lower) for all systems considered, while the q 2 metric shows the strong performance of the kriging predictor relative to a naïve predictor. Although the Maximum Absolute Error for predictions of the Vcl(A,A') of the vCl6 system is relatively high, Figure 6 shows this to be an outlier. In fact, the S-curve of the error on the Vcl(A,A')
predictions for vCl-W6 shows that the number of errors smaller than 11.7 kJ/mol is almost 100%.
Furthermore, it is worth noting that the number of training points used here, represent a trade-off between accuracy and speed of calculation, and by increasing the number of training points, greater accuracy will be obtained. Figure 6 displays the prediction-error distributions of the 3 types of IQA energy contribution in S-curve form, with over half of all errors under 1 kJ/mol. In fact, over 80% of the errors are below 1 kJ/mol for Vcl(A,A'), and over 60% of the errors are below the same threshold for Eintra. The results for the VNF model in the case of the Na cation are reported in the SM, Table S1 and Fig.   S1 . We again obtained low mean error, each time within the range of 1 kJ/mol and in some cases of one order of magnitude lower with respect to the results for the chlorine presented here.
Vcl
The results obtained for VNF are comparable to those obtained for kriging with a fixed number of features (see Tables 1 and 3 ). The mean error is the same in both cases and some differences can be seen only for the maximum error, which represent outlier points, without any clear trend (e.g. error is constantly higher in one model compared to another). From this, it follows that the differences in maximum error that we observe can be due to the particular training set choice and not to any differences in the models. This behaviour is expected since the VNF model is built to minimize the effect of the dummy features on the real training set, and here we showed how the VNF could be effective and flexible in obtaining kriging models.
The current work confirms and extends the previous work from our lab 14 . In our previous work the kriging predictions for only the electrostatic energy for water clusters was presented and only for Na + . In the current work we show results for larger clusters, up to seven water molecules, and pleasingly, results for chlorine are now also reported for the first time. More importantly, we calculated kriging models for IQA components of the energy, which completes the energy analysis except for dynamical electron correlation. The latter, from which one can derive dispersion energies, will be included in future ionwater models following the recently developed route [39] [40] [41] [42] of MP2-IQA.
III. CONCLUSION
The results presented here represent the first training for FFLUX of a hydrated ionic system. Hydrated ions are of primary importance for biological systems but at the same time they pose many challenges in their modelling because of the strong interactions exerted on the surrounding. In this work we report a proof-of-concept of the ability of kriging to be able to handle this kind of system. The kriging models are shown to reliably predict the interactions of an ionic, atomistic system with the energetic detail of expensive ab initio calculations, without the need to perform the calculation during the simulation. 
Supplementary Material
See supplementary material for Table S1 (Validation metrics for predictions of Vcl(A,A')/2, Vxc(A,A')/2, Eintra for Na with VNF model. Different kriging models were used for each cluster size) and Figure S1 (Scurves for the Vcl(A,A')/2, Vxc(A,A')/2 and Eintra, components of the IQA energy for the Na ion with the VNF model in all the clusters size considered).
