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Abstract
In this paper we study stochastic processes which enable monitoring the pos-
sible changes of probability distributions over time. These so-called monitoring
processes are bivariate functions of time and position at the measurement scale,
and in particular be used to test the null hypothesis of no change: one may then
form Kolmogorov–Smirnov or other type of tests as functionals of the processes.
In Hjort and Koning (2001) Cram´ er-type deviation results were obtained under
the constancy null hypothesis for [bootstrapped versions of] such “derived” test
statistics.
Here the behaviour of derived test statistics is investigated under alternatives
in the vicinity of the constancy hypothesis. When combined with Cram´ er-type
deviation results, theresults inthis paperenablethecomputation of efﬁcienciesof
the corresponding tests. The discussion of some examples of yield guidelines for
the choice of the test statistic, and hence for the underlying monitoring process.
1 Introduction and summary
Assume that independent data are available for each of
￿ consecutive occasions, per-
haps measurements of some quantity taken on separate dates. The null hypothesis to



































































Together, the subsamples form the full sample.
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One may think of (1) as the hypothesis that an inﬁnite dimensional parameter
￿
remains constant. In this perspective,
￿
￿




















) of the full sample by
" . Although it is
not reﬂected in notation, note that
" depends on
+ , and tends to inﬁnity as
+ tends
to inﬁnity. The subsample sizes
"
￿ are allowed to be random, and are conveniently



















































? , null hypothesis theory for stochastic processes which
enable monitoring (1) is presented in Hjort and Koning (2001); in particular, Koml´ os-
Major-Tusn´ ady type inequalities are employed to obtain deviation results for [boot-
strapped versions of] test statistics based on these monitoring processes. In the sequel
we shall refer to these statistics as “derived test statistics”.
In this paper we develop “local alternatives theory”; that is, theory for the be-
haviour of the monitoring processes under alternatives in the vicinity of the null hy-
pothesis. In combination with null hypothesis theory as in Hjort and Koning (2001),
the local alternatives theory enables us to assess the ability of a monitoring process
to detect departures from the null hypothesis. In fact, we shall investigate the per-
formance of a derived test statistic by evaluating various “local” efﬁciency measures
which pertain to the behaviour of the power curve in the vicinity of the null hypothesis.
Local efﬁciency measures are typically used as a selection device for statistical
tests, as for any two tests which differ in efﬁciency there is a vicinity of the null hy-
pothesis in which the more efﬁcient one is more powerful than the less efﬁcient one.
For an enthusiastic review of the role of efﬁciency measures in the development of
nonparametric statistics, we refer to Nikitin (1995).
In order to compute the various local efﬁciencies in a uniﬁed manner, we ﬁrst
show that the derived test statistic satisﬁes Condition III
A in Wieand (1976) [cf. Deﬁ-
nition 2(c) in Section 3]. The combination of a moderate deviation result under the null
hypothesis and Condition III
A in the vicinity of the null hypothesis enables the com-
putation of limiting [as the alternative approaches the null hypothesis] approximate
Bahadur efﬁciency, limiting [as the size of the test tends to zero] Pitman efﬁciency,
and weak asymptotic i-efﬁciency. Moreover, replacing the moderate deviation result
by a Cram´ er type deviation result [Chernoff type deviation result] yields asymptotic
i-efﬁciency [strong asymptotic i-efﬁciency].
Following inspection of the structure of the evaluated efﬁciency, we formulate
guidelines for constructing highly efﬁcient derived tests. Indirectly, these guidelines
shed light on the performance of the underlying monitoring process as well.
The outline of the paper is as follows. In Section 2 we introduce the monitoring
processes, and study their behaviour under alternatives in the vicinity of the null hy-
pothesis. In Section 3 we use the results of Section 2 to compute local efﬁciencies ofConstancy of distributions: asymptotic efﬁciency 3
derived test statistics. In Section 4 the methods are applied to sea water level data.
Proofs are gathered in Section 5.
2 The alternative hypothesis
2.1 Notation and preliminaries



















































V the class of all probability measures









Q as the cumulative distribution
function belonging to the
Y
I
K subsample at stage












P indicates the distance of the alternative to the null hypothesis. The null













In this section we provide approximations of the monitoring processes under the






















ing the approximation belong to a certain class
h
￿
i . This class, which was inspired by
Condition III
c in Wieand (1976), is deﬁned below.
Deﬁnition 1 A sequence of random variables
f
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￿ describes the nature of the departure from the null hypoth-
esis. For instance, if under
‚
G





» , say] in the value











￿ is proportional to the tri-














































￿ . On the other hand, if under
‚




￿ ] trend present in
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2.2 Some examples
In this paragraph we discuss two examples of practical interest. The examples have in
common that there exists a cumulative distribution function
`
G
￿ which is contaminated



















how the degree of contamination varies over time, and
˜ indicates the overall magni-










































































































































































































































































































































































































































































































˚ . The shape





˚ remains constant on the corresponding












Example: “at most one” change-point The ﬁrst example is the “at most one”
change-point problem, well studied in literature [see Cs¨ org˝ o and Horv´ ath (1997)]. In
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Example: linear trend In this example we have that the change point marks the











































































































































































































































2.3 The basic process
In this paragraph we investigate the asymptotic behaviour of the basic process under





































































































Hjort and Koning (2001).
Theorem 1 is our key result under the alternative hypothesis. Its proof is deferred
to Section 5.Constancy of distributions: asymptotic efﬁciency 7














































































































































































in the full sample. Lemma 1 in Hjort and Koning
























































































































under ﬁxed alternatives in the vicinity of the null hypothesis.












































































under a ﬁxed alternative in the





























may contain important information with respect
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' is bounded by
‰
￿ , and























































































































































































be the kernel density estimator in subsample
































































is a symmetric density, and
￿
a smoothing parameter.







































is a ﬁnite constant.
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under the null hypothesis (1).













under ﬁxed alternatives in the vicinity of the null hypothesis.














































































































































under a ﬁxed alternative in the























































remains constant throughout the corresponding time-interval [here
￿ denotes the
probability density function belonging to














For a sequence of bandwidths
￿
- tending to zero, the situation is less simple due







































































































































































































































































































































































3 Tests of constancy
3.1 Notation and preliminaries
In this section we show that the theory of the previous section is relevant for verifying










e may be classiﬁed
as a Wieand sequence and/or a weak Kallenberg sequence. Wieand sequences allow
the computation of limiting [as the size of the test tends to zero] Pitman efﬁciency, and
weak Kallenberg sequences allow the computation of weak i-efﬁciency. Throughout








In the ﬁrst instance we shall restrict ourselves to testing the null hypothesis ver-
sus the alternative that


























￿ . Restricting the alternative hypothesis is not uncommon in
efﬁciency computations. For instance, in Nikitin (1995), p. 106, p. 122, the Bahadur
efﬁciency of nonparametric tests is computed by restricting the alternative hypothesis
to a simple hypothesis.
Deﬁnition 2 A sequence of test statistics
￿
￿
is said to be a Wieand sequence if the










￿ -distribution to a random
variable
￿ .














































(c) There exists a constant
i
0
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￿ as the Wieand slope of
¸
￿ . The following lemma is the composite null hypothesis version of the simple null

























































































exists. Then the limiting [as the size of the tests tend to zero] asymptotic Pitman efﬁ-
ciency of
¸




￿ exists, and is equal to the limit given in (13).
It should be noted that the asymptotic Pitman efﬁciency of
¸
￿












normal. However, the test statistics that we are considering typically have nonnormal
limiting distributions, and hence the asymptotic Pitman eﬁciency may depend on the
power and the size of the test, which makes the concept of Pitman efﬁciency less
attractive as a performance measure. Lemma 5 shows that by letting the size of the test
tend to zero, we arrive at a criterion that does not depend on the size and the power
anymore.
The Wieand approach to efﬁciency is based on separately letting the size of the
test tend to zero, and the alternative tend to the null hypothesis. In Kallenberg (1983)
the concept of asympotic i-efﬁciency was proposed, in which both operations are per-
formed simultaneously.
Deﬁnition 3 A sequence of test statistics
¸
￿
￿ is said to be a Kallenberg sequence if the
following two conditions are satisﬁed.

































































































￿ tends to 1 in
Æ
¿
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￿ , then Deﬁnition 2(c)
is in turn implied by (12).
Deﬁnition 3 is motivated by Lemma 2.1 in Kallenberg (1983), which uses the no-














￿ itself to identify those “consistent” sequences [as is done in Deﬁnition 3] if
the size of the test is sufﬁciently small. Moreover, Lemma 6(a) implies that a Wie-
and sequence of test statistics is consistent under
￿
￿


































Lemma 6 Suppose that the sequence of test statistics
￿
￿ satisﬁes conditions (a) and
(b) of Deﬁnition 2, and let
￿












































































￿ , then the test based on
￿
￿













































































￿ exists, then the asymptotic
i-efﬁciency of
￿




￿ is deﬁned as this limit.
Weak asymptotic i-efﬁciency, also proposed in Kallenberg (1983), is a variant of
asymptotic i-efﬁciency which replaces the Cram´ er type deviation result (a) by a mod-
































For the sake of completeness, we mention that there is also strong asymptotic i-
efﬁciency, which replaces the Cram´ er type deviation result by a Chernoff type devia-




























Lemma 6 in Hjort and Koning (2001) and Lemma 7 together provide a framework
for verifying whether a sequence of test statistics is Wieand and/or [weak] Kallenberg.





￿ by means of a random variable
,
- . Using standardized test statistics is quite















































































































































































3.2 A general approach for sublinear tests
In this paragraph we brieﬂy outline the veriﬁcation of the conditions of Lemma 7 for







































































































































































































































































































































































































































[ , then it followsfrom Lemma 3 and Lemma4






















[ is positive. Again, it
only remains to show that condition (ii) of Lemma 7 is satisﬁed.
3.3 Supremum type tests
To illustrate the general approach described in the previous paragraph, we now verify
condition (ii) of Lemma 7 for the special case where









































































￿ is some index set, and
￿
5
















￿ [see also Koning and Protasov (2001)].
Deviation results were obtained in Hjort and Koning (2001).
Typical examples of
¢ are the Kolmogorov functional
¢ Kol, the Cram´ er-von Mises
functional
¢ CvM and the Andersen-Darling functional
















































































































For each of these choices of




















￿ [cf. Koning and Protasov (2001)].



















































































































































































[we shall refer to
































ˆ is a strong Kallenberg sequence. Moreover, it follows






ˆ is consistent for ﬁxed alternatives in the



















































￿ . Lemma 8 provides a
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￿ those probability measures for which
￿
￿ becomes too small.

























































































































































[we shall refer to
7










































￿ is a strong Kallenberg sequence. Moreover, it follows by















￿ is consistent for ﬁxed alternatives in the
























& does not depend on
I , and may be used as a criterion for selecting
the bandwidth. Moreover, as
=


















- tends to a ﬁnite constant not equal to zero, and hence
7
& tends to zero.
Thus, letting
=
E tend to zero as
I tends to inﬁnity yields an inefﬁcient procedure.
3.4 Some examples






























































































































































































































tending to zero, where
7
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v is the product
of two factors. The ﬁrst factor
w
q is determined by the choice of
x and the way the















v , is determined by the choice of the monitoring process and the type





































































































































































































































The freedom still remaining in the choice of
￿
allows us to construct a test which has
high power for a speciﬁc alternative of special interest. If
§ is known explicitly, then









| yields a test statistic



















































| , and this upper





















| ] is not fully












| depends on the changepoint
« , which is usually unknown. Nevertheless, the
quantity




u Kol, and hence we shall use it as a yardstick for
w
q in the sequel.










































































































































































































































































































































































































































































￿ is less than 1 and does not depend on the posi-
tion of the changepoint. However, for changepoints
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7 given by (16) and (17),
respectively] numerically for various values of
8 , we found that setting
8 equal to 0.75
















































" . Although the ratio depends on
" , Figure 3 suggests that there



















￿ for values of
￿
between 0.06 and 1.
As it is quite difﬁcult to obtain similar results in the general situation, we can
only rely on the ﬁndings in the “normal contamination” example. Fortunately, these












￿ when the contamination is reasonably concentrated. This leads us






















when the contamination under the alternative has a reasonably [but not too extremely]
concentrated character.
In actual applications we should replace
￿
’













































denotes the mean of the
\
]
F sample] becomes degenerate when the observa-













L ]. Alternative variance
estimators for individual observations are discussed in Wetherill and Brown (1991), p.








































coincides with the “control chart constant”








D a bootstrap replication of
:












. Hence, to investigate the asymptotic limiting [as the size of the test tends to zero]














of Deﬁnition 2. Likewise, to investigate the i-efﬁciency of the bootstrap test based on
b
c




satisﬁes condition (a), and
b
c
satisﬁes condition (b) of
Deﬁnition 3.
To usual way of implementing the bootstrap test is to generate a number of boot-








satisfying condition (a) and (b) of Deﬁnition 2 we may beneﬁt from the fact that its
distributionunderthenullhypothesisapproximatelyhasanormalrighthandtail. Thus,
a normal probability plot of the bootstrap replications should become linear for large
values of the normal score. One may interpret the location where the normal probabil-
ity plot exceeds the attained value of the test statistic as a “
e -score” corresponding to
the achieved signiﬁcance level. Determining the achieved signiﬁcance level of a boot-
strap test via a normal probability plot has the advantage that the number of bootstrap
replications can be kept relatively low [for instance, in accordance with rule of thumb
(2) in paragraph 6.4 in Efron and Tibshirani (1993), p. 52].
Note that both implementationssketched aboveare scaleinvariant, in the sense that









































of Deﬁnition 2 and condition (b) of Deﬁnition 3. The theory in Hjort and Koning



















may be used to verify whether condition (a) and (b) of Deﬁnition 2




. In general, if condition (a) and (b) of




, then they also hold for
b
d
c . With respect to the veriﬁcation



























[appearing in (12) and (17) in Hjort and Kon-



















(18) and (19) in Hjort and Koning (2001)].
Despite this differencein rate, bootstrap testshaveclear advantagesin applications.
Due to the scale invariance of both bootstrap implementations, standardization of the
test statistics is not needed [and hence, estimation of
~
￿ can be avoided]. Moreover, the
achieved signiﬁcance level can be determined without explicit knowledge with respect






In this section we apply the methods of the previous sections to sea water level data,
and discuss the patterns of nonconstancy which show up in the monitoring plots. OfConstancy of distributions: asymptotic efﬁciency 20
particular interest for the interpretation of the monitoring plots are the presence of
straight lines [indicating periods of constancy], curvature [indicating periods of grad-
ual change] or angles [indicating moments of abrupt change].
4.1 Sea water levels at Vlissingen, The Netherlands
The sea water level data involvea series of high tide sea water levelsat Vlissingen, The
Netherlands, starting at January 1, 1882 and ending at December 31, 1985. A total
number of 73397 high tide sea water levels were recorded during the measurement
period. The data were grouped in 104 subsamples, each covering a one-year period.
The pooled standard deviation
￿ of the sea water levels is 39.84 centimeter. The sea
water levels ranged from -16 to 455 centimeter, and are displayed in Figure 4. A close
inspection of Figure 4 reveals that there are no abrupt changes in the distribution of the











￿ for the values of
￿ which correspond to the 25 equidis-








[which would have been a logical choice in the presence of advance knowledge that
only gradual changes were to be expected]. To evaluate this test statistic, 1000 equidis-
tant scan lines are used. The supremum over












￿ ; the solid















￿ takes the values
18.978, well exceeding the asymptotic critical values listed in Table 1 in Koning and
Protasov (2001). A normal probability plot of 200 bootstrap replications, shows that







￿ is highly signiﬁcant [anexample of such a“bootstrap plot”
will be discussed later].
The quadratic shapes in Figure 5 reveal the existence of a linear trend in the data.






































￿ for the values of
￿ which corre-























































¡ takes the value 0.3319, which should be compared to
the value 0.0646 taken by
ƒ
§ . Again, we avoid the problem of limited knowledge with






























¡ : a normal probability plot of 200 bootstrap replications shows that 0.3319












¡ . The quadratic shapes in Figure 6 reveal
the existence of a linear trend in the data.
For the sake of completeness, we mention that the respective values 12.205, 8.557,






































¡ are also highly
signiﬁcant. For these test statistics, the values of
￿ opt are 199.01, 199.01, 234.81 and
234.34, respectively.Constancy of distributions: asymptotic efﬁciency 21
4.2 Annual sea water level maxima at Vlissingen, The Netherlands
In this paragraph we study the annual sea water level maxima instead of the original
high tide sea water level data. Note that we are now dealing with the “individual
observations” situation, where every
“
3
« is equal to 1. The “successive differences”
standard deviation
‹ of the sea water level maxima is 27.9384. The annual sea water











‡ for the values of
† which correspond to the 25 equidis-


































‚ takes the values 1.1776, exceeding the asymptotic critical values
listed in Table 1 in Koning and Protasov (2001).
Figure 8 suggests that throughout the ﬁrst part of the twentieth century the dis-
tribution of the yearly sea water level maximum remains relatively constant. Around

































‡ for the values of
† which corre-






















































¸ takes the value 0.0360, which should be compared to
the value 0.0776 taken by
—
￿ . Again, we avoid the problem of limited knowledge with































¸ : the normal probability plot of 200 bootstrap replications in Figure 10














Figure 9 also suggests that throughout the ﬁrst part of the twentieth century the
distributionoftheyearlyseawaterlevelmaximumremainsrelativelyconstant. Around
1950 there is an abrupt change, after which the distribution remains relatively constant
again.
For the sake of completeness, we mention that the respective values 0.743, 1.666,








































¸ are also signif-
icant. For these test statistics, the values of
† opt are 310.1, 310.1, 293.91 and 293.54,
respectively.
5 Proofs
This section contains the proofs of Theorem 1, and Lemma’s 1, 3, 6, 7, 8 and 9. The
proofs of Lemma’s 2 and 4 are straightforward, and hence not included. The proofs in
this sectionmake use of the technical results collected in Section 5 in Hjort and Koning
(2001), and of the DKW-inequality [Dvoretzky, Kiefer and Wolfowitz (1956)]. Below
wepresenttheextendedversionofBretagnolle(1980)[cf. Inequality25.1.2inShorackConstancy of distributions: asymptotic efﬁciency 22















































￿ [cf. Cs¨ org˝ o and Horv´ ath (1993), p.
119].



















Ø denote the cumulative distribution function of
￿
￿

















































































































































































































































































































































Combining Inequality 1 and the argument given in the proof of Proposition 1.1.2 in de






























































































































































































































































































































Combining (18) and (19) yields (6). This completes the proof of Theorem 1.
GConstancy of distributions: asymptotic efﬁciency 23














































































































































































Lemma 1 is an immediate consequence of Theorem 1.
j





































































































































































































































































































































Condition 3 and (8) together yield (10). This concludes the proof of Lemma 3.
j
Proof of Lemma 6 To verify part (a) of Lemma 6, let
￿ denote the size of the










































￿ . Observe that the actual critical value of
￿
q
W does not exceed
￿


























































































































￿ , which completes the proof of Lemma 6(a).














































￿ . By condi-
tions (a) and (b) of Deﬁnition 2, it follows that for sufﬁciently small size of the test, theConstancy of distributions: asymptotic efﬁciency 24















“ is an upper bound to the power of





› . This completes
the proof of Lemma 6(b).
ﬂ











































































































































































positive], the test statistic
§
¤ satisﬁes condition (c) of Deﬁnition 2. This completes the
proof of Lemma 7.
ﬂ
Before turning to the proof of Lemma 8, we ﬁrst state and provethe auxillary result
Lemma 10.















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































u , it sufﬁces























































































































































￿ belongs to the class
¯
˘ .

















































































































































































































































































































































































































































































































































































































￿ , which completes the proof of
Lemma 8.
￿
Proof of Lemma 9 Let
￿

































































































By a Cauchy-Schwarz argument as in the Appendix of Hjort and Koning (2002), it
follows that
￿



































































































































































































which concludes the proof of Lemma 9.
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T in “at most one”
changepoint example, where
V is
V Kol [solid line],
V CvM [dashed line] or
V AD [dotted line]. Here
S denotes the location of the abrubt change. Test
statistics involving
V Kol are superior to test statistics involving
V CvM. Test
statistics involving
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d in linear trend
example, where
e is either
e Kol [solid line],
e CvM [dashed line] or
e AD
[dotted line]. Here
c denotes the location where the linear trend ﬁrst
emerges. Test statistics involving
e AD are superior to test statistics involv-
ing
e Kol, and outperform test statistics involving


































































































￿ . For values of
y between 0.06
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Figure 4: Time series plot of high tide sea water level at Vlissingen, The
Netherlands. A total number of 73397 high tide sea water levels were
recorded during the measurement period starting at January 1, 1882 and
ending at December 31, 1985. The data were grouped in 104 subsamples,
each covering one calendar year.Constancy of distributions: asymptotic efﬁciency 34

























































￿ , sea water level


























￿ , respectively. The quadratic shapes reveal the
existence of a linear trend in the cumulative distribution function of the
sea water levels.Constancy of distributions: asymptotic efﬁciency 35
































































ƒ , sea water level


































ﬂ , respectively. The quadratic shapes reveal the
existence of a linear trend in the probability density function of the sea
water levels.Constancy of distributions: asymptotic efﬁciency 36














































Figure 7: Time series plot of the annual sea water level maxima at Vlissin-
gen, The Netherlands, 1882–1985. Clearly visible are two important
events in the Dutch ﬁght against the arch-enemy: the “watersnoodramp”
of 1953 caused 1835 deaths in a ﬂooded area of around 1500 square kilo-
metres in the south-western part of the Netherlands; the storm surge of
1916 caused huge damage to the surroundings of the Zuider Zee. These
two national disasters prompted the construction of the Delta works and
the IJsselmeer causeway, respectively.Constancy of distributions: asymptotic efﬁciency 37































































￿ , annual sea water
level maxima. The dotted lines and the solid line are the results of “scan-























„ , respectively. The angular shapes around
1952 suggest the existence of an abrupt change in the cumulative distribu-
tion function of the annual sea water level maxima.Constancy of distributions: asymptotic efﬁciency 38










































































˙ , annual sea
water level maxima. The dotted lines and the solid line are the results















¨ along the dotted lines















ˇ , respectively. The angular
shapes around 1950 in the upper part of the plot [which corresponds to
the lower sea water levels] suggest the existence of an abrupt change in
the probability density function of the annual sea water level maxima. In
the lower part of the plot the value of 0.02552 is attained, which is just
signiﬁcant at the 5% level according to the “bootstrap plot” in Figure 10;
the quadratic shapes in the lower part [which corresponds to the higher
sea water levels] suggest the existence of linear trend in the probability
density function.Constancy of distributions: asymptotic efﬁciency 39



















































































￿ at the 5% level is estimated to be 0.02548, the “value” of









The dotted line indicates the value 0.0360 taken by the test statistic. Ac-
cording to the theory in paragraph 3.5, the normal probability plot should
become linear for larger values of the normal score. As one may interpret
the location where the normal probability plot exceeds 0.0360 as an esti-
mate of the “
￿ -score” corresponding to the attained signiﬁcance level, the
plot shows that 0.0360 is indeed a highly signiﬁcant value of
—
￿
AD
￿
￿
￿
￿ .