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Abstract 
In the modern age, where every prominent and populous area of a city is continuously monitored, a lot of data in the form of 
video has to be analyzed. There is a need for an algorithm that helps in the demarcation of the abnormal activities, for ensuring 
better security. To decrease perceptual overload in CCTV monitoring, automation of focusing the attention on significant events 
happening in overpopulated public scenes is also necessary. The major challenge lies in differentiating detecting of salient motion 
and background motion. This paper discusses a saliency detection method that aims to discover and localize the moving regions 
for indoor and outdoor surveillance videos. This method does not require any prior knowledge of a scene and this has been 
verified with snippets of surveillance footages. 
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1. Introduction 
We deal with a lot of information in our day-to-day life and there is always more to the picture than what meets 
the eye. Because of the sheer volume of information it often becomes challenging to demarcate between important 
and unimportant information. Such a separation makes a great difference in security, though, especially with 
surveillance cameras. Identifying an anomalous event could even help us save thousands of lives. Most of the 
computer vision methods are yet to catch up to the level of efficiency of the human eye, which is capable of swiftly 
focusing on the necessary part of a scenario. There are many applications trying to bridge this gap, though1. One  
such work is by Zhengzheng Tu et al., which proposed2 a novel approach that combines Independent Component 
Analysis of optical flow with Principal Component Analysis to detect multiple moving objects in the context of 
complex outdoor scenes but it is restricted to traffic surveillance videos. 
In case of surveillance videos, it is critical to be able to quickly identify aberrant incidents occurring in congested 
outdoor scenes. The method should aim to suppress dominant crowd flows, while focusing its attention on 
activities that deviate from the norm. For scalability and extensiveness of application on different surveillance 
videos it should be expeditious and need not require any preparatory knowledge. Salient motion detection becomes 
onerous especially when dynamic background motion obscures the movement. The visual saliency can be one of the  
step for many computer vision tasks to process  the image without prior knowledge of their contents. 
A wide spectrum of applications may benefit from separate processing of salient and non-salient regions in an 
image. One of those applications is providing an online solution that can detect the region of interest given a 
surveillance video sequence. To cater to this need the following three saliency detection algorithms are discussed 
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and the performance is tested with multiple categories of images. A regional contrast based method evaluates global 
contrast differences and spatial coherence to extract the salient region3. The algorithm is simple, efficient, and yields 
full resolution saliency maps. The histogram-based approach targets natural scenes, and is suboptimal for extracting 
saliency of highly textured scenes4. The visual based saliency attention is inspired from the behavior of human 
visual system and the fact that visual attention is driven by low level stimulus. It is often found to be better in case of 
surveillance videos5. There are various applications that are existing which use the Bottom-up approach of visual 
saliency based detection6. Apart from this, various applications have used top-down knowledge obtained from 
images during training phase7.Some applications have used location or colour based cue to obtain the region of 
interest8.  
In order to combat the difficulties of salient motion detection few methods were studied. In a State Space 
Controllability method exploits the dynamic background in order to estimate the salient foreground motion. The 
frames of the video is analyzed and depicted in form of the linear system, it generates an accurate saliency map for 
videos with both local and global motion. Periodic Motion Detection9 detects the movement of multiple object by 
analyzing their periodic motion in space with the period p. it is treated as a collection of rigid 3D configurations 
reoccurring with frequency 1/p. The periodic features found in the previous runs of the algorithm and the presence 
of additional instances of periodic motion within the remaining features. Another method is creating a dynamic 
saliency map by calculating entropies in every corresponding local region between the current and the previous 
frames in a video. This map includes information from both the frames to detect motion. 
Thus there are many studies being done where algorithms are tested with various videos with different 
complexities. In a comparison of performances of different algorithms it is observed that Laurent Itti’s visual based 
saliency model provided the best results for surveillance videos. The dynamic saliency map provided accurate 
results and was optimized to improve efficiency. The subsequent sections of the paper will discuss how we have 
used Itti’s model along with entropy calculation. 
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Fig. 1.Process of computing bottom up and top down saliency 
2. Method 
   Visual saliency helps our brain to select the most salient region in real-time. Colour, intensity and orientation play 
an important role in determining the salient regions in images. In human vision system, moving object attracts more 
attention than other static object, so, while extending to video analysis - motion is an additional feature required to 
Frame 
i 
Frame 
i+1 
Frame 
i+2
Current 
frame 
Entropy Calculation 
colour 
Intensity Orientation 
motion 
Colour feature 
map 
Intensity 
feature map 
Orientation 
feature map 
Dynamic Saliency Maps Saliency Maps 
Si Si+1 Si+2 Si+3 
Location based knowledge Optimized Saliency Maps 
162   Aarthi R. et al. /  Procedia Computer Science  78 ( 2016 )  160 – 164 
determine the salient region. The process of detecting moving object has been divided into two major portions 
calculation of saliency map with static and dynamic saliency as shown in Fig1.The unwanted background  
movement is later removed using top down knowledge. 
2.1. Static Saliency 
The Static saliency is determined by Visual based saliency detection model10. The model is developed based on 
the observation in human vision, that attention is driven by low level stimulus. Features like colour, intensity and 
orientation of the image are analysed in various resolutions and maps are computed on multiple levels. Colour 
feature maps are calculated on the basis of colour opponency of R-G and B-Y system. Intensity feature map is 
concerned with intensity contrast which is sensed as dark background with light surround or vice versa. Orientation 
information is obtained by using oriented Gabor pyramids for  € [00, 450,900,1350]. The colour, intensity, 
orientation feature maps are individually combined to give corresponding conspicuity maps. The normalised 
intensity map N(I) , colour map N(C) and orientation map N(O) are summed to obtain the final saliency map, as in 
equation (1): 
 ൌ ሺሺሻ ൅ ሺሻ ൅ ሺሻሻ                                                                                                                       (1)  
2.2. Dynamic Saliency Map 
Moving objects grab more attention than stationary objects in a video. The dynamic saliency map helps to locate 
the moving object by analysing 'k' successive frames in the video. The map is created by calculating entropies in 
every corresponding local region between the current and previous 'k-1' frames in the video11. This map includes 
information not only from the current frame, but also from the previous frames. 
In order to minimize the computation complexity the frames are converted to grayscale and quantised into 8 
levels as colour information is not mandatory for deriving motion. Intensity of frames is divided by M to normalize 
the pixel values (in equation (2)) to a fixed range [0, 1], where M denotes the maximum pixel value of all frames. 
݂ሺݔǡ ݕǡ ݖሻ ൌ ܫሺݔǡ ݕǡ ݖሻȀܯ                                                                                                                                    (2) 
The final saliency map S is calculated by weighted sum of dynamic saliency map (Md) and static saliency 
map(Ms): 
ܯ ൌ ݐ כ ܯௗ ൅ ሺͳ െ ݐሻ כ ܯ௦                                                                                                                           (3)                       
3.3 Background Noise Suppression  
The human vision perceives its environment by combining top down knowledge and bottom up approach. 
Bottom-up approach directs the attention to the most salient region in the viewer's environment whereas top down 
approach focuses on locating a desired object in the environment. In day to day life a person sees many moving 
objects in his environment, the most prominent moving object grabs the viewer's attention. Since entropy based 
dynamic map detects all moving objects in a video, the equation (3) has an impact of the dynamic saliency map in 
final saliency map calculation. The saliency map (S) contains the prominent moving object along with the 
background noises like tree, waving flag, elevator, fan, etc. This affects further processing in video analysis, which 
must be suppressed and is not achieved by this approach.   
The attention mechanism integrates bottom-up elements with a top-down mechanism that can guide our attention. 
The video sequences are dynamically learned to understand the location of the background noises in the frames. 
This knowledge is obtained by observing successive frames in the video. A background movement will have static 
location feature and thus can be detected by observing if the salient objects change position in a given number of 
successive frames. A number of successive frames are taken, 1...k, where k is the number of frames.  The location 
feature of each moving object detected is learned and at k+1th frame the pixel values of all the detected objects are 
compared with the knowledge derived from the previous frames. If the object hasn't moved even after the k frames, 
the pixel values would not change and thus they can be nullified. 
If S is the Saliency map obtained by bottom-up approach with t as the current frame number, then, 
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