Abstract-Parameter pruning is a promising approach for CNN compression and acceleration by eliminating redundant model parameters with tolerable performance degrade. Despite its effectiveness, existing regularization-based parameter pruning methods usually drive weights towards zero with large and constant regularization factors, which neglects the fragility of the expressiveness of CNNs, and thus calls for a more gentle regularization scheme so that the networks can adapt during pruning. To achieve this, we propose a new and novel regularization-based pruning method, named IncReg, to incrementally assign different regularization factors to different weights based on their relative importance. Empirical analysis on CIFAR-10 dataset verifies the merits of IncReg. Further extensive experiments with popular CNNs on CIFAR-10 and ImageNet datasets show that IncReg achieves comparable to even better results compared with stateof-the-arts. Our source codes and trained models are available here: https://github.com/mingsun-tse/caffe_increg.
I. INTRODUCTION
Convolutional Neural Networks (CNNs) have made a remarkable success in computer vision tasks such as classification, detection, and segmentation by leveraging large-scale networks learning from a big amount of data. However, CNNs usually lead to massive computation and storage consumption, hindering their deployment on mobile and embedded devices. To reduce computation cost, many research works focus on the model compression and acceleration of CNNs.
Parameter pruning is a promising approach for CNN compression and acceleration, which aims at eliminating redundant model parameters with tolerable performance degrade. One problem of parameter pruning is that it often produces unstructured and random connections which is hard to implement for speedup on general hardware platforms [1] . To resolve this problem, many works focus on structured pruning which can shrink a network into a thinner one so that the implementation of the pruned network is efficient [2] , [3] .
There are mainly two categories of methods for structured pruning. One is importance-based methods, which prune weights in groups based on some established importance criteria [4]- [6] . The other is regularization-based methods, which add group regularization terms to the objective function and prune the weights by minimizing the objective function [7] - [9] during training.
Existing group regularization approaches tend to use a large and constant regularization factor for all weight groups in the network [7] , [8] , which has two problems. First, this "onesize-fits-all" regularization scheme has a hidden assumption that all weights in different groups are equally important, which however does not hold true, because intuitively, weights with larger magnitude tend to be more important than those with smaller magnitude. Second, few works have noticed that the expressiveness of CNNs is so fragile [10] during pruning that it probably cannot withstand a large penalty term from the beginning. Recently, AFP [11] is proposed to solve the first problem, ignoring the second one. To resolve the second problem, in this paper, we propose a new regularizationbased method named IncReg to incrementally learn structured sparsity. Our contribution in this work can be summarized into three folds:
• A new and novel progressive structured pruning method is proposed for CNN acceleration, which has empirically proven rather effective on popular deep neural networks compared with state-of-the-arts.
• The proposed pruning method has a relatively solid theoretical basis to support the intuition behind.
• The proposed incremental regularization scheme brings more benefits, such as (1) robustness to hyper-parameter changes, (2) enabling the network to adapt during pruning, which empirically proves very valuable when pruning compact networks (e.g., ResNet [12] ) and pruning a large proportion of parameters.
II. RELATED WORK
Parameter pruning enjoys a long history in the development of neural networks [13] , which can mainly be categorized into two groups, i.e., importance-based and regularizationbased. Importance-based pruning methods prune weights in groups based on some established importance criteria. For example, Optimal Brain Damage (OBD) [4] proposes a hash function to group weights of each CNN layer into different hash buckets for parameter sharing. As the extreme form of quantization, binarized networks [31]-[33] propose to learn binary weights or activations. (3) Matrix decomposition decomposes large matrices into several small matrices to reduce computation. [34] shows that the weight matrix of a fully-connected layer can be compressed via truncated SVD. Several methods based on low-rank decomposition of convolutional kernel tensors are also proposed to accelerate convolutional layers [35] , [36] . (4) Knowledge distillation transfers the learned knowledge from a large teacher model (or ensemble of models) to a small student model, which is pioneered by [37] , [38] and refined by Hinton et al. [39] . Ever since, various definitions of knowledge such as attention [40] and metric structure [41] have been proposed to transfer the network expressiveness.
III. THE PROPOSED METHOD
Consider a convolutional kernel, modeled by a 4-D tensor
and W (l) are the dimension of the lth (1 ≤ l ≤ L) weight tensor along the axis of filter, channel, height, and width, respectively. Our proposed objective function for regularization can be formulated as
where W denotes the collection of all weights in the CNN; L(W) is the loss function for prediction; R(W) is nonstructured regularization on every weight, i.e., weight decay in this paper; R(W
) is the structured sparsity regularization term on group g of layer l and G (l) is the number of weight groups in layer l. In [7] , [8] , the authors use the same λ g for all groups and adopt Group LASSO [18] for R(W
In this work, since we emphasize the key problem of group regularization lies in the regularization factor rather than the exact regularization form, we use the most common regularization form weight decay, for R(W (l) g ), but we vary the regularization factors λ g for different weight groups and at different iterations.
The final learned sparsity structure depends on the way of splitting groups of W (l) . In the im2col implementation of convolution [42] , [43] , there are normally three kinds of sparsity groups in a layer, i.e., filter-wise (a.k.a. row sparsity), channel-wise, and shape-wise (a.k.a. column sparsity) sparsity [8] , as shown in Figure 1 . Practical acceleration can be achieved by removing the zero rows and columns when the weight and feature tensors are lowered into matrices [8], [43] , which is easy to implement on popular deep learning platforms such as Caffe, TensorFlow, PyTorch, etc.
A. Theoretical Analysis
For the proposed method, the regularization factor λ g is differently assigned for different weight groups. It can be seen that by slightly augmenting λ g of a weight group, then training the network through back-propagation until the objective function reaches the local minimum, the L 2 -norm of that weight group will also decrease. This idea is formally summarized by the following theorem.
Theorem 1: Consider the objective function
if there exists a tuple (λ 0 , ω 0 ) which satisfies the following three properties: then there exists an > 0 that for any λ 1 ∈ (λ 0 , λ 0 + ), we can find an ω 1 which satisfies:
This theorem is proved in Appendix A, which indicates that we can slightly increase the regularization factor to compress the magnitude of weights to zero. By Equation (10), the magnitude of weights will be more compressed if the regularization factor increases more.
B. Method Description
Theorem 1 guarantees that we can modify the L 1 -norm of weight groups by increasing or decreasing their corresponding regularization factors. Thus, we can assign different regularization factors to weight groups based on their importance to the network. In this paper, L 1 -norm is used as the importance criterion for its simplicity. Note that our method can be easily generalized to other criteria such as L 2 -norm, APoZ [44] , and Taylor expansions [4], [6] .
Normalization of importance criteria is necessary because the values of L 1 -norms have huge variation across different networks, layers, and weight groups. The normalization in our method is based on the ranks of weight groups in the same layer. The advantages of rank-based normalization lies in two parts: (1) Compared to other normalization methods like max/min normalization, the range of ranks is fixed from 0 to N g −1, where N g is the total number of weight groups in the layer; (2) For the pruning task, we need to set a pruning ratio R to each layer, say, R = 0.6 means that we need to prune 60% of weight groups which are ranked the lowest when pruning is finished. Normalization by ranks makes the pruning process controllable since it is directly towards the goal of pruning.
Specifically, we sort weight groups by their L 1 -norms in ascending order. Meanwhile, to mitigate the oscillation of ranks in one training iteration, we average the rank of each group through training iterations. For a weight group, its average rank through N iterations is defined as
Here r n is the rank of the nth iteration. The final average rank r is obtained by sorting r avg of different weight groups in ascending order, making its range from 0 to N g − 1.
Our aim is to assign an increment Δλ g to each weight group, so that its regularization factor λ g is gradually updated through the pruning process:
Following the above idea, Δλ g of each group is assigned by its average rank r with a proposed piecewise linear function, Figure 2 depicts Δλ g (r), where it can be seen that for weight groups whose L 1 -norms are small, i.e., the average ranks less than RN g , we need to increase their regularization factors to further decrease their L 1 -norms; and those with Obtain r of by sorting r avg as Equation (3).
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Update λ g by Equation (5) by Equation (5) and (4), we threshold it by zero to prevent negative values of regularization:
After updating λ g , the weights of CNN are trained through back-propagation deduced from Equation (1). If a weight is smaller than some pre-defined threshold, it will be eliminated from the network permanently. After training the weights for several iterations, we recalculate λ g and the training process continues until convergence. Since we decrease the L 1 -norms of weight groups whose ranks are less than RN g and increase the L 1 -norms of weight groups whose ranks are greater than RN g , there should be exactly RN g pruned weight groups at the convergence point. In Equation (5), A is a hyperparameter to control the speed of convergence. Greater value of A results in faster convergence. To this end, we can summarize the proposed algorithm in Algorithm 1.
A nice characteristic of the proposed method is that it can automatically adjust searching steps without any knowledge about the property of the objective function itself. Specifically, by Equation (10), the increment of weight dω is reversely proportional to the second derivative of the objective function L(ω), which makes the modification of ω slower when the objective function L(ω) reaches steeper areas even without knowing the exact form of L(ω). This is a nice property to alleviate the difficulty of optimization and make refined searching for possibly better local minimums. We believe that the good performance of the proposed method is partly attributed to the automatic adjustment of the searching steps.
IV. EXPERIMENTS
We firstly analyze the difference between the proposed incremental regularization and existing constant regularization, with ConvNet on CIFAR-10 dataset [45] . Then we evaluate the proposed method with deep CNNs on the large-scale ImageNet dataset. All of our experiments are conducted with Caffe [46] . The codes and trained models are available to public: https://github.com/mingsun-tse/caffe_increg.
The only hyper-parameter in our method is A, which is set to half of the original weight decay unless specially mentioned. The other hyper-parameters (such as weight decay, momentum, etc.) are kept unchanged as their original values. Since this work focuses on CNN acceleration rather than compression, we only prune weights in the convolutional layers considering the little computation proportion in fullyconnected layers. For all experiments, speedup is calculated by GFLOPs reduction.
A. Analysis with ConvNet on CIFAR-10
We compare IncReg with two kinds of regularization-based structured pruning methods. (1) The first is Group LASSO [7] , [8] , [18] , where the regularization factor is uniform for all weight groups and constant during the whole pruning process. SSL [8] is chosen as representative. (2) The second is autobalanced regularization scheme, proposed in AFP [11] , where regularization factors are differentiated by the importance of weight groups, i.e., more important weight groups are punished less, partly similar to our work, but they are still constant during pruning. We implemented AFP with Caffe [46] .
The test network is ConvNet, a small CNN adapted from AlexNet [47] with three convolutional layers and one fullyconnected layers. CIFAR-10 is a 10-class dataset of 60k tiny images, among which 45k images are used for training, 5k for validation and the other 10k for testing. We first trained a baseline model with testing accuracy 81.5%. Then the three kinds of regularization schemes are applied to learn structured sparsity, where both row and column sparsity are explored.
Experimental results are shown in Table I . We can see that IncReg consistently achieves higher speedups and accuracies than the constant regularization schemes (SSL and AFP). Notably, even though AFP achieves similar performance as our method under relatively small speedup (about 4.5×), when the speedup ratio is large (about 8× ∼ 10×), our method outperforms AFP by a large margin.
To compare the difference among the three schemes more vividly, the pruning processes (scenario: column pruning, large speedup) of SSL, AFP, and IncReg are illustrated in Figure  3 , where we depict how the L 1 -norms of columns in the conv2 layer change during the whole the training process. The important and unimportant columns (measured by their L 1 -norms at iter 0) are colored by light green and light yellow respectively. Due to the large number of them (800 columns in total, i.e., 800 lines), the exact one line of them can hardly be made out, so we also depict eight columns with the dashed line as representatives. The number next to each dashed line is its column number. From the figure, we can see although SSL manages to drive the unimportant weight groups towards zero, yet many important weight groups are also suppressed unnecessarily, which probably lead to irreversible damage to the energy or expressiveness of weights, answering for the under-performance of SSL (Table I ). This problem is noticed in AFP [11] , so they propose an explicit autobalanced regularization scheme to maintain the total energy of weights, where the unimportant weight groups are punished (with positive regularization), meanwhile, the important weight groups are stimulated (with negative regularization). Notably, as is shown in Figure 3 , although our method only imposes positive regularization on the unimportant weight groups, the important weight groups increase their L 1 -norms automatically, i.e., the network actually learns by itself to balance the weight energy without any explicit stimulation. Therefore, the incremental way of regularization is naturally beneficial for the network to adapt during pruning. Besides, the slope of L 1 -norm trajectories using IncReg is less steep than that using AFP, which means the pruning process of IncReg is more gentle. This gentleness is valuable for the network to transfer its fragile expressiveness to the remainder of the network, especially when pruning a large proportion of parameters, which can explain why IncReg is more robust than AFP under the scenario of 8× ∼ 10× speedup (Table I) .
Another notable point in Figure 3 is that, for Column 754 and 770 of IncReg, although they are regarded as unimportant at iter 0, they actually become important later (note that their L 1 -norms rise up). The similar story also happens to Column 361 and Column 566 except that they become unimportant while they are viewed as important at the beginning. This phenomenon shows that IncReg does not determine the importance of a weight group once for all. Instead, it collects evaluations over the whole training process and has the ability to correct the importance misjudgments. This flexibility is enabled by the proposed incremental regularization scheme, which is however not shared by the large constant regularization schemes (SSL and AFP).
Actually, there is another bonus from IncReg. We varies the only hyper-parameter A in our method to see how it influences the performance. The accuracies are shown in Table II , where even if the range of A varies by an order of magnitude (from 10 −4 to 10 −3 ), the performance only has minute changes (0.1% ∼ 0.2%). Namely, the performance of IncReg is especially robust to the change of hyper-parameter, which can mean a lot by liberating practitioners from hard hyperparameter tuning. Note that this robustness cannot translate to common constant regularizations like L 2 or L 1 used in SSL and AFP, because their values are usually much larger and uniformly applied to all the weights.
In addition, from Table I we find that under similar speedup ratios, column pruning is better than row pruning in accuracy. It is probably because a row typically consists of much more weights than a column does, therefore row pruning causes more severe side-effects to the expressiveness of network. Given row and column sparsity can achieve similar practical speedup (see Table VII ), in the following experiments, we only choose column as our sparsity group to obtain better performance. We further compare the proposed method with another related pruning methods. The results are shown in Table III. Under different speedup ratios, our method consistently outperforms other pruning methods, and for small speedup ratios (like 2×) our method even improves the performance, and by more than the others do.
B. ResNet-56 on CIFAR-10
We further evaluate our method on a network with different architecture paradigm. Different from ConvNet, is a multi-branch residual network, which is much deeper and more compact. We train our own baseline model with batch size 128 and base learning rate 0.1, following the instructions in [12] (except that we do not use the zero-padding data augmentation). The testing accuracy on CIFAR-10 is 93.0%, identity with the original performance [12] . ResNet-56 has 57 convolutional layers, followed by a global average pooling and fully-connected Softmax classification layer. Uniform pruning ratios are adopted for all 55 convolutional layers, with the two 1 × 1 projection shortcuts spared given their ignorable computation. After training with batch size 64 and fixed learning rate 0.025, the pruning is done, followed 
