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Abstract
Part I: Entanglement Entropy of 2d Quasi-Topological Quantum Field Theory
We compute the entanglement entropy of two-dimensional quasi-topological quantum field the-
ories (QTFTs). These are theories in which the correlation functions depend on the topology and
on the total area of the underlying space-time, but are blind to all local details of the geometry, and
include topological quantum field theory (TFT) as their limiting case. We use two complimentary
methods to compute the entanglement entropy; the first method is the replica trick and the other
is to devise a novel tensor network representation, or more precisely, matrix product state (MPS)
representation, of the quantum states of QTFT. We demonstrate that the two calculations are in
agreement.
Part II: Geometry of the Exact Renormalization Group and Higher Spin Holography
We consider the Wilson-Polchinski exact renormalization group (RG) applied to the generating
functional of single-trace operators at a free-fixed point in d = 2 + 1 dimensions. By exploiting the
rich symmetry structure of free-field theory, we study the geometric nature of the RG equations
and the associated Ward identities. The geometry, as expected, is holographic, with anti-de Sitter
spacetime emerging correspondent with RG fixed points. In particular, we are able to cast the
renormalization group equations as Hamilton equations of radial evolution in AdSd+1. We solve
these bulk equations of motion in terms of a boundary source and derive an on-shell bulk action.
We demonstrate that it correctly encodes all of the correlation functions of the field theory, written
as “Witten diagrams.” Going further, we show that the field theory construction gives us a par-
ticular vector bundle over the (d + 1)-dimensional RG mapping space, called a jet bundle, whose
structure group arises from the bilocal transformations of the bare fields in the path integral. The
sources for quadratic operators constitute a connection on this bundle and a section of its endomor-
phism bundle. We make comparisons to Vasiliev-type higher spin theories. Detailed calculations
are carried out for the case of Majorana fermions. Results and comments are presented for complex
scalars. Additional details can be found in [1, 2].
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Chapter 1
Introduction to Part I: Entanglement
Entropy in 2d QTFT
Entanglement entropy in quantum field theories has been a subject of ever increasing interest over
the past twenty years. One of the original motivations was an attempt to better understand the
area law scaling of black hole entropy [3, 4]. Entanglement entropy has since been established as
a useful quantity to characterize quantum field theories and quantum many-body systems. One
area of continual interest has been the scaling of entanglement entropy in the vicinity of quan-
tum critical points [5]. Examples of more recent studies include the relationship of entanglement
entropy to holography [6, 7], and entanglement entropy as a generalization of the c-theorem in
higher dimensions [8]. In gauge theories, it was demonstrated that entanglement entropy can be
used to detect confinement-deconfinement transitions [9]. Another popular direction of study has
been entanglement entropy in topological field theories [10, 11, 12]; in particular, the topological
entanglement entropy has become a vital (numerical) tool to diagnose topological order that can
potentially be realized in (2+1) dimensional lattice quantum systems [13, 14].
In this paper, we will focus on two-dimensional quasi-topological quantum field theories (QTFTs)
[15, 16, 17]. These are theories in which the correlation functions depend on the topology and on
the total area of the underlying space-time, but are blind to all local details of the geometry. This
is a slight generalization of the more familiar concept of a topological quantum field theory (TFT).
In fact, every QTFT can be understood as a deformation of some TFT.
We will use two complimentary methods to compute the entanglement entropy; the first method
is the replica trick which involves the evaluation of the path integral on replicated Riemann surfaces.
The other method is to develop a tensor network representation, or more precisely, matrix product
state (MPS) representation, of the quantum ground states of QTFT. A subsequent Schmidt de-
composition (singular value decomposition) gives us the entanglement entropy. We will show that
the two calculations are in agreement.
Tensor network algorithms [18] have been developed as an efficient representation of quantum
ground states of lattice many-body systems. The simplest example of a tensor network is the matrix
product state (MPS). It is the tool of choice in implementing density matrix renormalization group
(DMRG) and is particularly well-suited for the description of ground states of gapped systems [19].
In fact, it is known that ground states of any gapped 1+1 dimensional quantum lattice system can
be faithfully represented by an MPS [20]. In recent years, MPS and tensor network representations
have been applied to gauge field theories as well as topologically-ordered lattice quantum systems;
see, for example, [21, 22, 23]. In this paper, we will seek a MPS representation of QTFTs in two
dimensions, thereby extending the notion of a tensor network beyond the context of spin lattice
systems (Fig. 1.1). After showing how one can define a sensible MPS construction for a quasi-
topological field theory, we will perform entanglement entropy calculations using a standard MPS
technique (namely singular value decomposition (SVD)).
The structure of this paper is as follows. In Section 2 we introduce the concept of a two-
dimensional quasi-topological quantum field theory and the canonical example, 2d Yang-Mills
1
=Figure 1.1: A schematic matrix product representation of a QTFT.
(YM2). We then develop a general formalism in which we can study QTFT [16, 17]. This de-
velopment requires first introducing a lattice construction, although in practice we will only use
the formalism in the continuum limit. In Section 3 we discuss entanglement entropy. We show
how to extract this quantity directly from a Schmidt decomposition as well as from the replica
trick. In Section 4, we discuss matrix product states and how to represent the states of a QTFT
as MPS. In Section 5, we return to entanglement entropy calculations in QTFT, now using the
MPS structure to organize direct calculations via Schmidt decomposition. In particular, we calcu-
late entanglement entropy for generalized YM2 using two different methods – the replica trick and
singular value decomposition – and find them to be in agreement, as one would hope. In Section
6, we summarize our results and discuss future directions of work.
2
Chapter 2
Quasi-Topological Quantum Field
Theories and YM2
2.1 Quasi-topological quantum field theory by example: YM2
We begin our study of QTFT with the most well known example, two-dimensional Yang-Mills
theory (YM2). This is governed by the action
S[A] = − 1
2e2
∫
Σ
Tr (F ∧ ?F ) = − 1
4e2
∫
Σ
√
g d2x gµσgν% Tr (FµνFσ%) . (2.1)
Here g(x) is a background metric on some Riemann surface Σ and F = dA+A∧A is the curvature
2-form constructed from the gauge field in the usual way. In writing (2.1), it is implicit that we
have chosen a gauge group G and constructed a principle bundle PΣ,G fibered in this group. To
make the quasi-topological nature of the YM2 action explicit, we must first rearrange things a bit.
1
To do this, recall that the curvature, being a gauge-covariant 2-form, must be proportional to the
volume form . Therefore, we may write F = f, where f transforms in the adjoint representation
of G. Equation (2.1) now reduces to
S = − 1
2e2
∫
Σ
 Tr(f2). (2.2)
The explicit metric dependence has disappeared, replaced by the volume form. Apparently, the
YM2 action sees areas but not distances. This action is invariant under area-preserving diffeo-
morphisms and is therefore a quasi-topological field theory. In the weak coupling limit e → 0,
this theory becomes strictly topological. This is not obvious from (2.1) but can be demonstrated
explicitly by the introduction of an auxiliary field. 2 The existence of such a limit is a general
property of QTFTs and will be manifest in our construction below.
It has long been known that two-dimensional Yang-Mills (in the continuum) can be reduced to
an exactly solvable problem in lattice gauge theory via a certain procedure, which we will refer to as
the Migdal formalism, involving triangulation of the space-time [24]. The key principle behind this
procedure is the invariance of the theory under area-preserving diffeomorphisms (i.e., its quasi-
topological nature). A structured account of this formalism, which is not a primary method of
computation in this paper, has been relegated to Appendix (C.1). That said, the Migdal formalism
is the quickest way to derive the exact partition function of YM2 on a closed Riemann surface of
1 Here we closely follow the presentation found in [15].
2Following [15], we introduce an adjoint-valued scalar field φ and integrate over it:
Z =
∫
DA e−S[A] =
∫
DA e− 12e2
∫
Σ Trf
2
=
∫
DφDA e− e
2
2
∫
Σ  Tr φ
2−i ∫Σ Tr(φF ) e→0−−−→
∫
DφDA e−i
∫
Σ Tr(φF ),
which is fully metric independent.
3
genus g and area %. The correct expression, as can be found in appendix C.1, is
Z(%, g) =
∑
R∈ irrep(G)
d2−2gR e
− e2% c2(R)
2 . (2.3)
The sum is over all irreducible representations of the gauge group G. The symbols dR and c2(R) are,
respectively, the dimension and the quadratic Casimir of representation R. The Migdal equation
is a well known result and we will use expression (2.3) to perform YM2 entanglement entropy
calculations via the replica trick in §3. We will, however, rederive the YM2 partition function in
§4 using a different formalism, which we now introduce.
2.2 Lattice formalism for general QTFT
We will now develop a formalism in which many subsequent calculations will be done. The steps
are as follows. First we introduce the notion of a lattice quasi-topological quantum field theory
(LQTFT). We then take the continuum limit and learn that every quasi-topological field theory is
a deformation of some underlying lattice topological field theory (LTFT). Furthermore, the set of
all LTFTs is in one-to-one correspondence with the set of associative algebras. We can therefore
build customized QTFTs by choosing any associative algebra we please and determining the set of
allowed deformations (to be discussed below). This recipe will be demonstrated in the context of
gauge theory, where, as it turns out, the underlying algebra is the group ring C[G]. The formalism
developed here is adopted from [16, 17]. The reader may refer to these references for a more
thorough construction.
Let Σg,% be a compact, oriented surface of genus g and area %. We triangulate this surface
and assign to each trianglular plaquette an identical area  = %n , where n is the total number of
triangles. (The identical area constraint is a convenience, not a necessity.) To each of the edges of
a triangle we assign an index i and associate to that triangle a complex-valued weight Cijk. The
ordering (ijk) defines an orientation; all cyclic permutations are equivalent: Cijk = Cjki = Ckij .
Neighboring triangles are glued together along shared edges using a gluing operator gij . (See Fig.
2.1.) For now, the Cijk and g
ij are arbitrary and unrelated, but soon we will relate the two objects
through a shared algebraic structure. Thus a given triangulation is assigned a particular algebraic
expression involving the Cijk and g
ij .
m
j
i
n
k
l
≡ CijmCmklCijm Cnklgmn
Figure 2.1: Gluing two triangles along one edge. After gluing, a raised index can be understood as labeling an
oriented edge with a flipped arrow (i.e., clockwise directed).
An alternative dual triangulation formalism replaces each triangle with a double-lined 3-point
vertex and each gluing operator with a double-lined 2-point vertex (Fig. 2.2). The double-lined
notation encodes the local orientation of the surface. (Allowing the two parallel lines to cross would
indicate a disorienting twist in the topology. We will not consider such surfaces.)
4
Figure 2.2: An example dual triangulation.
The partition function is the sum over all configurations with appropriate gluings enforced:
Z =
∏
triangles
Cijk
∏
glued links
gab.
So far this construction is very general. Now, to enforce invariance of the partition function un-
der area-preserving diffeomorphisms, we will require correlation functions to remain invariant under
local area-preserving rearrangements of the geometry. For instance, the two ways of bipartitioning
a square plaquette shown in Fig. 2.3 are equivalent. This equivalence is called flip symmetry. The
process of flipping between these two equivalent representations is called the flip move.3
Figure 2.3: Flip symmetry.
Correlation functions are understood as follows. Given an operator Oi, the insertion of such an
operator into a correlation function is a puncture of the surface Σg,%, with the boundary labeled
by an index i. From here we can construct what will be the building blocks of our matrix product
states. First, we construct the 2-point function, ηij = 〈OiOj〉g=0, which is just a cylinder (i.e., a
two holed sphere) with its boundaries labeled i and j. The simplest triangulation is depicted in
Fig. 2.4.
i
l
j i j
l
=
Figure 2.4: Minimal triangulation for the 2-point function.
3 In the case of a purely topological field theory, there is an additional symmetry that must be enforced on the
triangulated spacetime. It is called bubble symmetry and is depicted in Fig. 2.6. The meaning of that symmetry is
that the TFT is uneffected by adding or removing area from the underlying spacetime.
5
The associated weight is4
ηij = C
l
ik C
k
lj .
The 3-point function, Nijk = 〈OiOjOk〉g=0, is topologically the pair-of-pants. To assemble this
object, we take a triangle and wrap two of its edges about two disjoint cylinders (Fig. 2.5).
==
Figure 2.5: Minimal triangulation for the three point function.
The associated weight is
Nijk = η i′i η j
′
j Ci′j′k = η
k′
k η
i′
i Ci′jk′ = η
j′
j η
k′
k Cij′k′ ,
All three of these expressions are equivalent, as can be demonstrated by flip symmetry.5 Also by
flip symmetry, it can be shown that N is totally symmetric, not just cyclically symmetric, on its
three indices.
2.3 Continuum limit of LQTFT as a deformation of LTFT
We now discuss the continuum limit and show that every QTFT can be understood as a deformation
of some lattice topological quantum field theory (LTFT).
In the continuum limit, the total area % = n is held fixed while  → 0 and n → ∞. To
properly understand this limit, it is of fundamental importance to understand the effect of  → 0
on “bubbles”, which are objects of weight Kij ≡ C lik C kjl .6 As illustrated in Fig. 2.6, as  goes to
zero, these bubbles effectively collapse – i.e., to zeroeth order in , a bubble takes on the reduced
role of a gluing operator. In other words, bubbles are disks; they encode regions of area but are
topologically trivial.
We therefore identify the weight of the metric with that of a bubble in the continuum limit:
gij = Kij(0) ≡ C lik (0)C kjl (0). (2.4)
Here we have introduced the notation Cijk() to mean the weight of a triangular plaquette of area
 (with  approaching zero in the continuum limit). Relationship (2.4) is referred to as bubble
symmetry. A lattice theory with both bubble symmetry and flip symmetry is a called a lattice
topological field theory [16]. It is in the continuum limit of such theories that we recover the
4The raised indeces imply contractions with gij , as explained in Fig. 2.1.
5 For instance, to demonstrate η i
′
i η
j′
j Ci′j′k = η
k′
k η
i′
i Ci′jk′ , we have the following sequence of flip moves:
i j
k
i j
k
6Bubbles can also be thought of as cones.
6
Cik
lCjl
k gij
i
k
j
l
i j
Figure 2.6: In the limit → 0, the bubble, Kij , approaches zero area, and hence should contribute the same weight
as the metric, gij . (Note: collapsing a bubble does not change the global topology.)
familiar set of topological field theories. The Cijk(0) can therefore be understood as weights of
triangular plaquettes in some LTFT.
It is clear from (2.4) that for any given LTFT, the entire content of the theory, aside from
the topology of the underlying space-time, is encoded in the set {C kij (0)}. We now introduce the
aforementioned associative algebra, which we will denote A0. The set of basis elements of this
algebra will be denoted {φi}, while the structure constants of the algebra are to be identified with
the weights of triangular plaquettes in the LTFT (but with one index raised), {C kij (0) |φiφj =
C kij (0)φk}. The condition of associativity is guaranteed by flip symmetry, as one can easily check.
Furthermore, it can be shown that the set of associative algebras and LTFT’s are in one-to-one
correspondence [16].
Now, if a quasi-topological lattice theory is to have a well-defined (smooth) continuum limit, it
must be true that Kij() can be expressed as a perturbation away from the corresponding bubble
Kij(0) of the associated LTFT:
Kij() = Kij(0) + ∂Kij()|=0 +O(2) ≡ gij + 2Bij +O(2). (2.5)
Here we have made the convenient definition
Bij ≡ 1
2
∂Kij()|=0 = 1
2
∂
(
C lik ()C
k
jl ()
)∣∣∣
=0
. (2.6)
We can also express the weight of a triangular face ∆ of finite area %∆ in this perturbative language.
The idea is to start with the simplest triangulation of ∆ (i.e., a single plaquette), and then take
the continuum (refinement) limit. In the language of dual triangulations, this corresponds to
introducing more and more bubbles, while holding the total area of the triangular face fixed (Fig.
2.7).
Figure 2.7: The first three steps in the continuum bubble-refinement of a triangular face.
By repeated use of the flip move, we can then push these bubbles out into one long bubbly
7
string (Fig. 2.8).
. . .
Figure 2.8: The large bubble limit of Fig. 2.7 rearranged so that all bubbles appear single file. If the total number
of vertices in this diagram is n∆ and the total area is %∆, then there are
n∆−1
2
bubbles, each of area 2 %∆
n∆
.
In this configuration, the total weight of the triangular face ∆ is easy to read off:7
lim
n∆→∞
Cijl()
[
K()
n
2
] l
k
= Cijl(0) lim
n∆→∞
(1 + 2%∆
n∆
B
)n∆−1
2
 l
k
= Cijl(0)
(
e%∆B
) l
k
,
In conclusion,
Cijk(%∆) = Ci′jk(0)
[
e%∆B
] i′
i
.
We use a script Cijk here to denote the fact that this is the weight of a triangular face of finite
area in the continuum limit, while Cijk(0) is the weight of an individual triangular plaquette of
vanishingly small area (i.e., it is an LTFT triangle weight). In what follows, we will be less careful
and reuse notation from the lattice theory to denote weights in the continuum theory. For example,
η%α will mean the weight of a cylinder in the continuum theory, with total area %α. It is easy to
show that (
ηiα%α
)
j
= C mi′k (0)C
k
mj (0)
(
e%αB
) i′
iα
≡
(
ηi
′
0
)
j
(
e%αB
) i′
iα
(2.7)
(N iα%α)j1j2 = C l1j1k1 (0)C k1l1j′1 (0)C j′2i′j′1 (0)C l2j2k2 (0)C k2l2j′2 (0) (e%αB) i′iα ≡ (N i′0 )j1j2 (e%αB) i′iα (2.8)
Here we have also introduced the notation
(
ηi0
)
j
and
(N i0)j1j2 to mean, respectively, the weights of
the cylinder and three-holed sphere in the corresponding topological theory.
This structure is useful because we can quickly write down the weights for different perturbations
away from the same underlying LTFT. The matrix B parametrizes this family of LQTFT’s. Note
that the form of the B matrix is not completely arbitrary. For a given LTFT, it is constrained by
the following conditions:
B = BT,
[
B,C0i
]
= 0,
[
B,C0Ti
]
= 0, (2.9)
where
(
C0i
) k
j
≡ C kij (0). One can check the first two constraints directly from equations (2.6) and
(2.5), respectively. These are, in fact, the only two independent constraints on B [17]. The third
constraint is clearly the transpose of the second constraint (subject to the first constraint), but it
proves useful enough to write as a separate equation.
7 Here we use K ji (0)=g
j
i =δ
j
i and the fact that there is one bubble for every two (fundamental) triangles.
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2.4 Example: Gauge theory
We now follow the above prescription for a specific example. We choose the LTFT algebra A0 to
be the group ring
A0 = C[G] = ⊕
g∈G
Cφg,
where G is our desired gauge group. In this scenario, the algebra inherits multiplication directly
from the group G:
φiφj = γ φij for i, j ∈ G. (2.10)
We have included an additonal factor γ, which we will need for normalization purposes later on.
(Note that this is just the usual group ring with a rescaled basis: φi → φiγ , with γ ∈ C. Eventually
we will take γ = |G|−1, but for now we leave it arbitrary.) From (2.10) we determine the structure
constants of A0:
φiφj = C
k
ij (0)φk = γ φij =⇒ C kij (0) = γ δ(ij, k),
where we have introduced the notation δ(i, j) ≡ δ ji . Using (2.4), we also construct the metric,
inverse metric, and LTFT triangle weights:
gij = γ
2 |G|δ(i, j−1), gij = 1
γ2 |G|δ(i, j
−1), Cijk(0) = γ3 |G|δ(ijk,1), (2.11)
where |G| is the order of the group.8 We determine the possible forms of the deformation matrix
B from the constraints (2.9). Introducing the notation B(i, j) ≡ B ji , the constraints become
B(i, j) = B(j, i), B(i, j) = B(j−1i,1), B(i, j) = B(ij−1,1). (2.12)
From this, we see that B(i, j) depends on its arguments only in terms of the specific product
ij−1 and, furthermore, it is a class function – i.e., B(iji−1,1) = B(j,1) – so it may be character
expanded as
B(i, j) =
∑
R
BR dR χR(ij
−1). (2.13)
The sum runs over all irreducible representations of G. The group character, χR(g), is the trace
of group element g in representation R. The complex coefficients BR are unconstrained and
parametrize a family of quasi-topological quantum field theories. For computational convenience,
we have extracted from BR a number dR, which is the dimension of representation R. As will
become evident later (see §4.3), what we are building here is a family of QTFTs commonly referred
to as generalized YM2. In particular, the choice BR = − e
2c2(R)
2 will reproduce the usual Yang-Mills
theory in two dimensions. (Note, we will often use the generic nomenclature “gauge theory” in
place of “generalized YM2”.)
As a final step, we determine the exact form of the matrices ηiα and N iα , as given by (2.7) and
(2.8): (
ηiα%α
)
j
= C mi′k (0)C
k
mj (0)
(
e%αB
) i′
iα
= γ2
∑
k,R
e%αBRdRχR(iαkjk
−1), (2.14)
8 For notational simplicity, we choose to work here, and throughout most of the paper, in the langauge of
finite groups. However, everything done here should carry over in the obvious way to compact Lie groups (e.g.,
|G| −→ vol(G) ).
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(N iα%α)j1j2 = gl1l′1gk1k′1C j1k1l′1 (0)C j′1k′1l1 (0)C j′2i′j′1 (0)C l2j2k2 (0)C k2l2j′2 (0) (e%αB) i′iα
=
γ
|G|2
∑
k1,k2,R
e%αBRdRχR(iαk
−1
1 j
−1
1 k1k
−1
2 j2k2), (2.15)
where we have re-summed the exponentials as(
e%αB
) i′
iα
= δ i
′
iα + %αB
j
iα
+
1
2
%2α
∑
j
B jiαB
i′
j + . . . =
∑
R
e%αBRdRχR(iαi
′−1).
We will continue this example when we build up matrix product state representations for quasi-
topological field theories in §4.
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Chapter 3
Entanglement Entropy: Definitions
and Examples
In this section we provide a brief overview of entanglement entropy. This will keep the paper
self-contained as well as provide the conceptual framework in which entanglement entropy can be
understood in the context of quasi-topological quantum field theories.
3.1 Entanglement entropy defined
Entropy is a familiar concept from statistical mechanics. Von Neumann defined the entropy of a
quantum state ρ to be
S(ρ) = −Tr(ρ log ρ), (3.1)
where ρ is the density matrix.
In this paper our focus will be on quantum pure states: ρ = |ψ−〉〈ψ+|.9,10 As a whole, a system
in a pure state has zero von Neumann entropy. However, if there exists an observer for whom only
a subset of the observables of the entire system are accessible, the entropy, as measured by that
observer, will in general be nonzero. This is the concept of the entanglement entropy, a refinement
of Von Neumann’s entropy. The usual construction is as follows. Start by bipartitioning the system
at some fixed time, calling one piece A and the other B. More specifically, consider the situation in
which the Hilbert space can be written as Htotal =HA⊗HB. In a local quantum field theory, this
splitting is usually accomplished by distinguishing a spatial region A from its complement B. From
the perspective of an observer who only has access to the observables of subsystem A, the state
of the total system appears to be ρA = TrB ρ, where the partial trace is only over the degrees of
freedom of B. In general, this reduced density matrix, ρA, will be in some quantum mixed state.
11
We define the entanglement entropy of subsystem A to be the Von Neumann entropy of the reduced
state:
SA(ρ) = −TrA(ρA log ρA). (3.2)
9 Note that we are using plus and minus labels to distinguish the bra from the ket. We will elaborate on the
meaning of this distinction in §3.5.
10In conventional field theories, such states are usually accessed by taking the system to zero temperature, hence
projecting to the ground state. We will not be taking that route. The meaning of temperature in our construction
will be discussed later.
11 A mixed state is a state of the form ρ =
∑
i pi
∣∣∣ψ(i)−〉〈ψ(i)+∣∣∣ where at least two of the pi are nonzero. The pi
are classical ensemble weights (0 ≤ pi ≤ 1, ∑i pi = 1) as well as the eigenvalues of ρ. A pure state is one in which
pi is one for exactly one state and zero for all others; thus, explaining why expression (3.1) is zero for a pure state.
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3.2 Schmidt decomposition
For a given pair of pure quantum states |ψ−〉 and 〈ψ+|, defined over the same time-slice, a useful
expression for the entanglement entropy can be obtained from their Schmidt decompositions:∣∣ψ−〉 = ∑
i,j
Ψ−ij |i〉A ⊗ |j〉B ,
〈
ψ+
∣∣ = ∑
i,j
〈i|A ⊗ 〈j|B Ψ+ij ,
where {|i〉A} and {|j〉B} are orthonormal bases for HA and HB respectively. The {Ψ±ij} are sets of
complex-valued coefficients. If we can somehow write the kets (bras) ofHtotal (H¯total) in this form,
the calculation of entanglement entropy is trivial. To see this, first focus on the ket and perform a
singular value decomposition (SVD) on Ψij :
∣∣ψ−〉 = ∑
i,j,k
U−ikS
−
kkV
−
kj |i〉A ⊗ |j〉B =
∑
k
s−k
(∑
i
U−ik |i〉A
)
⊗
∑
j
V −kj |j〉B
 ≡∑
k
s−k
∣∣k−〉
A
⊗ ∣∣k−〉
B
.
Here, U− is left-normalized (U−†U− = 1), V − is right-normalized (V −V −† = 1), and S− is
square diagonal with diagonal elements {s−k } known as singular values. Such a decomposition is
guaranteed to exist. (Refer to §A.1 to see how such a decomposition is achieved in practice.) The
exact same procedure can be used to decompose the bra: 〈ψ+| = ∑l 〈l+|B ⊗〈l+|A s+l . The density
matrix is then
ρ =
∣∣ψ−〉〈ψ+∣∣ = (∑
k
s−k
∣∣k−〉
A
⊗ ∣∣k−〉
B
)(∑
l
〈
l+
∣∣
B
⊗ 〈l+∣∣
A
s+l
)
.
The reduced density matrix is found by tracing out the B degrees of freedom,
ρA = TrB ρ ≡
∑
j
B
〈
k+(j)
∣∣ρ ∣∣k−(j)〉
B
=
∑
k
s−k s
+
k
∣∣k−〉
A A
〈
k+
∣∣ ≡∑
k
s2k
∣∣k−〉
A A
〈
k+
∣∣ . (3.3)
The notation |k−(j)〉B reminds us that |k−(j)〉B = V −kj |j〉B, where |j〉B is the original orthonormal
basis for HB (and similarly for the bra). In the final equality, we have made the convenient
definition
s2k ≡ s−k s+k . (3.4)
Since ρA is diagonal in the A basis, we can now read off the entanglement entropy:
SA = −TrA(ρA log ρA) = −
∑
k
(s2k log s
2
k). (3.5)
The set {s2k} encodes the entanglement spectrum, which is a refinement of the entanglement entropy
itself.12
12The entanglement spectrum can be described in the following way: If we were to reinterpret ρA in (3.3) as a sum
over configurations of a statistical ensemble at temperature β−1E , then the s
2
k would be eigenvalues of the Boltzmann
operator e−βEHˆE . The entanglement spectrum, as defined in [25], is the set of eigenvalues of the “entanglement
Hamiltonian” HˆE ; namely the set {Ek |Ek = − 1βE log s
2
k}. It is conventional to set the arbitrary parameter βE to
one.
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3.3 Entanglement entropy via the replica trick
In this work, we will focus on entanglement entropy calculations in quantum field theory. We will
employ two different methods for calculating entanglement entropies. One method relies on the
Schmidt decomposition of states. The other method is the replica trick. This trick allows one to
deal with the logarithm in (3.2), without having to explicitly diagonalize the density matrix.
The replica trick is the identification
SA ≡ −TrA(ρA log ρA) = − lim
n→1
[
d
dn
TrAρ
n
A
]
. (3.6)
We can naively justify this trick by the seemingly innocuous manipulations
lim
n→1
[
d
dn
TrA ρ
n
A
]
= lim
n→1
[
d
dn
∑
i
λni
]
= lim
n→1
∑
i
λni log λi = TrA(ρA log ρA),
where λi are the eigenvalues of ρA. This identification is useful because we can interpret TrA ρ
n
A as a
path integral on a glued, n-sheeted geometry to be constructed below. However, this interpretation
is also naive, because we implicitly assume that n has a unique analytic continuation from the
natural numbers (at least in the vicinity of n = 1). Although the replica trick has earned a
reputation as a reliable method of computation, the assumption of uniqueness is not true in general
and care should be taken.13 One of the nice features of the current work is that we will be able to
check our replica trick results against a more direct calculation in which we explicitly diagonalize
ρ. That calculation will be carried out in §4 and §5.
We now explain the replica trick in more detail. As a simple example, consider the case of
a scalar field in two dimensions.14 The construction is as follows. We put the total system in a
thermal state ρ = e−βHˆ , so that the field theory lives on the strip R × [0, β]. Later, we will take
the zero temperature limit β → ∞. We partition the system spatially, into parts A and B, at
(imaginary) time τ = 0. By then specifying field configurations φ0 and φβ at times τ = 0 and
τ = β, we can write components of the density matrix as the following Euclidean path integral:
ρφ0(x),φβ(x) = Z(β)
−1
∫ τ=β
τ=0
[dφ] e−SE δ(φ(x, 0)− φ0(x)) δ(φ(x, β)− φβ(x)) .
The partial trace over B corresponds to identifying φ(x, 0) and φ(x, β) for x ∈ B (Fig. 3.1):
(ρA)φ0(x|x∈A),φβ(x|x∈A) =
∫ τ=β
τ=0
[dφ0]x∈B[dφβ]x∈B δ(φ0(x)− φβ(x)) ρφ0(x),φβ(x).
Finally, we construct Tr ρnA by cyclically pasting n copies of ρA in the following manner (Fig. 3.2):
Tr ρnA =
∫ n∏
k=1
{
[dφ
(k)
0 ][dφ
(k)
β ] δ
(
φ
(k)
0 (x)− φ(k+1)(x)β
)
x∈A
δ
(
φ
(k)
0 (x)− φ(k)(x)β
)
x∈B
ρ
φ
(k)
0 (x),φ
(k+1)
β (x)
}
,
where φ(n+1) and φ(1) are identified.
At this point, we can take the zero temperature limit β →∞. Denoting Tr ρnA as ZnZn1 – i.e., the
13See [26], for example, for a more in depth discussion of such issues.
14The following example is lifted from [12].
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Figure 3.1: The geometry of the reduced density matrix ρA.
Figure 3.2: An example of a glued geometry. This is Tr ρ3A.
normalized partition function on the n-sheeted surface – we arrive at
SA = − lim
n→1
d
dn
Zn
Zn1
. (3.7)
3.4 Example: The replica trick for 2d Yang-Mills
The replicated geometry in the previous section was easy to draw, which made it a useful example.
However, the focus of this paper is QTFT and so a more relevant example is 2d Yang-Mills.15 In
order to make use of Migdal’s formula, equation (2.3), we need the traced geometries to be closed
Riemann surfaces. We therefore start with YM2 living on a finite length cylinder S
1 × [0, β], with
axis along the (imaginary) time direction. At time τ = 0 we split the region spatially into parts A
and B. We will denote by I the number of disjoint intervals of region A. We then fix the states at
times τ = 0 and τ = β and trace out the B degrees of freedom. The result is a torus with I cuts
in it (one for each disjoint subregion of A).
We next construct the glued geometry by making n replicas of the cut torus and pasting them
together cyclically. Geometrically this is difficult to draw, although the result is topologically
simple; it is again a Riemann surface. The genus of this glued surface is determined by the
Riemann-Hurwitz formula:16
gn,I = n(g + I − 1)− I + 1, %n,I = n%. (3.8)
15While this work was in preparation, the following calculation, as well as that for higher genus, appeared in [27].
Our calculations were done independently; however see [27] for discussions of the strong and weak coupling limits.
16 Given a map Σn → Σ, the Riemann-Hurwitz formula reads
χ(Σn) = nχ(Σ)−
∑
P
(eP − 1),
where χ(Σ) = 2 − 2g is the Euler characteristic of Riemann surface Σ, index P runs over the set of ramification
points in Σn (i.e., each P maps to a branch point on Σ), and eP is the ramification index at P. In the case at hand,
we have 2I ramification points (one for each boundary of A), each of which has ramification index n.
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B A
A
AB B
Figure 3.3: The geometry of ρA for the case I = 3. In this example, the partial trace over the B degrees of freedom
yields a torus with three cuts. The locations of these cuts coincide with the disjoint set labeled by A.
The calculation of the entanglement entropy is now trivial. Combining (2.3) with (3.7), we have
S
(T 2)
A = − limn→1
d
dn
∑
R′ d
2−2gn,I
R′ e
%n,IBR′(∑
R′ d
2−2g
R′ e
%BR′
)n
∣∣∣∣∣∣
g=1
(torus)
= −
∑
R
e−
e2% c2(R)
2∑
R′ e
− e2% c2(R)
2
log
 d−2IR e− e2% c2(R)2∑
R′ e
− e2% c2(R)
2
 .
(3.9)
As one might expect, the entanglement entropy depends on the number of disjoint intervals com-
prising spatial region A, but not on the length of these intervals.17 At this point, one would usually
take the temperature to zero, forcing the total system into its groundstate. We might do that in
this case by recognizing that the area of the torus is % ∼ β L, where L characterizes the circumfer-
ence of space and β is the inverse temperature. In this way, the low temperature limit corresponds
to the large area (% → ∞) limit of the theory, or equivalently, to the e → ∞, strong coupling
limit. However, one might question the validity of discussing the length of the timelike direction.
After all, in QTFTs, physical observables of the theory cannot depend on details of the timelike
components of the metric, it is only the determinant of the metric which has real physical meaning.
(More will be said about this shortly.) In this paper we will avoid this confusion by keeping our
areas finite.
17 While the number of intervals, I, of subregion A appears naturally in the replica trick calculation, one might
wonder where this dependence will enter in a direct calculation from the definition SA = −TrA(ρA log ρA). This
question was addressed in [28], where it was shown that in gauge theories a naive splitting of the Hilbert space into
HA ⊗HB fails. The I dependence of SA comes from contributions from non-gauge-invariant degrees of freedom
residing on the entangling surface (i.e., the points separating subregions A and B).
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3.5 Generalization of entanglement entropy in QTFT to any
genus
In the previous section, we calculated the partition function of YM2 on S
1 × [0, β]. This corre-
sponded to taking a trace in the imaginary time direction, effectively compactifying the cylinder
into a torus. However, the calculation of the entanglement entropy depended on the traced ge-
ometries, not on the details of how we arrived at those geometries. In fact, if we naively take the
calculation in (3.9) at face value, we can calculate the entanglement entropy for (unreplicated)
topologies of arbitrary genus. The result is simple to compute:18
SA = −
∑
R
d2−2gR e
− e2% c2(R)
2∑
R′ d
′2−2g
R e
− e2% c2(R)
2
log
 d2−2g−2IR e− e2% c2(R)2∑
R′ d
2−2g
R′ e
− e2% c2(R)
2
 . (3.10)
A more structured way to think about this is the following. We don’t have to think of S1
as space and R as (imaginary) time. We might instead prefer to think in the parametrization of
Euclidean space-time depicted in Fig. 3.4.
B A
A
AB B
B
A
A
A
B B
Σ−
Σ+ {
{ τ0
Figure 3.4: The dashed lines represent equal time slices. As time evolves, spatial regions may separate or merge. In
this example, we are showing the geometry of the reduced density matrix ρA, where space at time τ0 is the union of
three disjoint circles.
The density matrix ρ = |ψ−〉〈ψ+| should now be understood in the following way. To construct
the ket |ψ−(τ0)〉 at some time τ0, fix ψ−(τ0) and path integrate over all degrees of freedom localized
over Σ−.19 To construct the bra 〈ψ+(τ0)|, fix ψ+(τ0) and path integrate over all degrees of freedom
localized over Σ+. The meaning of the minus and plus labels is now clear; they distinguish the
degrees of freedom attached to the lower vs. upper surfaces. This interpretation is natural and has
been a cornerstone of topological quantum field theory since the early days of TFT (e.g. [29, 15]).
From ρ, construct the reduced density matrix ρA by tracing out the B degrees of freedom at
time τ0. This corresponds, geometrically, to gluing Σ− to Σ+ over the B intervals. The result
is demonstrated by example in Fig. 3.4. The replica trick now proceeds in the obvious way. We
18In actuality, there is an important caveat. We are here only considering the case in which none of the disjoint
subregions of A (or B) are closed loops. The reverse scenario, in which subregions A and B are each, independently,
a collection of S1’s, will be the focus of our calculations in §5.
19 In the context of the QTFT lattice contruction introducd in §2, fixing ψ−(τ0) means specifying the set of
boundary labels {iα} for the lower surface at time-slice τ0.
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make n copies of the half-pasted geometry and then glue cyclically along the A intervals. The path
integration associated with the fully glued geometry is the n-sheeted partition function Zn and the
entanglement entropy SA is easily computed from equation (3.7). The result is, of course, equation
(3.10).
Finally, although the usual notion of temperature has become obscured in this construction,
the procedure is still well-defined and the entanglement entropies we calculate are still physically
meaningful.
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Chapter 4
MPS representations for QTFTs
As discussed earlier, the replica trick is one of the standard methods for calculating entanglement
entropies. In this section we consider an alternative to the replica trick: the matrix product state
construction of QTFTs and subsequent Schmidt decomposition. It will act as a check on our replica
trick calculations.
4.1 Matrix Product States and Entanglement Entropy
We start by considering MPS in its native environment. Consider a 1D spin chain (i.e., one spatial
dimension). We will take |σ1 · · ·σN 〉 ≡ |σ1〉 ⊗ · · · ⊗ |σN 〉 as a basis for the Hilbert space. Each
spin σα can take on some set of particular values, for example σα ∈ {↑, ↓}. In this basis, a general
quantum state can be written as the superposition
|ψ〉 =
∑
σ1,...,σN
ψσ1,...,σN |σ1 · · ·σN 〉 , (4.1)
where ψσ1,...,σN is a numerical coefficient. This coefficient is a multilocal object. We can give it
a more local flavor by decomposing it into a product of local factors; one factor to be associated
with each spin site α. The idea of MPS, in particular, is to rewrite the coefficient as a product of
matrices:
ψσ1,...,σN = M
σ1Mσ2 · · ·MσN−1MσN , (4.2)
where each Mσα is a matrix. In this conventional notation, the σi attached to each matrix should
be understood as both a label, indicating the spin site the matrix is associated with, and an index,
enumerating the physical states of that spin. This means that the matrix denoted Mσα is in general
a different matrix than the one denoted Mσβ (for α 6= β). Also, note that in order for this product
to produce a number, Mσ1 and MσN must be row and column vectors, respectively. (To represent
a system with periodic boundary conditions, use instead a trace: ψPBCσ1,...,σN = Tr[M
σ1 · · ·MσN ] .)
There is a conventional diagrammatic representation for an MPS. Each (Mσα)ab of the matrix
product is represented by a solid dot to which is attached one vertical edge and two horizontal
edges. Physically, we can think of the dot as representing the spin site itself. The vertical edge
represents the state, labeled by the physical index σα, while the horizontal edges are labeled by the
matrix indices. For the case of row and column vectors, the vertex has just one attached horizontal
edge (Fig. 4.1).
Kets are represented by pasting these pieces together into a chain (i.e., the matrix product)
(Fig. 4.2).
Bras are represented similarly, but with the diagram flipped upside down. Tracing is represented
by pasting vertically (Fig. 4.3).
MPS is popular as a computational tool because it has well developed approximation algorithms
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 1  2  3
(M 1)a (M
 2)
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 3)
b
Figure 4.1: Diagrammatic representation of a row vector, a matrix and a column vector, respectively.
 1  N· · ·
| i =
Figure 4.2: Diagrammatic representation of a matrix product state: |ψ〉 = ∑σ1,...,σN Mσ1 · · ·MσN |σ1 · · ·σN 〉
Tr ⇢ = h | i =
Figure 4.3: Diagrammatic representation of Tr ρ. The pasting of vertical edges represents integration over all possible
degrees of freedom localized on each site.
which can be used to efficiently find ground states of gapped systems via a variational approach
[19]. However, that will not be the focus of this paper. Rather we will develop a recipe to find exact
MPS representations of general quasi-topological systems. We will then use the MPS framework
as an organizational tool for direct entanglement entropy calculations via Schmidt decomposition.
In our MPS representation of a state |ψ〉, it looks like we have something very similar to a
Schmidt decomposition. This is in fact true, but there is a technical problem here involving nor-
malization. To see this, start by partitioning the Hilbert space into two parts: part A, encompassing
the first a spin degrees of freedom; and part B, encompassing the remaining N − a. Then rewrite
(4.1) in the form
|ψ〉 =
∑
{iα},{jβ}
Ψ{iα}{jβ} |{φiα}〉A ⊗
∣∣{φjβ}〉B .
If each basis vector |φiα〉 can be in one of n configurations, then Ψ is a matrix with na rows
and nN−a columns, running over all possible configurations of the A system and the B system,
respectively. Our goal is to follow the procedure laid out in §3.1 and decompose Ψ into the form
Ψ{iα}{jβ} =
∑
k
A{iα}kSkkBk{jβ} (4.3)
such that S is square diagonal, A∗k{iα}A{iα}l = δkl, and Bk{jβ}B
∗
{jβ}l = δkl. Attempting to perform
this decomposition all at once, while enforcing the left and right normalization conditions, is in
practice a difficult combinatorics problem, one which must be independently examined for each
system considered. We would like a more structured recipe.
The solution is to break the work into pieces by scanning through the matrix product in (4.2),
enforcing left/right normalization on one Mσα at a time. In this way, we gradually work our way
into the form given in (4.3). This form is called the mixed-canonical matrix product state. The
details of this procedure will be laid out in section §5.2.
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4.2 MPS representations for QTFTs
In the context of QTFT, we do not of course have a lattice of spins on which to define an MPS. States
in the Hilbert space can be thought of as associated with the algebra elements (or group elements
in the case of YM2) assigned to a boundary of a triangulation. The path integral corresponding to
a genus g surface can be thought of as the normalization of the ground state. In any QFT, cutting
open the path integral on a space-like surface (at constant time, say) gives rise to a wave-functional
in a basis given by the space-dependent fields. In a QTFT, if we define ‘space’ by cutting open
the genus g surface along ` cycles, this data reduces to the set of algebra elements on each of the `
loops.
4.2.1 MPS: the no-handles time-slice
We begin with an illustrative example in which we consider a slicing that separates a genus g
surface into two topologically identical surfaces, each with g + 1 boundaries and no handles, as
shown in Fig. 4.4. A more general analysis will follow.
slice
open
Figure 4.4: Slicing the Riemann surface Σg,% into two surfaces, each of which have g+ 1 boundaries and no handles.
More generally there can be some number of uncut handles h−, h+ remaining in the lower or upper surfaces.
We start by focusing on the lower surface, conceptually breaking it up into cylinders and pants,
as depicted in Fig. 4.5. To each boundary we assign an index. Each index enumerates basis elements
of some associative algebra which we are free to choose.
. . .j1 jg
igig−1i0 i1
j2
Figure 4.5: Conceptually breaking up the lower half of Fig. 4.4 into cylinders ηiα%α and pants N iα%α .
We might also visualize this setup in the dual triangulation formalism, drawn in Fig. 4.6.
. . .
i0 i1 ig−1 ig
Figure 4.6: Dual triangularization of Fig. 4.5.
Physical states live on the boundary of the surface. It is natural to take as a basis for the
Hilbert space a tensor product of vector spaces localized over each disjoint boundary loop,
H = ⊗gα=0Hα ' ⊗g+1HS1 .
In particular, we will denote states as∣∣ψ−〉 = ∑
i0,...,ig
ψ
i0i1...ig
− |φi0〉 ⊗ |φi1〉 ⊗ · · · ⊗
∣∣φig〉 ≡ ∑
i0,...,ig
ψ
i0i1...ig
−
∣∣φi0φi1 · · ·φig〉 .
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The coefficient is a matrix product, which we will write in various ways:
ψ
i0i1...ig
− ∼ ηi0TN i1N i2 · · · N ig−1ηig
= (ηi0T%0 )j1(N i1%1)j1j2(N i2%2)
j2
j3
· · · (N ig−1%g−1)jg−1jg(η
ig
%g)
jg
≡ (η%0)i0j1(N%1) j1i1 j2(N%2)
j2
i2 j3
· · · (N%g−1) jg−1ig−1 jg(η%g)
jg
ig
. (4.4)
The ket is then20 ∣∣ψ−〉 = 1√
Z
∑
i0,...,ig
ηi0T%0 N i1%1 · · · N
ig−1
%g−1η
ig
%g
∣∣φi0φi1 · · ·φig〉 . (4.5)
The 1√
Z
is an overall normalization factor, where Z is the partition function.
The associated bra (representing states living on the boundary of the upper surface) is〈
ψ+
∣∣ = 1√
Z
∑
i0,...,ig
〈
φi0φi1 · · ·φig
∣∣ η¯igT%¯g N¯ ig−1%¯g−1 · · · N¯ i1%¯1 η¯i0%¯0 , (4.6)
where %α and %¯α are independent areas and the bars over the weights indicate orientation reversal
of the boundary loops:
η¯ ji = η
i
j , N¯ ji k = N i kj .
An important point here is that orientation reversal of boundary loops is not the same thing as
complex conjugation. Furthermore, the areas of the upper and lower surfaces are not equal for
arbitrary time-slicings. For these reasons, the matrix products appearing in (4.5) and (4.6) are not
generally conjugate to one another. We will see this explicitely in our MPS construction for gauge
theory in §4.3.
Enforcing Tr ρ = 〈ψ+|ψ−〉 = 1, we calculate the partition function,
Z = ηigkgN ig−1 kg−1kg · · · N i1 k1k2 η
i0
k1
ηi0j1N j1i1 j2 · · · N
jg−1
ig−1 jgη
jg
ig
,
where we have used
〈
φjβ
∣∣φiα〉 = δiαjβ . This does indeed correspond to integration over the whole
surface Σg,%.
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Before continuing, it is worth pointing out that the structure of the MPS just introduced is
somewhat trivial in the case of quasi-topological quantum field theory. In particular, for the time-
slicing just studied, the set of N iα ’s are in fact all identical (i.e., N iα = N iβ for all α, β), and more
generally, in QTFT, the N iα ’s all commute. This implies that the matrix product ordering of the
weights (or, equivalently, the tensor product ordering of the basis vectors) is irrelevant. Intuitively,
this is the statement that in QTFT the geometry is “flexible”, meaning we can smoothly deform
the space-time so as to effectively interchange any two boundary loops. There is no concept of
nearest-neighbors. This will be demonstrated explicitely later on in the context of YM2. It is
possible, however, to add additional structure to the matrix product state so as to reduce the
degree of this flexibility, while still remaining in the framework of QTFT. For example, in gauge
20 The projection of the ket into some basis {φi0φi1 · · ·φig} returns the wavefunction (4.4). That is,〈
φi0φi1 · · ·φig
∣∣ψ−〉 = 1√
Z
ηi0T%0 N i1%1 · · · N
ig−1
%g−1η
ig
%g
.
21In the case of (quasi-)topological field theory, there is an additional constraint on the partition function which
we have ignored here. This will be addressed in the context of gauge theory at the end of §4.3.
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theories one can add Wilson loops to the picture (in various different ways). This will be discussed
further in the conclusion with some related calculations exhibited in Appendices C.2 and C.3.
4.2.2 MPS: general slicings
In the previous section, we considered a rather contrived scenario. We started with a genus g
surface and then only considered the case in which all g handles are simultaneously sliced open.
This scenario was depicted in Fig. 4.4. If we considered stretching this space-time out along the
time direction (so that the cut cylinders were connected only in the distant past and distant future),
the “no-handles” MPS just developed would look very much like that of a non-interacting 1D spin
chain. More generally, however, we should embrace the additional structure of the full space-time
picture and allow for physical states to merge and separate over subsequent time-slices. In this
way, the total Hilbert space takes on the structure of a Fock space: Htotal ' ⊕g+1`=0H`, where `
denotes the number of boundary loops in a given sector.
We must now extend our analysis to include sliced geometries with some number of handles
left intact in the lower and/or upper surfaces. To deal with this added complexity, we introduce
the notation Σ
(−)
h−,`,%− and Σ
(+)
h+,`,%+
to denote the two surfaces, where the ∓ refers to a choice
of orientation and the set {h∓, `, %∓} refers respectively to the number of handles, number of
boundaries, and area of each surface. We do not distinguish between `− and `+ since they must
be equal.
As a warm up, consider a g-handled surface Σg,% cut open along g cycles with one handle
remaining in the lower surface, Σg,% = Σ
(+)
0,g,%+
∪Σ(−)1,g,%− . We depict the upper and lower surfaces in
Fig. 4.7 and Fig. 4.8, respectively.
Figure 4.7: An example surface Σ(+)h+,`,%+ = Σ
(+)
0,g,%+
for the case g = 5.
Figure 4.8: An example surface Σ(−)h−,`,%− = Σ
(−)
1,g,%− for the case g = 5.
In Fig. 4.8 we have, for definiteness, associated the uncut handle with a particular boundary site;
and hence associating it to a particular element of the matrix product in the MPS representation of
the state. Of course, in quasi-topological field theory the actual location of the handle is irrelevant,
but this detail should (and will) work itself out.
To explore how this new handle affects our MPS representation, we first extend our notation.
Previously we had ηiα%α and N iα%α representing the two-point and three-point functions on the sphere.
We now add to these an additional index hα, so that we can talk about two-point and three-point
functions on surfaces of arbitrary genus: ηiαhα,%α and N iαhα,%α .
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In this bulkier notation, the MPS representation of a ket with no handles added is∣∣∣ψ−(0,0,...,0,0)〉 = 1√Z ∑
i0,...,i`−1
ηi0T0,%0N i10,%1 · · · N
i`−2
0,%`−2η
i`−1
0,%`−1
∣∣φi0φi1 · · ·φi`−1〉 . (4.7)
The string of 0’s labeling the ket tell us that there are zero handles attached to each of the boundary
sites.
Now we introduce the handle operator acting on boundary site α,22
Hα =
∑
iα,i′α
Tr(N iα0,0N¯ i
′
α
0,0)
∣∣φiα〉〈φi′α∣∣ , (4.8)
with the property that it increases the number of handles attached to site α by one,
|ψ−(0,...,0,1↑
α
,0,...,0)〉 = Hα
∣∣∣ψ−(0,...,0)〉 .
Recall that the N¯ i′α is a three-holed sphere with boundary loops reversed. Also, note that we
have chosen not to assign any area to the handle itself. For a QTFT, this construction is still
completely general. Applying the handle operator to a ket encoding a surface with zero handles
and g boundaries yields∣∣∣ψ−(0,...,0,1,0,...,0)〉 = 1√Z ∑
i0,...,ig
ηi0T0,%0N i10,%1 · · · N
iα−1
0,%α−1N iα1,%αN
iα+1
0,%α+1
· · · N ig−20,%g−2η
ig−1
0,%g−1
∣∣φi0 · · ·φig−1〉 ,
(4.9)
where
N iα1,%α =
∑
i′α
Tr(N iα0,0N¯ i
′
α
0,0)N i
′
α
0,%α
.
Of course it is easy to extend this analysis to full generality. A state with any number of additional
handles can be generated as follows:
∣∣∣ψ−(h0,...,h`−1)〉 =
(
`−1∏
α=0
Hhαα
)∣∣ψ(0,...,0)〉 = 1√
Z
∑
i0,...,ig
ηi0Th0,%0N i1h1,%1 · · · N
i`−2
h`−2,%`−2η
i`−1
h`,%`−1
∣∣φi0φi1 · · ·φi`−1〉 ,
(4.10)
where ` is the number of boundary loops for the time-slice over which this state lives.
4.3 Example: Gauge theory (continued)
Continuing with the example we started in §2.4, we now explicitly construct the matrix product
states for a quasi-topological gauge theory.
22 In equation (4.8) we are using shorthand notation. The operator Hα acts trivially on all sites β 6= α:∑
i0,...,i`−1
∑
i′0,...,i
′
`−1
δi
′
0i0 · · · δi′α−1iα−1Tr(N iα0,0N¯ i
′
α
0,0)δ
i′α+1iα+1 · · · δi′`−1i`−1
∣∣∣φi0 · · ·φi`−1〉〈φi′0 · · ·φi′`−1 ∣∣∣
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4.3.1 Gauge theory: MPS without handles
It is convenient to first consider the simple setup depicted in Fig. 4.5, in which there are no uncut
handles in the lower surface. A matrix product state representation is then given by equation (4.7).
Once we have this worked out, we can easily build up more general states by acting with the handle
operator.
It is intuitively clear that for a QTFT the ordering of the boundary loops, (φi0 , φi1 , . . . , φi`−1),
is arbitrary, since they can always be rearranged via area preserving diffeomorphisms. This can
be demonstrated explicitly in the dual-triangulation formalism from Fig. 4.6 by repeated use of
the flip move. In the language of MPS, the commutativity of the boundary loops translates to[
N iα0,%α ,N
iβ
0,%β
]
= 0. We therefore should be able to simultaneously diagonalize the entire product
N i10,%1 · · · N
i`−2
0,%`−2 .
Hence, our initial challenge is to diagonalize expression (2.15), repeated here for convenience:[N i0,%]j1j2 = γ|G|2 ∑
R
e%BR dR χR(i
∑
k1
k−11 j
−1
1 k1
∑
k2
k−12 j2k2). (4.11)
The first thing to notice is that this matrix does not really depend on the particular group elements
j1, j2 indexed, but rather on the conjugacy classes [j
−1
1 ], [j2]. In particular, it depends on a sum
over the orbits of these conjugacy classes – e.g.,
∑
k1
k−11 j
−1
1 k1. These sums are maps from the
set of conjugacy classes to the center of the group algebra Z(C[G]). According to Schur’s lemma,
these abelian elements are proportional to the identity. This fact can be used to easily decompose
the trace in (4.11).23 The result is
[N i%]j1j2 = γ|G|2 ∑
R
e%BRd−1R χR(i) χR
∑
k1
k−11 j
−1
1 k1
 χR
∑
k2
k−12 j2k2

= γ
∑
R
e%BRd−1R χR(i) χR
(
j−11
)
χR
(
j2
)
. (4.12)
We can then write down the components of N i0,% explicitly for a group G = {g1, g2, . . . , g|G|}:
N i0,% = γ
∑
R
e%BRd−1R χR(i)

χR(g
−1
1 )χR(g1) χR(g
−1
1 )χR(g2) ··· χR(g−11 )χR(g|G|)
χR(g
−1
2 )χR(g1) χR(g
−1
2 )χR(g2) ··· χR(g−12 )χR(g|G|)
...
...
. . .
...
χR(g
−1
|G|)χR(g1) χR(g
−1
|G|)χR(g2) ··· χR(g−1|G|)χR(g|G|)
 .
This is a |G| × |G| matrix and there will be a total of |G| eigenvectors. However, since many of the
columns are degenerate, being labeled by elements of the same conjugacy class, many eigenvalues
will be zero. Hence, there are at most |Z(C[G])| nonzero eigenvalues, where |Z(C[G])| is the
cardinality of the center of the group algebra C[G].24 Labeling the non-zero eigenvectors as ~χR,
23Given elements A ∈ R[G] and N ∈ R[Z(G)], we can make the following manipulations:
tr(A ·N) = tr(A · n1G) = n tr(A) = 1
dR
tr(A)tr(n1G) =
1
dR
tr(A)tr(N),
24 The notation |Z| will be used as shorthand for any element of the following equality
|Z| ≡ |Z(C[G])| = number of conjugacy classes in G = number of irreducible representations of G
24
one can check that
N i0,% ~χR = γ
(
e%BR
|G|
dR
χR(i)
)
~χR, ~χR =

χR(g
−1
1 )
χR(g
−1
2 )
...
χR(g
−1
|G|)
 . (4.13)
Choosing a convenient indexing order for the group elements, we can write the diagonolized N i0,%
as
N i0,% = γ

e
%BR1
|G|
dR1
χR1 (i)
. . .
e
%BR|Z| |G|
dR|Z|
χR|Z| (i)
0
. . .
0

.
Now we need to put the ηi0,% into the same basis. The diagonalization of the N i0,% corresponded to
unitary tranformation matrices inserted into the MPS in the following way:∣∣∣ψ−(0,...,0)〉 = ∑
i0,...,i`−1
ηi0T0,%0N i10,%1 · · · N
ig−1
0,%`−2η
i`−1
0,%`−1
∣∣φi0 · · ·φi`−1〉
=
∑
i0,...,i`−1
(ηi0T0,%0U)(U
−1N i10,%1U)(U−1 · · ·U)(U−1N
i`−2
0,%`−2U)(U
−1ηi`−10,%`−1)
∣∣φi0 · · ·φi`−1〉 ,
(4.14)
where U is constructed from the normalized eigenvectors of N i0,%:
U =
1√|G|

χR1 (g
−1
1 ) ··· ··· χR|Z| (g
−1
1 ) 0 ··· ··· 0
χR1 (g
−1
2 ) ··· ··· χR|Z| (g
−1
2 )
√
G
2
··· ··· 0
χR1 (g
−1
3 ) ··· ··· χR|Z| (g
−1
3 ) −
√
G
2
··· ··· 0
χR1 (g
−1
4 ) ··· ··· χR|Z| (g
−1
4 ) 0 ··· ··· 0
...
...
...
...
...
...
...
...
χR1 (g
−1
|G|−1) ··· ··· χR|Z| (g
−1
|G|−1) 0 ··· ···
√
G
2
χR1 (g
−1
|G|) ··· ··· χR|Z| (g
−1
|G|) 0 ··· ··· −
√
G
2

. (4.15)
U is a |G| × |G| unitary matrix.25 We use this matrix to transform the ηi’s into the same basis as
the N i’s. In the old basis, we have
[
ηi0,%
]
j
= γ2
∑
R
e%BRdRχR
(
i
∑
k
kjk−1
)
= γ2 |G|
∑
R
e%BRχR(i)χR(j) =˙|G|
∑
R
e%BRχR(i)
(
χR(g1)
...
χR(g|G|)
)
.
25 The columns on the right are the eigenvectors corresponding to zero eigenvalues. The form of the matrix given
in (4.15) is just an example. Each of the columns on the right contain a
( √
G
2
−
√
G
2
)
pair, connecting two rows indexing
group elements in the same conjugacy class. For the example given, g2 and g3 must be in the same conjugacy class.
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In the diagonal basis we have
ηi0,% → U †ηi% = γ2

√
|G|∑R e%BR1χR(i)∑g χR(g)χR1 (g−1)
...√
|G|∑R e%BR|Z|χR(i)∑g χR(g)χR|Z| (g−1)
0
...
0
 = γ2 |G|
3
2

e
%BR1χR1 (i)
...
e
%BR|Z|χR|Z| (i)
0
...
0
 .
At this point it is clear that all of these trailing zeros really are superfluous and we truncate our
matrices,
ηi0,% = γ
2 |G| 32
 e
%BR1χR1 (i)
...
e
%BR|Z|χR|Z| (i)
 , N i0,% = γ |G|
 e
%BR1 d−1R1χR1 (i)
. . .
e
%BR|Z| d−1R|Z|
χR|Z| (i)
 ,
(4.16)
such that the matrix indices j1,j2 now run only over conjugacy classes, while the label i still runs
over the entire group G.
Before we put the handles in, some comments are in order. First, from the MPS perspective,
the rank of the matrices sets an upper bound on the entanglement entropy of the state26 and so
the diagonalization process and subsequent truncation has effectively found a tighter bound on
the scaling of the entanglement entropy. Of course we haven’t made any approximations here,
so we don’t really need to talk about setting bounds. We will calculate the entanglement entropy
exactly in §5.2. A more precise statement is that we have found a suitable basis for the entanglement
Hamiltonian HˆE (see footnote 12). As will become obvious in our entanglement entropy calculation
in §5.2, the diagonal components of these diagonalized matrices contribute independently to the
entanglement spectrum.
A second observation is from the QTFT perspective. What we have just discovered is that, of
the set of states we started with ( i.e., the basis elements {φi |φi ∈ C[G]} ), only a small subset
of them contribute to calculations of physical observables. More specifically, the basis elements of
{φi |φi ∈ Z(C[G])} define the set of physical states, while all other basis elements correspond to
spurious states. This fact was noted in [16] and was, in essence, stated as a theorem of QTFT. One
may then object that the “physical index” i (of ηiandN i) should also be restricted to run only over
a basis of the commutative algebra Z(C[G]). In fact, this is an option. Such a restriction can be
made but it is not a requirement and is in some respect a matter of interpretation. Retaining the
full set of states (spurious included) on the i index, matches onto the usual convention of lattice
gauge theory (as well as the Migdal formalism), in which group elements assigned to plaquette (or
lattice) edges are chosen directly from the set of group elements, not from the center of the group
algebra.
26 The bound is simply SA ≤ log(rank) where rank is the size of the auxiliary space in a MPS. [19].
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4.3.2 Gauge theory: MPS with handles
We now add handles. This is a simple extension. The trace in Hα ( equation (4.8) ) is basis
independent, so we may as well evaluate it in the diagonal basis given in (4.16):
Tr(N iα0,0N¯ i
′
α
0,0) = γ
2 |G|2 Tr

 d
−1
R1
χR1 (iα)
. . .
d−1R|Z|
χR|Z| (iα)

 d
−1
R1
χR1 (i
′−1
α )
. . .
d−1R|Z|
χR|Z| (i
′−1
α )

 .
The handle operator is then
Hα = γ
2 |G|2
∑
iα,i′α
∑
R
d−2R χR(iα)χR(i
′−1
α )
∣∣φiα〉〈φi′α∣∣ .
Applying this operator to the state with no handles in the lower surface yields a matrix product
state of the form (4.9), with
[N iα1,%α ]jαjα+1 =˙ γ3 |G|3
∑
i′α
∑
R
d−2R χR(iα)χR(i
′−1
α )
 e
%αBR1 d−1R1χR1 (i
′
α)
. . .
e
%αBR|Z| d−1R|Z|
χR|Z| (iα)

= γ2 |G|3
 d
−2
R1
. . .
d−2R|Z|
 · γ |G|
 e
%αBR1 d−1R1χR1 (iα)
. . .
e
%αBR|Z| d−1R|Z|
χR|Z| (i
′
α)

=˙
γ2|G|3
d2Rjα
δjαj′α
[
N iα0,%α
]j′α
jα+1
(no sum on jα).
A state with any number of additional handles can be generated by repeated application of the
handle operator, as written in equation (4.10). From the current example, it is easy to see that
each additional handle simply contributes a factor of γ
2|G|3
d2Rj
δjk, so
ηiαhα,%α = γ
2(hα+1) |G|3(hα+ 12 )
 e
%αBR1 d−2hαR1 χR1 (iα)
...
e
%αBR|Z| d−2hαR|Z|
χR|Z| (iα)
 , (4.17)
N iαhα,%α = γ2hα+1 |G|3hα+1
 e
%αBR1 d
−(1+2hα)
R1
χR1 (iα)
. . .
e
%αBR|Z| d−(1+2hα)R|Z|
χR|Z| (iα)
 . (4.18)
4.3.3 Fixing the normalization
We will now determine the normalization factor 1√
Z
and fix the value of γ.
Multiplying out the matrix product gives
∣∣∣ψ−h−,%−〉 = 1√Z γ2h−+`+2 |G|3h−+`+1 ∑
i0,...,i`−1
∑
R
e%−BRd
2−`−2h−
R
`−1∏
α=0
χR(iα)
∣∣φi0 · · ·φi`−1〉 . (4.19)
27
At this point, we have simplified our notation, (h−0 , . . . , h
−
`−1)→ h−. As anticipated, only the total
number of handles is relevant, not the locations at which they are inserted. (Recall that h− and
h+ denote the total number of uncut handles in the lower and upper surfaces, respectively.)
The bra is constructed identically,
〈
ψ+h+,%+
∣∣∣ = 1√
Z
γ2h++`+2 |G|3h++`+1
∑
i0,...,i`−1
〈
φi0 · · ·φi`−1
∣∣∑
R
e%+BRd
2−`−2h+
R
`−1∏
α=0
χR(i
−1
α ).
Note, the ket and bra are not complex conjugate to each other, as mentioned previously. This is
because the area dependent exponentials, e%−BR and e%+BR , are in general not complex conjugate.
In the topological limit (BR → 0), these exponentials vanish and the usual relationship is restored.
The genus of the total surface Σg,% is g = `−1+h−+h+. The normalization factor is computed
from the inner product by enforcing Tr ρ =
〈
ψ+h+,%+
∣∣∣ψ−h−,%−〉 = 1:
Z = γ2g+6 |G|3g+5
∑
R
e%BRd2−2gR . (4.20)
We will now fix the value of γ. The key point is that in topological field theory we are not
free to choose any overall normalization for the partition function. In particular, the value of the
partition function on the torus is highly constrained by general principles of quantum field theory
[29]. To see this, first recall that the Hamiltonian of a purely topological quantum field theory is
zero, Hˆtopo = 0. Momentarily going back to the thermal parametrization of Euclidean space-time
(with periodic imaginary time), and restricting our attention to generalized YM2 on the torus in
the topological limit, we can write the partition function in the familiar form
Ztopo
T 2
= TrHS1e
−βHˆtopo = TrHS1 1 = dimHS1 . (4.21)
On the other hand, if we compute the partition function (for g = 1, BR = 0) using equation (4.20),
we find:
Ztopo
T 2,γ
= |γ|8 |G|8
∑
R
1 = |γ|8|G|8 |Z(C[G])| = γ8|G|8 dimHS1 .
In order to make these two equations match, we must take27
γ =
1
|G| . (4.22)
The partition function is thus
Z = |G|g−1
∑
R
e%BRd2−2gR . (4.23)
This differs from the Migdal formula, equation (2.3), by the prefactor |G|g−1. We will have more
to say about this in the context of our entanglement entropy calculations in the coming section.
For now, we simply point out that while the usual Migdal equation cannot be be obtained exactly
from the QTFT lattice formalism developed in §2, that equation still satisfies the torus normaliza-
tion condition given in (4.21). More generally, this normalization condition will remain satisfied
27 Note that γ is a constant. As defined in equation (2.10), it is an overall multiplicative factor on the set of
structure constants of the group algebra C[G]. It cannot be a function of g or %.
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with any additional factor of the form |G|const·χ(Σg)+B0% multiplying the partition function. The
representation-independent object B0 is any constant with dimensions of inverse area that vanishes
in the topological limit (e.g. in YM2, B0 = const · e2). These arbitrary factors can be interpreted
as counterterms which one may add to the action.
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Chapter 5
Entanglement Entropy Calculations
for 2d Gauge Theory
In §3.5 we wrote down the entanglement entropy for 2d Yang-Mills on a space-time of arbitrary
genus. However, in doing so we had assumed a particular type of A/B partitioning in which
none of the individual disjoint regions of A (or B) was a closed loop. Now, in light of our MPS
construction (see Fig. 4.4), it is natural to consider the reverse scenario, in which A and B are
each, independently, the union of a disjoint set of S1’s. We first perform this calculation via the
replica trick, followed by the same calculation carried out in the language of MPS.
5.1 Generalized YM2 entanglement entropy via the replica trick
In (4.23), we have written a formula for the gauge theory partition function which depends on the
genus of the Riemann surface:
Z = |G|g−1
∑
R
e%BRd2−2gR .
The replica trick entanglement entropy calculation is now straightforward. We divide the system
spatially into two parts, A and B, where A consists of some number of boundary loops and B
consists of the rest (Fig. 5.1). (As we shall see, the specific number of loops included in each region
will not actually matter.)
B B A AB
B B A AB
Figure 5.1: A geometric interpretation of the density matrix ρ =
∣∣ψ−〉〈ψ+∣∣. In this example we have a g = 4
Riemann surface with zero uncut handles. Uncut handles do not change the analysis in any way; the result would
be the same.
We then construct the n-sheeted Riemann surface by the usual procedure: trace over the B
degrees of freedom, make n replications, and trace cyclically along the A cuts (Fig. 5.2). Of
course this is essentially the same calculation we did in §3.4, except that we no longer have any
ramification points. Thus, in determining the genus of the pasted geometry, Riemann-Hurwitz28
yields the simple result
gn = n(g − 1) + 1,
which, unlike the previous calculation, makes no reference to the number of disjoint regions of A.
28See footnote 16
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AB
B
B
A
A
A
B
B
B
Figure 5.2: Example: A g = 4 surface cut open on two cycles (labeled A). The glued surface drawn is the n = 5
replication. Notice that only the total number of boundaries in A ∪ B matters in determining the topology of the
glued geometry.
(Fig. 5.2 illustrates why the number of boundary loops assigned to A vs. B is irrelevant. The
replication and gluing process yields the same glued topology regardless of the relative number of
boundary loops assigned to each region.) Of course, the area of the n-sheeted geometry is still
given by
%n = n%.
Using (3.7), the entanglement entropy is then
SYM2 = − lim
n→1
d
dn
|G|[(g−1)n+1]−1∑R d2−2[(g−1)n+1]R en%BR(
|G|g−1∑R′ d2−2gR′ e%BR′)n
= −
∑
R
d2−2gR e
%BR∑
R′ d
′2−2g
R e
%BR′
log
[
d2−2gR e
%BR∑
R′ d
2−2g
R′ e
%BR′
]
. (5.1)
In the next section, we will calculate the same entanglement entropy via a Schmidt decom-
position. An interesting point is that while the replica trick calculation is sensitive to the overall
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normalization of the partition function, and thus requires the torus normalization condition (4.22)29
, the direct Schmidt decomposition calculation is not (i.e., the direct approach is insensitive to the
chosen normalization of the underlying group algebra, φiφj = γφij). This insensitivity is what one
would naively expect given the QTFT construction, where different choices of γ clearly correspond
to isomorphic algebras.
5.2 Entanglement entropy from the matrix product state
Our goal is to extract the entanglement entropy from the MPS by putting it in the form of a
Schmidt decomposition. We will use a standard procedure for putting matrix product states into
mixed canonical form. Those familiar with this procedure can skim through to the results.
We do this by scanning through the matrix product, first from left to right, then from right to
left, employing QR and LQ decomposition respectively30. We thereby squeeze the singular values
to the center of the product. These values are then separated and identified as the entanglement
spectrum of the system. We will now go through this process in a very schematic way. In Appendix
A.3 we will go through the same procedure again for the specific example of generalized YM2, but
with computational details filled in.
We begin with equation (4.5),∣∣∣ψ−h−,%−〉 = 1√Z ∑
i0,...,i`−1
ηi0Th0,%0N
i1
h1,%1
· · · N ia−1ha−1,%a−1 · N iaha,%a · · · N
ig−1
h`−2%`−2η
i`−1
%`−1
∣∣φi0 · · ·φi`−1〉 .
We have added a dot to indicate the point in the matrix product at which the A degrees of freedom
end and the B degrees of freedom begin. As indicated by the index labels, we are choosing region
A to consist of a boundary loops and region B to consist of ` − a boundary loops. We will start
the process of canonicalization from the left side of the matrix product.
Recall that the leftmost matrix element of the matrix product ket, ηi0Th0,%0 , is really a set of |G|
row vectors indexed by i0. The first step of canonicalization is to reshape this set of vectors into a
matrix and then perform a QR decomposition:[
ηi0Th0,%0
]
j1
−→ [ηTh0,%0 ]i0j1 = [Q0]i0k1 [Rh0,%0 ]
k1
j1
.
The QR decomposition guarentees that Q0 is left-normalized: Q
†
0Q0 = 1.
31 We next reshape the
matrix [Q0]
i0
k1
back into a set of |G| row vectors {Ai0}:
[Q0]
i0
k1
−→ [Ai0]
k1
.
29 In the context of generalized YM2, the torus normalization, equality (4.22), enforces the condition Z =
|G|− 12χ(Σg)∑(· · · )R. Under replication, the partition function becomes Zn = |G|− 12nχ(Σg)∑(· · · )nR. The prefac-
tor, |G|− 12χ(Σg), thereby cancels in the ratio Zn
Zn
. More generally, the prefactor of any partition function of the form
Z = |G|const·χ(Σg)∑(· · · )R will cancel in the replica trick calculation. So, in this context, the role of the torus nor-
malization condition is precisely to ensure that the chosen overall normalization of the partition function is irrelevant.
(As a side note, prefactors of the form |G|%B0 also share this feature. However, any such prefactor can be trivially
absorbed into the deformation parameter: BR → BR +B0 log |G|.)
30QR and LQ decomposition are variations of singular value decomposition (SVD). Definitions are given in Ap-
pendix A.2.
31The labels {h0, %0} are fixed to the R matrix, indicating that the data encoding the number of handles and area
of the cylinder is being pushed right – it is not left behind in the left-normalized matrix Q0. Eventually all of this
data will be squeezed out into the singular values.
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The set of vectors {Ai0} is left-normalized in the sense that ∑i0 Ai0†Ai0 = 1. The matrix Rh0,%0 is
then paired with the next element of the matrix product,∣∣∣ψ−h−,%−〉 = 1√Z ∑
i0,...,i`−1
Ai0
(
Rh0,%0N i1h1,%1
)
N i2h2,%2 · · · N
i`−2
h`−2,%`−2η
i`−1
h`−1,%`−1
∣∣φi0 · · ·φi`−1〉 ,
to form a new set of matrices {Rh0,%0N i1h1,%1}, indexed by i1. We then reshape this set of matrices
into a single matrix, followed by another QR decomposition:
[Rh0,%0N i1h1,%1 ]
j1
j2
−→ [Rh0,%0Nh1,%1 ](i1j1)j2 = [Q1]
(i1j1)
k2
[Rh0+h1,%0+%1 ]
k2
j2
The index “(i1j1)” runs over all |G| × |Z(G)| combinations of the values of i1 and j1. Of course,
Q1 is left-normalized and we can decompose it into a set of left-normalized matrices {Ai1}:
[Q1]
(i1j1)
k2
−→ [Ai1]j1
k2
,
after which our MPS takes the form∣∣∣ψ−h−,%−〉 = ∑
i0,...,i`−1
Ai0Ai1
(
Rh0+h1,%0+%1N i2h2,%2
)
· · · N i`−2h`−2,%`−2η
i`−1
h`−1,%`−1
∣∣φi0 · · ·φi`−1〉 ,
Note, Ai0 and Ai1 are a different set of matrices. We can perform this process iteratively, as many
times as we need. Eventually we arrive at∣∣∣ψ−h−,%−〉 = 1√Z ∑
i0,...,i`−1
Ai0Ai1 · · ·Aia−1RhA,%A · N iaha,%a · · · N
i`−2
h`−2,%`−2η
i`−1
h`−1,%`−1
∣∣φi0 · · ·φi`−1〉 ,
where RhA,%A ≡ Rh0+...+ha−1 , %0+...+%a−1 .
We then perform an identical procedure starting from the right side of the matrix product ket,
except we employ LQ decomposition where previously we performed QR. For instance, after the
first iteration from the right, the ket MPS will transform as∣∣∣ψ−h−,%−〉 = ∑
i0,...,i`−1
Ai0Ai1 · · ·Aia−1RhA,%A · N iaha,%a · · · N
i`−2
h`−2,%`−2η
i`−1
%`−1
∣∣φi0 · · ·φi`−1〉
−→
∑
i0,...,i`−1
Ai0Ai1 · · ·Aia−1RhA,%A · N iaha,%a · · · N
i`−2
h`−2,%`−2Lh`−1,%`−1B
i`−1
∣∣φi0 · · ·φi`−1〉 ,
where Big is right-normalized:
∑
ig
BigBig† = 1, as required for the Schmidt decomposition.
After all interations are complete, the ket MPS takes the form∣∣∣ψ−h−,%−〉 = 1√Z ∑
i0,...,i`−1
Ai0Ai1 · · ·Aia−1RhA,%ALhB ,%BBia · · ·Bi`−2Bi`−1
∣∣φi0 · · ·φi`−1〉 ,
where all the Aiα are left-normalized and all the Biβ are right-normalized. We then explicitly take
the product RhA,%ALhB ,%B and decompose the (diagonal) result into a direct sum. We find∣∣∣ψ−h−,%−〉 = ∑
R
s−R(h−, %−)
∑
i0,...,i`−1
(Ai0Ai1 · · ·Aia−1)R(Bia · · ·Big−1Big)R
∣∣φi0 · · ·φi`−1〉 , (5.2)
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where the {s−R} are the singular values normalized with respect to Z.
We then follow the exact same procedure to canonicalize the matrix product bra:〈
ψ+h+,%+
∣∣∣ = ∑
R
s+R(h+, %+)
∑
i0,...,i`−1
(A¯i0A¯i1 · · · A¯ia−1)R(B¯ia · · · B¯ig−1B¯ig)R
∣∣φi0 · · ·φi`−1〉 . (5.3)
The procedure laid out here is a standard recipe for bringing a matrix product state to mixed-
canonical form. The interesting feature here is that, at least for the case of 2d gauge theory, this
procedure can be carried out exactly. The details of the canonicalization of the gauge theory MPS
is laid out in Appendix A.3. The results are summarized as follows:
Ai0 =˙
{
|G|− 12
(
χR1(g1), · · · , χR|Z|(g1)
)
, . . . , |G|− 12
(
χR1(g|G|), · · · , χR|Z|(g|G|)
)}
,
Aiα =˙
|G|− 12
 χR1 (g1) . . .
χR|Z| (g1)
 , . . . , |G|− 12
 χR1 (g|G|) . . .
χR|Z| (g|G|)
 ∀ α ∈ [1, a− 1],
Biβ =˙
|G|− 12
 χR1 (g1) . . .
χR|Z| (g1)
 , . . . , |G|− 12
 χR1 (g|G|) . . .
χR|Z| (g|G|)
 ∀ β ∈ [a, `− 2],
Bi`−1 =˙
|G|− 12
 χR1 (g1)...
χR|Z| (g1)
 , . . . , |G|− 12
 χR1 (g|G|)...
χR|Z| (g|G|)
 .
The barred matrices of expression (5.3) are identical to the unbarred matrices, but with all group
elements inverted (e.g., g1 → g−11 ).32 The singular values are
s−R ∈
|G| `−22 +h−√
|G|g−1∑R′ d2−2gR′ e%−BR′ ·
{
d
2−`−2h−
R1
e%−BR1 , . . . , d
1−g−2h−
R|Z| e
%−BR|Z|
}
,
s+R ∈
|G| `−22 +h+√
|G|g−1∑R′ d2−2gR′ e%+ BR′ ·
{
d
2−`−2h+
R1
e%+ BR1 , . . . , d
1−g−2h+
R|Z| e
%+ BR|Z|
}
.
From this we calculate s2R ≡ s−Rs+R:
s2R ∈
1∑
R′ d
2−2g
R′ e
%BR′
·
{
d2−2gR1 e
%BR1 , . . . , d2−2gR|Z| e
%BR|Z|
}
,
where, again, g = `− 1 + h− + h+ and % = %− + %+.
The entanglement spectrum is
{
ER|ER = − log s2R
}
. Finally, from equation (3.5), the entan-
glement entropy is
SA = −
∑
R
s2R log s
2
R = −
∑
R
d2−2gR e
%BR∑
R′ d
2−2g
R′ e
%BR′
log
[
d2−2gR e
%BR∑
R′ d
2−2g
R′ e
%BR′
]
, (5.4)
which exactly matches the replica trick result in (5.1).
32{g1, . . . , g|G|} are the full set of elements of G, the chosen gauge group. The ordering is irrelevant.
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Chapter 6
Conclusion and Discussion For Part I
We have demonstrated that it is possible to extract the exact entanglement entropy for generalized
YM2 with and without use of the replica trick (at least for a certain type of A/B partitioning).
Although YM2 is a nearly trivial theory, it should be possible to extend this type of analysis to
any 2d TFT and its family of quasideformations (assuming the underlying associative algebra is
not too pathological). In this spirit, a study of 2d topological sigma models [30, 31] is currently
under investigation.
Within the framework of YM2, an obvious extension of this work is to add Wilson loops. As
suggested in [15], these can be added in several ways, and the resulting path integrals are analogous
to statistical weights of certain lattice statistical mechanical systems. (For an illustration, see
calculations in Appendices C.2 and C.3.) It will thus be interesting to see if the resulting theories
can be identified with known lattice systems of interest in condensed matter physics. We hope
that under the MPS framework developed in this paper, more significant progress along these lines
could be made. It is possible that the entanglement entropy may act as a useful guide in this
context. For example, a set of Wilson loops can be put along non-trivial cycles of the Riemann
surface Σg,% in Fig. 4.4. Such Wilson loops can change the way disjoint spatial regions (labeled by
i0, · · · , ig in Fig. 4.5) are entangled. While in the absence of such Wilson loops, a spatial region
interacts (is entangled) with all the other spatial regions equally, by inserting Wilson loops in a
particular way, we can give more structure as to how different spatial regions are entangled. These
matters are also currently under investigation. If successful, it would be interesting to extend such
calculations to a more general set of QTFTs, where gauge invariance is generalized to a symmetry
of the associated Hopf algebra [32].
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Chapter 7
Introduction to Part II: Geometry of
ERG & Higher Spin Holography
Guage/gravity duality has become a modern-day cornerstone of theoretical physics. From its origins
in string theory, it has found application in a diverse set of physics sub-disciplines, probably most
visibly in condensed matter theory. Despite its amazing utility and a profusion of circumstantial
evidence as to its veracity, the underlying mechanisms that make the tool work have in many
respects remained shrouded in mystery. There does exist, however, quite a bit of speculation on the
subject. One of the most enduring (and endearing) pieces of holographic lore is that holography
is somehow a geometrization of the renormalization group. The gist of this idea is that scale
transformations of the d-dimensional quantum field theory (QFT) correspond to radial motion in
the (d + 1)-dimensional bulk space-time, and, in particular, that different RG flows correspond
to different geometries, which are asymptotically anti-de Sitter (AdS) if the RG flow begins (or
ends) near a fixed point. Much has been written about this. Of particular importance to the
current work are two early papers [33, 34], which propose a relationship between RG flow and
Hamilton-Jacobi theory of the bulk radial evolution. Other early literature on the subject includes
[35, 36, 37, 38, 39, 40] and more recently [41, 42, 43, 44, 45].
The goal in this paper is to make precise the intuition behind such speculations. We use
brute force calculations and rigorous arguments to build up enough mathematical scaffolding to
hold together both sides of the duality. Our most powerful computational tool for bridging the
gap is the exact renormalization group (ERG). This technique was pioneered by Polchinski in
[46]. It is a particularly clean method for carrying out renormalization group analysis, starting
from small deformations away from a free-fixed point. The fact that we are choosing such a tool
may sound peculiar to those familiar with holographic research. Traditionally, AdS/CFT relates
simple geometric constructions in the bulk to strongly coupled dynamics in the dual boundary
theory. However, this tradition stems not from rigid principles of holographic conjecture, but
rather from pragmatic considerations. Holography has seen its greatest successes as a tool for
extracting information from traditionally intractable quantum field theories. While historically
significant, that’s not our concern here. Rather we are looking to put gauge/gravity conjectures
on a firmer mathematical footing. To this end, we turn things around and start from very simple
quantum field theories, where computation is possible.
We will study two dualities, one for Majorana fermions and the other for complex scalars. Both
of these will have global symmetries; in the fermionic case, we consider an O(N) global symmetry;
for the bosons, we consider a U(N) global symmetry. We will couple to these theories bilocal
O(N)-singlet (or U(N)-singlet), single-trace operators. The motivation here comes from an old
conjecture of Klebanov and Polyakov [47], stating that such theories are dual to bulk higher spin
gauge theories of the Vasiliev-type [48, 49, 50, 51]. We will have more words to say about such
theories below.
If we want to definitively demonstrate that there is an exact holographic duality, we will need
to find a one-to-one mapping of the sources in the d-dimensional quantum field theory onto fields
36
in a (d+ 1)-dimensional space-time. Furthermore, this higher dimensional space should be asymp-
totically AdSd+1 and this geometry should correspond to the RG fixed-point of the quantum field
theory. More specifically, there must be a specific connection on a bundle over a (d+1)-dimensional
space, that can be interpreted as being equivalent to having an AdS metric.
The layout of this thesis is as follows. In the remainder of the introduction, we will discuss
a bit of the history of higher spin and in particular, Vasiliev’s higher spin gauge theories. We’ll
also have a few more words to say about the Klebanov-Polyakov conjecture. In section 8 we
introduce the actions for the O(N) and U(N) vector models at their free-field fixed points. We
then deform the these theories by including bilocal single-trace operators. We choose our operators
such that the new sources resemble in some way the field content of the relevant Vasiliev theory.
We also introduce a non-standard form of regularization as preparation for ERG calculations of
the quantum theories. In section 9 we discover that the bilocal actions of section 8 are invariant
under a set of unfamiliar symmetry groups, which we call O(L2) and U(L2). Under the actions
of these groups, one of the bilocal sources transforms in a way reminiscent of a connection. The
other sources transform by conjugation. We develop Ward identities to describe the invariance of
the partition functions under these transformations. In section 10 we get to the real meat of the
paper. We develop a set of extremely powerful renormalization group equations, including an RG
Ward identity. It’s at this point that we see the emergence of a higher dimensional space-time. We
then introduce the Hamilton-Jacobi formalism and use it to extract a bulk action. In section 12,
we discuss some of the more mathematically formal details of the bulk geometry.
7.1 Higher spin
7.1.1 A brief history of higher spin
Theories containing fields of spin greater than spin-2 are usually referred to as higher spin theories.
Such theories have garnered attention from physicists since the early years of quantum theory.
For instance, in 1936, Dirac wrote a paper exploring generalizations of his spin-12 wave equation
to arbitrarily high spin [52]. A few years later, the subject was taken up by Fierz and Pauli
[53], who demonstrated that in the presence of an interacting electromagnetic field, mathematical
inconsistencies developed in Dirac’s higher-spin generalizations. They were able to work around
these inconsistencies by moving to a Lagrangian formalism and introducing a tower of lower-spin
auxiliary fields. This work was further formalized, generalized and improved upon over the years
(see for example [54, 55, 56, 57, 58, 59]). In the case of massless fields, much of this effort culminated
in the work of Fronsdal and Fang [60, 61], who developed a consistent theory for non-interacting
higher-spin gauge fields. However, promoting such theories to include interactions ran into a snag
in the form a series of no-go theorems (see [62, 63, 64, 65, 66]). A loophole exists, however. These
theorems only apply in flat space-time. Moving to AdS space, Vasiliev developed a consistent
theory of interacting higher-spin gauge fields [48, 49, 50, 51], which we now discuss.
7.1.2 Vasiliev’s higher spin theories
We will not need to go into the gritty details of Vasiliev’s higher spin constructions. We just pause
to make note of a few relevant points.
A Vasiliev-type higher spin theory is a set of equations describing the dynamics of two one forms,
often denoted W(x|Y, Z) = WI(x|Y, Z)dxI and S = SiA(x|Y, Z)dZAi , and a zero-form, sometimes
denoted B(x|Y, Z) (or, in other cases, A(x|Y, Z)). As mentioned previously, such theories live over
AdS space-time. The variables {Y Ai } and {ZAj } are Sp(2) × O(2, d) variables, with A,B, . . . ∈
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O(2, d) and i, j ∈ Sp(2). One point worth noting is that the {ZAi } are a set of auxiliary variables,
introduced by Vasiliev to keep the equations of motion compact. These variables must be set to
zero at the end of calculations, before extracting physical data. In light of this, it is important to
note that while W is a connection over space-time (coordinatized by {xI}), S is a one form over
the space of these auxiliary coordinates {ZAi }. Therefore, while W and B encapsulate physical
degrees of freedom, the S represent some kind of purely gauge degrees of freedom. We will have
more to say about this later.
One last point to be made is that while consistency of the Vasiliev system requires an infinite
tower of higher spin fields, this infinite tower can exist in one of two ways. The first is a tower
with one spin for every non-negative integer (s = 0, 1, 2, . . .). The second possibility is formulated
as a consistent truncation of the first case; the truncation yields a theory with one spin for each
non-negative even integer (s = 0, 2, 4, . . .). This second flavor of higher spin theory is referred to
as a minimal Vasiliev-type higher spin theory. It is this latter type of higher spin theory that will
be of interest to us in this paper.
7.2 The Klebanov-Polyakov conjecture
The quintessential example of AdS/CFT duality relates type IIB string theory on AdS5 × S5
space-time to N = 4 supersymmetric Yang-Mills (SYM) theory in four dimensions [67]. While
much circumstantial evidence exists to support this duality, a rigorous proof of this conjecture as
an exact correspondence is well on its way to becoming the unrealized dream of a generation of
physicists. Perhaps the true hurdle in producing such a proof is that both sides of the conjectured
duality are independently very complicated theories. For this reason, it would be nice to find a
simpler example of the AdS/CFT correspondence for which we have full control over the theory
from at least one side of the duality. Such a duality was first proposed by Klebanov and Polyakov
in 2002 [47]. The conjecture relates a classical Vasiliev-type higher-spin gauge theory in AdS4 to
the well known bosonic O(N) vector model in three dimensions. More specifically, as is pointed out
in [47], by restricting the action of the O(N) vector model to contain only O(N) singlet conserved
currents,
J(µ1···µs) = φ
a∂(µ1 · · · ∂µs)φa,
one arrives at a theory with one current for each value of even spin (s = 0, 2, 4, . . .). This spectrum
of currents is then in one-to-one correspondence with the spectrum of massless higher-spin fields
in the minimal bosonic higher spin theory on AdS4.
While the O(N) vector model is a drastically simpler theory than N = 4 Super Yang-Mills,
fleshing out the exact mapping to Vasiliev theory has proven non-trivial. For some of the early
studies, see [47, 68, 69, 70]. Somewhat more recently, interest was reignited, possibly due to detailed
calculations appropriately matching tree level three-point functions of Vasiliev’s higher spin gauge
theory in AdS4 to correlators of the expected dual bosonic O(N) vector model in three dimensions
(see [71], and the review paper [72]). In 2011, a paper was released by Douglas et al. claiming to
show a derivation of a Vasiliev-like higher spin gauge theory in AdSd+1 via the exact renormalization
group (ERG) of a bosonic U(N) vector model in d dimensions [73]. While amassing huge amounts
of attention (see, for example, [74, 75] among many many others), the details remained sketchy.
In everything that follows, our goal is to put the ERG to higher-spin holography program on
solid footing.
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Chapter 8
The Bilocal Actions
We start by introducing the Majorana O(N) and complex scalar U(N) vector models, writing
down the respective actions at the free-fixed point for each theory. Following this, we introduce
regularization factors (a` la Polchinski [46]), then deform away from the fixed points by adding
bilocal O(N) singlet (or U(N) singlet), single-trace operators, in preparation of ERG calculations.
8.1 The free fixed points
For the sake of concreteness we will often work in 2 + 1 dimensional Minkowski spacetime (R3, η).
However, most of our discussions generalize to other dimensions and nontrivial geometries in the
obvious way. For this reason, we will often use the generic notation (Md, g
(0)) to denote the
background geometry.
8.1.1 Free fixed point of the Majorana theory
The Majorana theory will consist of N Majorana fermions with an O(N) symmetry. At the free-
fixed point, the action takes the form
S0Maj =
1
2
∫
d3x ψ˜mα (x) i(γ
µ)αβ∂µ ψ
β
m(x) =
1
2
∫
d3x ψ˜m(x) i/∂ ψm(x), (8.1)
where m = 1, . . . , N and α, β = 0, 1 (for d = 3). Before defining ψ˜m, we choose the following (real)
basis for the the Dirac algebra, C`(2, 1):
γ0 = iσ0 ≡ , γ1 = σ1, γ2 = σ2,
from which we then define
ψ˜mα ≡ ψβmβα.
This relationship is important. When we perform functional differentiation in the Majorana theory,
the fields ψ˜ and ψ are not to be treated as independent variables.
It will also prove useful to introduce the orthonormal frame,
e(0)a = δ
µ
a∂µ,
with a = 0, 1, 2 (or more generally a = 0, . . . , d−1). The dual coframe is denoted ea(0) and is related
to the metric in the usual way,
g(0) = ηab e
a
(0) ⊗ eb(0).
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8.1.2 Free fixed point of the bosonic theory
For bosons, we are going to study a theory of N complex scalar fields. The action of the free fixed
point is
S0Scal =
∫
d3x φ∗m(x)(x) φ(x)m. (8.2)
This action has a global U(N) symmetry. We are using  ≡ ηµν∂µ∂ν as the d’Alembertian.
When we perform functional differentiation, it is important to remember that the complex fields
φ∗ and φ are treated as independent variables.
8.2 Deforming and regularizing the Majorana theory
Our end goal is to find a higher spin theory in the holographic bulk. Vasiliev’s higher spin theory
will be our guiding light, although not necessarily our landing point. With this in mind, we deform
the Majorana fixed point action (8.1) by adding quadratic bilocal, single-trace operators,
Πˆ =
1
2
ψ˜m(x)ψ(y), Πˆµ =
1
2
ψ˜m(x)γµψ(y).
We source these operators as
SMaj =
1
2
∫
x
ψ˜m(x) i/∂(x) ψ
m(x) +
1
2
∫
x,y
ψ˜m(x)
(
A(x, y) + /W (x, y)
)
ψm(y) (8.3)
The idea here is that the bilocal zero-form A(x, y) and one-form W (x, y) encode an infinite set of
local sources via their “quasi-local” expansions:
A(x, y) ∼=
∞∑
s=0
Aa1···as(x) ∂(x)a1 · · · ∂(x)as δ(x− y)
Wµ(x, y) ∼=
∞∑
s=0
Wµ
a1···as−1(x) ∂(x)a1 · · · ∂(x)as−1δ(x− y).
We will make these statements more precise later. For now, the intuition is that as we make our way
towards a holographic interpretation, we expect the set of local sources {Aa1···as} and {Wµa1···as−1}
will come to define boundary values for an infinite set of fields of ever higher spin. It is also worth
noting that in the Majorana theory, the action is only sensitive to the symmetric part of A(x, y)
and the antisymmetric part of Wµ(x, y).
33 We may therefore restrict the quasi-local expansions to
sums over even values of s only. As of now, s is simply a summation parameter in the quasi-local
expansions, but from the bulk perspective, this will correspond to a higher spin theory of even
spins. So we are already seeing some signs of a minimal Vasiliev higher spin theory.
Moving on, we construct the generating functional for the corresponding quantum theory by
exponentiating the above action and inserting it into a path integral. Before doing so, we must
introduce some form of regularization. The traditional approach used in Wilsonian renormalization
33 These statements follow from the following relationships:∫
x,y
ψ˜(x)A(x, y)ψ(y) =
∫
x,y
ψ˜(y)A(x, y)ψ(x),
∫
x,y
ψ˜(x) /W (x, y)ψ(y) = −
∫
x,y
ψ˜(y) /W (x, y)ψ(x),
where we have used αβ = −βα, αβγβγ = γβγβα and ψα(x)ψβ(y) = −ψα(y)ψβ(x).
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is to first Fourier transform, then introduce an arbitrary upperbound Λ on the set of Fourier modes
over which the path integral is performed:∫ ∞∏
k
[dψk] · ei
∑
k S[ψk]
reg−−→
∫ Λ∏
k
[dψk] · ei
∑
k S[ψk] (standard approach)
We will take a nuanced approach. Following [46], we insert an operator K−1F into the kinetic term
of (8.3),
SregMaj =
1
2
∫
x
ψ˜m(x)K
−1
F (−(x)/M2)i/∂(x) ψm(x) +
1
2
∫
x,y
ψ˜m(x)
(
A(x, y) + /W (x, y)
)
ψm(y), (8.4)
where this new operator, KF , is defined via its Fourier transform, K˜F :
K˜F (s) −→
{
1 s < 1
0 s > 1
(8.5)
Before continuing, we introduce some convenient notation. We define the regulated kinetic operator
PF ;µ(x, y) ≡ K−1F (−(x)/M2)i∂(x)µ δ(x− y), (8.6)
as well as the composite operator
Dµ(x, y) ≡ PF ;µ(x, y) +Wµ(x, y).
Dµ(x, y) is suggestively structured like a covariant derivative. In fact, as we will later discover,
there is formally a sense in which it is. For the moment, it is just nice compact notation. We also
introduce the functional product, or bullet product,
(f · g)(x, y) ≡
∫
u
f(x, u)g(u, y).
It is conceptually appealing to think of the bullet product as functional matrix multiplication,
where space-time coordinates take the role of matrix indices.
With our new notation, the regulated action takes a very compact form,
SregMaj =
1
2
ψ˜m ·
(
/PF + /W +A
) · ψm + U = 1
2
ψ˜m ·
(
/D +A
) · ψm + U. (8.7)
Note that we have also introduced a source for the identity operator 1, i.e., a cosmological constant,
U ≡
∫
x,y
U(x, y) ≡
∫
x,y
U0 δ(x− y).
We can think of this extra (constant) term as being extracted from the overall normalization of
the path integral, which we will introduce next. The reason we extract this piece now is that later
we will need it to track shifts in the overall normalization of the path integral during the process
of renormalization (due to anomalous transformations of the path integral measure). What this
means will become more clear when we discuss symmetries of the action in section 9 and then
perform detailed RG calculations in section 10.
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Finally, we define the generating functional for the quantum theory,
Z[M, g(0), U,A,Wµ] = N
∫
[dψ]eiS
reg
Maj[ψ] = (detPF )
−N/2
∫
[dψ]eiS
reg
Maj[ψ]
The overall normalization has been chosen in such as way as to make the path integral well defined.
More specifically, without this normalization, the path integral evaluates to zero. We carry out a
careful analysis of the normalization in the next section.
8.2.1 Making sense of the path integral normalization
We will now carefully check that the proposed normalization of the path integral makes sense. As
previously stated, the normalization is split into two pieces, N and eiU , and we will here be focused
on the former,
N = Z−10 ≡
(∫
[dψ]e−S
0;reg
Maj [ψ]
)−1
≡ (detPF )−N/2 .
S0;regMaj is the free fixed point action (equation (8.1), with a regulated derivative, PF ;µ, in place of
the partial derivative).
Although we have been, and will be, primarily concerned with the Lorentzian theory, in order
to make rigorous sense of the path integral normalization, we work momentarily in the Euclidean
theory. We therefore write the partition function as
Z =
1
Z0
∫
[dψ]e−S
reg
Maj[ψ]
(
where Z0 =
∫
[dψ]S0;regMaj [ψ]
)
. (8.8)
To see that we have chosen a sensible normalization, we expand the fields φm in eigenmodes of
the operator34
K(−x/M2)D(0)µ (x, y) ≡ ∂µδ(x− y) +K(−x/M2)W (0)µ (x, y)
so that
K(−x/M2)D(0)µ ·Ψa = λa;µΨa
ψm;α(x) =
∑
a
ϕm;αa Ψa(x), ψ˜
m
α (x) =
∑
a
ϕ˜ma;αΨa(x) (8.9)
with orthogonality conditions
Ψa ·Ψb = δab,
∑
a
Ψa(x)Ψa(y) = δ(x− y)
Plugging (8.9) back into action (8.7) and exploiting orthogonality, we find
SregMaj =
1
2
∑
a,b
ϕma
[
K−1λa
M
λaδab +Aab + /W ab
]
ϕmb ,
where Kλa
M
≡ K
(
− λ2a
M2
)
, Aab ≡ Φa · A · Φb, and Wab;µ ≡ Φa ·Wµ · Φb. This sum contains many
34Note: D
(0)
F ;µ(x, y) = K
−1(−x/M2)D(0)µ (x, y). The operator D(0)µ does not contain the inverse cutoff function
K−1 and is therefore everywhere “finite”.
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divergent contributions; in particular, every mode with λa > M contributes a divergence. There-
fore, without proper normalization, any euclidean path integral with weights e−S will vanish. Our
choice of normalization for the path integral in (8.8) is a natural way to remove these divergences.
Since
S0;regMaj =
1
2
∑
a
ϕma K
−1
λa
M
λaϕ
m
a ,
we have
Z =
∫
Πm[dψ
m]e−S
0;reg
Maj [ψ
m]∫
Πm[dψm]e
−SregMaj[ψm]
=
∫
Πm,a[dϕ
m
a ]e
−S0;regMaj [ϕma ]∫
Πm,a[dϕma ]e
−SregMaj[ϕma ]
=
[
det
(
1
2K
−1
λa
M
λaδab +
1
2Aab +
1
2
/W ab
)]N
2
[
det
(
1
2K
−1
λa
M
λaδab
)]N
2
,
where the determinants are over the matrices indexed by a, b. The divergences due to high energy
modes are now canceled. In fact, for the set of modes with λa > M , contributions to the above
quotient of determinants simply amount to repeated multiplication by unity (i.e., Z = det[1 +
O(Kλa
M
)]
N
2 )
8.3 The Complex Scalar in 2+1
We enhance the boson theory in a way similar to what we did for the Majorana case. We will
regularize the kinetic using K−1F and introduce two bilocal sources, a one-form Wµ(x, y) and a zero
form B(x, y). Once again, these sources have their quasi-local expansions. We now use them to
source bilocal single-trace operators,
Πˆ = φ∗m ·B · φm, Πˆµ = φ∗m · (Dµ · φm)− (Dµ · φ∗m) · φm.
where we are again defining Dµ(x, y) ≡ PF ;µ(x, y) + Wµ(x, y). However, in order to maintain
consistency with [2], the definition of this operator will differ from the Majorana case by a factor
of i:
PF ;µ ≡ K−1F (−(x)/M2)∂(x)µ δ(x− y) (definition for bosonic theory)
Putting it all together, we arrive at the regulated, deformed bilocal action
SregBos =
1
2
φ∗m · (−Dµ ·Dµ +B) · φm + U.
We now see that our choice of bilocal operators has “covariantized” the kinetic operator, which is
what we were secretly aiming for.
The generating functional for the corresponding quantum theory is
Z = Z−10
∫
[dφ dφ∗]eiS
reg
Bos[φ,φ
∗] = (det(−P 2F ))N
∫
[dφ dφ∗]eiS
reg
Bos[φ,φ
∗].
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Chapter 9
Symmetries Of The Bilocal Actions
In this section look for symmetries of the bilocal actions. We start by considering redefinitions
of the integration variables of the path integrals (namely the elementary fields) and asking how
the sources transform under such redefinitions. By restricting our attention to certain non-local,
linear transformations of the integration variables, we find that Wµ transforms, in some sense, like
a connection, and that the scalar fields A and B transform via conjugation. Recognizing that
redefinition of integration variables is a trivial procedure, we are able to develop powerful Ward
identities, relating the generating functionals at different values of the sources.
9.1 Majorana Symmetries: O(L2), CO(L2)
9.1.1 The bilocal gauge transformation
To make better contact with Vasiliev’s higher spin theory, we now look for an interpretation of the
one-form Wµ as a connection. We can develop such an interpretation by staying true to our bilocal
formalism and looking for symmetry in the bilocal action. We start our search for symmetry by
considering the natural field redefinition:
ψmα 7→ L · ψmα ,
where L is, for now, any functional map L2(R3, g(0)) 7→ L2(R3, g(0)). We assign to the group of
such linear maps the name GL(L2(Rd, η)). Plugging this into the Majorana action (8.7), we find
SregMaj[L · ψ,A,W ] =
1
2
(L · ψ˜) · (/PF + /W +A) · (L · ψ)
=
1
2
ψ˜ · LT · (/PF + /W +A) · L · ψ, (9.1)
where LT(x, y) ≡ L(y, x). We are interested in how the sources, W and A, transform under
this linear mapping. However, the source-independent kinetic term should remain invariant (i.e.,
1
2 ψ˜ · /PF · ψ → 12 ψ˜ · /PF · ψ). We can almost reach the correct form by rearranging (9.1) in the
following way:
SregMaj[L · ψ,A,W ] =
1
2
ψ˜ · (LT · L · /PF + LT · /W · L+ LT · [PF ;µ,L]· + LT ·A · L) · ψ. (9.2)
It is now clear that we need to place some additional restriction on L. The least restricting thing
we can do is require
LT · L = 1, (9.3)
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which is functional shorthand for
∫
z L(z, x)L(z, y) = δ(x− y). This group of orthogonal maps will
be called O(L2(Rd, η)) or simply O(L2) for short. From (9.3) we have that LT = L−1, from which
we can write down
Z[M, g(0), U, A, Wµ] = Z[M, g
(0), U, L−1 ·A · L, L−1 ·Wµ · L+ L−1 · [PF ;µ,L]·] (9.4)
We now see that Wµ transforms like an O(L2) “connection”. Given the strange bilocal nature of
the O(L2) group action, one might question if this connection is really a connection in the usual
geometrical sense. We will have more to say about this in section (12).
We can recover another familiar looking expression by moving to the infinitesimal version of
the Ward identity. Taking
L(x, y) = δ(x− y)− (x, y)
and plugging it into (9.4), we have, to first order in ,
Z
[
M, g(0), U, A, Wµ
]
= Z
[
M, g(0), U, A+ [, A]· , Wµ + [,Dµ]·
]
.
From this we can write down the infinitesimal Ward identity,
Tr·
{
[Dµ, ]· ·
δ
δWµ
+ [, A]· ·
δ
δA
}
Z[M, g(0), U, A, Wµ] = 0.
Hence, the partition function is invariant under the simultaneous transformations
δWµ = [Dµ, ]· , δA = [, A]· . (9.5)
These expressions look exactly like what one would expect from an infinitesimal gauge transforma-
tion.
There is a subtle but important point to be made here. Because we are writing expressions in
position space (rather than momentum space) transformations like (9.5) will make a mess of things,
mixing modes from above and below the UV cutoff. Of course, above the cutoff, the contribution
from modes is supposed to be suppressed. To express that fact, we need to impose a constraint on
the transformation parameter  to disallow this mixing from happening. A compact way to do this
is
[,MdMPF ;µ]· = 0. (9.6)
This works because PF ;µ is a step function in energy at the cutoff; hence, dMPF ;µ only has support
at the cutoff.
9.1.2 The flat connection
The O(L2) Ward identity given in (9.4), is a relationship of great significance. For example, in
section (8), we wrote down the action for the free-fixed point of the Majorana theory, S0;regMaj =
1
2 ψ˜m · /PF · ψm. This action represents the origin of coupling space, where A = Wµ = 0. In
the quantum theory, the corresponding partition function is Z[M, g(0), 0, 0]. Now, if we refer to
equation (9.4), we come to appreciate that this is not a unique way to write the partition function
for the free-fixed point. In fact, for any choice of L obeying the orthogonality condition, we have
the equivalency
Z
[
M, g(0), 0, 0
]
= Z
[
M, g(0), 0,L−1 · [PF ;µ,L]·
]
.
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This equality is precise, meaning that both descriptions of the fixed-point are equally valid. They
differ only by a (non-physical) gauge transformation. In light of this, it becomes convenient to pull
apart Wµ as follows:
Wµ = W
(0)
µ + Ŵµ (9.7)
dW (0) +W (0) ∧W (0) = 0. (9.8)
What we have done is split the connection Wµ into W
(0)
µ and Ŵµ, which are, respectively, a flat
O(L2) connection and an O(L2) tensor. By calling Ŵµ a tensor, we mean that it transforms via
conjugation under an O(L2) gauge transformation
35. Note that the exterior derivative used in
equation (9.8) is regulated via the kinetic operator,
d = dxµ [PF ;µ, ]· .
When performing RG calculations, the splitting ofWµ will become important, for it is the flow of the
tensorial sources A and Ŵµ away from the free fixed point Z[M, g
(0), 0,W (0)] which is meaningful.
Before continuing, we introduce one more useful piece of notation. We will often find it conve-
nient to write the covariant derivative with respect to the flat connection,
D(0)µ ≡ PF ;µ +W (0)µ .
9.1.3 Extension to CO(L2)
We now explore an enlarged symmetry, which we call CO(L2). Again we consider linear tranforma-
tions of the field, ψmα 7→ L ·ψmα , but we relax the orthogonality condition, allowing for a conformal
factor of the form
LT · L = Ω2. (9.9)
With space-time coordinate labels, this constraint reads
∫
z L(z, x)L(z, y) = Ω2(x)δ(x − y). In
general Ω can be any local function. For now, we focus on the case where Ω is a constant, Ω =
λδψ, where ∆ψ =
d−1
2 is the scaling dimension of ψ
m. To understand the action of a CO(L2)
transformation, it turns out to be useful to introduce a conformal factor z into the metric, so that
g(0) = z−2ηµν .
This allows us to think in terms of a flat background metric ηµν . We also choose to rescale the
sources as A 7→ zd+1A, W 7→ zdW . This guarantees that the kinetic term and source terms of the
action scale identically36. With the conformal factors inserted, the action now becomes
SregMaj =
1
2zd−1
ψ˜ · (/PF + /W +A) · ψ,
35
Wµ = W
(0)
µ + Ŵµ −→ L−1 ·Wµ · L+ L−1 · [PF ;µ,L]· =
(
L−1 ·W (0)µ · L+ L−1 · [PF ;µ,L]·
)
+
(
L−1 · Ŵ · L
)
36 Note that in order to preserve the defining relationship for the Dirac delta function,
∫
ddx
√
g δ(d)(x − y) ≡ 1,
we must also make the replacement δ(d)(x− y) 7→ zdδ(d)(x− y)
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and the regularized derivative PF ;µ now becomes
PF ;µ = K
−1
F
(
−z
2ηµν∂µ∂ν
M2
)
.
Under a CO(L2) transformation, the action then transforms as
SregMaj[ψ] 7→ SregMaj [L · ψ] (9.10)
=
1
2zd−1
ψ˜m · LT · (/PF ;µ + /Wµ +A) · L · ψm
=
1
2zd−1
ψ˜m · (LT · L · /PF ;µ + LT ·Wµ · L+ LT · [PF ;µ,L]· + LT ·A · L) · ψm
=
1
2(λ−1z)d−1
ψ˜m · (/PF ;µ + LT ·Wµ · L+ LT · [PF ;µ,L]· + LT ·A · L) · ψm. (9.11)
We have learned that a CO(L2) transformation can be thought of as a “gauge” transformation on
the sources, plus a Weyl transformation of the background metric, z 7→ λ−1z, along with a rescaling
of the cutoff M 7→ λ−1M . In addition, unlike in the simple O(L2) case, we must now consider the
possibility that the measure of the path integral exhibits a non-trivial Jacobian under a CO(L2)
transformation. We track this possible anomaly by absorbing the possible Jacobian factor J into
the constant term in the action. In other words, we allow for a shift in the cosmological constant:
U 7→ Uˆ = U − i ln J .
Finally, we can summarize these results in terms of a Ward identity:
Z [M, z, U,A,Wµ] = Z
[
λ−1M,λ−1z, Û ,L−1 ·A · L,L−1 ·Wµ · L+ L−1 · [PF ;µ,L]
]
.
9.2 Bosonic Symmetries: U(L2), CU(L2)
Much of the analysis for the boson carries through identically. We again consider linear functional
transformations of the type
φm 7→ L · φm.
However, since we are dealing with complex scalars, the gauge groups of interest are now the unitary
group U(L2),
L† · L = 1,
and conformal unitary group CU(L2),
L† · L = Ω.
Under the expanded symmetry of CU(L2), the Ward identity for the complex Boson is
Z [M, z, U,B,Wµ] = Z
[
λ−1M,λ−1z, Û ,L−1 ·B · L,L−1 ·Wµ · L+ L−1 · [PF ;µ,L]
]
,
just like in the Majorana theory. However, there is an additional background symmetry which
exists for the bosonic case. To see this, note that the action (with appropriate conformal factors
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inserted) is
Sregbos =
1
zd−2
φ∗m ·
(
−D(0)µ ·D(0)µ +B −
{
Ŵµ, D(0)µ
}
·
− Ŵµ · Ŵµ
)
· φm.
The first term in parentheses is the kinetic term, with the flat connection W (0) absorbed. The rest
of the action includes the source terms B and Ŵ , all of which transform tensorial. In this sense, the
structure is similar to the Majorana case. However, unlike in the Majorana theory, we no longer
have the Dirac algebra to define a basis (1, γ0, γ1, γ2) on which to project the sources. This lack
of structure gives us freedom to bundle the source terms, defining a new source B as follows:
B = B −
{
Ŵµ, D(0)µ
}
·
− Ŵµ · Ŵµ. (9.12)
Of course, this is just one possible reassignment of the sources. More precisely, what we have found
is an additional symmetry of the bosonic theory. This can be encoded in the independent identity
Z
[
M, z, U,B, Ŵµ + Λµ
]
= Z
[
M, z,B − {Λµ, Dµ}· − Λµ · Λµ ·W (0)µ , Ŵµ]
]
.
Using relationship (9.12) is in fact equivalent to using this additional symmetry to shift Ŵµ to zero;
it leaves us with a theory in terms of sources B and W (0) only. We will henceforth use (9.12) to
simplify our action:
Sregbos =
1
zd−2
φ∗m ·
(
−D(0)µ ·D(0)µ + B
)
· φm + U.
With this choice, the CU(L2) Ward identity also simplifies:
Z [M, z, U,B] = Z
[
λ−1M,λ−1z, Û ,L−1 · B · L]
]
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Chapter 10
From Renormalization Group to
Holography
Since the inception of AdS/CFT, there has been much speculation about its connection to renor-
malization group. A concrete demonstration of this connection has, however, been lacking. In this
section we put these speculations on firmer ground by demonstrating that, at least for the case at
hand, the correspondence can be made rigorous.
We first recall the usual notion of renormalization of a quantum field theory as laid out by
Wilson. In this approach, we think of the couplings of an action as being, not constants, but
functions of the energy scale at which the physical system may be probed. The usual recipe for
carrying out Wilsonian renormalization is a multi-step process. In the initial step, which we will
call step zero, the theory is regularized by imposing a UV cutoff M on the path integral. This
removes the very high energy Fourier modes of the quantum fields. In step one of renormalization,
the cutoff is then lowered by integrating out all modes between λM and M , where λ is a number
slightly smaller than unity (λ = 1− ε). Finally, in step two, the space-time coordinates are scaled
so as to bring the cutoff of the new path integral back to value M . This allows one to make a fair
comparison between the original path integral and the renormalized path integral.
In this work, we follow an approach conceptually identical to traditional Wilsonian renormal-
ization, but with some technical modifications. For starters, in step zero, we cutoff the path
integral, not by brazenly ignoring the highest energy modes, but by use of the cutoff function K−1F
inserted into the kinetic term of the action. This gives us the regularized action presented in the
previous section37:
S0 =
1
2
ψ˜ · i/∂ · ψ −→ Sreg0 =
1
2
ψ˜ · /PF ;µ · ψ.
Next, in step one, we “integrate out” the high energy modes by scaling the argument of the cutoff
function, M → λM , and allowing the couplings to transform as needed such that the value of the
partition function remains unchanged,
Z[M, z, U(z), A(z;x, y),Wµ(z;x, y)] = Z
[
λM, z, U˜(z), A˜(z;x, y), W˜µ(z;x, y)
]
. (10.1)
We have used tildes to denote the modified sources. In step two, the final step, we scale the metric
by shifting the conformal factor as z → λ−1z via a CO(L2) transformation, rather than by direct
manipulation of the space-time coordinates. This has the effect of bringing the cutoff back to its
original value. In this step, we also allow for a generalization of the usual Wilsonian approach;
in addition to scaling, we allow arbitrary translations. We will lay out the details of these steps
explicitly in the coming section.
For purpose of comparison, after completing step two of the renormalization procedure, we
re-label the final sources as Wµ(λ
−1z;x + εξ, y + εξ), A(λ−1z;x + εξ, y + εξ) and U(λ−1z). In
37 We are presenting the renormalization recipe in the Majorana language. The recipe for the complex scalar field
theory is conceptually the same.
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summary, the RG procedure is
Z[M, z, U(z), A(z;x, y),Wµ(z;x, y)]
(1)
= Z
[
λM, z, U˜(z), A˜(z;x, y), W˜µ(z;x, y)
]
(10.2)
(2)
= Z
[
M,λ−1z, ̂˜U(z),L−1 · A˜(z;x, y) · L,L−1 · W˜µ(z;x, y) · L+ L−1 · [PF ;µ,L]] (10.3)
= Z
[
M,λ−1z, U(λ−1z), A(λ−1z;x+ εξ, y + εξ),Wµ(λ−1z;x+ εξ, y + εξ)
]
(10.4)
So, we are equating the initial and final partition functions at the same cutoff M , but at different
values of z. The first equality is just step one of RG, equation (10.1), written again for clarity.
The second equality is step two of RG, the CO(L2) transformation. This equality includes the
notation
̂˜
U , encoding the possibility of a CO(L2) Weyl anomaly. The significance of the anomaly
will be clarified shortly when we carry out a detailed RG computation, and even furthermore when
we calculate correlation functions in section (11). The third equality is simply a re-labeling of the
sources, as described above.
A pictorial represention of the two step RG process is shown in Fig. 10.1. In the first step, we
rescale the cutoff, M → λM , where λ = 1−ε and ε 1. In such a process, the size of local regions
of space-time do not change; rather the microscopic physical description of the theory becomes more
coarsely grained (i.e., the degrees of freedom are reduced). In step two, we conformally rescale
the metric by taking z → λ−1z. In contrast to step one, this process does shrink local regions
of space-time. The important point here is that the grainularity of space-time is now effectively
returned to its original level. This allows for a legitimate comparison of the generating functional
over the original and final descriptions of space-time.
Step 1 Step 2
M → λM g(0) → λ2g(0)(
z → λ−1z)
∼ 1M
∼ 1M
∼ 1λM
ℓ ℓ
λ ℓ
Figure 10.1: A schematic description of the two step RG process. We have indicated the cutoff in terms of
the lattice spacing.
Fig. 10.2 depicts how one can now develop a holographic interpretation of RG by taking the
conformal factor z as a new coordinate in a space-time of one-higher dimension. The bulk can be
built up layer-by-layer via repeated application of the two step renormalization. Note that Fig.
10.2 is just a stacked version of Fig. 10.1 (with the depiction of the intermediate step removed).
Renormalization of the d-dimensional boundary theory thereby corresponds to motion into the
(d+ 1)-dimensional bulk.
As one moves into the bulk via RG transformations, the values of A and Wµ change according
to relationship (10.4). For the moment we will be careful and continue to naively think in terms of
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zλ
−1z0
z0
Figure 10.2: It is useful to think of different values of z as corresponding to different copies of space-time.
From this point of view, a holographic interpretation naturally emerges out of the renormalization group.
the full RG space as just a series of d-dimensional copies of the original space-time, each element of
which is labeled by its value in z. What we will find is that under RG, Wµ(z) naturally evolves into
a legitimate connection over a (d+ 1)-dimensional space-time, in which the stack of d-dimensional
spaces are naturally understood as foliations in the z-coordinate of the higher-dimensional space.
10.1 RG flow of the Majorana theory
In this section we carry out exact renormalization group calculations in fine detail. We start with
the Majorana theory.
To cut back on notation a bit, it is convenient to split up the action as
SMajreg = S0 + Sint + U,
S0 =
1
2
∫
x,y
ψ˜m(x) /D
(0)
(M ;x, y)ψm(y),
{
D
(0)
µ (M ;x, y) = PF ;µ(M ;x, y) +W
(0)
µ (x, y)
PF ;µ(M ;x, y) = K
−1
F (−x/M2)i∂xµδ(x− y)
Sint =
1
2
∫
x,y
ψ˜m(x)
[
A(x, y) + /̂W (x, y)
]
ψm(y),
U =
∫
x,y
U(x, y) ≡
∫
x,y
U0 δ(x− y). (10.5)
The partition function will be defined as Z = Z−10
∫
[dψ]eiS , normalized with respect to Z0 ≡∫
[dψ]eiS0 . It is important to remember that for Majorana fields, unlike (complex) Dirac fields, ψ
and ψ˜ are not independent objects (ψ˜mβ ≡ ψm;ααβ).
10.1.1 Exact RG equations: Wilson-Polchinski renormalization in two steps
STEP 1: We begin the renormalization procedure by lowering the cut-off from M to λM , where
λ < 1. In the language of traditional Wilsonian renormalization, this amounts to integrating out
a shell of fast modes; however, that which is integrated out is effectively reabsorbed back into the
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action via a shift in the values of the sources. More specifically, the Polchinski formalism demands
the following equality is respected:
Z[M, z,A,Wµ,U ] = Z[λM, z, A˜, W˜µ, U˜ ]. (10.6)
What is being said here is that we’re adjusting the values of the sources in such a way as to keep
the value of the path integral independent of the value of the cutoff. We will now determine exactly
how these sources transform. Working infinitesimally, we take λ = 1− ε in (10.6), yielding
0 = δεZ = δε
(
Z−10
∫
[dψ]eiS
)
= −Z−10
(
δε
∫
[dψ]eiS0
)
Z−10
∫
[dψ]eiS + Z−10
(
δε
∫
[dψ]eiS
)
(10.7)
where the variations of the path integrals can be expanded by chain rule:
δε
∫
[dψ]eiS0 =
∫
[dψ]MdMe
iS0
δε
∫
[dψ]eiS =
∫
[dψ]
(
ei(Sint+U)MdMe
iS0 + eiS0Tr
{
δεA · δ
δA
+ δεŴµ · δ
δŴµ
+ δεU · δ
δU
}
ei(Sint+U)
)
.
(10.8)
These expressions use the dot notation defined previously, f ·g ≡ ∫x f(x)g(x), as well as a functional
trace, Trf(x, y) ≡ ∫x,y δ(x− y)f(x, y).38 It is convenient to define
/∆(x, y) ≡ γµ∆µ(x, y) = MdM
(
/D
(0)
)−1
(x, y). (10.9)
Given our choice of S0, we get
MdMe
iS0 = − i
2
∫
x,y
(
/D
(0) · ψ
)α
(x)αβ
(
/∆
)β
γ
(x, y)
(
/D
(0) · ψ
)γ
(y) eiS0 , (10.10)
where we have supressed the O(N) vector indices, and explicitly shown some of the spinor indices.
Using
αβ
δS0
δψβ(x)
=
(
/D
(0) · ψ
)α
(x),
we may re-write (10.10) as
MdMe
iS0 = − i
2
∫
x,y
( /∆)αγ(x, y)
γβ
(
δ2
δψα(x)δψβ(y)
eiS0 − i δ
2S0
δψα(x)δψβ(y)
eiS0
)
. (10.11)
Substituting this expression back into (10.7), the term proportional to δ
2S0
δψα(x)δψβ(y)
cancels out.
This is the effect of normalization. The other term, δ
2
δψα(x)δψβ(y)
eiS0 , can be integrated by parts so
38Note, when a functional derivative appears as part of a functional product, the contraction is(
f · δ
δg
)
(x, y) =
∫
u
f(x, u)
δ
δg(y, u)
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that the functional derivatives hit eiSint . The result is
0 =
1
Z0
∫
[dψ] eiS0 Tr
{
i
2
( /∆)αγ
γβ · δ
2
δψαδψβ
+ δεA · δ
δA
+ δεŴµ · δ
δŴµ
+ δεU · δ
δU
}
ei(Sint+U).
(10.12)
Using the explicit forms of Sint and U from equations (10.5), this expression reduces to
0 =
〈
− i
2
N
∫
x,y
/∆
α
β(x, y) (A+ /̂W )
β
α(x, y)
− 1
2
ψ˜ · (A+ /̂W ) · /∆ · (A+ /̂W ) · ψ
+
1
2
ψ˜ · δεA · ψ + 1
2
ψ˜ · δε /̂W · ψ + δεU
〉
. (10.13)
Now restricting our attention to 2+1 dimensions, we evaluate the various gamma matrix products
(making repeated use of γµγν = ηµν + µνλγλ) to obtain
0 =
∫
x,y
(
δεA− β(A)
)
(x, y) Π(x, y) +
∫
x,y
(
δεŴ − β(W )µ
)
(x, y) Πµ(x, y)+
(
δεU − β(U)
)
〈1〉,
where we have defined
β(A) = A ·∆µ · Ŵµ + Ŵµ ·∆µ ·A+ µνλŴµ ·∆ν · Ŵλ (10.14)
β(W )µ = A ·∆µ ·A+ µνλ
(
A ·∆ν · Ŵ λ + Ŵ ν ·∆λ ·A
)
+ Ŵν ·∆ν · Ŵµ− Ŵν ·∆µ · Ŵ ν + Ŵµ ·∆ν · Ŵ ν
(10.15)
β(U) = −iN Tr
{
∆µ · Ŵµ
}
. (10.16)
Taking Π, Πµ and 〈1〉 to be independent objects, we deduce that
δεA = β
(A), δεŴ = β
(W )
µ , δεU = β
(U).
STEP 2: Next, we perform a CO(L2) scale transformation, such that z → (1 + ε)z. We
will accompany this with an arbitrary spatial translation. One motivation for including this extra
transformation is that we are aiming here for a holographic interpretation, and while the scale
transformation will naturally fill the role of a lapse in the bulk (from the Hamiltonian point of view
with time along the radial direction), the translation plays the role of a shift. More concretely, we
will write the bilocal translation as xµ → xµ + εξµ, yµ → yµ + εξµ and, as we will soon find, ~ξ
becomes a shift vector in the bulk frame. From the boundary point of view, there is no reason not
to include the translation, since the theory is inherently translation invariant.
Under this pair of transformations (scale plus translation), the sources A and Wµ transform.
We have already explored what these transformations look like; for instance, under a CO(L2)
transformation, A transforms like a tensor and Wµ transforms like a connection. Now we need to
get our hands a bit dirtier. To get started, we parametrize the infinitesimal CO(L2) plus spatial
translation as
L = 1 + εzWz + εξµWµ. (10.17)
We have here introduced a new function Wz(z;x, y). Subjecting (10.17) to the orthogonality
constraint (9.9) tells us that z(Wz + W
T
z ) = −2∆ψ1. This notation is meant to be suggestive;
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we will soon see that Wz naturally fills the role of the dz component of a bulk connection with
components (Wz,Wµ). In fact, we can already see signs of this; the parametrization chosen in
(10.17) seems to resemble an infinitesimal Wilson line in a (d+ 1)-dimensional space,
L = 1 +
∫ 1
0
dt
(
dz
dt
Wz +
dxµ
dt
Wµ
)
+O(ε2),
covariantly transporting sources from (z;xµ, yµ) to (z + εz;xµ + εξµ, yµ + εξµ) along the path
(z(t);xµ(t), yµ(t)) = (z + tεz, xµ + tεξµ, yµ + tεξµ). See figure (10.3) for a pictorial depiction of
this process.
xµ
yµ
z
xµ + εξµ
yµ + εξµ
z + εz
Figure 10.3: A pictorial representation of the Wilson line interpretation – the CO(L2) transformation in
step 2 of RG may be thought of as an infinitesimal Wilson line, covariantly transporting sources from z to
z + zε.
We now apply the infinitesimal CO(L2) transformation plus spatial translation of (10.17). This
brings the partition function back to the original cut-off M , while the conformal factor of the
background metric changes as z 7→ λ−1z. We then label the final sources as A(λ−1z;x+εξ, y+εξ),
Wµ(λ
−1z;x+ εξ, y + εξ) and U(λ−1z), so that
A(λ−1z;x+ εξ, y + εξ) = A(z;x, y)− εz [Wz, A]· − εξµ [Wµ, A]· + εβ(A) +O(ε2)
Wµ(λ
−1z;x+ εξ, y + εξ) = Wµ(z) + εz [PF ;µ +Wµ,Wz]· + εξ
ν [PF ;µ +Wµ,Wν ]· + εβ
(W )
µ +O(ε
2)
U(λ−1z) = U(z) + εβU − iεN Tr{∆z ·W z} .
We have here introduced the notation ∆z to denote a (possible) CO(L2) anomaly. In particular,
∆z should be thought of as the anomaly for a single Majorana fermion, hence the scaling of the
full anomaly with N . Note that given the structure of βU , it seems as if ∆z naturally combines
with ∆µ into ∆I = (∆z,∆µ). Furthermore, we redefine /∆ as /∆ =
M
z dz
(
/D
(0)
)−1
. The result is
A(z + εz;x+ εξ, y + εξ) = A(z;x, y) + [A, εzWz + εξ
µWµ]· + εzβ
(A) +O(ε2) (10.18)
Wµ(z + εz;x+ εξ, y+ εξ) = Wµ(z;x, y) + [PF ;µ +Wµ, εzWz + εξ
νWν ]· + εzβ
(W )
µ +O(ε
2). (10.19)
U(z + εz) = U(z) + εzβU − iεN Tr{∆z ·W z} .
In equation (10.19), we have a relationship for the full connection Wµ(z;x, y) under an RG
transformation. To make sense of how the pieces W
(0)
µ (z;x, y) and Ŵ (z;x, y) independently trans-
form, we can demand that the transformation of W
(0)
µ leaves the connection flat. In other words,
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the gauge transformation induced by RG on W
(0)
µ must be pure gauge:
W (0)µ (z + εz;x+ εξ, y + εξ) = W
(0)
µ (z;x, y) + ε
[
D(0)µ , zW
(0)
z + ξ
νW (0)ν
]
+O(ε2) (10.20)
This expresses the fact that the theory is RG invariant at the fixed point.
Finally, the desired RG equations can be extracted by expanding (10.20), (10.18) and (10.19)
and taking ε → 0. For instance, starting with the RG equation for A, the left-hand side expands
to
A(z + εz;x+ εξ, y + εξ) = A(z;x, y) + ε (z∂z + ξ
µPF ;µ)A(z;x, y) +O(ε
2).
Comparing to the right-hand side of (10.18), we have, in the limit ε→ 0,
(z∂z + ξ
µPF ;µ)A = [A, zWz + ξ
µWµ]· + zβ
(A).
At this point, having extracted what we could from the path integral, we should also take the cutoff
M to infinity. The effect of this is to replace the regulated derivative PF ;µ with an ordinary partial
derivative ∂µ.
Following the same procedure for W (0) and Ŵµ, we have the ERG equations:(
∂z + z
−1ξν∂ν
)
W (0)µ +
[
W (0)z + z
−1ξνW (0)ν , D
(0)
µ
]
·
= 0 (10.21)
(∂z + z
−1ξµ∂µ)A+
[
Wz + z
−1ξµWµ, A
]
· = β
(A) (10.22)
(∂z + z
−1ξν∂ν)Wµ +
[
Wz + z
−1ξνWν , Dµ
]
· = β
(Ŵ ) (10.23)
10.1.2 Exact RG equations: extension to the bulk and emergence of AdSd+1
We will now argue that (10.22) and (10.23) can be promoted from boundary RG equations for
bilocal couplings A and Wµ, to bulk equations of motion for a pair of bilocal bulk fields A and WI .
By repeated application of the infinitesimal version of the ERG equations, we can in principle
extend A and Wµ from any given value of z to any other value of z. Through this process, the
connection Wµ dx
µ is naturally enhanced to include a new piece of information pointing along the
dz direction, namely Wz. This extension, Wz, plays an essential role in the RG transformations.
It would therefore be nice to interpret the collection (Wz,Wµ) as the components of a larger
connection in a (d+ 1)-dimensional space. However, in order for this extended object to be a true
CO(L2) connection in the extended space, we must check that it still transforms properly under
z-dependent CO(L2) transformations, i.e., transformations of the form L(z;x, y). This can in fact
be shown true. If we write an infinitesimal z-dependent transformation as L(z;x, y) = 1−α(z;x, y)
and continue to enforce constraint (9.6),
[α, zdzPF ;µ]· = 0,
then the transformation properties of Wµ and W
(0)
µ remain the same,
δWµ = [Dµ, α]· , δW
(0)
µ =
[
D(0)µ , α
]
·
,
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as long as we demand that Wz and W
(0)
z also transform in the expected ways,
δWz = [Dz, α]· , δW
(0)
z =
[
D(0)z , α
]
·
.
In writing these constraints, we have defined Dz ≡ dz +Wz and D(0)z ≡ dz +W (0)z . Finally, we can
definitively say that the connection naturally extends to a (d + 1)-dimensional connection, which
we denoteW =WI dxI . Similarly, the pseudoscaler A extends to a bulk field, which we will denote
by A.
We now extend the RG equations into the bulk. Our goal is to write covariant expressions in
the higher dimensional space. We can achieve this goal by introducing a bit of sensible notation.
On the boundary, we have the frame e
(0)
a = δ
µ
a∂µ. When extended into the bulk, we must add
a z component. We can guess a sensible form for the frame by looking at the RG equations,
(10.21), (10.22) and (10.23), which both contain the differential operator (∂z +z
−1ξµ∂µ). Choosing
e
(0)
z = ∂z + z
−1ξµ∂µ, the vector ξµ now taks on the role of a shift vector in the bulk frame,
as foreshadowed previously. Most importantly, (10.21), (10.22) and (10.23), can now be cleanly
promoted to bulk equations of motion,
i
e
(0)
z
(dW(0) +W(0) ∧·W(0)) = 0 (10.24)
i
e
(0)
z
(dA+ [W,A]·) = β(A)z (10.25)
i
e
(0)
z
(dW +W ∧·W) = β(A)a e(0)a , (10.26)
where we have defined the bulk one-formW ≡WIdxI ≡ Wµdxµ+Wzdz, the bulk exterior derivative
d ≡ dxµ∂µ + dz∂z, and the bulk interior product iv. One can straightforwardly check that (10.25)
and (10.26) reduce to (10.22) and (10.23) by explicit application of the interior product, followed
by restriction to the boundary.
Finally, we interpret (10.25) and (10.26) as z−components of the fully covariant expressions.
We can also write down the enforced flatness condition
F (0) ≡ dW(0) +W(0) ∧W(0) = 0
DA ≡ dA+ [W,A] = β(A)
F ≡ dW +W ∧·W = β(Ŵ)
(10.27)
(10.28)
(10.29)
where β(A) has been promoted to the 1-form β(A) = β(A)ez(0) + β
(A)
a ea(0) and similarly β
(W)
µ to the
2-form β(W) = β(W)a ez(0) ∧ ea(0) + β
(W)
ab e
a
(0) ∧ eb(0). The transverse components of β(A) and β(W) not
appearing in the original RG equations (10.25) and (10.26) are constrained by consistency to satisfy
their own flow equations, namely the Bianchi identities,
Dβ(A) =
[
β(W),A
]
, Dβ(W) = 0.
Equation (10.27) tells us that W(0) is a flat connection on Md+1. This is the point at which
AdSd+1 finally emerges. Concretely, in a suitable choice of local coordinates, a natural choice for
W(0) is
W(0) = −dz
z
D(x, y) +
dxµ
z
Pµ(x, y),
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where we define
Pµ(x, y) = ∂
(x)
µ δ(x− y), D(x, y) = (xµ∂(x)µ + ∆ψ +
d
2
)δ(x− y).
This choice of W(0) may be regarded as a Cartan connection on Md+1, or equivalently as the
Maurer-Cartan form of O(2, d). It precisely corresponds to the AdSd+1 in the Poincare´ patch. For
further details on Cartan geometry, see [76].
10.1.3 Callan-Symanzik equations
We can similarly derive the Callan-Symanzik equations for the RG flow. The Majorana action has
two bilocal operators:
Πˆ(x, y) =
1
2
ψα(x)αβψ
β(y), Πˆµ(x, y) =
1
2
ψα(x)αβ(γ
µ)βδψ
δ(y).
For a generic operator O, with normalized expectation
〈O〉 ≡
∫
[ψ]OeiS∫
[ψ]eiS
,
one can straightforwardly check from an argument similar to the one described above, that
MdM 〈O〉 = 1
2
∫
u,v
/∆
γ
δ(u, v)
δη
〈
− δSint
δψγ(u)
δO
δψη(v)
− δO
δψγ(u)
δSint
δψη(v)
+ i
δ2O
δψγ(u)δψη(v)
〉
For the case of quadratic interactions, as before we have
δSint
δψγ(u)
=
∫
z
γβ
[
A(u, z)δβδ + Ŵµ(u, z)(γ
µ)βδ
]
ψδ(z)
Let us also consider the general quadratic operator OM = 12ψα(x)αβMβδψδ(y). We have
δOM
δψm;γ(u)
=
1
2
(
δ(d)(x− u)γβMβδψm;δ(y)− ψm;α(x)αβMβγδ(d)(y − u)
)
,
δ2OM
δψm;γ(u)δψm;η(v)
=
N
2
(
δ(d)(x− u)δ(d)(y − v) ηβMβγ − δ(d)(x− v)δ(d)(y − u) γβMβη
)
,
where the N appears from tracing over O(N) indices. Thus, after step one of RG we have
δε〈OM 〉 = −iN
2
/∆
β
γ(x, y)M
γ
β
− 1
2
∫
u,v,z
〈
ψκ(z)κρ
[
A(z, v)δρη + Ŵµ(z, v)(γ
µ)ρη
]
/∆
η
δ(v, x)
δγγβM
β
τψ
τ (y)
〉
− 1
2
∫
u,v,z
〈
ψα(x)αβM
β
γ /∆
γ
δ(y, v)
δηηρ
[
A(v, z)δρκ + Ŵµ(v, z)(γ
µ)ρκ
]
ψκ(z)
〉
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We may now write down separate equations for M either 1 or γµ. Since both the operators
transform tensorially under CO(L2), after step 2 we get:
Π(z + εz;x+ εξ, y + εξ) = Π(z;x, y) + [Π, εzWz + εξ
µWµ]
+ ε (∆ν ·A ·Πν −Πν ·A ·∆ν)− ε
(
∆µ · Ŵµ ·Π + Π · Ŵµ ·∆µ
)
+ εµνλ
(
∆µ · Ŵν ·Πλ + Πµ · Ŵν ·∆λ
)
+O(ε2) (10.30)
Πµ(z + εz;x+ εξ, y + εξ) = Πµ(z;x, y)− iεN∆µ + [Πµ, εzWz + εξµWµ]
+ ε (∆µ ·A ·Π + Π ·A ·∆µ) + εµνσ (∆ν ·A ·Πσ + Πν ·A ·∆σ)
− ε
(
∆ν · Ŵν ·Πµ + Πµ · Ŵν ·∆ν
)
− ε
(
∆ν · Ŵµ ·Πν + ΠνŴµ∆ν
)
− ε
(
∆µ · Ŵν ·Πν + Πν · Ŵν ·∆µ
)
+ εµνλ
(
∆ν · Ŵλ ·Π + Π · Ŵν ·∆λ
)
(10.31)
The Callan-Symanzik equations can be written in a more compact form by making the definitions
γ(x, y;u, v) ≡ δβ
(A)(u, v)
δA(x, y)
= δ(x− u)∆µ · Ŵµ(y, v) + Ŵµ ·∆µ(u, x)δ(y − v)
γµ(x, y;u, v) ≡ δβ
(Ŵ )
µ (u, v)
δA(x, y)
=
δβ(A)(u, v)
δŴµ(x, y)
= δ(x− u)∆µ ·A(y, v) +A ·∆µ(u, x)δ(y − v)
+ µ
νλ
(
δ(x− u)∆ν · Ŵλ(y, v) + Ŵν ·∆λ(u, x)δ(y − v)
)
γµν(x, y;u, v) ≡ δβ
(Ŵ )
ν (u, v)
δŴµ(x, y)
= µλνδ(x− u)∆λ ·A(y, v) + νλµA ·∆λ(u, x)δ(y − v)
+ δ(x− u)∆µ · Ŵν(y, v) + Ŵν ·∆µ(u, x)δ(y − v)
− δ(x− u)∆ν · Ŵµ(y, v)− Ŵµ ·∆ν(u, x)δ(y − v)
+ δ(x− u)∆λ · Ŵ λ(y, v)ηµν + Ŵλ ·∆λ(u, x)δ(y − v)ηµν
We will denote the bulk extensions of the momenta Π and Πµ as P and Pµ respectively. Comparing
the ε terms on both sides of equations (10.30) and (10.31), and then taking ε 7→ 0, we obtain the
bulk Callan-Symanzik equations:
[D
e
(0)
z
,P](x, y) = {Tr· γ(x, y;u, v) · P(v, u) + Tr· γµ(x, y;u, v) · Pµ(v, u)} (10.32)[
D
e
(0)
z
,Pµ
]
(x, y) = {−N∆µ(x, y) + Tr· γµ(x, y;u, v) · P(v, u) + Tr· γµν(x, y;u, v) · Pν(v, u)}
(10.33)
where as before D = d +W. We are also using γ(z;x, y;u, v) ≡ − δβ(A)(z;u,v)δA(z;y,x) to mean the bulk
extension of γ(x, y;u, v), while γµ and γµν are extensions for γµ and γµν .
58
10.1.4 The RG Ward identity
We started our RG investigations by writing down a Ward identity (see equation (10.4)):
Z[M, z, U(z), A(z;x, y),Wµ(z;x, y)]
= Z
[
M,λ−1z, U(λ−1z), A(λ−1z;x+ εξ, y + εξ),Wµ(λ−1z;x+ εξ, y + εξ)
]
.
We can now expand the right hand side of this equation to extract an order ε Ward identity,
∂
∂z
Z = −Tr
{([
A,W
e
(0)
z
]
·
+ β(A)
)
· δ
δA
+
([
Dµ,We(0)z
]
·
+ β(W )µ
)
· δ
δWµ
}
Z
+N Tr
{
∆µ · Ŵµ + ∆z · Ŵe(0)z
}
Z, (10.34)
where the beta functions were derived in a previous section (see equations (10.16)). This identity
will be of extreme significance in our discussions of Hamilton-Jacobi.
10.2 Holography as Hamilton-Jacobi: the Majorana case
Now that we have motivated the existence of a higher-dimensional space, we are free to take a bulk
perspective. Our ambitious first task will be to construct a bulk action using the information we
know about the boundary. We will tackle this using the Hamilton-Jacobi approach to holography
[33, 34]. The defining property of holography is contained in the equation
Z[z∗, A(z∗),Wµ(z∗)] = eiSHJ[z∗,A(z∗),Wµ(z∗)], (10.35)
where we have chosen a constant hypersurface z = z∗ on which to evaluate this expression. SHJ is
the classical Hamilton-Jacobi functional for the bulk theory where the radial direction is playing
the role of time. From Hamilton-Jacobi theory, SHJ is to be understood as the bulk action taken
on-shell with appropriate boundary conditions applied. In our case, a natural set of boundary
conditions that we have available to us equate the bulk momenta to connected vacuum expectation
values of the boundary operators,
P|z= = Π ≡ δSHJ
δA
, Pµ|z= = Πµ ≡ δSHJ
δWµ
.
Recall that P and Pµ are the conjugate momenta to the bulk fields A and Wµ.
We now pursue the bulk (off-shell) action, by way of the Hamilton-Jacobi equation
∂
∂z
SHJ = −H,
where H is the bulk Hamiltonian. The key observation is that this equation is of very similar form
to the RG Ward identity (10.34). In fact, we can make these two equations coincide with minimal
effort. Using (10.35) with z∗ = , the left-hand side of the Ward identity can be expanded to
∂
∂z
Z
∣∣∣∣
z=
=
∂
∂z
eiSHJ
∣∣∣∣
z=
= i
∂
∂z
SHJ Z
∣∣∣∣
z=
. (10.36)
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The right-hand side of the Ward identity is of the form
− Tr·
{
(. . .) · δ
δA
+ (. . .) · δ
δWµ
+N (. . .)
}
Z
= −iTr·
{
(. . .) · δSHJ
δA
+ (. . .) · δSHJ
δWµ
− iN (. . .)
}
Z
∣∣∣∣
z=
= −iTr·
{([
A,W
e
(0)
z
]
·
+ β(A)
)
· δ
δA
+
([
Dµ,We(0)z
]
·
+ β(W )µ
)
· δ
δWµ
+N
(
∆µ · Ŵµ + ∆z · Ŵe(0)z
)}
Z
∣∣∣∣
z=
(10.37)
Equating (10.36) to (10.37), we can pick off the bulk Hamiltonian
H = Tr·
{([
A,W
e
(0)
z
]
·
+ β(A)
)
· P +
([
Dµ,We(0)z
]
·
+ β(Ŵ)µ
)
· Pµ +N
(
∆µ · Ŵµ + ∆z · Ŵe(0)z
)}
One can check directly that the dz components of the RG equations (10.25,10.26) and the Callan-
Symanzik equations (10.32,10.33) are in fact now reproduced by the Hamilton equations of motion:
dzA = δH
δP , dzWµ =
δH
δPµ ,
dzP = −δH
δA , dzP
µ = − δH
δWµ .
Of course, the bulk Hamiltonian should also be able to reproduce the transverse components of
the RG equations. We can insert these by hand, introducing additional non-dynamical Lagrange
multipliers Qµ and Qµν :
Hconstraint = −Tr·
{(
[Dµ,A]· − β(A)µ
)
· Qµ +
(
Fµν − β(Ŵ)µν
)
· Qµν
}
.
The full Hamiltonian is then (H + Hconstraint). An unusual property of this Hamiltonian is that
it is linear, rather than quadratic, in momentum. However, we are still free to construct a bulk
“phase space action” in the usual “pq˙ −H” way:
I =
∫
dz Tr·
{
PI ·
(
[Dµ,A]· − β(A)I
)
+ PIJ ·
(
FIJ − β(W)IJ
)
−N∆I · ŴI
}
. (10.38)
In writing this action, we have used the notation PI ≡ {P,Qµ}, PIJ ≡ {Pµ,Qµν}39. It should give
us some confidence that variation of this action does yield the RG and Callan-Symanzik equations,
provided we gauge fix all the Lagrange multipliers to zero.
39 It should be noted that an action of this sort has been proposed before in various contexts. See [77, 78, 79, 80].
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10.3 Bosonic RG flow of the bosonic theory
We now address renormalization group flow of the Bosonic theory:
SBosreg = S0 + Sint + U
S0 = −φ∗m ·D(0)µ ·D(0)µ · φm
Sint = φ
∗
m · B · φm
U =
∫
x,y
U(x, y) ≡
∫
x,y
U0 δ(x− y).
The partition function will be defined as Z = Z−10
∫
[dφ dφ∗]eiS
Bos
reg [φ,φ
∗], normalized with respect to
Z0 ≡
∫
[dφ dφ∗]eiS0[φ,φ∗].
10.3.1 Exact RG equations: Wilson-Polchinski renormalization in two steps
The exact RG equations are derived in two steps.
STEP 1: We lower the cutoff but allow the couplings to shift in order that the partition
function remains unchanged:
Z[M, z,B,U ] = Z[λM, z, B˜, U˜ ].
Working infinitesimally with λ = 1− ε, we are solving the problem δεZ = 0. Using the Polchinski
formalism, we arrive at the expression
0 = (δεB − β(B)) ·Π + (δεU − β(U)) · 〈1〉 ,
where
β(B) = B ·∆B · B, β(U) = −iN Tr (∆B · B)
Taking the coefficients of Π and 〈1〉 to be independently zero, we have
δεB = β(B), δεU = β(U).
STEP 2: We perform an infinitesimal CU(L2) transformation to bring the the cutoff from
λM back to value M . Again working infinitesimally, we this time choose to parametrize the
transformation as L = 1 + εzW (0)z . After performing the CU(L2) transformation, we relabel
the source B˜(z) as B(z + εz) and the source U˜ as U(z + εz). We also redefine ∆B as ∆B =
M
z dM
(
D(0)
2
)−1
. The resulting equalities are
B(z + εz) = B(z)− ε
[
W (0)z ,B
]
·
+ εzβ(B)
U(z + εz) = U(z) + εβ(U).
The desired ERG equations are extracted by comparing terms at order ε:
∂zW
(0)
µ − PF,µW (0)z +
[
W (0)z ,W
(0)
µ
]
·
= 0
∂zB +
[
W (0)z ,B
]
·
= β(B)
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10.3.2 Exact RG equations: extension to the bulk and emergence of AdSd+1
We can following the same arguments made in the Majorana case to build up a bulk space-time
populated with bulk fields. In particular, we can form a bulk connection W(0) = W(0)I dxI , by
grouping components (W
(0)
z ,W
(0)
µ ) into a single one form over a (d + 1)-dimensional space-time.
Similarly, B gets promoted to a scalar in the bulk, which we will denote as B. At this point, we can
also take the cutoff M to infinity, so that the regulated derivative PF ;µ becomes a regular partial
derivative ∂µ. With this, the ERG equations become
∂zW(0)µ − ∂µW(0)z +
[
W(0)z ,W(0)µ
]
·
= 0
∂zB+
[
W(0)z ,B
]
·
= β(B).
We can then promote these equations to fully covariant bulk equations,
F (0) ≡ dW(0)W(0) ∧·W(0) = 0
D(0)B = dB+
[
W(0),B
]
·
= β(B),
where the transverse components of the one-form β(B) = β
(B)
µ dxµ + β(B)dz are determined by the
Bianchi identity
F (0) ≡ dW(0)W(0) ∧·W(0) = 0 (10.39)
D(0)β(B) ≡ dβ(B) +
[
W(0),β(B)
]
·
= 0 (10.40)
where we are using the definition d ≡ dxµ [∂µ, ]· + dz∂z, guaranteeing that d2 = 0.
Once again, the flatness condition (10.39) is our gateway to AdSd+1 space. We can, for instance,
choose a solution of the form
W(0)(z;x, y) = −dz
z
D(x, y) +
dxµ
z
Pµ(x, y) (10.41)
D(x, y) =
1
2
(
xµ∂(x)µ − yµ∂(y)µ + 2∆φ
)
δd(x− y), Pµ(x, y) = ∂(x)µ δd(x− y).
W(0) is therefore the AdSd+1 connection.
10.3.3 Callan-Symanzik equations
In the bosonic theory, there is only one operator to consider,
Πˆ(x, y) = φ∗m(y)φ
m(x).
It is a straightforward calculation to demonstrate
MdMΠ ≡MdM
〈
Πˆ
〉
= Tr·
{
∆B ·
〈
δS1
δφ∗m
δΠˆ
δφm
+
δΠˆ
δφ∗m
δS1
δφm
− i δ
2Πˆ
δφ∗mδφm
〉}
.
The right hand side can be calculated explicitly. The result is
δεΠ = iεz N ∆B + εz Tr {γ ·Π} ,
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where we have defined
γ(x, y;u, v) ≡ −δβ
(B)(u, v)
δB(y, x) = −δ(x− u)
(
∆B · B
)
(y, v)−
(
B ·∆B
)
(u, x) δ(v − y).
We then perform an infinitesimal CU(L2) transformation, again parametrized as L = 1+εzW (0)z .
The result is
Π(z + εz;x, y) = Π(z;x, y)− ε z
[
W (0)z ,Π
]
·
+ iεz N ∆B + ε zTr {γ(x, y;u, v) ·Π(v, u)}
As with the beta function derived above, this relationship can be extended into the bulk. Denoting
the bulk momentum as P, we have
D(0)z P ≡ ∂zP +
[
W(0)z ,P
]
·
= iN ∆B + Tr {γ(x, y;u, v) · P(v, u)}
where γ(z;x, y;u, v) ≡ − δβ(B)(z;u,v)δB(z;y,x) is the bulk extension of γ.
10.3.4 The RG Ward identity
Just like in the Majorana case, we can write down and order ε Ward identity:
− ∂
∂z
Z = Tr·
{([
B,W (0)z
]
·
+ β(B)
)
· δ
δB +
[
D(0)µ ,W
(0)
z
]
·
· δ
δW
(0)
µ
}
Z +NTr· (∆B · B)Z. (10.42)
10.4 Holography as Hamilton-Jacobi: the bosonic case
Once again, the definiting property of holography is encapsulated in the equation
Z[z∗,W (0)(z∗),B(z∗)] = eiSHJ [W (0)(z∗),B(z∗)]
where SHJ is the Hamilton-Jacobi equation. Using the boundary condition
P|z= = Π ≡ δSHJ
δB
By comparing to the RG Ward identity (10.42), we can extract the Hamiltonian:
H = Tr·
{([
A,W(0)z
]
·
+ β(A)z
)
· P +
[
D(0)µ ,W(0)z
]
·
· Pµ
}
− iN Tr· (∆B · A) . (10.43)
We put in by hand the data for the transverse components of the RG equations:
Hconstraint = Tr·
{(
D(0)µ A− β(A)µ
)
· Qµ + F (0)µν · Qµν
}
where Qµ and Qµν are Lagrange multipliers. The total Hamiltonian is H + Hconstraint. Using
“pq˙ −H”, we write down a phase space action:
I =
∫ 
∞
dz Tr·
{
PI ·
(
D(0)I A− β(A)I
)
+ PIJ · F (0)IJ + iN ∆B · A
}
, (10.44)
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where PI ≡ {P,Qµ}, PIJ ≡ {Pµ,Qµν}.
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Chapter 11
Correlation Functions
In moving from the boundary to a bulk theory, we have been careful to be consistent every step
along the way. However, as a final check on our bulk action, we should ask if we really have arrived
at a theory holographically dual to the O(N) boundary theory we started with. To demonstrate
that this goal has in fact been fulfilled we check that the bulk action reproduces all of the boundary
correlation functions. As a quick warm up, we start with a quick check on the two-point function.
11.1 The two-point function of the Majorana theory
In this section we will calculate the O(N) trace of the boundary CFT’s two-point function the
Callan-Symanzik equations. Recall that these equations can be extracted directly from the bulk
action (10.38) by variation, and so this will in some very small sense be a test of the bulk action.
We start by expanding the Majorana two point-function in the usual Dirac algebra basis {δ,~γ}:
Sα
β(y, x) ≡
〈
ψmα (y)ψ˜
m,β(x)
〉
CFT
= CA Π(x, y)δα
β + CW Πµ(x, y)(γ
µ)α
β, (11.1)
In writing this expansion, we have extracted field-dependent pieces Π and Πµ from the expansion
coefficients. We are left only to determine the quantities CA and CW . To do this, we can multiply
left- and right-hand sides of (11.1) by δβ
α and (γν)β
α and evaluate the resulting O(N) traces. We
find that CA = CW = − 2dC` , where the minus sign arises from the Grassmanian nature of the
Fermionic fields40. In three space-time dimensions, dC` = 2, so
Sα
β(y, x) = −Π(x, y)δαβ −Πµ(x, y)(γµ)αβ.
We can determine expression for Π(x, y) and Πµ(x, y) (the boundary values of P and Pµ) by
integrating the Callen-Symanzik equations at the free-field fixed point A = Ŵ = 0. In this limit,
the equations are extremely simple: [
D(0),Π
]
·
= 0[
D(0),Πµ
]
·
= −N∆µdz. (11.2)
If we multiply equation (11.2) by γµ, we can use the definition of ∆µ as given in equation (10.9),
/∆ = −z∂z(iD(0)F )−1,
40 dC` is the dimension of the γ-matrices. In space-time dimension 3, dC` is 2.
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and intergrate with respect to z to obtain
S = iN(D
(0)
F )
−1.
This is exactly what we would expect at the fixed point (i.e., at the boundary). The two point
function is the inverse Dirac operator, and we get N copies because we have computed the O(N)
trace.
11.2 Higher-point functions and Witten diagrams
We will now tackle the problem of calculating correlation functions more systematically. In doing
so, we will be able to reproduce all correlation functions for the boundary theory.
11.2.1 Higher-point functions of the Majorana theory
We have derived a bulk action in equation (10.38). Note, unlike what one expects from a regular
gravity theory, this action is not pure constraint. The first two terms of the action do vanish
on-shell. However, the final term survives, yielding
Io.s. = N
∫ ∞

dz Tr·
{
∆I · ŴIo.s.
} Ŵz=0−−−−→ N ∫ ∞

dz Tr·
{
∆µ · Ŵµo.s.
}
. (11.3)
We can extract ŴIo.s. by solving the RG equations (10.28) and (10.29). We can make progress by
focusing on just the z components of these equations:[
D(0)z ,A
]
·
= β(A)z ,
[
D(0)z ,W
]
·
= β(Ŵ)zµ . (11.4)
We now proceed to solve these equations perturbatively. This will prove not just convenient, but
also conceptually enlightening. We start by writing the fields A and Ŵ as expansions in a small
arbitrary parameter α,
A =
∞∑
n=1
αnA(n), Ŵ =
∞∑
n=1
αnŴ(n). (11.5)
We are thinking of this as an expansion around the free-fixed point, A = Ŵµ = 0. For boundary
condition on equations (11.4), we choose to fixe the fields at z =  to some small values
A(;x, y) = a(0)(x, y), Ŵµ(;x, y) = wˆ(0)µ (x, y). (11.6)
In reality, we also have another set of equations beyond (11.4), namely the Callan-Symanzik equa-
tions for P and Pµ. For this reason, we also consider another set of expansions,
P = P(0) +
∞∑
n=1
αnP(n), Pµ = Pµ(0) +
∞∑
n=1
αnPµ(n).
Furthermore, we now have another set of boundary conditions to choose. A natural choice is to fix
the conjugate momenta in the infrared to
P(∞;x, y) = Pµ(∞;x, y) = 0.
66
Noting that the beta functions (10.14) and (10.15) are summations over terms quadratic in the
fields A and Ŵ, we have, at first order in α,[
D(0)z ,A(1)
]
·
= 0,
[
D(0)z ,W(1)
]
·
= 0. (11.7)
To solve these, we introduce a boundary-to-bulk Wilson line K(z),
K(z) = P·
{
e
− ∫ z dz′W(0)z′ (z′)·
}
.
The notation P· means path ordering with respect to the bullet operation; similarly, e· means
exponentiation with respect to the bullet operation. K(z) has the nice properties that it satisfies
the simple differential equation
∂zK(z) +W(z) ·K(z) = 0, (11.8)
and has boundary solution
K() = 1. (11.9)
Now, returning to (11.7), we simplify the equation by inserting various factors of K(z). We
start by conjugating the entire expression:
0 = K−1 ·
[
D(0)z ,A(1)
]
·
·K
= K−1 · ∂zA(1) ·K +K−1 ·
[
W (0)z ,A(1)
]
·
·K
= K−1 · ∂zA(1) ·K +K−1 ·
[
W (0)z ·K ·K−1,A(1)
]
·
·K
= K−1 · ∂zA(1) ·K −K−1 ·
[
∂zK ·K−1,A(1)
]
·
·K
= K−1 · ∂zA(1) ·K −K−1 · ∂zK ·K−1 · A(1) ·K +K−1 · A(1) · ∂zK
= K−1 · ∂zA(1) ·K + ∂zK−1 · A(1) ·K +K−1 · A(1) · ∂zK
= K−1 · ∂z
(
K · A(1) ·K−1
)
·K, (11.10)
where we have used (11.8) and ∂zK
−1 = −K−1 · ∂zK ·K−1. We now know that K · A(1) ·K−1 is
z-independent. From boundary conditions (11.6), we find
A(1)(z) = K(z) · a(0) ·K−1(z), Ŵ(1)(z) = K(z) · wˆ(0) ·K−1(z).
where we have also written down the solution for the connection Ŵ(1). We further note that from
(11.10), we have learned that conjugation by K(z) effectively converts the covariant derivative[
D(0)z ,
]
·
to a regular partial derivative ∂z.
To first order, our on-shell action is now
I(1)o.s. = N
∫ ∞

dz Tr·
{
∆µ(z) ·K(z) · wˆ(0)µ ·K−1(z)
}
≡ N
∫ ∞

dz Tr·
{
Hµ(z) · w(0)µ
}
, (11.11)
67
where we have made the convenient definition
Hµ(z) ≡ K−1(z) ·∆µ(z) ·K(z).
We clean up the notation further by defining the Wilsonian Green function for the boundary field
theory:
gµ(z;x, y) =
∫ z

dz′ Hµ(z;x, y),
so that the on-shell action is now of the form
I(1)o.s. = Ndz Tr·
{
gµ(∞) · w(0)µ
}
≡ Ndz Tr·
{
gµ(0) · w(0)µ
}
. (11.12)
We have introduced the notation gµ(0)(x, y) to indicate that this is a boundary quantity.
41 The
on-shell action is now written in terms of boundary quantities only. For purposes of generalization,
it turns out to be useful to rewrite equation (11.12) as
I(1)o.s. = Ndz Tr·,γ
{
/g
µ
(0) · (a(0) + /w(0)µ )
}
, (11.14)
where the trace is now both over the space-time coordinates and the γ matrices. The computation
we have carried out up to this point can be summarized in pictorial form as a Witten diagram (see
fig. 11.1).
K
K 1
x y
/ 
Figure 11.1: The Witten diagram representation for the boundary one-point function. The arrows indicate
radial orientation, while the turnaround in the bulk represents an insertion of /∆.
We can continue solving the RG equations order by order. In general, at kth order, the problem
we are trying to solve has the form[
D(0)z ,A(k)
]
·
= Φ
(k)
A ,
[
D(0)z ,W(k)µ
]
·
= Φ
(k)
Ŵ;µ. (11.15)
41 In fact, it is simple to show that gµ(0)(x, y) is essentially, up to a factor of N , just the free field propagator of the
CFT: 〈
ψm(y)ψ˜
m(x)
〉
CFT
= −P(0)(;x, y)− γµP(0)µ (;x, y)
=
δIo.s.
δa(0)(y, x)
∣∣∣∣
a(0)=0
+ γµ
δIo.s.
δwµ(0)(y, x)
∣∣∣∣∣
w
µ
(0)
=0
= N/g(0)(x, y) (11.13)
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We can solve these covariantized differential equations using the same method as we used at first
order. First we turn the covariant derivative into a regular partial derivative by conjugating ten-
sorially by K,
K−1(z) ·
[
D(0)z ,A(k)
]
·
·K(z) = ∂z(K−1(z) · A(k)(z) ·K(z)),
to obtain
∂z(K
−1(z) · A(k)(z) ·K(z)) = K−1(z) · Φ(k)A (z) ·K(z).
For k ≥ 2, we have the boundary condition A(k)() = 0, since the boundary condition (11.6) has
already been satisfied at first order. The solution to this partial differential equation is
A(k)(z) =
∫ ∞

dz′ G(z; z′) · Φ(k)A (z′) ·G−1(z′; z),
where we have defined the ingoing bulk-to-bulk Wilson line
G(z; z′) = Θ(z − z′)K(z) ·K−1(z′)
and the outgoing bulk-to-bulk Wilson line
G−1(z′; z) = Θ(z − z′)K(z′) ·K−1(z).
Of course, we have a solution for Ŵ(k)µ of identical form:
Ŵ(k)µ (z) =
∫ ∞

dz′ G(z; z′) · Φ(k)Ŵ;µ(z
′) ·G−1(z′; z).
Let’s now see how this works at second order. The right-hand-side of (11.15) expands to
Φ
(2)µ
Ŵ (z
′) = A(1) ·∆µ · A(1) + εµνλ(A(1) ·∆ν · Ŵ(1)λ + Ŵ(1)ν ·∆λ · A(1))
+ Ŵ(1)µ ·∆ν · Ŵ(1)ν − Ŵ(1)ν ·∆µ · Ŵ(1)ν + Ŵ(1)ν ·∆ν · Ŵ(1)µ
= K ·
(
a(0) ·Hµ · a(0) + εµνλ(a(0) ·Hν · wˆ(0)λ + wˆ(0)ν ·Hλ · a(0))
+ wˆ(0)µ ·Hν · w(0)ν − wˆ(0)ν ·Hµ · wˆ(0)ν + wˆ(0)ν ·Hν · wˆ(0)µ
)
·K−1.
The on-shell action at second order is then
I(2)o.s. = N
∫ ∞

dz Tr·
{
∆µ · Ŵ(2)µ
}
= N
∫ ∞

dz
∫ ∞

dz′Θ(z − z′) Tr·
{
∆µ(z) ·K(z) ·K−1(z′)Φ(2)µŴ (z
′) ·K(z′) ·K−1(z)
}
= N
∫ ∞

dz
∫ z

dz′ Tr·
{
Hµ(z) ·
(
a(0) ·Hµ · a(0) + εµνλ(a(0) ·Hν(z′) · wˆ(0)λ + wˆ(0)ν ·Hλ(z′) · a(0))
+ wˆ(0)µ ·Hν(z′) · w(0)ν − wˆ(0)ν ·Hµ(z′) · wˆ(0)ν + wˆ(0)ν ·Hν(z′) · wˆ(0)µ
)}
In anticipation of the desired result, we can do a bit of reverse engineering; we make the notation
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more compact by using the Dirac algebra in 2 + 1 dimensions to organize the above terms42:
I(2)o.s. = N
∫ ∞

dz
∫ z

dz′ Tr·,γ
{
/H(z) · (a(0) + /ˆw(0)) · /H(z′) · (a(0) + /ˆw(0))
}
=
N
2
Tr·,γ
{
/g
(0) · (a(0) + /ˆw(0)) · /g(0) · (a(0) + /ˆw(0))
}
Again, we can represent this in the form of Witten diagram (see Fig. 11.2).
a(0)+/w(0)
a(0)+/w(0)
Figure 11.2: The Witten diagram representing the second-order term I
(2)
o.s.. The a(0) + /ˆw
(0)
are boundary
insertions of the ultraviolet bilocal source a(0) + /ˆw
(0)
.
More generally, at arbitrary k, the on-shell action is of the form
I(k)o.s. = N
∫ ∞

dz1
∫ z1

dz2 · · ·
∫ zk−1

dk Tr·,γ
{
/H(z1) · (a(0) + /ˆw(0)) · · · · · /H(zk) · (a(0) + /ˆw(0)) + P (z1, . . . , zk)
}
,
where P (z1, . . . , zk) are permutations of the set {zi}. Using Hµ(z) = ∂zgµ(z), we can trivially
perform the integrations to yield
I(k)o.s. =
N
k
Tr·,γ
(
/g
(0) · (a(0) + /ˆw(0))
)k
.
As a final example, the three point function is depicted in Fig. 11.3.
We can sum up these terms exactly to arrive at
Io.s. = NTrγ
(
/g
(0) − a(0) − /ˆw(0)
)
,
which precisely reproduces the boundary generating functional.
42 To check this claim, one can work backward, applying γµγν = ηµν1+ εµνλγλ, Trγ1 = dimCl = 2, Trγγµ = 0 to
develop the following identities:
Trγ (γ
µγν) = 2ηµν
Trγ (γ
µγνγσ) = 2εµνσ
Trγ (γ
µγνγσγρ) = 2ηµνησρ − 2ηµρηµσ + 2ηµσηνρ
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a(0)+/w(0)
a(0)+/w(0)
a(0)+/w(0)
Figure 11.3: The Witten diagram for the bulk on-shell action at third order.
11.2.2 Higher-point functions of the Bosonic theory
For completeness, we also include the same analysis for the Bosonic theory. In this case, the pro-
cess is actually simpler because we have only one bi-local source B and no Dirac algebra, so the
higher-order terms organize in a more obvious way.
Starting from the bosonic action (10.44), we go on-shell to obtain:
Io.s. = −iN
∫ ∞

dz Tr (∆B · Bo.s.)
Bo.s. is a solution to the bulk equation of motion D(0)B = β(B). Following the same procedure as
in the Majorana case, we fix the value of B at the at the ultraviolet cutoff z = :
B(;x, y) = b(0)(x, y), (11.16)
and we fix P in the infra-red:
lim
z→∞ P(z;x, y) = 0 (11.17)
We introduce a formal organizing parameter α, writing
B = αB(1) + α2B(2) + · · ·
P = P(0) + αP(1) + α2P(2) + · · · ,
and solve the equations of motion order by order in α, later setting α to one. Focusing on the
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z-component of the equation of motion, we have[
D(0)z ,B(1)
]
·
= 0 (11.18)[
D(0)z ,B(2)
]
·
= B(1) ·∆B · B(1) (11.19)[
D(0)z ,B(3)
]
·
= B(2) ·∆B · B(1) + B(1) ·∆B · B(2) (11.20)
...
The first equation is homogeneous and has the solution
B(1)(z) = K(z) · b(0) ·K−1(z), (11.21)
where the boundary-to-bulk Wilson line is again defined as K(z) =P· exp
(
− ∫ z dz′ W(0)z (z′)).
At this order, the on-shell action is simply
I(1)o.s. = −iN
∫ ∞

dz Tr ∆B · B(1) = −iN
∫ ∞

dz Tr
(
K−1 ·∆B ·K · b(0)
)
= −iN Tr g(0) · b(0).
(11.22)
where g(0) is defined in the same way as for the Majorana case.
In general, at any given order, we can write[
D(0)z ,B(k)
]
·
= Φ(k)(z)
where Φ(k) is the inhomogeneous term at the corresponding order. We solve this by conjugating
by K, reducing the covariant derivative to an ordinary derivative
∂z
(
K−1(z) · B(k)(z) ·K(z)
)
= K−1(z) · Φ(k)(z) ·K(z)
Using the boundary condition to be B(k)() = 0, ∀k ≥ 2, the above equation yields
B(k)(z) =
∫ ∞

dz′ G(z; z′) · Φ(k)(z′) ·G−1(z′; z),
with the ingoing bulk-to-bulk Wilson line G(z; z′) and out going bulk-to-bulk Wilson G−1(z′; z)
defined, again, like in the Majorana theory. Collecting everything together, we get the integral
equation
B(z) = K(z) · b(0) ·K−1(z) +
∫ ∞

dz′ G(z; z′) · β(B)[B](z′) ·G−1(z′; z)
So, the second order calculation is now
B(2) =
∫ z

dz′ K(z) · b(0) ·K−1(z′) ·∆B(z′) ·K(z′) · b(0) ·K−1(z)
72
and thus, the on-shell action at second order is given by
I(2)o.s = −iN
∫ ∞

dz
∫ z

dz′ Tr
(
K−1(z) ·∆B(z) ·K(z) · b(0) ·K−1(z′) ·∆B(z′) ·K(z′) · b(0)
)
(11.23)
= −iN
∫ ∞

dz
∫ z

dz′ Tr
(
H(z) · b(0) ·H(z′) · b(0)
)
(11.24)
The z integrations yield
I(2)o.s = −iN
∫ ∞

dz
∫ z

dz′ Tr
(
H(z) · b(0) · ∂z′g(z′) · b(0)
)
(11.25)
= −iN
∫ ∞

dzTr
(
∂zg(z) · b(0) · g(z) · b(0)
)
(11.26)
= −iN
2
∫ ∞

dz ∂zTr
(
g(z) · b(0) · g(z) · b(0)
)
(11.27)
which further integrates to
I(2)o.s = −i
N
2
Tr
(
g(0) · b(0) · g(0) · b(0)
)
.
This result reproduces the correct two-point functions of the free field theory.
This procedure can be followed to arbitrary order. One finds the kth-order term has the form
I(k)o.s. = −iN
∫ ∞

dz1
∫ z1

dz2...
∫ zk−1

dzk Tr
(
H(z1) · b(0) ·H(z2) · b(0) · ... ·H(zk) · b(0) + permutations
)
The permutations include all of the distinct orderings of {H(z2), ...,H(zk)}. Proceeding with the
z-integrals as before, we find the on-shell action at this order is given by
I(k)o.s. = −i
N
k
Tr
(
g(0) · b(0)
)k
Collecting all the terms, we note that the on-shell action
Io.s. = −iN
(
Tr
(
g(0) · b(0)
)
+
1
2
Tr
(
g(0) · b(0) · g(0) · b(0)
)
+
1
3
Tr
(
g(0) · b(0) · g(0) · b(0) · g(0) · b(0)
)
+· · ·
)
precisely reproduces the boundary generating functional
Z[b(0)]/Z[0] = e
iIo.s. = det−N
(
1− g(0) · b(0)
)
. (11.28)
Thus we conclude that the holographic formulation correctly reproduces all of the correlation
functions of the boundary field theory.
73
Chapter 12
Formalizing with Jet Bundles
We have shown that the one-form coupling Wµ can be extended to a bulk fieldWµ which transforms
under the group CO(L2), or CU(L2), like a connection. As such, it is reasonable to believe thatWµ
really is a connection. However, in physics, a connection is usually understood to be a Lie-algebra
valued one-form, and while we have identified “gauge groups” of the Majorana and bosonic actions,
the details are a bit fuzzy. The biggest problem is the non-local nature of the group actions. To
understand the confusion, first consider the simplest possible gauge group, U(1). Under the action
of an infinitesimal U(1) transformation, a scalar field φ transforms as
φ(x) = i(x)φ(x).
Here, φ is thought of as a section of a vector bundle associated to a principle U(1) bundle, and the
transformation may be thought of as a vertical group action. In contrast, under an infinitesimal
U(L2) transformation, a scalar field φ
m transforms as
δφm(x) =
∫
y
(x, y)φm(y). (12.1)
The geometrical meaning of this transformation is not immediately clear. At each point x, the new
value of φm(x) depends, not just on the old value of φm(x), but on the old values of {φm(y)} for
all y in the common support of φm and . However, there is a way back to a local picture. If φm
is a C∞ function, then in principle, we have everything we need to know stored locally as long as
we have access to all of the φm derivatives. Therefore, what we really need is a vector bundle with
fibers that at each point x keeps track of φm(x) and all of its derivatives. Such a construction does
exist in mathematics. It is called an infinite jet bundle. Loosely speaking, the infinite jet bundle is
a vector bundle of which the fiber at a point p consists of all equivalence classes of functions which
have the same derivatives at p. Schematically, an element Φ of the fiber at p correspondent to the
function φ looks like
Φm[φ](p) =
(
φm(x),
∂φm
∂xµ
(p),
∂2φm
∂xµ∂xν
(p), . . .
)
,
and is called the jet of φ at p. The space of all jets at a point constitutes the fiber of the infinite
jet bundle at that point. Going back to equation (12.1), we see the action of  on φm can be
represented in terms of a linear and local action on its jet Φm[φ]. This is why we can think of
U(L2) transformations as gauge transformations acting on the infinite jet bundle, satisfying the
U(L2) condition. Given this interpretation, the one formWµ is naturally identified as a connection
one form over the infinite jet bundle, while the zero form B can be thought of as a section of
its endomorphism bundle. Indeed, this interpretation fits nicely with our intuition for quasilocal
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expansions of the bilocal sources,
Wµ(x, y) '
∞∑
s=1
W a1···as−1µ (x)∂
(x)
a1 · · · ∂(x)as−1δd(x− y) + · · ·
B(x, y) '
∞∑
s=1
Ba1···as−1(x)∂(x)a1 · · · ∂(x)as−1δd(x− y) + · · ·
The above quasilocal expansions basically express the fact that both Wµ and B are valued in the
endomorphism bundle of the jet bundle. In other words, a given choice of endomorphism over each
jet defines the vertical group action. More concretely, if we want to think in familiar language,
we can return to the idea of a connection as a one-form valued in the Lie-algebra of the gauge
group. Traditionally, that would look like W = Wαµ T
αdxµ, where {Tα} is a set of basis elements
for the Lie-algebra. The quasi-local expansions can be thought of in the same spirit, with the set
of differential operators {T (s) ' ∂s(x)δd(x− y)} playing the role of the Lie-algebra elements.
We will not go into the gritty details here required to carefully build up all the necessary bundle
structure. That work was done in large part in [1]. In particular, in [1], it was shown that by shifting
ones attention away from the associated vector bundle (i.e., the infinite jet bundle) and back to
the principle bundle itself, something very similar to the full field content of Vasiliev’s higher spin
theory emerges. In particular, the horizontal components of the connection correspond to the one-
form sources in the field theory, while the vertical components (the Faddeev-Popov ghosts) of the
connection correspond to auxiliary pure-gauge degrees of freedom (see [81] for explanations). This
seems to be the most likely origin of Vasiliev’s mysterious S one-form.
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Appendix A
Singular Value Decomposition
A.1 SVD in practice
Singular value decomposition (SVD) is a procedure for turning any matrix M into a product
M = USV
where U is left-normalized, V is right-normalized, and S is square diagonal:
U †U = 1, V V † = 1, S = diag (s1, s2, · · · , sN ) .
The si are called singular values. Finding U , S, and V is straightforward. Working in the S basis,
eˆi =

0
...
1
...
0
← ith slot,
we have
MM †(Ueˆi) = (USV )(V †S†U †)Ueˆi = US2eˆi = s2i (Ueˆi).
From this we learn:
1) The {s2i } are eigenvalues of MM †. (Note: MM † is Hermitian and hence s2i ∈ R.)
2) The columns of matrix U are the eigenvectors of MM †.
3) V = S−1U †M . (V can also be constructed from the eigenvectors of M †M .)
A.2 QR and LQ variations of SVD
Sometimes we do not need the full singular value decomposition, M = USV , of a matrix M . Such
a situation arises repeatedly in the normalization process described in §5.2. Here we define two
variations of SVD, referred to as QR and LQ decomposition.
QR decomposition is SVD with U renamed Q and the product SV grouped into one matrix
called R:
M = QR, Q†Q = 1.
LQ decomposition is SVD with the product US grouped into one matrix called L and V renamed
Q:
M = LQ, QQ† = 1.
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A.3 Canonicalization of MPS for generalized YM2 and
extraction of the entanglement entropy
Our goal is to determine the generalized YM2 entanglement entropy from the MPS representation.
We start with the ket,∣∣∣ψ−h−,%−〉 = 1√Z ∑
i0,...,i`−1
ηi0Th0,%0N
i1
h1,%1
· · · N ia−1ha−1,%a−1 · N iaha,%a · · · N
ig−1
h`−2%`−2η
i`−1
%`−1
∣∣φi0φi1 · · ·φi`−1〉 .
(A.1)
We must put (A.1) into mixed-canonical form. We follow the procedure laid out in §5.2, first left-
normalizing the matrices encoding the A degrees of freedom, then right-normalizing the matrices
encoding the B degrees of freedom, then extracting the remnant singular values. The extra dot “·”
appearing in the middle of expression (A.1) indicates the point in the matrix product at which the
A degrees of freedom end and the B degrees of freedom begin.
Starting from (4.17), with γ = 1|G| , we know
[ηi0Th0,%0 ]j1 =˙ |G|h0−
1
2
(
e%0BR1d−2h0R1 χR1(i0), · · · , e
%0BR|Z|d−2h0R|Z| χR|Z|(i0)
)
.
We reshape ηi0Th0,%0 into a matrix and perform a QR decomposition:
[ηT%0 ]
i0
j1
=˙ |G|h0− 12

e
%0BR1 d
−2h0
R1
χR1 (g1) ··· e
%0BR|Z| d−2h0R|Z|
χR|Z| (g1)
...
...
e
%0BR1 d
−2h0
R1
χR1 (g|G|) ··· e
%0BR|Z| d−2h0R|Z|
χR|Z| (g|G|)

= |G|− 12
 χR1 (g1) ··· χR|Z| (g1)... ...
χR1 (g|G|) ··· χR|Z| (g|G|)
 · |G|h0
 e
%0BR1 d
−2h0
R1
. . .
e
%0BR|Z| d−2h0R|Z|

≡ [Q0]i0k1 [Rh0,%0 ]k1j1 .
By construction, Q0 is left-normalized: Q
†
0Q0 = 1. The second equality can be reached systemat-
ically by the relationships laid out in §A.1.
We then reshape Q0 into a set of row vectors, representing the first elements of our matrix
product:
Ai0 =˙
{
|G|− 12
(
χR1(g1), · · · , χR|Z|(g1)
)
, . . . , |G|− 12
(
χR1(g|G|), · · · , χR|Z|(g|G|)
)}
.
This set of vectors is left-normalized:
∑
i0
Ai0†Ai0 = 1. The matrix R%0 is then paired with the
next element of the ket MPS,∣∣∣ψ−h−,%−〉 = 1√Z ∑
i0,...,i`−1
Ai0
(
Rh0,%0N i1h1,%1
)
N i2h2,%2 · · · N
i`−2
h`−2,%`−2η
i`−1
h`−1,%`−1
∣∣φi0 · · ·φi`−1〉 ,
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to form a new matrix,
[Rh0,%0N i1h1,%1 ]
j1
j2
=˙ |G|h0

e
%0BR1 d
−2h0
R1
. . .
e
%0BR|Z| d−2h0
R|Z|

· |G|h1

e
%1BR1 d
−1−2h1
R1
χR1 (i1)
. . .
e
%1BR|Z| d−1−2h1
R|Z|
χR|Z| (i1)

= |G|h0+h1

e
(%0+%1)BR1 d
−1−2(h1+h2)
R1
χR1 (i1)
. . .
e
(%0+%1)BR|Z| d−1−(h0+h1)
R|Z|
χR|Z| (i1)
 .
We then reshape this matrix, followed by another QR decomposition:
[Rh0,%0Nh1,%1 ](i1j1)j2 =˙ |G|
h0+h1

e
(%0+%1)BR1 d
−1−2(h0+h1)
R1
χR1 (g1)
. . .
e
(%0+%1)BR|Z| d−1−2(h0+h1)
R|Z|
χR|Z| (g1)
...
...
e
(%0+%1)BR1 d
−1−2(h0+h1)
R1
χR1 (g|G|)
. . .
e
(%0+%1)BR|Z| d−1−2(h0+h1)
R|Z|
χR|Z| (g|G|)

= |G|− 12

χR1 (g1)
. . .
χR|Z| (g1)
...
...
χR1 (g|G|)
. . .
χR|Z| (g|G|)

· |G|h0+h1+ 12

e
(%0+%1)BR1 d
−1−2(h0+h1)
R1
. . .
e
(%0+%1)BR|Z| d−1−2(h0+h1)
R|Z|

≡ [Q1]i1k2 [Rh0+h1,%0+%1 ]
k2
j2
.
Once again, we reshape the Q matrix into a set of left-normalized matrices:
Ai1 =˙
|G|− 12
 χR1 (g1) . . .
χR|Z| (g1)
 , . . . , |G|− 12
 χR1 (g|G|) . . .
χR|Z| (g|G|)
 .
We can perform this process iteratively, as many times as we need. Eventually we arrive at∣∣∣ψ−h−,%−〉 = 1√Z ∑
i0,...,i`−1
Ai0Ai1 · · ·Aia−1RhA,%AN iaha,%a · · · N
i`−2
h`−2,%`−2η
i`−1
h`−1,%`−1
∣∣φi0 · · ·φi`−1〉 ,
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where
RhA,%A = |G|hA+
a−1
2

e
%ABR1 d
−a+1−2hA
R1
. . .
e
∑a−1
α=0 %αBR|Z| d−a+1−2hAR|Z|
 .
We then perform an identical procedure starting from the right side of the ket MPS, except we
employ LQ decompositions rather than QR. The final result is
Biβ =˙
|G|− 12
 χR1 (g1) . . .
χR|Z| (g1)
 , . . . , |G|− 12
 χR1 (g|G|) . . .
χR|Z| (g|G|)
 , a ≤ β < `− 1.
Bi`−1 =˙
|G|− 12
 χR1 (g1)...
χR|Z| (g1)
 , . . . , |G|− 12
 χR1 (g|G|)...
χR|Z| (g|G|)
 .
These sets are right-normalized:
∑
iβ
BiβBiβ† = 1. The left over information, squeezed to the
center, is
LhB ,%B = |G|hB+
`−1−a
2

e
%BBR1 d
−`+1+a−2hB
R1
. . .
e
∑g
α=a %αBR|Z| d−`+1+a−2hBR|Z|
 ,
and the MPS looks like
|ψ〉 = 1√
Z
∑
i0,...,i`−1
Ai0Ai1 · · ·Aia−1RhA,%ALhB ,%BBia · · ·Bi`−1Bi`−1
∣∣φi0 · · ·φi`−1〉 ,
where all the Aiα are left-normalized and all the Biβ are right-normalized. We then explicitly take
the product RhA,%ALhB ,%B and decompose the (diagonal) result into a direct sum. We find∣∣∣ψ−h−,%−〉 = ∑
R
s−R(h−, %−)
∑
i0,...,i`−1
(Ai0Ai1 · · ·Aia−1)R(Bia · · ·Big−1Big)R
∣∣φi0 · · ·φig〉 ,
with singular values
s−R ∈
|G| `−22 +h−√
|G|g−1∑R′ d2−2gR′ e%−BR′ ·
{
d
2−`−2h−
R1
e%−BR1 , . . . , d
1−g−2h−
R|Z| e
%−BR|Z|
}
.
We have absorbed into s−R the
1√
Z
normalization given by (4.20).
The exact same procedure is used to isolate the singular values of the bra MPS:〈
ψ+h+,%+
∣∣∣ = ∑
R
s+R(h+, %+)
∑
i0,...,i`−1
(A¯i0A¯i1 · · · A¯ia−1)R(B¯ia · · · B¯ig−1B¯ig)R
∣∣φi0 · · ·φi`−1〉 ,
where
s+R ∈
|G| `−22 +h+√
|G|g−1∑R′ d2−2gR′ e%+ BR′ ·
{
d
2−`−2h+
R1
e%+ BR1 , . . . , d
1−g−2h+
R|Z| e
%+ BR|Z|
}
.
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The product s2R ≡ s−Rs+R is
s2R ∈
1∑
R′ d
2−2g
R′ e
%BR′
·
{
d2−2gR1 e
%BR1 , . . . , d2−2gR|Z| e
%BR|Z|
}
.
The entanglement spectrum is
{
ER|ER = − log s2R
}
. Finally, the entanglement entropy is
SA = −
∑
R
s2R log s
2
R = −
∑
R
d2−2gR e
%BR∑
R′ d
2−2g
R′ e
%BR′
log
[
d2−2gR e
%BR∑
R′ d
2−2g
R′ e
%BR′
]
. (A.2)
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Appendix B
Hamiltonian
B.1 The Hamiltonian in QTFT
In quantum mechanics, if we start with a state |ψ(τ)〉 at Euclidean time τ , then we can write the
state at a later time τ + ∆τ by use of the (Euclidean) time-evolution operator,
|ψ(τ + ∆τ)〉 = e−H∆τ |ψ(τ)〉 , (B.1)
where H is the Hamiltonian. In a (D+1)-dimensional quantum field theory, we can write a similar
expression in terms of the Hamiltonian density, H =
∮
Στ
dD~x
√
g~x H(x). The integral is evaluated
on some time-slice τ , which we assume to be closed. If the space is curved, the integral picks up a
nontrivial Jacobian factor
√
g~x ≡
√
det[gij ] (where i, j run over the spatial dimensions). From this
perspective, (B.1) is a rather unnatural expression since it does not include any information about
distances along the time dimension. A more natural expression is
|ψ(τ + ∆τ)〉 = T
{
e−
∫∆τ
τ dτ
∮
dD~x
√
g(x) H(x)
}
|ψ(τ)〉 ≡ U(τ + ∆τ, τ) |ψ(τ)〉 . (B.2)
This time evolution operator satisfies the necessary condition U(τ2, τ1)U(τ1, τ0) = U(τ2, τ0). We
can now use this to determine the form of H(x) for a quasitopological field theory written in the
basis of boundary holonomies.
We start by writing the MPS with quasitopological Boltzmann weights decomposed into topo-
logical Boltzmann weights and area dependent exponentials:
|ψ(τ)〉 =
(
ηi′0j1
[
e%0(τ)B
]i′0
i0
∣∣∣φi00 〉)⊗(N j1i′1 j2 [e%1(τ)B]i′1i1
∣∣∣φi11 〉)⊗ · · ·
· · · ⊗
(
N j`−2
i′`−2 j`−1
[
e%g−1(τ)B
]i′`−2
i`−2
∣∣∣φi`−2`−2 〉)⊗(η j`−1i′`−1 [e%`−1(τ)B]i′`−1i`−1
∣∣∣φi`−1`−1 〉) ,
where ` is the the number of boundaries in time-slice τ . We call this the `-sector. We compare
this expression to what we expect a time evolved state to look like. For the moment, we ignore the
possibility of splitting and joining of tubes (i.e. there will be no spatial topology changes via time
evolution). Under this restriction, time evolution simply extends boundary tubes, increasing their
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areas:
U(τ + ∆τ, τ) |ψ(τ)〉 =
(
ηi′′0 j1
[
e%0(τ)B
]i′′0
i′0
[
e∆%0(τ)B
]i′0
i0
|φi0〉
)
⊗
(
N j1
i′′1 j2
[
e%1(τ)B
]i′′1
i′1
[
e∆%1(τ)B
]i′1
i1
|φi1〉
)
⊗ · · ·
· · · ⊗
(
N j`−2
i′′`−2 j`−1
[
e%`−2(τ)B
]i′′`−2
i′`−2
[
e∆%`−2(τ)B
]i′`−2
i`−2
∣∣φi`−2〉)
⊗
(
η
j`−1
i′′`−1
[
e%`−1(τ)B
]i′′`−1
i′`−1
[
e∆%`−1(τ)B
]i′`−1
i`−1
∣∣φi`−1〉) .
Since ∆%α(τ) =
∫ ∆τ
τ dτ
∮
α d~x
√
g(~x, τ), it is now easy to guess the form of the Hamiltonian density
H = −
`−1∑
α=0
∑
i0,...,i`−1
∑
i′0,...,i
′
`−1
δ
i′0
i0
· · · δi
′
α−1
iα−1B
i′α
iα
δ
i′α+1
iα+1
· · · δi
′
`−1
i`−1
∣∣∣φi0 · · ·φi`−1〉〈φi′0 · · ·φi′`−1∣∣∣
≡ −
`−1∑
α=0
∑
iα,i′α
B
i′α
iα
∣∣φiα〉〈φi′α∣∣ , (B.3)
(The second equality is just convenient notation. It must be unpackaged for use in careful calcu-
lations.) Since B is a constant matrix, we can trivially integrate the Hamiltonian density over a
spatial time-slice. This yields
Hˆ = −
`−1∑
α=0
Lα(τ) ∑
iα,i′α
B
i′α
iα
∣∣φiα〉〈φi′α∣∣
 , (B.4)
where Lα(τ) is the length of boundary α in time-slice τ . The energy of a particular state |ψ(τ)〉,
living on time-slice τ , is then
Eψ(τ) = −
`−1∑
α=0
Lα(τ)
∑
iα,i′α
〈ψ(τ)|Bi′αiα |φiα〉
〈
φi′α
∣∣ψ(τ)〉 (B.5)
The energy depends on the choice of time-slice only via the lengths of the boundary loops, {Lα}.
As we will show by explicit example, the energy does not depend on the number of handles in the
lower/upper surfaces, h∓.
B.2 The groundstate energies of generalized YM2
As an example, we now carry out the calculation of the groundstate energy for genearlized YM2.
From (4.19-4.20), we know that
∣∣∣ψ−h−,%−〉 = 1√Z |G|h−−1 ∑
i0,...,i`−1
∑
R
e%−BRd
2−`−2h−
R
`−1∏
α=0
χR(iα)
∣∣φi0 · · ·φi`−1〉 ,
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〈
ψ+h+,%+
∣∣∣ = 1√
Z
|G|h+−1
∑
i0,...,i`−1
〈
φi0 · · ·φi`−1
∣∣∑
R
e%+BRd
2−`−2h+
R
`−1∏
α=0
χR(i
−1
α ),
Z = |G|g−1
∑
R
e%BRd2−2gR .
Furthermore, from (2.13), we have the character expansion
B(i, j) =
∑
R
BR dR χR(ij
−1).
We can use these relations to calculate the energy of a state ρ = |ψ−〉〈ψ+|:
Eψ+h+,%+ ,ψ
−
h−,%−
= −
`−1∑
α=0
Lα
∑
iα,i′α
〈
ψ+h+,%+
∣∣∣Bi′αiα∣∣∣φiα〉〈φi′α∣∣∣ψ−h−,%−〉
= − 1
Z
|G|h+h−−2
`−1∑
α=0
Lα
∑
i0,...,i`−1
∑
i′α
∑
R′′
BR′′dR′′χR′′(iαi
′−1
α )
∑
R,R′
e%+BR+%−BR′d2−`−2h+R d2−`−2h−R′
 αˆ∏
β
χR(i
−1
β )χR′(iβ)
χR(i−1α )χR′(i′α)

= − 1
Z
|G|g
∑
α
Lα
∑
R
BR e
%BR d2−2gR
= −|G|L
∑
R
BR
e%BRd2−2gR∑
R′ e
%BR′d2−2gR′
, (B.6)
where L is the total spatial length of the chosen time-slice.
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Appendix C
The Migdal Formalism for YM2 and
insertion of Wilson Loops
C.1 Migdal formalism
In this appendix we present some details of the Migdal formalism discussed in §2.1. Migdal’s recipe
for calculating YM2 partition functions is as follows:
1. “Triangulate” space-time Σ. More generally, tile space-time with polygons. We refer to these
polygons as plaquettes. Each plaquette consists of some number of vertices and an equal
number of edges. We use γ as an index for the set of all edges in Σ. The tiling may be
arbitrarily crude, except it must be fine enough to encode the fundamental group pi1(Σ).
2. To each edge γ, assign an element gγ of the gauge group G. Additionally, to each plaquette
P assign an area %P .
3. For each plaquette P , calculate the holonomy HP , defined as the oriented product of group
elements about plaquette P . From this, construct the following sum over all irreducible
representations of G:
ΓP (HP , %P ) =
∑
R∈ irrep(G)
dR χR(HP ) e
− e
2%
P
c2(R)
2 , (C.1)
where dR is the dimension of representation R, χR(g) is the trace over g in reprentation R,
and c2(R) is the quadratic Casimir for R(G).
4. The partition function is computed by the following integral over all possible assignments of
{gγ}:
Z =
∫ ∏
γ∈Σ
dgγ
∏
P∈Σ
ΓP (HP , %P ). (C.2)
The ΓP (HP , %P ) can be thought of as local Boltzmann weights in a lattice path integral.
43
It is easy to show that this integral is invariant under refinement of the triangulation.44 We
43 In writing an integral over group elements, we are working in the langauge of continuous groups. However this
analysis should work equally well for finite groups with the integral replaced by a summation.
44 For example:
g2
g4g3
g1g2
g4g3
g1
g%
% 
%+
 (g1g2g3g4, %) =
R
dg  (g1g2g, %+) (g
 1g3g4, % )
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are therefore justified in taking (C.2) to be the partition function of YM2 in the continuum
(the limit in which triangles have zero area).
If we restrict ourselves to closed Riemann surfaces Σ, we can use the standard “4g-gon con-
struction”. Namely, if we consider a closed surface of genus g, the coarsest, and hence simplest,
triangulation is a polygon with 4g sides, labeled g1h1g
−1
1 h
−1
1 · · · gghgg−1g h−1g , where the order of
group elements indicates orientation (Fig. C.1).
g1
h1
g2
h2
g3
h3
h−13
g−13
g−12
h−12
h−11
g−11
Figure C.1: Example: a one plaquette triangulation of the 3-torus.
From (C.1) and (C.2), we thus find
Z(%, g) =
∫
[dg dh]
∑
R∈ irrep(G)
dR χR
(
g1h1g
−1
1 h
−1
1 · · · gghgg−1g h−1g
)
e−
e2%c2(R)
2 ,
where [dg dh] ≡ dg1 · · · dgg dh1 · · · dhg. By repeated use of the identities∫
dg χR(a g b g
−1) = d−1R χR(a)χR(b),
∫
dg χR(a g)χR′(g
−1 b) = d−1R χR(a b) δRR′ , (C.3)
along with
χR(1) = dR, (C.4)
we find
Z(%, g) =
∑
R∈ irrep(G)
d2−2gR e
− e2% c2(R)
2 . (C.5)
C.2 Wilson Loop Insertions in Gauge Theory
We now consider the insertion of Wilson loops. A Wilson loop is the trace of the holonomy around
an oriented loop with a representation assigned, WC(%C ,RC) = χRC (HC). The area enclosed by the
contour C is denoted %C . It is a simple matter to include such objects in the lattice theory using
the Migdal construction. We will consider various inequivalent ways of embedding Wilson loops
into our geometry.45
45For the remainder of this appendix, we now work in the langauge of generalized YM2, where the area-dependent
exponentials are of the form earea×BR . For the specific example of straight YM2, simply substitute BR → − e
2c2(R)
2
.
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C.2.1 Contractible Wilson Loops
First we consider the expectation value of a contractible loop. We do this by making a slight
modification to the 4g-gon construction, adding an additional internal loop over which we trace
(Fig. C.2).
g1
h1
g2
h2
g3
h3
h−13
g−13
g−12
h−12
h−11
g−11
w
w′ w′−1
Figure C.2: Example of a 3-torus with a contractible Wilson loop (labeled by group element w and represented by
a dark line). This is a two plaquette construction.
We take the internal loop to be the path over which the connection is integrated. For a Wilson
loop encompassing area %C and assigned representation RC , the expectation value is〈
WC(%C ,RC)
〉
Σg,%
(C.6)
=
∑
R,R′
dRdR′e
(%−%C)BRe%CBR′
{∫
[dg dh]dw′dw χR
(
g∏
σ=1
gσhσg
−1
σ h
−1
σ · w′w−1w′−1
)
χR′(w)χRC(w)
}
=
∑
R
d2−2gR e
(%−%C)BR fR,(%C ,RC), (C.7)
where we have again made repeated use of the character identities (C.3) and (C.4). In (C.7) we
have made the convenient definition
fR,(%C ,RC) ≡
∑
R′
dR′
dR
e%CBR′
∫
dw χR¯(w) χR′(w) χRC (w).
The generalization to N non-intersecting contractible Wilson loops is straightforward. The expec-
tation value is〈
WC1(%1,R1) · · ·WCN (%N ,RN )
〉
Σg,%
=
∑
R
d2−2gR e
(%−%C)BR fR,(%1,R1) · · · fR,(%N ,RN ). (C.8)
C.2.2 Non-Contractible Wilson Loop
As a second example, we calculate the expectation value of a non-contractible Wilson loop, WCα(RCα ),
encircling a single handle (Fig. C.3).
For a non-contractible loop, we do not specify an enclosed area since there is no sensible way
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g1
h1
h2
g3
h3
h−13
g−13
h−12
h−11
g−11
w
w−1
Figure C.3: Example of a 3-torus with a non-contractible Wilson loop (labeled by group element w and represented
by a dark line). This is a one plaquette construction.
in which to assign one. The expectation value is
〈
WCα(RCα )
〉
Σg,%
=
∑
R
dRe
%BR
∫
[dg dh]χR
(
g∏
σ=1
gσhσg
−1
σ h
−1
σ
)
χRCα (gα)
=
∑
R
d2−2gR e
%BRFR,RCα , (C.9)
where we have made the definition
FR,RCα ≡
∫
dg χR(g)χR¯(g)χRCα (g).
C.2.3 Multiple Non-Contractible Wilson Loops
Finally, if we have N non-intersecting Wilson loops encircling N distinct handles, we find〈
WCα1 (RCα1 )
· · ·WCαN (RCαN )
〉
Σg,%
(C.10)
=
∑
R
dRe
%BR
∫
[dg dh]χR
(
g∏
σ=1
gσhσg
−1
σ h
−1
σ
)
χRCα1
(gα1) · · ·χRCαN (gαN )
≡
∑
R
dN+1−2gR e
%BRFR,{Rm}, (C.11)
where we have made the definition
FR,{R1,...,RN} ≡
∫
dg1 · · · dgN χR(g1 . . . gN ) χR¯(g1) · · ·χR¯(gN ) χR1(g1) · · ·χRN (gN ).
C.3 Entanglement Entropy with Wilson Loops
We can now calculate entanglement entropies in the presence of Wilson loops via the replica trick.
We start by dividing our surface into two regions, A and B. We consider the same A/B partitioning
used in §5; namely each region, A or B, is composed of a discrete set of disjoint space-like loops.
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C.3.1 Entanglement Entropy with a Contractible Wilson Loop
First let us consider the case in which our unreplicated space-time has a single contractible Wilson
loop of representation RC and area %C . When we cut and paste, we end up with an n-sheeted surface
of genus n(g − 1) + 1 with n non-intersecting, contractible Wilson loops, each with representation
RC and area %C . From (C.8) we have〈
n∏
m=1
WCm(%C ,RC)
〉
Σ(n(g−1)+1,n%)
=
∑
R
d
n(2−2g)
R e
n(%−%C)BRfnR,(%C ,RC)
The replica trick entanglement entropy calculation is
S = − lim
n→1
d
dn
〈∏n
m=1WCm(%C ,RC)
〉
Σ(n(g−1)+1,n%)〈
WC(%C ,RC)
〉n
Σg,%
= −
∑
R
d2−2gR e
(%−%C)BRfR,(%C ,RC)∑
R′ d
2−2g
R′ e
(%−%C)BR′fR′,(%C ,RC)
ln
[
d2−2gR e
(%−%C)BRfR,(%C ,RC)∑
R′ d
2−2g
R′ e
(%−%C)BR′fR′,(%C ,RC)
]
. (C.12)
Let us make a couple of observations about this result:
1) When RC is the trivial representation, the expression for entanglement entropy reduces back
to that without a Wilson loop – i.e., equation (5.1). This happens because e−%CBRfR,(%C ,1) is
independent of R, and hence cancels from (C.12):
fR,(%C ,1) =
∑
R′
dR′
dR
e%CBR′
∫
dg χR¯(g)χR′(g) =
∑
R′
dR′
dR
e%CBR′ δRR′ = |Z[G]| e%CBR .
2) In the topological limit e → 0, the contractible Wilson loop again provides no contribution to
the entanglement entropy. This is now true regardless of the representation RC . This happens
because, in this limit, f topoR,(%C ,1) is fully independent of R:
f topoR =
∑
R˜
dR′
dR
∫
dg χR¯(g)χR′(g)χRC (g) =
|G|
dR
∑
R′
dR′
〈
χR¯⊗RC , χR¯′
〉
=
|G|
dR
∑
R′
MR¯⊗RC
R¯′ dR¯′ =
|G|
dR
dR¯⊗RC = |G|dRC ,
where MRreducibleRirrep is the multiplicity of the irrep Rirrep in the decomposition of Rreducible. The
analogues of both of these properties have been observed before in the context of 2+1-dimensional
topological Chern-Simons theories [12], in which case they are understood in terms of the corre-
sponding conformal block structures.
C.3.2 Entanglement Entropy with Non-Contractible Wilson Loop straddling
regions A and B
Next we consider the case when the unreplicated space-time has a single non-contractible Wilson
loop, WCα(RCα ), straddling spatial regions A and B. In this case, when we cut and paste, the Wilson
loop is wrapped around all n-sheets. The final pasted configuration is simply an (n(g − 1) + 1)-
handled surface with a Wilson loop encircling a single handle. (In Fig. 5.2, the loop would encircle
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the big handle in the middle.) From (C.9), the expectation value is〈
WCα(RCα )
〉
Σ(n(g−1)+1,n%)
=
∑
R′
d
n(2−2g)
R′ e
n%BR′FR′,R.
The entanglement entropy is
S = − lim
n→1
d
dn
〈
WCα(RCα )
〉
Σ(n(g−1)+1,n%)〈
WCα(RCα )
〉n
Σg,%
= − lim
n→1
d
dn
∑
R′ d
n(2−2g)
R′ e
n%BR′FR′,R(∑
R′′ d
2−2g
R′′ e
%BR′′FR′′,R
)n
= −
∑
R′
d2−2gR′ e
%BR′FR′,R∑
R′′ d
2−2g
R′′ e
%BR′′FR′′,R
ln
[
d2−2gR′ e
%BR′∑
R′′ d
2−2g
R′′ e
%BR′′FR′′,R
]
. (C.13)
C.3.3 Entanglement Entropy with Non-Contractible Wilson Loop restricted
to region A or region B
If we again consider a non-contractible Wilson loop, WCα(RCα ), but this time straddling two disjoint
subregions of spatial region A (or two disjoint subregions of B, but not both), then upon cutting
and pasting, we have an (n(g − 1) + 1)-handled surface with Wilson loops encircling n distinct
handles. (In Fig. 5.2, this would correspond to a loop encircling n of the small, replicated handles
around the pasted geometry.) From (C.11), the expectation value for this configuration is〈
n∏
m=1
WCam (R)
〉
Σ(n(g−1)+1,n%)
=
∑
R′
d
n(3−2g)+1
R′ e
n%BR′FR′, ~R,
where ~R = {R, . . . , R} is the set of n copies of R. The entanglement entropy is
S = − lim
n→1
d
dn
〈∏n
m=1WCam (R)
〉
Σ(n(g−1)+1,n%)
〈WCa,R〉nΣg,%
= − lim
n→1
d
dn
∑
R′ d
n(3−2g)−1
R′ e
n%BR′FR′, ~R(∑
R′′ d
2−2g
R′′ e
%BR′′FR′′,R
)n
= −
∑
R′
{
d2−2gR′ e
%BR′FR′,R∑
R′′ d
2−2g
R′′ e
%BR′′FR′′,R
ln
[
d3−2gR′ e
%BR′∑
R′′ d
2−2g
R′′ e
%BR′′FR′′,R
]
+
d2−2gR′ e
%BR′ ∂nFR′, ~R|n→1∑
R′′ d
2−2g
R′′ e
%BR′′FR′′,R
}
. (C.14)
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