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Periodic Homogenization
of Green and Neumann Functions
Carlos E. Kenig∗ Fanghua Lin † Zhongwei Shen‡
Abstract
For a family of second-order elliptic operators with rapidly oscillating periodic coef-
ficients, we study the asymptotic behavior of the Green and Neumann functions, using
Dirichlet and Neumann correctors. As a result we obtain asymptotic expansions of
Poisson kernels and the Dirichlet-to-Neumann maps as well as near optimal conver-
gence rates in W 1,p for solutions with Dirichlet or Neumann boundary conditions.
1 Introduction
The main purpose of this paper is to study the asymptotic behavior of the Green and
Neumann functions for a family of elliptic operators with rapidly oscillating coefficients.
More precisely, consider
Lε = −div
(
A (x/ε)∇) = − ∂
∂xi
[
aαβij
(x
ε
) ∂
∂xj
]
, ε > 0 (1.1)
(the summation convention is used throughout the paper). We will assume that A(y) =
(aαβij (y)) with 1 ≤ i, j ≤ d and 1 ≤ α, β ≤ m is real and satisfies the ellipticity condition
µ|ξ|2 ≤ aαβij (y)ξαi ξβj ≤
1
µ
|ξ|2 for y ∈ Rd and ξ = (ξαi ) ∈ Rdm, (1.2)
where µ > 0, and the periodicity condition
A(y + z) = A(y) for y ∈ Rd and z ∈ Zd. (1.3)
We will also impose the smoothness condition
|A(x)− A(y)| ≤ τ |x− y|λ for some λ ∈ (0, 1] and τ ≥ 0. (1.4)
Let Gε(x, y) =
(
Gαβε (x, y)
)
and Nε(x, y) =
(
Nαβε (x, y)
)
denote the Green and Neumann
functions respectively, for Lε in a bounded domain Ω, with pole at y. We are interested in
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the asymptotic behavior, as ε→ 0, of Gε(x, y), Nε(x, y), ∇xGε(x, y) and ∇xNε(x, y) as well
as ∇x∇yGε(x, y) an ∇x∇yNε(x, y). We shall use G0(x, y) and N0(x, y) to denote the Green
and Neumann functions respectively, for the homogenized (effective) operator L0 in Ω.
Let P βj = xj(0, . . . , 1, . . . ) with 1 in the β
th position for 1 ≤ j ≤ d and 1 ≤ β ≤ m.
To state our main results, we need to introduce the matrix of Dirichlet correctors Φβε,j =(
Φ1βε,j, . . . ,Φ
mβ
ε,j
)
in Ω, defined by
Lε(Φβε,j) = 0 in Ω and Φβε,j = P βj on ∂Ω, (1.5)
as well as the matrix of Neumann correctors Ψβε,j =
(
Ψ1βε,j, . . . ,Ψ
mβ
ε,j
)
in Ω, defined by
Lε(Ψβε,j) = 0 in Ω and
∂
∂νε
(
Ψβε,j
)
=
∂
∂ν0
(
P βj
)
on ∂Ω. (1.6)
Here ∂/∂νε denotes the conormal derivative associated with Lε for ε ≥ 0.
The following are the main results of the paper.
Theorem 1.1. Let Lε = −div
(
A(x/ε)∇) with the matrix A(y) satisfying conditions (1.2),
(1.3) and (1.4). Then for any x, y ∈ Ω,
|Gε(x, y)−G0(x, y)| ≤ Cε|x− y|d−1 (1.7)
if Ω is a bounded C1,1 domain, and
∣∣ ∂
∂xi
{
Gαβε (x, y)
}− ∂
∂xi
{
Φαγε,j(x)
} · ∂
∂xj
{
Gγβ0 (x, y)
}∣∣ ≤ Cε ln [ε−1|x− y|+ 2]|x− y|d (1.8)
if Ω is a bounded C2,η domain for some η ∈ (0, 1), where C depends only on d, m, µ, τ , λ
and Ω.
Theorem 1.2. Suppose that A(y) satisfies the same conditions as in Theorem 1.1. Also
assume that A∗ = A, i.e., aαβij (y) = a
βα
ji (y) for 1 ≤ i, j ≤ d and 1 ≤ α, β ≤ m. Then for any
x, y ∈ Ω,
|Nε(x, y)−N0(x, y)| ≤ Cε ln [ε
−1|x− y|+ 2]
|x− y|d−1 (1.9)
if Ω is a bounded C1,1 domain, where C depends only on d, m, µ, τ , λ and Ω. Moreover, if
Ω is a bounded C2,η domain for some η ∈ (0, 1),
∣∣ ∂
∂xi
{
Nαβε (x, y)
}− ∂
∂xi
{
Ψαγε,j(x)
} · ∂
∂xj
{
Nγβ0 (x, y)
}∣∣ ≤ Ct εt ln [ε−1M + 2]|x− y|d−1+t (1.10)
for any x, y ∈ Ω and t ∈ (0, 1), where M = diam(Ω) and Ct depends only on d, m, µ, τ , λ,
t and Ω.
A few remarks are in order.
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Remark 1.3. In the case of a scalar equation (m = 1), the estimate (1.7) holds for bounded
measurable coefficients satisfying (1.2) and (1.3) (see Theorem 3.3).
Remark 1.4. The matrix of Dirichlet correctors
(
Φβε,j
)
was introduced in [2] to establish
the boundary Lipschitz estimates for solutions with Dirichlet conditions, while the matrix
of Neumann correctors
(
Ψβε,β
)
was introduced in [21] to establish the same estimates for
solutions with Neumann boundary conditions. It is known that ‖Φβε,j − P βj ‖L∞(Ω) ≤ Cε and
‖∇Φβε,j‖L∞(Ω)+ ‖∇Ψβε,j‖L∞(Ω) ≤ C. Under the condition Ψβε,j(x0) = P βj (x0) for some x0 ∈ Ω,
we also have ‖Ψβε,j − P βj ‖L∞(Ω) ≤ Cε ln[ε−1M + 2] (see Propositions 2.4 and 2.5).
Remark 1.5. Estimates (1.7) and (1.9) in Theorems 1.1 and 1.2 allow us to establish O(ε)
estimates for ‖uε− u0‖Lp(Ω) (1 < p ≤ ∞) for solutions with Dirichlet or Neumann boundary
conditions (see Theorems 3.4 and 4.5). More importantly, estimates (1.8) and (1.10) yield
near optimal convergence rates in W 1,p(Ω) for any 1 < p <∞. In fact, let Lε(uε) = F in Ω
and uε = 0 on ∂Ω. Then
‖uε − u0 −
{
Φβε,j − P βj
}∂uβ0
∂xj
‖W 1,p
0
(Ω) ≤ Cp ε
{
ln[ε−1M + 2]
}4| 1
2
− 1
p
|‖F‖Lp(Ω). (1.11)
In the case of Neumann boundary conditions we obtain
‖uε − u0 −
{
Ψβε,j − P βj
}∂uβ0
∂xj
‖W 1,p(Ω) ≤ Ct,p εt‖F‖Lp(Ω) (1.12)
for any t ∈ (0, 1), where Lε(uε) = F in Ω, ∂uε∂νε = 0 on ∂Ω and
∫
Ω
F =
∫
∂Ω
uε = 0. See
subsections 3.2 and 4.2 for details. Let wε = uε − u0 − εχβj (x/ε)∂u
β
0
∂xj
, where (χβj (y)) denotes
the matrix of correctors for L1 in Rd. Estimates (1.11) and (1.12) should be compared to
the well known O(ε1/2) estimate: ‖wε‖H1(Ω) = O(ε1/2) (see e.g. [6]), and to the following
estimate,
‖wε‖H1/2(Ω) +
{∫
Ω
|∇wε(x)|2 dist(x, ∂Ω) dx
}1/2
≤ Cε‖F‖L2(Ω), (1.13)
proved in [20, Theorems 3.4 and 5.2]. Due to the presence of a boundary layer, both the
O(ε1/2) estimate and (1.13) are more or less sharp. The Dirichlet and Neumann correctors
are introduced precisely to deal with boundary layer phenomena in periodic homogenization.
Remark 1.6. Our approach to Theorems 1.1 and 1.2 also leads to asymptotic estimates
of ∇x∇yGε(x, y) and ∇x∇yNε(x, y) (see subsection 3.3 and Remark 4.9). As a result we
obtain asymptotic expansions for (∂/∂xi)(Lε)−1(∂/∂xj) and Λε, the Dirichlet-to-Neumann
map associated with Lε.
The asymptotic expansion of the fundamental solutions as well as the heat kernels for
Lε in Rd has been studied, using the method of Bloch waves; see e.g. [26, 11] and their
references (also see [24] for results obtained by the method ofG-convergence). In the presence
of boundary, the Bloch representation is no longer available. In a series of papers [2, 4,
3], M. Avellaneda and F. Lin introduced the compactness methods, which originated in
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the regularity theory in the calculus of variations and minimal surfaces, to homogenization
problems. In particular, they established an asymptotic expansion for∇yGε(x, y) in [4], using
Dirichlet correctors. As a result, it was proved in [4] that if Ω is C1,η for some η ∈ (0, 1),
Pε(x, y) = P0(x, y)ωε(y) +Rε(x, y) for x ∈ Ω and y ∈ ∂Ω, (1.14)
where Pε(x, y) (ε ≥ 0) denotes the Poisson kernel for Lε in Ω,
ωε(y) =
∂
∂n(y)
{
Φ∗ε,k(y)
} · nk(y)h(y) · ni(y)nj(y)aij(y/ε) (1.15)
and the remainder Rε(x, y) satisfies
lim
ε→0
sup
{|Rε(x, y)| : x ∈ E and y ∈ ∂Ω} = 0 (1.16)
for any compact subset E of Ω (the results are stated for the case m = 1; however, the
argument in [4] works equally well for elliptic systems). In (1.15) we have used Φ∗ε,k to
denote the Dirichlet correctors for L∗ε, the adjoint of Lε. Also, h(y) = (aˆijni(y)nj(y))−1
and (aˆij) is the (constant) coefficient matrix of L0. The expansion (1.14) was used in [4] to
identify the limit, as ε → 0, of solutions to a problem of exact boundary controllability for
the wave operator ∂
2
∂t2
+ Lε.
Our Theorem 1.1 gives a much more refined estimate of Rε(x, y) in (1.14) (under the
stronger condition ∂Ω ∈ C2,η). Indeed, it follows from the estimate (1.8) that
|Rε(x, y)| ≤ C ε ln[ε
−1|x− y|+ 2]
|x− y|d for any x ∈ Ω, y ∈ ∂Ω. (1.17)
Besides its applications to boundary control problems, estimate (1.17) may also be used to
investigate the Dirichlet problem
Lε(uε) = 0 in Ω and uε(x) = f(x, x/ε) on ∂Ω, (1.18)
where f(x, y) is 1-periodic in y. The Dirichlet problem (1.18) arises natually in the study
of boundary layer phenomena and higher-order convergence in periodic homogenization (see
e.g. [25, 1, 15, 14] and their references). Let vε be the solution to
L0(vε) = 0 in Ω and vε = f(x, x/ε)ωε(x) on ∂Ω, (1.19)
where ωε is given by (1.15). It follows from the estimate (1.17) that
‖uε − vε‖Lp(Ω) = O
(
(ε[ln(1/ε)]2)1/p
)
for any 1 ≤ p <∞
(see Theorem 3.9). This effectively reduces the asymptotic problem (1.18) to the study of
convergence properties of ωε on ∂Ω, under various geometric conditions on Ω. This line of
research will be developed in a future work.
We now describe the main ideas in the proof of Theorems 1.1 and 1.2. The basic tools
in our approach are representation formulas by Green and Neumann functions, uniform
estimates for Green functions established in [2],
|∇xGε(x, y)|+ |∇yGε(x, y)| ≤ C|x− y|1−d and |∇x∇yGε(x, y)| ≤ C|x− y|−d, (1.20)
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and the same estimates obtained in [20] for Neumann functionsNε(x, y). LetDr = D(x0, r) =
B(x0, r) ∩ Ω and ∆r = ∆(x0, r) = B(x0, r) ∩ ∂Ω for some x0 ∈ Ω and 0 < r < r0. First, to
establish (1.7), we will show that if p > d,
‖uε − u0‖L∞(D1) ≤ C
∫
D4
|uε − u0| dx+ Cε‖∇u0‖L∞(D4) + Cp ε‖∇2u0‖Lp(D4), (1.21)
where Lε(uε) = L0(u0) in D4 and uε = u0 on ∆4. This is done by considering wε(x) =
uε(x)−u0(x)−εχ(x/ε)∇u0 and using the Green representation formula and the observation
that Lε(wε) = ε ∂∂xi
(
bijk(x/ε)
∂2u0
∂xj∂xk
)
, where bijk(y) is a bounded periodic function. Estimate
(1.7) follows from (1.21) by a more or less standard argument (see subsection 3.1). Next, we
show in subsection 3.2 that
‖∇uε − (∇Φε)(∇u0)‖L∞(Dr) ≤
C
rd+1
∫
D4r
|uε − u0| dx+ Cεr−1‖∇u0‖L∞(D4r)
+ Cε ln[ε−1r + 2]‖∇2u0‖L∞(D4r) + Cεrη‖∇2u0‖C0,η(D4r),
(1.22)
if Lε(uε) = L0(u0) in D4r and uε = u0 on ∆4r. Estimate (1.8) follows easily from (1.22) by
taking uε(x) = Gε(x, y0) and u0(x) = G0(x, y0). By repeating the argument, estimate (1.22)
also gives an asymptotic expansion for ∇x∇yGε(x, y) (see Theorem 3.11). To prove (1.22),
we let
wε = uε(x)− u0(x)−
{
Φβε,j − P βj
}∂uβ0
∂xj
(1.23)
and represent wε in Dr, using the Green function in D˜, where D˜ is a C
2,η domain such that
D3r ⊂ D˜ ⊂ D4r.
Although a bit more complicated, the proof of Theorem 1.2 follows the same line of
argument as Theorem 1.1. In subsections 4.1 and 4.2 we establish boundary L∞ and Lipschitz
estimates similar to (1.21) and (1.22) for uε and u0 satisfying Lε(uε) = L0(u0) in D4r and
∂uε
∂νε
= ∂u0
∂ν0
on ∆4r. The results rely on the uniform L
p and Neumann function estimates
obtained in [23, 21] under the additional symmetry condition A∗ = A.
The rest of the paper is organized as follows. Section 2 contains some basic formulas
and estimates which are more or less known. The case of Dirichlet boundary conditions is
treated in Section 3, while Section 4 is devoted to the case of Neumann boundary conditions.
In Section 5 we prove two inequalities, which are used in subsection 4.3 and are of interest
in their own right, for the Dirichlet-to-Neumann map Λ0.
2 Preliminaries
Let Lε = −div(A(x/ε)∇) with A(y) =
(
aαβij (y)
)
satisfying (1.2)-(1.3). Let χ(y) =
(
χαβj (y)
)
denote the matrix of correctors for L1 in Rd, where χβj (y) = (χ1βj (y), . . . , χmβj (y)) is defined
by the following cell problem:
L1(χβj ) = −L1(P βj ) in Rd,
χβj is periodic with respect to Z
d and
∫
Y
χβj dy = 0,
(2.1)
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for each 1 ≤ j ≤ d and 1 ≤ β ≤ m. Here Y = [0, 1)d ≃ Rd/Zd and P βj (y) = yj(0, . . . , 1, . . . , 0)
with 1 in the βth position. The homogenized operator is given by L0 = −div(Aˆ∇), where
Aˆ = (aˆαβij ) and
aˆαβij =
∫
Y
[
aαβij + a
αγ
ik
∂
∂yk
(
χγβj
)]
dy. (2.2)
It is known that the constant matrix Aˆ is positive definite with an ellipticity constant de-
pending only on d, m and µ (see [6]).
Let
bαβij (y) = aˆ
αβ
ij − aαβij (y)− aαγik (y)
∂
∂yk
(
χγβj
)
. (2.3)
Since
∫
Y
bαβij dy = 0 and
∂
∂yi
(
bαβij
)
= 0 by (2.2) and (2.1), there exists F αβkij ∈ H1(Y ) such that
bαβij =
∂
∂yk
{
F αβkij
}
and F αβkij = −F αβikj . (2.4)
Remark 2.1. To see (2.4), one solves ∆fαβij = b
αβ
ij in Y with f
αβ
ij ∈ H1(Y ) and
∫
Y
fαβij dy = 0,
and let
F αβkij (y) =
∂fαβij
∂yk
− ∂f
αβ
kj
∂yi
(see e.g. [20]). Note that if A(y) is Ho¨lder continuous, then ∇χ and hence bαβij are Ho¨lder
continuous. It follows that ∇F is Ho¨lder continuous. In particular, ‖χ‖C1(Y ) + ‖F‖C1(Y ) is
bounded by a constant depending only on d, m, µ, λ and τ . In the case of the scalar equation
(m = 1) with bounded measurable coefficients, the corrector χ is Ho¨lder continuous by the De
Giorgi -Nash estimates. This, together with Cacciopoli’s inequality and Ho¨lder’s inequality,
implies that there exist t > 0 and C > 0, depending only on d and µ, such that∫
B(x,r)
|∇χ| dy ≤ C rd−1+t for x ∈ Y and 0 < r < 1.
In view of (2.3) we obtain∫
B(x,r)
|bij(y)| dy ≤ C rd−1+t for x ∈ Y and 0 < r < 1. (2.5)
Since ∆fij = bij in Y and
∫
Y
fijdy = 0,
‖∇fij‖L∞(Y ) ≤ C‖∇fij‖L2(Y ) + C sup
x∈Y
∫
Y
|bij(y)|
|x− y|d−1 dy ≤ C(d, µ), (2.6)
where we have used (2.5) to estimate the last integral in (2.6). It follows that ‖Fkij‖∞ ≤
C(d, µ).
The following proposition plays an important role in this paper. We mention that formula
(2.8) with V βε,j(x) = P
β
j (x)+εχ
β
j (x/ε) is known and may be used to show that ‖uε−u0‖L2(Ω) ≤
Cε‖u0‖H2(Ω), where Lε(uε) = L0(u0) in Ω and uε = u0 on ∂Ω (see e.g. [20]). The proof of
our main results on the first-order derivatives of Green and Neumann functions will rely on
(2.8) with the matrices of Dirichlet and Neumann correctors respectively in the place of the
functions V βε,j.
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Proposition 2.2. Suppose that uε ∈ H1(Ω), u0 ∈ H2(Ω) and Lε(uε) = L0(u0) in Ω. Let
wε(x) = uε(x)− u0(x)−
{
V βε,j(x)− P βj (x)
} · ∂uβ0
∂xj
, (2.7)
where V βε,j = (V
1β
ε,j , . . . , V
mβ
ε,j ) ∈ H1(Ω) and Lε(V βε,j) = 0 in Ω for each 1 ≤ j ≤ d and
1 ≤ β ≤ m. Then
(Lε(wε))α =ε ∂
∂xi
{[
F αγjik (x/ε)
] ∂2uγ0
∂xj∂xk
}
+
∂
∂xi
{
aαβij (x/ε)
[
V βγε,k (x)− xkδβγ
] ∂2uγ0
∂xj∂xk
}
+ aαβij (x/ε)
∂
∂xj
[
V βγε,k (x)− xkδβγ − εχβγk (x/ε)
] ∂2uγ0
∂xi∂xk
,
(2.8)
where δβγ = 1 if β = γ, and zero otherwise.
Proof. Note that
aαβij (x/ε)
∂wβε
∂xj
= aαβij
(x
ε
) ∂uβε
∂xj
−aαβij
(x
ε
) ∂uβ0
∂xj
− aαβij
(x
ε
) ∂
∂xj
{
V βγε,k − xkδβγ
}
· ∂u
γ
0
∂xk
− aαβij
(x
ε
){
V βγε,k − xkδβγ
}
· ∂
2uγ0
∂xk∂xj
.
This, together with Lε(uε) = L0(u0), gives
{Lε(wε)}α =− ∂
∂xi
{[
aˆαβij − aαβij (x/ε)
] ∂uβ0
∂xj
}
+
{Lε(V γε,k − P γk )}α · ∂uγ0∂xk
+ aαβij (x/ε)
∂
∂xj
{
V βγε,k − xkδβγ
}
· ∂
2uγ0
∂xi∂xk
+
∂
∂xi
{
aαβij (x/ε)
[
V βγε,k − xkδβγ
]
· ∂
2uγ0
∂xk∂xj
}
.
Since
Lε
(
V γε,k − P γk
)
= −Lε
(
P γk
)
= Lε
{
εχγk(x/ε)
}
,
we obtain
{Lε(wε)}α =− ∂
∂xi
{
bαβij (x/ε)
∂uβ0
∂xj
}
+ aαβij (x/ε)
∂
∂xj
{
V βγε,k (x)− xkδβγ −
∂χβγk
∂xj
(x/ε)
}
· ∂
2uγ0
∂xi∂xk
+
∂
∂xi
{
aαβij (x/ε)
[
V βγε,k − xkδβγ
]
· ∂
2uγ0
∂xk∂xj
}
,
(2.9)
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where bαβij (y) is defined by (2.3). In view of (2.4), we may re-write the first term in the right
hand side of (2.9) as
− ∂
∂xi
{
∂
∂xk
[
εF αβkij (x/ε)
]
· ∂u
β
0
∂xj
}
= ε
∂
∂xi
{
F αβkij (x/ε) ·
∂2uβ0
∂xk∂xj
}
.
The formula (2.8) now follows.
The next proposition will be used to handle the Neumann boundary condition (cf. [21]).
Proposition 2.3. Let wε be given by (2.7). Suppose that
∂
∂νε
{
V βε,k
}
= ∂
∂ν0
{
P βk
}
. Then(
∂wε
∂νε
)α
=
(
∂uε
∂νε
)α
−
(
∂u0
∂ν0
)α
− niaαβij (x/ε)
{
V βγε,k − P βγk
} · ∂2uγ0
∂xk∂xj
. (2.10)
Proof. Note that(
∂wε
∂νε
)α
=
(
∂uε
∂νε
)α
−
(
∂u0
∂νε
)α
− niaαβij (x/ε)
∂
∂xj
[
V βγε,k − P βγk
] · ∂uγ0
∂xk
− niaαβij (x/ε)
[
V βγε,k − P βγk
] · ∂2uγ0
∂xj∂xk
.
(2.11)
Since ∂
∂νε
{
V βε,k
}
= ∂
∂ν0
{
P βk
}
, the third term in the right hand side of (2.11) equals −
(
∂u0
∂ν0
)α
+(
∂u0
∂νε
)α
. This gives (2.10).
The following two propositions provide the properties of the Dirichlet and Neumann
correctors needed in this paper.
Proposition 2.4. Let Lε = −div
(
A(x/ε)∇) with A(y) satisfying (1.2), (1.3) and (1.4). Let(
Φβε,j
)
denote the matrix of Dirichlet correctors for Lε in a C1,η domain Ω. Then
|∇Φβj (x)| ≤ C, |Φβε,j(x)− P βj (x)| ≤ Cε (2.12)
and ∣∣∇{Φβε,j(x)− P βj (x)− εχβj (x/ε)}∣∣ ≤ Cmin{1, εδ(x)
}
(2.13)
for any x ∈ Ω, where δ(x) = dist(x, ∂Ω) and C depends only d, m, µ, λ, τ and Ω.
Proof. The first estimate in (2.12) follows from the Lipschitz estimate in [2]. To see the
second estimate, let uε(x) = Φ
β
ε,j(x)−P βj (x)− εχβj (x/ε). Then Lε(uε) = 0 in Ω and uε(x) =
−εχβj (x/ε) for x ∈ ∂Ω. It again follows from [2] that ‖uε‖L∞(Ω) ≤ C‖uε‖L∞(∂Ω) ≤ Cε. Hence,
‖Φβε,j − P βj ‖L∞(Ω) ≤ Cε + ‖εχβj ‖∞ ≤ Cε. Finally, note that ‖∇uε‖L∞(Ω) ≤ C. Also, by the
interior estimate in [2] and ‖uε‖L∞(Ω) ≤ Cε, one obtains |∇uε(x)| ≤ Cε[δ(x)]−1. This gives
the estimate (2.13).
8
Proposition 2.5. Let Lε = −div
(
A(x/ε)∇) with A(y) satisfying (1.2), (1.3), (1.4) and the
symmetry condition A∗ = A. Let
(
Ψβε,j
)
denote the matrix of Neumann correctors for Lε in
a C1,η domain Ω. Suppose Ψβε,j(x0) = P
β
j (x0) for some x0 ∈ Ω. Then
|∇Ψβj (x)| ≤ C, |Ψβε,j(x)− P βj (x)| ≤ Cε ln[ε−1M + 2] (2.14)
and ∣∣∇{Ψβε,j(x)− P βj (x)− εχβj (x/ε)}∣∣ ≤ Cmin{1, εδ(x)
}
(2.15)
for any x ∈ Ω, where M = diam(Ω) and C depends only d, m, µ, λ, τ and Ω.
Proof. The estimate (2.15) as well as the first estimate in (2.14) was proved in [21]. To
prove the second estimate in (2.14), we let Hβε,j = Ψ
β
ε,j(x) − P βj (x) − εχβj (x/ε). Since
|∇Hβε,j(x)| ≤ Cmin
(
1, ε[δ(x)]−1
)
, by the Fundamental Theorem of Calculus, we may deduce
that |Hβε,j(x)−Hβε,j(y)| ≤ Cε ln[ε−1M + 2] for any x, y ∈ Ω. Since |Hβε,j(x0)| = ε|χβj (x0)|, we
obtain |Hβε,j(x)| ≤ Cε ln[ε−1M + 2] for any x ∈ Ω. This gives the desired estimate.
3 Asymptotic behavior of Green functions
The goal of this section is to prove Theorem 1.1. We also establish several convergence
theorems for solutions with Dirichlet boundary conditions.
Let Lε = −div
(
A(x/ε)∇) with A(y) satisfying conditions (1.2), (1.3) and (1.4). Let
Gε(x, y) denote the matrix of Green’s functions for Lε in a bounded domain Ω. It follows
from [2] that if Ω is C1,η for some η ∈ (0, 1),
|Gε(x, y)| ≤ C|x− y|d−2 min
{
1,
δ(x)
|x− y| ,
δ(y)
|x− y| ,
δ(x)δ(y)
|x− y|2
}
,
|∇xGε(x, y)| ≤ C|x− y|d−1 min
{
1,
δ(y)
|x− y|
}
,
|∇yGε(x, y)| ≤ C|x− y|d−1 min
{
1,
δ(x)
|x− y|
}
,
|∇x∇yGε(x, y)| ≤ C|x− y|d
(3.1)
for any x, y ∈ Ω, where δ(x) = dist(x, ∂Ω). These estimates, which are well known for second-
order elliptic operators with constant coefficients, play an essential role in our approach to
Theorem 1.1.
3.1 L∞ estimates
In this subsection we give the proof of the estimate (1.7). As a corollary of (1.7), we also
establish an O(ε) estimate for ‖uε − u0‖Lp(Ω) for any p > 1 (see Theorem 3.4). Throughout
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the subsection we will assume that A(y) satisfies conditions (1.2)-(1.3) and in the case m > 1,
A(y) is Ho¨lder continuous. Let
Dr = Dr(x0, r) = B(x0, r) ∩ Ω and ∆r = ∆(x0, r) = B(x0, r) ∩ ∂Ω
for some x0 ∈ Ω and 0 < r < r0.
Lemma 3.1. Assume that Ω is Lipschitz if m = 1, and C1,η for some η ∈ (0, 1) if m > 1.
Then
‖uε‖L∞(Dr) ≤ C‖f‖L∞(∆3r) +
C
rd
∫
D3r
|uε| dx, (3.2)
where Lε(uε) = 0 in D3r and uε = f on ∆3r.
Proof. By rescaling we may assume that r = 1. The estimate is well known in the case
m = 1 and follows from the maximum principle and De Giorgi -Nash estimate. If m > 1
and f = 0, estimate (3.2) follows directly from [2, Lemma 12]. To treat the general case,
consider Lε(vε) = 0 in D˜ with the Dirichlet data vε = f on ∂D˜ ∩ ∂Ω and vε = 0 on ∂D˜ \ ∂Ω,
where D˜ is a C1,η domain such that D2 ⊂ D˜ ⊂ D3. Note that ‖vε‖L∞(D2) ≤ C‖f‖L∞(∆3) by
[2, Theorem 3], and uε − vε may be handled by [2, Lemma 12], as before.
The next lemma provides a boundary L∞ estimate.
Lemma 3.2. Assume that Ω satisfies the same assumption as in Lemma 3.1. Let uε ∈
H1(D4r) and u0 ∈ W 2,p(D4r) for some d < p ≤ ∞. Suppose that
Lε(uε) = L0(u0) in D4r and uε = u0 on ∆4r.
Then,
‖uε − u0‖L∞(Dr) ≤
C
rd
∫
D4r
|uε−u0| dx+ Cε‖∇u0‖L∞(D4r)
+ Cp εr
1− d
p ‖∇2u0‖Lp(D4r).
(3.3)
Proof. Note that if Lε(uε) = F , then Lε/r(v) = F1, where v(x) = r−2uε(rx) and F1(x) =
F (rx). Thus, by rescaling, it suffices to consider the case r = 1. To this end we choose
a domain D˜, which is C1,η for m > 1 and Lipschitz for m = 1, such that D3 ⊂ D˜ ⊂ D4.
Consider
wε = uε − u0 − εχβj (x/ε)
∂uβ0
∂xj
= w(1)ε + w
(2)
ε in D˜,
where
Lε(w(1)ε ) = Lε(wε) in D˜ and w(1)ε ∈ H10 (D˜) (3.4)
and
Lε(w(2)ε ) = 0 in D˜ and w(2)ε = wε on ∂D˜. (3.5)
10
Since w
(2)
ε = wε = −εχ(x/ε)∇u0 on ∆3 and ‖χ‖∞ ≤ C, it follows from Lemma 3.1 that
‖w(2)ε ‖L∞(D1) ≤ Cε‖∇u0‖L∞(∆3) + C
∫
D3
|w(2)ε | dx
≤ Cε‖∇u0‖L∞(∆3) + C
∫
D3
|wε| dx+ C
∫
D3
|w(1)ε | dx
≤ C
∫
D3
|uε − u0| dx+ Cε‖∇u0‖L∞(D3) + C‖w(1)ε ‖L∞(D3).
This gives
‖uε − u0‖L∞(D1) ≤ C
∫
D3
|uε − u0| dx+ Cε‖∇u0‖L∞(D3) + C‖w(1)ε ‖L∞(D3). (3.6)
To estimate w
(1)
ε in D3, we use the Green function representation
w(1)ε (x) =
∫
D˜
G˜ε(x, y)Lε(wε)(y) dy,
where G˜ε(x, y) denotes the matrix of Green functions for Lε in D˜. Using (2.8) with V βε,j =
P βj (x) + εχ
β
j (x/ε), we obtain
w(1)ε (x) = −ε
∫
D˜
∂
∂yi
{
G˜ε(x, y)
} · [Fjik (y/ε) + aij (y/ε)χk (y/ε)] · ∂2u0
∂yj∂yk
dy,
where we have suppressed the superscripts for notational simplicity. Note that by Remark
2.1, ‖Fjik‖∞ ≤ C. It follows that
|w(1)ε (x)| ≤Cε
∫
D˜
|∇yG˜ε(x, y)| |∇2u0(y)| dy
≤ Cε‖∇2u0‖Lp(D4)
{∫
D˜
|∇yG˜ε(x, y)|p′ dy
}1/p′
≤ Cp ε‖∇2u0‖Lp(D4)
(3.7)
if p > d, where we have used Ho¨lder’s inequality and ‖∇yG˜ε(x, ·)‖Lp′(D˜) ≤ Cp. This, together
with (3.6), completes the proof.
We are now ready to prove the first estimate in Theorem 1.1. Note that in the scalar
case m = 1, no smoothness condition on A(y) is needed in the following theorem.
Theorem 3.3. Suppose that A(y) satisfies conditions (1.2)-(1.3). If m > 1, we also assume
that A(y) is Ho¨lder continuous. Let Ω be a bounded C1,1 domain. Then
|Gε(x, y)−G0(x, y)| ≤ Cε|x− y|d−1 for any x, y ∈ Ω, (3.8)
where C depends only on d, m, µ, Ω as well as λ and τ (if m > 1).
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Proof. Under the assumptions on A and Ω, the estimates |Gε(x, y)| ≤ C |x − y|2−d and
|∇xG0(x, y)| ≤ C|x − y|1−d hold for any x, y ∈ Ω and ε ≥ 0. We now fix x0, y0 ∈ Ω and
r = |x0 − y0|/8. Let f ∈ C∞0 (D(y0, r)),
uε(x) =
∫
Ω
Gε(x, y)f(y) dy and u0(x) =
∫
Ω
G0(x, y)f(y) dy.
Then Lε(uε) = L0(u0) = f in Ω and uε = u0 = 0 on ∂Ω. Also, note that since Ω is C1,1,{ ‖∇2u0‖Lp(Ω) ≤ Cp‖f‖Lp(D(y0,r)) for any 1 < p <∞,
‖∇u0‖L∞(Ω) ≤ Cp r1−
d
p‖f‖Lp(D(y0,r)) for any p > d
(3.9)
(see e. g. [16]).
Next, let
wε = uε − u0 − εχβj (x/ε)
∂uβ0
∂xj
= θε(x) + zε(x),
where θε ∈ H10 (Ω) and Lε(θε) = Lε(wε) in Ω. Observe that by (2.8) with V βj,ε = P βj (x) +
εχβj (x/ε) and Remark 2.1, ‖θε‖H10 (Ω) ≤ C ε‖∇2u0‖L2(Ω) ≤ C ε‖f‖L2(D(y0,r0)). By Ho¨lder’s and
Sobolev’s inequalities, this implies that
‖θε‖L2(D(x0,r)) ≤ C r‖θε‖Lq(Ω) ≤ C εr‖f‖L2(D(y0,r)) ≤ C εr1+
d
2
− d
p‖f‖Lp(D(y0,r)), (3.10)
where q = 2d
d−2 and p > d. Also, note that since Lε(zε) = 0 in Ω and zε = wε on ∂Ω,
‖zε‖L∞(Ω) ≤ C‖zε‖L∞(∂Ω) ≤ C ε‖∇u0‖L∞(∂Ω). (3.11)
In view of (3.9)-(3.11), we obtain
‖uε − u0‖L2(D(x0,r)) ≤ ‖θε‖L2(D(x0,r)) + ‖zε‖L2(D(x0,r)) + C εr
d
2‖∇u0‖L∞(Ω)
≤ ‖θε‖L2(D(x0,r)) + C εr
d
2‖∇u0‖L∞(Ω)
≤ C εr1+ d2− dp‖f‖Lp(D(y0,r)),
(3.12)
where p > d. This, together with Lemma 3.2 and (3.9), gives
|uε(x0)− u0(x0)| ≤ Cp εr1−
d
p ‖f‖Lp(D(y0,r)).
It then follows by duality that{∫
D(y0,r)
|Gε(x0, y)−G0(x0, y)|p′ dy
}1/p′
≤ Cp εr1−
d
p for any p > d.
Finally, since L∗ε
(
Gε(x0, ·)
)
= L∗0
(
G0(x0, ·)
)
= 0 in D(y0, r), we may invoke Lemma 3.2
again to conclude that
|Gε(x0, y0)−G0(x0, y0)| ≤ C
rd
∫
D(y0,r)
|Gε(x0, y)−G0(x0, y)| dy
+ C ε‖∇yG0(x0, ·)‖L∞(D(y0,r))
+ Cp εr
1− d
p‖∇2yG0(x0, ·)‖Lp(D(y0,r0))
≤ C εr1−d,
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where we also used{
1
rd
∫
D(y0,r)
|∇2yG0(x0, y)|p dy
}1/p
≤ Cp r−2‖G0(x0, ·)‖L∞(D(y0,2r)) ≤ Cp r−d,
obtained by the boundaryW 2,p estimates on C1,1 domains [16]. This completes the proof.
As a corollary of estimate (3.8), we obtain an O(ε) estimate for ‖uε − u0‖Lp(Ω) for any
p > 1. In particular, we recover the estimate ‖uε − u0‖L2(Ω) ≤ Cε‖F‖L2(Ω), proved in [17]
for scalar equations with bounded measurable coefficients satisfying (1.2)-(1.3). Also see [20]
for estimates of ‖uε − u0‖L2(Ω) on Lipschitz domains.
Theorem 3.4. Suppose that A(y) and Ω satsify the same conditions as in Theorem 3.3. For
F ∈ L2(Ω) and ε ≥ 0, let uε ∈ H10 (Ω) be the solution of Lε(uε) = F in Ω. Then the estimate
‖uε − u0‖Lq(Ω) ≤ Cε‖F‖Lp(Ω) (3.13)
holds if 1 < p < d and 1
q
= 1
p
− 1
d
, or p > d and q =∞. Moreover,
‖uε − u0‖L∞(Ω) ≤ Cε
[
ln
(
ε−1M + 2
)]1− 1
d‖F‖Ld(Ω), (3.14)
where M = diam(Ω).
Proof. It follows from the Green function representation and Theorem 3.3 that
|uε(x)− u0(x)| ≤ C ε
∫
Ω
|F (y)|
|x− y|d−1 dy, for any x ∈ Ω.
This leads to (3.13) for 1 < p < d and 1
q
= 1
p
− 1
d
by the well known estimates for fractional
integrals. The case of p > d and q = ∞ follows directly from Ho¨lder’s inequality. To see
(3.14), we bound |Gε(x, y)−G0(x, y)| by C|x− y|2−d if |x− y| < ε, and by Cε|x− y|1−d if
|x− y| ≥ ε. By Ho¨lder’s inequality, this gives
|uε(x)− u0(x)| ≤ C
∫
D(x,ε)
|F (y)|
|x− y|d−2 dy + Cε
∫
Ω\D(x,ε)
|F (y)|
|x− y|d−1 dy
≤ Cε‖F‖Ld(Ω) + Cε
[
ln
(
ε−1M + 2
) ]1− 1
d‖F‖Ld(Ω)
≤ Cε[ ln (ε−1M + 2) ]1− 1d‖F‖Ld(Ω),
which completes the proof.
3.2 Lipschitz estimates
In this subsection we give the proof of (1.8). As a corollary of (1.8), we also obtain an O(ε)
estimate for uε − u0 − {Φε,j − Pj}∂u0∂xj in W
1,p
0 (Ω) for any 1 < p <∞.
Recall that D(r) = D(x0, r) = B(x0, r) ∩ Ω and ∆r = ∆(x0, r) = B(x0, r) ∩ ∂Ω, where
x0 ∈ Ω and 0 < r < r0. Throughout this subsection we will assume that Ω is a bounded
C2,η domain for some η ∈ (0, 1) and A = A(y) satisfies conditions (1.2), (1.3) and (1.4).
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Lemma 3.5. Suppose that uε ∈ H1(D4r), u0 ∈ C2,ρ(D4r) and Lε(uε) = L0(u0) in D4r, where
0 < ρ < η. Also assume that uε = u0 on ∆4r. Then, if 0 < ε < r,
‖∂u
α
ε
∂xi
− ∂
∂xi
{
Φαβε,j
} · ∂uβ0
∂xj
‖L∞(Dr)
≤ C
rd+1
∫
D4r
|uε − u0| dx+ Cεr−1‖∇u0‖L∞(D4r)
+ Cε ln
[
ε−1r + 2
]‖∇2u0‖L∞(D4r) + Cεrρ‖∇2u0‖C0,ρ(D4r),
(3.15)
where Φε =
(
Φαβε,j
)
denotes the matrix of Dirichlet correctors for Lε in Ω.
Proof. We begin by choosing a C2,η domain D˜ such that D3r ⊂ D˜ ⊂ D4r. Let
wε = uε − u0 −
{
Φβε,j − P βj
} · ∂uβ0
∂xj
.
Note that wε = 0 on ∆4r. Write wε = w
(1)
ε + w
(2)
ε in D˜, where w
(1)
ε ∈ H10 (D˜) and Lε(w(1)ε ) =
Lε(wε) in D˜. Since Lε(w(2)ε ) = 0 in D3r and w(2)ε = wε = 0 on ∆3r, it follows from the
boundary Lipschitz estimate in [2, Lemma 20] that
‖∇w(2)ε ‖L∞(Dr) ≤
C
rd+1
∫
D2r
|w(2)ε | dx
≤ C
rd+1
∫
D2r
|wε| dx+ Cr−1‖w(1)ε ‖L∞(D2r)
≤ C
rd+1
∫
D2r
|uε − u0| dx+ Cεr−1‖∇u0‖L∞(D2r) + Cr−1‖w(1)ε ‖L∞(D2r),
where we have used the estimate ‖Φβε,j − P βj ‖∞ ≤ Cε in Proposition 2.4. This implies that
‖∇wε‖L∞(Dr) ≤
C
rd+1
∫
D2r
|uε − u0| dx+ Cεr−1‖∇u0‖L∞(D2r) + C‖∇w(1)ε ‖L∞(D2r),
where we have used ‖w(1)ε ‖L∞(D2r) ≤ Cr‖∇w(1)ε ‖L∞(D2r). Thus,
‖∂u
α
ε
∂xi
− ∂
∂xi
{
Φαβε,j
} · ∂uβ0
∂xj
‖L∞(Dr)
≤ C
rd+1
∫
D2r
|uε − u0| dx+ Cεr−1‖∇u0‖L∞(D2r)
+ Cε‖∇2u0‖L∞(D2r) + C‖∇w(1)ε ‖L∞(D2r).
(3.16)
To estimate ∇w(1)ε on D2r, we use the Green function representation
w(1)ε (x) =
∫
D˜
G˜ε(x, y)Lε(wε)(y) dy,
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where G˜ε(x, y) is the matrix of Green functions for Lε in the C2,η domain D˜. Let
fi(x) = εFkij (x/ε)
∂2u0
∂xj∂xk
+ aij (x/ε)
[
Φε,k − Pk
] · ∂2u0
∂xj∂xk
,
where we have suppressed the superscripts for notational simplicity. In view of (2.8), we
obtain
w(1)ε (x) =−
∫
D˜
∂
∂yi
{
G˜ε(x, y)
} · {fi(y)− fi(x)} dy
+
∫
D˜
G˜ε(x, y)aij (y/ε)
∂
∂yj
[
Φε,k − Pk − εχk (y/ε)
] · ∂2u0
∂yi∂yk
dy.
It follows that
|∇w(1)ε (x)| ≤
∫
D˜
|∇x∇yG˜ε(x, y)| |f(y)− f(x)| dy
+ C‖∇2u0‖L∞(D4r)
∫
D˜
|∇xG˜ε(x, y)|
∣∣∇y[Φε,j − Pj − εχj (y/ε) ]∣∣ dy. (3.17)
To handle the first term in the right hand side of (3.17), we use |∇x∇yG˜ε(x, y)| ≤ C|x−y|−d
and the observation that
‖f‖L∞(D4r) ≤ C ε‖∇2u0‖L∞(D4r),
|f(x)− f(y)| ≤ C|x− y|ρ {ε1−ρ‖∇2u0‖L∞(D4r) + ε‖∇2u0‖C0,ρ(D4r)} .
This yields that∫
D˜
|∇x∇yG˜ε(x, y)||f(y)− f(x)| dy
≤ C ε‖∇2u0‖L∞(D4r)
∫
D˜\B(x,ε)
dy
|x− y|d
+ C
{
ε1−ρ‖∇2u0‖L∞(D4r) + ε‖∇2u0‖C0,ρ(D4r)
}∫
D˜∩B(x,ε)
dy
|x− y|d−ρ
≤ C ε ln[ε−1r + 2]‖∇2u0‖L∞(D4r) + Cε1+ρ‖∇2u0‖C0,ρ(D4r).
Finally, using the estimates |∇xG˜ε(x, y)| ≤ Cdist(y, ∂Ω)|x − y|−d and |∇xG˜ε(x, y)| ≤
C|x − y|1−d as well as estimates in Proposition 2.4, we see that the second term in the
right-hand side of (3.17) is bounded by
C‖∇2u0‖L∞(D4r)
{
ε
∫
D˜\B(x,ε)
dy
|x− y|d +
∫
D˜∩B(x,ε)
dy
|x− y|d−1
}
≤ C ε ln[ε−1r + 2]‖∇2u0‖L∞(D4r).
Thus we have proved that
‖∇w(1)ε ‖L∞(D3r) ≤ C ε ln[ε−1r + 2]‖∇2u0‖L∞(D4r) + Cε1+ρ‖∇2u0‖C0,ρ(D4r).
This, together with (3.16), completes the proof of (3.15).
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We are now ready to give the proof of the estimate (1.8).
Theorem 3.6. Suppose that A(y) satisfies conditions (1.2), (1.3) and (1.4). Let Ω be a
bounded C2,η domain for some η ∈ (0, 1). Then
∣∣ ∂
∂xi
{
Gαγε (x, y)
}− ∂
∂xi
{
Φαβε,j (x)
} · ∂
∂xj
{
Gβγ0 (x, y)
}∣∣ ≤ C ε ln[ε−1|x− y|+ 2]|x− y|d , (3.18)
for any x, y ∈ Ω, where C depends only on d, m, µ, λ, τ and Ω.
Proof. Fix x0, y0 ∈ Ω and r = |x0 − y0|/8. We may assume that ε ≤ r, since the case ε > r
is trivial and follows from the size estimate of |∇xGε(x, y)|, |∇xG0(x, y)| and (2.12).
Let uε(x) = Gε(x, y0) and u0(x) = G0(x, y0). Then Lε(uε) = L0(u0) = 0 in D4r =
D(x0, 4r) and uε = u0 = 0 on ∆4r = ∆(x0, 4r). Note that by Theorem 3.3, we have ‖uε −
u0‖L∞(D4r) ≤ C εr1−d. Also, since Ω is C2,η, we have ‖∇u0‖L∞(D4r) ≤ Cr1−d, ‖∇2u0‖L∞(D4r) ≤
Cr−d and ‖∇2u0‖C0,ρ(D4r) ≤ Cr−d−ρ. It then follows from Lemma 3.5 that
‖∂u
α
ε
∂xi
− ∂
∂xi
{
Φαβε,j
} · ∂uβ0
∂xj
‖L∞(Dr) ≤ Cεr−d ln[ε−1r + 2].
This finishes the proof.
As a corollary of the estimate (3.18), we obtain an O(ε) estimate (up to a logarithmic
factor if p 6= 2) for uε − u0 − {Φε,j − Pj}∂u0∂xj in W
1,p
0 (Ω).
Theorem 3.7. Assume that A(y) and Ω satisfy the same assumptions as in Theorem 3.6.
Let 1 < p <∞. For F ∈ Lp(Ω) and ε ≥ 0, let uε ∈ W 1,p0 (Ω) and Lε(uε) = F in Ω. Then
‖uε − u0 −
{
Φβε,j − P βj
}∂uβ0
∂xj
‖W 1,p
0
(Ω) ≤ Cp ε
{
ln[ε−1M + 2]
}4| 1
2
− 1
p
|‖F‖Lp(Ω), (3.19)
where M = diam(Ω) and Cp depends only on d, m, p, µ, λ, τ and Ω.
Proof. We will show that for any 1 ≤ p ≤ ∞,
‖∂u
α
ε
∂xi
− ∂
∂xi
{
Φαβε,j
} · ∂uβ0
∂xj
‖Lp(Ω) ≤ Cε
{
ln[ε−1M + 2]
}4| 1
2
− 1
p
| ‖F‖Lp(Ω). (3.20)
This, together with (2.12) and the estimate ‖∇2u0‖Lp(Ω) ≤ C‖F‖Lp(Ω) for 1 < p <∞, gives
(3.19). To see (3.20), we use Theorem 3.6 as well as estimates on |∇xGε(x, y)| and |∇Φε| to
deduce that ∣∣∂uαε
∂xi
− ∂
∂xi
{
Φαβε,j
} · ∂uβ0
∂xj
∣∣ ≤ C ∫
Ω
Kε(x, y)|f(y)| dy,
where
Kε(x, y) =
{
ε|x− y|−d ln [ε−1|x− y|+ 2], if |x− y| ≥ ε,
|x− y|1−d, if |x− y| < ε. (3.21)
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Note that
sup
x∈Ω
∫
Ω
Kε(x, y) dy + sup
y∈Ω
∫
Ω
Kε(x, y) dx ≤ Cε
{
ln[ε−1M + 2]
}2
.
This gives (3.20) in the case p = 1 or ∞. Thus, by the M. Riesz interpolation theorem, it
suffices to prove the estimate for p = 2.
Let wε = uε − u0 − {Φβε,j − P βj }∂u
β
0
∂xj
and δ(x) = dist(x, ∂Ω). We may deduce from
Propositions 2.2 and 2.4 that∫
Ω
|∇wε|2 dx ≤ Cε
∫
Ω
|∇2u0| |∇wε| dx+ Cε
∫
Ω
[δ(x)]−1|∇2u0| |wε| dx
≤ Cε‖∇2u0‖L2(Ω)‖∇wε‖L2(Ω),
(3.22)
where, for the last inequality, we have used Ho¨lder’s inequality as well as Hardy’s inequality
‖[δ(x)]−1wε‖L2(Ω) ≤ C‖∇wε‖L2(Ω). The desired estimate follows easily from (3.22).
Let G∗ε(x, y) =
(
G∗αβε (x, y)
)
denote the matrix of Green’s functions for L∗ε, the adjoint of
Lε. By Theorem 3.6,∣∣ ∂
∂xi
{
G∗αγε (x, y)
}− ∂
∂xi
{
Φ∗αβε,j (x)
} · ∂
∂xj
{
G∗βγ0 (x, y)
}∣∣ ≤ C ε ln[ε−1|x− y|+ 2]|x− y|d , (3.23)
where Φ∗ε denotes the matrix of Dirichlet correctors for L∗ε in Ω. Since G∗αβε (x, y) = Gβαε (y, x),
we obtain∣∣ ∂
∂yi
{
Gγαε (x, y)
}− ∂
∂yi
{
Φ∗αβε,j (y)
} · ∂
∂yj
{
Gγβ0 (x, y)
}∣∣ ≤ C ε ln[ε−1|x− y|+ 2]|x− y|d . (3.24)
This leads to an asymptotic expansion of the Poisson kernel for Lε on Ω.
Let (hαβ(y)) denote the inverse matrix of
(
ni(y)nj(y)aˆ
αβ
ij
)
m×m.
Theorem 3.8. Suppose that A(y) satisfies conditions (1.2), (1.3) and (1.4). Let Pε(x, y) =(
P αβε (x, y)
)
be the Poisson kernel for Lε on a C2,η domain Ω. Then
P αβε (x, y) = P
αγ
0 (x, y)ω
γβ
ε (y) +R
αβ
ε (x, y), (3.25)
where
ωγβε (y) = h
γσ(y) · ∂
∂n(y)
{
Φ∗ρσε,k (y)
} · nk(y) · ni(y)nj(y)aρβij (y/ε), (3.26)
|Rαβε (x, y)| ≤
C ε ln[ε−1|x− y|+ 2]
|x− y|d for any x ∈ Ω and y ∈ ∂Ω, (3.27)
and C depends only on d, m, µ, λ, τ and Ω.
Proof. Note that
P αβε (x, y) = −ni(y)aγβji (y/ε)
∂
∂yj
{
Gαγε (x, y)
}
= − ∂
∂n(y)
{
Gαγε (x, y)
} · ni(y)nj(y)aγβij (y/ε), (3.28)
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since Gε(x, ·) = 0 on ∂Ω. By (3.24), we obtain∣∣P αβε (x, y) + ∂∂n(y){Gασ0 (x, y)} · ∂∂n(y){Φ∗γσε,k (y)} · ni(y)nj(y)aγβij (y/ε)nk(y)∣∣
≤ C ε ln[ε
−1|x− y|+ 2]
|x− y|d .
(3.29)
In view of (3.28) (with ε = 0), we have
P αβ0 (x, y)h
βσ(y) = − ∂
∂n(y)
{
Gασ0 (x, y)
}
.
This, together with (3.29), gives
|P αβε (x, y)− P αγ0 (x, y)ωγβε (y)| ≤
C ε ln[ε−1|x− y|+ 2]
|x− y|d ,
for any x ∈ Ω and y ∈ ∂Ω, where ωε(y) is defined by (3.26).
With the asymptotic expansion for the Poisson kernels at our disposal, we may approx-
imate the solution of the Lp Dirichlet problem: Lε(uε) = 0 in Ω and uε = fε on ∂Ω by
the solution of the homogenized system with boundary data ωεfε. As mentioned in the
Introduction, the case fε(x) = f(x, x/ε) with f(x, y) periodic in y is of particular interest.
Theorem 3.9. Assume that A(y) and Ω satisfy the same assumptions as in Theorem 3.8.
Let Lε(uε) = 0 in Ω and uε = fε on ∂Ω. Then for any 1 ≤ p <∞,
‖uε − vε‖Lp(Ω) ≤ C
{
ε
(
ln[ε−1M + 2]
)2}1/p ‖fε‖Lp(∂Ω), (3.30)
where L0(vε) = 0 in Ω and vε = ωεfε on ∂Ω, with ωε defined by (3.26).
Proof. Since
uε(x) =
∫
∂Ω
Pε(x, y)fε(y) dy and vε(x) =
∫
∂Ω
P0(x, y)ωε(y)fε(y) dy,
it follows from Theorem 3.8 that
|uε(x)− vε(x)| ≤
∫
∂Ω
|Rε(x, y)||fε(y)| dy.
Using
|Rε(x, y)| ≤ C
{|∇yGε(x, y)|+ |∇yG0(x, y)|} ≤ Cδ(x)|x− y|−d,
where δ(x) = dist(x, ∂Ω), we see that
∫
∂Ω
|Rε(x, y)| dy ≤ C for any x ∈ Ω. It then follows
by Ho¨lder’s inequality that
|uε(x)− vε(x)|p ≤ C
∫
∂Ω
|Rε(x, y)||fε(y)|p dy. (3.31)
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Now, by Theorem 3.8 as well as the estimate |Rε(x, y)| ≤ C|x− y|1−d, we obtain∫
Ω
|Rε(x, y)| dx ≤ C
∫
Ω∩B(y,ε)
dx
|x− y|d−1 + Cε
∫
Ω\B(y,ε)
ln[ε−1|x− y|+ 2]
|x− y|d dx
≤ Cε{ ln[ε−1M + 2]}2,
for any y ∈ ∂Ω. This, together with (3.31) and Fubini’s Theorem, gives (3.30).
We end this section with another approximation result. Note that by (3.20),
‖∇(Lε)−1(F )−∇Φε · ∇(L0)−1(F )‖Lp(Ω) ≤ Cε
{
ln[ε−1M + 2]
}4| 1
2
− 1
p
|‖F‖Lp(Ω), (3.32)
for 1 ≤ p ≤ ∞. By duality this gives the following.
Theorem 3.10. Assume that A(y) and Ω satisfy the same assumptions as in Theorem 3.8.
For f = (fαi ) ∈ L2(Ω) and ε ≥ 0, let uε ∈ H10 (Ω) and Lε(uε) = div(f) in Ω. Then if
f ∈ Lp(Ω) for some 1 ≤ p ≤ ∞,
‖uε − vε‖Lp(Ω) ≤ C ε
{
ln[ε−1M + 2]
}4| 1
2
− 1
p
|‖f‖Lp(Ω), (3.33)
where vε ∈ H10 (Ω) and L0(vε) = div(Fε) with
F αε,i(x) = f
β
j (x)
∂
∂xj
{
Φ∗βαε,i
}
.
3.3 An asymptotic expansion for ∇x∇yGε(x, y) and its applications
In this subsection we derive an asymptotic expansion for ∇x∇yGε(x, y). As its applications
we obtain asymptotic expansions for (∂/∂xi)
(Lε)−1(∂/∂xj) and the Dirichlet-to-Neumann
map associated with Lε.
Theorem 3.11. Suppose that A(y) satisfies conditions (1.2), (1.3) and (1.4). Let Ω be a
C3,η domain for some η > 0. Then∣∣ ∂2
∂xi∂yj
{
Gαβε (x, y)
}− ∂
∂xi
{
Φαγε,k(x)
} · ∂2
∂xk∂yℓ
{
Gγσ0 (x, y)
} · ∂
∂yj
{
Φ∗βσε,ℓ (y)
}∣∣
≤ Cε ln
[
ε−1|x− y|+ 2]
|x− y|d+1
(3.34)
for any x, y ∈ Ω, where C depends only on d, m, µ, λ, τ and Ω.
Proof. Fix x0, y0 ∈ Ω. Let r = |x0 − y0|/8. Since |∇x∇yGε(x, y)| ≤ C|x− y|−d, it suffices to
consider the case ε < r. Fix 1 ≤ β ≤ m and 1 ≤ j ≤ d, let
uαε (x) =
∂Gαβε
∂yj
(x, y0),
uα0 (x) =
∂
∂yj
{
Φ∗βσε,ℓ
}
(y0) · ∂G
ασ
0
∂yℓ
(x, y0)
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in D4r = D(x0, 4r). In view of (3.24) we obtain
‖uε − u0‖L∞(D4r) ≤ Cεr−d ln
[
ε−1r + 2
]
. (3.35)
Since Ω is C3,η, we have ‖∇u0‖L∞(D4r) ≤ Cr−d,
‖∇2u0‖L∞(D4r) ≤ Cr−d−1 and ‖∇2u0‖C0,η(D4r) ≤ Cr−d−1−η. (3.36)
By Lemma 3.5, estimates (3.35) and (3.36) imply that
‖∂u
α
ε
∂xi
− ∂
∂xi
{
Φαγε,k
} · ∂uγ0
∂xk
‖L∞(Dr) ≤
Cε ln
[
ε−1r + 2
]
rd+1
.
This gives the desired estimate (3.34).
Let uε ∈ H10 (Ω) and Lε(uε) = div(f) in Ω, where f = (fβj ) ∈ L2(Ω). Then ∂u
α
ε
∂xi
=
T αβε,ij(f
β
j ), where
T αβε,ij(g)(x) = p.v.
∫
Ω
∂2
∂xi∂yj
{
Gαβε (x, y)
}
g(y) dy.
It is known that if Ω is C1,η and A(y) satisfies conditions (1.2)-(1.4), operators T αβε,ij are
uniformly bounded on Lp(Ω) for 1 < p <∞, and of weak type (1, 1) [5].
Theorem 3.12. Suppose that Ω and A(y) satisfy the same conditions as in Theorem 3.11.
Let 1 < p <∞ and g ∈ Lp(Ω). Then as ε→ 0,
T αβε,ij(g)−
∂
∂xi
{
Φαγε,k
} · T γσ0,kℓ( ∂∂xj {Φ∗βσε,ℓ }g
)
+
∂
∂xi
{
Φαγε,k
} · T γσ0,kℓ( ∂∂xj {Φ∗βσε,ℓ }
)
· g
→ 0 in Lq(Ω),
(3.37)
for any 1 < q < p.
Proof. Let Sε(g) denote the left hand side of (3.37). By uniform boundedness of ‖T αβε,ij‖Lp→Lp,
‖∇Φε‖∞ and ‖∇Φ∗ε‖∞, we see that the operators Sε : Lp(Ω)→ Lq(Ω) are uniformly bounded
for 1 < q < p <∞. As a result we may assume that g ∈ C1(Rd).
Note that Sε(1) = 0 and
Sε(g)(x) = Sε(g − g(x))(x) = p.v.
∫
Ω
Kε(x, y)
{
g(y)− g(x)} dy,
where, by Theorem 3.11 and the estimate |∇x∇yGε(x, y)| ≤ C|x− y|−d, the integral kernel
Kε(x, y) satisfies
|Kε(x, y)| ≤ Cmin
{
1
|x− y|d ,
ε ln[ε−1|x− y|+ 2]
|x− y|d+1
}
.
It follows that if ε < (1/2),
|Sε(g)(x)| ≤ C‖g‖C1(Ω)
∫
B(x,
√
ε)
dy
|x− y|d−1 + Cε‖g‖L∞(Ω)
∫
Ω\B(x,√ε)
ln[ε−1|x− y|+ 2]
|x− y|d+1 dy
≤ C√ε| ln ε|‖g‖C1(Ω).
Hence, ‖Sε(g)‖Lq(Ω) → 0 as ε→ 0. This completes the proof.
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Finally, we consider the Dirichlet-to-Neumann map Λε associated with the operator Lε.
Let f ∈ H1/2(∂Ω) and uε ∈ H1(Ω) be the solution of Lε(uε) = 0 in Ω and uε = f on
∂Ω. The map Λε : H
1/2(∂Ω) → H−1/2(∂Ω) is defined by Λε(f) = ∂uε∂νε . It is known that
Λε : W
1,p(∂Ω) → Lp(∂Ω) is uniformly bounded for 1 < p <∞, if Ω is C1,η [21]. In the case
that Ω is Lipschitz, the map is uniformly bounded for 1 < p < 2 + δ if m = 1 [22], and for p
close to 2 if m > 1 [23]. For simplicity we will assume m = 1 and A∗ = A in the rest of this
subsection.
Let
ωε(x) = ni(x)nj(x)aij(x/ε) · [nk(x)nℓ(x)aˆkℓ]−1 · ∂
∂n
{
Φε,s
} · ns(x).
Then ‖ωε‖L∞(∂Ω) ≤ C. It follows from Theorem 3.11 that∣∣ ∂
∂νε(x)
{
Pε(x, y)
}−ωε(x) · ∂
∂ν0(x)
{
P0(x, y)
} · ωε(y)∣∣
≤ Cε ln[ε
−1|x− y|+ 2]
|x− y|d+1
(3.38)
for any x, y ∈ ∂Ω. Using Φε,k(x) = xk on ∂Ω, one may show that ninj aˆijωε(x) = nkΛε(xk).
Theorem 3.13. Suppose that Ω and A(y) satisfy the same conditions as in Theorem 3.11.
We further assume that m = 1 and A∗ = A. Let f ∈ H1(∂Ω). Then
Λε(f)− ni ∂f
∂tij
Λε(xj) + ωε
[
fΛ0(ωε)− Λ0(ωεf)
]
+ ωεni
∂f
∂tij
[
Λ0(ωεxj)− xjΛ0(ωε)
]→ 0, (3.39)
in Lq(∂Ω) for any 1 < q < 2, where ∂f
∂tij
= (ni
∂
∂xj
− nj ∂∂xi )f .
Proof. By a linear change of variables Theorems 5.1 and 5.2 in Section 5 continue to hold
for Λ = Λ0. It follows that ‖Λ0(ωεf) − fΛ0(ωε)‖L2(∂Ω) ≤ C‖f‖H1(∂Ω) and ‖Λ0(ωεxj) −
xjΛ0(ωε)‖Lp(∂Ω) ≤ Cp‖ωε‖Lp(∂Ω) ≤ Cp for any 1 < p <∞. Hence, by Ho¨lder’s inequality, the
left hand side of (3.39), as an operator, is uniformly bounded from H1(∂Ω) to Lq(∂Ω) for
any 1 < q < 2. Consequently, it suffices to show that for f ∈ C2(∂Ω), the left hand side of
(3.39) goes to zero in L∞(∂Ω), as ε→ 0.
To this end, recall that Λε(f) =
∂uε
∂νε
, where uε(z) =
∫
Ω
Pε(z, y)f(y) dσ(y) for z ∈ Ω.
Write
uε(z)− f(x) =
∫
∂Ω
Pε(z, y)
{
f(y)− f(x)} dσ(y)
=
∫
∂Ω
Pε(z, y)
{
f(y)− f(x)− ni(x) ∂f
∂tij(x)
· (yj − xj)
}
dσ(y)
+
∫
∂Ω
Pε(z, y)ni(x)
∂f
∂tij(x)
· (yj − xj) dσ(y)
=
∫
∂Ω
Pε(z, y)
{
f(y)− f(x)− ni(x) ∂f
∂tij(x)
· (yj − xj)
}
dσ(y)
+ ni(x)
∂f
∂tij(x)
· [Φε,j(z)− xj].
(3.40)
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Since |f(y)− f(x) − ni(x) · ∂f/∂tij(x) · (yj − xj)| ≤ Cf |y − x|2 for x, y ∈ ∂Ω, it follows by
taking derivatives in z and then letting z → x in (3.40) that
Λε(f)(x) =
∫
∂Ω
∂
∂νε(x)
{
Pε(x, y)
}{
f(y)− f(x)− ni(x) ∂f
∂tij(x)
· (yj − xj)
}
dσ(y)
+ ni(x)
∂f
∂tij(x)
Λε(xj).
In view of (3.38) as well as the estimate |∇xPε(x, y)| ≤ C|∇x∇yGε(x, y)| ≤ C|x− y|−d, we
obtain
Λε(f)(x) = Iε(x) + ni
∂f
∂tij
Λε(xj)
+
∫
∂Ω
ωε(x)
∂
∂ν0(x)
{
P0(x, y)
}
ωε(y)
{
f(y)− f(x)− ni(x) ∂f
∂tij(x)
· (yj − xj)
}
dσ(y)
= Iε(x) + ni
∂f
∂tij
Λε(xj) + ωε
[
Λ0(ω0f)− fΛ0(ωε)
]
+ ωεni
∂f
∂tij
[
xjΛ0(ωε)− Λ0(ωεxj)
]
,
where the term Iε(x) satisfies
|Iε(x)| ≤ Cf
{
ε
∫
∂Ω\B(x,ε)
ln[ε−1|x− y|+ 2]
|y − x|d−1 dσ(y) +
∫
B(x,ε)∩∂Ω
dσ(y)
|y − x|d−2
}
≤ Cf ε[ln(ε−1M + 2)]2.
This gives the desired estimate.
4 Asymptotic behavior of Neumann functions
Throughout this section we will assume that A(y) satisfies conditions (1.2), (1.3) and (1.4).
Under these conditions one may construct a matrix of Neumann functions Nε(x, y) =(
Nαβε (x, y)
)
in a bounded Lipschitz domain Ω such that
Lε
{
Nβε (·, y)
}
= eβδy(x) in Ω,
∂
∂νε
{
Nβε (·, y)
}
= −eβ|∂Ω|−1 on ∂Ω,∫
∂Ω
Nβε (x, y)dσ(x) = 0,
(4.1)
where Nβε (x, y) = (N
1β
ε (x, y), . . . , N
mβ
ε (x, y)) and e
β = (0, . . . , 1, . . . , 0) with 1 in the βth
position. Let uε ∈ H1(Ω) be a solution to Lε(uε) = F in Ω and ∂uε∂νε = g on ∂Ω. Then
uε(x)− 1|∂Ω|
∫
∂Ω
uε =
∫
Ω
Nε(x, y)F (y) dy +
∫
∂Ω
Nε(x, y)g(y) dσ(y). (4.2)
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Under the additional assumption that A∗ = A and Ω is C1,η for some η ∈ (0, 1), it was
proved in [21] that 
|Nε(x, y)| ≤ C|x− y|d−2 ,
|∇xN(x, y)|+ |∇yNε(x, y)| ≤ C|x− y|d−1 ,
|∇x∇yNε(x, y)| ≤ C|x− y|d
(4.3)
for any x, y ∈ Ω. The goal of this section is to establish the asymptotic estimates of Nε(x, y)
and ∇xNε(x, y) in Theorem 1.2.
4.1 L∞ estimates
The goal of this subsection is to prove the estimate (1.9). We also obtain an O(ε) estimate
(up to a logarithmic factor) for ‖uε−u0‖Lp(Ω) for solutions with Neumann conditions. Recall
that Dr = Dr(x0, r) = B(x0, r)∩Ω and ∆r = ∆(x0, r) = B(x0, r)∩ ∂Ω for some x0 ∈ Ω and
0 < r < r0. We begin with an L
∞ estimate for local solutions.
Lemma 4.1. Let Ω be a bounded C1,η domain for some η ∈ (0, 1). Let uε ∈ H1(D3r) and
u0 ∈ W 2,p(D3r) for some p > d. Suppose that Lε(uε) = L0(u0) in D3r and ∂uε∂νε = ∂u0∂ν0 on ∆3r.
Then, if 0 < ε < (r/2),
‖uε − u0‖L∞(Dr) ≤
C
rd
∫
D3r
|uε − u0|+ Cε ln[ε−1r + 2]‖∇u0‖L∞(D3r)
+ Cp εr
1− d
p‖∇2u0‖Lp(D3r).
(4.4)
Proof. By rescaling we may assume r = 1. Choose a C1,η domain D˜ such that D2 ⊂ D˜ ⊂ D3.
Let
wε = uε(x)− u0(x)− εχβj (x/ε)
∂uβ0
∂xj
.
Using Proposition 2.2 with V βε,j = P
β
j (x) + εχ
β
j (x/ε), we see that
(L(wε))α = ε ∂
∂xi
{
bαβijk(x/ε)
∂2uβ0
∂xj∂xk
}
, (4.5)
where bαβijk(y) = F
αβ
jik (y) + a
αγ
ij (y)χ
γβ
k (y) is a bounded periodic function. Also, by a direct
computation, we have(
∂wε
∂νε
)α
=
(
∂uε
∂νε
)α
−
(
∂u0
∂ν0
)α
+
ε
2
(
ni
∂
∂xj
− nj ∂
∂xi
){
F αγjik(x/ε)
∂uγ0
∂xk
}
− εnibαβijk(x/ε)
∂2uβ0
∂xj∂xk
(4.6)
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(see [20, Lemma 5.1]). Let wε = w
(1)
ε + w
(2)
ε , where
(
w(1)ε (x)
)α
= −ε
∫
D˜
∂
∂yi
{
N˜αβε (x, y)
} · bβγijk(y/ε) · ∂2uγ0∂yj∂yk dy (4.7)
and N˜ε(x, y) denotes the matrix of Neumann functions for Lε in D˜. Since |∇yN˜ε(x, y)| ≤
C|x− y|1−d, it follows from Ho¨lder’s inequality that
‖w(1)ε ‖L∞(D2) ≤ Cp ε‖∇2u0‖Lp(D3) for any p > d. (4.8)
To estimate w
(2)
ε , we observe that Lε(w(2)ε ) = 0 in D˜ and(
∂w
(2)
ε
∂νε
)α
=
(
∂uε
∂νε
)α
−
(
∂u0
∂ν0
)α
+
ε
2
(
ni
∂
∂xj
− nj ∂
∂xi
){
F αγjik(x/ε)
∂uγ0
∂xk
}
(4.9)
on ∂D˜. Let w
(2)
ε = w
(21)
ε + w
(22)
ε , where(
w(21)ε
)α
(x) = −ε
2
∫
∂D˜
(
ni
∂
∂yj
− nj ∂
∂yi
){
N˜αβε (x, y)
} · F βγjik(y/ε)∂uγ0∂yk dσ(y). (4.10)
For each x ∈ D˜, choose xˆ ∈ ∂D˜ such that |xˆ − x| = dist(x, ∂D˜). Note that for y ∈ ∂D˜,
|y − xˆ| ≤ |y − x|+ |x− xˆ| ≤ 2|y − x|. Thus, |∇yN˜ε(x, y)| ≤ C|y − xˆ|1−d and
|(w(21)ε )α(x)| = ε2 ∣∣
∫
∂D˜
(
ni
∂
∂yj
− nj ∂
∂yi
){
N˜αβε (x, y)
} · {fβji(y)− fβji(xˆ)} dσ(y)∣∣
≤ Cε
∫
∂D˜
|f(y)− f(xˆ)|
|y − xˆ|d−1 dσ(y),
where f(y) = (fβji(y)) =
(
F βγjik(y/ε)
∂uγ
0
∂yk
(y)
)
. Since ‖f‖L∞(D3) ≤ C‖∇u0‖L∞(D3) and
|f(y)− f(xˆ)| ≤ Cε−1|y − xˆ|‖∇u0‖L∞(D3) + |y − xˆ|ρ‖∇u0‖C0,ρ(D3),
where 0 < ρ < η and we have used the fact ‖F βγjik‖C1(Y ) ≤ C, it follows that
|w(21)ε (x)| ≤ Cε‖∇u0‖L∞(D3)
∫
∂D˜\B(xˆ,ε)
|xˆ− y|1−d dσ(y)
+ C‖∇u0‖L∞(D3)
∫
B(xˆ,ε)∩∂D˜
|y − xˆ|2−d dσ(y)
+ Cε‖∇u0‖C0,ρ(D3)
∫
B(xˆ,ε)∩∂D˜
|y − xˆ|1−d+ρ dσ(y)
≤ Cε ln[ε−1 + 2]‖∇u0‖L∞(D3) + Cε1+ρ‖∇u0‖C0,ρ(D3).
By Sobolev imbedding, this implies that
‖w(21)ε ‖L∞(D2) ≤ Cε ln[ε−1 + 2]‖∇u0‖L∞(D3) + Cp ε‖∇2u0‖Lp(D3) (4.11)
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for any p > d.
Finally, to estimate w
(22)
ε , we note that Lε(w(22)ε ) = 0 inD2 and ∂∂νε{w
(22)
ε } = ∂uε∂νε− ∂u0∂ν0 = 0
on ∆2. It follows from [21, Theorem 3.1] that
‖w(22)ε ‖L∞(D1) ≤ C
∫
D2
|w(22)ε | dx
≤ C
∫
D2
|uε − u0| dx+ Cε‖∇u0‖L∞(D2)
+ C‖w(1)ε ‖L∞(D2) + C‖w(21)ε ‖L∞(D2).
Hence,
‖uε − u0‖L∞(D1) ≤C
∫
D2
|uε − u0| dx+ Cε‖∇u0‖L∞(D2)
+ C‖w(1)ε ‖L∞(D2) + C‖w(21)ε ‖L∞(D2).
This, together with (4.8) and (4.11), gives (4.4).
The next lemma on the traces of fractional integrals is known. We provide a proof for
the sake of completness.
Lemma 4.2. Let Ω be a bounded Lipschitz domain. Let g ∈ C10 (Ω ∩ B(y0, r)) for some
y0 ∈ Ω and
u(x) =
∫
Ω
g(y) dy
|x− y|d−1 .
Then ‖u‖L2(∂Ω) ≤ Cr1/2‖g‖L2(Ω).
Proof. By the well known estimates for fractional and singular integrals, ‖∇u‖L2(Ω) ≤
C‖g‖L2(Ω) and ‖u‖L2(Ω) ≤ C‖g‖Lp(Ω), where p = 2dd+2 . Choose a vector field v ∈ C∞0 (Rd,Rd)
such that < v, n >≥ c0 > 0 on ∂Ω and |v| ≤ 1, |∇v| ≤ C/r in Rd. It follows from integration
by parts and Ho¨lder’s inequality that
c0
∫
∂Ω
|u|2 dσ ≤
∫
∂Ω
< v, n > |u|2 dσ ≤ Cr−1
∫
Ω
|u|2 dx+ C
∫
Ω
|u||∇u| dx
≤ Cr−1
∫
Ω
|u|2 dx+ Cr
∫
Ω
|∇u|2 dx
≤ Cr−1‖g‖2Lp(Ω) + Cr‖g‖2L2(Ω)
≤ Cr‖g‖2L2(Ω),
where we have used the fact supp(g) ⊂ B(y0, r). This completes the proof.
We are now ready to prove the estimate (1.9).
Theorem 4.3. Suppose that A(y) satisfies conditions (1.2), (1.3), (1.4) and A∗ = A. Let
Ω be a bounded C1,1 domain. Then
|Nε(x, y)−N0(x, y)| ≤ Cε ln[ε
−1|x− y|+ 2]
|x− y|d−1 , (4.12)
for any x, y ∈ Ω, where C depends only on d, m, µ, λ, τ and Ω.
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Proof. By rescaling we may assume that diam(Ω) = 1. Fix x0, y0 ∈ Ω and let r = |x0−y0|/8.
Since |Nε(x0, y0)| ≤ Cr2−d, we may assume that ε < r. For g ∈ C∞0 (D(y0, r)) and ε ≥ 0, let
uε(x) =
∫
Ω
Nε(x, y)g(y) dy. Then Lε(uε) = g in Ω, ∂uε∂νε = − 1|∂Ω|
∫
Ω
g on ∂Ω and
∫
∂Ω
uε = 0. It
follows that Lε(uε) = L0(u0) in Ω and ∂uε∂νε = ∂u0∂ν0 on ∂Ω. Let wε = uε(x)−u0(x)−εχ
β
j (x/ε)
∂uβ
0
∂xj
.
As in the proof of Lemma 4.1,
(L(wε))α = ε ∂
∂xi
{
bαβijk(x/ε)
∂2uβ0
∂xj∂xk
}
in Ω
and (
∂wε
∂νε
)α
=
ε
2
(
ni
∂
∂xj
− nj ∂
∂xi
){
F αγjik(x/ε)
∂uγ0
∂xk
}
− εnibαβijk(x/ε)
∂2uβ0
∂xj∂xk
on ∂Ω. Now, write wε = θε + zε + ρ, where Lε(zε) = Lε(wε) in Ω,
∫
Ω
zε = 0,
∂zε
∂νε
= −εnibαβijk(x/ε)
∂2uβ0
∂xj∂xk
on ∂Ω,
and ρ = 1|∂Ω|
∫
∂Ω
{
wε − zε
}
is a constant. Note that ‖∇zε‖L2(Ω) ≤ Cε‖∇2u0‖L2(Ω) ≤
Cε‖g‖L2(Ω). Since
∫
Ω
zε = 0, by the Poincare´ inequality, we obtain ‖zε‖Lp(Ω) ≤ Cε‖g‖L2(Ω),
where p = 2d
d−2 . It follows by Ho¨lder’s inequality that
‖zε‖L2(D(x0,r)) ≤ Cr
d
2
− d
p‖zε‖Lp(D(x0,r)) ≤ Cεr‖g‖L2(Ω). (4.13)
Next, to estimate θε, we observe that Lε(θε) = 0 in Ω,
∫
∂Ω
θε = 0 and
∂θε
∂νε
=
ε
2
(
ni
∂
∂xj
− nj ∂
∂xi
){
F αγjik(x/ε)
∂uγ0
∂xk
}
.
Using a duality argument and L2 estimates for the Neumann problem in [22], we may deduce
that ‖θε‖L2(∂Ω) ≤ Cε‖∇u0‖L2(∂Ω) (see the proof of Theorem 5.2 in [20]). By the square
function estimate for the L2 Dirichlet problem [20], this implies that
‖θε‖H1/2(Ω) ≤ C‖θε‖L2(∂Ω) ≤ Cε‖∇u0‖L2(∂Ω).
It follows from the Sobolev imbedding that ‖θε‖Lp1(Ω) ≤ Cε‖∇u0‖L2(∂Ω), where p1 = 2dd−1 .
By Ho¨lder’s inequality, this gives
‖θε‖L2(D(x0,r)) ≤ Cεr
1
2‖∇u0‖L2(∂Ω). (4.14)
Since
|∇u0(x)| ≤ C
∫
Ω
|g(y)| dy
|x− y|d−1 ,
we may invoke Lemma 4.2 to claim that ‖∇u0‖L2(Ω) ≤ Cr1/2‖g‖L2(Ω). In view of (4.14) we
obtain ‖θε‖L2(D(x0,r)) ≤ Cεr‖g‖L2(Ω). This, together with (4.13) and the observation
|ρ| ≤ C
∫
∂Ω
{
ε|∇u0|+ |zε|
}
dσ ≤ Cε‖g‖L2(Ω),
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gives ‖wε‖L2(D(x0,r)) ≤ Cεr‖g‖L2(Ω). It follows that{
1
rd
∫
D(x0,r)
|uε − u0|2
}1/2
≤ Cεr 2−d2 ‖g‖L2(Ω).
Since ‖∇u0‖L∞(D(x0,r)) ≤ Cr
2−d
2 ‖g‖L2(Ω) and ‖∇2u0‖Lp(Ω) ≤ C‖g‖Lp(Ω), by Lemma 4.1, we
obtain
|uε(x0)− u0(x0)| ≤ Cp εr1−
d
p ln[ε−1r + 2]‖g‖Lp(Ω),
where p > d. By duality this gives{
1
rd
∫
D(y0,r)
|Nε(x0, y)−N0(x0, y)|p′ dy
}1/p′
≤ Cp εr1−d ln[ε−1r + 2].
Finally, since
∂
∂νε(y)
{
Nε(x, y)
}
=
∂
∂ν0(y)
{
N0(x, y)
}
= − 1|∂Ω| on ∂Ω,
|∇yN0(x, y)| ≤ C|x−y|1−d and ‖∇2yN0(x0, y)‖Lp(D(y0,r)) ≤ Cr
d
p
−d, we may invoke Lemma 4.1
again to obtain
|Nε(x0, y0)−N0(x0, y0)| ≤ C
rd
∫
D(y0,r)
|Nε(x0, y)−N0(x0, y)| dy
+ Cεr1−d ln[ε−1r + 2]
≤ Cεr1−d ln[ε−1r + 2].
This completes the proof.
Remark 4.4. It is not clear whether the logarithmic factor in (4.12) is necessary. Also, in
view of Theorem 3.3 on Green’s functions, it would be interesting to show that the estimate
(4.12) holds for scalar equations with no smoothness condition on the coefficients.
As a corollary of Theorem 4.3, we obtain an O(ε) (up to a logarithmic factor) estimate
for ‖uε − u0‖Lq(Ω).
Theorem 4.5. Suppose that A(y) and Ω satisfy the same assumptions as in Theorem 4.3.
Let 1 < p < ∞. For ε ≥ 0 and F ∈ Lp(Ω) with ∫
Ω
F = 0, let uε ∈ W 1,p(Ω) be the solution
to the Neumann problem: Lε(uε) = F in Ω, ∂uε∂νε = 0 and
∫
∂Ω
uε = 0. Then
‖uε − u0‖Lq(Ω) ≤ Cε ln[ε−1M + 2]‖F‖Lp(Ω) (4.15)
holds if 1 < p < d and 1
q
= 1
p
− 1
d
, or p > d and q =∞, where M = diam(Ω). Moreover,
‖uε − u0‖L∞(Ω) ≤ Cε
[
ln(ε−1M + 2)
]2− 1
d‖F‖Ld(Ω). (4.16)
Proof. Note that by the estimate (4.12),
|uε(x)− u0(x)| ≤
∫
Ω
|Nε(x, y)−N0(x, y)||F (y)| dy
≤ Cε ln(ε−1M + 2)
∫
Ω
|F (y)|dy
|x− y|d−1 .
The rest of the proof is the same as that of Theorem 3.4.
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4.2 Lipschitz estimates
In this subsection we give the proof of the estimate (1.10). We also establish an O(εt)
estimate for uε − u0 −
{
Ψε,j − Pj
}
∂u0
∂xj
in W 1,p(Ω) for any t ∈ (0, 1) and 1 < p <∞.
Lemma 4.6. Let Ω be a bounded C1,η domain for some η ∈ (0, 1] and
uε(x) = p.v.
∫
Ω
∂2
∂xi∂yj
{
Nε(x, y)
}
f(y) dy
for some 1 ≤ i, j ≤ d. Then
‖uε‖L∞(Ω) ≤ C
{
ln[ε−1M + 2] +Mη
}‖f‖L∞(Ω) + CεηHε,η(f), (4.17)
where M = diam(Ω) and Hε,η(f) = sup
{ |f(x)−f(y)|
|x−y|η : x, y ∈ Ω and |x− y| < ε
}
.
Proof. For x ∈ Ω, choose xˆ ∈ ∂Ω such that |x− xˆ| = dist(x, ∂Ω). Note that
uε(x) =
∫
Ω
∂2
∂xi∂yj
{
Nε(x, y)
} · {f(y)− f(x)} dy
+
∫
∂Ω
{
nj(y)− nj(xˆ)
} · ∂
∂xi
{
Nε(x, y)
} · f(x) dσ(y),
where we have used the fact
∫
∂Ω
Nε(x, y) dσ(y) = 0. This, together with the estimates
|∇xNε(x, y)| ≤ C|x− y|1−d and |∇x∇yNε(x, y)| ≤ C|x− y|−d, gives
‖uε‖L∞(Ω) ≤ C
∫
Ω
|f(y)− f(x)|
|x− y|d dy + C‖f‖L∞(Ω)
∫
∂Ω
dσ(y)
|y − xˆ|d−1−η
≤ C‖f‖L∞(Ω)
∫
Ω\B(x,ε)
dy
|x− y|d + CHε,η(f)
∫
|y−x|<ε
dy
|y − x|d−η + C‖f‖L∞(Ω)M
η
≤ C‖f‖L∞(Ω) ln[ε−1M + 2] + CεηHε,η(f) + C‖f‖L∞(Ω)Mη.
This completes the proof.
The following lemma provides a Lipschitz estimate for local solutions with Neumann
boundary conditions.
Lemma 4.7. Let Ω be a bounded C2,η domain for some η ∈ (0, 1). Suppose that uε ∈
H1(D3r), u0 ∈ C2,η(D3r) and Lε(uε) = L0(u0) in D3r. Also assume that ∂uε∂νε = ∂u0∂ν0 on ∆3r.
Then, if 0 < ε < (r/2),
‖∂u
α
ε
∂xi
− ∂
∂xi
{
Ψαβε,j
} · ∂uβ0
∂xj
‖L∞(Dr)
≤ C
rd+1
∫
D3r
|uε − u0| dx+ Cεr−1 ln[ε−1M + 2]‖∇u0‖L∞(D3r)
+ Cε1−ρrρ ln[ε−1M + 2]‖∇2u0‖L∞(D3r) + Cεrρ ln[ε−1M + 2]‖∇2u0‖C0,ρ(D3r)
(4.18)
for any 0 < ρ < min(η, τ), where (Ψβε,j) denotes the matrix of Neumann correctors for Lε in
Ω and M = diam(Ω).
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Proof. By rescaling and translation we may assume that r = 1 and 0 ∈ D1. Let
wε = uε(x)− u0(x)−
{
Ψβε,j − P βj
} · ∂uβ0
∂xj
.
Choose a C2,η domain such that D2 ⊂ D˜ ⊂ D3. We now write
wε(x) =
∫
D˜
N˜ε(x, y)Lε(wε) dy +
∫
∂D˜
N˜ε(x, y)
∂wε
∂νε
dσ(y) +
1
|∂D˜|
∫
∂D˜
wε
for x ∈ D2, where N˜ε(x, y) denotes the matrix of Neumann functions for Lε in D˜. In view
of Propositions 2.2 and 2.3, we have wε = w
(1)
ε + w
(2)
ε + c, where c =
1
|∂D˜|
∫
∂D˜
wε,
w(1)ε (x) =− ε
∫
D˜
∂
∂yi
{
N˜ε(x, y)
} · {Fjik(y/ε)} · ∂2u0
∂yj∂yk
dy
−
∫
D˜
∂
∂yi
{
N˜ε(x, y)
} · aij(y/ε){Ψε,k(y)− Pk(y)} · ∂2u0
∂yj∂yk
dy
+
∫
D˜
N˜ε(x, y) · aij(y/ε) ∂
∂yj
{
Ψε,k(y)− Pk(y)− εχk(y/ε)
} · ∂2u0
∂yi∂yk
dy
(4.19)
and
w(2)ε (x) =ε
∫
∂D˜
N˜ε(x, y) · ni(y)Fjik(y/ε) · ∂
2u0
∂yj∂yk
dσ(y)
+
∫
∂D˜
N˜ε(x, y) ·
{
∂uε
∂νε
− ∂u0
∂ν0
}
dσ(y)
(4.20)
(we have supressed all superscripts for notational simplicity).
To estimate w
(2)
ε in D1, we note that Lε(w(2)ε ) = 0 in D˜ and
∂
∂νε
{
w(2)ε
}
= εniFjik(x/ε)
∂2u0
∂xj∂xk
− ε
|∂D˜|
∫
∂D˜
niFjik(x/ε)
∂2u0
∂xj∂xk
dσ on ∆2,
where we have used ∂uε
∂νε
= ∂u0
∂ν0
on ∆2. Since ‖ ∂∂νε
{
w
(2)
ε
}‖L∞(∆2) ≤ Cε‖∇2u0‖L∞(D3) and
‖ ∂
∂νε
{
w(2)ε
}‖C0,ρ(∆2) ≤ Cε1−ρ‖∇2u0‖L∞(D2) + Cε‖∇2u0‖C0,ρ(D2),
it follows from the boundary Lipschitz estimate in [21, Theorem 7.1] that
‖∇w(2)ε ‖L∞(D1) ≤ Cε1−ρ‖∇2u0‖L∞(D2) + Cε‖∇2u0‖C0,ρ(D2) + C
∫
D2
|w(2)ε − c|
for any constant c. This leads to
‖∇wε‖L∞(D1) ≤ ‖∇w(1)ε ‖L∞(D1) + ‖∇w(2)ε ‖L∞(D1)
≤ C
∫
D2
|wε| dx+ C‖∇w(1)ε ‖L∞(D2) + Cε1−ρ‖∇2u0‖L∞(D3)
+ Cε‖∇2u0‖C0,ρ(D3).
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Since |Ψβε,j − P βj | ≤ Cε ln[ε−1M + 2] by Proposition 2.3, we obtain
‖∂u
α
ε
∂xi
− ∂
∂xi
{
Ψαβε,j
} · ∂uβ0
∂xj
‖L∞(D1)
≤ C
∫
D2
|uε − u0|+ Cε ln[ε−1M + 2]‖∇u0‖L∞(D3) + Cε ln[ε−1M + 2]‖∇2u0‖L∞(D3)
+ Cε1−ρ‖∇2u0‖L∞(D3) + Cε‖∇2u0‖C0,ρ(D3) + C‖∇w(1)ε ‖L∞(D2).
(4.21)
It remains to estimate ∇w(1)ε on D2. The first two integrals in the right hand side of
(4.19) may be handled by applying Lemma 4.6 on D˜. Indeed, let
f(x) = −εFjik(x/ε) · ∂
2u0
∂xj∂xk
− aij(x/ε)
{
Ψε,k(x)− Pk(x)
} ∂2u0
∂xj∂xk
.
Note that ‖f‖L∞(D˜) ≤ Cε ln[ε−1M + 2]‖∇2u0‖L∞(D3) and
Hε,ρ(f) ≤ Cε1−ρ ln[ε−1M + 2]‖∇2u‖L∞(D3) + Cε ln[ε−1M + 2]‖∇2u0‖C0,ρ(D3).
It follows by Lemma 4.6 that the first two integrals in the right hand side of (4.19) are
bounded by
Cε ln[ε−1M + 2]
{
ε−ρ‖∇2u0‖L∞(D3) + ‖∇2u0‖C0,ρ(D3)
}
.
Finally, the third integral in (4.19) is bounded by
C‖∇2u0‖L∞(D3)
∫
D˜
|∇y
{
Ψε,k(y)− Py(y)− εχk(y/ε)
}|
|x− y|d−1 dy. (4.22)
Using that |∇y{Ψε,k(y) − Pk(y) − εχk(y/ε)}| ≤ Cmin
(
1, ε[dist(y, ∂Ω)]−1
)
, one may show
that the integral in (4.22) is bounded by Cε
[
ln(ε−1 + 2)
]2
. Thus, we have proved that
‖w(1)ε ‖L∞(D2) ≤ Cε1−ρ ln[ε−1M + 2]‖∇2u0‖L∞(D3) + Cε ln[ε−1M + 2]‖∇2u0‖C0,ρ(D3).
This, together with (4.21), yields the desired estimate.
We are now in a position to give the proof of estimate (1.10).
Theorem 4.8. Suppose that A(y) satisfies conditions (1.2), (1.3) and (1.4). Also assume
that A∗ = A. Let Ω be a bounded C2,η domain for some η ∈ (0, 1). Then∣∣ ∂
∂xi
{
Nαβε (x, y)
}− ∂
∂xi
{
Ψαγε,j(x)
} · ∂
∂xj
{
Nγβ0 (x, y)
} ∣∣ ≤ Cε1−ρ ln[ε−1M + 2]|x− y|d−ρ (4.23)
for any x, y ∈ Ω and ρ ∈ (0, 1), where C depends only on d, m, µ, λ, τ , ρ and Ω.
Proof. Since |∇xNε(x, y)| ≤ C|x − y|1−d and |∇Ψβε,j| ≤ C, we may assume that ε < |x− y|
and ρ is small. Fix x0, y0 ∈ Ω, 1 ≤ γ ≤ d and let r = |x0 − y0|/8. Let uαε (x) = Nαγε (x, y0)
and uα0 (x) = N
αγ
0 (x, y0). Observe that
Lε(uε) = L0(u0) = 0 in D(x0, r),(
∂uε
∂νε
)α
=
(
∂u0
∂ν0
)α
= −|∂Ω|−1δαγ on ∆(x0, r).
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Also, note that ‖∇u0‖L∞(D(x0,r)) ≤ Cr1−d, ‖∇2u0‖L∞(D(x0,r)) ≤ Cr−d and ‖∇2u0‖C0,ρ(D(x0,r)) ≤
Cr−d−ρ. Furthermore, it follows from Theorem 4.3 that
‖uε − u0‖L∞(D(x0,r)) ≤ Cεr1−d ln[ε−1r + 2].
Thus, by Lemma 4.7, we obtain
‖∂u
α
ε
∂xi
− ∂
∂xi
{
Ψαβε,j
} · ∂uβ0
∂xj
‖L∞(D(x0,r/3)) ≤ Cε1−ρrρ−d ln[ε−1M + 2].
This completes the proof.
Remark 4.9. Under the symmetry condition A∗ = A, one has Nαβε (x, y) = N
βα
ε (y, x). Thus,
it follows from (4.23) that for any x, y ∈ Ω,∣∣ ∂
∂yj
{
Nαβε (x, y)
}− ∂
∂yj
{
Ψβσε,ℓ(y)
} · ∂
∂yℓ
{Nασ0 (x, y)}
∣∣ ≤ Cε1−ρ ln[ε−1M + 2]|x− y|d−ρ . (4.24)
Fix β and j. Let
uαε (x) =
∂
∂yj
{
Nαβε (x, y)
}
and uα0 (x) =
∂
∂yj
{
Ψβσε,k(y)
} · ∂
∂yk
{Nασ0 (x, y)} .
Note that Lε(uε) = L0(u0) = 0 in Ω \ {y} and ∂uε∂νε = ∂u0∂ν0 = 0 on ∂Ω. We may use Lemma
4.7 and estimate (4.24) to deduce that if Ω is C3,η for some η ∈ (0, 1),∣∣ ∂2
∂xi∂yj
{
Nαβε (x, y)
}− ∂
∂xi
{
Ψαγε,k(x)
} · ∂2
∂xk∂yℓ
{
Nγσ0 (x, y)
} · ∂
∂yj
{
Ψβσε,ℓ(y)
}∣∣
≤ Cρ ε
1−ρ ln[ε−1M + 2]
|x− y|d+1−ρ
(4.25)
for any x, y ∈ Ω and ρ ∈ (0, 1), where Cρ depends only on d, m, µ, λ, τ , ρ and Ω.
As a corollary of Theorem 4.8, we obtain an O(εt) estimate for any t ∈ (0, 1) in W 1,p(Ω)
for solutions with Neumann boundary conditions.
Theorem 4.10. Suppose that A(y) and Ω satisfy the same conditions as in Theorem 4.8.
Let 1 < p < ∞. For ε ≥ 0 and F ∈ Lp(Ω) with ∫
Ω
F = 0, let uε ∈ W 1,p(Ω) be the solution
of the Neumann problem: Lε(uε) = F in Ω, ∂uε∂νε = 0 and
∫
∂Ω
uε = 0. Then
‖uε − u0 −
{
Ψβε,j − P βj
}∂uβ0
∂xj
‖W 1,p(Ω) ≤ Ct εt‖F‖Lp(Ω) (4.26)
for any t ∈ (0, 1), where Ct depends only on d, m, µ, λ, τ , t, p and Ω.
Proof. Since ‖Ψβε,j−P βk ‖L∞(Ω) ≤ Cε ln[ε−1M+2] and ‖∇u0‖Lp(Ω)+‖∇2u0‖Lp(Ω) ≤ C‖F‖Lp(Ω),
in view of Theorem 4.5, it suffices to prove that
‖∂u
α
ε
∂xi
− ∂
∂xi
{
Ψβε,j
} · ∂uβ0
∂xj
‖Lp(Ω) ≤ Ct εt‖F‖Lp(Ω). (4.27)
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We will prove that estimate (4.27) holds for any 1 ≤ p ≤ ∞. To this end, note that
uε(x) =
∫
Ω
Nε(x, y)F (y) dy, by Theorem 4.8,
∣∣∂uαε
∂xi
− ∂
∂xi
{
Ψβε,j
} · ∂uβ0
∂xj
∣∣ ≤ Cρ ε1−ρ ln[ε−1M + 2] ∫
Ω
|F (y)| dy
|x− y|d−ρ (4.28)
for any ρ ∈ (0, 1). Note that if ρ < 1 − t, then ε1−ρ ln[ε−1M + 2] ≤ Cεt. Estimate (4.27)
follows easily from (4.28).
5 Leibniz Rules for the Dirichlet-to-Neumann map
Let Λ : H1/2(∂Ω) → H−1/2(∂Ω) denote the Dirichlet-to-Neumann map associated with
L = −∆. It is known that the estimate ‖Λ(f)‖Lp(∂Ω) ≤ Cp‖f‖W 1,p(∂Ω) holds for 1 < p < ∞
if Ω is C1 [12], and for 1 < p < 2+ δ if Ω is Lipschitz [19, 27, 9]. The goal of this section is to
prove the Leibniz estimates that were used in subsection 3.3. We remark that our basic line
of argument extends to the general case L = −div(A(x)∇). Indeed, Theorem 5.2 continues
to hold for if A(x) satisfies conditions (1.2), ‖∇A‖∞ ≤ C and A∗ = A. Under the same
conditions on A, Theorem 5.1 also holds in the scalar case (m = 1). If m > 1, estimate (5.1)
holds for C1 domains. The details will be given elsewhere.
Theorem 5.1. Let L = −∆ and Ω be a bounded Lipschitz domain. Then
‖Λ(fg)− fΛ(g)‖L2(∂Ω) ≤ C‖f‖H1(∂Ω)‖g‖L∞(∂Ω) (5.1)
for any f ∈ H1(∂Ω) and g ∈ L∞(∂Ω).
Proof. Let w be the solution to the L2 Dirichlet problem with data fg; i.e., L(w) = 0 in Ω,
w = fg on ∂Ω and (w)∗ ∈ L2(∂Ω), where (w)∗ denotes the nontangential maximal function
of w. Let u and v denote the solutions of the L2 Dirichlet problem with boundary data f
and g respectively. Then
Λ(fg)− fΛ(g)− gΛ(f) = ∂
∂ν
{
w − uv}.
To estimate ∂(w − uv)/∂ν in L2(∂Ω), let h be a function such that L(h) = 0 in Ω and
(h)∗ ∈ L2(∂Ω). Since w − uv = 0 on ∂Ω and
L(w − uv) = 2 ∂u
∂xj
∂v
∂xj
= 2
∂
∂xj
{
∂u
∂xj
· v
}
,
by the Green’s formula, we obtain∫
∂Ω
∂
∂ν
{
w − uv} · h = 2 ∫
Ω
∂u
∂xj
· v · ∂h
∂xj
− 2
∫
∂Ω
Λ(f) · g · h. (5.2)
Thus, by duality, it suffices to prove the following estimate∣∣ ∫
Ω
∂u
∂xj
· v · ∂h
∂xj
∣∣ ≤ C‖f‖H1(∂Ω)‖g‖L∞(∂Ω)‖h‖L2(∂Ω). (5.3)
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The trilinear estimate (5.3) on Lipschitz domains is a consequence of a bilinear estimate
due to B. Dahlberg [8] (also see [18] for related work). Indeed, since ∆(h) = 0 in Ω and
(h)∗ ∈ L2(∂Ω), it follows from estimate (1.7) in [8] that the left hand side of (5.3) is bounded
by
C‖h‖L2(∂Ω)
{∫
∂Ω
|((∇u)v)∗|2 dσ + ∫
Ω
|∇2u|2|v|2δ(x) dx+
∫
Ω
|∇u|2|∇v|2δ(x) dx
}1/2
, (5.4)
where δ(x) = dist(x, ∂Ω). The first two integals in (5.4) are bounded by C‖f‖2H1(∂Ω)‖g‖2L∞(∂Ω).
This follows from estimates ‖(∇u)∗‖L2(∂Ω) ≤ C‖f‖H1(∂Ω) and
∫
Ω
|∇2u|2δ(x) dx ≤ C‖f‖2H1(∂Ω)
[19, 7] as well as the maximum principle ‖v‖L∞(Ω) ≤ ‖g‖L∞(∂Ω).
Finally, to handle the last integral in (5.4), we use the fact that |∇v(x)|2δ(x)dx is a
Carleson measure whose norm is less than C‖g‖2BMO(∂Ω) [13]. This implies that the integral
is bounded by C‖(∇u)∗‖2L2(∂Ω)‖g‖2L∞(∂Ω). Estimate (5.3) now follows.
If Ω is smooth, then Λ is a pseudo-differential operator of order one. In this case the Lp
boundedness of the commutator [Λ, xi] in the next theorem is well known.
Theorem 5.2. Let L = −∆ and Ω be a bounded C1 domain. Then
‖Λ(fxi)− xiΛ(f)‖Lp(∂Ω) ≤ Cp‖f‖Lp(∂Ω) (5.5)
for any 1 < p <∞ and f ∈ Lp(∂Ω). If Ω is Lipschitz, the estimate (5.5) holds for p = 2.
Proof. Let Ω be a bounded C1 domain. Let w and u be harmonic functions in Ω with
boundary data fxi and f respectively such that (w)
∗, (u)∗ ∈ Lp(∂Ω). Then Λ(fxi)−fΛ(xi)−
xiΛ(f) = ∂{w−xiu}/∂ν. Let h be a harmonic function in Ω such that (h)∗ ∈ Lp′(∂Ω). Since
w − xiu = 0 on ∂Ω and L(w − xiu) = 2 ∂u∂xi ,∣∣ ∫
∂Ω
∂
∂ν
{
w − xiu
} · h∣∣ = 2∣∣ ∫
Ω
∂u
∂xi
· h∣∣ ≤ C‖f‖Lp(∂Ω)‖h‖Lp′(∂Ω). (5.6)
By duality this gives (5.5). We remark that the inequality in (5.6) was proved in [10] for p = 2
in Lipschitz domains. The same argument there also gives the inequality for 1 < p < ∞ in
C1 domains. Thus we may conclude that estimate (5.5) holds for 1 < p <∞ if Ω is C1, and
for p = 2 if Ω is Lipschitz.
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