In data analysis, the first step for broad analysis is outlying items. Outlying items cause false results, biased parameter estimation and model misspecification. Some of the methods for detection of outlier are: Distance based method, Distribution based method, Density based method and Clustering based method. In this research, clustering based method is used for outlying items. The purpose of this study is to detect outlier in multivariate data by performing cluster analysis. The K means and Partitioning Around Medoid (PAM) methods were performed. After cluster the data outliers are detected by measuring distance. The comparison of the clustering techniques in outlier detection methods are analyzed. The secondary data was used for analysis. In this data set impact of zinc phosphide with three sub lethal doses (concentrations) on different body tissues of rat are used to find any anomalies. R software was used for data analysis.
INTRODUCTION
In several data analysis procedures, an enormous number of variables are reported or tested. The first step for comprehensive data analysis is to find out the outlying items. However, outlying items are usually treated as noise or error, they can convey meaningful knowledge. A detected outlier is essential for abnormal data that can skeptically lead to biased parameter estimates, model misspecification and false consequences. Hence, this one is meaningful to find them preceding to modeling and analyzing (Ben-Gal, 2010) . Hawkins (1980) defined that an outlier is an observation which is different from other items and produce doubt that it was made by a diverse tool. Johnson (1992) described in a data set an outlier is an observation which one looks to stand uneven with the rest of that data. Explained methods for detection of outliers had been proposed for several presentations, like that credit card fake recognition, medical trials, elective anomaly investigation, severe weather prediction, environmental data structures, player presentation analysis, data cleaning and further data mining assignments. There are many methodologies for finding outliers. These methodologies are: Distance based method, Distribution based method, Density based method and Clustering based method . In clustering based methods for outlier detection, usually two clusters were constructed. A cluster consisted of minimum data points would likely to have outlier(s). The advantage of clustering based methods is that there is no need to supervise classification. Furthermore, clustering based methods are accomplished for implemented in an incremental manner (Jaykumar and Thomas, 2013) .
Clustering is a most important task in analysis of data and applications of data mining. It is the task of mixture a set of items so that item in the identical set is more associated to each other than those in other sets. Cluster is a well-ordered list of data which have the familiar features. Cluster analysis is done by finding similarities among data with respect to the structures establish in the data set and group the similar data objects into clusters. Clustering is a process of unsupervised classification. In which a post -handling step after clustering is involved to decide the size of the clusters. The distance of the clusters is then computed, with which the outliers are detected. These methods use the distance measure among two items and clustering is based by grouping items which have a minimum distance from the center of the cluster. High superiority groups with high between class similarity and low within class similarity show that it is good clustering method. The perfection of a clustering result depends on equally the similarity measure used by the method and its application. The perfection of a clustering method is calculated by its ability to find some or all of the unseen patterns. The similarity of a cluster can be expressed by the distance function. The types of data that are used for analysis of clustering are Binary variables, Interval scale variables, Nominal, ordinal, and ratio variables, mixed type variables. MacQueen (1967) proposed the term K Means, a nonhierarchical technique, is emerging as a popular choice in the community of data mining. The K means is a simple, prototype based partition based clustering method which tries to discover a user designated k number of groups. Then these groups are categorized by their centers. A cluster mean is naturally the centroid of a point in the cluster. The K Means method is modest to appliance and easy to adjust, track rather fast and common in practice. The procedure consists of two separate steps, in first to select k centers arbitrarily, in which k is fixed in advance. In the second step to assign each data object to the adjacent center cluster means. Recalculation remains done on the average of the clusters, once all the data items are contained within in some clusters. The iterative procedure continuing frequently till the criterion task become minimum (Behera et al., 2012) . Kaufman and Rousseeuw (1987) developed a procedure PAM, a centrally located in clusters an arrangement of items is known as medoids. Items which are uncertainly distinct as medoids are located into a set S of particular items. If O is the set of items that the set U = O − S is the set of not selected items. The objective of the procedure is to reduce the usual dissimilarities of items to their neighboring nominated item. Consistently, minimize the sum of dissimilarities in item and their closer nominated item. The purpose of this study is to detect outlier in multivariate data. In this research, clustering based method is used for detection of outliers. The comparison of the clustering techniques in outlier detection methods is analyzed. There are many methods of clustering for detection of outliers. These are K means, PAM, CLARA, and CLARANS. In this research paper, two clustering algorithms are analyzed. After clustering the data outliers are detected. Compare the two methods for outlier detection with biplot of PC analysis. The analysis of outlier detection was done on R (Zhao, 2013) . Chawla and Gionis (2013) presented a combined approach for simultaneously clustering and determining outliers in the data set. Aroma and Karkkainen (2006) suggested that clustering the information is a data mining technique and an unsupervised data analysis, which polished more theoretical views to the intrinsic structure of a data set of partitioning it into a number of fuzzy or disjoint groups. Sivaram and Saveetha (2013) proposed that detection of outlier is a very significant task in an extensive selection of application areas. The situation has numerous usage in many submissions. In this research paper, a planned method built on clustering methods for outlier detection is obtainable. This method firstly performed partition methods use these methods PAM, CLARA, CLARANS and CLATIN. The method yields clusters and cluster centers. Small clusters are at that time restrained and declared as outlier clusters. Explained in clustering procedures, outliers are by multiple of clustering procedures and could not rank the importance of outliers. In this study, three methods PAM, CLARA and CLARANS are joined with k medoid distance centered to recover the detection of outlier and removal procedure.
MATERIALS AND MATHODS
Outlier detection terminology refers to the task of finding outliers as per behaviour of data and distribution of data. There are different types of techniques used in data streams called statistic. Clustering is an important task in data mining which group related objects into a cluster. A number of clustering methods have been introduced in recent years. There are several types of clustering methods suitable for several types of applications which are k means, PAM, CLARA, CLARANS. In this paper k Means and PAM are compared. The analysis performed in three steps.
Step 1: Cluster analysis is performed with different clustering algorithm.
Step 2: Detect outliers by using the Mahalanobis distance.
Step 3: Comparison between different methods of clustering for detection of outliers was performed. A Principal Component analysis is concerned with amplification the variance covariance construction a set of variables over a few linear combinations of these variables. A biplot allows evidence on both variable and sample of a data to be demonstrated graphically. Variables are displayed either as vectors whereas samples are displayed as points, linear axes or nonlinear trajectories. Biplots were described comprehensively by Gabriel (1971) . Partitions based clustering: In this method, k partitions of data are created with n data items. It is iterative procedure used to expand the clustering by moving up the items from one group to another. They are characterized by centroid or mediod in order to perform the cluster analysis (Aggrwal and Kaur, 2013) . There are three partitioning methods including K means, PAM and CLARANS. K means method: The method is self-possessed of these three steps:
Step 1. Partition the items into K primary clusters.
Step 2. Proceed over the list of items conveying an item to the cluster whose mean is closet.
Step 3. Recomputed the center for the clusters getting new entries and for clusters losing the entries. Partitioning Around Medoid (PAM) method: This method is projected to find a sequence of objects called medoids that are centrally positioned in clusters. The aim of this method is to minimize the average dissimilarity of items to their closest selected item, minimize the sum of the dissimilarities between them.
Comparison of Clustering Algorithms:
At first in data analysis PC performed then analyzed two clustering procedure. In PC analysis after plot the 1 st two components find the outliers in data set. Then the result compare with the outlier detection in clustering procedures. Search for clusters graphically by plotting the o bservations. For p>2, plot the data in two dimensions using principal components or Biplots. Data set: The secondary data was taken from the department of Zoology and Fisheries from the University of Agriculture, Faisalabad. In this data set, impact of application of zinc phosphide (three sub lethal doses) on different body tissues of rat was measured. The data was collected in four days and responses were taken as controls and after Appling the three treatments.
RESULTS AND DISCUSSION
The analysis was done in two steps. First, analyzed the data by PC analysis and then plotting first two principal components in order to detect the outliers
Figure 1. Biplot of first two PC's showing the outliers.
The principal component analysis was performed to construct the bi-plot with the first two pc's. The x-axis and y-axis show the first and second pc, respectively. The treatments and two outliers labeled with row numbers were shown by arrows. In order to choose k (number of clusters), first two PC's are plotted which show at least two clusters. The response on number 8 is Thrombocytes and response on number 11 is Monocytes. K Mean Clustering: The method of k means clustering captured the two clusters of sized 28 and 3. Thrombocytes and Monocytes are found in one cluster and other cluster is based on 28 responses. Within cluster sum of squares by cluster: SSC1= 9.935979 SSC2 = 11.541572 Two aspects were considered to detect clusters with outlier(s): prefer within cluster sum of squares to be small and between clusters sum of squares to be large which means that there are two clusters considered as outlier in this data set. In Figure 2 , the cluster plot of k means showed two clusters in which first cluster is consisted of twenty-eight responses while the second has two responses. In Figure 3 , original observations, clusters and their centers are plotted which are showing the two structures of this data set. According to this plot, two original observations are far away from the others, hence two clusters with their centers are made. Component clusters are found for the analysis. Therefore, PAM method is more robust than k means method. Silhouette plot is used for a cluster analysis with two clusters. The plot expresses the silhouette values for the points in the two clusters. Average silhouette which is 0.96, which shows that mostly points in the first cluster have a large silhouette value, greater than 0.6, indicating that the cluster is somewhat separated from neighboring cluster. The second cluster covered two points with small silhouette standards showing the two clusters remain well disjointed. In Figure 5 Cluster plot was constructed by using the first two PC's in which most of the response lie in one side and some values on the opposite direction. There are only two responses namely, white blood cells and thrombocytes. 
Conclusion:
In this study, firstly the data was clustered and secondly outliers were detected. At the end, the two clustering methods have been compared and the best method for outlier detection has been concluded. After comparing the two methods, it was concluded that k means method is better perform than other method. Thrombocytes and Monocytes are significantly differed to other responses and hence are outliers.
