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MUSTAFIN MODELS OF PROJECTIVE VARIETIES AND VECTOR BUNDLES
MARVIN ANAS HAHN
Abstract. Mustafin varieties are well-studied degenerations of projective spaces induced by a choice of
integral points in a Bruhat–Tits building. In recent work, Annette Werner and the author initiated the
study of degenerations of plane curves obtained by Mustafin varieties by means of arithmetic geome-
try. Moreover, we applied these techniques to construct models of vector bundles on plane curves with
strongly semistable reduction. In this work, we take a Groebner basis approach to the more general prob-
lem of studying degenerations of projective varieties. Our methods include determining the behaviour of
Groebner bases under substitution over unique factorisation rings. Finally, we outline applications to the
p−adic Simpson correspondence, when the respective projective variety is a curve.
1. Introduction
In this paper, we study degenerations of projective varieties induced by point configurations in the
Bruhat-Tits buildings associated to GL(V ). At the heart of our considerations are so-called Mustafin
varieties. Mustafin varieties were first introduced by Mustafin in [Mus78] in order to generalise Mum-
ford’s seminal work on the uniformisation of curves [Mum72]. Since then, they have attracted a lot
of interest. In particular, they have found applications in the context of Shimura varieties [Fal05] and
Chow quotients of Grassmannians [KT06]. In recent years, especially their interesting feature that their
reductions may be described in terms of the combinatorics of convex hulls in Bruhat–Tits buildings has
been studied. A conceptual combinatorial framework for this perspective was developed in [CHSW11]
and used in [HL17] to establish relations between Mustafin varieties, computer vision and limit linear
series. Applications to limit linear series were further investigated in [HZ19]. A generalisation to de-
generations of flag varieties was introduced in [Häb14].
Another interesting feature is that one may choose global coordinates on Mustafin varieties, which
enables the use of computer algebra techniques to study these degenerations.
For any projective embedding of a projective varietyX , any Mustafin variety of the ambient projective
space induces a degenerationX ofX by restriction. We call the obtainedmodel aMustafin degeneration
ofX . Such models have first been studied in recent work of Werner and the author, whenX is a curve
embedded into the plane [HW19]. The main motivation for this work stemmed from recent advances
towards a p−adic Simpson correspondence. The classical Simpson correspondence in dimension one
establishes a correspondence between semistable degree zero Higgs bundles on a Riemann surface X
and representations of its topological fundamental group [Sim90, Sim92]. In recent years, the ques-
tion whether a similar result holds in the p−adic setting has developed to a major research theme in
arithmetic geometry [DW05, DW10, Fal05, AGT16, LZ17]. In [Fal05], Faltings proved an equivalence
of categories between Higgs bundles on a p−adic curve and so-called generalised representations of its
étale fundamental group. These generalised representations contain the continuous representations
of the étale fundamental group as a full subcategory. The remaining challenge is to identify the sub-
category of Higgs bundles, which is equivalent to the category of continuous representations. This
is still an open problem. An approach for Higgs bundles with trivial Higgs field was introduced in
[DW05, DW10] by Deninger and Werner and shown to be compatible with Faltings’ functor in [Xu17]
(see also [Wür19]). More precisely, it is shown that a semistable vector bundle on a proper, smooth
p-adic curveX which has strongly semistable reduction of degree zero after pullback to a finite cover-
ing of the curve admits p-adic parallel transport and hence gives rise to a continuous representation of
the étale fundamental group. One is of course tempted to speculate that the desired category is that of
semistable Higgs bundles of degree zero. By the results of Deninger and Werner a positive answer for
semistable degree zero bundles with trivial Higgs fields can be given if we prove a potentially strongly
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semistable reduction theorem for all such bundles. This involves – possibly after pull-back to a finite
covering – finding for any semistable vector bundle E of degree zero on a projective curveX , a model
E on a model of the curve X , such that the special fibre of E is strongly semistable on each irreducible
component. This is as might be expected a very difficult task.
In [HW19], Werner and the author proposed to use Mustafin degenerations of projective curves to
construct such models. This approach has proved to be quite succesful in [HW19], as we were able to
construct models of a class of syzygy bundles on projective curves with strongly semistable reduction.
The models were flexible enough to refute a proposed counterexample, which was suggested by Bren-
ner in [Bre05], to the above speculation that the desired category is that of semistable Higgs bundles
of degree zero. The case of syzygy bundles is of particular importance since all vector bundles on pro-
jective curves may be realised as syzygy bundles after tensor product with a line bundle (lemma 2.4).
Moreover, it was shown in [DW05, DW10] that potentially strongly semistable reduction is compatible
with tensor products and that line bundles admit strongly semistable reduction. Therefore, a complete
classification of syzygy bundles with potentially strongly semistable reduction also yields a complete
classification of all vector bundles with potentially strongly semistable reduction.
The above discussion indicates that a conceptual framework for the study of Mustafin degenerations of
projective varieties is needed. While the progress in [HW19] is promising, the methods rely on some
intricate arithmetic geometry. In this paper, we instead propose a computer algebra approach towards
this problem. More precisely, we generalise the results in [HW19] using only the theory of Groebner
bases. This paper should therefore be seen as the proposal for a computer algebra programme towards
some open problems in the p−adic Simpson correspondence.
We begin by proposing a conjecture on the generic behaviour of a large class of Mustafin varieties
(conjecture 3.2). This conjecture seems closely related to [Con07, conjecture 1.1] and the theory of
generic initial ideals (remark 3.7). We prove conjecture 3.2 over several base fields in subsection 3.1 in
dimension 3 by direct computations in Singular [DGPS18]; in particular over the p−adic numbersQp
for p≫ 0. In dimension 2 over any field it was proved in [HW19, Lemma 3.2]. Based on this conjecture,
we formulate our main theorem in theorem 4.3 in which we completely determine the combinatorial
structure of Mustafin degenerations of a projective variety, whenever the inducing point configuration
is of the type described in conjecture 3.2.
Our main tool in the proof of theorem 4.3 is the use of Groebner bases over unique factorisation do-
mains. In particular, we give sufficient criteria when such Groebner bases remain Groebner bases after
evaluating some of the variables. While when the base ring is a field, this is a well-studied topic which
has led to the notion of a comprehensive Groebner basis [Wei92, Wei03], the problem for more general
rings is largely unexplored. Our results regarding this problem are therefore also of independent inter-
est.
Finally, in subsection 4.4 we use theorem 4.3 to construct models of syzygy bundles on any projective
curve, which under the assumption of conjecture 3.2 admit strongly semistable reduction. Since any
smooth projective curve may be realised in dimension 3 and by the results in subsection 3.1, we have
therefore produced models of vector bundles on any projective curve over Qp with p≫ 0 of arbitrary
rank. Thus, for p≫ 0 we provide new families of semistable vector bundles of degree 0 on any smooth
projective curve which fit into the framework of the p−adic Simpson correspondence.
Acknowledgements. The author is indebted to AnnetteWerner for many interesting discussions and
comments on this project. We also thankHolger Brenner for helpful comments and formaking us aware
of lemma 2.4. The author gratefully acknowledge support of the LOEWE research unit Uniformized
Structures in Arithmetic and Geometry. Many computations for this project were aided by Singular
[DGPS18].
2. Preliminaries
For the rest of this paper, letK be a non-archimedean field with ring of integersOK , maximal ideal
mK and residue field k ∼= OKupslopemK . Further, let π be a fixed uniformiser of OK .
2.1. Mustafin varieties. In this subsection, we discuss the basic notions revolving around Mustafin
varieties (see also [CHSW11, HL17]). Let V be a vector space of dimension d over K . Regarding V as
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an OK−module, we call a freeOK -submodule L ⊂ V of rank d a lattice. We further define
P(V ) = ProjSymV ∗ and P(L) = ProjSym(HomOK (L,OK)) .
Mostly, we will consider homothety classes of lattices, i.e. we call two lattices L,L′ equivalent if L =
c · L′ for c ∈ K∗. We denote the homothety class of a lattice L by [L].
Definition 2.1. Let Γ = {[L0], . . . , [Ln]} be a set of rank d lattice classes in V . Then P(L0), . . . ,P(Ln)
are projective spaces over OK whose generic fibres are canonically isomorphic to P(V ) ≃ P
d−1
K . The
open immersions
P(V ) →֒ P(Li)
give rise to a map
fΓ : P(V ) −→ P(L0)×OK · · · ×OK P(Ln). (1)
We denote the closure of the image endowed with the reduced scheme structure by M(Γ). We call
M(Γ) the Mustafin variety associated to Γ. Its special fibre M(Γ)k is a reduced scheme over k by
[CHSW11, Theorem 2.3].
There is a natural way to choose coordinates on Mustafin varieties. For this, we fix a reference lattice
L = OKe1+· · ·+OKed, where e1, . . . , ed is the standard basis of V . ForL0, . . . , Ln as in definition 2.1,
we can find g0, . . . , gn ∈ PGL(V ) such that giL = Li. We consider the commutative diagram
P(V ) P(V )n
∏
R P(Li) P(L)
n.
(g−10 ,...,g
−1
n )◦∆
(g−11 ,...,g
−1
n )
Let x1, . . . , xd be the coordinates on P(L) and consider the projections
Pj : P(L)
n → P(L)
to the j−th factor. Then, we denote xij = P
∗
j xi and observe that the Mustafin variety M(Γ) is
isomorphic to the subscheme of P(L)n cut out by
I2

g1


x10
...
xd0

 · · · gn


x1n
...
xdn



 ∩ OK [(xij)].
By
pj = Pj
∣∣
M(Γ)
:M(Γ) →֒ P(L)n → P(L)
we denote the projection to the j−th component. We write xij also for the induced rational function
onM(Γ). By [CHSW11, Corollary 2.5], for each i there exists a unique irreducible component X of
M(Γ)k which maps birationally onto P(L)k via the map on the special fibre induced by pi. We callX
the i−th primary component ofM(Γ)k . Furthermore, we give the following definition.
Definition 2.2. Let Γ = {[L0], . . . , [Ln]} be a set of lattices andM(Γ) be its associated Mustafin vari-
ety and let C ⊂M(Γ)k be an irreducible component of the special fibre. Further, let JC ⊂ {0, . . . , n}
be the maximal subset of {0, . . . , n}, such that we have dim(prj(C)) > 0. For l := |J : C|, we call C a
component of length l ofM(Γ)k . We setM(Γ)k,≤l the union of all irreducible components of length
≤ l. Moreover, we call call JC the support of C and denote supp(C) = JC .
2.2. Syzygy bundles. We consider syzygy sheaves on the projective space which are the kernel of
a morphism to the structure sheaf. To be precise, let f0, . . . , fn be homogeneous polynomials in
K[x1, . . . , xN ]with degrees d0, . . . , dn. Then the corresponding syzygy sheafSyz(f0, . . . , fn) onP
N−1
K
is defined as the kernel
0 −→ Syz(f0, . . . , fn) −→
n⊕
i=0
O(−di)
(f0,...,fn)
−−−−−−→ O.
The sheaf Syz(f0, . . . , fn) is locally free on
⋃
D+(fi).
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In this work, we will be concerned with vector bundles of degree zero on curves. Therefore, we
consider the twisted sheaves Syz(f0, . . . , fn)(ρ) when
∑
di = nρ.
Remark 2.3. We note that usually a coherent sheaf F on X is called a k−th syzygy sheaf if for each
x ∈ X , there exist an open neighbourhood U of x, locally free sheaves G1, . . . ,Gk on U and an exact
sequence
0→ F
∣∣
U
→ G1 → · · · → Gk.
Thus the sheaf Syz(f1, . . . , fn+1) is a second syzygy sheaf.
As mentioned in the introduction, all vector bundles on smooth projective curves may be realised
as syzygy bundles after tensor product with an invertible sheaf. The following lemma and proof was
communicated to us by Holger Brenner.
Lemma 2.4. Let C be a smooth projective curve over an algebraically closed field and E a vector bundle
on C of rank r. Then, there exists a line bundle L onX , a polarisation O(1) ofX and n ∈ Z≥1, such that
we have an exact sequence
0→ E ⊗ L→ Or+1 → O(n)→ 0.
Proof. Let E∨ be the vector bundle dual to E. Let M be a very ample line bundle on C , then there
exists l ∈ N, such that N = det(E∨ ⊗M⊗l) is very ample. We then set F = E∨ ⊗M⊗l. Let C be
polarised byN . Then, there existsm ∈ N, such that F (m) = E∨⊗M⊗l⊗N⊗m is globally generated.
As proved in [Bre06, lemma 2.3], there exists a surjection
Or+1 → F (m).
Then L′ = ker(Or+1 → F (m)) is a line bundle. We have the exact sequence
0→ L′ → Or+1 → F (m)→ 0. (2)
It is well-known that for a short exact sequence
0→ U → V →W → 0
of vector bundles on a smooth projective curve, we have det(U) ⊗ det(W ) ∼= det(V ). Thus, for
equation (2), we obtain det(L′) ⊗ det(F (m)) = O. As det(L′) = L′ and det(F (m)) = N⊗(r+m) =
O(r +m), we have L′ = O(−(r +m)). Therefore, we obtain an exact sequence
0→ O(−(r +m))→ Or+1 → F (m)→ 0.
After dualising, we obtain
0→ E ⊗ (M∨)⊗l(−m)→ Or+1 → O(r +m)→ 0.
Setting n = r +m and L = (M∨)⊗l(−m), the lemma follows. 
2.3. Semistability of vector bundles and parallel transport for p-adic vector bundles. Recall
that a vector bundle E on a smooth, projective and connected curve C over a field κ is semistable
(respectively stable), if for all proper non-zero subbundles F of E the inequality deg(F )/rank(F ) ≤
deg(E)/rank(E) (respectively deg(F )/rank(F ) < deg(E)/rank(E)) holds.
If κ has positive characteristic, semistability has weaker properties than in characteristic zero, since
this property may be lost under pullback by inseparable morphism. This explains the following notion
of strong semistability.
Assume that char(κ) = p > 0, and let F : C → C be the absolute Frobenius morphism, defined by
the p-power map on the structure sheaf. Then a vector bundle E on C is called strongly semistable, if
Fn∗E is semistable on C for all n ≥ 1.
Definition 2.5. LetE be a vector bundle on a one-dimensional proper schemeC over a field κ of char-
acteristic p. Then E is called strongly semistable of degree zero, if the pullback of E to all normalized
irreducible components of C is strongly semistable of degree zero.
Consider a smooth, projective and connected curve C over Qp, and denote by CCp the base change
to the fieldCp (which is the completion of the algebraic closureQp). By owe denote the ring of integers
of Cp. Its residue field is isomorphic to Fp. We call every finitely presented, flat and proper Zp-scheme
C with generic fibre C a model of C .
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Definition 2.6. A vector bundle E on CCp has strongly semistable reduction of degree zero, if there
exists a model C of C and a vector bundle E on Co = C ⊗Zp o such that E has generic fibre ECp and
such that the special fibre EFp of E is strongly semistable of degree zero on the one-dimensional proper
scheme C⊗
Zp
Fp in the sense of definition 2.5.
In [DW05] and [DW07], a theory of parallel transport along étale paths is defined for those vector
bundlesE of degree zero onCCp for which there exists a finite, étale covering α : C
′ → C such that the
bundle α∗CpE on C
′
Cp
has strongly semistable reduction of degree zero. We note that if E has strongly
semistable reduction of degree zero, then E is semistable of degree zero [DW05, Theorem 13].
Definition 2.7. A vector bundle E of degree zero on CCp has potentially strongly semistable reduction
if there exists a finite (not necessarily étale) covering α : C ′ → C such that the bundle α∗CpE on C
′
Cp
has strongly semistable reduction.
It is an important open question if all semistable bundles of degree zero on CCp have potentially
strongly semistable reduction in this sense. In fact, [DW10, Theorem 10] implies that all bundles with
potentially strongly semistable reduction admit p-adic parallel transport. Hence, using [Xu17] and
[Fal05], a positive answer to this question would imply that all semistable bundles of degree zero on
CCp with trivial Higgs field correpond to p-adic representations of the étale fundamental group under
the p-adic Simpson correspondence, which would represent a big step in the directon of a p-adic result
which is analogous to the classical Simpson correspondence.
In [Bre05], an counter example for the claim that any semistable vector bundle of degree zero on CCp
admits potentially strongly semistable reduction was proposed. In previous work [HW19], the authors
were able to refute this counter example the techniques we generalise in this work.
2.4. Groebner bases over noetherian domains. We now briefly recall the theory of Groebner bases
over general noetherian domains. Wewill mostly be interested in Groebner basws for polynomial ideals
with coefficients in a discrete valuation ring.
Definition 2.8. A total order < on Nn is called a term order if 0 = (0, . . . , 0) is the minimal element
and α < β implies α+ γ < β + γ for all α, β, γ ∈ Nn.
Example 2.9. An important example of a term order is the so-called lexicographic order. We define
α < β for α, β ∈ Nn if for the smallest j, such that βj − αj 6= 0, we have βj − αj > 0.
LetR be a commutative ring and defineA = R[x1, . . . , xn]. As usual, we associate toα = (α1, . . . , αn) ∈
Nn the monomial xα = xα11 , . . . , x
αn
n .
Definition 2.10. Let f =
∑
α∈Nn cαx
α ∈ A and < a monomial order on Nn. We define
• DEG(f) = max<{α | cα 6= 0},
• lm(f) = xDEG(f),
• lc(f) = cDEG(f),
• lt(f) = cDEG(f)x
DEG(f).
We now define Groebner bases for ideals in A in the usual sense.
Definition 2.11. Let E ⊂ A and fixed a term order <, then we define
Lt<(E) = {lt(f) | f ∈ E}.
Let 0 6= I ⊂ A be an ideal and G ⊂ I a finite generating set. We say G is a Groebner basis of I with
respect to a term order < if
Lt<(G) = Lt<(I).
The classical Buchberger criterion for Groebner bases has a similar analogue for arbitrary base rings.
In order to state the modified criterion, we first introduce the following notion.
Definition 2.12. Let E = {g1, . . . , gm} ⊂ A be a set of non-zero polynomials in A and let f, g ∈ A
be polynomials. We say f reduces to g modulo E in one step, denoted by f
E
−→ g, if
• There exists at least one index j ∈ {1, . . . , s}, such that lc(fj) divides lc(f).
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• For J = {j | lm(fj) divides lm(f)}, there exists (cj)j∈J , such that∑
j
cjlc(fj) = lc(f)
and
h = f −
∑
j∈J
cj
lm(f)
lm(fj)
lt(fj).
We further say f reduces to g modulo E, denoted by f
E
−→+ g, if there exist h1, . . . , hs ∈ A, such that
f
E
−→ h1
E
−→ . . .
E
−→ hs
E
−→ g.
We are now ready to state the modified version of the Buchberger criterion.
Theorem 2.13 ([Rut92, Theorem 3.6],[Lez08, Theorem 14]). For any ideal I ⊂ A, there exists a Groeb-
ner basis. Moreover, let G = {g1, . . . , gm} be a finite subset of non-zero vectors of A. We denote by
Syz(lt(g1), . . . , lt(gm)) the submodule of Am of vectors (v1, . . . , vm) ∈ Am, such that∑
vilt(gi) = 0.
Let B be a finite generating set of Syz(lt(g1), . . . , lt(gm)). ThenG is a Groebner basis for 〈G〉 if and only
if for any (v1, . . . , vm) ∈ B, we have ∑
vigi
G
−→+ 0.
We end this subsection with the following definition.
Definition 2.14. Let A be as above, I an ideal in A and a1, . . . , al ∈ A non-zero divisors. Then, we
define the saturation of I with respect to a1, . . . , al by
sat(I, a1, . . . , al) = I(S) ∩A = {f ∈ A | there existsm ∈ N
lwith
∏
amii f ∈ I},
where S is the multiplicative closure of a1, . . . , al and I(S) the localisation of I with respect to S.
It is well-known that for formal variable y1, . . . , yl, we have
sat(I, a1, . . . , al) = 〈I, 1 − y1a1, . . . , 1− ylal〉 ∩A.
Moreover, let G be a Groebner basis of 〈I, 1 − y1a1, . . . , 1 − ylal〉 with respect to a lexicographic
ordering, where y1 > . . . , yl > x1 > · · · > xn, thenG ∩A is a Groebner basis of sat(I, a1, . . . , al). In
particular, we have that G ∩A is a generating set.
3. The main conjecture on Mustafin varieties
In this section, we formulate our main conjecture which predicts a certain type of decomposition
of the special fibre for a family of Mustafin varieties. As input data we fix d ∈ Z>0, a tuple n =
(n1, . . . , nd−1) ∈ Z
d−1
>0 with n1 < · · · < nd−1 ∈ Z>0, a positive integer n and
a :=
(
a
(l)
ij
)
i,j=1,...,d
l=0,...,n
∈ O
d2·(n+1)
K .
For l = 0, . . . , n, we define
Ml =


a
(l)
11 . . . a
(l)
1d
...
. . .
...
a
(l)
d1 . . . a
(l)
dd


and
gl =Ml


1
πn1
πn2
. . .
πnd−1


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This yields the lattices Ll = glL for l = 0, . . . , n and – denoting n = {n1, . . . , nd−1} – the set
Γa,n := {[L0], . . . , [Ln]}.
Let v ∈ Zn+1≥0 , such that 0 ≤ vi ≤ d− 1 and
∑
vi = n(d− 1). We consider the ideal
Iv = 〈((xij)j=0,...,n)i=1,...,vj 〉,
where if vi = 0, we omit the monomials xij .
Definition 3.1. We say that a condition holds for general elements a ∈ O
d2·(n+1)
K , if it holds for all
elements in the preimage of a non-empty Zariski open subset in A
d2·(n+1)
k under the reduction map. In
particular, a condition holding for general elements is generically true in O
d2·(n+1)
K .
Moreover, let U ⊂ A
d2·(n+1)
K be a non-empty Zariski open subset, then, possibly after replacing K
by a finite field extension, U(K)∩O
d2·(n+1)
K contains the preimage of a non-empty Zariski open subset
in kd
2·(n+1), i.e. it contains a general subset.
We are now ready to state our main conjecture.
Conjecture 3.2. Let Γa,n be as above andM(Γa,n) be the corresponding Mustafin variety. Then, there
exists a general subset Un,n ⊂ O
d2(n+1)
K , such that we have for all a ∈ Un,n that the ideal of the special
fibre decomposes into
I(M(Γa,n)k) =
⋂
Iv, (3)
where the intersection runs over all v ∈ Zn+1≥0 with 0 ≤ vi ≤ d − 1 and
∑
vi = n(d − 1). The primary
components correspond to those v, such that there exists i with vi = 0.
Remark 3.3. We note that it was proved in [Con07] that
⋂
Iv has the same Hilbert polynomial as
I(M(Γa,n)K). AsM(Γa,n) is a flat scheme, we have that I(M(Γa,n)K) and I(M(Γa,n)k) share the
same Hilbert polynomial. Therefore,
⋂
Iv and I(M(Γa,n)k) also share the same Hilbert polynomial.
Let I, J be two multi-homogeneous ideals with J ⊂ I in a polynomial ring over a field. If J and I share
the same Hilbert polynomial, then their radical ideals agree. Since
⋂
Iv and I(M(Γa,n)k) are radical
ideals, it is therefore enough to prove that
⋂
Iv ⊂ I(M(Γa,n)k) or
⋂
Iv ⊂ I(M(Γa,n)k) in order to
derive conjecture 3.2.
This conjecture is at the core of most of our considerations for the rest of this paper. For n1 =
1, n2 = 2 and d = 3 it is proved in [HW19, lemma 3.1], although the proof generalises immediately to
arbitrary 1 < n1 < n2. In subsection 3.1, we prove conjecture 3.2 for d = 4, 2n1 < n2, 2n2 < n3 and
K = L((π)), where π is a formal variable and L an infinite field of characteristic 0.
3.1. A proof of conjecture 3.2 for d = 4 and 2n1 < n2 and 2n2 < n3. We now prove conjecture 3.2
forK = L(π), where L is an infinite field, d = 4 and 2n1 < n2 and 2n2 < n3. Our first goal is to show
the following proposition.
Proposition 3.4. In the setting of conjecture 3.2, let d = 4, n, such that 2n1 < n2, 2n2 < n3 and n = 3.
Furthermore, we setK = L((π)), where π is a formal variable and L an infinite field with char(L) = 0.
Then conjecture 3.2 holds.
Our proof of proposition 3.4 relies on computations using the computer algebra system Singular.
Proof. In the setting of conjecture 3.2, we set d = 4, n = 3 and n = (n1, n2, n3) with 0 < n1 < n2 <
n3, such that 2n1 < n2 and 2n2 < n3. Furthermore, we set K = L((π)), where we set π a formal
variable. We see that OK = L[[π]] and k ∼= L.
Then, for given a, we have have that I(M(Γa,n)K) is generated by the 2× 2 minors of


a
(0)
11 x10 + a
(0)
12 πx20 + a
(0)
13 π
3x30 + a
(0)
14 π
7x40 . . . a
(3)
11 x13 + a
(3)
12 πx23 + a
(3)
13 π
3x33 + a
(3)
14 π
7x43
a
(1)
21 x10 + a
(0)
22 πx20 + a
(0)
23 π
3x30 + a
(0)
24 π
7x40 . . . a
(3)
21 x13 + a
(3)
22 πx23 + a
(3)
23 π
3x33 + a
(3)
24 π
7x43
a
(0)
31 x10 + a
(0)
32 πx20 + a
(0)
33 π
3x30 + a
(0)
34 π
7x40 . . . a
(3)
31 x13 + a
(3)
32 πx23 + a
(3)
33 π
3x33 + a
(3)
34 π
7x43
a
(0)
41 x10 + a
(0)
42 πx20 + a
(0)
43 π
3x30 + a
(0)
44 π
7x40 . . . a
(3)
41 x13 + a
(3)
42 πx23 + a
(3)
43 π
3x33 + a
(3)
44 π
7x43


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We denote by m(α,β),(γ,δ) the 2 × 2 minor given by the α−th and β−th column and the γ−th and
δ−th row. We observe that
I(M(Γa,n)) = sat
(〈
m(α,β),(γ,δ)
〉
OK
, π
)
,
i.e. the ideal of theMustafin variety overOK is given by the saturation of the ideal generated by the 2×2
minors with respect to the uniformiser π. While in principle such a computation could be carried out by
a computer algebra system, our computations did not finish. Therefore, we carry out the computation
by hand. Our computationswere aided by Singular andmay be found in https://sites.google.com/site/marvinanashahn/computer-algebra.
A straightforward computation shows that⋂
Iv =
〈
(x1ix1j)i,j=0,...,3
i<j
, (x2ix2j)i,j=0,...,3
i<j
, (x1ix2j)i,j=0,...,3
i 6=j
, (x1ix3j)i,j=0,...,3
i 6=j
,
(x2ix3jx3l) i,j,l=0,...,3
i,j,l p.w. different
, x30x31x32x33
〉
k[xij ]
,
(4)
where the intersection runs over all v ∈ Z4≥0, 0 ≤ vi ≤ 4 and
∑
vi = n(d − 1) = 9. In order to
prove that
I(M(Γa,n)k) =
⋂
Iv (5)
we successively combine the minors m(α,β),(γ,δ) to find polynomials over OK whose reductions
yields the generators of
⋂
Iv given in equation (4).
To begin with, let α, β, γ, δ ∈ {0, . . . , 3}, such that α 6= β, γ 6= δ. We observe that
m(α,β),(γ,δ) = ⋆ π
2n3x4αx4β + ⋆π
n2+n3x3αx4β + ⋆π
n2+n3x4αx3β + ⋆π
n1+n2x2αx4β + ⋆π
n1+n2x4αx2β
+ ⋆πn3x1αx4β + ⋆π
n3x4αx1β + ⋆π
2n2x3αx3β + ⋆π
n1+n2x2αx3β + ⋆π
n1+n2x3αx2β
+ ⋆πn2x1αx3β + ⋆π
n2x3αx1β + ⋆π
2n1x2αx2β + ⋆π
n1x1αx2β + ⋆π
n1x2αx1β + ⋆x1αx1β
where ⋆ indicate the coefficients, which are non-zero polynomials in the a
(l)
ij , which depend onα, β, γ, δ
and are independent of π. Thus, for general coefficients, we have ⋆ ∈ O∗K . We see immediately, that
(m(α,β),(γ,δ)modπ) ∈ k[xij ] generate 〈(x1ix1j)i,j=0,...,3
i<j
〉k[xij ].
In order to proceed with our computation, we need to introduce some notation. Let f be a polynomial
over OK andm a monomial in xij , π. Then, we denote by coeff(f,m) the coefficient ofm in f .
As a first step, we define
m
(1)
1,(α,β) = coeff(m(α,β),(1,3), x1αx1β)m(α,β),(1,2) − coeff(m(α,β),(1,2), x1αx1β)m(α,β),(1,3)
m
(1)
2,(α,β) = coeff(m(α,β),(2,3), x1αx1β)m(α,β),(1,2) − coeff(m(α,β),(1,2), x1αx1β)m(α,β),(2,3)
m
(1)
3,(α,β) = coeff(m(α,β),(1,4), x1αx1β)m(α,β),(1,3) − coeff(m(α,β),(1,3), x1αx1β)m(α,β),(1,4)
m
(1)
4,(α,β) = coeff(m(α,β),(3,4), x1αx1β)m(α,β),(1,3) − coeff(m(α,β),(1,3), x1αx1β)m(α,β),(3,4)
m
(1)
5,(α,β) = coeff(m(α,β),(1,4), x1αx1β)m(α,β),(1,2) − coeff(m(α,β),(1,2), x1αx1β)m(α,β),(1,4)
m
(1)
6,(α,β) = coeff(m(α,β),(2,4), x1αx1β)m(α,β),(1,4) − coeff(m(α,β),(1,4), x1αx1β)m(α,β),(2,4).
A Singular computation shows that
m
(1)
j,(α,β) = ⋆ π
2n3x4αx4β + ⋆π
n2+n3x3αx4β + ⋆π
n2+n3x4αx3β + ⋆π
n1+n2x2αx4β + ⋆π
n1+n2x4αx2β
+ ⋆πn3x1αx4β + ⋆π
n3x4αx1β + ⋆π
2n2x3αx3β + ⋆π
n1+n2x2αx3β + ⋆π
n1+n2x3αx2β
+ ⋆πn2x1αx3β + ⋆π
n2x3αx1β + ⋆π
2n1x2αx2β + ⋆π
n1x1αx2β + ⋆π
n1x2αx1β,
where ⋆ indicate non-zero polynomials in the a, which depend on j and that are independent of π.
Furthermore, we set
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m
(2)
1,(α,β) = a
(α)
21 m
(1)
1 − a
(α)
11 m
(1)
2 , m
(2)
2,(α,β) = a
(α)
31 m
(1)
3 − a
(α
11m
(1)
4
m
(2)
3,(α,β) = a
(α)
41 m
(1)
5 − a
(α)
11 m
(1)
6 .
Again, a Singular computation shows that
m
(2)
j,(α,β) = ⋆ π
2n3x4αx4β + ⋆π
n2+n3x3αx4β + ⋆π
n2+n3x4αx3β + ⋆π
n1+n2x2αx4β + ⋆π
n1+n2x4αx2β
+ ⋆πn3x4αx1β + ⋆π
2n2x3αx3β + ⋆π
n1+n2x2αx3β + ⋆π
n1+n2x3αx2β + ⋆π
n2x3αx1β
+ ⋆π2n1x2αx2β + ⋆π
n1x2αx1β,
where again ⋆ indicate non-zero polynomials in the a, which depend on j and are independent of π.
Thus, for general coefficients, we have ⋆ ∈ O∗K . We see that π
−n1m
(2)
l,(α,β) ∈ OK [xij ] and that the
π−n1m
(2)
l,(α,β)modπ ∈ k[xij ] generate 〈(x1ix2j)〉i,j=0,...,3
i 6=j
.
Next, we define
m
(3)
j,α,β = m
(2)
j+1,α,β −m
(2)
1,α,β
for j = 1, 2. A Singular computation shows that
m
(3)
j,(α,β) = ⋆ π
2n3x4αx4β + ⋆π
n2+n3x3αx4β + ⋆π
n2+n3x4αx3β + ⋆π
n1+n2x2αx4β + ⋆π
n1+n2x4αx2β
+ ⋆πn3x4αx1β + ⋆π
2n2x3αx3β + ⋆π
n1+n2x2αx3β + ⋆π
n1+n2x3αx2β + ⋆π
n2x3αx1β
+ ⋆π2n1x2αx2β ,
where again ⋆ indicate non-zero polynomials in the a, which depend on j and are independent of π.
Thus, for general coefficients, we have ⋆ ∈ O∗K . We see that the π
−2n1m
(3)
l,(α,β) ∈ OK [xij ] and that the
π−2n1m
(3)
l,(α,β)modπ ∈ k[xij ] generate 〈(x2ix2j)〉i,j=0,...,3
i<j
.
Now, we define
m
(4)
α,β =(−a
(α)
12 a
(α)
21 a
(α)
41 a
(β)
11 + a
(α)
11 a
(α)
22 a
(α)
41 a
(β)
11 + a
(α)
11 a
(α)
12 a
(α)
21 a
(β)
41 − (a
(α)
11 )
2a
(α)
22 a
(β)
41 )m
(3)
1,(α,β)
− (−a
(α)
12 (a
(α)
31 )
2a
(β)
11 + a
(α)
11 a
(α)
31 a
(α)
32 a
(β)
11 + a
(α)
11 a
(α)
12 a
(α)
31 a
(β)
31 − (a
(α)
11 )
2a
(α)
32 a
(β)
31 )m
(3)
2,(α,β).
A Singular computation shows that
m
(4)
(α,β) = ⋆ π
2n3x4αx4β + ⋆π
n2+n3x3αx4β + ⋆π
n2+n3x4αx3β + ⋆π
n1+n2x4αx2β
+ ⋆πn3x4αx1β + ⋆π
2n2x3αx3β + ⋆π
n1+n2x3αx2β + ⋆π
n2x3αx1β,
where again ⋆ indicate non-zero polynomials in the a, which are independent of π. Thus, for general
coefficients, we have ⋆ ∈ O∗K . We see that the π
−n2m
(4)
(α,β)modπ ∈ k[xij ] generate 〈(x1ix3j)〉i,j=0,...,3
i 6=j
.
Now, let γ ∈ {0, . . . , 3}\{α, β} and set
m(α,β,γ) = coeff(m
(4)
α,β, π
3x1βx3α)x3αm
(4)
(γ,β) − coeff(m
(4)
γ,β, π
3x1βx3γ)x3γm
(4)
(α,β).
We compute in Singular, that
m(α,β,γ) = ⋆ π
2n3x4αx4βx3γ + ⋆π
2n3x3αx4βx4γ + ⋆π
n2+n3x3αx4βx3γ + ⋆π
n2+n3x3αx4βx3γ
+ ⋆πn2+n3x4αx3βx3γ + ⋆π
n2+n3x3αx3βx4γ + ⋆π
n1+n2x4αx2βx3γ + ⋆π
n1+n2x3αx2βx4γ
+ ⋆πn3x4αx1βx3γ + ⋆π
n3x3αx1βx4γ + ⋆π
2n2x3αx3βx3γ
+ ⋆πn1+n2x3αx2βx3γ ,
where again ⋆ indicate non-zero polynomials in the a, which are independent of π. Thus, for general
coefficients, we have ⋆ ∈ O∗K . We see that π
−n1−n2m(α,β,γ) ∈ OK [xij ] and that them(α,β,γ)modπ ∈
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k[xij] generate 〈(x2ix3jx3l)〉 i,j,l=0,...,3
i,j,l p.w. different
.
Finally, let {α, β, γ, δ} = {0, . . . , 3} and define
m(α,β,γ,δ) = coeff(mα,β,γ , π
n1+n2x3αx2βx3γ)x3γmα,β,δ − coeff(mα,β,δ, π
n1+n2x3αx2βx3δ)x3δmα,β,γ .
We see that
m(α,β,γ,δ) = ⋆ π
2n3x4αx4βx3γx3δ + ⋆π
2n3x3αx4βx4γx3δ + ⋆π
2n3x3αx4βx3γx4δ
+ ⋆πn2+n3x3αx4βx3γx3δ + ⋆π
n2+n3x4αx3βx3γx3δ + ⋆π
n2+n3x3αx3βx4γx3δ
+ ⋆πn2+n3x3αx3βx3γx4δ + ⋆π
n1+n2x4αx2βx3γx3δ + ⋆π
n1+n2x3αx2βx4γx3δ
+ ⋆πn1+n2x3αx2βx3γx4δ + ⋆π
n3x4αx1βx3γx3δ + ⋆π
n3x3αx1βx4γx3δ
+ ⋆πn3x3αx1βx3γx4δ + ⋆π
2n2x3αx3βx3γx3δ,
where ⋆ indicate polynomials in the a, which are independent of π. Unfortunately, our Singular com-
putation ofm(α,β,γ,δ) did not finish for a as variable parameters. However, for random choices of a the
term coeff(m(α,β,γ,δ), π
2n2x3αx3βx3γx3δ) does not vanish. Therefore, coeff(m(α,β,γ,δ), π
2n2x3αx3βx3γx3δ)
is a non-zero polynomial in the a, which is independent of π. We observe that π−2n2m(α,β,γ,δ) ∈
OK [xij ] and therefore π
−2n2m(α,β,γ,δ)modπ ∈ k[xij] generates 〈x30x31x32x33〉.
This computation shows that in the notation of equation (5) that⋂
Iv ⊂ I(M(Γa,n)k).
By remark 3.3, the proposition follows. 
We immediately obtain the following corollary.
Corollary 3.5. In the setting of conjecture 3.2, let d = 4 and n, such that 2n1 < n2, 2n2 < n3. Further-
more, we setK = L((π)) with char(L) = 0, where π is a formal variable. Then conjecture 3.2 holds.
Moreover, for the same parameters n, d, we have conjecture 3.2 holds forK = Qp and p≫ 0.
Proof. The corollary first states the generalisation of proposition 3.4 to n > 3. Its proof is completely
analogous to [HW19, lemma 3.2]. The statement regardingK = Qp follows by standard considerations.

Remark 3.6. The Singular computations in the proof of proposition 3.4 give explicit formulas for all
involved polynomials except form(α,β,γ,δ) for which the computations did not finish. A close examina-
tion of the polynomials shows that the relevant polynomials in the a do not completely vanish in any
characteristic. It is reasonable to expect the same for the coefficient of π2n2x3αx3βx3γx3δ inm(α,β,γ,δ),
which would give a proof of conjecture 3.2 in this setting for any fieldK with infinite residue field k.
To end this section, we outline a possible strategy involving a Groebner basis approach towards
conjecture 3.2.
Remark 3.7. One interesting observation regarding the proposed equality in equation (3) is that the
right hand side is the unique multigraded Borel-fixed ideal in the Hilbert scheme of the diagonal embed-
ding P(V ) →֒ P(V )(n+1) [CS10, theorem 2.1].
To make this precise, we let GL(V ) act on k[x1, . . . , xd] via g · (x1, . . . , xd) := (x1, . . . , xd)g, i.e.
by multiplication from the right. When computing Groebner basis G of an ideal I with respect to
a term order <, the initial ideal Lt<(I) depends on the coordinates x1, . . . , xd, we chose. In par-
ticular, Lt<(I) is not invariant under the action of GL(V ) on I . However, for any term order <,
there exists a Zariski open subset U ⊂ GL(V ), such thatf for a homogeneous ideal I we have that
Lt(g · I) is constant for all g ∈ U [Eis13, theorem 15.20]. We call gen(I) = Lt(g · I) the generic
initial ideal of I . Generic initial ideals ideals play an important role in algebraic geometry. One
key result is a theorem by Galligo (in characteristic 0) and Bayer-Stillman (in positive characteristic)
[Gal79, BS+87], which states that the generic initial ideal is Borel-fixed. This means that for the Borel
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subgroup B ⊂ GL(V ) of upper triangular matrices, we have b · gen(I)I = gen(I) for all b ∈ B.
This may be generalised to the case of multigraded ideals. More precisely, let I ⊂ K[(x
(l)
i ) l=0,...,n
i=1,...,αl
]
be multigraded, i.e. homogeneous in the (x
(l)
i ) for each fixed l and < a term order and let GL(V )
n+1
act onK[(x
(l)
i )l=0,...,n
i=1,...,d
] via (g0, . . . , gn) · ((x
(l)
i )i,l) = ((x
(l)
1 , . . . , x
(l)
d )gl)l). Then, there exists a Zariski
open subset U ⊂ GL(V )n+1, such that Lt<(g ·I) is constant for g ∈ U . We callmgen(I) = Lt<(g ·I)
themultigraded generic initial ideal of I . Moreover, the idealmgen(I) is Borel-fixed in the multigraded
sense, i.e. b ·mgen(I) = mgen(I) for all b ∈ Bn+1 ⊂ GL(V ).
In [CS10, section 6], it is suggested that the ideal on the left hand side of equation (3) should be the
initial ideal of an appropriate linear twist of the aforementioned diagonal embedding with respect to
a term order induced by n. Therefore, a possible strategy towards a general proof of conjecture 3.2
for K = Q(π) is to show that I(M(Γa,n)k) is constant and Borel-fixed in the multigraded sense for
general a.
4. Mustafin models of projective varieties and syzygy bundles
We begin this section with the following definition of models of projective varieties induced by the
construction of Mustafin varieties.
Definition 4.1. Let Γ = {[L1], . . . , [Ln]} be a finite set of homothety classes of lattices andM(Γ) be
the associated Mustafin variety. Furthermore, let X ⊂ P(V ). Considering the map equation (1), we
define fΓ(X) endowed with the reduced scheme structure of X the Mustafin model ofX associated to
Γ, which we denote by X(Γa,n).
We note that X(Γa,n) is a flat and proper scheme with generic fibre X . It is an interesting open
problem to classify what kinds of models of X one may obtain with this construction. A first step
towards this classification was made by the authors in [HW19].
Theorem 4.2 ([HW19, Theorem 3.4]). Let n1 = 1, n2 = 2 and d = 3. Assume that the residue field k
of K is perfect and let n ≥ 2. Let X ⊂ P(V ) be an irreducible plane curve. Then, possibly after a finite
unramified field extension, for general a we have that
(1) X(Γa,n)k decomposes into n+ 1 irreducible components X0, . . . ,Xn;
(2) Xl is contained in the l−th primary component of M(Γa,n), X
red
l
∼= P1 and all components
intersect pairwise in the same point. More precisely, Xi ⊂
(
P2k
)n+1
is cut out by
〈x1l, (x1i, x2i)i 6=l〉.
One of the two main ingredients for this proof is conjecture 3.2 for n1 = 1, n2 = 2 and d = 3
([HW19, lemma 3.1]).
Our main goal in this section is the following theorem, which generalises [HW19, theorem 3.4]. We
will give the proof in subsection 4.3
Theorem 4.3. We assume that conjecture 3.2 holds. Furthermore, assume that k is a perfect field. LetX ⊂
P(V ) be a geometrically irreducible projective variety of dimension d′, such that dim(X) = dim(XK),
where XK denote the pullback of X to the algebraic closure of K , Γa,n = {[L0], . . . , [Ln]} be a set of
lattices as in conjecture 3.2 and let X(Γa,n) be the associated Mustafin degeneration ofX . Then, possibly
after a finite unramified field extension ofK , there exists a general subset U ⊂ O
d2(n+1)
K , such that for all
a ∈ U we have that the special fibre X(Γa,n)k is contained inM(Γa,n)k,≤d′ .
Remark 4.4. We note that the statement in [HW19, theorem 3.4] also gives ideals of the irreducible
components of X(Γa,n)k for smaller general set of a. Interestingly, these ideals are Borel-fixed in the
multigraded sense. It is thus tempting to ask whether the defining ideal of X(Γa,n)k is always Borel-
fixed in this sense for sufficiently general choices of a.
The following is an immediate corollary of theorem 4.3.
Corollary 4.5. We assume that conjecture 3.2 holds. Furthermore, assume that k is a perfect field. Let
X ⊂ P(V ) be a projective, geometrically irreducible curve, , such that dim(X) = dim(XK), Γa,n =
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{[L0], . . . , [Ln]} a set of lattices as in conjecture 3.2 and let X(Γa,n) be the associated Mustafin degen-
eration of X . Then, for sufficiently general a, any irreducible component of X(Γa,n)k is contained in a
primary component ofM(Γa,n).
This corollary motivates the following definition.
Definition 4.6. Let X ⊂ P(V ) be a projective curve, Γa,n = {[L0], . . . , [Ln]} a set of lattices as in
conjecture 3.2 and X(Γa,n) the associated Mustafin degeneration of X . We say X(Γa,n) has star-like
reduction ifX(Γa,n)k ⊂
⋃
V (Iv), where the union runs over all v ∈ Z
n+1, such that
∑
vi = n(d− 1),
0 ≤ vi ≤ d− 1 and there exists i, such that vi = d− 1.
As a first step towards theorem 4.3, we prove the following lemma.
Lemma 4.7. LetX ⊂ P(V ) be an irreducible projective variety of degree d′. Then,X(Γa,n)k has at most
d′
(
n+ dim(X)
dim(X)− 1
)
irreducible components.
Proof. Recall that the Chow ring of P(V )n+1 is given by
A = Z[H0, . . . ,Hn]upslope〈Hd0 , . . . ,H
d
n〉
,
whereHi is the hyperplane class of the i−th factor. The Chow-class ofX in the Chow ring Zupslope〈Hd〉 of
P(V ) is given by d′Hcodim(X), whereH is the hyperplane class in P(V ). Under the diagonal embedding
∆ : P(V )→ P(V )n+1, the classHd−l pushes forward to
∑
m=(m0,...,mn)∑
mi=(n+1)(d−1)−l
n∏
i=0
Hmii .
Thus, the Chow class of∆(X) is given by
d′ ·
∑
m=(m0,...,mn)∑
mi=(n+1)(d−1)−dim(X)
n∏
i=0
Hmii . (6)
This is also the Chow class of X(Γa,n)K , as it is a linear transformation of ∆(X). As X(Γa,n)k is
the specialisation of X(Γa,n)K , their Chow classes agree (see the discussion prior to [Ful13, corollary
20.3]). The Chow class of X(Γa,n)k is the sum of the Chow classes of its irreducible components. As
all these classes are effective, we see that we may have at most d′ times the number of monomials in
equation (6). The number of those monomials is easily seen to be(
n+ dim(X)
dim(X)− 1
)
,
which completes the proof. 
Before giving the proof of theorem 4.3 in subsection 4.3, we first prove some technical lemmata and
introduce a suitable formal set-up
4.1. Technical lemmata. We begin with a general consideration of how Groebner bases of ideals be-
have after substitution. LetA be a noetherian domain and A1, . . . , Am, x1, . . . , xn be formal variables.
We further define
A = A[A1, . . . , Am].
Let I ⊂ A[x1, . . . , xn] be an ideal and let G be a Groebner basis of I. We further pick a =
(a1, . . . , am) ∈ A
m and consider the homomorphism
Substa : A[x1, . . . , xn]→ A[x1, . . . , xn]
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induced by Ai 7→ ai. It is an interesting question for which choices of a, we have that Substa(G) is a
Groebner basis of Substa(I). When A is a field this is a well-studied topic and has lead to the notion
of comprehensive Gröbner bases [Wei92, Wei03].
The following lemma gives a sufficient criterion when A is a unique factorisation domain.
Lemma 4.8. Let A be a unique factorisation domain and I as above. Let G = {f1, . . . , fl} be a Groeb-
ner basis of I with respect to some order <. Then, there exist two finite sets of non-zero polynomials
(Pi)i=1,...,l, (P˜j)j=1,...,µ ∈ A for some µ > 0, such that the following holds:
(1) If α ∈ A, such that α is a factor of any Pi, then α is a unit. In other words, each Pi is saturated
with respect to any non-unit in A,
(2) for all a ∈ Am for which Substa(Pi) is a unit for all i = 1, . . . , l and Substa(P˜j) 6= 0 for all
j = 1, . . . , µ, we have Substa(G) is a Groebner basis of Substa(I)m
(3) for all i, we have Substa(lt(fi) = lt(Substa(fi)).
Proof. AsA is a unique factorisation domain, the ringA[A1, . . . , Am] is a unique factorisation domain
as well. We therefore may consider the following factorisations into irreducible elements
lt(fi) =
si∏
j=1
p
(i)
j .
We may assume that for suitable ti, we have p1, . . . , pti /∈ A and pti+1, . . . , psi ∈ A. We then set
Pi =
∏ti
j=1 p
(i)
j for i = 1, . . . , l. Thus, the polynomialPi is saturated with respect to any non-unit of
A.
Let S be the multiplicative closure of (Pi)i=1,...,l and consider the localisation A[(xi)](S). Then, it
follows immediatley from definition 2.11 that for f˜i =
fi
Pi
, we have that
G˜ = {f˜1, . . . , f˜m}
is a Groebner basis of I(S) ⊂ A[(xi)i](S). We now consider the homomorphism
Substa,(S) : U[x1, . . . , xn](S) → A[x1, . . . , xn]
induced by Ai 7→ ai. This is well-defined whenever Substa(Pi) is a unit for all i = 1, . . . , l. In
particular, we then have (
Substa,(S)
)
|A[x1,...,xn]
≡ Substa
and Substa,(S)(I(S)) = Substa(I). Since lt(f˜i) ∈ A[x1, . . . , xn], we observe that
Syz(lt(Substa,(S)(f˜1)), . . . , lt(Substa,(S)(f˜n)) ⊂ Syz(lt(f˜1), . . . , lt(f˜m)).
Let B = (b(1), . . . , b(α)) be a finite generating set of Syz(lt(f˜1, . . . , lt(f˜n)). As G˜ is Groebner basis
of I(S), by theorem 2.13 there exists for any b
p = (b
(p)
1 , . . . , b
(p)
n ) ∈ B with p ∈ {1, . . . , p} a set of
polynomials h
(p)
1 , . . . , h
(p)
rp , such that
b
(p)
n∑
j=1
b
(p)
j f˜j
G˜
−→ h
(p)
1
G˜
−→ . . .
G˜
−→ h(p)rp
E
−→ 0.
If a is such that Substa,(S)lt(h
(p)
j ) 6= 0 for all j and p, this immediately implies
b
(p)
n∑
j=1
b
(p)
j Substa,(S)(f˜j)
Substa,(S)(G˜)
−−−−−−−−→ Substa,(S)(h
(p)
1 )
Substa,(S)(G˜)
−−−−−−−−→ . . .
. . .
Substa,(S)(G˜)
−−−−−−−−→ Substa,(S)((h
(p)
rp )
Substa,(S)(G˜)
−−−−−−−−→ 0.
Thus, it follows from theorem 2.13 that when G˜ is a Groebner basis of I(S), then Substa,(S)(G˜) is a
Groebner basis of Substa,S(I) = Substa(I). Finally, we see immediately that – since Substa,(S)(G˜)
and Substa(I) only differ by multiplication of units – Substa,(S)(G˜) is a Groebner basis if and only if
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Substa(G) is as well. Setting (P˜j)j=1,...,µ the nominators of (lt(h
(p)
j ))p=1,...,α
j=1,...,rp
, this finishes the proof.

The following is an immediate corollary of lemma 4.8 and vital for our proof of conjecture 3.2. We
define I = sat(I˜, a), i.e. the saturation of I˜with respect to a. It is well-known that for a formal variable
y, we have
I =
〈
I˜, 1− ay
〉
A[(xi)i,y]
∩A[(xi)i].
We have the following corollary.
Corollary 4.9. Let A be a unique factorisation domain and I˜ ⊂ A[x1, . . . , xn] an ideal. Further, let
a ∈ U and G = {f1, . . . , fl} be a Groebner basis of I = (I˜, 1 − ay) with respect to some lexicographic
order <lex, where y is the biggest element in {(xi)i, y}. It is well-known that G ∩ A[x1, . . . , xn] is a
Groebner basis of sat(I˜, a).
Furthermore, there exist two finite sets of non-zero polynomials (Pi)i=1,...,l, (P˜j)j=1,...,µ ∈ A for some
µ > 0, such that the following holds:
(1) If α ∈ A, such that α is a factor of any Pi, then α is a unit. In other words, each Pi is saturated
with respect to any non-unit in A,
(2) for all a ∈ Am for which Substa(Pi) is a unit for all i = 1, . . . , l and Substa(P˜j) 6= 0 for all
j = 1, . . . , µ, we have Substa(G) ∩A[x1, . . . , xn] is a Grobner basis of sat(Substa(I˜)).
In particular, we have
Substa(sat(I˜,Substa(a))) = Substa(I) ∩ A[x1, . . . , xn] = sat(Subst(I˜),Substa(a)).
We note that under those conditions, we have that Substa(sat(I˜,Substa(a))) is saturated with respect to
a.
Proof. Let G be as stated in the lemma. It is well-known that G˜ = G ∩ A[(xi)] is a Groebner basis
of I = sat(I˜, a) with respect to the lexicographic order <lex restricted to A[(xi)]. By lemma 4.8,
there exist polynomials Pi, P˜i as stated in the corollary, such that we have Substa(G) is a Groebner
basis of Substa(I) = 〈Substa(I˜), 1 − Substa(a)〉 and Substa(G) ∩ A[(xi)i] is a Groebner basis of
sat(Substa(I),Substa(a)) whenever Substa(Pi) is a unit and Substa(P˜i) 6= 0. Finally, we observe
that by the third assertion in lemma 4.8 we have Substa(G˜) = Substa(G)∩A[(xi)i] and the corollary
follows. 
We illustrate corollary 4.9 in the following example.
Example 4.10. Let A = Zp the p−adic ring of integers and consider the ideal I ⊂ Z[A1, A2][x, y]
given by I = 〈pA1x+ A2y〉. For a1, a2 ∈ Zp, we see that I˜ = 〈pa1x+ a2y〉 is saturated with respect
to π if and only if a2 ∈ Z
×
p . In order to see this in the flavour of corollary 4.9, we consider the ideal
J = 〈pA1x+A2y, 1− pz〉 ⊂ Zp[A1, A2][x, y, z] and observe that
z · (pA1x+A2y) +A1x · (1− pz) = A1x+A2yz ∈ J
Therefore A2yz ∈ Lt<(J) and it is easy to see that no proper factor of A2yz is contained in Lt<(J).
Therefore, any Gröbner basis of J must contain a polynomial with leading termA2yz. Thus, it follows
that Substa(A2) must be invertible in order for corollary 4.9 to apply.
4.2. Formal set-up. We begin with a general set-up of ideals mirroring the ideal in equation (3) over
arbitrary noetherian domains.
We first introduce our algebraic set-up: Let A be a unique factorisation domain and
(
A
(l)
ij
)
i,j=1,...,d
l=0,...,n
be formal variables. We set the polynomial ring
AA = A
[(
A
(l)
ij
)
i,j=1,...,d
l=0,...,n
]
MUSTAFIN MODELS OF PROJECTIVE VARIETIES AND VECTOR BUNDLES 15
and for a ∈ A, we set the matrices
Ml =


A
(l)
11 . . . A
(l)
1d
...
. . .
...
A
(l)
d1 . . . A
(l)
dd

 and gl = Ml


1
an1
an2
. . .
and−1


for l = 0, . . . , n. We further consider the ideal
I˜A,a,n = I2

g0


x10
...
xd0

 · · · gn


x1n
...
xdn



 ⊂ AA
[
(xij)i=1,...,d
j=1,...,n
]
and define
IA,a,n := sat(I˜A,a,n, a).
Let G = (f1, . . . , fn) be a generating set of In and consider
[fi] ≡ fimod a.
Then {[f1], . . . , [fn]} generates IA,a,nupslope(a).
Let a =
(
a
(l)
ij
)
i,j=1,...,d
l=0,...,n
with a
(l)
ij ∈ A and recall the homomorphism
Substa : AA[(xij)]→ A[(xij)]
induced byA
(l)
ij 7→ a
(l)
ij . Further, let G˜ = (f1, . . . , fn) be a Groebner basis of (I˜, 1−ay) and a, such that
corollary 4.9 applies. Then, we have G = G˜ ∩ AA[(xij)]) is a Groebner basis of IA,a,n and according
to corollary 4.9, we have Substa(G) is a Groebner basis of
Substa(IA,a,n) = sat(Substa(I˜A,a,n),Substa(a)). (7)
Recall that forG = (h1, . . . , hm), h˜i = Substa(hi) and [h˜i] ≡ h˜imodSubsta(a), we have
(
[h˜1], . . . , [h˜m]
)
generates Substa(I)A,a,nupslope(Substa(a)). In other words, we have
Substa
(
IA,a,nupslope(a)
)
= Substa(IA,a,n)upslope(Substa(a)) = sat(Substa(I˜A,a,n),Substa(a))upslope(Substa(a)).
For the rest of this section, we fix a non-archimedean fieldK with ring of integersOK , uniformiser
π and residue field k = OKupslope(π).
Proposition 4.11. There exists a general subset U ⊂ Od
2(n+1)
K , such that we have a ∈ O
d2·(n+1)
K for all
a ∈ U . Then, we have
Substa(IOK ,a,n) = I(M(Γa,n)).
In particular, by equation (7) we have for a ∈ U that
Substa(IOK ,a,nupslope(π)) = I(M(Γa,n)k).
Proof. We first recall that the ideal I(M(Γa,n)) may be viewed as the saturation of the ideal generated
by the 2× 2 minors of 
g0


x10
...
xd0

 . . . gn


x1n
...
xdn




overOK with respect to the uniformiser π. In other words, denoting the 2× 2minors of this matrix
by f1, . . . , fγ , we have
I(M(Γa,n)) = sat(〈f1, . . . , fγ〉OK [(A
(l)
ij )]
, π).
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Furthermore, we denote the 2× 2 minors of
g0


x10
...
xd0

 . . . gn


x1n
...
xdn




by (f1, . . . , fγ) and observe that – up to reordering – that Substa(fi) = fi. Therefore, we have
Substa(IOK,pi,n) = Substa
(
sat(〈f1, . . . , fγ〉OK [(A(l)ij ]
, π)
)
.
According to corollary 4.9, there are finitely many polynomials (Pα)α and (P˜β)α in OK [(A
(l)
ij )],
where Pα is saturated with respect to π and such that if Substa(Pα) ∈ O
×
K and Substa(P˜β) 6= 0,
then
Substa
(
sat(〈f1, . . . , fγ〉OKn [(A
(l)
ij ]
, π)
)
= sat
(
Substa(〈f1, . . . , fγ〉OKn [A
(l)
ij ]
, π
)
. (8)
However, as allPα are saturated with respect to π, we have
Pαmodπ 6≡ 0
for all alpha. Therefore, Substa(Pα) ∈ O
×
Kn
is a general condition. In other words, the set of a, such
that Pα(a)modπ 6≡ 0 is a non-empty general subset Uα of O
d2(n+1)
K . Moreover, the condition that
P˜β 6= 0 for all β is a generic condition over K . As noted in definition 3.1, any non-empty generic set
overKn contains a non-empty general subset. Thus, for any β, there exists a non-empty general subet
U˜β of O
d2(n+1)
K , such that P˜β(a) 6= 0 for all β ∈ U˜β . As the intersection of finitely many non-empty
general subsets is non-empty, we have that Substa(Pα) ∈ O
×
K and Substa(P˜β) 6= 0 are true for a
in in the non-empty general subset U = (
⋂
Uα) ∩
(⋂
U˜β
)
. Therefore, equation (8) holds. We may
summarise the above considerations in the following equation
Substa(IOKn,pi,n) = Substa
(
sat(〈f1, . . . , fγ〉OKn [(A
(l)
ij ]
, π)
)
= sat
(
Substa(〈f1, . . . , fγ〉OKn [A
(l)
ij ]
, π
)
= sat
(
〈f1, . . . , fγ〉OKn , π
)
= I(M(Γa,n)),
which completes the proof. 
Let y1, . . . , yd be the coordinates of P(V ) and let X ⊂ P(V ) be a geometrically irreducible variety
withX = V (I ′) for an ideal I ′ ⊂ K[yi], such that dim(X) = dim(X ×K Spec(K)), i.e. X is dense in
its base change to the algebraic closure ofK .
We consider the map
f˜Γa,n : P(V)
g−10 ×···×g
−1
n
−−−−−−−−→ P(V )n+1.
We may compute f˜Γa,n(X) as follows. Let (αi)i=0,...,n be a vector of formal variables, mij the i−th
entry of g−1j · y and set the ideal I
′′ = 〈I, (αjxij −mij)i,j〉K[xij,αi,yl]. Then, it is well-known that –
sinceX is Zariski dense in its pullback to the algebraic closure ofK – for
I˜ = (sat(I ′′ ∩K[xij, αi]), 〈(αi)i〉) ∩K[xij ], (9)
we have V (I˜) = f˜Γa,n(X). Furthermore, we may choose a set of generators of (h1, . . . , hν) of I˜ , such
that hi ∈ OK [xij ]. Then, we define I = sat(〈h1, . . . , hν〉, π), observe that I = I˜ ∩ OK [xij] and thus
we obtain that I and I(X(Γa,n)) define the same topological subspace of P(L)
n+1.
Now, let mij denote the i−th entry of g
−1
j · y and set the ideal L
′ = 〈I ′, (αjxij −mij)i,j〉K[A(l)ij ][xij ,yl]
.
We then set
L˜ = (sat(L′ ∩K[A
(l)
ij ][xij , αi]), 〈(αi)i〉) ∩K[A
(l)
ij ][xij ]. (10)
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We may choose generators h1, . . . , hγ of L˜, such that hi ∈ OK [A
(l)
ij ][xij ] and we define
L = sat(〈h1, . . . , hγ〉, π.)
To end this subsection, we prove the following corollary.
Corollary 4.12. LetX be a geometrically irreducible variety, let I˜ be the associated ideal in equation (9)
and L the associated ideal in equation (10). There exists a general subset U ⊂ O
d2(n+1)
K , such that
Substa(L) and I(X(Γa,n)) cut out the same topological subspace of P(L)n for all a ∈ U . In particu-
lar, we have that Substa(L)modπ cuts out the topological space underlying X(Γa,n)k .
Proof. We first observe that Substa(L′) = I ′′ for all a. The corollary follows when we prove that
Substa(L) = I for a general choice of a. However, all steps involved in the definitions of L and I
may be resolved by Groebner basis computations. Therefore, the same arguments as in the proof of
proposition 4.11 yield the desired result. 
4.3. Proof of theorem 4.3. We are now ready to give the proof of theorem 4.3. First, we letK be equal
to its maximal unramified field extension. Therefore, since k is a perfect field, we have k algebraically
closed. We further assume that conjecture 3.2 holds. Let Ua,n be the general subset of O
d2(n+1)
K in
conjecture 3.2, i.e. I(M)(Γa,n) =
⋂
Iv for all a ∈ Un,n. Let X be a projective variety as stated in the
theorem. Furthermore, let Vn the general subset in corollary 4.12, i.e. Substa(L) = I(X(Γa,n)) for all
a ∈ Vn. In particular, we have Substa(L)modπ = I(X(Γa,n)k) for all a ∈ Vn.
Recall that since we assumed that conjecture 3.2 holds, we have for all a ∈ Un,n that
M(Γa,n)k =
⋂
Iv,
where the intersection runs over all v = (v0, . . . , vn) ∈ Z
n+1, such that
∑
vi = n(d−1) and 0 ≤ vi ≤
d− 1. For such a, we have
M(Γa,n)k,≤l =
⋂
v∈Yl
Iv,
where Yl is the set of all v = (v0, . . . , vn) ∈ Z
n+1, such that
∑
vi = n(d − 1), 0 ≤ vi ≤ d − 1 and
|{i ∈ {0, . . . , n} | vi < d− 1}| ≤ l. We note thatM(Γa,n)k =
⋂
Yd−1
Iv.
We denote Lk = Lmodπ. Let f
(l)
1 , . . . , f
(l)
tl
∈ be generators of
⋂
Yl
Iv and letG
(l)
i be a Groebner basis
of 〈L, 1 − yf
(l)
i 〉OK [A
(l′)
ij ]
with respect to some order <, such that y is the maximal element among
{y, (xij)i,j)}. Now, let δn = minl((G
(l)
i ∩ k[A
(l)
ij ] 6= (0) for all i).
As k is algebraically closed, we have X(Γa,n)k ⊂
⋂
Yl
V (Iv) is equivalent to 1 ∈ 〈I(X(Γa,n)k), 1 −
yf
(l)
i 〉 for all i, since this is equivalent to fi ∈
√
I(X(Γa,n)k) = I(X(Γa,n)
red
k ), where X(Γa,n)
red
k
is the unique reduced scheme on the topological space underlying X(Γa,n)k . Moreover, by the same
argument as in the proof of proposition 4.11, we have that there exists a general subset V
′(l)
n ⊂ Od
2(n+1),
such that Substa(G
(l)
i ) is a Groebner basis of 〈Substa(Lk), 1 − yfi〉 for all a ∈ V
′(l)
n . Therefore, we
have for all a ∈ V
′′(l)
n = V ∩ V
′(l)
n that Substa(G
(l)
i ) is a Groebner basis of 〈I(X(Γa,n)k), 1 − yfi〉
with respect to the restriction< to k[(xij)i,j]. Thus, we have 1 ∈ 〈I(X(Γa,n)k), 1− yfi〉 is equivalent
to Substa(G
(l)
i ) ∩ k 6= (0). Furthermore, we observe that after possibly shrinking V
′′(l)
n , we have that
G
(l)
i ∩ k[A
(l)
ij ] 6= (0) is equivalent to Substa(G
(l)
i ) ∩ k 6= (0). Let V˜n = ∩lV
′′(l)
n ∩ Un,n. Therefore, we
have
X(Γa,n)k ⊂ V (
⋂
v∈Yl
Iv) ⊂ V (
⋂
Yd−1
Iv) =M(Γa,n)k
if and only if G
(l)
i ∩ k[A
(l′)
ij ] 6= (0) for all a ∈ V˜n. As V˜n is a finite intersection of non-empty general
subsets, the set V˜ is a non-empty general subset of O
d2(n+1)
K as well.
By the above considerations, we have also shown that
δn = minl

X(Γa,n)k ⊂ ⋂
v∈Yl
Iv


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for all a ∈ V˜n. Now, let v ∈ Yδn\Yδn−1. Then, we have V (Iv) ⊂ M(Γa,n)k,≤δn but V (Iv) ⊂
M(Γa,n)k,≤δn−1 for all a ∈ Un,n. Recall that f
(δn−1)
1 , . . . , f
(δn−1)
tδn−1
is a set of generators of
⋂
Yδn−1
Iv .
Then, we have thatX(Γa,n)k ∩ V (Iv) ⊂M(Γ)k,≤l−1 if and only if we have 1 ∈ 〈I(X(Γa,n)k, Iv, 1−
yf
(δn−1)
i 〉 for all i. Let G
(δn−1),v
i be a Groebner basis of 〈L, Iv, 1 − yf
(δn−1)
i 〉. By the same argu-
ment as above, after possibly shrinking V˜n we have 1 ∈ 〈I(X(Γa,n)k, Iv , 1 − yf
(δn−1)
i 〉 if and only if
G
(δn−1),v
i ∩ [A
(l)
ij ] 6= (0) for all a ∈ V˜n. As for all a ∈ V˜n, we have that
X(Γa,n)k ⊂ V (
⋂
Yδn
Iv) =
⋃
Yδn
V (Iv)
but
X(Γa,n)k 6⊂ V (
⋂
Yδn−1
Iv) =
⋃
Yδn−1
V (Iv).
Therefore, there exists an irreducible component X˜ of X(Γa,n)k and v ∈ Yδn\Yδn−1, such that X˜ ⊂
V (Iv) but X˜ 6⊂
⋃
Yδn−1
V (Iv). In particular, we have X˜ ∩ V (Iv) 6⊂
⋃
Yδn−1
V (Iv). Thus, there exists
ℓ ∈ {1, . . . , tδn−1}, such that Substa(G
(δn−1
ℓ ), v)∩k = (0). Since a ∈ V˜n, we haveG
(δn−1),v
ℓ ∩k[A
(l)
ij ] =
(0).
Now, let σ be a permutation on {0, . . . , n}. Then σ acts naturally on the sets Yl by permuting the
entries of the v ∈ Yl. Moreover, we consider the ring automorphism
τσ : k[A
(l)
ij ][xij ]→ k[A
(l)
ij ][xij ]
induced by xij 7→ xiσ(j) and A
(l)
ij 7→ A
σ(l)
ij . Then, for any σ, we have τσ(Iv) = Iσ(v). Moreover, by
construction, we have τσ(Lk) = Lk for any σ. We note that as σ(
⋂
Yδn−1
Iv) =
⋂
Yδn−1
Iv , we have
σ(f δn−1ℓ ) ∈
⋂
Yδn−1
Iv . Moreover, we have σ(G
δn−1
ℓ ) is a Groebner basis of 〈Lk, Iσ(v), 1− yσ(f
δn−1
ℓ )〉
and (0) = σ(G
(δn−1),v
ℓ ∩ k[A
(l)
ij ]) = σ(G
δn−1
ℓ ) ∩ k[A
(l)
ij ]. Therefore, after possibly shrinking V˜n, we
have 1 /∈ 〈I(X(Γa,n)k), Iσ(v), 1− yσ(f
δn−1
ℓ )〉. Thus, we have
X(Γa,n)k ∩ V (Iv) 6⊂ V (
⋂
w∈Yδn−1
Iw) and X(Γa,n)k ∩ V (Iσ(v)) 6⊂ V (
⋂
w∈Yδn−1
Iw)
for all a ∈ V˜n. Inductively, we obtain that after possibly shrinking V˜n again, we have
X(Γa,n)k ∩ V (Iσ(v)) 6⊂ V (
⋂
w∈Yδn−1
Iw) =
⋃
w∈Yδn−1
V (Iw) (11)
for all permutations σ and all a ∈ V˜ .
Our next goal is to show that for each Z ⊂ {0, . . . , n} with |Z| = δn, we have that there exists an
irreducible componentXZ of X(Γa,n)k , such that
XZ ⊂
⋃
v, s.th.
supp(V (Iv))=Z
V (Iv)
for all a ∈ V˜n. By equation (11), there exists an irreducible component X˜ of X(Γa,n)k , such that
X˜ ⊂
⋃
v∈Yδn
V (Iv) and
X˜ ∩
⋃
v, s.th.
supp(V (Iv))=Z
V (Iv) 6⊂
⋃
v∈Yδn−1
V (Iv).
If
X˜ 6⊂
⋃
v, s.th.
supp(V (Iv))=Z
V (Iv),
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there exists w ∈ Yδn with suppV (Iw) 6= Z with X˜ ⊂ V (Iw). However, this yields
X˜ ∩
⋃
v, s.th.
supp(V (Iv))=Z
V (Iv) = (X˜ ∩ V (Iw)) ∩
⋃
v, s.th.
supp(V (Iv))=Z
V (Iv)
= X˜ ∩

V (Iw) ∩ ⋃
v, s.th.
supp(V (Iv))=Z
V (Iv)

 ⊂

V (Iw) ∩ ⋃
v, s.th.
supp(V (Iv))=Z
V (Iv)

 ⊂ ⋃
v∈Yδn−1
V (Iv).
This contradics equation (11), which proves the claim that for all a ∈ V˜n and for any Z ⊂ {0, . . . , n}
with |Z| = δn, there exists an irreducible componentXZ of X(Γa,n)k , such that
XZ ⊂
⋃
v, s.th.
supp(V (Iv))=Z
V (Iv).
Thus, for all a ∈ V˜n there exist at least (
n
δn
)
irreducible components ofX(Γa,n)k .
If for all n, we have δn ≤ d′, we are done. Now, assume there exists n0, such that δn0 > d
′. In order to
reach a contradiction, we first observe that if n0 ≫ 0, we have(
n0
δn0
)
> deg(X)
(
n0 + d
′
d′
)
. (12)
Therefore, the number of irreducible components ofX(Γa,n)k would exceed the upper bound in lemma 4.7,
which yields a contradiction. Therefore, for all sufficiently large n the theorem holds. Now, let n0 be
arbitrary and n1, such that equation (12) holds. We consider the projectionPr : O
d2(n1+1
K → O
d2(n0+1)
K
mapping (a
(l)
ij )i,j=1,...,d
l=0,...,n1
to (a
(l)
ij )i,j=1,...,d
l=0,...,n0
. Then Pr−1(V˜n0) is a general subset of O
d2(n1+1
K . Then, we
have already shown that for all a ∈ V˜n1 ∩Pr
−1(V˜n0) thatX (Γa,n) ⊂M(Γa,n)k,≤d′ . We see that under
the projection
prn1,n2 : P(L)
n1+1 → P(L)n0+1
onto the firstn0+1 factors, we have that prn1,n2(M(Γa,n)k,≤d′) =M(ΓPr(a),n)k,≤d′ and prn1,n2(X(Γa, n)) =
X(ΓPr(a), n). Thus, we haveX(ΓPr(a),n) ⊂M(ΓPr(a),n)k,≤d′ for all a ∈ V˜n1 ∩Pr
−1(V˜n0). Therefore,
we have
X(Γa,n) ⊂M(ΓPr(a),n)k,≤d′
for all a ∈ ˜˜Vn0 ⊂ Pr(V˜n∩Pr
−1(V˜n0). As projection is an open morphism, we have that
˜˜Vn0 is a general
subset of On0+1K , which finishes the proof when k is algebraically closed.
Now, letK be any discretely valuated fieldwith perfect residue field k. We note thatwhen passing to the
maximal unramified field extension Kun of K , we have that the residue field of Kun is algebraically
closed. We have thus already proved that there exists an general subset Un ⊂ O
d2(n+1)
Kun , such that
X(Γa,n)k ⊂M(Γa,n)k,≤d′ . Moreover, we see immediately that for all a contained in the general subset
Un ∩ O
d2(n+1)
K the same as true. However, the set Un ∩ O
d2(n+1)
K might be empty. Since there exists a
finite unramified field extensionK ′ ofK , such that Un ∩ O
d2(n+1)
K ′ 6= ∅ the theorem follows. 
4.4. Models of syzygy bundles on curves. After studying degenerations of projective varieties, we
will now turn our focus to degenerations of syzygy bundles on projective curves. Recall that K is a
discretely valued field with ring of integersOK and residue field k.
We fix two positive integers n ≥ 2 and ρ and non-negative numbers d0, . . . , dn ≤ ρwith
∑n
j=0 dj =
nρ. Let F0, . . . , Fn be polynomials with
Fi ∈ Symj 6=iOK [x1j , . . . , xdj ]
(ρ−dj),
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where OK [x1j , . . . , xdj ]
(ρ−dj) denotes the OK-submodule of the polynomial ring consisting of all ho-
mogenous polynomials of degree ρ−dj . Hence Fi is a linear combination of products of n homogenous
polynomials, each in a different set of variables.
For a fixed choice
a =
(
a
(l)
ij
)
i,j=1,2,3
l=0,...,n
∈ O
9(n+1)
K ,
such that all gi are invertible and a projective curveX ⊂ P)V ), letX(Γa,n) be the associated Mustafin
model of X . Now, we fix di as above and consider the OK-linear ring homomorphism
Υ
a
i : Symj 6=iOK [x1j , . . . , xdj ]
(ρ−dj) → K[x1, . . . , xd]
(di) (13)
induced by 

x1j
...
xdj

 7→ g−1j


x1
...
xd

 .
Note that equation (13) is well-defined due to the fact that
∑n+1
j=1 dj = nρ, which yields di =
∑
j 6=i(ρ−
dj).
We denote by Σi the subset of Symj 6=iOK [x1j , . . . , xdj ]
(ρ−dj) of polynomials F , such that the satu-
ration F ′ reduces to a polynomial F
′
modulo m which satisfies
F
′
6∈ 〈(x1j , . . . , x(d−1)j)j 6=i〉.
Definition 4.13. Let f0, . . . , fn be polynomials with fi ∈ K[x1, . . . , xd]
(di) with degrees di as above.
Then we say that the tuple (f0, . . . , fn) is (d, a)−admissible if fi ∈ Υ
a
i (Σi).
We are now ready to state our second main result.
Proposition 4.14. We fix natural numbers n ≥ 2 and ρ and non-negative integers d0, . . . , dn ≤ ρ, such
that
∑
di = nρ. Furthermore, let f0, . . . , fn be polynomials with fi ∈ K[x1, . . . , xd]
(di).
Let X ⊂
⋃n
i=0D+(fi) ⊂ P(V ) be a smooth projective curve, and let a ∈ O
9(n+1)
K be a choice of
coefficients, such that all gi are invertible, X(Γa,n) has star-like reduction and such that (f0, . . . , fn) is
(d, a)−admissible.
Then there exists a vector bundle E on X(Γa,n) with generic fibre E = Syz(f0, . . . , fn)(ρ)
∣∣
C
whose
special fibre is trivial on all reduced irreducible components ofX(Γa,n)k .
Remark 4.15. As explained in subsection 2.3, this implies that the bundleE = Syz(f1, . . . , fn+1)(ρ)
∣∣
C
is semistable of degree 0 on C .
Proof. The proof is analogous to [HW19, theorem 4.3]. 
This result immediately implies the following result.
Corollary 4.16. Assume that K is contained in Qp and n ≥ 2. Let fi ∈ K[x1, . . . , xd]
(di) be n + 1
polynomials of homogenous degrees di ≤ ρ satisfying
∑
di = nρ. Consider a connected smooth plane
curve X contained in
⋃n+1
i=1 D+(fi) ⊂ P(V ) and assume that there exists a choice of matrix coefficients
a ∈ O
9(n+1)
K , such that all gi are invertible, X(Γa,n) has star-like reduction and such that (f1, . . . , fn+1)
is (d, a)−admissible.
Then the base change of the syzygy bundle E = Syz(f0, . . . , fn)(ρ)
∣∣
X
to Cp has strongly semistable
reduction in the sense of definition 2.6.
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