Abstract-Physics and technology issues of importance to the high-gain gyrotron traveling wave amplifier (gyro-TWT) are investigated in theory and experiment. The gyro-TWT is known to be highly susceptible to spurious oscillations, especially in high gain operations. In the current study, oscillations of various origins are classified and characterized with detailed theoretical modeling. They are shown to be intricately connected to the interplay between the absolute/convective instabilities, circuit losses, and reflective feedback. Knowledge of these processes leads to the concept of an ultra high gain scheme which employs distributed wall losses for the suppression of spurious oscillations. A proof-of-principle Ka-band gyro-TWT experiment stable at zero drive has produced 93 kW saturated peak power at 26.5% efficiency and 70 dB gain, with a 3 dB saturated output power bandwidth of 3 GHz. The saturated gain is more than 30 dB beyond that previously achieved.
I. INTRODUCTION

H
IGH power and broad bandwidth capability of the gyrotron traveling wave amplifier (gyro-TWT) makes it an attractive source of coherent radiation in the millimeter wavelength range. Steady progress in theory and experiment has been made over an extended period of time. Achieved performances [1] - [17] of the gyro-TWT based on a weakly relativistic electron beam are summarized in Table I .
In contrast to conventional linear beam devices, the electron beam employed in the gyrotron possesses a transverse motion at the electron cyclotron frequency. It is this property that allows the beam to selectively interact with a high-order waveguide mode at a high cyclotron harmonic by properly matching the resonance conditions. However, the additional degree of freedom provided by the multitude of cyclotron harmonics can also generate numerous spurious oscillations. Fig. 1 plots the diagram of the transverse electric TE 11 and TE 21 waveguide modes (for a waveguide radius Manuscript received October 9, 1998 ; revised December 16, 1998. of 0.27 cm) and the fundamental and second cyclotron harmonic beam-wave resonance lines. As is well understood, interactions in the backward wave region (points 1 and 2) are sources of absolute instabilities [18] - [24] (oscillations due to an internal feedback), whereas those in the forward wave region (points 3, 4, and 5) are normally, but not always, convective instabilities. The gyro-TWT is a complicated case because it exploits a convective instability near the cutoff frequency (e.g., point 3) which turns into an absolute instability at sufficiently high beam current when the unstable spectrum extends into the backward wave region. These various absolute instabilities can easily be the dominant sources of oscillations in an unsevered interaction structure [ Fig. 2(a) ]. For example, in a fundamental harmonic gyro-TWT operating at the lowest order waveguide mode (point 3 in Fig. 1 ), a second harmonic absolute instability (point 2 in Fig. 1 ) has been observed [6] at beam current as low as 0.1 A. The instability was shown to compete with and eventually be suppressed by the amplified wave, but linearity was affected at low drive powers. Interestingly, a harmonic gyro-TWT can be more stable against the absolute instability, as shown by theory [25] and demonstrated in experiment [14] .
Feedback due to reflections at the input-output couplers and structural nonunifomities presents a different source of oscillations (referred to as the reflective oscillation) in the high-gain regime. Even when the gain is kept below the oscillation threshold, reflective feedback can still cause ripples in the gain and output power spectra.
Reflective oscillations are common in traveling wave structures. The feedback loop can be effectively eliminated by a sever as has been a standard practice in conventional TWT's. The absolute instability, a much more serious problem to the gyro-TWT than to the conventional TWT, is basically different from the reflective oscillation in that the backward wave associated with the absolute instability is internally generated by the ac electron beam current. In the experiment of [8] , a sever was used as a remedy for the absolute instability [ Fig. 2(b) ]. But the two stages, though separated by the sever, are coupled by the beam. With the beam providing an internal path, the sever does not really quite separate the interaction structure into two isolated sections to produce a substantial stabilizing effect. With the sever, the start-oscillation current can be increased from 0.1 to 0.9 A, but still well below what is required for high-power generation.
0093-3813/99$10.00 © 1999 IEEE Recently, an interaction structure with distributed wall losses was shown to be effective in suppressing both types of oscillations [13] . The losses are distributed over much of the linear interaction region [ Fig. 2(c) ]. Like the sever, the lossy section cuts off the path of the reflective feedback loop. In contrast to the sever, however, it is an integral part of the linear amplification stage. To the predominantly backward power flow of the absolute instability, the lossy section also functions as an effective energy sink. The absolute instability threshold can be raised to 26 A as a result [13] .
The current paper presents theoretical and experimental studies of a high-gain gyro-TWT based on the distributedloss scheme. High gain operation enhances the possibility of spurious oscillations caused by various internal and external feedback mechanisms. Thus, the physics issues involved are the identification, characterization, and suppression of possible sources of oscillations.
Three types of oscillations have been analyzed theoretically. Each type of oscillation exhibits different characteristics. Experiments have been conducted to investigate these oscillations and their stabilization by proper distribution of wall losses. Based on these results, a Ka-band gyro-TWT with 93 kW saturated peak output power at 70 dB stable gain, and 26.5% efficiency has been demonstrated in stable operation.
In Section II, equations for nonlinear computations are formulated with realistic modeling of wall losses and structural nonuniformities. In Section III, the basic concept of the high gain scheme is discussed and likely sources of oscillations are analyzed. In Section IV, we report results of the high-gain gyro-TWT experiment.
II. A FORMALISM FOR NONLINEAR CALCULATIONS
A. Field Equations
The wave equation for the radio frequency (RF) magnetic field driven by of a current source can be written (1) where is the beam current density.
We simplify the problem by neglecting the beam effects on the transverse field profiles. The formal solution for a nonuniform waveguiding structure is normally in the form of eigen-mode expansion. If conditions of operation favor the generation of a particular mode and the structural nonuniformity is sufficiently weak such that mode conversion is of negligible importance to the problem under consideration, we may construct a single-mode solution by requiring that it be reducible to the known mode of a uniform waveguide and that it conserve the energy. Fields of the circularly polarized TE mode can then be approximated by the real parts of
where is the wall radius as a function of the axial position is the th root of the derivative of Bessel function and is the field profile function along the axis. In (2), the transverse field profile is approximated by that of a uniform waveguide, while the axial field profile is to be evaluated self-consistently from the wave equation (1) and equations of motion of the electrons. We shall restrict our consideration to the quasi steady-state by assuming that the wave frequency is real.
Substituting (2a) into the -component of (1) and neglecting terms involving derivatives of , we obtain
where is defined as (4) and is the local cutoff frequency. If wall losses are included, (3) remains unchanged with modified by a loss factor (in the brackets of the following equation): (5) where is the skin depth, and are all functions of .
The beam current components and in (3) are assumed to be real quantities. In the linear regime, the beam current will have the same temporal and azimuthal dependence as the wave fields. But in the nonlinear regime, it contains all the temporal and spatial harmonics. By (2) we have neglected the beam effects on the transverse field profiles. To evaluate the axial field profile function we shall treat the source term in (3) as a perturbed quantity. Under this assumption, it is only necessary to extract from and the harmonic component which matches that of the wave fields. Hence, we operate on both sides of (3) with and obtain (6) where and is given by the complex conjugate of (2d, e). Equation (6) is coupled to the electron equations of motion through the current density which is assumed to be a real quantity in (6) .
In the case of a uniform structure, i.e., and are constants, defined by (4) or (5) becomes a constant. Hence, in the absence of the beam current, (6) yields and (2) reduces exactly to the TE mode of a uniform waveguide. We verify below that (6) also conserves the energy.
From (2), we evaluate the net wave power in the positive -direction as follows: (7) The derivative of gives (8) Substituting from (6) into (8), we obtain (9) where (5) has been used to obtain the second equality in (9) . Equation (9) can be written (10) where is the Ohmic power per unit length dissipated on the wall (11) and is the power per unit length deposited into the RF fields by the electron beam (12) Equation (10) is a quasi-steady-state continuity equation stating that, over any interaction length, the increase in the net wave power plus the dissipated ohmic power is equal to the power deposited into the RF fields by the electron beam, all quantities being time-averaged over one wave period.
We note that all the equations presented so far are equally valid in propagating as well as cutoff sections of a weakly nonuniform RF structure. In the case of propagating waves, the expression for the Ohmic power in (11) can be obtained directly from the local dispersion relation (5) in terms of the attenuation rate Im .
B. Electron Dynamics
We treat the electron dynamics by the standard technique [26] - [32] of orbit tracing a sufficient number of representative electrons, each governed by the relativistic equation of motion (13) where is the velocity, and are given by (2) , and is the static, axisymmetric external magnetic field.
as a function of and can be expanded into an infinite series in terms of the derivatives of where is the magnetic field on the axis. We assume that varies slowly with and hence keep only the lowest order terms in the expansion, (14) where satisfies exactly. It is convenient to change the independent variable in (13) from to through the relation (15) where is assumed to be positive. Hence (13) can be written (16) and is now a function of determined by (17) For an electron beam represented by discrete electrons, the current density can be written (18) where is a normalized weighting factor for the th electron satisfying (19) and is determined from the beam current through (20) By assumption is positive for all the electrons. Hence a single-valued function of and in (18) can be converted to a function of as follows (21) where is the time at which the th electron reaches the position and is its axial velocity at The -component of then becomes (22) Substitution of (22) into (20) yields . Hence (23) where carries a negative sign. Substituting (23) into (6), we obtain (24) The right-hand side of (24) is a source term proportional to the beam/wave energy exchange rate averaged in time over one wave period and summed up for all the electrons. At a given position the electric field in (24) is to be evaluated at the transverse coordinates and time coordinate of the th electron at position and are different functions of for different electrons.
C. Initial Electron Distribution
We now consider the representation of the initial electron beam. The quasi steady-state assumption is based on continuous beam injection. In (24) , however, it is only necessary to follow the dynamics of a segment of the beam injected over the duration of one wave period since each ensuing segment will behave in an identical manner under the quasi steadystate assumption. Hence we set the initial time coordinate (at which the th electron enters the interaction region) at equally divided intervals between 0 and For the initial distribution in space, we assume that the electron beam is annular with all the guiding centers uniformly distributed on the circle of radius (no guiding center spread) and around each guiding center is a ring of electrons uniformly spaced in their common gyrational orbit (see Fig. 3 ). For the initial momentum distribution, we assume that the electrons are monoenergetic with a pitch angle spread specified through the weighting factor by (25) where is the average axial momentum and is approximately the standard deviation from the average if We shall equally divide the initial between and where the dominant contribution comes from. The beam energy and guiding center spread, if nonnegligible, can be similarly modeled with additional electrons and appropriate modifications to the weighting factor. Sufficient number of electrons must be included in the ensemble to insure convergence.
D. Boundary Conditions
We assume that the interaction structure under study [ Fig. 2(c) ] begins and ends with a short uniform section for input-output coupling. Either the amplification or selfoscillation can be modeled through the specification of appropriate boundary conditions.
For the amplification, the boundary conditions at the left end are and (26a)
where is the propagation constant in the input waveguide, is given by the power and phase of the drive wave, and represents the amplitude and phase of the backward wave at is to be determined from the outgoing-wave boundary condition at the right end namely,
where is the propagation constant in the output waveguide. In the amplifier problem, all the parameters except are predetermined. Hence, and to be evaluated from (24) , are both functions of and we may rewrite (27) as (28) The problem then becomes one of solving for the complex constant as the root of the complex function A root finding algorithm such as MULLER can yield after a few iterations.
The field profile function thus determined will be the basis for all diagnostics including the output power, gain profile, Ohmic loss profile, forward/backward wave composition, input-output phase relation, and reflections at all interfaces and discontinuities.
For the self-oscillation, we have a pure backward-wave at the left end given by the boundary conditions and (29a)
where is the amplitude of the backward wave at The phase of the wave is of no significance to the self-oscillation. The boundary condition at the right end is again given by (27) but the undetermined quantities are now and the oscillation frequency both being real. Hence (27) can be written (30) from which we solve for and then proceed with the relevant diagnostics.
We have completed the set of self-contained and axially self-consistent equations for linear and nonlinear calculations. Though not necessary, it is computationally convenient and physically transparent to convert the two rapidly varying position coordinates and of the electron into slowly varying position coordinates and of the instantaneous guiding center (Fig. 3) and rewrite all equations in slow variables. This can be done by straightforward algebraic manipulations. The results are given in the Appendix.
III. A HIGH-GAIN SCHEME AND STABILITY ANALYSIS
We shall show that the distributed-loss structure of Fig. 2(c) can yield ultra high stable gain. The scheme is based on the different responses to wall losses between the cold tube and hot tube modes. The cold tube mode has all of its energy in the electromagnetic fields. In a hot tube, however, energy of the beam generated mode resides not only in the electromagnetic fields but also in the kinetic energy of the oscillatory motion of the electrons, the latter being an integral part of the hot tube mode. The lossy wall absorbs the electromagnetic energy but not the oscillatory energy of the electrons. Thus, wall losses of the amplifier circuit attenuate the reflected wave (basically a cold tube mode) significantly more than they reduce the gain of the amplifying wave (a hot tube mode). It can be shown analytically [33] , that the reduction in hot tube gain due to wall losses is only one third of the cold tube attenuation over the same distance.
Such unequal effects can be exploited simultaneously to achieve both high gain and stability. In Fig. 2(c) , the lossy and conducting wall sections comprise the basic linear and nonlinear stages of the amplification, respectively. The linear section is made sufficiently long to provide the desired gain, while the nonlinear section is constrained to a minimum length to enhance the threshold of absolute instabilities. As in previous experiments [6] , [8] , [13] , we amplify the TE waveguide mode in a uniform magnetic field by the fundamental cyclotron harmonic interaction (Fig. 1, point 3) .
We first analyze three types of oscillations associated with the configuration of Fig. 2(c) using a code based on the formalism of Section II. Incorporation of the loss factor in (5) makes it possible to follow the beam and wave dynamics throughout the entire structure. On the other hand, imposition of physical boundary conditions at both ends allows the evaluation of a self-consistent RF field profile, to account for wave reflections at the lossy wall interfaces and structural nonuniformities. Such details in the modeling allow oscillations of various origins to be studied on the basis of the overall rather than sectionized interaction structure.
Properties of oscillations are illustrated in Figs. 4-8 for the structural dimensions of [13] shown in Fig. 4(a), (b) . However, the qualitative features are of a general nature. In Figs. 4-8 , a cold beam has been assumed for the analysis of oscillations. This is a good approximation since the oscillations, generally occurring near the cut-off frequency, are relatively insensitive to the beam velocity spread. In subsequent calculations (Section IV) for comparison with the measured power and gain, inclusion of a velocity spread becomes essential. Also in some cases, the beam current, magnetic field, and wall resistivity are chosen to be different from those in actual conditions in order to bring out the oscillation (as in Fig. 4) or to show the transition from the stable regime to the regime of spurious oscillation (as in Figs. 5-8) .
A. Global Reflective Oscillations
Reflective oscillation starts when the total gain exceeds the reflection at the input-output ends plus the attenuation in the lossy section (all in dB). The higher the reflections at either end, the lower the start-oscillation current. For the configuration under study [Figs. 2(c) or 4(a), (b) ], reflections take place in the input-output tapers and the coupling holes at and . Reflections from the tapers are implicit in the formalism, but reflections from the coupling holes are artificially modeled by a discontinuity in wall radius at and . Fig. 4(c) shows the field profile of a typical global reflective oscillation. The field profile is essentially that of an amplified wave where the ripples are caused by beating with the reflected wave. As a noticeable feature, the field extends from end to end over the entire structure including the input section. Fig. 5 shows the reflective oscillation power (coming out of the right end) as functions of beam current , lossy section length , wall resistivity of the lossy section, and magnetic field . In Fig. 5 , is normalized to that of copper m As shown, the oscillation can be stabilized by lowering the operating current [ Fig. 5(a) ] and magnetic field [ Fig. 5(d)] , both having the effect of reducing the gain, or by increasing the wall resistivity [ Fig. 5(c) ] to reduce the feedback. It is interesting to note that a longer lossy section not only increases the gain (not shown in Fig. 5 ) but also results in zero-drive stability [ Fig. 5(b) ]. Beam current is usually fixed by the power requirement and the magnetic field must be fine tuned for maximum efficiency, hence wall resistivity provides the most effective means for stabilization. Wall resistivity reduces the gain, but this can be easily compensated by a lengthened lossy section.
B. Localized Reflective Oscillations
The conducting-wall section [of length in Fig. 4(a) ] by itself is subject to localized oscillations due to reflections at the lossy-wall junction on the left and the output structure on the right. Fig. 4(d) illustrates the field profile of such an oscillation in the TE 111 mode. It is seen that the field is localized to the conducting-wall section. Since it is the lowest order axial mode , its wavelength is much longer than that of the global oscillation mode [cf., Fig. 4(c) ] which occurs in the high gain region of the growth spectrum and hence at Fig. 6 shows the characteristics of such oscillation in the lowest order (TE 111 ) axial mode. As in the global reflective oscillation, lower beam current always results in stability [ Fig. 6(a) ]. But since the oscillation is localized to the conducting-wall section, the oscillation power (out of the right end) is almost independent of the length and wall resistivity of the lossy section [ Fig. 6 (b) and (c)]. These two features are qualitatively different from those of the global reflective oscillation which is highly sensitive to and . Because it cannot be effectively suppressed by wall losses, the localized reflective oscillation has been observed in our experiment (Section IV), but in a range of magnetic field higher than the optimum magnetic field for the amplified mode. Hence such oscillations could be avoided in the normal operating magnetic field range of the gyro-TWT.
The frequency and power of the localized oscillation as functions of the magnetic field are shown in Fig. 6(d) . For both the global and localized reflective oscillations, the magnetic field exerts a frequency pulling effect (Figs. 5(d) and 6(d) ]. It is interesting to note that such effect is approximately 5 times stronger for the global oscillation than for the localized oscillation. The reason is that localized oscillation occurs in a structure much like a gyromonotron resonator. Boundary effects make the resonant mode more resistant to frequency pulling.
C. Absolute Instability
In our experiments (Section IV and [6] , [8] , and [13] ), the TE 21 mode oscillation at the second cyclotron harmonic (Fig. 1, point 2) was the only absolute instability observed. Fig. 4(e) illustrates the field profile of such an oscillation in the distributed-loss interaction structure. The field profile and power flow (in the negative -direction) are characteristic of a backward wave. The lossy section, located at the field maximum and in the direction of the power flow, causes strong damping of the mode, resulting in a much higher start-oscillation current. Fig. 7 , taken from [13] , shows the calculated power (coming out of the left end) of the TE 21 mode, second harmonic oscillation as a function of the beam current for the unsevered [ Fig. 2(a) ], severed [ Fig. 2(b) ], and distributed-loss (Figs. 2(c), or 4(a), (b) ] interaction circuits of identical total length and operating parameters. The start-oscillation current shows a dramatic increase with the distributed-loss structure for reasons just discussed. Fig. 8 displays the start-oscillation current of the same mode in a broader parameter space for the distributed-loss structure. Fig. 8(a) plots versus the electron pitch angle for different values of decreases with increasing as expected. Again, the wall resistivity is shown to be highly effective in stabilizing the absolute instability. In the experiment presented in the following section, we increased the wall resistivity and were able to operate stably at higher and values to achieve higher power and efficiency. Fig. 8(b) shows the dependence of on the length of the lossy section for different amount of wall losses. Increasing has the effect of lowering . This is because the backward wave, while being damped in the lossy section, still interacts with the beam. Although fields of the absolute instability concentrate in the conducting-wall section, weak interaction in the lossy section slightly elongates the effective interaction length to cause the reduction in . This effect is not so significant and can be compensated by increased wall losses.
IV. AN EXPERIMENTAL GYRO-TWT WITH ULTRAHIGH GAIN
The experimental setup is similar to that of [13] . Fig. 9 shows a photo of the gyro-TWT as detached from the superconducting magnet. A mechanically tunable magnetron injection electron gun [34] is attached to the structure of Fig. 2(c) . Length of the graphite-coated lossy section is increased from 9.73 cm (of [13] ) to 20 cm with a much higher cold circuit loss of 100 dB (corresponding to while length of the conducting-wall section is shortened from 7.23 cm to 4 cm. These changes have been made in order to achieve high gain as well as overall stability. To insure stability under the worst input-output matching conditions, the wall resistivity employed in the experiment is considerably higher than the theoretically required minimum. The graphite solution (DAG 154) was coated with a hand held brush on the inner wall of waveguide to form a resistive layer. The desired loss was achieved experimentally by the thickness Fig. 9 . Photo of the Ka-band gyro-TWT detached from the superconducting magnet. of the layer which, when dried, is approximately equal to the skin depth ( 0.007 cm). The coating process does not insure uniformity of the layer. However, mode conversion is not expected of the lowest order (TE 11 ) mode being amplified.
Input-output waves are coupled at and through the side walls with newly designed dual-port couplers [i.e., the two end sections connected to the uniform interaction section of Fig. 2(c) ]. By slightly squeezing its cross-section, each coupler also functions as a converter between circularly and linearly polarized waves [6] , [35] . The dual-port couplers provide an additional benefit of critical importance for studies of oscillations. The couplers are designed so that the drive wave enters through one input port and the amplified TE circularly polarized wave exits through only one output port (with 30 dB isolation from the other output port), while the non-TE modes exit equally from both ports at either the input or output end. This allows even very low-level oscillations of non-TE modes to be observed at the extra input and output ports without interference from a large-amplitude TE wave. The magnetic field (uniform in the interaction region) is provided by a superconducting magnet system. Output power is measured with a calibrated crystal detector (with estimated accuracy of 5%) and verified with a calorimeter (agreement was within 5%).
Beam parameters for the data presented in Figs. 10-13 are kV and A. The simulated beam velocity spread is 5% with a pitch angle tuning range of 0.8-1.1 [34] . To optimize the gyro-TWT performance, the pitch angle can be varied by trim coil current tuning and mechanical adjustment of the center electrode position [34] . The simulated electron guiding center position is cm. Stability properties of the gyro-TWT at zero drive power are shown in Fig. 10 . The gyro-TWT was found to be stable from all three types of instabilities considered in Section III in the optimum range of the operating magnetic field (12.65 kG 12.7 kG) As the magnetic field was increased, a localized reflective oscillation was observed and identified to be the TE 111 mode of the conducting-wall section. As the magnetic field was increased further, the oscillation frequency became unmeasurable due to mode jumping. In Fig. 10 , characteristics of the observed oscillation power and frequency as functions of the magnetic field are very similar to the theoretically predicted behavior shown in Fig. 6(d) . Fig. 11 plots the saturated output power and gain (dots) from the measurements as functions of the frequency. The peak power of 93 kW corresponds to a saturated gain of 70 dB at 26.5% interaction efficiency. Saturated output power over 80 kW with a gain above 65 dB was observed over a bandwidth of 1 GHz. The full-width half-maximum bandwidth is 3 GHz, approximately 8.6% of the center frequency. The ultra high gain, 30 dB beyond that previously achieved (Table I) , permits the use of solid state sources as drivers. Fig. 12 shows typical traces of the voltage, current, drive power, and saturated output power.
Calculations have been performed for the same set of experimental parameters and assuming cm, and
The saturated output power and gain are plotted in Fig. 11 (solid lines) for comparison with measured data. Measured data are closely matched by theoretical predictions. Improved stability has permitted operation at a higher value than that of [13] (where This has been a contributing factor to the higher efficiency observed (26.5% here versus 21% in [13] ). The theory also predicts that the saturated power is almost independent of the length of the lossy section while the gain increases linearly with Fig. 13 shows the measured output power versus the input power (dots). Linear and saturated behaviors are consistent with the calculated data (solid line). Again, and cm were assumed in the calculations.
In all the measurements for Figs. 11 and 13, we have not detected any spurious oscillation. Table II compares the key parameters of the proof-of-principle gyro-TWT with those of the state-of-the-art TWT. These studies indicate that a basic understanding of the intricate interplay between the absolute/convective instabilities, circuit losses, and reflective feedback is of fundamental importance to the scientific demonstration of the potential capability of the gyro-TWT. Significantly higher power can be obtained by employing the harmonic cyclotron maser interaction [14] , [25] .
Of equal importance are a variety of technological issues. For examples, better matched input-output couplers will be effective in suppressing the reflective oscillations. For the gyro-TWT under study, all types of oscillation in the interaction section have been suppressed by the wall losses. However, oscillations inside the couplers (which start at a beam current slightly above 3.5 A) have limited our maximum stable operating beam current to 3.5 A. Shorter couplers are expected to alleviate this problem and significantly increase the beam current and power. In addition, wall losses will be limiting factor in high average power operation. For the case of Fig. 13 , the peak Ohmic power dissipated on the lossy walls is calculated to be approximately 5 kW at saturation ( 6% of the output power). For uniform resistivity in the lossy section, this results in 900 W/cm heat dissipation at the field maximum. If the wall resistivity is profiled to evenly distributed the heat, the heat dissipation will be 150 W/cm throughout the lossy section. The average-power handling capability will thus be limited by the availability of proper heat-resistant lossy materials and advanced cooling techniques. Supplementary attenuation by broadband side-wall coupling to an external load could conceivably be implemented to remove this limitation.
APPENDIX CONVERSION TO SLOW VARIABLES
The electron position coordinates and are rapidly oscillating functions of . For convenience and clarity, we may define the position coordinates and of the instantaneous guiding center (Fig. 3, point B) in terms of and perpendicular momentum of the electron by the following equations (refer to triangle OAB in Fig. 3 ):
where is the polar angle of and with
The field functions can be expressed in terms of the slowly varying variables and by the Bessel function summation theorem (Fig. 3 The first term on the right hand-side of (A.7) can be written Substituting (2) and (14) for the fields in (16) and applying the Bessel function summation theorem and recursion formulas, we obtain from (16) , (17) for the th electron is defined in (A.5). Equations (A.4) and (A.11) form a set of coupled equations in slow variables for the fields and the electrons. Conditions of the gyrotron are usually tuned to favor interaction at a particular cyclotron harmonic numbers , such that is a slowly varying function of . Then only one term in the summation is significant while the other terms will be averaged out upon integration in . He has more than 25 years of experience in theoretical and engineering physics. His specific research interests have included high-power microwave devices and high-power compact cyclic accelerators, coherent phenomena in the interaction of radiation with matter, photon counting statistics, and the theory of communication systems. Since 1979, he has pursued these research interests at Science Applications International Corporation (SAIC). Before that, he was employed as a Numerical Analyst at Computer Sciences Corporation, and as a Research Physicist at the U.S. Army Research Office. As a Research Physicist at SAIC, has conducted research related to the development of cross-field amplifiers (CFA's), high-current cyclic induction accelerators, high-power gyrotron oscillators and gyrotron traveling wave amplifiers. Specifically, he has studies the multimode operation of the gyrotron device, design high-power gyrotron oscillators with complex cavity structure, and formulated the linear and nonlinear theory of the gyrotron traveling wave amplifier, including a scheme for side-band amplification. He has developed a refined model of anode circuit in CFA that takes into account the nonlinear behavior of the potential at the boundary between the vanes. By appropriate modification of the basic network in the anode circuit of the CFA, he showed that it is possible to match its specific characteristics much better than before. He has also provided analytical and numerical theory support for projects on antenna design and development of a new class of electromagnetic sensors.
