












Let (Ω1,A1, µ1) , (Ω2,A2, µ2) two measure spaces.
Put Ω := Ω1 × Ω2.
We want to build a measure µ on Ω which agrees with the given
measures on Ω1 and Ω2. Thus we have to provide the domain, i.e. a
suitable σ-algebra on Ω.
The product σ-algebra A turns out to be the minimum σ-algebra on
Ω which contains rectangles A1 × A2 with A1 ∈ A1 and A2 ∈ A2 So
this σ-algebra is generated by the collection of rectangular sets




Product σ-algebra A1 ×A2 is the minimum σ-algebra such that pro-
jections
Pr1 : Ω→ Ω1, Pr1(ω1, ω2) = ω1




The most relevant situation for application is when Ω1 = Ω2 =
R, A1 = A2 = B Borel σ-algebra in R.
Borel set in the plane can be generated in two equivalent ways.
4/30 Pi?
22333ML232
The most relevant situation for application is when Ω1 = Ω2 =
R, A1 = A2 = B Borel σ-algebra in R.
Borel set in the plane can be generated in two equivalent ways.
Theorem
σ-algebras generated by




Product measure: Guido Fubini Venice 1879, New York 1943
To build produtct measure we need to work with σ-finite measure
space (Ω1,A1, µ1) , (Ω2,A2, µ2).
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Product measure: Guido Fubini Venice 1879, New York 1943
To build produtct measure we need to work with σ-finite measure
space (Ω1,A1, µ1) , (Ω2,A2, µ2). This is the case for Lebesgue mea-
sure and for probability measures. We will use µ to indcate product
measure on product σ-algebra A1 ×A2.
First step: we impose “natural” condition:
µ (A1 × A2) = µ(A1)µ(A2)
To assign a measure to non rectangular sets we need to introduce the
notion of section of a subset A of Ω1 × Ω2
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If A ⊂ Ω1 × Ω2 and if ω2 ∈ Ω2 section of foot ω2 is the subset of Ω1
Aω2 = {ω1 ∈ Ω1 | (ω1, ω2) ∈ A}
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If A ⊂ Ω1 × Ω2 and if ω2 ∈ Ω2 section of foot ω2 is the subset of Ω1
Aω2 = {ω1 ∈ Ω1 | (ω1, ω2) ∈ A}
If A ⊂ Ω1 × Ω2 and if ω1 ∈ Ω1 section of foot ω1 is the subset of Ω2
Aω1 = {ω2 ∈ Ω2 | (ω1, ω2) ∈ A}
Theorem
If A ∈ A1 ×A2 then for any ω2 ∈ Ω2 we have that Aω2 ∈ A1 and for
















µ1 (Aω2) dµ2(ω2) (?)
Theorem
If µ1, µ2 are σ-finite measures, then functions
ω2 7→ µ1(Aω2), ω1 7→ µ2(Aω1)








µ1 (Aω2) dµ2(ω2) (?)
Theorem
If µ1, µ2 are σ-finite measures, then functions
ω2 7→ µ1(Aω2), ω1 7→ µ2(Aω1)
are, respectively measurable with respect to A2, A1 and∫
Ω1







Set function µ introduced in (?) is a measure. It is unique since any
other measure which coincides with µ on rectangles is egual to µ on
product σ-algebra A1 ×A2
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Fubini Theorem on nested integrals








belong respectively to L1(Ω1), L1(Ω2) and the following formula holds
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belong respectively to L1(Ω1), L1(Ω2) and the following formula holds∫
Ω1×Ω2
f(ω1, ω2) d (µ1 × µ2) (ω1, ω1) =
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Integration in Euclidean spaces. Notations
Rm = Rp × Rq with p+ q = m
(x, y) ∈ Rm means x ∈ Rp e y ∈ Rq.
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Integration in Euclidean spaces. Notations
Rm = Rp × Rq with p+ q = m
(x, y) ∈ Rm means x ∈ Rp e y ∈ Rq.
If A ⊂ Rm and x ∈ Rp, the x section of A is the subset Ax in Rq
defined by:
Ax := {y ∈ Rq | (x, y) ∈ A}
If y ∈ Rq the y section of A is defined by:






Let A ⊂ Rm measurable. Then if x ∈ Rp, section Ax is a.e. measur-





`m stands for Lebesgue measure in Rm. The same for `p, `q
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Fubini’s Theorem G. Fubini: “Il teorema di riduzione per gli inte-
grali doppi” Rend. Sem. Mat. Torino, vo1.9, 1949.
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grali doppi” Rend. Sem. Mat. Torino, vo1.9, 1949.
Assume A ⊂ Rm measurable and let f ∈ L(A). Define S as the subset
of Rp where all q-section of A have positive measure
S = {x ∈ Rp | `q(Ax) > 0}
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Example. If A =
{









































































































(x, y) ∈ R2 | y ≥ 0, y ≤ −x+ 3, y ≤ 2x+ 3} . Evaluate:∫∫
A
y dx dy
Integration domain: triangle with vertices in (−32 , 0), (3, 0), (0, 3).

































































Evaluate the measure of
A =
{
































For exercise. The only difficult point is∫ √









Two integers a and b are said to be coprime if the only positive integer
that evenly divides both of them is 1. This is the same thing as their
greatest common divisor gdc(a, b) = 1.
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Two integers a and b are said to be coprime if the only positive integer
that evenly divides both of them is 1. This is the same thing as their
greatest common divisor gdc(a, b) = 1.
Theorem (E. Cesa`ro 1881) The probability that two randomly chosen
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G.H. Hardy; E. M. Wright (2008). An Introduction to the Theory of























Proof. (D. Ritelli: to appear on American Mathematical Monthly
mid 2013)
Let A = [0,∞)× [0,∞) consider∫∫
A
dxdy
(1 + y)(1 + x2y)
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First integrate with respect to x and then with respect to y finding∫∫
A
dxdy















First integrate with respect to x and then with respect to y finding∫∫
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dxdy
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Then we proceed reverting the order of integration:∫∫
A
dxdy
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Then we proceed reverting the order of integration:∫∫
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x2 − 1dx =
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Then we proceed reverting the order of integration:∫∫
A
dxdy



























































Hence, equating we get ∫ ∞
0
lnx






Hence, equating we get ∫ ∞
0
lnx




Now split the integration domain in (a) between [0, 1] and [1,∞) and
change the variable x = 1/u in the second integral, so that∫ ∞
0
lnx





















From (a) and (b) we get ∫ 1
0
lnx
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But we have already shown that∫ 1
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and split the series in
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Euler 1735: Basel Problem
