Abstract-An input-symmetric (IS) degraded broadcast channel (DBC) is a discrete DBC whose component channels are input-symmetric and the intersection of their inputsymmetry groups is transitive. The discrete additive DBC and the group-additive DBC are IS-DBCs. This paper introduces an independent encoding scheme which employs permutation functions of the independent codes. This permutation encoding approach for the group-additive DBC is to employ group additions of the independent codes. This paper shows that the permutation encoding approach achieves the boundary of the capacity region for IS-DBCs, and yields a simple characterization of that capacity region.
I. Introduction
In the 70's, Cover [1] , Bergmans [2] and Gallager [3] established the capacity region for degraded broadcast channels (DBCs). The general optimal transmission strategy to achieve the boundary of the capacity region for degraded broadcast channels is a joint encoding scheme. Specifically, the data sent to the user with the most degraded channel is encoded first. Given the encoded bits for that user, an appropriate codebook for the second most degraded channel user is selected, and so forth. Cover [4] also introduced an independent-encoding scheme for general broadcast channels and provided the corresponding achievable rate region. This achievable rate region is not generally the capacity region for broadcast channels. However, combining independently encoded streams, one for each user, can achieve the boundary of the capacity region for some broadcast channels including broadcast Gaussian channels [5] , broadcast binary-symmetric channels [2] [6] [7] [8] , broadcast Z channels [9] [10] and so on.
Witsenhausen and Wyner made two seminal contributions in [7] and [8] : the notion of minimizing one entropy under the constraint that another related entropy is fixed and the use of input symmetry as a way of solving an entire class of channels with a single unifying approach. Benzel [11] used the first idea to study discrete additive degraded broadcast channels. Recently Liu and Ulukus [12] [13] used both ideas together to extend Benzels results to include the larger class of discrete degraded interference channels (DDIC). Our paper defines what it means for a degraded broadcast channel to be input-symmetric (IS) and applies the constrained entropy minimization approach to a new pair of conditional entropies to show that independent encoding achieves the capacity region of all input-symmetric DBCs.
Benzel [11] studied the discrete additive degraded interference channels (DADIC), whose corresponding DBC is the discrete additive DBC, and proved that the capacity regions for the DADIC is the same as the capacity region for the corresponding discrete additive DBC. Hence, the optimal encoding scheme for the discrete additive DBC is to employ discrete additions of independently encoded streams.
Liu and Ulukus proved that encoder cooperation does not increase the capacity region of DDICs that satisfy five conditions [12] [13] . For these DDICs, independent encoding can achieve the capacity region for the corresponding DBCs as long as the transmitted signal for the DBC can be appropriately defined. Our paper studies the class of input-symmetric DBCs, some of which are not covered in [12] [13] . For any IS-DBC, our paper provides an independent-encoding scheme and proves the independentencoding scheme achieves the boundary of the capacity region.
The input-symmetric channel was introduced by Witsenhausen and Wyner [8] and studied in [12] [13] and [14] . This paper extends the definition of the input-symmetric channel to the definition of the input-symmetric DBC. This paper introduces an independent-encoding scheme employing permutation functions of independently encoded streams (the permutation encoding approach) for the input-symmetric DBC and proves its optimality. The discrete additive DBC [11] is a special case of the inputsymmetric DBC, and the optimal encoding approach for the discrete additive DBC [11] is also a special case of the permutation encoding approach. The group-additive DBC is a class of input-symmetric DBCs whose channel outputs are group additions of the channel input and noise. The permutation encoding approach for the group-additive DBC is the group-addition encoding approach. This paper is organized as follows: Section II provides definitions and states some results from [10] that will be useful. Section III defines the input-symmetric degraded broadcast channel and provides several examples including the group-additive DBC. Section IV shows that the uniform distribution is the optimal input distribution to achieve the boundary of the capacity region for IS-DBCs. Section V introduces the permutation encoding approach and proves that it achieves the capacity region for IS-DBCs. Section VI provides the conclusion.
II. Definitions and Preliminaries
Let X→ Y → Z be a discrete memoryless degraded broadcast channel where 
be the transition probability matrix from U to X. We can compute
where h n : ∆ n → R is the entropy function, i.e.,
Let C be the set of all (p, ξ, η) satisfying (3) (4) and (5) for some choice of l, w and p j . C is compact, connected, and convex. Let 
III. Input-Symmetric Degraded Broadcast Channels
The input-symmetric channel was first introduced in [8] and further studied in [12] [13] [14] . The definition of the input-symmetric channel is as follows: Let Φ n denote the symmetric group of permutations of n objects by the n × n permutation matrices. An n-input m-output channel with transition probability matrix T m×n is input-symmetric if the set
is transitive, which means each element of {1, · · · , n} can be mapped to every other element of {1, · · · , n} by some permutation matrix in G T [8] . G T is called an input-symmetry group if the channel T m×n is input-symmetric. An important property of the input-symmetric channel is that the uniform distribution achieves capacity. Extend the definition of the input-symmetric channel to the input-symmetric DBC as follows:
Proof : Every closed subset of a group is a group. Since G T Y X ,T ZX is a subset of Φ k , which is a group under matrix multiplication, it suffices to show that
and
Therefore,
T , where l k is an integer and 1 is an all-ones vector.
Proof
Hence,
where l s k is the smallest possible integer for which (12) is satisfied.
A. Examples: binary-symmetric DBC and binary-erasure DBC
The class of input-symmetric DBCs includes most of the common discrete memoryless DBCs. For example, the binary-symmetric DBC X → Y → Z with marginal transition probability matrices
is transitive. Another interesting example is the binary-erasure DBC with marginal transition probability matrices Fig. 2 , where ∼ denotes identical distribution and ⊕ denotes group addition.
The class of group-additive DBCs includes the binarysymmetric DBC and the discrete additive DBC [11] as special cases.
Theorem 3: Group-additive DBCs are input-symmetric.
G x for x = 1, · · · , n, are actually permutation matrices and have the property that
T be the distribution of N 1 . Since Y has the same distribution as X ⊕ N 1 , one has
, n, and so
Since the set 
C. Example: IS-DBC not covered in [12] [13]
The class of DDICs and the corresponding DBCs studied in [12] [13] have to satisfy the condition that the transition probability matrix T ZY is input-symmetric, i.e., G T ZY is transitive. The input-symmetric DBC, however, does not have to satisfy this condition. The following example provides an IS-DBC which is not covered in [12] [13] . Consider a DBC X → Y → Z with transition probability matrices
where a + c = b + d = 1, e + f + g + h = 1, α = ae + bf + cg + dh and β = ag + bh + ce + df . This DBC is inputsymmetric since its G T Y X ,T ZX is the same as that of the binary-symmetric DBC as shown in (13 
is not transitive.
IV. Optimal Input Distribution and Capacity Region
Consider the input-symmetric DBC X → Y → Z with marginal transition probability matrices T Y X and T ZX .
Lemma 3: For any permutation matrix G ∈ G T Y X ,T ZX and (p, ξ, η) ∈ C, one has (Gp, ξ, η) ∈ C.
Proof : Since (p, ξ, η) satisfies (3) (4) and (5) for some choice of l, w and p j ,
Hence, (Gp, ξ, η) satisfies (3) (4) and (5) for the choice of l, w and
Lemma 4: For any input-symmetric DBC, C * = C * u , where u denotes the uniform distribution.
Proof : For any (ξ, η) ∈ C * , there exists a distribution
By the convexity of the set C,
where
Since G q = q, the i th entry and the j th entry of q are the same if G permutes i th row to j th row. Since the set G T Y X ,T ZX for an input-symmetric DBC is transitive, all the entries of q are the same, and so q = u. This implies that (ξ, η) ∈ C * u . Since (ξ, η) is arbitrarily taken from C * , one has C * ⊆ C * u . On the other hand, by definition, C * ⊇ C * u . Therefore, C * = C * u . Q.E.D. Now we state and prove that the uniformly distributed X is optimal for input-symmetric DBCs.
Theorem 4:
The capacity region of any input-symmetric DBC can be achieved by using a uniformly distributed X. As a consequence, the capacity region is
where e 1 = (1, 0, · · · , 0) T , n = |Y|, and m = |Z|. 
which is independent of q.
where (32) follows from Jensen's inequality. Since C * = C * u for the input-symmetric DBC,
Plugging (28), (33) and (34) into Theorem 2, the capacity region for input-symmetric DBCs is
Note that (35) and (39) are identical expressions, hence (35 -39) are all equal. Therefore, (24) and (37) express the capacity region for the input-symmetric DBC, which also means that the capacity region can be achieved by using the transmission strategies such that the broadcast signal X is uniformly distributed. Q.E.D.
V. Optimality of Permutation Encoding
The permutation encoding approach is an independentencoding scheme which achieves the capacity region for input-symmetric DBCs. The block diagram of this approach is shown in Fig. 3. In Fig. 3, W 1 is the message for User 1, which sees the better channel T Y X , and W 2 is the message for User 2, which sees the worse channel T ZX . The permutation encoding approach is first to independently encode these two messages into two codewords X 1 and X 2 , and then to combine these two independent codewords using a single-letter operation.
Let th column entry of G x 2 is 1. The permutation encoding approach is then to broadcast X which is obtained by applying the singleletter permutation function X = g X2 (X 1 ) on symbols of codewords X 1 and X 2 . Since X 2 is uniformly distributed and
T , the broadcast signal X is also uniformly distributed. User 2 receives Z and decodes the desired message directly. User 1 receives Y and successively decodes the message for User 2 and then for User 1. The structure of the successive decoder is shown in Fig. 4 . Note that Decoder 1 in Fig. 4 is not a joint decoder even though it has two inputs Y andX 2 .
In particular, for the group-additive DBC with Y ∼ X ⊕ N 1 and Z ∼ Y ⊕ N 2 , the permutation function g x2 (x 1 ) is the group addition x 2 ⊕ x 1 . Hence the permutation encoding approach for the group-additive DBC is the groupaddition encoding approach, which independently encodes the message for each of the two users and broadcasts the group addition of the two resulting codewords. The successive decoder for the group-additive DBC is shown in Fig. 5 , whereỹ
From the coding theorem for DBCs [2] [3], the achievable region of the permutation encoding approach for the input- 
where u is the k-ary uniform distribution, p 1 is the distribution of X 1 , and e x is a 0-1 vector such that the x th entry is 1 and all other entries are 0. Hence, the achievable region is
DefineF (s) as the infimum of h m (T ZX p 1 ) with respect to all distributions p 1 such that h n (T Y X p 1 ) = s. Hence the achievable region (53) can be expressed as
where envF (s) denotes the lower convex envelope ofF (s). In order to show that the achievable region (54) is the same as the capacity region (24) for the input-symmetric DBC, it suffices to show that envF (s) ≤ F * (u, s) 
where p X|U =u is the conditional distribution of X given U = u. Some of these steps are justified as follows:
• (58) follows from the definition ofF (s);
• (60) follows from Jensen's inequality.
Therefore, by definition, envF (s) ≤ F * (u, s).
The results of this subsection may be summarized in the following theorem.
Theorem 5:
The permutation encoding approach achieves the boundary of the capacity region for input-symmetric DBCs. The capacity region is expressed in (24), (53), and (54).
Corollary 2:
The group-addition encoding approach achieves the boundary of the capacity region for groupadditive degraded broadcast channels.
VI. Conclusion
A discrete degraded broadcast channel X → Y → Z is input-symmetric if the input-symmetry group G T Y X ,T ZX is transitive. The IS-DBC includes the binary-symmetric DBC, the discrete additive DBC and the group-additive DBC. The permutation encoding approach for IS-DBCs is an independent encoding scheme which employs permutation functions of the independently encoded streams. This permutation encoding approach for the group-additive DBC is the group-addition encoding approach, which employs group additions of the independently encoded streams. The permutation encoding approach achieves the boundary of the capacity region for IS-DBCs. The capacity region is co (R 1 , R 2 ) :R 1 ≤ s − h n (T Y X e 1 ),
