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Abstract  
 
The accurate description of the turbulence chemistry interactions that can determine chemical 
conversion rates and flame stability in turbulent combustion modelling is a challenging research 
area. This thesis presents the development and implementation of a model for the treatment of 
fluctuations around the conditional mean (i.e., the auto-ignition and extinction phenomenon) of 
realistic turbulence-chemistry interactions in computational fluid dynamics (CFD) software. The 
wider objective is to apply the model to advanced combustion modelling and extend the present 
analysis to larger hydrocarbon fuels and particularly focus on the ability of the model to capture 
the effects of particulate formation such as soot.  
A comprehensive approach for modelling of turbulent combustion is developed in this work. A 
direct quadrature conditional moment closure (DQCMC) method for the treatment of realistic 
turbulence-chemistry interactions in computational fluid dynamics (CFD) software is described. 
The method which is based on the direct quadrature method of moments (DQMOM) coupled 
with the Conditional Moment Closure (CMC) equations is in simplified form and easily 
implementable in existing CMC formulation for CFD code. The observed fluctuations of scalar 
dissipation around the conditional mean values are captured by the treatment of a set of mixing 
environments, each with its pre-defined weight. In the DQCMC method the resulting equations 
are similar to that of the first-order CMC, and the “diffusion in the mixture fraction space” term 
is strictly positive and no correction factors are used. Results have been presented for two mixing 
environments, where the resulting matrices of the DQCMC can be inverted analytically.  
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Initially the DQCMC is tested for a simple hydrogen flame using a multi species chemical 
scheme containing nine species. The effects of the fluctuations around the conditional means are 
captured qualitatively and the predicted results are in very good agreement with observed trends 
from direct numerical simulations (DNS). To extend the analysis further and validate the model 
for larger hydrocarbon fuel, the simulations have been performed for n-heptane flame using 
detailed multi species chemical scheme containing 67 species. The hydrocarbon fuel showed 
improved results in comparison to the simple hydrogen flame. It suggests that higher 
hydrocarbons are more sensitive to local scalar dissipation rate and the fluctuations around the 
conditional means than the hydrogen. Finally, the DQCMC is coupled with a semi-empirical soot 
model to study the effects of particulate formation such as soot. The modelling results show to 
predict qualitatively the trends from DNS and are in very good agreement with available 
experimental data from a shock tube concerning ignition delays time. Furthermore, the findings 
suggest that the DQCMC approach is a promising framework for soot modelling. 
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Chapter 1: Introduction 
1.1 Motivation  
Combustion has been the principal energy source since the beginning of human history. The 
impact of combustion on human life has never devalued, and has even increased in recent times. 
Combustion of fossil fuels propelled the industrial revolution in the late 18th and early 19th 
century and has since been widely used for the production of energy, power generation for 
transport and various other applications. Despite the dwindling resources it plays a major role in 
the world economy. At present, our society is heavily dependent on combustion processes that 
transform the chemical energy in fossil fuels into thermal energy for social development and 
economic growth. The annual energy outlook 2013 report prepared by the U.S. Energy 
Information Administration (EIA) states that more than 80% of the current world’s energy 
consumption is supplied by combustion of fossil fuels (i.e., coal, natural gas and oil) [10]. Other 
energy sources such as renewable and nuclear energy still account for less than 20% of the total 
world energy demands. These trends are not expected to change significantly in the near future 
and it is projected that large percentage of the world energy demands will still be met by 
combustion of fossil fuels [10].  
In engineering science and technology, combustion is recognized as a rapid chemical reaction 
between fuel and oxidiser to generate heat and energy. This provides us with more convenient 
means in every aspect of our lives such as for the use of electricity generation, heating in 
buildings, transportation (land, sea, air) and industrial processes applications (e.g. paper, iron, 
steel, cement manufacture). However, the formation and emission of particulate pollutants (such  
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as soot) as a result of hydrocarbon combustion is a major environmental issue [11]. This also 
directly relates to health hazards [12-15] and contributes towards global warming in both 
developed and more so in developing countries. Particulates such as soot, usually results from 
incomplete combustion and characteristically occurs at fuel-rich stoichiometries [16, 17]. Even 
though some of these particles are oxidised in the flame, nonetheless numerous soot particles that 
escape oxidation are considered a serious environmental pollutants. Whereas on the other hand, 
in cases where soot oxidation is completed within a flame, higher production of intermediate 
soot is desirable for increasing the radiant heat transfer from flames. Generally, combustion 
systems such as the gas turbines and internal combustion engines operate at high turbulence 
levels. The behaviour of particulates formation and oxidation mechanisms in turbulent 
combustion for hydrocarbon fuels are complicated processes and are not fully understood yet. 
Hence, an understanding of turbulent flames is highly desirable and important to numerically 
explore and model soot formation under such conditions. This can then be used to model 
effective heat generation and to reduce harmful impacts on human’s health and the global 
environment. In order to understand the combustion processes from experimental point of view 
and to support the theory of combustion, computer aided simulations are widely used as a 
research tools hence this is viewed as a pragmatic method at present. It is anticipated that theory, 
experiment and simulation can allow for an improved control and understanding of combustion. 
The present work, review and examines numerical models and an associated computational 
simulation codes for non-premixed turbulent combustion. Non-premixed combustion is very 
common in many practical combustion systems such as aero-gas turbines, diesel engines and 
industrial furnaces, to name a few.  
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1.2 Objective of this study 
The main objectives of the present work are to review the Conditional Moment Closure (CMC) 
for non-premixed turbulent combustion, exceed the simple first order CMC and develop an 
efficient chemical source term closure for the CMC to take in to account the auto-ignition and 
extinction phenomena or in other word the fluctuation around the conditional mean of realistic 
turbulence-chemistry interaction in computational fluid dynamics (CFD) software. Furthermore, 
study particulate formation such as soot emission from non-premixed turbulent combustion by 
using the extended version of the first order CMC described as the Direct Quadrature 
Conditional Moment Closure (DQCMC). The DQCMC for turbulent combustion is published in 
a peer reviewed article by Ali et al., [1].  
The specific objectives are: 
1. To further develop the simple first order CMC to take fully into account the fluctuation 
around the conditional mean values for turbulent combustion. 
2. To implement and validate the closure, coupled with the first order CMC to take fully 
into account the fluctuation around the conditional mean values. 
3. To extend the capability of the model analysis for larger hydrocarbon fuel, for example 
Heptane (C7H16), to capture the effects of particulate formation such as soot.  
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1.3 Overview 
The outline of this thesis is as follows. 
The remaining sections of this chapter provide a general background literature review of the 
governing equations and some familiar strategies for turbulent combustion modelling focusing 
on non-premixed flames in perspective of CMC.  
In Chapter 2, the fundamental of particulate formation such as soot, is reviewed and the main 
mechanisms step of soot formation and oxidation in combustion and the influence of the 
operating conditions on its formation within the flame are described. A general overview of the 
various soot models in literature is provided and finally the semi-empirical soot model 
implemented in the present study is detailed. 
A brief literature review of the first order CMC and its derivation via the decomposition method 
are presented in chapter 3. The CMC sub-models and numerical implementation of the CMC 
equation in the CFD codes are also described in chapter 3. 
Chapter 4, describes the development of the Direct Quadrature Conditional Moment Closure 
(DQCMC) and presents the derived equations that are implemented in the existing first order 
CMC code. The simulation results for simple hydrogen flames are examined and the differences 
between the first order CMC and the DQCMC are clearly discussed in terms of the observed 
trends from DNS.   
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To investigate and validate the capability of the DQCMC model for larger hydrocarbon fuel, it is 
then further studied for turbulent n-heptane flames in Chapter 5. The predicted results closely 
follow the observed trends from DNS and are in very good agreement with experimental data 
concerning ignition delay time, which in turn provides an improved understanding of the 
DQCMC method.     
In Chapter 6, the soot formation is studied by implementing the semi-empirical two-equation 
soot model in the DQCMC method for turbulent n-heptane flames considering simultaneous soot 
particle inception, surface growth, coagulation and oxidation by O2 and OH. The predicted 
results of soot volume fraction and semi-quantitative distribution have been thoroughly described 
even with this relatively simple soot model. The findings suggest that the DQCMC approach is a 
promising framework for soot modelling. 
Finally, Chapter 7 summarises the overall findings and suggestions for future work.  
 
 
 
	   	   	  
                                                                                                                    1.4 Governing Equations 
6	  
	  
 
1.4 Governing Equations 
This section reviews and summarises some of the fundamental equation and terminology for the 
turbulent mixing that govern turbulent non-premixed combustion. First of all the basic equations 
and properties of turbulent flow which form the basis for the simulation and modelling of 
turbulent reacting flows will be shown followed by the turbulence and combustion interaction. 
The content of this section is based on following, the text on turbulent flow by Tennekes and 
Lumley [18], Libby and Williams [19], Turns [20], Peters [21] and Pope [22]. A comprehensive 
review of various turbulent reaction models is provided by Fox [23]. A recent text of an 
introduction to turbulent reacting flow is given by Cant and Mastorakos [24]. Most of the 
contents in this section appear in almost identical form, as in most textbooks on turbulent 
combustion. 
1.4.1 Instantaneous Balance Equations 
A solution to the following equations gives in principle all the information that is sought from a 
turbulent combustion. These fundamental governing fluid flow equations are given by the 
conservation of mass, the Navier-Stokes or also known as momentum equation, the species mass 
fraction and energy in Cartesian coordinates of a reacting system with N species and I reactions.   
1.4.1.1 Conservation of Mass 
All engineering flows have to satisfy the law of conservation of mass that is expressed by the 
continuity equation. The continuity equation describes the mass balance over an arbitrary control  
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volume within the flow. The following equation for a reacting flow field represents the 
conservation of mass for a control volume in one-dimensional space for a given fluid flow. 
∂ρ
∂t
+
∂ ρu j( )
∂x j
= 0
     
(1.1) 
where ρ is fluid density, t is time, uj is fluid velocity at location j in x-coordinate direction. The 
first term measures the rate of storage in a control volume (unsteady behaviour of the flow) and 
the second term describes the behaviour in case of steady flow.  
1.4.1.2 Navier-Stokes Equations 
The following equation shows the classical representation of the conservation of momentum. 
This is with the application of Newton’s second law to fluid motion, the momentum equation can 
be derived to relate the acceleration of fluid particles to the forces they experience. This is 
commonly known as Reynolds Averaged Navier-Stokes equation (RANS) and is formally 
extended for turbulent flow modelling by introducing Reynolds and Favre averages which will 
be shown later in this chapter.  
∂(ρui )
∂t
+
∂(ρuiu j )
∂x j
= −
∂p
∂xi
+
∂τ ij
∂x j
+ Fi
    
(1.2) 
where ui is the velocity in direction i, ρ is the density, p is the pressure, Fi represents a body force 
in the i-th coordinate direction and τij is the viscous stress tensor.  
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In Eq. (1.2) the two terms on the LHS represent the local rate of change of momentum (unsteady 
acceleration) and convection of momentum, whereas the first term on the RHS is the pressure 
gradient and the second term on the RHS represents molecular transport due to viscosity. The 
fluids is assumed to be Newtonian for turbulent reacting flows. Following is the equation of the 
viscous stress tensor τij : 
τ ij = µ
∂ui
∂x j
+
∂u j
∂xi
"
#
$
$
%
&
'
'−
2
3
µδij
∂uk
∂xk
"
#
$$
%
&
''
    
(1.3)
 
where µ is the molecular viscosity which depends on the fluid and δij
 
is the Kronecker delta. The 
kronecker delta is δij =1 if i =j, 0 otherwise. 
Equation (1.2) may appear simple but it describes fluid flow at all scales in time and space, and 
its numerical solution can provide very detailed information on the flow. However, great deals of 
computer resources are required since such a task requires that all relevant scales of a turbulent 
flow to be resolved. 
1.4.1.3 Conservation of mass for Species α 
To deal with the chemical reactions, Eq. (1.1) can be supplemented with an equation for the 
conservation of species mass fraction Yα  [19, 21, 24]. This equation for species α is: 
∂ ρYα( )
∂t
+
∂ ρu jYα( )
∂x j
= −
∂ℑ j
α
∂x j
+ Sα 	  	   α =1,2,........,n( )   (1.4)
 
where n is the total number of species involved in the system, j
αℑ  is the molecular diffusive flux 
of the species α in the j–th coordinate direction, Sα is the chemical source term.  
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In Eq. (1.4) the first term on the LHS represents the accumulation of species α, the second to 
advection by the bulk fluid motion, the first term in the RHS corresponds to diffusion and the last 
to the generation by chemical reactions or in other word it is the mass reaction rate of this species 
α per unit volume. The molecular diffusive flux j
αℑ  of the species α, is given by Fick’s law [19, 
22], written as: 
ℑ j
α = −
µ
Scα
∂Yα
∂x j
= −ρDα
∂Yα
∂x j      
(1.5)
 
where Dα is the molecular diffusion coefficient of the species α relative to other species and SCα 
is the Schmidt number of the species α and it is defined as [19, 22]: 
Sc
Dα α
µ
ρ
=
      
(1.6)
 
The ratio between the thermal diffusivity and the mass diffusivity is called the Lewis number, 
Le: 
Leα =
λ
ρcpDα
=
D
Dα
,
 
D = λ
ρcp     
(1.7) 
where λ is the thermal conductivity, cp is the heat capacity at constant pressure of the mixture.  
The chemical source term Sα in Eq. (1.4) provide connection between the fluid mechanical and 
chemical aspects of reacting flows. To understand the underlying effect of the chemical source 
term it is reviewed briefly. Moreover, if in a system of chemical reaction there are n likely 
species, then the j–th chemical reaction can be written as:  
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!vα jMα
kbj
k fj
α=1
n
∑ ""vα j
α=1
n
∑ Mα      (1.8) 
where Mα is the chemical symbol for species α, !vα j  and !!vα j  are the stoichiometric coefficients 
for the species α on both side of the reaction (reactants and products side).  
The chemical source term Sα is the mass of species α that is produced or consumed per unit 
volume and unit time as a result of the creation and destruction of species α due to each reaction 
step: 
	   Sα =MWα vαiqi
i=1
l
∑  
    
(1.9) 
where MWα is the molecular weight of species α and qi is the rate of reaction in a chemical 
reaction i and l is the number of chemical reactions in the mechanism.  
The rate of a reaction qi can be approximated by:	  	  
qi = k fi
ρYα
MWα( )
α=1
n
∏
"vαi
− kbi
ρYα
MWα( )
""vαi
α=1
n
∏     (1.10) 
where i i iv v vα α αʹ′ʹ′ ʹ′= −  and k is the Arrhenius rate constant, which can be written as
k = A0T
b exp(−Eαi / RT )  with A0 as the frequency factor, b as the temperature exponents, and Eαi 
as the activation energy for the reaction i. The subscript fi and bi indicates, the forward and 
backward reaction rates for the i–th chemical reaction with units which depends on the overall 
molecular rate of the reactions.  
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1.4.1.4 Conservation of Energy 
The energy equation is given in terms of enthalpy in the present work. Although it can be given 
in different terms such as internal energy or temperature, in general, the form to use is often a 
matter of convenience or taste of individual. 
The enthalpy h in a mixture is the mass-weighted sum of the specific enthalpies hα of species α 
and is defined as: 
 h = Yαhα
α=1
n
∑       (1.11) 
For absolute enthalpy of an ideal gas the hα depends only on the temperature T: 
hα = (h0 )α + (cp )α T( )T0
T
∫ dT
     
(1.12) 
where cp is the specific heat capacity of species α at constant pressure, h0 is the reference 
enthalpy of formation of species α. Reference enthalpies of H2, O2, N2 and solid carbon are in 
general chosen as zero whereas the other combustion product such as CO2 and H2O are negative. 
In a mixture, the specific heat capacity cp can be defined as the mass-weighted sum of the 
specific heat capacity and given as: 
1
( )
n
p pc Y cα α
α=
=∑
     
(1.13)
 
A balance equation for the energy (in term of enthalpy) can be written as [19, 21, 24]:
 
( ) ( ) ( ) ( )hj j i ijj
j j RAD
j j j j
u h u p uh p u F q
t x t x x x
ρ τρ ∂ ∂ ∂∂ℑ∂ ∂
+ = + − + + +
∂ ∂ ∂ ∂ ∂ ∂   
(1.14) 
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where ui τij and ujFj are the rate of work done by the viscous force and the body respectively, ℑ j
h  
is the enthalpy diffusion flux and qRAD represents heat transfer due to radiation. p is the static 
pressure. The term on the LHS of the equation represents the local rate of change and convection 
enthalpy. The local pressure gradient or frictional heating can be assumed negligible in low 
Mach number.  
The static pressure is achieved from the ideal gas equation (p =ρRT) where R, is the gas constant 
for the mixture fraction (R=Ru/Mm; Ru is the universal gas constant and Mm is the mixture molar 
mass). The enthalpy diffusion flux hjℑ  can be defined as: 
ℑ j
h = −λ
∂T
∂x j
+ hαℑ j
α
α=1
n
∑ = − µPr
∂h
∂x j
+
Pr
Scα
−1
%
&
''
(
)
**
α=1
n
∑ hα
∂Yα
∂x j
+
,
-
-
.
/
0
0   
(1.15)
 
where Pr is the Prandtl number and can be defined as: 
  
Pr =
µcp
λ
!
"
##
$
%
&&
 
and Leα =
Scα
Pr
!
"
#
$
%
&=
λ
ρcpDα
!
"
#
#
$
%
&
&
   
(1.16)
 
where λ is thermal conductivity, cp is the specific heat capacity at constant pressure of the 
mixture and Leα  is the Lewis number of the species α and defined as in Eq. (1.7). 
To simplify the enthalpy equation and differentiating the specific enthalpies hα in Eq. (1.11), one 
gets the following equation:   
dh = cpdT + hαdYα
α=1
n
∑
     
(1.17)
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Assuming Lewis numbers equal to unity, Eq. (1.15) can be simplified. The energy equation (in 
terms of static enthalpy) and mass fraction equations are formally identical with no source term. 
The problems studied in the present work are mostly low speed flame. However, in the case of 
high speed flame, the energy equation can be introduced in terms of stagnation enthalpy 
/ 2s i i ih h u u= +  [21]. 
1.5 Turbulent reacting flows  
Turbulent reacting flows are ubiquitous and can be observed in different form in our everyday 
surrounding, whether it is a buffeting of strong wind, water flowing in a river or waterfall, or 
smoke from a chimney [22]. However, there is no specific definition of turbulence and can be 
defined by some of the characteristics of turbulent flows such as irregularity, randomness, or 
rapid mixing [18].  
Most chemical reactions of interest in combustion and atmospheric pollution take place in the 
gaseous or liquid phase and are possible only when the reactants are mixed on the molecular 
level [24]. However, mixing of the reactants is caused by the action of turbulence present in the 
fluid flow. Turbulence occurs through instabilities of laminar flows at large Reynolds number 
Re, [18-20, 22-24]. Currently there is no common mathematical method or approach to the 
solution of turbulent flows, nevertheless well-known and practical methods are to analyse the 
equations of motion or experimental data in a statistical mode. Generally in engineering, the type 
of analysis we are basically interested in is the time-averaged values of the main quantities such 
as first order moments.  
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This section briefly explains the turbulent reacting flows in order to understand the basis of the 
turbulence scales and its statistical properties and features. It also reviews and shows the 
governing equations for PDFs and conditional moments in turbulent reacting flows which will be 
used later in chapter three for the derivation of the conditional moment equations. It also presents 
the Reynolds and Favre averaging balance equation for turbulent flames obtained by 
decomposing the instantaneous quantities in to mean and fluctuating quantities in the previous 
sections 1.4. The following discussed material is collected from the Text by Tennekes and 
Lumley [18], references [6, 20, 22, 23] and other sources as indicated. For comprehensive study 
and physical intuition on turbulent reacting flows, references [18-20, 22-24] provide appropriate 
detailed analysis.    
1.5.1 Statistical description of turbulent reacting flows 
1.5.1.1 The random nature of turbulence 
Turbulent flow is a random process and always occurs at high Reynolds numbers [18-20, 22-24]. 
Pope [22] defines that in turbulent flows, the velocity field u (x, t) and other scalars such as 
concentration and temperature are determined by a random process or occurrence. Where the 
term x and t indicates location and time respectively. Important properties of random variables or 
processes can be defined by their probabilities associated with the variable u.  
The cumulative probability P (u < x) of a random variable u is the probability of occurring which 
has u < x, where x is the sample space variable for u. The cumulative probability P (u < x) tends  
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to 0 as x→-∞ and P (u < x) tends to 1 as x→+∞. However, in order to describe the random 
variables or processes, probability density functions (PDF) and conditional moments are 
commonly used. The probability of the occurring that Pu(x ≤ u ≤ x + ∂x) is equal to Pu (x).∂x, 
where Pu(x) is the PDF and it is the derivative of the corresponding cumulative probability Pu(x) 
≡ ∂P (u<x)/∂x. The random variable (or processes) can also be described by its expectation or 
so-called mean values that will be introduced in the next sections. 
1.5.1.2 PDFs and conditional expectations 
As it is discussed, in turbulent reacting flows values of velocity components and other scalars are 
random variables. The important properties of random variables can be described using their 
probabilities and the probability density functions (PDF) and conditional moments are often used 
to discuss this in great detail.  
Conditional PDFs and conditional expectations are the PDFs and expectations that are closely 
related and are determined for certain chosen realisations amongst the ensemble of all and each 
realisations of the flow. Therefore, as it is discussed, that the PDF of a random variable u can be 
defined as the probability of occurring and denoted by P(u)∂(u), which is the derivative of the 
distribution function F(u) i.e. P(u)≡∂F(u)/∂(u). The PDF is a non-negative and the normalisation 
condition is given that:   
( ) ( ) 1P u d u
+∞
−∞
=∫      (1.18) 
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The condition for choosing these realisations is based on the fulfilment of a particular condition 
that is specified. The mean or expected value of a statistical quantity Q (u) can be represented as 
given by:
 
Q = Q = Q(u)P(u)d(u)
−∞
+∞
∫
    (1.19) 
The normalisation condition takes the following form, if a random variable is a vector u with n 
components, then we can have multivariate or joint PDFs. Thus the PDF of one variable uα can 
be obtained by joint PDF (known as the marginal PDF of uα) by integration over all variables 
except itself as given below: 
P(uα ) = ...−∞
+∞
∫ P(u)du1...duα−1−∞
+∞
∫ duα+1...dun
   (1.20) 
Now turning to the consideration of conditional PDFs and conditional expectation and it can be 
defined, if Q is a function of sample space variable u and mixture fraction ξ. The conditional 
cumulative probability can be given that: Puη u,ξ( ) = Puη u ≤Q ≤ u+∂u ξ =η( ) . Where η is the 
sample space variable for the mixture fraction ξ. Thus, the joint PDF P(u,η) can be defined 
according to Bayes theorem as ( ) ( ), .P u P P uη η ξ η= = . Therefore, rearranging for the 
conditional PDF P u ξ η= is given that: 
( )
( )
,P u
P u
P
η
ξ η
η
= =
    
(1.21)
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Consequently the conditional expectation of Q at specified η is then defined as:  
Q u ξ =η( ) = Q u,η( )−∞
+∞
∫ P u ξ =η( )d(u) = 1P(η) Q u,η( )−∞
+∞
∫ P u,η( )d(u)
  
(1.22)
 
The conventional or the unconditional mean value of the conditional expectations can be derived 
from Eq. (1.22) as given by the following integral:  
Q u( ) = Q u( ) = Q u ξ =η( )−∞
+∞
∫ P η( )dη
   
(1.23)
 
If the random variables u and mixture fraction ξ are independent, the conditional expectation
u ξ η=  does not depend on η corresponds with the unconditional expectation. Furthermore, 
given that the joint PDF is the product of their marginal PDFs subsequently i.e. 
P(u,η)=P(u)P(η). The above equations (1.22 and 1.23) show the differences between the 
conditional and unconditional averaging. This is very significant in the present analysis as we are 
dealing with a numerical model that predicts conditional averages. Therefore, Eq. (1.23) will be 
used to calculate unconditional averages and will also be used in the conditional moment closure 
CMC derivation in chapter three according to Klimenko and Bilger [6].   
1.5.2 Mixture fraction 
The mixture fraction is very important and extremely useful quantity in combustion for the 
description of non-premixed flames. In order to define the mixture fraction, considering a two 
stream system where one inlet is of pure fuel stream and the second inlet of pure oxidiser stream.  
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The mixture fraction ξ can now be defined as the ratio of mass of material having its origin in the 
fuel stream to the mass of mixture. The mixture fraction ξ can be renormalized and varies 
between zero and one. The fuel stream is usually defined as ξ =1 and the air stream as ξ = 0. The 
mixture fraction denotes at any point in the flow and it is the mass fraction of the material that 
originates from the fuel stream. Therefore it is the same as the fuel mass fraction if there was no 
combustion. As mentioned, the mixture fraction vary between 0 and 1 as defined by Bilger [25]: 
ξ =
β −βox ,0
β fu,0 −βox ,0      
(1.24)
 
where the oxidizer-fuel coupling function above can be defined as:β = Yfu −Yox( ) S st . Sst is 
the stoichiometric oxygen to fuel mass ratio and is specified as: Sst = vMWox MWfu ,v  is the kilo-
mole of oxygen required to completely oxidise one kilo-mole of the fuel.  
From the balance equation of species [Eq. (1.4)], it is clear that only for equal diffusivities, the 
mixture fraction satisfies a reaction-free equation (i.e., it is a conserved scalar, which is a 
quantity that is neither created nor destroyed by a chemical reaction). Thus, if all the diffusivities 
Dα are equal to D, the mixture fraction ξ satisfies the species equation, where there has no 
chemical source term and can be given as: 
∂ρξ
∂t
+
∂ρu jξ
∂x j
−
∂
∂x j
ρD ∂ξ
∂x j
#
$
%
%
&
'
(
(= 0    (1.25) 
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The mixture fraction ξ distribution in a turbulent flow can be established by solving the Favre 
mean mixture fraction ξ  version of Eq. (1.25) and it can be found from Eq. 1.35. The Favre 
variance, !!ξ 2 , of the mixture fraction can be derived by subtracting Eq. (1.35) from Eq. (1.4). 
The equations without the source term for the mean and variance are given below in Eq. 1.26 and 
Eq. 1.27, respectively.  
     ∂ρ
ξ
∂t
+
∂ρ u j ξ
∂x j
= −
∂
∂x j
ρ !!u j !!ξ
( )     (1.26) 
∂ρ ""ξ 2
∂t
+
∂ρ ui ""ξ
2
∂xi
= −
∂
∂xi
ρ ""ui ""ξ
2( )+ 2ρ − ""ui ""ξ( ) ∂
ξ
∂xi
$
%
&&
'
(
))− 2ρ χ   (1.27) 
Since the molecular diffusivity D is smaller than the turbulent diffusivity Dt it is therefore 
neglected in equations Eq. (1.25) and Eq. (1.27). Equations (1.26) and (1.27) are practically 
always considered in mixture fraction approaches for turbulent non-premixed combustion and 
are essential to solve in CMC modelling. 
1.5.3 Reynolds and Favre averaging 
The instantaneous balance equations presented in section 1.4.1 can be decomposed into mean 
and fluctuating quantities and by describing only the mean flow field in order to obtain the 
average balance equations for turbulent flames. Generally there are two methods for averaging in 
turbulent combustion, Reynolds and Favre or also known as (mass weighted) averaging. In this 
section the concepts of Reynolds and Favre averaging are briefly introduced as these concepts  
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will be often used later in the present work.   
1.5.3.1 Reynolds averaging 
In Reynolds averaging each quantity Q, at location xi and time t is split or decomposed into a 
mean Q  and a deviation from the mean quantity or in other word the fluctuation !Q .  
Q xi ,t( ) =Q xi ,t( )+ !Q xi ,t( )  With  !Q = 0    (1.28) 
If Q is average, then mean of the deviation or the fluctuation is zero by definition. To derive 
transport equation for the mean quantity Q , the previous instantaneous balance equation may be 
ensemble averaged. The mean quantity can be defined in various ways and depend on the flow 
conditions [22]. Where the mean, Q  is defined as an ensemble average. 
 
Q xi ,t( ) =
1
N
Qk
k=1
N
∑ xi ,t( )  where N is sample size.  (1.29) 
In non-reacting fluid mechanics, this classical Reynolds averaging technique is widely used and 
brings unclosed correlations such as u Qʹ′ ʹ′  that are unknown and must be modelled. The process 
is called RANS (Reynolds Average Navier-Stokes) modelling. However, in turbulent flames the 
fluctuations of density are observed because of heat release and Reynolds averaging introduces 
some difficulties [19, 21, 22, 24]. For e.g. averaging the mass balance equation leads to: 
   
( ) 0i i
i
u u
t x
ρ
ρ ρ
∂ ∂
ʹ′ ʹ′+ + =
∂ ∂
    (1.30) 
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where iuρʹ′ ʹ′ is the velocity and density fluctuation correlation. 
1.5.3.2 Favre averaging 
As in Eq. (1.30) appears the unclosed velocity and density fluctuation correlation iuρʹ′ ʹ′, which 
needs modelling. To avoid this modelling of such correlation, Favre (mass weighted) [26] 
average Q  is introduced and any quantity Q can be decomposed into its mean value and the 
fluctuation as: 
Q xi ,t( ) = Q xi ,t( )+ !!Q xi ,t( )     (1.31) 
where Q  and  !!Q  are defined as:
 
Q = ρQ
ρ
,  !!Q =
ρ Q − Q( )
ρ
= 0     (1.32) 
The Favre averaged balance equations are: 
• Mass: 
∂ρ
∂t
+
∂ ρ u j( )
∂x j
= 0
 
    (1.33) 
• Momentum (i = 1, 2, 3): 
∂ ρ ui( )
∂t
+
∂ ρ ui u j( )
∂x j
= −
∂ ρ ##ui ##u j
( )
∂x j
−
∂p
∂xi
+
∂τ ij
∂x j
+ Fi    (1.34) 
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• Chemical Species (for N species, α =1,…, N)  
∂ ρ Yα( )
∂t
+
∂ ρ u j Yα( )
∂x j
= −
∂ ρ ##u j !!Yα
( )
∂x j
−
∂ℑ j
k
∂x j
+ Sα    (1.35) 
• Energy equation in terms of enthalpy: 
∂ ρ h( )
∂t
+
∂ ρ u j h( )
∂x j
= −
∂ ρ ##u j ##h
( )
∂x j
−
∂ℑ j
h
∂x j
+
∂p
∂t
+
∂u j p
∂x j
+
∂uiτ ij
∂x j
+u jFj + qRAD
  
(1.36) 
The main idea and objective of turbulent combustion modelling is to propose closure for the 
unknown quantities (mean chemical reaction rates of species). The unknown quantities appearing 
in the averaged balance equations that represent the process of turbulent diffusion such as 
Reynolds stresses, !!ui !!u j
 , species, !!u j !!Yα
  and turbulent fluxes (in terms of !!u j !!ψk
,ψ,  is for any 
property). The closures of these unknown quantities represent turbulence modelling. 
1.5.4 The Mean reaction rate 
The mean reaction rate appeared in Eq. (1.35) and understanding this term can clarify the main 
complexity of the turbulent combustion. In order to understand the mean reaction rate a simple 
irreversible reaction between fuel (F) and oxidiser (O) is considered: 
F +O→ product  
where the fuel mass reaction rate Sf is expressed from Arrhenius law as: 
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SF = Aρ
2T bYFYO exp −
Ta
T
"
#
$
%
&
'
     
(1.37)
 
Mean of a function is not equal to the function of a mean Q x( ) /=Q x( ) . Thus, average reaction 
rate cannot be expressed or decomposed into a mean and a fluctuation as it is highly non-linear. 
To show this clearly, the reaction rate is decomposed into its mean and fluctuation as: 
S = S + !S = Aρ 2 T b + !!T b( ) YF + !!YF( ) YO + !!YO( )exp − TaT + !!T
#
$
%
&
'
(    (1.38) 
 If !!T ≅ 0 , then: 
S = Aρ 2 T b YF YO + !!YF !!YO
( )exp −TaT
#
$
%
&
'
(     (1.39) 
And if !!T /≅ 0 , then [6, 27, 28]: 
    S = Aρ 2 T b YF YO exp −
Ta
T
"
#
$
%
&
' 1+
((YF ((YO

YF Y
+ P1Q1( )
((YF ((T

YF T
+
((YO ((T

YO T
"
#
$
$
%
&
'
'
)
*
+
+
 
+ P2 +Q2 + P1Q1( )
!!YF !!T
2
YF T
2
+
!!YO !!T
2
YO T
2
"
#
$
$
%
&
'
'
+ ...
(
)
*
*
   (1.40) 
where Pn and Qn are given by: 
Pn = n− k( )
n−k
k=1
n
∑
n−1( )!
n− k( )! k −1( )!#$ %&
2
k
Ta
T
'
(
)
*
+
,
k
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( ) ( )1 ... 1
!n
b b b n
Q
n
+ + −
=     (1.41) 
Equation (1.40) leads to various difficulties and contain variances and co-variances of higher 
order moments. The new quantities such as !!Yα !!T
n
 have to be closed using transport equation or 
algebraic expressions. To achieve precise and accurate results further higher order correlations 
are required as the Taylor series expansions converge only for !!T T 1 . Equation (1.40) is 
quite complex and is only applicable for simple (1-step) irreversible reaction and cannot be 
easily extended to realistic chemical schemes (multiple-step and reversible reaction). Therefore, 
a major objective of the turbulent combustion modelling is to model the mean reaction rate S .  
Various methods are used to model the chemical reaction rate S  and one of them is the 
Conditional Moment Closure, CMC, which is the focus of the present study and will be 
described in chapter three. The first order CMC overcomes this difficulty and calculates the 
mean reaction rate S  by using the conditional mean and assumes that the fluctuation of the 
conditional averages are small enough and negligible for the term in equation (1.40) specified in 
the brackets. However, studies from the past reveal that the fluctuation around the conditional 
mean is significant and cannot be ignored, e.g. by Kronenburg et al. [29] and Mastorakos and 
Bilger [30]. Therefore the main objective of the present study is to go beyond the simple first 
order CMC and relax these restrictions (that the conditional fluctuations are small and negligible) 
by a new method referred to as the method of Direct Quadrature Conditional Moment Closure 
(DQCMC) [1] and will be fully discussed and derived in chapter four of the present study.   
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Moreover, it is important to acknowledge here that indeed various studies have shown progress 
in developing the simple first order CMC and the second order closure of the CMC, such as by 
Kronenburg et al. [29], Mastorakos and Bilger [30], Wright et al. [31] and Kronenburg and 
Cleary [32]. However, these approaches are not straightforward to implement in practical 
modelling or in computing second order terms for the unknown’s variable and the corresponding 
source terms and are associated with computational and theoretical uncertainties. 
1.6 Approaches to modelling turbulent reacting flows 
This section briefly explains various approaches available to model turbulent combustion.  
1.6.1 Eddy-Break-Up and Eddy dissipation Concept 
This is one of the most extensively used models for non-premixed combustion calculation in 
industry for almost the last three decades and is generally known as the Eddy Dissipation 
Concept by Magnussen [33]. The origin of this is the Eddy Break Up (EBU) model and 
numerous authors have performed simulation with this model or its alternative. The Eddy-Break-
Up model of Spalding [34] was originally developed for premixed combustion. The EBU model 
for premixed flames provides the mean reaction rate in fast chemistry as fully governed by the 
turbulent dissipation, and the reaction takes place when cold reactants mix with hot products. 
The turbulent mean reaction rate is expressed as: 
S fu = −ρA
ε
k
!Yfu
2      (1.42) 
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where 2fuY ʹ′  is the fuel mass fraction fluctuation and A is the Eddy-Break-Up constant. The 
variance 2fuY ʹ′  can be modelled for infinitely fast chemistry as given that: ( )2 1fu fu fuY Y Yʹ′ −; . In the 
EBU model, the reaction rate is simply written as a function of well-known quantities exclusive 
of any extra transport equation and is available in most commercial CFD codes.  
The difficulty with the Eddy-Break-Up model is that it tends to overestimate the reaction rate, 
particularly in highly strained regions, where the ratio ε/k is large. The EBU model was 
originally developed for premixed combustion and is modified to the Eddy dissipation model for 
non-premixed combustion by Magnussen et al. [33] by replacing the variance of the product 
mass fraction with the mean mass fraction of the deficient species, for instance fuel for lean or 
oxygen for rich mixtures.   
S fu = −ρA
ε
k
min Yfu,
Yox
Sst
,B YP
1+ Sst
"
#
$$
%
&
''     (1.43) 
where , , ,fu ox PY Y Y  are the mean mass fraction of fuel, oxygen and products respectively. Sst is the 
oxygen-fuel stoichiometric mass ratio. The terms A and B are the modelling constants. 
The Eddy dissipation models are suitable for very fast chemistry and widely used in commercial 
CFD codes to obtain the mean flame lengths, or diesel combustion duration and the reaction rate 
is determined by the rate of turbulent mixing i.e. ε/k. However, the major difficulty with the 
Eddy-Break-Up and Eddy dissipation models is that it cannot handle finite-rate chemistry [35]. 
Nonetheless, in turbulent combustion to predict pollutant formation such as soot and other 
occurrence such as auto-ignition and extinction, the introduction of finite-rate chemistry is  
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significant in order to capture the prediction for these phenomena. This is one of the major 
reasons that CMC is used in the present work.     
1.6.2 Laminar flamelets  
The laminar flamelet defined by Peters [21, 36] as a thin diffusion layer embedded in a turbulent 
non-reacting flow field. If the chemistry is fast enough and so is the reaction rate, reaction occurs 
within a thin region where the chemistry conditions are in or close to stoichiometric conditions, 
the "flame" surface. Assuming that this thin layer, or also known as the reaction zone, is smaller 
than Kolmogorov length scale, the region can be regarded as locally laminar. Across this thin 
layer (reaction zone) the species transport is determined by the molecular diffusion [36].   
In non-premixed combustion the flame surface is defined as an iso-surface of a certain scalar, 
mixture fraction. To solve the combination between the non-equilibrium chemistry and 
turbulence, the instantaneous scalar dissipation rate (N) and mixture fraction (ξ) may be 
introduced. The vicinity of the surface and the reactive-diffusive structure can be described by 
the flamelet model for non-premixed combustion and the mass fractions Yα can be calculated for 
one-dimensional flames as by the given equation: 
ρ
∂Yα
∂t
=
ρ
Leα
N (ξ )
2
∂2Yα
∂ξ 2
+ Sα (Y1,Y 2,...,YN ,T )  With  N ξ( ) = 2D
∂ξ
∂xi
∂ξ
∂xi
  (1.44) 
The scalar dissipation rate, N, is a very important quantity in the flamelet model for non-
premixed turbulent combustion. It corresponds to the inverse of a diffusion time scale and  
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diffusion in mixture fraction space. It is clear from Eq. (1.44) that since the solution to this 
equation is a function of the scalar dissipation and the physical influence of molecular mixing on 
the reaction is incorporated. Therefore, the mean mass fraction can be calculated from the 
probability density function (PDF) in order to account for the spatial variation of N, as given 
that: 
Yα = Yα ξ ,N( )P ξ ,N( )dξ dN0
1
∫0
∞
∫     (1.45) 
The laminar flamelet model neglects the influence of spatial terms in the equation and the effects 
of variations in scalar dissipation rate as the scalar dissipation is a fluctuating quantity and is not 
constant everywhere in the system [37]. The steady laminar flamelet model may not be 
applicable in the presence of local re-ignition and extinction where significant local fluctuation 
in the scalar dissipation exist [38] and therefore, may not be very accurate if emphasis is on the 
prediction of pollution.   
1.6.3 Transported Probability Density Function (PDF) 
Approach 
Probability Density Function (PDF) method represent a very common numerical approach of 
turbulent reacting flows. The PDF method is applicable to all chemistry including premixed, 
partially premixed, non-premixed combustion and finite rate reactions. The PDF systems 
transport are mostly the joint velocity and composition PDF or joint composition PDF.  
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The joint PDF transport equation for the velocities and reactive scalars may be derived from the 
Navier-Stokes equations and the convection-diffusion equation for the scalar [21, 22, 39]. 
Following the joint PDF transport equation is expressed in its conservative form as: 
∂ρP
∂t
+
∂ ρu jP( )
∂x j
+ ρg − ∂P
∂x j
!
"
#
#
#
$
%
&
&
&
∂P
∂u j
+ ∂
∂ψkk =1
n
∑ SkP( )  
=
∂
∂u j
−
∂τ ij
∂x j
+
∂ #P
∂xi
u,ψ P
$
%
&
'&
(
)
&
*&
−
∂
∂ψkk=1
n
∑ ∂
∂x j
ρD
∂ψk
∂x j
,
-
.
.
/
0
1
1 u,ψ P
$
%
&
'&
(
)
&
*&
 (1.46) 
The LHS of the above joint PDF transport equation contains the known terms, all in closed form. 
However, the RHS terms are unclosed. The first two terms on the LHS are the local rate of 
change and convection of the probability density function in physical space. The third term is the 
transport in velocity space by gravity and the mean pressure gradient and the last term is the 
source term. However, the two terms on the RHS of the transport equation contains conditional 
gradients of quantities conditioned on the values of velocity and composition. Hence, the 
gradients variables are not in sample space and are in unclosed form and therefore have to be 
modelled. The first unclosed term on the RHS is the PDF transport in velocity space by the 
viscous stresses and fluctuating pressure gradient and the second term represents the molecular 
mixing and is the transport by molecular fluxes in reactive scalar space.         
The fundamental advantage of the PDF method is the adequate knowledge of the joint 
composition PDF to close the reaction source term. Various models are used to provide closure 
for these unclosed terms and have been widely studied by Peters and Pope [21, 22] and some of  
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which are similar to the conditional moment closure CMC sub-models described in chapter 3. 
The molecular mixing or molecular diffusion term is closed by micro-mixing models such as 
Interaction by Exchange with the Mean (IEM), or also known as the Linear Mean Square 
Estimation Model (LMSE), Euclidean Minimum Spanning Trees (EMST), Mapping Closure 
(MC), and Chemistry Models [21, 22]. However, none of the mixing models incorporate a 
physically practical representation of scalar dissipation rate to capture the local fluctuation 
problem such as the extinction and re-ignition [37]. The other disadvantage of the PDF method is 
that solution of the Eq. (1.46) using standard methods in commercial CFD codes is formidable. 
The other major alternative approach which is generally adopted is the presumed PDF method. 
The presumed PDF method assumes a functional form for the composition PDF. The parameters 
of the presumed PDF are transported using the form of the presumed PDF to evaluate integrals 
over the chemical source term. Models using a presumed PDF can only be as accurate as the 
assumed form of the PDF. This is usually problematic for complex system and for this very 
reason these have not been very successful when modelling for non-premixed combustion [24].  
The transported PDF method solves the composition PDF transport equation for the full PDF. 
Direct solution is often quite difficult and a Monte Carlo method is used to approximate the PDF 
as an ensemble of stochastic particles. The solution is approximated by transporting the particle 
description [22, 39]. Unlike the presumed PDF, the Monte Carlo method can be extended to 
multiple scalars and the functional form of any PDF can be approximated. However, the 
calculations using Monte Carlo method need large number of particles to reduce statistical error. 
In practice this method is computationally expensive. 
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1.6.4 Conditional Moment Closure (CMC) 
The Conditional Moment Closure (CMC) method was independently developed by Klimenko 
[40] and Bilger [3]. The CMC is considered one of the advance methods for turbulent reacting 
flow in non-premixed turbulent combustion [6]. In CMC, the transport equations are solved for 
the conditional averages of the reacting scalars and higher moments of quantities such as species 
mass fractions and enthalpy, conditional on the mixture fraction or reaction progress variable 
having a particular value. The conditioning variables for non-premixed and premixed flames are 
the mixture fraction and progress variable respectively [6].  
The first order CMC closure can be provided for the chemical source terms of the conditional 
averages, assuming that the fluctuations about the conditional averages are small and therefore 
neglected. However, a previous study using direct numerical simulation [41] shows that the 
fluctuations about the conditional mean is significant and cannot be neglected [29, 30]. This is 
the major motivation of the present analysis to study CMC and go beyond the first order CMC 
model and develop a computationally efficient method to capture this inconsistency (i.e., 
fluctuations around the conditional mean values), which will be explained in detail in Chapters 4 
and 5. As mentioned in section 1.5.4, certainly several studies including Kronenburg et al. [29], 
Mastorakos and Bilger [30], Wright et al. [31] and Kronenburg and Cleary [32] have all shown 
developments for the first order CMC and the second order closure of the CMC. However, these 
approaches are associated with computational and theoretical uncertainties and are not 
straightforward to implement in practical modelling for turbulent combustion. Since this  
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method is the main focus of the present analysis, therefore the first order CMC will be discussed 
in details in chapter 3 of this thesis.     
1.6.5 The QMOM and DQMOM  
The Quadrature Method of Moments (QMOM) originally introduced by McGraw [42] as a 
closure for the population balance equations (PBEs). However, the recent developments of the 
quadrature methods based on weighted-particles have shown that it can be used to transport low 
order moments of a PDF using the standard Eulerian Solver in CFD codes for turbulent 
combustion. The method works by using deterministic models such that large numbers of 
particles are no longer required and are much cheaper than Monte Carlo methods. The number of 
particles can be chosen exclusively based on consideration of the accuracy of the approximation 
needed from the model and computational cost. The main disadvantage of the QMOM method is 
that it is only limited to univariate PDFs and this method does not extend to multivariate cases 
[43]. This is because, it transports moments of the PDF from which it is only able to calculate a 
univariate quadrature approximation. 
In order to overcome this difficulty Marchisio and Fox [44] validated the Direct Quadrature 
Method of Moments (DQMOM). The DQMOM uses an arbitrary set of moments to directly 
transport the particle weights and positions and moreover, this method is an advancement of the 
multi-environment presumed PDF method [23]. Furthermore, the formulation of multivariate, a 
major difference to the QMOM technique is that a moment balance is solved for each particle 
which enables the DQMOM to be used to implement in multi-fluid models that are capable to 
treat each particle with its own velocity. 
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A comprehensive review and full derivation of DQMOM (which focuses on the implementation 
of the univariate case only and skirts over bivariate and multivariate implementation) using the 
Interaction by Exchange with the Mean (IEM) micro-mixing model is summarised in an 
appendix [23]. However, the DQMOM solution method requires the inversion of a linear system 
and Fox notes that the linear system is often inadequately conditioned. This means that it is 
difficult to achieve accurate numerical inversion in the event that any particle may occupy the 
same location in composition space or in other words the particles are degenerated. 
In order to overcome such difficulties, an alternative algorithm indicated as DQMOM-IEM 
model has been developed. This method includes an additional constraint and uses fixed weight 
particles to transport only unmixed moments to address the problem of numerical inversion. 
Numerous publications have emerged recently regarding the DQMOM application in the 
literature for turbulent reacting flows. Several authors, particularly Fox and co-workers present a 
good comparison of DQMOM-IEM against both multi-environment model and transported PDF 
data. Some of the associated works on turbulent reacting flows that is available in the 
publications by Fox and Raman [45], Smith and Fox [46] and Tang et al. [47] provide sufficient 
detailed information regarding the coupling of DQMOM to CFD for turbulent combustion 
modelling. 
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1.7 Summary 
In this chapter, we described the major fundamental literature reviews of the governing equations 
for turbulent flow modelling. Furthermore, various concepts of turbulent non-premixed 
combustion models are summarised. The approaches of turbulent reacting flows modelling such 
as flamelet and PDF models that incorporate the finite rate chemistry have found to be used 
widely. However, the flamelet model may not be applicable in the presence of local fluctuation 
(extinction and re-ignition) because it neglects the influence of convection diffusion in space and 
the effects of intermittency in scalar dissipation rate in the domain. Whereas on the other hand in 
the case of molecular diffusion, the PDF model of mixture fraction shows difficulty in predicting 
the scalar dissipation rate to capture local fluctuations problems of extinction and re-ignition. 
Nevertheless, PDF method direct solution is quite difficult and a Monte Carlo method is used to 
approximate the PDF as an ensemble of stochastic particles and this method is computationally 
expensive.  
The main objective of this chapter is to familiarise with the governing equations for the mean 
momentum, the turbulent kinetic energy and the mean scalar and its fluctuations and the terms 
that require modelling and the various model that are used for the turbulent combustion. The 
DQMOM is briefly explained which is an alternative method that could be coupled with the 
turbulent reacting flow equations for improved modelling. Furthermore, to study particulate 
formation such as soot emission from non-premixed turbulent flames, the fundamental of soot 
formation and various soot models will be presented in the next chapter.  
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Chapter 2: Particulate Formation in 
Combustion 
2.1 Introduction 
This chapter describes particulate formation in combustion. Particulate formations such as soot 
nano-particles in the exhaust gas of a combustion engine are generally a by-product of 
incomplete hydrocarbon combustion and typically form only in fuel rich regions, indicating poor 
mixing of fuel and air. Furthermore, soot particles are usually produced in the region of flames 
predominantly where not enough oxygen is present to yield a complete change of fuel into 
carbon dioxide and water. In most combustion processes soot particles emission are an 
undesirable product and reflect poor combustion and efficiency losses. In internal combustion 
engines, deposition of soot particles may have adverse consequences on the maintenance and 
lifetime of such practical machines. There are numerous reasons why soot formation has long 
been a field of active research efforts within the combustion researcher community. However, 
what has really motivated particulate formation research worldwide over the last three decades 
were the adverse human health effects and environmental impact associated with combustion 
generated soot particles. Thus, understanding the processes controlling soot formation is 
currently active field of research in combustion.  
This chapter is organised as follows. A brief literature review of particulate formation is 
summarised below followed by the different well-known steps of soot formation in flames and 
influences of operating conditions are presented. Later, the major known soot models for soot
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prediction currently used in modelling of turbulent combustion are described and finally the soot 
model under consideration in the present study is presented. 
2.2 Particulates Formation   
Generally the term “Particulate formation” is a technical term used to refer to the formation of 
nano-micron size particles in any given process. It is also used to describe formation of soot 
“particles” or particulates that cover a whole range of carbon based impure solid materials 
ranging from just few nanometres to the several micrometres in scale. Nano-particulate such as, 
soot particles are mostly associated with combustion processes and are resulting from pyrolysis 
and incomplete combustion of hydrocarbon fuel at elevated temperature conditions. Soot 
particles are formed during combustion when the amount of oxygen is not sufficient to 
completely burn (or convert) the hydrocarbons fuel into CO2 and H2O or when the flame 
temperature is relatively low. Soot particles are an agglomerate of clusters of approximately 
spherical carbon particles, initially these particles can be as small as 1 nanometre in diameter.  
Thus, soot particles formation results from the incomplete burning of the fuel that usually occurs 
at fuel-rich combustion condition (frequently referred to rich stoichiometry). Although some of 
the soot particles are oxidised within the flame, soot particles that escape oxidation are 
considered hazardous and can cause serious environmental damage. Soot particles are believed 
to be formed of large Polycyclic Aromatic Hydrocarbons (PAHs) and are known to have a 
carcinogenic effect [12-15]. However, in cases where soot particles oxidation is completed 
within a flame, higher formation of intermediate soot particle is desirable for increasing the   
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radiant heat transfer from the flame. Therefore, the emission of soot particles from a combustor 
or from a flame is determined by the competition between soot particles formation and oxidation. 
Previous studies of the experimental results on soot formation in combustion reveals that soot 
particles from different flames may be very different in size and structure, depending on several 
factors such as operating conditions in term of pressure, temperature, fuel composition, oxidant 
species and flow mixing (i.e., premixed or non-premixed flames). However, in general soot 
particles of different forms generated in combustion processes usually look like black opaque 
dust and mostly consist of carbon and other element such as hydrogen (up to 10% by weight of 
hydrogen) and oxygen present in small amounts [48], though it is different from graphite. 
Physically, the soot particles size and structure varies from almost spherical particles containing 
only a few atoms to large aggregate structures containing some millions of atoms.  
Microscopic studies reveal the size of soot particles as straight chain or in branched structures 
whose structural units are almost spherical particles, with size that varies in diameter ranging 
from 10 nm to 50 nm (but mostly lies between 15 nm and 30 nm). The internal structure of soot 
particle is studied with more powerful magnified microscope. This shows smaller structural units 
of about 2 nm randomly oriented and consisting of molecules of PAHs which exhibit an 
amorphous structure lacking any crystalline order [49]. The density of soot particles are usually 
in the range of 1700-1800 kg/m3, depending on the porosity of the soot particles [50]. The 
formation of soot from the nano-particle is significant that within only a few milliseconds 
hydrocarbon fuel molecules containing only a few carbon atoms transform into soot particles 
having 106-1012 carbon atoms. It is recognised as a very complex phenomenon involving many  
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chemical and physical processes. Despite the lack of a unique chemical or physical structure, it is 
generally accepted among the majority of scientists involved in soot research that the basic 
physical and chemical processes taking place in soot formation are the same, regardless of fuel or 
type of flame [51]. Figure 2.1 shows rough picture of the mechanisms leading to soot in flames 
and can be divided into four major sub-processes: (i) soot particles inception or nucleation, is the 
transition from soot precursor to soot particles, (ii) surface mass growth, with the absorption of 
growth agents from the gas phase, (iii) particles coagulation, form larger particles during 
physical collisions with other particles through coagulation and agglomeration, and (iv) particles 
surface oxidation that reduces soot mass within the flame. In the hydrocarbon fuel pyrolysis zone 
of the flames, the fuel molecules are broken down into various fragments during oxidation. This 
includes carbon ring structured fuel molecules, in the case of aromatic hydrocarbons, carbon 
radicals and particularly acetylene which play a key role in soot formation and is usually 
considered to be the major precursor species [2].     
   
 
 
 
 
Figure 2.1: Schematic reaction path leading to soot formation in homogeneous mixtures or (premixed 
flames) [2] 
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Currently there has been an increasing demand and a need to design combustion systems that 
have high combustion efficiency, or equivalently low fuel consumption and in which the 
amounts of soot particles are controlled. In order to reduce particulate formation, the first 
necessary step toward is to understand the mechanisms by which particulate are produced and 
consumed. The production of fine particulate matter in hydrocarbon flames is certainly of 
significance because of the very small size, the inhalation of soot particles in large quantity is 
dangerous for lung and reduces it function and causing cancer [12-15].  
Although significant progress has been made in understanding the basic features of the chemistry 
and physics of soot formation and yet though there is no agreement about the major steps of soot 
formation. The details of the underlying physics of some of these processes are still not clear and 
many questions remain and discussions continue regarding the details of each sub-process. There 
are numerous different text and reviews available that discuss these issues, in particular a good 
explanation can be found in Haynes and Wagner [49], Bockhorn [2], Kennedy [48], Frenklach 
[52],  Warnatz [53], and Glassman [54]. In the next section, a general description of each stage 
of the particulate formation in sooting process is presented briefly, largely based on the 
information contained in these texts and reviews. 
2.3  Soot Formation Mechanisms 
In the following sections, a general description of each stage of the sooting process is presented, 
mainly based on the information contained in the soot formation model employed in the present 
study which will be described later in this chapter.  
                                                                                                                             
                                                                                                      2.3 Soot Formation Mechanisms	   	  
40	  
	  
 
2.3.1  Particle Inception  
Soot particle inception or nucleation, is the first step within the soot formation mechanism during 
which the incipient smallest solid soot particle are formed from the gas phase species of mostly 
hydrocarbon molecules of relatively low molecular weight in the sooting flames [2, 53]. This 
transition from a poorly burning gaseous mixture to solid soot particles is probably the least 
understood part of the soot formation process [52]. There are several different mechanisms that 
have been proposed for the formation of first soot particles that describe the particle inception or 
soot nucleation pathway. There are at least three major known mechanisms for particle inception 
precursors to young soot particles proposed in the literature which differ mainly in the key 
gaseous precursors assumed, are the Ionic species or also known as charged species, 
Polyacetylenes, and PAHs. However, currently the majority of soot models are based on the 
assumption that the young soot particles are formed via PAHs, based on the supporting evidence 
from various experimental and modelling studies [52-54].  
Michael Frenklach and his colleague have worked for a number of years studying and modelling 
soot formation via PAHs. The chemical kinetic theory of PAHs described by Frenklach, 
suggested that there are several possible reaction pathways leading to formation of the first 
aromatic ring in the gas phase [55, 56]. Furthermore, it is also suggested that young soot particles 
are really in fact just large PAHs and therefore behave differently from larger soot aggregates. 
Frenklach et al., [55, 56] suggested that the first aromatic ring of benzene is formed as a result of 
acetylene (C2H2) attack on n-C4H3 at high temperatures, or n-C4H5 at low temperatures and the 
presentation on soot inception given below (in Eq. 2.1 to Eq. 2.7) is mostly based on their work.  
The particle inception primary focus is on the formation of the first aromatic ring from small  
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aliphatic compound (compounds composed of carbon and hydrogen) or aromatic compounds 
such as benzene. It is generally believed that the soot particle inception process is controlled by 
the formation and growth of these ring-formed molecules. The formation of the first ring is 
believed to be a rate-limiting step as once the first aromatic ring is formed; it provides the basis 
for further aromatic growth of these particles into larger aromatics. Following is showing the 
reactions that have been found to be important in numerous studies [52, 55, 56]. However, the 
relative significance of these reactions are still not completely determined. 
( )4 3 2 2 6 5n C H C H C H Phenyl− + →     (2.1) 
4 5 2 2 6 6 ( )n C H C H C H Benzene H− + → +    (2.2) 
3 3 3 3n C H C H Benzene− + →      (2.3) 
3 3 2 2 ...n C H C H Benzene− + → →     (2.4) 
Acetylene (C2H2) is a reactant in all these reactions, excluding reaction (2.3). Thus, acetylene is 
believed to be a key species in formation of the first aromatic ring and consequently a soot 
precursor species. The supplementary growth of aromatic rings to form large PAHs is a very 
complicated process and requires a large detailed explanation of the reaction scheme [57]. 
Frenklach and Wang’s presented a simplified mechanism for growth of PAHs in a practical 
flames in order to predict soot particles on data from a shock-tube experiments by a simplified 
mechanism [56]. The reaction sequence is known as the H-abstraction-C2H2-addition (HACA). 
The HACA mechanism consist of a repetitive reaction sequence of two steps that involves the  
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abstraction of a hydrogen atom from the reacting aromatic hydrocarbon molecules by a gaseous 
hydrogen atom followed by the addition of a gaseous acetylene molecule to the radical site 
formed. Some of the largest PAHs formed have stable structure in high temperature and allowing 
the addition of more building blocks via the HACA mechanism. The aromatic compounds can 
also grow by attaching or sticking to each other growing into larger clusters, when it reaches a 
certain size it ultimately grow into solid soot particles. The basic reaction sequence of the HACA 
is presented as [52, 55]: 
Ai +H Ai− +H2      (2.5) 
Ai− +C2H2 AiC2H2      (2.6) 
AiC2H2 +C2H2→ Ai+1 +H     (2.7) 
Where in the above equations Ai represents an aromatic molecule containing i rings and Ai- and 
AiC2H2 are aromatic radicals.  
The radical Ai- may also react with other species other than acetylene and forming products not 
leading to PAHs growth in the complete HACA sequence. However, it is clear that acetylene is 
the main species responsible for PAHs growth in the HACA sequence as evidently shown in the 
reactions given in equation (2.5) - (2.7). Furthermore, acetylene is not the only species that can 
be envisioned to propagate the growth of aromatic rings and it may also grow with other species 
other than acetylene [52]. Nonetheless, both experimental data and numerical modelling analysis 
largely indicate that acetylene is the most important species for particles growth. The next 
section describes surface reaction of mass growth and oxidation of soot particles. 
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2.3.2   Surface Reaction: Mass Growth and Oxidation of soot particles 
A key factor in determining the amount of soot particles is of course by the nucleation of soot 
particles. However, the majority of soot mass is not entirely a result of soot particle nucleation, 
but of surface reactions between the soot particles and gas-phase species [49]. The amount of 
carbon mass accumulated in soot is determined mainly by surface reactions and the major 
contribution to the increase in soot mass is via by surface growth [53]. Surface reactions lead to 
mass growth and are believed to consist of the heterogeneous process including: (i) reactions of 
the gas-phase species with active sites on the hot surface of the soot particles, (ii) reactions on 
the surface adding carbon atoms to the particles and (iii) desorption of the products from the 
particles. The details of soot surface growth are still unclear, several gas-phase species have been 
suggested as important growth species, but previous experimental studies indicate acetylene as 
the most important growth species that dominates the reaction at the particle surface [58, 59] and 
that this carbon deposition process follows first-order kinetics [60]. 
The gas-phase species do not only contribute to soot surface growth but it also oxidizes the soot 
particles by reacting on the surface of soot particles. The oxidation process take place on the 
surface of soot particles that counterbalances soot surface mass growth by turning the mass of 
the solid soot particles back into gas-phase species. The surface oxidation reactions is the only 
process that reduces the total amount of soot present in sooting flames and thus the only method 
that eradicate soot discharge from the exhaust gas of an engine. Several experimental studies 
have pointed out that molecular O2 and OH radical are the most important oxidizers of soot in 
flames however, in some condition O, H2O, CO2, NO, N2O and NO2 may also contribute in soot 
oxidation [61]. 
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Many research groups have studied the kinetic expression of the oxidation rate by O2 such as 
Nagle and Strickland-Constable (NSC) model [62] and Lee et al. [63]. However, the expression 
given by the NSC model for the oxidation rate by O2 due to large uncertainties remain in the 
model, there have been several improvements that has been adopted as described by Kennedy 
[48] that have found extensive used. The details of oxidation by OH attack on soot particles are 
still not very clear however, Puri et al. have shown that OH is an important oxidant in particular 
on the fuel rich side in non-premixed flames [64].  
As mentioned previously, the details of soot mass growth and oxidation are less understood 
however Frenklach and Wang used the H-abstraction-C2H2-addition (HACA) sequence to model 
the soot mass growth by acetylene [55, 56]. The underlying hypothesis of the HACA mechanism 
is that surface growth is assumed to occur via chemical reactions taking place sequentially on 
soot particle surfaces, similarly to those of large PAHs growth as discussed in the previous 
section. This heterogeneous description of HACA mechanism for surface reaction can be 
expressed as [55, 56] 
C
Soot−H
i +HC
Soot−
i +H2     (2.8) 
C
Soot−
i +H2→CSoot−H
i      (2.9) 
2
2 2Soot Soot H
i iC C H C H
− −
++ → +     (2.10)  
2Soot
iC O products
−
+ →     (2.11) 
Soot
iC OH products
−
+ →     (2.12) 
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Where in the above iSoot HC −  represents an active site on the surface of the soot particles and 
i
SootC −  is the corresponding radical. The parameters that determine the surface growth rate of the 
HACA mechanism are the number of active sites on the surface of the soot particles and the 
available surface area. The factors of the active sites indicate the action of the soot surface 
reaction and allow the particle to take part in the gas phase reactions of surface growth. Surface 
growth modelling generally assumes that the number of active sites is a constant values or 
proportional to some function of the surface area of the soot particles. In numerous laminar 
flames the HACA scheme has been used to model growth of PAHs and soot with promising 
results. At present the HACA sequence provides a simplified illustration of what is believed to 
be the basic kinetics in soot formation mechanism. 
2.3.3  Coagulation and Agglomeration of soot particles 
Once soot particles are formed, they will collide and stick to each other forming larger particles. 
Experimental results have revealed that initially when relatively small particles collide, they will 
coalesce into a larger nearly spherical particle. This process of the soot particles growth occurs 
simultaneously with the surface growth process and this mechanism is called the soot particle 
coagulation. These spherical particles later grow into agglomerates and acquire a fractals shape 
[49]. Experimental data also suggest that this process takes place in the final stage of the soot 
formation in the flames later when soot particles “mature or age”. Thus, particle coagulation is 
generally classified as coalescent growth and agglomeration into mass (fractal) aggregates. The 
coagulation mechanism only changes the particle size distribution and reduces the particle 
number density without changing the total mass of soot present, whereas the surface growth  
                                                                                                                             
                                                                                                      2.3 Soot Formation Mechanisms	   	  
46	  
	  
 
mechanism changes the total mass of soot in the flames. The rate of the coagulation is 
determined by the frequency of collisions and the collision frequency can be described by the 
Smoluchowski equation [65]. Assuming mono-disperse spherical particles, the coagulation rate 
can be written as [66] 
∂n
∂t
!
"
#
$
%
&
coag
=
1
2
kcn
2      (2.13) 
where n is the number density of soot particles and kc is the coagulation rate constant. 
The coagulation rate constant kc is dependent on the ratio of the mean free path to the particle 
size (usually used particle radius), i.e., that is the Knudsen number. There are three collision 
regimes that can be distinguished according to the ratio of the mean free path to the particle size 
or the Knudsen number. These are: 
I. The free-molecule regime for particle of small size; 
II. The continuum regime for particle of large size; 
III. The transition regime for particles in between or medium size. 
The growth of the particle size distribution is then determined by the formulations assumed for 
these three regimes. For example, if the Knudsen number is large (i.e., particle radius is much 
smaller than the mean free path), thus, the coagulation is assumed to be in the free-molecular 
regime and the collision frequency is governed by kinetic theory. The coagulation is assumed to 
be in the continuum regime, if the Knudsen number is low (i.e., particle radius is much larger 
than the mean free path), the collision frequency is then determined by particle diffusion.  
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The mechanisms for both of these regimes are relatively well understood. Nonetheless, if the 
soot particle radius is of the same size as the mean free path, coagulation is assumed to be in the 
transition regime for particles in between or medium size and so modelling of this regime are 
complicated task [67, 68]. Soot particles coagulation is mostly assumed to be in the free-
molecular regime and of particle of small size [67, 69]. However, Frenklach has questioned this 
assumption particularly in high-pressure combustion [52]. Assuming the coagulation in the free-
molecular regime of particle of small size, the rate constant of coagulation can be written as    
kc =16r
2 y πkbT
m
!
"
#
$
%
&
1
2
     (2.14) 
where r is the radius of the particles, y is a correction coefficient for inter-particle forces, kb is the 
Boltzmann constant, and m is the particle mass.  
Experimental results show that when larger particles collide, they will not coalesce but rather 
form chains like structure and grow into larger soot aggregates and are often called soot particles 
agglomeration. The mechanisms governing the evolution from coagulation growth to 
aggregation growth of the soot particles are categorically not certain but they are usually 
assumed to be associated to the rate of surface growth and the size of the soot particles [49, 66]. 
According to various studies the surface growth will quickly smoothen the surface of the new 
soot particles providing it with a spherical shape, when the colliding particles are small. Whereas 
for larger particles collision, surface growth is not adequately steadfast to smoothen the shape of 
the particles and thus, they grow into agglomerates. Furthermore, it is also been observed from 
previous data that surface growth is slower on old and large particles than on smaller particles.
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Another point of view for the physical explanation of coagulation and agglomeration growth is 
that the small early soot particles are composed of viscous droplets [70] that coalesces 
completely at small sizes into a new spherical droplet. The droplets will pyrolyse into solid soot 
particles, as the particle size increases and further collisions will lead to agglomeration growth 
and attain the shape of non-spherical mass fractal aggregates.  
2.4 Influence of Operating Conditions  
In combustion devices such as internal combustion engines, jet engines, coal power plant burners 
and others, soot particles are formed and destroyed during rich combustion of hydrocarbon fuels. 
However, the entire process of particulate formation is strongly influenced not only by the type 
of flame and flows (i.e., premixed or non-premixed flames, laminar or turbulent flows), but also 
on other operating parameters including the choice of hydrocarbon fuel mixtures, oxidizer, and 
fuel flow rates mixing patterns, temperature and pressure that affect the soot emission from 
combustion engine [71]. The following section briefly describes the four major operating 
conditions that influence the soot formation in combustion. 
2.4.1  Fuel Chemical Composition  
The choice of fuel adopted in combustion can greatly influence the production of soot. This can 
affect the production of soot particles in two different ways. This could be either by inducing a 
richer local fuel zone and or by exerting lesser or greater resistance to the formation of soot. The 
local fuel richer zone can be controlled by the physical properties of volatility and viscosity  
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which can influence the evaporation rate of the fuel droplets diameter while the latter case can 
depend on molecular structure of the fuel. The larger hydrocarbon fuel from a chemical point of 
view can influence the soot formation significantly due to their large carbon chain and therefore 
can be divided into two major classes. The aromatic hydrocarbons which are characterised by the 
"aromaticity or aromatic core or aromatic electrons", i.e. the chemical property due to electronic 
delocalisation such as in benzene ring which makes them very stable and the aliphatic 
hydrocarbons where all electrons are localised between C-C or C-H bonds. The aliphatic 
hydrocarbons can be divided further depending on the type of C-C bond in the molecule (such as 
single, double and triple) into saturated and unsaturated hydrocarbons. The saturated 
hydrocarbon consist of molecule with only single C-C bonds, such as for examples the Alkanes 
(CnH2n+2), and unsaturated hydrocarbons, consist of molecule with double bond C = C, such as 
Alkenes (CnH2n), and a triple bond C ≡ C, such as Alkynes (CnH2n-2). The saturated and 
unsaturated aliphatic hydrocarbons such as the one already mentioned (Alkanes, alkenes and 
alkynes) are all generally linear in structures whereas aromatic hydrocarbons assume only cyclic 
or polycyclic geometries. However, aliphatic hydrocarbons may also have branched or cyclic 
configurations.  
The hydrocarbons fuels and its influence on soot formation have been analysed in several 
experimental studies. The tendency of different type of hydrocarbon fuel (i.e., aromatic and 
aliphatic) to soot formation has been identified and the dependence is found to be on the C/H 
ratio [51]. In particular for the aromatic hydrocarbon, the dependence are greatly influenced by 
the type of flow i.e., laminar or turbulent and the sort of flame mixing i.e., premixed or non-
premixed. In the case of premixed flames, the tendency to produce soot particulate follows the  
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observed trend of order for soot formation in combustion process as: (Aromatic >Alkanes 
>Alkenes >Alkynes). Whereas in the case of non-premixed flames, the production of soot 
formation follows the common trend in order as: (Aromatics > Alkynes > Alkenes > Alkanes), 
and the production of soot particulates generally increases with the C/H ratio within the same 
class of hydrocarbons fuel.  
2.4.2  Pressure  
Soot formation and production is generally very sensitive to pressure and can influence the 
formation of soot particles due to various reasons. Previous studies reveal that the production and 
quantity of soot increases with increasing pressure [49, 72]. There are many reasons which affect 
the production of soot formation in combustion due to high pressure. Increasing pressure extends 
the flammability limits and this causes the production of soot to increase in a regions or spots in 
the flame where it would be too rich to burn at lower pressures. The increase in pressure also 
affects and delays the evaporation rate of the fuel droplets which in turn causes the production of 
soot to be formed from the liquid phase of the fuel. Furthermore, the chemical reactions rate 
increases with high pressure and this initiates the burning or combustion process to begin earlier 
and burn more fuel initially in the richest spot or regions where there would be more chances of 
soot formation in larger capacity. 
 2.4.3  Temperature 
In general, the amount of soot level produced in combustion shows a maximum as a function of 
temperature. However, the influence of temperature on the production of soot formation emerges 
to be very complicated. The process of soot formation at low temperature does not occur, but  
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soot precursors are pyrolyzed and oxidised at elevated temperatures, so that the soot formation is 
limited to a certain temperature range [49, 71]. The rising in flame temperature, even though 
burning the same fuel has different consequences in the production of soot formation in 
premixed and non-premixed flames. The production of soot decreases in a premixed flame as the 
temperature increases due to the oxidative attack on soot precursors increases at a faster rate than 
the precursor formation rate [51, 73]. Soot oxidation in premixed flames is characterised by large 
activation energy and is therefore highly temperature sensitive [72]. However, in non-premixed 
flames, rises in flame temperature increases fuel pyrolysis rate which then give rise to increased 
soot precursor formation rate, so that this process becomes predominant with respect to soot 
particles oxidation, thus leading to higher soot emissions [72]. It can also be observed in gas 
turbine and jet engines that an increase in temperature in the primary zone of the combustion 
favours soot formation whereas a high temperature in the dilution zone favours its oxidation. 
Nonetheless, high temperature leading to the formation of NOx that needs to be balanced.   
2.4.4  Air fuel ratio and flow quality  
The air fuel ratio and the flow quality of mixing are vital in combustion chamber of an engine 
and the fuel-air ratios have a strong influence on soot formation. The air fuel ratio must be 
adequately high to limit soot formation and a sufficient amount of air may limit the production of 
soot by limiting the formation of locally fuel rich mixture zones and create turbulence which has 
a positive effect in this context [71]. Hence, extra care is needed as an excess amount of air can 
reduce fuel rich mixture but also unsatisfactory atomisation of fuel in excess air where the 
mixture is rich can still lead to a high production of soot and also the formation of NOx [71]. 
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2.5 Soot Formation Modelling   
Numerical modelling of soot particles formation is one of the most difficult problems in 
combustion and remains poorly understood at present. There is a popular drive towards lower 
emission technology and growing need to design combustion techniques in which the amount of 
soot production is controlled. Currently, there is a lot more to be understood in order to model 
soot formation during combustion processes for an accurate prediction of soot formation that can 
support the development of methods to control its production and emission. The modelling of 
soot formation involves highly coupled nonlinear processes of both chemical and physical nature 
and a detailed knowledge of soot formation and oxidation is required to achieve this objective. 
As small uncertainties in one process may result in large deviation in the other processes and in 
general existing descriptions of each sub-process do not achieve an adequate precision. Hence, 
complexity and uncertainties in understanding the formation of sooting processes obstruct 
consequently progress in soot modelling prediction.  
Nonetheless, intensive experimental and theoretical research has enhanced the essential 
understanding of the various soot formation processes in combustion system. Moreover, new 
insight into the controlling of physical and chemical mechanism has been developed to describe 
the formation of soot, and a large number of these models of different level of complexity have 
been applied in various combustion conditions. These models can be classified into the following 
three major types: (i) Empirical models, (ii) Semi-Empirical soot models that solve the rate 
equations for soot formation and oxidation with various inputs from experimental data, and  
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detailed kinetics mechanism known as (iii) Detailed models that pursue to solve the rate 
equations of elementary reactions that lead to soot formation. A comprehensive review on 
models of soot formation and oxidation is provided by Kennedy [48], and may be reviewed for a 
broad analysis by interested reader.  
2.5.1  Empirical Models 
Initially the modelling of soot formation and the prediction of soot levels in practical combustion 
systems relied on simple models that were based on Empirical correlations. Such models based 
on empirical correlation do not need complex numerical formulation and thus developments of 
such models are relatively easy and it required little CPU time. Most of the empirical models for 
soot formation and emissions found in the literature is related to gas turbine and diesel engines 
[48]. Khan et al. proposed an empirical soot model that has been applied to various computations 
of soot emissions from diesel engines and widely quoted in the literature [74]. Similarly Mehta 
and Das proposed an improved correlation of their own summarising previous correlation for 
diesel engines [75] and Lefebvre proposed an empirical soot model for gas turbine using some of 
the equation of khan et al. empirical model for diesel engines [76].  
All these models tried to correlate soot formation and emission expression with experimental 
data of selected variables such as partial pressure of fuel and combustor pressure, temperature, 
equivalence ratio, combustor inlet temperature, carbon to oxygen ratio and hydrogen to carbon 
ratios etc. In general, the predications are good from these models and agree well with 
experimental data but the application of all these models require a number of modelling 
constants and restricted to conditions close to the experimental data set which can be freely be  
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adjusted to fit any dataset. Moreover, empirical models do not allow predication outside the 
original experimental data used and hence are not useful to flows and combustion conditions 
different from the original experimental data set without adjustment, although in terms of 
computation time it’s economical. 
2.5.2  Semi-Empirical Models 
Semi-empirical soot model describes the next level of soot modelling and attempts to incorporate 
some of the physical and chemical aspects of soot formation and oxidation processes in contrast 
to empirical model that treat the phenomenon of soot formation globally as a correlation of 
experimental data. Semi-empirical models try to incorporate some of the essential details of the 
soot precursors and soot particles with a simple description of the chemistry involved in the 
sooting sub-processes such as particle inception, surface reaction of mass growth, particle 
oxidation, coagulation and agglomeration. This generally leads to the development of rate 
equations for each chemical sub-process represented by one or two-step chemical reactions. In 
general, in semi-empirical model the production of soot is characterised by the different 
parameters such as the total amount of the condensed phase described in terms of soot mass 
fraction Ys or soot volume fraction fv and particle number density Ns. Most of the empirical 
models try to find the solution of two transport equations for these two quantities where the 
primary mechanisms of particle nucleation, surface growth, oxidation and coagulation that enter 
the governing equations through the source term. The soot mass fractions or volume fractions 
and particle density are commonly dependent on the size of the particle diameter with the 
assumption of spherical particle. 
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There are many semi-empirical models developed over the years and one of the earliest semi-
empirical soot models was introduced by Tesner and co-worker based on simple kinetics and a 
two-step mechanism that describe the formation rate of soot nuclei and its reduction [77]. 
Tenser’s model have received considerable usage and many authors have made use of this model 
including Magnussen et al. [33]. Tensers models and its succeeding modified model has been 
applied widely to a range of combustion applications, i.e., Jurng et al. [78] in turbulent propane 
diffusion flames, Nakakita et al. [79] in three dimensional diesel soot modelling and Okuyama et 
al. [80] in modelling of soot particles growth in fuel rich premixed flames. Nonetheless, the 
generality of the Tenser and its subsequent model for a wider combustion application and the 
physical meaning of some of its term in the model are unclear, given that the model assumes a 
fixed particle size which neglects the details of soot surface growth [48].  
Moss et al. [81] presented another more basic semi-empirical model that included all of the 
governing soot formation process (i.e., nucleation, surface growth, oxidation and coagulation) 
integrated into a flamelet approach where a source terms for the soot volume fractions and 
number density were expressed as a functions of temperature and mixture fraction. The model 
uses the carbon fuel mole fraction as the basis for soot inception and growth and has been 
applied to various laminar flames (Moss et al. [82], Syed et al. [83] ) and turbulent diffusion 
flames with some success (Moss et al. [81], Moss [84], Young and Moss [85], and Brookes and 
Moss [86]). Nevertheless, the limitation of the Moss model is that the modelling constants are 
not universal and for different fuels and flow conditions, the modelling constants have to be 
adjusted in order to get satisfactory agreements with the experimental data. 
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Lindstedt and co-worker [60, 87] developed soot model for laminar and turbulent diffusion 
flames similar to that used by Moss et al. [81]. Lindstedt uses a simple kinetic mechanism that 
includes the use of a global reaction scheme for the various soot sub-processes. Acetylene was 
assumed to be the primarily precursor of soot formation through the process of soot nucleation 
and surface growth. Lindstedt extended the original model in a subsequent study by introducing 
benzene, in addition to acetylene to improve the calculation of soot nucleation [60]. The 
extended model assumes the rate of nucleation to be a first order in terms of either acetylene or 
benzene concentration however, the surface growth rate was assumed to be first order in terms of 
acetylene concentration only and dependent on a function of surface area of the soot particles.  
 
Furthermore, Lindstedt also showed that not only soot mass growth was associated to surface 
growth but also to the particle number density, which is independent of the surface area. 
Lindstedt considered four different surface growth dependences which showed that assuming 
growth as a function of the particle density provided good agreement with the experimental data 
[60]. Nevertheless, Lindstedt soot model have been applied successfully in various studies with 
soot mass growth expressed as function of the surface area or the square root surface area in the 
computation of soot formation in laminar and turbulent flames, i.e., Fairweather et al. [88], Liu 
et al., [89]. However, more recently many researchers assume that the growth rate is simply 
proportional to the surface area, i.e., Kronenburg et al. [90], Liu et al. [89]. This underlines the 
uncertainty that still remains in the surface growth dependence within the semi-empirical soot 
model and further modelling and experimental analyses are essential to enhance the model and 
gain soot formation understanding. In general, semi empirical models are inherently limited to  
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specific conditions within the range of data used as they rely on empirical inputs for soot 
nucleation, surface mass growth and oxidation rates and cannot be applied to conditions far from 
those under which the rates were measured. Thus, they cannot be extended easily to different 
fuels or different pressures even though it is certainly more flexible. 
2.5.3  Detailed Models 
Detailed kinetic modelling of soot formation explains the highest level of soot modelling. The 
detailed and complete description of kinetics of Polycyclic Aromatics Hydrocarbons (PAHs) and 
soot mass growth is important for generality and thus the objective of such models for soot 
formation modelling is to spread the models and modelling techniques over a wide range of soot 
forming conditions. Detailed Soot formation models, in general, consist of two parts. The first 
part includes a detailed gas-phase reaction mechanism, which describes soot chemistry such as 
light hydrocarbons and PAHs. Soot modelling in detailed models works on detailed chemical 
kinetics to explain each sub-process that takes place in the gas phase, in contrast to semi-
empirical models where one-step or two-step reactions describe each sub-processes.  
The formation of soot is described in soot particle inception by chemical kinetics that includes 
tens of species and hundreds of reactions, and covers the detailed formation and growth of PAHs 
up to four-ring aromatics hydrocarbon. Chemical analogies or similarity to gas-phase aromatic 
chemistry concepts are normally used to describe soot particles oxidation and surface growth. A 
point of significant concern, which is not completely understood presently, is that the detailed 
model accuracy is highly influenced by the inception, surface growth and surface condensation 
mechanisms. The inception mechanism could be explained is the nucleation of young soot  
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particles from the gaseous phase [91], though a considerable amount of work has been performed 
and presented by Frenklach and co-workers in this area [55, 56].  
The Second part of the detailed model deals with the particle dynamics models which comprises 
of statistical treatments of simultaneous particle nucleation, coagulation of particles, surface 
condensation, surface growth and oxidation. The work of Frenklach and co-workers, on the 
method of moments is currently considered to be one of the leading approaches amongst several 
methods of particle dynamics computation that have been conducted so far [52, 55]. The method 
of moments used to model turbulent diffusion flames (Pitsch et al. [92], Mauss et al. [93]) and 
diesel engines (Gopalakrishnan and Abraham, [94]). The method of moments is potentially more 
computationally efficient and primarily to explain that the direct simulation of the particle size 
distribution can be replaced by an infinite set of equations describing the statistical moments and 
only a few moments are used to save soot calculation computing time. First moment is associated 
with the mean particle number density, whilst the second moment corresponds to the total soot 
mass fraction or soot volume fraction. Furthermore, third moment can be used to calculate the 
variance of the particle size distribution function, and the fourth moment is about the skewness 
of this function.  
From mathematical point of view, if only the first two moments are used than the particle 
dynamics model will be equivalent to the semi-empirical models described in the previous 
section. The comparison study conducted by Louloudi [95] with Lindstedt semi-empirical soot 
model [60] and the method of moments used in the computation of soot formation in turbulent 
non-premixed ethylene flames, revealed no significant difference despite the computational 
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 complexity of the detailed model with two moments of the particle dynamics model. Louloudi 
also shows that when more than first two moments are used, the prediction of soot didn’t 
improve significantly [95]. Frenklach’s method of moments is certainly a progress however it 
still uses some arbitrary modelling constants in the soot surface growth model. This raises 
question concerning the generality and usefulness of the detailed model. Overall, there still exist 
great uncertainty about the fundamental aspect of soot formation and oxidation modelling in the 
literature. At present, both semi-empirical and detailed models are not satisfactorily capable to 
cover a wider range of fuels and flame conditions. Thus, further research and studies are 
essential to develop both semi-empirical and detailed soot models. 
2.6 Soot Model under consideration in this study 
There are several different approaches that have been proposed to model soot formation in 
combustion processes in the literature. Nonetheless, there is no single universally accepted soot 
model currently available in use for turbulent non-premixed combustion that can be applied to 
various fuels and flame conditions. In the present study, the semi-empirical soot model for the 
predictions of turbulent diffusion flames developed by Lindstedt and co-worker [60, 87] and later 
improved by several others is applied. This model has been successfully applied for the 
simulation of many previous studies of non-premixed flames with different fuels and condition 
and good to excellent results have been obtained for a variety of flames (i.e., methane-air flames 
[90], propane-air flames [88], ethylene-air flames [96], and methane and propane flames [97]). 
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As mentioned earlier in section 2.5.2, the semi-empirical model incorporates various aspects of 
the physical and chemical aspects of soot formation and oxidation processes. This model is based 
on the physical mechanisms of particle inception and account for nucleation, soot mass surface 
growth, agglomeration and oxidation. The generality of the model is achieved by expressing the 
rate equations of soot nucleation, mass growth, and oxidation through one or two-step chemical 
reactions. The production of soot particles and mass dynamics are modelled by the introduction 
of two transport equations that have been used to calculate the soot volume fraction. One for soot 
particle number density, YN, and one for soot mass fraction, Ys respectively. The equations are 
coupled with the other turbulent transport equation for turbulent flame modelling and the 
solution of the semi-empirical model then requires the integration of two additional Favre-
averaged transport equations for soot mass fraction and particle number density. The two 
transport equations for soot mass fraction, Ys and particle number density, YN, can be written for 
stationary flow as 
ρu ∂
∂x
Ys −
∂
∂x
ρDYs
∂
∂x
Ys
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(= SYN     (2.16) 
where u is the velocity vector, ρ is density, D is the molecular diffusion coefficient, and S is the 
source term.  
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The source term ( SYs ) in the Eq. (2.15) for soot mass fraction and ( SYN ) in Eq. (2.16) for particle 
number density can be divided into further step to make it easier to describe and can be written 
as 
SYs = R1 +R2 −R3 −R4
kg,soot
m3.s
"
#
$
%
&
'
    (2.17)
 
SYN = R5 −R6
particles
m3.s
"
#
$
%
&
'      (2.18) 
Where Ri represents the different mechanisms in the source term of the present soot model.  
R1 – Nucleation in the source term for soot mass fraction 
 R2 – Soot Mass growth 
 R3 – Soot Oxidation by O2 
 R4 – Soot Oxidation by OH, 
R5 – Nucleation in the source term for particle number density  
R6 – Agglomeration 
The source term for nucleation (R1 and R5), soot mass growth (R2), soot oxidation by O2 (R3) and 
OH (R4), and agglomeration (R6) include a modified Arrhenius rate constant of the form ki = 
A0Tbexp(-Ta/T). The different values and parameters chosen in the Arrhenius equation for the 
reaction rate are given in table 2.1.  
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Table 2.1: Reaction rate constants for soot formation and oxidation, in the form of the Arrhenius 
expression ki =A0T bexp(-Ta / T). (Units are in K, Kmol, m, and s).  
ki A0 b Ta References 
k1 1.0 x 104 0 21100 [60, 87] 
k2 0.75 x 103 0 12100 [60, 87] 
k3 7.5 x 102 0.5 19680 [87, 88] 
k4 3.6 x 101 0.5 0 [90] 
 
As mentioned previously, the soot model developed by Lindstedt and co-worker [87] is similar 
to that used by Moss [81]. They are written in the same form and the model by Moss is put into 
the framework used by Lindstedt. The only differences between the models are the model 
parameters and constants and here we use Lindstedt model [60, 87]. The model is based on the 
simplifying assumption that nucleation and growth are first-order functions of acetylene 
concentrations to approximate the two source terms in Eq. 2.15 (see also Eq. 2.17) and Eq. 2.16 
(see also Eq. 2.18). The chemical species the source terms are a function of (i.e., acetylene) are 
known to be important for soot formation. The fundamental chemical reactions for nucleation 
and soot growth are similar and given as 
2 2 22 sC H C H→ +      (2.19) 
The reaction rates for nucleation of the source term in soot mass fraction are written as 
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R1 = 2k1 T( ) C2H2!" #$Ms     (2.20) 
where k is the Arrhenius reaction rate and Ms is the molar mass of soot, 12.011 kg/kmol. The 
reaction rate for nucleation of the source term in particle number density is written as  
R5 = 2k1 T( ) C2H2!" #$
NA
nC ,min
    (2.21) 
where NA is the Avogadro’s number 6.0232 × 1026 particles/kmol and nC,min is the minimum 
number of carbon atoms in the incipient soot particle and is taken as 60 to give an initial particle 
size of about 1 nanometre in diameter [60]. The predictions in diffusion flames are relatively 
insensitive to the choice assumed for the initial particle size as long as it lies within a range 1-10 
nm [60]. The soot particle mass formations are assumed to grow by surface growth due to the 
absorption of acetylene C2H2 on the surface of the particles and the reaction step can be 
schematically written as 
( )2 2 22s sC H nC n C H+ → + +    (2.22) 
The soot mass growth is assumed to be first order in acetylene (C2H2) concentration and the 
surface growth step gives a reaction rate source term can be written as 
R2 = 2k2 T( ) f As( ) C2H2!" #$Ms     (2.23) 
where (As) is the surface area of soot per unit volume in m2/m3-mixture and f (As) denotes a 
functional dependence on soot total surface area per unit volume of mixture and will be 
discussed below.  
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The molar concentrations, in the above expression for example, [C2H2], are in units of kmol/m3-
mixture. Assuming spherical particles, the surface area may be written as 
    As = πdP
2ρYN   Where   dP =
6
π
ρ
ρs
Ys
ρYN
!
"
##
$
%
&&
1 3
    (2.24) 
where ρs is the density of soot, taken as 2000 kg/m3 [87]. The soot particle diameter dP is related 
to the soot mass fraction Ys and the particle number density YN through and the soot surface area 
per unit volume takes a conditional form due to its constituents and may now be given as 
As = π
6
π
Ys
ρsYN
!
"
##
$
%
&&
2 3
ρYN     (2.25) 
Currently, it is not fully understood how the soot mass is formed and whether the soot mass 
growth depends on the available particle surface area is uncertain. However, a number of 
previous experimental studies of premixed flames show that the reactivity of the soot particles 
reduces throughout the flame due to the effect of ageing of the flame [59, 98]. In order to account 
for the flame ageing effect, Leung and Lindstedt have used the assumption that the number of 
active sites is proportional to the square root of the soot area available and hence, this also 
reduces the dependence on surface area adequately [87]. Therefore, the rate expression for R2 in 
Eq. (2.23) can be written as 
R2 = 2k2 T( ) π
6
π
Ys
ρsYN
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&&
2 3
ρYN C2H2'( )*Ms    (2.26) 
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Brookes and Moss studied the turbulent methane air diffusion flame and found that the 
functional dependence of the soot growth rate on soot particle area As under simplified 
conditions with no soot oxidation and radiation, the appropriate functional dependence is linear 
[86]. Therefore in the current work, consistently with other earlier studies [56, 90, 96, 97], the 
functional dependence f (As) is set to f (As) = As. 
Oxidation of soot particles occurs at the surface area largely as a result of oxygen and the 
hydroxide radical attack on the surface of the soot particles. Lindstedt originally includes only O2 
[87] while Moss uses OH as the oxidiser [86]. In general case, OH is recognised to have a strong 
oxidising effect on soot and molecular oxygen O2 is not sufficient as the only oxidiser. Thus, OH 
is included in the model by Lindstedt. Reaction rate constant for OH attack on soot particle are 
taken from Bradley et al. [99] and this is a similar model for OH oxidation employed by 
Kronenburg et al. [90] in a similar study with the first order CMC via the following chemical 
reaction steps. 
The reaction steps for O2 and OH oxidation can be written as 
2
1
2sC O CO+ →      (2.27) 
sC OH CO H+ → +      (2.28) 
The reaction rates for equations (2.27) and (2.28) are approximated by  
( ) [ ]3 3 2sR k T A O=  and    (2.29) 
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( ) [ ]4 4 sR k T A OH=      (2.30) 
Using the above expression, the source term for soot mass fraction (see Eq. 2.17) that goes in to 
the transport equation (see Eq. 2.15) can be expressed as 
 
SYs = 2k1 T( ) C2H2!" #$Ms + 2k2 T( ) f As( ). C2H2!" #$Ms
−k3 T( )As O2!" #$Ms − k4 T( )As OH!" #$Ms
   (2.31) 
The soot nucleation of the incipient soot particles is outlined above in Eq. (2.21) give rise to a 
source term in the particle number density equation. The decrease in particle number density is 
simply assumed to occur according to particle agglomeration. Agglomeration is modelled using a 
normal square dependence [87, 90, 97] and is expressed as 
R6 = 2Ca dP
6σ BT
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Thus the complete source terms for the particle number density (see Eq. 2.18) can be obtained, 
which than goes in to the transport equation (see Eq. 2.16) can be expressed as 
SYN = 2k1 T( ) C2H2!" #$
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  (2.33) 
Where 231.38.10 /B J Kσ
−=  is the Boltzmann constant and Ca is the agglomeration constant 
having a value in the range of 3 to 9. A value of Ca= 9 is employed as in [87]. 
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2.7 Summary 
In this chapter, the fundamental of particulate formation such as soot has been reviewed. The 
basic of soot formation in flames and the different steps leading to soot particles in flames such 
as particles inception, surface growth, particles oxidation, particles coagulation and 
agglomeration have been presented. Furthermore, from the literature review it is found that 
acetylene is the main precursor of soot particles and key contribution to the increase in soot mass 
is formed by surface growth reaction. The effects of operating conditions on soot formation such 
as fuel chemical composition, pressure, temperature and air to fuel ratio are summarised briefly. 
There are many complex physical and chemical mechanisms that lead to soot particles formation 
in flames. In order to simulate particulates formation in flames, these complex mechanisms have 
to be modelled into the soot model. There are different models available, including the semi-
empirical and other detailed models, which are widely used to model soot formation. However, 
in this study the semi-empirical model is employed to investigate and simulate soot formation. 
Currently, both semi-empirical and detailed models are not fully capable of satisfactorily 
accommodating the different fuel and flame conditions. When modelling these conditions there 
still exist great uncertainties about the essential aspects of soot formation and oxidation 
processes. Further research and studies are therefore necessary to develop understanding of soot 
formation and modelling. In addition, to be able to apply the comprehensive version of the first 
order Conditional Moment Closure (CMC) and solve the problem of turbulent combustion 
flames, initially the literature review of first order CMC will be presented in the next chapter 3 
and the current contribution and development of the DQCMC is postponed to Chapter 4. 
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Chapter 3: Conditional Moment Closure 
(CMC) and its numerical solution 
3.1 Introduction 
This chapter presents a brief review of the main features of the Conditional Moment Closure 
(CMC). The CMC for turbulent combustion modelling has been independently developed in the 
early 90’s by Klimenko [40] and Bilger [3]. CMC is a conserved scalar method and for non-
premixed combustion the gas-phase mixture fraction is used as the conditional quantity. The 
transport equations for temperature and species mass fraction are derived conditionally on the 
mixture fraction. The CMC equations for first and second order closures have been derived and 
presented by Klimenko and Bilger [6] and is one of the advanced models for turbulent reacting 
flows. 
Application of the first order CMC method is sufficient to produce accurate predictions in non-
premixed combustion based on the assumption when the conditional fluctuations of the reactive 
scalars at a given mixture fraction values are small. However, if the conditional fluctuations of 
the reactive scalars are large, the conditional averages of the second moments are then required 
to gain more accurate mean values of the source terms which in term of the computation are not 
straightforward to implement and are associated with theoretical uncertainties. The present study 
focuses on the application of the first order CMC method. The development approach of the first 
order CMC method will be described in detail in Chapter 4. 
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This chapter is organised as follows. Initially the CMC major concept is described followed by 
the derivation method of the first order CMC equations and closure hypothesis are presented. 
Finally the sub-models in the CMC equations and the numerical method used in the current study 
are presented. 
3.2 CMC Main Concept 
As discussed in chapter 1 section 1.5.4, an accurate closure for the mean reaction rate cannot be 
found using the conventional moment method. This is mainly due to the fact, that the fluctuation 
of temperature and various scalar concentrations over the mean reaction rate are very large along 
with the strong non-linearity in the reaction rate. This generally makes the moment method to be 
of less use to acquire a closure for the mean reaction rate. Nonetheless, Bilger [3] suggested the 
idea of the moment method can be adopted relatively well if one uses conditional moments 
rather than the unconditional moments while showing that the fluctuations over the conditional 
mean are small compared to the unconditional fluctuation. This is illustrated in Figure 3.1 [3], 
showing the scatter plot of temperature and mass fraction of hydroxyl radical in mixture fraction 
space where the solid line represents the solution of fully burning strained laminar non-premixed 
flame in counter-flow configuration. It is seen in the scatter plot that the temperature and OH 
fluctuations are large and are very strong non-linear functions of mixture fraction. In addition, 
this also shows that the very strong fluctuations in the mixture fraction are just around its mean 
values at a given position in the flame. The main hypothesis of the CMC method is that the 
fluctuations of temperature and scalar mass fraction values are closely related to the fluctuation 
in one or two key scalar quantities. Hence, if one constructs conditional averages upon a  
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particular value for the key scalar such as the mixture fraction then the fluctuations become small 
as shown on the right hand side of Figure 3.1 [6]. These conditional averages on particular values 
for the key scalar then provide an anticipation to find an accurate closure for the mean reaction 
rate using the idea of moment methods. The good conditioning variables for non-premixed and 
premixed flames are mixture fraction and progress variable respectively [6]. 
 
 
 
 
 
 
 
 
 
 
Figure 3.1: Scatter plots of instantaneous and conditional averages conditional on mixture fraction for the 
temperature and OH mass fraction in a piloted diffusion flame of methanol at x/Dj =20, Uj =60 m/s and 
r/Dj = 1.7 (O); 1.4 ( ); 1.1 (Δ). Solid line represents fully burning strained laminar diffusion flame with a 
strain rate parameter α = 5s-1[3] 
etc.) and efforts to express average rates of reaction in terms
of average values of the scalars prove to be inadequate [17].
The non-linearity of the reaction rates give rise to terms
involving correlations of the fluctuations, and these are
usually as large as those involving only the average quan-
tities. Often the correlation terms are of the opposite sign, so
that the true mean rate of reaction can be an order of magni-
tude or more smaller than that obtained from using just
average values in the rate expression. This problem is an
extremely difficult addition to the already difficult closure
problem of prediction in non-reacting turbulent flows.
The problems of predicting flow and mixing of non-react-
ing scalars are difficult enough [98]. Progress has been made
using several approaches. One approach of considerable
interest in engineering and applied science involves so-
called “moment closure” methods. First moments are
means or averages. Second moments are variances and
covariances of the fluctuations about the averages. Third
moments are triple correlations between the fluctuations.
In moment methods the Navier–Stokes and scalar conser-
vation equations are used to derive equations for these
moments. The exact equations for the first moments have
terms involving the second moments. Exact equations for
the second moments have terms involving the third
moments and so on. The equations for any level of moments
have terms involving higher level moments. The system of
equations is thus unclosed. In moment closure methods,
closure is obtained by modeling the higher level moments
in terms of the lower moments. First moment closure (often
called “first-order” closure) solves equations for the first
moments (the averages) by expressing the second moments
such as the Reynolds stresses and scalar fluxes in terms of
the averages and their gradients. Mixing length and eddy
viscosity methods are such first moment closure methods.
They are still commonly used in environmental science and in
the geophysical sciences. In engineering, much use is made of
second moment (order) closures in which the triple correla-
tion terms are modeled in terms of the first and second
moments and their gradients. While these models are by
no means universally applicable they have proved to be
very useful in predictions for a wide range of flows [74,144].
Such success in closure at the second moment level has
not been achieved for chemical reacting systems, however,
due to the high non-linearity of the reaction rate terms. This
difficulty appears not only for the mean reaction rate term in
the first moment equations for the scalars, but also in the
equations for the turbulent scalar fluxes where correlations
between the reaction rate and the scalar fluctuations are
present. Moment closure methods have met with success
for only a limited range of problems where the chemistry
is fast [7,21] or where it is sufficiently simple [46].
General reviews of the problems of predicting turbulent
A.Y. Klimenko, R.W. Bilger / Progress in Energy and Combustion Science 25 (1999) 595–687 599
Fig. 1. Scatter plots of all data and conditional averages conditional on mixture fraction for the temperature and OH mass fraction in a piloted
diffusion flame of methanol at x!Dj ! 20" Uj ! 60 m!s and r!Dj ! 1#7 (W); 1.4 (A); 1.1 (K). The full curves are for a laminar counterflow
diffusion flame with a strain rate parameter a ! 5 s!1. Data of Masri et al. [86].
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Thus, in CMC rather than considering conventional averages, the transport equations are solved 
for the conditional averages of the reacting scalars (e.g. temperature, species mass fractions) 
conditioned on the mixture fraction. The primary concept behind CMC model is to find how the 
reactive scalars depend on the mixture fraction. In the CMC method conditional averages are 
denoted by the symbol of an angled bracket, i.e., the conditional mass fractions of species α 
conditioned on the mixture fraction ξ is written as Yα ξ =η ≡Qα η( )  and for conditional 
expectation of temperature T ξ =η ≡QT η( ) . The angled brackets denote the ensemble 
averaging subject to the condition on the right of the vertical bar for which the sample space 
variable η is equal to mixture fraction ξ. The CMC equation for the conditional averages Q of 
the reacting scalars is given as [6]: 
∂Q
∂t
+ ui η
∂Q
∂xi
= N η ∂
2Q
∂η2
+ S η − 1
ρ P(η)
∂
∂xi
!!ui !!Y η ρ P(η)( )   (3.1) 
where t is time, ui is velocity, S the source term or rate of formation per unit volume, P(η) 	  is the 
density-weight mixture fraction PDF and N is the scalar dissipation rate: N ≡ D ∂ξ
∂xi
. ∂ξ
∂xi
,
 
where D 
is the molecular diffusivity, assumed equal for all species. The other term will be explained in 
details later in the next section. 
The CMC equation is derived with some significant modelling assumptions made by Klimenko 
and Bilger [3, 6, 40] and these will briefly be discussed in some details in the next section.  
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Mathematically, the first order CMC equation is derived by two different approaches from the 
species conservation equation. Klimenko (1990) [40] used the joint PDF transport equation for 
the species mass fractions and the mixture fraction and derives an equation for the first 
conditional moment, whereas Bilger (1992) [3] derives the CMC equation by decomposing the 
reactive scalar into a conditional mean and a conditional fluctuations. Both of these approaches 
use different mathematical procedure and different modelling assumptions however they yield 
the same form of the CMC equation. Therefore, it gives significant credibility to the CMC 
model. The CMC model overcomes the difficulty of incomplete range of validity that other 
closures have met since it can be applied for infinitely fast and finite rate chemistry [6]. This is 
one of the motives for choosing the CMC model for the present study. 
The CMC model provides closed transport equations for the conditional averages Q, based on 
the conditional moments at a fixed location and time within the flow field using modelled 
transport equations for the conditional moments of the reactive scalars with no assumptions on 
the relative timescale of chemistry and the turbulence or the small scale structure of the reaction 
zones. CMC model collect information at every point of the flow based on the conditional 
moments at a fixed location and time fairly different from the flamelet model that consider the 
flame surface statistics and thin laminar reactive-diffusive structure embedded to the flame 
surface only.  
As discussed, the basic assumption in the CMC method is that most of the fluctuation in the 
scalar quantities of significance can generally be related with the fluctuation of only one key 
quantity [6]. Therefore, the CMC model suggest that in non-premixed problems, where there is  
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mixing between streams of fluids (fuel and oxidant), the values of the reactive scalars such as 
species mass fractions concentrations and temperature within the mixing field depend strongly 
on the local instantaneous value of some variable, such as the mixture fraction. Provided that 
turbulent mixing occurs without significant differential molecular diffusion and at low flow 
speed, the mixture fraction gives all the information on the essential composition and 
temperature at any point and at any instant in the flow [100].  
Equation (3.1) clearly shows that the terms, the conditional averages of velocities, scalar 
dissipation rate and reaction rate, all requires closure models. In order to use the CMC equation 
these terms have to be closed. Many models have been developed in previous studies and the 
first order CMC have been successfully applied to a wide range of non-premixed combustion 
problems such as hood fires [101], bagasse-fired boiler [102], bluff-body stabilised [103], spray 
autoignition [31], lifted jet flames [104], and soot formation [105].  
Despite the various studies initiated in the past [106-108], the application of CMC to premixed 
flames is not fully explored. The main difficulty in applying CMC to turbulent premixed flames 
is associated with the modelling of conditional scalar dissipation rate of the key-conditioning 
scalar for the progress variable. In a more recent studies of the first order CMC for premixed 
flames by Amazin et al. [109] and Amazin and Swami [110] have shown significant progress on 
the scalar dissipation rate and its modelling which encourages further studies of CMC for 
premixed flames.  
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The first order CMC can predict accurate results in non-premixed turbulent combustion based on 
the assumption that the conditional fluctuations of the reactive scalars at a given mixture fraction 
is small and therefore negligible. However, if the conditional fluctuations of the reactive scalars 
at a given mixture fraction are large then simple first order CMC can no longer be valid and 
second order CMC [30, 31, 111] is required. Nevertheless, second order CMC is not 
straightforward to implement and associated with computational and theoretical uncertainties in 
computing second order terms for the unknowns and the corresponding source terms. 
A major motivation of the present analysis is to go beyond the first order CMC and formulate a 
computationally efficient method that can take fully into consideration the conditional 
fluctuation around the conditional mean with less computational effort and uncertainties. In this 
work the first order CMC is reviewed and the CMC equations are presented in the next section 
and the differences of the first order CMC and the current contribution will be discussed in 
details with the new derivation in the next chapter.  
3.3 First order CMC species transport equation 
In this section the derivation of the CMC equation for the conditional mean of reactive scalars Qα 
and the fundamental closure theory which leads to the first order CMC model is reviewed. The 
CMC equation closure is now widely known [3, 6, 40]. A full review analysis that describes the 
similarities and differences between the joint PDF and decomposition methods are discussed in 
detail by Klimenko and Bilger [6] and may be reviewed for comprehensive study by interested 
reader. Here, the derivation of the CMC transport equation is presented following the  
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decomposition method of Bilger [3, 6].  
3.3.1 The unclosed species equation  
The main objective of the CMC transport equation concern the conditional expectation or 
average of mass fraction Y(x, t) conditional on the associated value of the mixture fraction ξ(x, t) 
at chosen value η. Therefore, the conditional mean Qα of a reactive scalar for species α is defined 
as: Qα η;x;t( ) ≡ Yα x,t( ) ξ x,t( ) =η ≡ Yα x,t( ) η , at location x and time t with η is the sample 
space variable for the mixture fraction ξ. In Bilger’s approach, the instantaneous mass fraction, 
Yα can be decomposed into a conditional mean and a fluctuation as:  
Yα x,t( ) =Qα η;x,t( )+ !!Yα x,t( )      (3.2) 
where Yαʹ′ʹ′ is the conditional fluctuation. Applying the conditional averaging . η  to Eq. (3.2) and 
0Y ηʹ′ʹ′ =  by definition, according to Eq. (1.23).  
The function Q η;x,t( )  is a non-random function of the independent variables x, t and η. 
Differentiating Eq. (3.2) gives [6]: 
∂Y
∂t
=
∂Q
∂t
+
∂Q
∂η
∂ξ
∂t
+
∂ ""Y
∂t
    (3.3) 
∂Y
∂xi
=
∂Q
∂xi
+
∂Q
∂η
∂ξ
∂xi
+
∂ ""Y
∂xi
    (3.4) 
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Here the molecular diffusion flux term from species Eq. (1.4) can be considered by 
decomposition of Eq. (3.2), which gives: 
∂
∂xi
ρD ∂Y
∂xi
"
#
$$
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&
''=
∂
∂xi
ρD ∂Q
∂xi
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&
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(3.5) 
Substituting, Equations (3.3) - (3.5) into the species equation (1.4), therefore gives the chemical 
source term which can be written as: 
S = ρS = ρ ∂Q
∂t
+ ρui
∂Q
∂xi
− ρD ∂ξ
∂xi
∂ξ
∂xi
#
$
%%
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'
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     (3.6)
 
 
where S, indicates mass reaction rate per unit volume (kg/m3s). In Eq. (3.6) the last term is the 
same as mixture fraction equation, as noticed previously by Eq. (1.25) in section 1.5.2 in chapter 
1 and equal to zero. The other term such as the scalar dissipation term will be represented as:
N ≡ D ∂ξ ∂xi .∂ξ ∂xi( ) .  
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According to the decomposition method [3], taking the conditional expectation of Eq. (3.6), 
conditional on the mixture fraction at given location and time ξ(x, t)=η, results in the unclosed 
equation, Eq. (3.7). The terms that require closure in Eq. (3.7) are given in Eq. (3.8) and Eq. (3.9) 
respectively. 
ρη
∂Q
∂t
+ ρη ui η
∂Q
∂xi
= ρη N η
∂2Q
∂η2
+ ρη S η + eQ + eY    (3.7) 
With the term Qe  and Ye : 
eQ ≡
∂
∂xi
ρD ∂Q
∂xi
!
"
##
$
%
&&+ ρD
∂ξ
∂xi
∂
∂xi
∂Q
∂η
!
"
##
$
%
&& ξ (x,t) =η    (3.8)
eY ≡ − ρ
∂ $$Y
∂t
+ ρui
∂ ""Y
∂xi
−
∂
∂xi
ρD ∂ ""Y
∂xi
!
"
##
$
%
&& ξ (x,t) =η    (3.9) 
Equation (3.7) represents the unclosed form of the equation for Q, where the conditional 
fluctuations of density ηρ ρ η≡ , is neglected. The terms Qe and Ye  indicates molecular 
diffusion of Q and the effects of turbulent fluctuations of the reactive species, Y ʹ′ʹ′  respectively. 
The terms Qe and Ye  are closed by modelling hypothesis given in the next section. 
3.3.2 Primary Closure Hypothesis 
 
The different terms that appear in Eq. (3.7) need closure such as the terms Qe  and Ye . However, 
assuming equal diffusivity for all species in high Reynolds number flows, the molecular 
diffusion processes contained in Qe  are expected to become negligible and may be ignored [3].  
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Thus the term Qe  can be neglected. To estimate the term Ye  Eq. (3.9), Bilger introduced the 
mean conditional fluctuations Y ʹ′ʹ′  as 0Y ηʹ′ʹ′ =  conditional on mixture fraction, thus that results 
in 0Y ʹ′ʹ′ =  [3]. However, Bilger emphasized that the same cannot be considered for its 
derivative conditional on mixture fraction, i.e., ∂ ""Y ∂t η /= 0  and ∂ ""Y ∂xi η /= 0 . 
Furthermore, the unconditional averages of such derivatives can be zero: ∂ ""Y ∂t = 0  and 
∂ ""Y ∂xi = 0 . However, if the unconditional mean is written as a function of the probability 
density function and the conditional mean as introduced in Eq. (1.23) in chapter one, therefore 
one obtains the following equations according to Bilger [3]:     
∂ ""Y
∂t
=
∂ ""Y
∂t
η P(η)dη = 0∫     (3.10) 
∂ ""Y
∂xi
=
∂ ""Y
∂xi
η P(η)dη = 0∫     (3.11) 
Where the conditional mean or integrals are taken over mixture fraction (ξ=η) and that 0 ≤η ≤1 . 
However, the integral contribution is zero according to equations (3.10) and (3.11) but the terms 
such as ∂ ""Y ∂xi η  are not zero. Thus Eq. (3.9) for Ye  term, the unconditional average value is 
expressed as: 
− eY∫ P(η)dη =
∂(ρ $$Y )
∂t
+
∂
∂xi
(ρui $$Y )−
∂
∂xi
ρD ∂ $$Y
∂xi
%
&
''
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=
∂
∂xi
ρ !!ui !!Y( ) = ∂∂xi
ρη∫ ""ui !!Y η P(η)dη( )
 
=
∂
∂xi
∫ ρη ""ui !!Y η P η( )( )dη     (3.12) 
In this equation, the conditional fluctuations of density ρ and diffusivity D are neglected so that 
0Y Yηρ η ρ ηʹ′ʹ′ ʹ′ʹ′= =  thus, 0Yρ ʹ′ʹ′ =  and ρD∂ ""Y ∂xi = ∂ ∂xi ρD !!Y − ""Y ∂(ρD) ∂xi = 0 .  
According to the closure hypothesis of decomposition method [3], if the velocity is decomposed 
as i i iu u uη ʹ′ʹ′= + and multiplied by Y ʹ′ʹ′  results in ui !!Y η = !!ui !!Y η . Thus, the closure theory 
used in equations (3.10 - 3.12) gives the unclosed term Ye  in the form of Eq. (3.13):  
eY P(η) = −
∂
∂xi
ρη !!ui !!Yi η P(η)( )     (3.13) 
This hypothesis, results in the basic closed CMC equation which can be written as:  
∂Qα
∂t
+ ui η
∂Qα
∂xi
= N η ∂
2Qα
∂η2
+ Sα η −
1
ρ P(η)
∂
∂xi
##ui ##Yα η ρ P(η)( )  (3.14) 
The first term on RHS of the CMC equation (Eq. 3.14) represents diffusion in mixture fraction 
space and is determined by the scalar dissipation rate. The second term on RHS is the conditional 
expectation of the chemical source term. The last term on RHS and LHS correspond to transport 
by the conditional fluctuations (spatial diffusion) and convection and these terms are missing in 
the flamelet model. This comprises the major difference between the flamelet and CMC model.  
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The essential and adequate conditions for the closure hypothesis to be valid are a matter of on-
going research. Now finally with the Favre averaging, this gives that: 
Yα = Qα (η)
0
1
∫ P(η)dη,   ρ η P η( ) = ρ P η( )   (3.15) 
where ρ  is the unconditionally averaged density.  
 
3.3.3  Enthalpy and Temperature Equation 
The enthalpy h of a mixture fraction is a function of species mass fractions Yα and temperature T, 
as expressed by: 
h = h(Y1,Y2 ,....,Yn ,T ) = Yα
α
∑ h0( )α + cp( )α dT
To
T
∫
#
$
%%
&
'
((   (3.16) 
where ( )0 ih  is the enthalpy of formation, ( )pc α is the specific heat capacity of species α at 
constant pressure. 
The governing equation for enthalpy Eq. (1.14) in chapter one, at low Mach number flow can be 
written as:  
ρ
∂h
∂t
+ ρui
∂h
∂xi
−
∂
∂xi
ρD ∂h
∂xi
#
$
%%
&
'
((=
∂p
∂t
− ρqRAD    (3.17)	  
where the qRAD is the heat loss rate per unit mass due to radiation.  
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The CMC transport equation in term of enthalpy can be written as: 
    
∂Qh
∂t
+ ui η
∂Qh
∂xi
= N η ∂
2Qh
∂η2
−
1
ρ P(η)
∂
∂xi
ui!! !!h η ρ P(η)( )+ 1ρ
∂p
∂t
η − qRAD η
 
(3.18)  
From this, the CMC temperature equation  can be derived. The full CMC 
temperature equation derivation is shown in (Appendix A) whereas CMC equation for the 
conditional mean temperature QT ≡ T η  is given as:  
∂QT
∂t
+ ui η
∂QT
∂xi
= N η ∂
2QT
∂η2
+ N η 1
cp η
∂ cp η
∂η
+ cp( )α
∂Qα
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−
1
ρ P η( )
∂
∂xi
!!ui !!T η ρ P η( )( )+ 1cp η
1
ρ
∂p
∂t
η −
Sh η
cp η
−
qRAD η
cp η
  (3.19) 
This equation is similar to Eq. (3.14) and therefore does not need special consideration of its 
properties. The first and second term of RHS is for molecular diffusion or molecular mixing in 
mixture fraction, the third and fourth term represents the spatial diffusion and pressure work and 
the last two terms are for the chemistry (source term) and radiation. The last term on the LHS 
and RHS represents the spatial convection and radiation terms and are not included in the present 
analysis. The conditional expectation in the main CMC equation such as, reaction rate closure 
Sα η  and Sh η , conditional scalar dissipation rate N η  and the presumed PDF P(η) etc, 
need further modelling and are discussed in the next section.  
/hQ hρ η ρ η≡
TQ Tρ η ρ η≡
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3.4 CMC sub-models   
In order to use the CMC model, closure must be provided for the unclosed terms in the CMC 
equation such as in equations (3.14) and (3.19). This section describes the sub-models for the 
unclosed terms of the CMC equation. The unclosed terms such as the conditional velocity ui η , 
conditional scalar dissipation N η , conditional fluxes !!ui !!Yα η  and the conditional chemical 
source term Sα η . In the current analysis, the simulation is performed using a single step 
chemistry model with one-dimensional CMC code and only considering the micro-mixing and 
chemical reaction terms of the CMC equations. Therefore, the conditional expectations that are 
used in the present analysis are described in here and the remaining unclosed terms will be 
postponed for future studies.  
The newly developed DQCMC method will be discussed for the first order CMC in Chapter 4. It 
includes extra terms that have been derived from the new derivation of the DQCMC method and 
will be coupled with the first order CMC equations. As mentioned before the main objective of 
this study is to investigate the new terms, which have been derived for the first order CMC, and 
study its contribution in relaxing the assumptions for the fluctuation around the conditional 
mean. Other unclosed terms in the CMC equation will be recommended for further studies of the 
DQCMC method in future.  
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3.4.1 Reaction rate closure 
The first order closure for the chemical source term involves expressing the conditional 
expectation in terms of conditional averages such as a function of the conditional mean mass 
fractions, temperature and pressure neglecting the conditional fluctuations. The source term in 
Eq. (3.14) and that of Eq. (3.19) is given by: 
Sα η  Sα Qα ,QT , p( )    Sh η = hα
α=1
n
∑ Sα η ,    (3.20) 
Where the chemical reaction rates Sα is provided from the chemical mechanism in which n 
species emerge and hα is the enthalpy of species α and can be found from the detailed chemical 
or reduced chemical mechanism and calculated from the CHEMKIN-II package by Kee et al. 
[112]. The first order CMC is generally accurate and sufficient for most chemical species 
provided that the conditional fluctuations of the reactive scalars at a given mixture fraction is 
small and therefore negligible. However, if the conditional fluctuations of the reactive scalars at 
a given mixture fraction are large then the first order CMC can no longer be valid and second 
order CMC closure is required [30, 111]. The aim is to develop the first order CMC and 
therefore the first order closure of the source term will be used in the simulations through out this 
thesis.  
3.4.2 Probability Density Function (PDF) 
The common practice in mixture fraction based approaches for non-premixed combustion is to 
presume a shape for the probability density function of the mixture fraction. The PDF of the  
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mixture fraction is generally modelled using two common models Clipped Gaussian PDF or beta 
PDF. In CMC the presumed shape of the mixture fraction PDF is normally a beta PDF. This 
requires knowledge of the mean and the variance of the mixture fraction.  
The beta PDF is defined as [113]: 
P(η) =
ηα−1 1−η( )
β−1
B(α,β)
     (3.21) 
B(α,β) = ηα−1
0
1
∫ 1−η( )
β−1
dη =
Γ α( )Γ β( )
Γ α +β( )
   (3.22) 
where Γ(x) is the Gamma function. 
α = ξ ξ 1−
ξ
""ξ 2
−1
#
$
%%
&
'
((  and  β =α
1− ξ
ξ
   (3.23) 
The mixture fraction mean and variance, both of these quantities ξ and !!ξ 2 are positive and 
according to Klimenko and Bilger [6], the limit of the mixture fraction variance is given by: 
0 < !!ξ 2 < ξ (1− ξ )      (3.24) 
The beta PDF is the more commonly used and accurate approach in the CMC calculation as used 
in previous calculation of first order CMC by Kim [114] and thus, is used in the simulation 
throughout for the present study. 
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3.4.3 Conditional scalar dissipation 
The conditional scalar dissipation is used to determine the magnitude of the molecular mixing 
(diffusion) in mixture fraction space. According to several studies, in the CMC model 
conditional scalar dissipation rate plays a very significant role particularly close to the reaction 
zone where ∂2Qα ∂η
2  is essential and strongly influences the reaction rate [6]. Therefore, for the 
present analysis the scalar dissipation rate is specifically derived from the mixture fraction PDF 
rather than being presumed.  
The conditional scalar dissipation is derived by starting from the following transport equation for 
the spatially homogeneous equation for the joint PDF [6, 45] as: 
∂fYZ
∂t
= −
∂Si fYZ
∂zi
−
∂2NYY fYZ
∂y2
− 2
∂2NYZi fYZ
∂y∂zi
−
∂2NZiZ j fYZ
∂zi∂z j
   (3.25) 
where Z= (Z1, Z2,... ZNs) is the mass fraction vector of the reacting species, and  
NϒΨ = D∇ϒ.∇Ψ | ϒ =υ,Ψ =ψ  is the conditional cross dissipation rate, fYZ is the joint probability 
density function of mixture fraction Y and mass concentration Z, Y is the mixture fraction and Si, 
is the chemical source term of the  species. Integrating Eq. (3.25) over the reaction-progress 
space z yields the transport equation for the PDF of the mixture fraction relating the presumed 
PDF to the distribution of the scalar dissipation rate:  
∂fY
∂t
= −
∂2NfY
∂y2
     (3.26) 
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where the calculation of the scalar dissipation rate is performed by double integration of the 
presumed shape of the PDF of fy. The new development for the CMC is based on the direct 
quadrature method of moments (DQMOM) [23, 45] and is therefore also a presumed 
composition PDF approach and will be fully explained in chapter 4 in section 4.4. Thus the 
conditional scalar dissipation rate can be derived by given that [115]: 
N = − 1
P
∂P
∂t∫∫ ∂ #η ∂ ##η      (3.27) 
where P is derived from the mixture fraction PDF in the simulation. This model of the 
conditional scalar dissipation rate depends on the beta PDF employed in the CMC code and this 
conditional dissipation model will be used throughout in this work. 
3.4.4 Other sub-models  
The other sub-models used in the present analysis, in the CMC equation are given below: 
1
ρ
∂p
∂t
η =
1
ρ η
∂p
∂t
,  Where ρ η =
ρMWη
RQT
 
cp η = cp( )αQα
α=1
N
∑ , Where MWη =
Qα
MWαα=1
N
∑
"
#
$
$
%
&
'
'
−1
   (3.28) 
In Eq. (3.28) R, is the universal gas constant and MWα is the molecular weight of species α. The 
thermodynamic quantities are obtained from CHEMKIN-II package by Kee et al. [112]. In the 
present analysis the flame is treated as a constant pressure flames.  
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3.5 Numerical Solution of the CMC  
The simulation is performed with a zero dimensional CMC code named 0D-CMC (provided by 
Professor E. Mastorakos of Cambridge University). The calculation of a non-premixed and a 
partially premixed igniting flame is performed using single step chemistry model with two 
different fuel mechanism. Initially to study the first order CMC in comparison with the current 
contribution and development of the Direct Quadrature Conditional Moment Closure (DQCMC) 
for turbulent combustion, Ali et al. [1]. The chemical mechanism employed in the present work 
in chapter 4, is the hydrogen mechanism by Warnatz et al. [116]. Thereafter to study further and 
validate the applicability of the developed DQCMC model for larger hydrocarbon fuel and also 
to study soot formation. The chemical mechanism employed in chapter 5 and 6 is the Hewson 
detailed mechanism of n-Heptane flame [117] has been used for the simulation. The Hydrogen 
Mechanism consists of 9 species including nitrogen interacting in 19 reversible reactions and the 
Hewson detailed mechanism consists of 67 species and 265 reactions. In the 0D-CMC 
calculations, only the micro-mixing and chemical reaction terms are considered and the CMC 
governing equations that is solved in the present analysis is given that: 
∂Qα
∂t
= N η ∂
2Qα
∂η2
+ Sα η     (3.29) 
The scalar dissipation model Eq. (3.27), is used for the conditional scalar dissipation rate which 
is derived from the joint PDF equation, but postulated in the method similar to the CMC and 
MECPDF methods [45]. Eq. (3.29) is a one-dimensional equation in η-space, where η is the 
sample space variable for the mixture fraction. 
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The source term for the conditional temperature in the present study is solved as given in Eq. 
(3.20). The boundary conditions at η = 0 and η =1 are specified according to the air and fuel 
composition and temperature. The grid consists of 101 nodes clustered around stoichiometric 
mixture fraction. Eq. (3.29) is solved as unsteady equation which eventually converges to a 
steady solution. The other specific required initial simulation condition of the flames will be 
discussed for each flame case in the next chapters 4, 5 and 6 wherever it’s needed to clarify in 
the present study.  
3.6 Numerical aspects of the CMC solver 
In this Section, the numerical way of solving the CMC equations are discussed. The first order 
CMC equation is a number of PDE’s (Partial Differential Equations) and it is stiff system due to 
the chemical reactions. The system size depends on the type of simulation and simulating 
equations. For instance in the case of the CMC equations, the system size depends on three main 
factors such as the physical space, mixture fraction space and the numbers of scalars. 
Furthermore, in the current simulation the CMC equation is only solved in mixture fraction space 
and for 100 mixture fraction nodes and 67 species for the Hewson detailed mechanism, it results 
in 6,700 variables. However, in the case of the current contribution work, we simulate 2 mixing 
environments (which will be discussed in chapter 4), therefore this result in 13,400 variables 
which is a very large set of data. The PDEs can be transferred into many stiff ODEs (Ordinary 
Differential Equation system) which then can be solved using a stiff ODE solver or fractional 
step technique. 
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Stiff and non-stiff systems such as of the form ∂y/∂x = f(x, y) can be solved with the ODE 
solvers. VODPK [118] is used as the main solver in the present analysis. VODPK solver is an 
implicit solver based on the backward difference formulae, it uses iterative systems for large 
matrix computations and is capable of handling very large systems of ODE’s. Furthermore, it 
solves the full CMC equations without splitting the equation. VODPK solver has also been used 
in several similar studies of CMC such as, CMC for non-premixed turbulent combustion [114], 
simulation of spray autoignition with two dimensional CMC [31] and various other application 
of the CMC modelling. 
3.7 Summary 
In this chapter, the first order conditional moment closure has been reviewed. The first order 
CMC equation derivation has been presented. Furthermore, the CMC sub models and numerical 
methods have been presented. The first order closure of the CMC chemical source term is 
presented and can be calculated based on the conditional averages of the scalars such as a 
function of the conditional mean mass fractions, temperature and pressure neglecting the 
conditional fluctuations. The beta PDF model for the mixture fraction is presented and used in 
the simulation throughout in present study. The conditional scalar dissipation model derived for 
the present analysis is based on the beta PDF employed in the CMC code. For the Stiff ODEs, 
VODPK solver is used as the main solver in the present analysis. This is because it avoids the 
splitting error and thus provides a smooth simulation results, and it allows the transformation of 
the partial differential equations (PDE’s) into a set of stiff ordinary differential equation system 
(ODE’s) highly efficiently. The next chapter presents the current contribution. 
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Chapter 4: Development of the Direct 
Quadrature Conditional Moment Closure 
This chapter covers the author’s work published in 2010 and is re-typeset to conform to the 
layout of the current thesis with only minor modifications from original publication [1].    
4.1 Introduction  
This chapter describes a method of direct quadrature conditional moment closure (DQCMC) for 
the treatment of realistic turbulence-chemistry interaction in computational fluid dynamics 
(CFD) software [1]. The method which is based on the direct quadrature method of moments 
(DQMOM) coupled with the conditional moment closure (CMC) equations is in simplified form 
and easily implementable in existing CMC formulation for CFD code. The observed fluctuations 
of scalar dissipation around the conditional mean values are captured by the treatment of a set of 
mixing environments, each with its pre-defined weight. In the DQCMC method the resulting 
equations are similar to that of the first-order CMC, and the “diffusion in the mixture fraction 
space” term is strictly positive and no correction factors are used. Results have been presented 
for two mixing environments (i.e., specified as N1 and N2), where the resulting matrices of the 
DQCMC can be inverted analytically. This analysis has been performed for a simple hydrogen 
flame using a multi species chemical scheme containing nine species. The effects of the 
fluctuations around the conditional means are captured qualitatively and the predicted results are 
in very good agreement with observed trends from direct numerical simulations (DNS). 
Furthermore, the differences between the first order CMC and DQCMC are discussed. 
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This chapter is organised as follows. Firstly in the next section, the major motivation is presented 
followed by the background study. Section 4.4 presents the DQCMC equation derivation, section 
4.5 describes the implementation of the DQCMC and section 4.6 shows the results and 
discussion followed by the conclusion.  
4.2 Motivation 
Conditional moment closure (CMC) is a well established method for closure of the chemical 
source term in transport equations for turbulent combustion modelling [6]. Simple first order 
CMC only accounts for mean values of system variables conditioned on the mixture fraction and 
assume the conditional fluctuations of the reactive scalars at a given mixture fraction are small. 
Thus, the applicability of first order closures is limited to flames where fluctuations around the 
conditional mean values are small and it does not capture the spread in the scalar dissipation 
around the conditional mean values, as observed from the previous simulation study of direct 
numerical simulations (DNS) of non-premixed turbulent combustion [41]. The observed 
significant spread around the conditional mean is shown in Figure 4.1 for the scalar dissipation 
rate as shown in Ref. [4], and the corresponding spread in temperature is given in Figure 4.2 as 
shown in Ref. [5]. The major motivation of the present study is to go beyond the first order CMC 
model and formulate a computationally efficient method that can take fully into consideration the 
observed spread or conditional fluctuation around the conditional mean with less computational 
effort and uncertainties.  
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The present model of the direct quadrature conditional moments closure DQCMC is based on the 
direct quadrature method of moments (DQMOM) coupled with the conditional moment closure 
(CMC) equations. The present approach has been specifically derived for the CMC formulation, 
hence will be referred to as the method of direct quadrature conditional moment closure 
(DQCMC) [1]. The next section describes the background idea for the present incentive in more 
details and in term of previous DNS results.  
 
 
 
 
	  
	  
	  
	  
 
 
 
 
Figure 4.1: Scalar dissipation rate as function of mixture fraction for non-premixed combustion. Scatter 
plot results from DNS as shown in Ref. [4] 
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4.3 Background Concept 
The accurate modelling of mixing and chemical reaction of scalars in turbulent combustion is a 
problem of huge interest in various fields of engineering and technology and remains a 
challenging research area. One of the major research focuses in turbulent combustion is non-
premixed and moderately premixed flames [21]. A range of successful models are used and from 
these models, Conditional Moment Closure (CMC) is one of the most capable and well 
established techniques for closure of the chemical source term in transport equations for 
turbulent combustion modelling [6]. As discussed, simple 1st order CMC only accounts for mean 
conditional values of system variables conditioned on the mixture fraction. Hence, it does not 
capture fluctuations or spread around the conditional mean values. However, simulations of the 
non-premixed turbulent combustion flames from direct numerical simulation (DNS) reveal the 
existence of fluctuations around the mean values and shows the difficulty associated with 
capturing particularly ignition and extinction phenomena with such simplified models as 1st order 
CMC [41]. The observed spread around the conditional mean at a given mixture fraction for the 
scalar dissipation rate (as shown in Figure 4.1 [4] ) is significant and results in a corresponding 
spread in the temperature, or equivalently the reactedness (defined as temperature increment 
above the initial value) as illustrated in Figure 4.2 from previous studies with DNS of non-
premixed ignition [5].  
It is clear that the turbulent fluctuation leads to the existence of local re-ignition and extinction 
spots in the flame. Mastorakos et al. [41] showed that the location of highest reactedness is close 
to stoichiometric conditions and correlated to low scalar dissipation rates. With a  
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significant spread in scalar dissipation rate, it follows that ignition will occur at dissipation rates 
lower than the averaged mean predicted by 1st order CMC. Therefore, an advanced turbulent 
combustion model has to account for such fluctuation in the closure equations if ignition and 
extinction is to be captured. The significance of fluctuations in the temperature around the 
conditional mean have been shown in several past studies, e.g. by Kronenburg et al. [29] and 
Mastorakos and Bilger [30]. Their results show that it is essential to include the temperature 
fluctuation in the turbulent modelling of CMC for the proceedings of extinction and ignition. 
Fully burning flames and flames that demonstrate extinction are implicit and are broadly 
involved in practical turbulent combustion [21].  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.2: Reactedness (temperature increment above initial value) as function of mixture fraction for 
non-premixed combustion. Scatter plot results from DNS as shown in Ref. [5] 
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RESULTS AND DISCUSSION 
 
Temperature and the scalar dissipation at ȟMR: one-step 
chemistry 
Results from simulations with one-step chemistry are 
presented in this section. Figure 7 shows that the reactedness, 
defined as the temperature increment above the inert (initial) 
v lue corresponding to the local mixture fraction, peaks at a 
mixture fraction between 0.1 and 0.15. This observation is 
typical of all mixing patterns tested and for all times before 
igniti n. Close examinat on shows that this peak is very close 
to the most-reactive mixture fraction defined by examining 
homogeneous mixtures (0.12). The present findings are fully 
compatib e with t ose of Mastorako et al. (1997a) in wo-
dimensional turbulence, hence fully validating the previous 
conclusions and extending them to realistic turbulence. 
Therefore autoignition occurs t a particular value of the 
mixture fraction, which can be taken as the mixture fraction 
corresponding to the fastest-igniting homogeneous mixture. 
 
 
Figure 7. Scatter lot of reactedne s vs. mixture fraction for 
Simulation A (Table 1). 
 
The second conclusion from the previous two-
dimensional simulations was that autoignition occurred where 
the dissipation rate of the mixture fraction, conditional on the 
mixture fraction taking the most-reactive value, N|ȟMR, was the 
lowest. Figure 8 shows iso-surfaces of ȟ=ȟMR, coloured 
according to the local reactedness (8a) and the local scalar 
dissipation rate (8b). It is evident that the temperature is high 
where the conditional scalar dissipation rate is low and vice 
versa. These conclusions are found to be valid regardless of the 
initial spatial distribution of mixture fraction. It can therefore 
be concluded that autoignition occurs in regions of mixture 
fraction very close to the most reactive value and with the 
lowest scalar dissipation rate. This clearly extends the previous 
conclusions from two-dimensional simulations and validates 
them for proper turbulence. 
 
(a) 
 
(b) 
Figure 8. Iso-surfaces of [=[MR coloured according to the local 
temperature (a) (in K, divided by 1000) and local scalar 
dissipation (b) (in 1/s, multiplied by Ret) for Simulation A 
(Table 1). 
 
 
The randomness of autoignition time 
Repeating the simulation with a different realisation of the 
velocity field would result in the same conclusion as to the 
location of autoignition in mixture fraction space and in a 
similar scatter plot as in Fig. 7, although the spatial location of 
the spot would be different. Here, we analyse the degree to 
which the autoignition time is different among different 
realisations. Numerous simulations were performed using 
different initial random velocity fields while keeping Lt and 
uc and the initial mixture fraction distribution the same. The 
resulting autoignition time was measured and its statistics 
compiled over the various realisations. Figure 9 shows 
probability density functions of the autoignition time for 
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However, models that can capture both extinction and re-ignition are not easy to formulate since 
they have to account for the complex interactions between local flame structures (that causes re-
ignition) and local fluctuations in turbulent mixing (that causes extinction) [119, 120]. 
Nonetheless, techniques such as multiple mapping conditioning [32] and second order CMC [30, 
31, 111, 121] are developed to capture this inconsistency. Both approaches are associated with 
computational and conceptual uncertainties, either by the need for pre-computed probability 
density functions or in computing second order terms for the unknowns and the corresponding 
source terms. As mentioned earlier, the main idea and aim of the present work is to go beyond 
the first order CMC model and formulate a computationally efficient method that can account for 
the non-zero probability that at a given mixture fraction the scalar dissipation rate can take more 
than one value. The present method is closely related to the direct quadrature method of 
moments (DQMOM) by Fox and co-workers [23, 44-46]. However, there are some distinct 
differences which will be outlined in the next section. 
In the DQMOM formulation the joint probability density function (PDF) is assumed to be a sum 
of delta functions, all with a given probability weight, , representing a distinct mixing-
environment. Hence the resulting set of transport equations that need to be solved increases with 
a factor Ne, where Ne is the number of chosen environments. The final conditional mean for each 
species is the weighted sum of the contributions from each environment. This is coupled to the 
CMC equations presented in chapter 3, and following is the general derivation of the DQCMC 
method together with an analysis of a special case, namely where Ne = 2, where the resulting 
matrices of the DQCMC can be inverted analytically. 
wα
4.4 DQCMC Equation Derivation 
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4.4 DQCMC Equation Derivation  
This section presents the derivation of the DQCMC method. The underlying objective of the 
DQCMC method is to formulate a model that takes fully into account the fluctuation around the 
conditional mean in the mixture fraction. The DQCMC method is derived starting from the 
following transport equation for the spatially homogeneous equation for the joint PDF [6, 45] as: 
222
2
I IIIII IV V
2 i ji Z Z YYZ Yi YY YY Y
i i i j
N fN fS ff N f
t z y y z z z
∂∂∂∂ ∂
= − − − −
∂ ∂ ∂ ∂ ∂ ∂ ∂
ZZZZ Z
  (4.1) 
Where,  is the mass fractions vector of the reacting species, 
 is the conditional scalar dissipation rate, and Si, is the chemical 
source term of the  species. 
 
Integrating Eq. (4.1) over the reaction-progress space z yields the transport equation for the PDF 
of the mixture fraction relating the presumed PDF to the distribution of the scalar dissipation 
rate:  
2
2
Y Yf Nf
t y
∂ ∂
= −
∂ ∂  
    (4.2) 
As mentioned above, this method is based on the direct quadrature method of moments 
(DQMOM) [23, 45] and is therefore also a presumed composition PDF approach. Furthermore, 
the conditional PDF, ( ),Z Yf y z , is expressed as a multi-peak delta function [45] and hence the 
joint PDF can be determined by: 
( )s1 2 N, ,  ...,  Z Z Z=Z
| ,N D υ ψϒΨ = ∇ϒ∇Ψ ϒ = Ψ =
thi
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  (4.3)
 
Ne is the number of environments and Qα = Q1α ,  Q2α ,  ..., QNsα( )  is the vector of the conditional 
means of the concentrations of the reacting species in the environment α. This implies that for 
any given value of mixture fraction, the concentrations of a species takes Ne selected number of 
values distributed around the conditional mean and each “realisation”, here denoted 
“environment” to follow the terminology of Fox et al. [45] has its given importance, or weight. 
The adapted splitting of the joint PDF has the significant numerical advantage of simplifying the 
derivation of the conditional means for each environment separately.  
In the current analysis we use constant weights wα and ( ), while Fox and Raman [45] 
considered variable weights, , with their evolution governed by a set of separate 
differential equations. Smith and Fox [46] studied the variation of these weights in time by 
comparison with direct numerical simulation (DNS) and found that although the variations are 
noticeable, and may even shift in terms of which environment is the dominant, the magnitudes 
are yet around 0.5. The constant-weights method allows for direct modelling of NsNe moments of 
the conditional PDF, while the introduction of the variable we increases this number to (Ns +1)Ne.  
 
In the case Ns >> Ne the relative gain is modest, i.e., Ne/Ns, while the computational difficulties 
are significant. When the number of variables is large, this can be handled by the use of 
tabulation procedures such as In-Situ Adaptive Tabulation (ISAT) [122]. This approach is 
chosen by Tang et al. for a multi-species chemical scheme containing 18 species [47]. Such  
 
( ) ( ) ( ) ( ) ( )( )
1
, ,
eN
Y Y YYf y f y f y f y w yα α
α
δ
=
= = −∑Z Zz z z Q
1wα =∑
( )w yα
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sequential modular procedures are complicated to implement in commercial CFD tools. Hence, 
we consider the constant-weights method more appropriate for our purposes. Although the 
simplification of constant weights does not capture the time dependency of the conditional 
variances, the overall gain from the use of variable weights is small since we are modelling 
complex systems with number of species greater than one. Furthermore, in the special case of 
employing two environments with constant weights, the resulting equations can be derived and 
expressed analytically. This simplifies greatly implementation into CMC tools for CFD. 
 
In order to find an equation for the conditional means of the reacting species in environment Qα, 
we first substitute Eq. (4.3) into Eq. (4.1), to obtain the transport equation for the presumed 
composition PDF including the multi-peak delta function. To determine how the concentrations 
are distributed according to the multi-peak delta function PDF we multiply the modified 
transport equation for the PDF by an arbitrary test function  and integrate over z, the 
composition space. We have that ( ) 1x dxδ
∞
−∞
=∫  so we can derive the following useful three 
relations which will aid the integration of terms III, IV and V in Eq. 4.1: 
 
( ) ( ) ( )YYN d Nα α αφ δ φ− =∫ z z Q z Q     (4.4) 
( ) ( )Q
iYZ i i
i
N z d
z α
φ δ
∂
⎡ ⎤−⎣ ⎦∂∫ z z  
   ( ) ( )Q
i
i
YZ i i
i i
QN z d N
z y Q
αα
α α
α
φφ
δ
∂⎧ ⎫∂∂
= − − = −⎨ ⎬
∂ ∂ ∂⎩ ⎭
∫
Q
z    (4.5) 
 
( )φ z
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2
Q
i jZ Z i i
i j
N z d
z z α
φ δ
∂ ⎡ ⎤−⎣ ⎦∂ ∂∫ z z  
   ( ) ( )
22
Q
i
ji
YZ i i
i j i j
QQN z d N
z z y y Q Q
α αα
α α
α α
φφ
δ
∂ ∂⎧ ⎫∂∂
= − = ⎨ ⎬
∂ ∂ ∂ ∂ ∂ ∂⎩ ⎭
∫
Q
z   (4.6) 
 
Where 2 | ,N D Y Y yα α= ∇ = =Z Q  is the conditional scalar dissipation rate in the 
environment α. The terms in the Figure brackets are not rigorously derived from the joint PDF 
equation, but postulated in the way similar to the CMC and MECPDF methods [45]. E.g. it is 
assumed that NZjZj, which is a conditional expectation of ( )i jZ Z∇ ∇  can be replaced by 
conditional expectation of 2 y i y jY Q Q∇ ∂ ∂ . This assumption is in line with the main hypothesis 
of the CMC that the conditional fluctuations are small [6]. Also, in the above it is assumed that 
each environment has its own conditional environmental scalar dissipation rate Nα as defined 
above. This has some limitations towards the models ability to account for mixing in z-direction. 
The assumption implies therefore that not micro mixing between environments are taking place. 
This limitation will be discussed further below. As we will see below, if only one environment is 
in use, i.e. Ne = 1, the resulting equations are identical to the first-order CMC equations. 
The rest of the calculations are straightforward. Corresponding terms in Eq. (4.1) yield: 
( )
e eN N
1 1
I: iY Y
i
Qfw f w
t Q t
α
α α α
α α α
φ
φ
= =
∂∂ ∂
+
∂ ∂ ∂∑ ∑Q ,   (4.7) 
II: fY wα
∂φ
∂Qiαα=1
Ne
∑ Si Qα( ) ,     (4.8) 
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e e eN N N2
2
1 1 1
III: YY Y
N ff w N w N f w
y y y y
αα
α α α α α α α
α α α
φ
φ φ
= = =
⎡ ⎤∂∂∂ ∂
− = − +⎢ ⎥
∂ ∂ ∂ ∂⎣ ⎦
∑ ∑ ∑
Q
Q Q  (4.9) 
( )eN
1
IV: 2 YN f wy y
α
α α
α
φ
=
⎡ ⎤∂∂
⎢ ⎥
∂ ∂⎣ ⎦
∑
Q
    (4.10) 
( )e 2N
1
V: jiY
i j
QQN f w
Q Q y y
αα α
α α
α α α
φ
=
∂∂ ∂
−
∂ ∂ ∂ ∂∑
Q
   (4.11) 
In order to derive Equations. (4.9)-(4.11), we used Equations. (4.4)-(4.6), respectively. 
Combining Eq. (4.9) with Eq. (4.10) one obtains: 
( ) ( )
( ) ( )
e e
e e
N N
1 1
2N N2
2 2
1 1
III IV :  Y Y
Y
Y
N f w N f w
y y y
N f w N f w
y y
αα
α α α α
α α
αα
α α α α
α α
φ
φ
φ
φ
= =
= =
⎡ ⎤∂∂∂
+ − −⎢ ⎥
∂ ∂ ∂⎣ ⎦
∂∂
= − +
∂ ∂
∑ ∑
∑ ∑
Q
Q
Q
Q
   (4.12) 
Calculation of the derivatives in the second term of the above equation by the chain rule and 
addition of Eq. (4.11) yields: 
( )
e eN N2 2
2 2
1 1
III IV V :  Y iY
i
N f Qw N f w
y y Q
α α
α α α α
α α α
φ
φ
= =
∂ ∂ ∂
+ + − +
∂ ∂ ∂∑ ∑Q  
  
( ) ( )
e e e
2 N N N2 2
2 2 2
1 1 1
Y y Y i
Y
i
Nf N f Qw w N f w
y y y Q
α α
α α α α α α
α α α α
φ
φ φ
= = =
∂ ʹ′∂ ∂ ∂
− − +
∂ ∂ ∂ ∂∑ ∑ ∑Q Q  (4.13) 
 
Where N’α = N’α  - N is accounting for the fluctuations of the conditional scalar dissipation rate. 
This parameter, as will be discussed in the following, is a user-set variable in the model. 
Collecting terms I-V together and making use in Eq. (4.2) we obtain after some algebra: 
  (4.14) 
 
( ) ( )
e eN N2 2
2 2
1 1
1i i Y
i
i Y
Q Q N fw N S w
Q t fy y
α α α
α α α α α
αα α
φ
φ
= =
⎛ ⎞ ʹ′∂ ∂ ∂∂
− − = −⎜ ⎟
∂ ∂ ∂ ∂⎝ ⎠
∑ ∑Q Q
4.4 DQCMC Equation Derivation 
	   	   	  
	   	   	  
101	  
	  
It should be noted that the terms collected between the brackets on the left hand side are the 
classic terms of the 1st order CMC equations. Hence, Eq. (4.14) shows the contributions for each 
mixing environment on the right hand side that are not accounted for in the classic CMC 
formulation. 
Equation (4.14) can for clarity be rearranged such that the governing equation for each species if 
Qα 	  is expressed by: 
    (4.15) 
Where  is a solution of the following linear algebraic equation: 
  (4.16) 
 
The right hand side of Eq. (4.16) has a clear physical interpretation which includes the local rate 
of change of mixture fraction PDF, fY, due to the fluctuations in scalar dissipation for the given 
environment α. This will in turn affect the final conditional mean values derived from the left 
hand side. Eqs. (4.15) and (4.16) can be satisfied only for a finite set of functions φ . In the 
present work we demand that Eqs. (4.15) and (4.16) conserve the conditional means (i.e.  
) and a number of second moments.  
Let us introduce the new index . Note that , where  is the 
number of the conditional moments which can be correctly reproduced by the distribution (4.3). 
Then for the set of  test functions  Eq. (4.16) reads: 
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                  (4.17) 
where  
     (4.18) 
and  
   (4.19) 
 
Equations (4.14) to (4.19) are similar to the equations obtained by Fox and Raman [45]. 
However, they noted that their version of Eq. (4.15) does not guarantee conservation of the 
unconditional mean Qi = wα Qiα y( )∫∑ fY y( )dy  in the absence of the chemical reactions. In 
order to ensure mass conservation, an additional term has been added ad hoc to the equation. In 
order to derive the correction term Fox and Raman demanded that summation of Eq. (4.15) over 
α should reproduce the 1st order CMC equations [45]. Since the CMC equations are conservative, 
the resulting model conserves the unconditional means. The equations used in the present study 
are different. Note that if we substitute Qi as the test functions into Eq. (4.14), the first Ns 
equations for the first moments are independent from the higher-order equations. Performing the 
steps (4.7)-(4.14) in the reverse direction we can show that the system of equations do conserve 
the mass of the reactants in the absence of chemical reactions.  
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On the other hand summation of Eq. (4.15) over α does not lead to the 1st order CMC equations 
as it has been demanded in reference [45]. Note that the 1st order CMC method is based on the 
assumption that the conditional fluctuations are small, while our task is to relax these restrictions. 
For that reason we do not consider the discrepancy between the DQCMC method and 1st order 
CMC as a drawback. Our model is therefore free of this assumption and can be reduced to 1st 
order CMC only if the conditional fluctuations are small. 
4.4.1 DQCMC-IEM micro-mixing 
From Eq. (4.15) it can be observed that there is no mixing between the environments included 
and this is the clear drawback of this equation. However, mixing between the environments, 
perpendicular to the mixture fraction is indeed present and needs to be included into the model. 
This was by Fox and Raman [45] revealed by discrepancies between model and DNS data. In 
order to overcome this difficulty we follow Fox and Raman [45] and postulate an additional 
mixing term in the RHS of Eq. (4.15), which then gives us the final set of transport equations 
that needs to be solved for the DQCMC: 
   (4.21) 
γ is the mixing rate in the IEM micro-mixing model [23] and the first term on the RHS of the 
DQCMC equation, Eq. (4.21), thus represents the mixing between the environments. The second 
term on the RHS is the solution of the system of linear equations resulting from contributions 
from the chosen moments. The micro-mixing model used in the present expression will be 
discussed in more detail below. 
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However, here it can be mentioned that other possible methods to model the mixing between the 
environments include tabulation of pre-computed premixed flame data [123]. It can be assumed 
that insignificant mixing occurs between the environments in direction of the mixture fraction. 
Hence, a simple expression for the micro mixing in terms of interaction with the mean (IEM) is 
well justified.  
In the special case of employing two mixing environments with equal weights (w1=w2=1/2), Eq. 
(4.17) has an analytical solution. The set of test functions is chosen as follows: it is assumed that 
there is one leading variable Q1, e.g., temperature. Then the test functions are Qi (to ensure the 
conservation of the means) and Q1Qi, i.e. the dispersion of the temperature and the correlations 
between the temperature and the concentration of ith species. The analytical expression of  is 
in fact found to be independent of the choice of leading variable and will, following the 
arguments above, take the form: 
    (4.22) 
The method postulates the values of the micro-mixing rate γ and the spread in the scalar 
dissipation rate . In the present work the mixing rate is found by employing the 
model of Fox and Raman [45], which will be described in the next section. Whereas the initial 
spread in scalar dissipation is given by !Nα = hα
f .N  where hα
f  is a user-set fluctuation coefficient. 
However, if the methodology is coupled with CFD, the estimated fluctuation coefficient can be 
obtained from the turbulent flow calculation such as by using the standard high Reynolds number 
k-ε turbulence model [124] or Reynolds stress turbulence models [125] in the flow field or any 
other standard turbulence model of interest. 
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The conditional mean for each variable is thereby determined by summing up the weighted 
contribution from each mixing environment: .  
4.5 DQCMC Implementation and Simulation 
The DQCMC model is implemented and coupled in FORTRAN 77 (F77) in house first order 
CMC code as discussed in section 3.5 in Eq. (3.29). The numerical implementation of the model 
consist of the following steps; firstly the presumed shape of the mixture fraction PDF is defined, 
most commonly based on a β-PDF approach as discussed in section 3.4.2. From this the scalar 
dissipation is calculated according to the double integration of Eq. (4.2), as discussed also in 
section 3.4.3. The scalar dissipation of each environment, Na, is subsequently defined according 
to the fluctuation coefficient as described above, resulting in NeNs number of ODE’s of the form 
given by Eq. (4.21) that needs to be simultaneously solved. Note that the extension to 1st order 
CMC given by Eq. (4.22) is analytical and can easily be implemented numerically. 
The simulation time of the DQCMC will depend on the local fluctuations or spread around the 
conditional means. If the initial spread around the conditional means are small, the set of ODE’s 
will not require much additional computational resources as 1st order CMC as the convergence is 
achieved fast due to similar solutions for each environment. On the other hand, if the initial 
spread is assumed to be large a greater computational time is expected. However, as will be 
discussed below the present method is already restricted to conditions with moderate fluctuations 
around the conditional means due to the simplification that two environments with equal weights 
are employed in order to obtain an analytical solution.  
i iQ y w Qα α=∑
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Initial conditions for the fuel and oxidant are given according to the specific flame problem at 
hand, and the time evolution of Eq. (4.21) for each species is solved using a numerical ODE 
solver such as VODPK [118] as discussed in section 3.6.  
The numerical simulation is performed for two cases of hydrogen flames; firstly, a case of 
simultaneous mixing and ignition of a hydrogen flame, and thereafter we show results from a 
well-mixed igniting flame (premixed igniting flame). In the former case the reactants are initially 
partially non-mixed, gradually mixing to a premixed flame. This is accounted for by assigning 
the presumed β-PDF for the mixture fraction with an initially high variance, which gradually is 
decreasing throughout the simulation.  
 
Table 4.1: Hydrogen-Air flame details  
 Parameters Values 
0ξ =  
(Air Stream) 
2H
Y  
2O
Y  
2N
Y  
T 
0 
0.233 
0.767 
1100 K 
ξ =1  
(Fuel Stream) 
2H
Y  
2O
Y  
2N
Y  
T 
0.1 
0 
0.9 
300 K 
	   	   	  
                                                                                 4.5 DQCMC Implementation and Simulation	  
	   	   	  
107	  
	  
 
The corresponding mixture fraction pdf is plotted in Figure 4.5 (a), at three different instants of 
time during the simulations and will be discussed in more detail below. The initial temperature 
for the oxidizer which in this case is air, is 1100 K and the initial fuel temperature is 300 K, at 
one bar of pressure. The chemical mechanism employed in the present work is the H2-O2 
mechanism by Warnatz et al. [116]. It consists of 9 species including nitrogen interacting in 19 
reversible reactions. The details about the hydrogen air flames are summarised in Table 4.1.  
In the special case of employing two mixing environments with equal weights (w1=w2=1/2) the 
additional fixed parameters are the constants related to the mixing rate γ in Eq. (4.21) and the 
presumed spread in scalar dissipation rate  in Eq. (4.22). For the mixing rate between 
environments in Eq. (4.21), the following definition is employed [23]:  
    (4.23) 
where we have set CY = 2 according to Smith and Fox [46] as discussed below. Smith and Fox 
[46] investigated the validity of the mixing constant CY in the IEM micro-mixing model. They 
found that the mixing constant was indeed not constant, but strongly dependent on the 
Damkohler (Da) number and a time-dependent variable such as the scalar variance. It is clear 
that a detailed description of the micro-mixing should account for this variation in the mixing 
constant. However, as concluded by Smith and Fox [46] for low Da numbers, the mixing 
constant rapidly takes a value around CY ≈ 2. Furthermore, Smith and Fox [46] showed that 
range of contribution of inter-environmental mixing was accurate compared to DNS data for low  
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Da numbers, whereas for increased Da numbers a clear deviation from DNS was observed. For 
the purpose of developing a simplified and analytical scheme for DQCMC, we adopt this value 
with the emphasis that the present method is restricted to situations of low Da.  
It can also be mentioned that other constant values of CY close to 2 has been tested with very 
little influence on the final result (CY =1 gave a temperature difference of around 8-10K 
throughout the flame). In future applications of the present method, a simple time dependency 
can be employed to account for the time variations observed from DNS. The other model 
variables are all obtained from the simulation (the PDF, fy; the scalar dissipation rate, N(y); and 
the variance, σ). The constant hα
f  determining the scalar dissipation rate fluctuations for the 
environments, we have set h1
f = 1.6 for the first environment and h2
f = 0.4 for the second 
environment to ensure a significant spread. This is in accordance with the findings of Smith and 
Fox [46] where DNS was used to evaluate the values of the fluctuation coefficient. In their case 
of 2 environments and a low Da number, the high and low value of hα
f  was around 1.5 and 0.5 
respectively throughout the flame. According to DNS the values varied little across mixture 
fraction, however with a significant dip in the high valued h1
f  very close to mixture fraction 0 
and 1. Since this is the region of low scalar dissipation rate, this particular structure will not be 
significant in the modelling. Hence, the fluctuation coefficients are here for simplicity considered 
to be constant throughout the simulation. 
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Figure 4.3: Beta function PDFs with various value of mean mixture fraction (first column) and root mean 
square fluctuation of mixture fraction (second column) as function of mixture fraction from Ref. [6] 
	  
Figure 4.4: Scatter plots of temperature T (first row) and scalar dissipation rate (second row) χ as 
function of the mixture fraction ξ on planes normal to the axial direction at z = 1, 12, 23, 29 (first to last 
column). Superimposed in some plots are the corresponding conditional means (solid lines) from Ref. [7]
A.Y. Klimenko, R.W. Bilger / Progress in Energy and Combustion Science 25 (1999) 595–687 601
Fig. 2. Clipped Gaussian pdfs with various values of mean mixture fraction (first column) and root mean square fluctuation of mixture fraction
(second column). The delta functions at ! ! 0! 1 have strengths " 1, "2 of 0.048, 0.048; 0.21, 0.0; and 0.07, 0.0, respectively.
Fig. 3. Beta function pdfs with the same mean and root mean square fluctuation of mixture fraction as in Fig. 2. Note the different behaviour
near ! ! 0! 1 and the absence of delta functions.
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4.6 Results and Discussions 
In this section the results from the DQCMC method are presented. Two different sets of 
simulation results for the hydrogen flame are discussed below. The first set of results (Figure 4.5 
to Figure 4.9) show an igniting mixture starting from partially mixed conditions with a β-pdf 
variance of 0.12 to well mixed mixture with a variance of 0.04 and at a mean mixture fraction of 
0.5. The second set of results (Figure 4.10 to Figure 4.12) is from the same hydrogen air flame 
with close to stoichiometric conditions and at a mean mixture fraction of 0.2.  
4.6.1  Case 1: Non-Premixed Hydrogen Flame 
Results are shown for three different times. The time t1 is the initial time, t2 is the central time 
and t3 is the final time for a fully developed stationary flame. N1 and N2 indicate the results from 
the two different chosen environments of the analysis and the DQCMC mean is the average of 
the weighted two environments. Figure 4.5 (a) shows the evolution of the presumed β-PDF for 
the different times of the analysis. It is shown that the pdf developed from a partially mixed state 
(time t1) with a variance of 0.12 to a well-mixed condition at time t3 with a narrow variance of 
0.04. The presumed PDF is shown to initially have a double peaked shape developing into a PDF 
with maximum value at a mixture fraction of 0.5. This corresponds to a fuel rich hydrogen flame, 
for which the corresponding stoichiometric value is 0.2.  
This satisfies the experimental result as shown in Figure 4.3 [6]. Figure 4.5 (b, c, d) shows the 
corresponding conditional scalar dissipation rate at initial, central and final times resulting from 
the two environments with h1
f = 1.6 and h2
f  = 0.4 respectively. The scalar dissipation rates are  
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derived from Eq. (4.2) in combination with the definition of Nα following Eq. (4.4) for the same 
time instants. Moreover, the scalar dissipation equation is also discussed previously in Eq. (3.27) 
in chapter 3.  
The resulting scalar dissipation is found to be slightly shifted to higher mixture fractions as 
shown in Figure 4.5 (b) compared to the standard presumed bell-shaped dissipation rate. Since 
the scalar dissipation is derived from the mixture fraction PDF rather than being presumed, note 
also that this confirms the correlation between the higher scalar dissipation rate as in 
environment N1 (as shown at time t1 in Figure 4.5 (b)) and a faster mixing resulting in a faster 
decrease in the scalar dissipation rate (as shown at time t2 in Figure 4.5 (c) which decreases by 
almost a two third).   
It can also be noticed that at time t1 as shown in Figure 4.5 (b), the conditional scalar dissipation 
is not fully developed as the β-pdf is not developed (fuel and air is partially mixed). However, at 
time t3 as shown in Figure 4.5 (d), the β-pdf is developed fully (fuel and air is well mixed), the 
conditional dissipation takes the well-known bell-shape in the mixture fraction space. 
Figure 4.6 (a) shows the evolution of the conditional temperature resulting from the DQCMC 
method in comparison with classic first order CMC. It reveals the discrepancy between 1st order 
conditional mean and the mean from the two environments (i.e., N1 and N2) of the DQCMC 
scheme. It should be noted that the predicted temperatures of environment N2 is higher, 
corresponding to the lower scalar dissipation rate in this environment.  
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Figure 4.5: The presumed β-PDF (a) and corresponding conditional scalar dissipation rate, at time t1 (b), 
at time t2 (c), and at time t3 (d), as function of mixture fraction, at mean mixture fraction of 0.5 
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Figure 4.6 (b) shows an enlargement of the ignition zone of the two environments from the 
employed technique. It clearly predicts that environment N2 ignites more rapidly than 
environment N1. This prediction is in very good agreement with the previous DNS results of 
Mastorakos et al. and Løvås et al. [5, 41] which shows that there is an inverse correlation 
between the local temperature and scalar dissipation rate. As discussed by Mastorakos et al. [41] 
this results in that high temperature regions are located where the scalar dissipation is locally low 
leading to that the locations of hot-spots (ignition spots) coincides with low scalar dissipation. As 
shown in Figure 4.6 (b) the DQCMC is indeed able to reproduce the trend that ignition first 
occurs in the environment of the low scalar dissipation. The effect of variance on ignition timing 
that DQCMC hereby captures will be of importance to the results when the DQCMC is coupled 
to CFD with local variations in scalar dissipation rate obtained from the turbulent flow 
calculation. 
Furthermore, this prediction of the ignition for the hydrogen flame for the two environments of 
the DQCMC exhibit similarities with the scatter plots reported by Kerkemeier et al., [7] as 
shown in Figure 4.4. Kerkemeier et al., studied three dimensional DNS of the autoignition of 
hydrogen plume in a turbulent coflow of hot air where they observed autoignition in regions of 
low scalar dissipation rate. As shown in the scatter plot in Figure 4.4, for temperature (first row) 
and scalar dissipation rate (second row) from left to right, the autoignition occurs at the lower 
scalar dissipation rate (last two columns of Figure 4.4). This further supports the DQCMC 
findings.    
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Figure 4.6: Conditional temperatures as function of mixture fraction (a), enlarged section of the 
conditional temperature following ignition as function of mixture fraction (b), at mean mixture fraction of 
0.5  
	   	   	  
                                                                                                              4.6 Results and Discussion	  
	   	   	  
115	  
	  
	  
Furthermore, Figure 4.7 (a) shows the maximum temperature and Figure 4.7 (b) shows the 
average temperature of the two environments and that of 1st order CMC as function of time. It is 
shown clearly in Figure 4.7 (a), that initially 1st order CMC ignites earlier than that predicted by 
the DQCMC and has a high maximum temperature, however after ignition environment N2 
rapidly takes the lead. Moreover, Figure 4.7 (b), the average temperature shows the same 
behaviour as that observed in Figure 4.7 (a) for the maximum temperature.  
Figure 4.8 and Figure 4.9 show the evolution of the concentrations of some important radicals, H 
and OH, in comparison with 1st order CMC at times t1 and t3. The variation between the 
conditional mean from the 1st order CMC and the mean from the DQCMC method is small, but 
noticeable. Moreover it can be seen that initially at time t1 for both species, as shown in Figure 
4.8 (a) and Figure 4.9 (a) environment N2 has higher values than environment N1. This is due to 
the enhanced flame development in environment N2. However, at time t3 environment N1 
predicts higher values than environment N2. This may indicate that although the temperature is 
higher for lower scalar dissipation, the enhanced chemical reactions lead to that oxidation of 
such radicals is faster resulting in lower concentrations. This effect should however be 
investigated further in comparison with direct numerical simulations. 
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Figure 4.7: Conditional maximum temperature (a) and average temperature (b), as function of time, at 
mean mixture fraction of 0.5 
	  
	  
	  
	   	   	  
                                                                                                              4.6 Results and Discussion	  
	   	   	  
117	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
 
 
 
 
 
 
 
 
Figure 4.8: H at time t1 (a) and H at time t3 (b), mass fractions as function of mixture fraction, at 
conditions with mean mixture fraction of 0.5 
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Figure 4.9: OH at time t1 (a) and OH at time t3 (b) mass fractions, as function of mixture fraction, at 
conditions with mean mixture fraction of 0.5 
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4.6.2  Case 2: Premixed Hydrogen Flame 
In this case the reactants are of well-mixed igniting flame. This is accounted for by assigning the 
Presumed β-PDF for the mixture fraction with a narrow variance of 0.01 throughout the 
simulation with a mean mixture fraction of 0.2. The corresponding PDF is shown in Figure 4.10 
(a) which shows the evolution of the presumed β-PDF for well mixed mixture fraction and are 
consistent with the experimental result as shown in Figure 4.3 [6]. Figure 4.10 (b) shows the 
corresponding conditional scalar dissipation rate resulting from the two environments of the 
DQCMC in comparison with that of the 1st order CMC where h1
f = 1.6 and h2
f = 0.4, 
respectively. Since the conditional scalar dissipation rate is calculated from the presumed β-PDF, 
and in this case it has a maximum value at a mean mixture fraction of 0.2, the corresponding 
scalar dissipation rate is found to be shifted to the lower mixture fractions and broadly 
distributed about the conditional mean of 0.2. 
Figure 4.11 (a) shows the conditional temperature at an instant in time of the two environments 
of the DQCMC and its mean in comparison with 1st order CMC. The inconsistency between the 
1st order CMC and the mean of the DQCMC is shown clearly also in this case, particularly in the 
ignition zone. Figure 4.11 (b) shows the maximum temperature from DQCMC compared with 
the 1st order CMC.  
Similar observation can be noticed in Figure 4.12 (a) and (b) for H species and OH species. The 
local deviations in mixture fraction space are significant, and it shows that the spread around 
conditional means is non-negligible in advanced turbulent combustion modelling. 
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Figure 4.10 The presumed β-PDF (a), for premixed mixture fraction and the corresponding Conditional 
scalar dissipation rate (b), as function of mixture fraction at mean mixture fraction of 0.2 and root mean 
square fluctuation of mixture fraction of 0.1 
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Figure 4.11 Conditional temperatures as function of mixture fraction (a), maximum temperature as 
function of time (b), at conditions with mean mixture fraction of 0.2 
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Figure 4.12: Conditional mass fractions as function of mixture fraction, H (a), and OH (b), at conditions 
with mean mixture fraction of 0.2 
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It was found that numerically, the DQCMC model was robust and as easy to solve as the 1st 
order CMC model. The additional terms in the DQCMC equations did not introduce difficulties 
regarding convergence of the differential equation solver. Overall, the results show that the 
DQCMC model captures the fluctuations around the conditional mean qualitatively and are 
superior to standard 1st order CMC method. Moreover, the predicted results show similarities 
with previously reported three-dimensional DNS results and observed DNS trends. In the future 
development of the DQCMC a quantitative comparison with DNS will be necessary to identify 
the range for which the assumptions are valid. The valid range of assumptions in the DQCMC 
depends on the extent of the local fluctuations or spread around the conditional mean values. If 
the initial spread around the conditional means are small, the DQCMC can be reduced to 1st 
order CMC as discussed in section 4.4 and 4.5.   
4.7 Conclusion 
In this chapter a method of direct quadrature conditional moment closure (DQCMC) which is 
based on the direct quadrature method of moment (DQMOM) [23, 44] have been presented. The 
results obtained using this method are compared to a standard 1st order CMC results. The 
analysis is performed for a simple igniting non-premixed hydrogen flame with a mechanism 
containing multiple species (9 species). The derivation begins with the transport equation using a 
presumed PDF approach where the joint PDF is expressed as a multi-peak (two environments) 
delta function; all with a given probability weight, wα, representing a distinct mixing-
environment. The resulting set of transport equations that need to be solved increases with a  
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factor Ne, where Ne is the number of chosen environments. The final conditional mean for each 
species is the weighed sum of the contributions from each environment.  
Nevertheless the mixing between the environments is properly defined without any need for 
correction factors. The results have been shown for a special case of two environments with 
equal weights where the DQCMC has an analytical solution. It is assumed that there is one 
leading variable in the chemical system such as temperature.  
The effects of the fluctuations around the conditional means are captured qualitatively and 
results from the DQCMC model demonstrate to predict the partial extinction and re-ignition of 
the turbulent flames observed from direct numerical simulations (DNS) and the predicted results 
are in very good agreement with observed trends from DNS. The method can do so with very 
low additional computational effort. The next chapter presents further study and ability of the 
DQCMC model with a larger hydrocarbon fuel. 
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Chapter 5: Turbulent Non-Premixed n-
Heptane Flame with DQCMC 
Preliminary results of this work have been previously presented in the 34th international 
symposium on combustion in Warsaw, University of Technology, Ali et al. (2012) in a poster 
pp. W4P114. 
 
5.1 Introduction 
This chapter presents further study of the direct quadrature conditional moment closure 
(DQCMC) method and describes the simulation results for turbulent non-premixed n-heptane 
flames. In here, the suitability of the DQCMC model is primarily examined for a larger 
hydrocarbon fuel (C7H16). The current analysis in this work is performed for n-heptane flame 
using detailed multi species chemical scheme containing 67 species interacting in 265 reactions 
[117]. Similarly, as discussed in the previous chapter, the effects of the observed fluctuations of 
scalar dissipation around the conditional mean values are captured qualitatively and the predicted 
results follow very well the observed trends from previous direct numerical simulation (DNS) [5, 
41]. In addition, the obtained results are in very good agreement with experimental data from a 
shock tube concerning ignition delay time. In all cases the results obtained with the DQCMC for 
n-heptane flames are of interest and the differences between the first order CMC and DQCMC 
results are discussed further in detail in comparison with the observed DNS trend.  
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This chapter is organised as follows; in section 5.2, a brief background review is presented 
followed by the numerical solution in section 5.3. Section 5.4 shows the results and discussions. 
Lastly, conclusions are given. 
5.2 Background and Problem Description 
At present in turbulent combustion research, problems of particular interest are the non-premixed 
and partially premixed flames [21]. Turbulent non-premixed flames are employed in many 
practical applications such as diesel engines, gas turbines, industrial furnaces and boilers, etc. As 
most of these practical combustion processes involve turbulent mixing of gases, the interactions 
between the turbulent flow field and the chemical processes are important to study. However, the 
accurate description of mixing of scalars and chemical reaction is a very complex field in 
turbulent combustion modelling [126]. In the last few decades, there have been extensive 
research studies focusing efforts to clearly understand and realistically model the physical 
processes involved in turbulent reactive flows as well as to optimize the design of combustion 
equipment. Nevertheless, the accurate descriptions of realistic turbulence-chemistry interactions 
that can determine chemical conversion rates and flame stability are phenomena that are 
challenging for even the most advanced combustion models.  
As discussed in previous chapters, this micro-mixing (i.e., the mixing of fuel and air at a scale 
relevant for combustion) of the turbulent mixing and chemical reactions can be modelled by 
means of Conditional Moment Closure (CMC) which is one of the well-known method for 
modelling turbulent non-premixed flames [6]. The first order CMC accounts for conditional  
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means only and cannot satisfactorily predict the fluctuations around the conditional mean values 
of temperature and concentration profiles in flames with some local extinction and re-ignition 
phenomena. The difficulty of the first order CMC associated with capturing mainly ignition and 
extinction phenomena have been discussed previously in section 4.3. As shown in Figure 4.1 and 
4.2, the simulation results of the non-premixed turbulent combustion flames from direct 
numerical simulation (DNS) show the existence of fluctuations around the conditional mean 
values [41].  
This inconsistency or fluctuations around the conditional mean values have been demonstrated in 
several past studies with direct numerical simulation (DNS) of turbulent non-premixed flames. 
Løvås et al. studied auto-ignition in turbulent non-premixed flows with simple and complex 
chemistry in three dimensional direct numerical simulations (DNS) [5]. The reported results 
reveal the significance of temperature fluctuations on ignition times and shows that auto-ignition 
is correlated with the low value of scalar dissipation rate. It is also shown that the temperature is 
high where the conditional scalar dissipation rate is low and vice versa. Furthermore, as 
discussed in section 4.3, the significance of scalar dissipation rate fluctuation is imperative (as 
shown in Figure 4.1). Since scalar dissipation fluctuations or spread around the conditional mean 
values at a given mixture fraction can directly be related to temperature fluctuations as the 
temperature increment above the initial value (as shown in Figure 4.2) or equivalently the 
reactedness as defined by Løvås et al. [5]. In earlier studies, Mastorakos et al. analysed auto-
ignition in two dimensional DNS in turbulent mixing flows and illustrated that the maximum 
location of the reactedness or re-ignition spot is close to stoichiometric conditions and associated  
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to low scalar dissipation rates [41]. Hence, it is certain that the turbulent fluctuations or spread 
around the conditional mean at a given mixture fraction for the scalar dissipation rate leads to the 
existence of local re-ignition and extinction spots in the flame and consequently leads to the 
inconsistency in species mass fractions. Moreover, it is undisputed that re-ignition events are 
caused by locally increased temperatures and are correlated to low scalar dissipation rates and 
with substantial fluctuations in scalar dissipation rate. Therefore, it suggests that ignition will 
occur at dissipation rates lower than the averaged mean predicted by the simplified first order 
CMC method. Similarly, due to local extinction, temperature fluctuations or spread around its 
conditional mean become significant and modelling becomes uncertain and may lead to 
inaccurate results when these fluctuations in the closure of the chemical reaction rate terms in the 
reactive species transport equations are neglected. Thus, if re-ignition and extinction is to be 
captured, it is important to take into account the fluctuations in the closure of the chemical 
equations for advanced turbulent combustion modelling system.  
As discussed in section 4.3, number of studies reported in literature reveals the significance of 
temperature fluctuations around the conditional mean values in turbulent non-premixed flames. 
Thus, it is clearly essential to include the temperature fluctuations in the turbulent modelling of 
CMC in order to capture the events of extinction and re-ignition. There are several turbulent 
combustion models developed for the treatment of isotropic homogenous turbulence, entirely 
burning flames and flames that show extinction are well understood [21]. On the other hand 
models for inhomogeneous flows with extremely complicated process such as extinction and re-
ignition are not straightforward to formulate. This is due to the fact that these models have to  
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take into account the complex interactions between chemical reactions involving local 
fluctuations in turbulent mixing that lead to extinction in the flames and the local flame 
structures that lead to re-ignition spot in the flames [119, 120]. This is made difficult by the 
irregular distribution of the inhomogeneous flow that has an effect on the fluctuations which is 
not accounted for in the standard models for inhomogeneous turbulent combustion. Nonetheless, 
recent Direct Numerical Simulation DNS data suggests that two key features are essential for 
successful modelling strategy such as the representation of the Probability Density Function PDF 
of the scalar dissipation rate and a mechanism for interactions in local flame structure [119, 120]. 
The accurate treatment of extinction and re-ignition is considered to be an important factor in 
determining how flame stabilization occurs in practical combustion devices [21].  
The extinction and re-ignition events can be treated with improved mixing models such as the 
methods based on the solution of a transport equation for the joint scalar probability density 
function PDF method. However, the joint PDF methods use a Monte-Carlo type solution for the 
closure of the scalar mixing and thus are relatively expensive in computational terms as 
discussed in section 1.6.3. Furthermore, methods such as multiple mapping conditioning [32] and 
second order CMC [31] are developed to take into account large fluctuations around the 
conditional mean values and their application have shown some developments over the simple 
first order CMC. However, second order closures of the CMC are often based on Taylor 
expansions of the conditional reaction rate term, hence the need to solve the transport equation of 
the second order closure terms for the conditional variance and covariance’s that involve further 
closures of uncertain validity. Therefore, both of these approaches are not straightforward to  
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implement in practical modelling or in computing second order terms for the unknown variable 
and the corresponding source terms and are associated with computational and theoretical 
uncertainties. Modelling of the unclosed terms and its corresponding source term that need 
further modelling cannot be measured in experiments at present. Similarly, modelling these 
terms using DNS data is very difficult and is computationally more expensive and time 
consuming. Thus, new promising alternative strategy that can easily be implemented in practical 
modelling is desirable.  
Currently computationally economical methods of practical importance for non-premixed 
combustion are the presumed PDF approaches based on the mixture fraction concept, where 
turbulent fluctuations of the reactive scalars are associated with the turbulent fluctuations of the 
mixture fraction. The first order CMC is one of these well-established techniques for closure of 
the chemical source term in transport equations for turbulent combustion modelling due to its 
general mathematical formulation [6]. As mentioned previously the first order CMC only 
accounts for mean conditional values and does include local fluctuations around the conditional 
mean values. It may therefore be worthwhile to develop the first order CMC methods that can 
handle complex chemistry and the effects of fluctuations at reasonable computational cost.  
As discussed in details in the previous chapter, the DQCMC method which is based on the Direct 
Quadrature Method of Moments (DQMOM) [23, 45] coupled with the first order CMC equations 
serves this purpose and also it is easily implementable in existing CMC formulation for CFD. 
The observed fluctuations of scalar dissipation around the conditional mean values are captured 
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by the treatment of a set of mixing environments; in this case two mixing environments, each 
with its pre-defined weight. The resulting equations are similar to that of the first-order CMC, 
and the “diffusion in the mixture fraction space” term is strictly positive and no correction 
factors are used. When the DQCMC is modelled by means of two mixing environments the 
resulting matrices of the DQCMC can be inverted analytically.  
This chapter aims to validate and investigate further this model (DQCMC) capability for a larger 
hydrocarbon fuel. Thus, the simulations have been extended with a more rigorous chemistry 
consisting of a 67 species and 265 reactions of n-heptane detailed mechanism [117]. The general 
equations derivation of the DQCMC has been previously described in details in section 4.4, and 
will not be repeated in here. The numerical simulation is presented next for the current study of 
the DQCMC with n-heptane flame thereafter the analysis of a special case, namely where the 
number of two mixing environments, i.e., Ne = 2, have been investigated where the resulting 
matrices of the DQCMC can be inverted analytically. 
5.3 Numerical Solution 
The numerical implementation of the DQCMC equation is discussed in section 4.5. Nonetheless, 
major steps of the simulation and constant values employed are outlined below to highlight the 
main assumption of the DQCMC solution for the n-heptane flame. The numerical simulation of 
the DQCMC model consists of the following main steps:  
As discussed in section 3.5 (see Eq. 3.29), this method is coupled with the first order CMC 
equation and initially the number of environment Ne is defined as two mixing environments.  
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Thereafter, the presumed shape of the mixture fraction PDF is defined, which is based on the 
most commonly used beta function PDF approach (as discussed in section 3.4.2). From the β-
PDF, the scalar dissipation rate is calculated according to the double integration of Eq. (3.26) as 
discussed in section 3.4.3. The scalar dissipation rate of each environment, Nα, is consequently 
defined according to the fluctuations coefficient as illustrated in section 4.4, resulting in Ne Ns 
number of ODE’s of the form given by Eq. (4.21) that need to be simultaneously solved for the 
DQCMC system. 
In the special case of employing two mixing environments with equal weights (w1 = w2 =1/2), the 
DQCMC equation Eq. (4.21) have an analytical solution. The presumed spread in scalar 
dissipation rate is given by  in Eq. (4.22). As discussed in section 4.4, the current analysis of 
the DQCMC is a presumed mixture fraction PDF approach and presently not coupled with CFD 
and therefore has no dynamic local variations in the scalar dissipation rate. However, if the 
methodology is coupled with CFD in future, the estimated fluctuation coefficient can be obtained 
from the turbulent flow calculation. Therefore, the initial spread in scalar dissipations rate is 
given by !Nα = hα
f .N  where hα
f  is a user-set fluctuation coefficient and is employed as a constant 
value. Thus, the constant hα
f  shaping the fluctuation coefficient for the two chosen environments 
in the scalar dissipation rate and have been set similar to that in the previous hydrogen flame 
(i.e., h1
f = 1.6 for the first environment N1 and h2
f = 0.4 for the second environment N2). As 
discussed previously this is in good agreement with the results of Smith and Fox [46] where 
Direct Numerical Simulation DNS was used to evaluate the values of the fluctuation coefficient.  
N ʹ′
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The fluctuation coefficients are here for simplicity only and considered to be constant throughout 
the simulation in the present analysis. As mentioned above, if the methodology is coupled with 
CFD in future work, the estimated fluctuations coefficient can be obtained from the turbulent 
flow calculation. The fluctuations can be estimated by using any standard turbulence model such 
as high Reynolds number k-ε turbulence model [124] or Reynolds stress turbulence models [125] 
in the flow field. 
The additional fixed parameters in the DQCMC model are the constants value associated to the 
mixing rate γ in Eq. (4.23) such as the CY term. This has been set the same as that had been 
adopted for hydrogen flame in the previous study (i.e., CY = 2) following the work of Smith and 
Fox [46] as they investigated the validity of the mixing constant in the IEM micro-mixing model. 
Their results show that certainly the mixing term is not constant however, it strongly depends on 
the Damkohler (Da) number and time variable such as the scalar variance.  
Moreover, it is noticeable that detailed explanations of the micro mixing have to account for this 
inconsistency in the mixing constant. However, Smith and Fox [46] concluded that the mixing 
constant rapidly takes a value of around CY = 2 for low Da number and also showed that the 
range of the contribution of inter-environmental mixing was realistic and accurate in comparison 
with direct numerical simulation DNS data for low Da numbers.  
However, in the case of higher Da numbers a clear deviation was observed from the direct 
numerical simulation DNS data. In the case of this study with DQCMC for n-heptane flame, we 
aim to develop an economical and simplified analytical method. Thus, we implement this value  
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with emphasis that the present method is limited to situations of low Da number (as discussed 
also in the previous study for the hydrogen flame).  
In order to examine the influence on the final result of the present study for the non-premixed n-
heptane flames results, it can also be mentioned that other constant values of the CY term have 
been tested such as CY =1 close to the adopted value of the term CY = 2. However, it shows a very 
small influence and gave a temperature variation of approximately 8-10 Kelvin throughout the 
flame. This finding for the term CY =1 is similar to the results that were noted from the analysis 
of the DQCMC with nine species of hydrogen flames [1] in the previous chapter. Furthermore, it 
will be significant to employ a simple time dependency to account for the time variations 
observed from direct numerical simulation DNS in future application of the DQCMC scheme. 
The other DQCMC model variable in Eq. (4.23) are all obtained from the simulation (i.e., the 
PDF, fy; the scalar dissipation rate, N(y); and the variance, σ).  
Finally, n-heptane air flame details are summarised in table 5.1. Other details of the simulation 
for the two cases of the n-heptane flame will be describe below and the time evolution of Eq. 
(4.21) for each species is solved using a numerical ODE solver such as VODPK [118] as 
discussed in section 3.6. 
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Table 5.1: n-Heptane air flame details 
 
5.4 Results and Discussion 
In this section the results of the current analysis is presented for two cases of n-heptane flames; 
initially the first case of results are from an ignition of homogeneous mixtures at two different 
pressures over a wide range of higher temperature regime are presented and discussed in order to 
demonstrate the DQCMC model validity against experimental work. The second sets of results 
are from simultaneous mixing and igniting n-heptane-air flame to a fully developed stationary 
flame. Lastly, a figure (Figure 5.11) showing results from mixing and igniting flame at different 
pressures is given.  
 
 Parameters Values 
0ξ =  
(Air Stream) 
2H
Y  
2O
Y  
2N
Y  
T 
0 
0.233 
0.767 
1200 K 
ξ =1  
(Fuel Stream) 
YC7H16  
2O
Y  
2N
Y  
T 
1.0 
0 
0 
500 K 
	   	   	  
                                                                                                             5.4 Results and Discussion 
	   	   	  
136	  
	  
 
5.4.1  Homogenous and Experimental Validation 
In order to validate the DQCMC model, the simulation results for homogenous n-heptane flame 
are discussed against the available experimental data [8]. Figure 5.1, shows the simulation results 
for homogenous igniting flame close to stoichiometric condition. The presumed β-PDF is shown 
in Figure 5.1 (a), whereas the resulting conditional scalar dissipation rate in Figure 5.1 (b) and 
ignition delay against experimental data is given in Figure 5.2. In this case the reactants are of a 
well-mixed igniting flame. This is accounted for by assigning the presumed β-PDF for the 
mixture fraction with a uniform variance of 0.005 throughout the simulation with a mean mixture 
fraction of 0.1. The adopted mean mixture fraction and variance will be discussed later.  
The corresponding mixture fraction PDF is plotted in Figure 5.1 (a), which shows the evolution 
of the presumed β-PDF from the simulation results for a well-mixed mixture fraction 
composition. It is shown that the presumed PDF from a well mixed condition developing into 
PDF that has a sharp peak and is broadly distributed about the mean mixture fraction value of 
0.1. This corresponds to a well mixed heptane-air flame and satisfies the experimental result for 
the β-PDF (demonstrated previously in Figure 4.3 [6]). 
Figure 5.1 (b) shows the corresponding conditional scalar dissipation rate resulting from the two 
environments, N1 and N2 of the DQCMC scheme where h1
f = 1.6 and h2
f = 0.4 respectively. 
Recall that the employed scalar dissipation rate is calculated from the double integration of the 
presumed shape of the mixture fraction PDF given by Eq. (4.2) in combination with the 
definition of Nα following Eq. (4.4) for the same time instants and is also discussed previously in 
Eq. (3.27).  
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Figure 5.1: The presumed β-PDF (a) for premixed mixture fraction and the corresponding Conditional 
Scalar dissipation rate (b), as function of mixture fraction at mean mixture fraction of 0.1 and root mean 
square fluctuation of mixture fraction of 0.07  
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It can be noted that the conditional scalar dissipation rate is developed into the well-known bell 
shape and has a maximum dissipation rate at a mixture fraction of around 0.27. Since the 
conditional dissipation rate is calculated from the presumed β-PDF, and in this case it has a 
maximum value at a mean mixture fraction of 0.1. The corresponding scalar dissipation rate is 
found to be shifted to the lower mixture fractions in comparison with the standard bell-shaped 
dissipation rate. Note that the spread or fluctuations in the scalar dissipation is present between 
the two environments of the DQCMC (i.e., about 5 times) although in absolute value it is little 
when compared to the non-premixed case in Fig 5.4 (b, c and d). Thus, does not affect 
significantly the ignition timing of the two environments of the DQCMC scheme as shown in 
Figure 5.2 below.  
Figure 5.2, shows the ignition delay from the simulation, resulting from the homogenous igniting 
mixture of n-heptane flames in comparison with the experimental results. The ignition delays 
observed in this mode have been calculated for two different pressures of 6.5 and 13.5 bar over a 
wide range of temperatures in the high-temperature regime for which the experimental data from 
a shock tube experiment are available by Ciezki et al. [8]. In the current analysis, similar 
temperature range of the experimental condition has been used in the simulation which covers a 
range between 1000 K and 1350 K for the oxidizer with initial fuel temperature of 500 K.  
For the experimental conditions in the shock tube an equivalence ratio of 2 has been used and 
reported. Since the CMC frame work is in mixture fraction space, a corresponding value is found 
following the procedure of G. H. Ko et al. [9]. The authors have investigated fuel equivalence 
ratio and mass fraction as a function of mixture fractions of heptane-air flames.  
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According to G. H. Ko et al., the fuel equivalence ratio follows a function of mixture fraction for 
heptane-air flames, as shown in Figure 5.3 [9]. The relation between the mixture fraction and 
equivalence ratio is also shown in Turns textbook [20]. Thus, a value of 0.1 for the mean mixture 
fraction with a variance of 0.005 has been used for the presumed beta PDF calculation and 
corresponding conditional scalar dissipation rate as discussed above in Figure 5.1 (a) and Figure 
5.1 (b). This gives a close approximation of the equivalence ratio of 2 for homogenous ignition 
as described for the n-heptane-air flames by G. H. Ko et al. [9].  
 
 
 
 
 
 
 
 
 
 
Figure 5.2: Auto-ignition delays times for homogenous mixture. Experimental data from Ref. [8] 
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In the current simulation, the explanation of the ignition delay is arbitrarily taken as the time, 
when the Favre averaged temperature first exceeds 1600 Kelvin. This is based on the 
consideration that the high temperature regions are responsible for the experimentally detectable 
chemiluminescence (normally defined: is the emission of light “luminescence” as a result of 
chemical reaction) signal. This definition of the ignition delay is consistent with the results and 
discussion reported for the n-heptane spray autoignition by Wright et al. [127]. Considering the 
broad range of conditions, Figure 5.2 shows a very good agreement at nominal temperatures 
between the computed ignition delay times and experimental data at nominal temperatures. For 
the highest pressure of 13.5 bars, the computed ignition delay slightly over estimated the 
experimental ignition delay times at temperature close to 1000 K. However, ignition delay at the 
temperature (considered in this study for the non-premixed flame in the subsequent studies) 
proves to be in greater agreement with experimental data. 
In the case of non-premixed n-heptane flames simulations, the results obtained for a pressure of 
10 bars, which is an average of the two previous pressures (i.e., 6.5 bars and 13.5 bars) reveal 
greater agreement between the simulated and experimental study. In addition, the ignition delay 
times given in Figure 5.2 shows very similar profile for the two environments N1 and N2 of the 
DQCMC system and that of the 1st order CMC except close to 1350 K where the DQCMC 
exaggerate the ignition delay time slightly. However, this shows that for homogenous mixture 
and small fluctuations the DQCMC predict similar results as that of the 1st order CMC. This 
finding support the assumption as discussed in chapter 4 (section 4.4), that the DQCMC can be 
reduced to 1st order CMC only if the conditional fluctuations are small.  
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Figure 5.3: Fuel equivalence ratio as a function of mixture fraction of heptane-air flames [9] 
 
 
5.4.2  Non-Premixed Flames 
In this sub section the main analysis of the current study for the non-premixed n-heptane flames 
results are presented. In this case the reactants are initially partially non-mixed, gradually mixing 
to a well-mixed flame. This is accounted for by assigning the presumed β-PDF for the mixture 
fraction with an initially quite high variance in the mixture fraction, which gradually is 
decreasing throughout the simulation to a well-mixed mixture fraction value.  
The resulting mixture fraction PDF of the simulation is plotted in Figure 5.4 (a) at three different 
instants of times during the simulations with the corresponding scalar dissipation rate is shown in 
Figure 5.4 (b, c and d). It is important to recall that the employed scalar dissipation rate is  
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calculated from the double integration of the presumed shape of the mixture fraction PDF given 
by Eq. (4.2) and the fluctuations coefficients is employed as discussed above. Simulation results 
obtained for this case will be discussed explicitly in detail in the analysis below. The initial 
oxidizer temperature which in this case is air, is 1200 K and the initial fuel temperature is 500 K, 
at 10 bar of pressure. 
Following are shown two different types of simulation results for the non-premixed flames. The 
first set of results (Figure 5.4 to Figure 5.10) shows an igniting flame where the reactants in the 
simulation are initially partially non-mixed with a presumed β-PDF with a relatively high 
variance of 0.12 to a very well mixed mixture fraction with a relative small variance of 0.04, all 
at conditions with mean mixture fraction of 0.5. Results shown in Figure 5.11 are from a 
simultaneously mixing and igniting flame with similar conditions as the first set of the non-
premixed flames, except for that the pressure has been varied.  
The first sets of results for the non-premixed flames in Figure 5.4 to Figure 5.10 are shown for 
three different instants of times and will be investigated in detail here. The time t1 indicate the 
initial time of the simulation, t2 indicate the ignition time and t3 is the final time for a fully 
developed stationary flame. The other terms in the plots such as, N1 and N2 indicate the results 
from the two different chosen environments of the present analysis and the DQCMC Mean is the 
average of the weighted two environments from the DQCMC scheme.  
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Figure 5.4: The presumed β-PDF (a) and corresponding Conditional Scalar dissipation rate at different 
time (b, c and d) as function of mixture fraction, at mean mixture fraction of 0.5 
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Figure 5.4 (a) shows as previously mentioned the evolution of the corresponding presumed β-
PDF in mixture fraction for three different instants of times in the present case of the study. It is 
clearly shown that the PDF gradually develops starting from a partially mixed state in the 
mixture fraction particularly at time t1 where it has a variance of 0.12 to a well-mixed mixture 
condition at time t3 with a relatively narrow variance of 0.04. Initially at time t1 the presumed 
PDF is shown to have a double sharp peaked outline in the mixture fraction particularly near the 
mixture fraction η = 0 and 1, which indicates the partially unmixed condition of fuel and air in 
the mixture fraction developing into a very well-mixed mixture fraction PDF outlined as the bell 
shape at time t3 with highest value at a mean mixture fraction of 0.5. The evolution of the 
presumed β-PDF is in very good agreement with the behaviour of the experimental mixture 
fraction PDF and satisfies the experimental results of beta function PDF form as shown in Figure 
4.3 of Klimenko and Bilger [6].  
Figure 5.4 (b) shows the corresponding profile of the conditional scalar dissipation rate at time t1 
from the DQCMC scheme resulting from the two chosen environments with the fluctuation 
constant value as h1
f  = 1.6 and h2
f  = 0.4 respectively with that of the first order CMC as function 
of mixture fraction at the start of the simulation where fuel and air are partially mixed. From 
Figure 5.4 (b, c and d), it is clearly shown that the average of the corresponding conditional 
scalar dissipation rate from the two chosen environments of the DQCMC method (DQCMC 
Mean) and the 1st order CMC mean have the equivalent conditional dissipation rate. However, 
the fluctuations in the two environments from the DQCMC method are significant and have an 
effect on the flame temperature and species concentrations as will be discussed below. 
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Figure 5.4 (c) shows the development of the conditional scalar dissipation rate as function of 
mixture fraction at ignition time indicated as time t2 and finally Figure 5.4 (d) shows the 
evolution of conditional dissipation rate as function of mixture fraction for a well-mixed mixture 
fraction indicated as time t3 for the final time of the simulation for a developed flame. From 
Figure 5.4 (b), it can be observed that the resulting conditional scalar dissipation rate is slightly 
shifted to higher mixture fractions compared to the standard presumed bell shape dissipation rate. 
As mentioned above the scalar dissipation rate is derived from the mixture fraction PDF rather 
than being presumed, and it can also be noticed that initially at time t1 the conditional scalar 
dissipation rate is not fully developed and slightly shifted to the air side in the mixture fraction 
since the β-PDF is not fully developed as fuel and air is partially mixed. However, at time t3 as 
the β-PDF is developed fully since fuel and air is well mixed, the conditional dissipation obtains 
the known bell-shape in the mixture fraction space. In addition it can also be seen that a higher 
scalar dissipation in environment N1 at time t1 and faster mixing results in a faster decrease in 
the scalar dissipation rate at time t3. This verifies the correlation between the higher scalar 
dissipation rate and faster mixing results in a faster decrease in the scalar dissipation. 
Figure 5.5 shows the conditional temperature profile for a fully developed stationary flame at 
time t3 and an enlargement of the ignition zone at time t2 resulting from the DQCMC scheme in 
comparison with the conditional mean of the first order CMC. In Figure 5.5 at time t3 for a fully 
developed flame, the 1st order CMC and the DQCMC shows similar profile at peak temperature 
of the flame. However, the inconsistency between the conditional mean from the two 
environments of the DQCMC method and the conditional mean of the 1st order CMC in the fuel  
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rich side of the flame is noticeable. This suggests that the large fluctuations lead to inconsistency 
in the flame temperature around the conditional mean in the fuel rich side of the flame that is 
under predicted by the first order CMC. However, the DQCMC shows to capture this 
discrepancy. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.5: Conditional temperature as function of mixture fraction 
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Moreover, it should be noted that the predicted temperatures of environment N2 is higher for 
fully developed flame at time t3 and at time t2, corresponding to lower scalar dissipation rate for 
this environment. This is particularly clear at time t2 which shows that environment N2 ignites 
more rapidly than environment N1 corresponding to the lower scalar dissipation rate in this 
environment. This finding is consistent with the previous study of the DQCMC for hydrogen 
flame in the previous chapter. Moreover, as discussed in the former chapter this prediction is in 
very good agreement with the direct numerical simulation DNS results of Mastorakos et al. [41] 
and Løvås et al. [5] which describes that ignition is correlated with the low values of scalar 
dissipation rate and the temperature is high where conditional scalar dissipation rate is low. 
These findings support the assumption that there is an inverse correlation between the local 
temperature and the scalar dissipation rate often resulting in local hot spots and ignition spots. 
Indeed there are various other studies showing this assumption that there is an inverse correlation 
between the local flame temperature and scalar dissipation rate. However, to keep the discussion 
simpler and clear the current results are mainly discussed in comparison with these two DNS 
results. 
Figure 5.6 (a) shows the average temperature profile during the flame development of the two 
environments of the DQCMC system in comparison to first order CMC as a function of time. 
The variations are shown clearly and similar observations have been noted in Figure 5.6 (b) for 
maximum temperature, where initially environment N2 ignites more rapidly compared to the 1st 
order CMC, corresponding to the lower scalar dissipation rate in this environment.  
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Figure 5.6: Average temperature (a) and Maximum temperature as function of time (b) at mean mixture 
fraction of 0.5 
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It also shows quite clearly that environment N2 and the DQCMC Mean predicts higher average 
temperature as a function of time during the flame enhanced development process. This reveals 
further variation between the DQCMC scheme and the 1st order CMC. Figure 5.6 (b) shows the 
maximum temperature profile of the two chosen environments of the DQCMC method and that 
of the first order CMC as function of time. It reveals very similar results as discussed for the 
previous Figure 5.5. The profiles also show that the variation between the maximum temperature 
of the 1st order CMC and the mean value of the maximum temperature from the DQCMC 
method gets smaller in the stationary developed flame. However, it is clearly noticeable that 
environment N2 of the DQCMC predicts higher maximum temperature in the flame 
corresponding to the lower scalar dissipation rate in this environment.  
The overall finding in Figure 5.6 (a, b) shows that the 1st order CMC ignites almost at the same 
time as the environment N1 of the DQCMC scheme and interestingly is different from the 
finding observed in the previous chapter for the hydrogen flame in Figure 4.6 (a, b). It suggests 
that higher hydrocarbons are more sensitive to local scalar dissipation rate than hydrogen. 
Figures 5.7 to Figure 5.10 show the concentration profiles of the major radicals OH, H, H2 and 
C2H2 of the DQCMC scheme in comparison with that of the 1st order CMC as a function of 
mixture fraction at times t2 following ignition and at time t3 for a fully developed stationary 
flame.  
Initially following ignition at time t2, in Figures 5.7 (a), Figure 5.8 (a), Figure 5.9 (a) and Figure 
5.10 (a), show similar observation as discussed previously in the case of conditional temperature 
profiles; for all four species environment N2 has higher values than environment N1.  
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This observation is realistic due to the enhanced flame development in environment N2. 
However, in Figure 5.7 (b) OH and Figure 5.8 (b) H species concentration at time t3 for the 
environment, N1 predicts higher concentration values than environment N2.  
This finding is similar to that of the hydrogen flame in the former chapter where the OH and H 
radicals showed the same results for a fully developed flame. As discussed in the previous 
chapter this may possibly show that although the temperature is higher for environment N2 for 
lower conditional scalar dissipation rate, the improved chemical reactions lead to that oxidation 
of such radicals is faster resulting in lower concentrations in environment N2 of the radicals OH 
and H in the developed flame.  
Nonetheless, this effect of the OH and H radicals should conversely be investigated further in 
comparison with direct numerical simulations in future. Furthermore, Figure 5.9 (b) for H2 and 
Figure 5.10 (b) for C2H2 species show higher concentration values in environment N2 than 
environment N1 at time t3. This also reveals that the mean concentration values of the 1st order 
CMC under predict these concentrations in comparison with the DQCMC scheme in the 
developed flame. The DQCMC shows wider concentration profile for both H2 and C2H2 and that 
on the fuel rich side these concentrations are under predicted by the 1st order CMC.  
This shows significant difference between the 1st order CMC and the DQCMC scheme. This 
enhanced prediction of the wider concentration profiles on the fuel rich side of the acetylene 
C2H2 with the DQCMC system can be of great importance for the prediction of particulate 
formation such as soot. This effect will be of interest for the next chapter, presenting the 
DQCMC system for soot prediction. 
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Figure 5.7: OH mass fractions following ignition (a) and OH mass fractions (b) as function of mixture 
fraction, at conditions with mean mixture fraction of 0.5 
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Figure 5.8: H mass fractions following ignition (a) and H mass fractions (b) as function of mixture 
fraction, at conditions with mean mixture fraction of 0.5 
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Figure 5.9: H2 mass fractions following ignition (a) and H2 mass fractions (b) as function of mixture 
fraction, at conditions with mean mixture fraction of 0.5 
 
	   	   	  
                                                                                                             5.4 Results and Discussion 
	   	   	  
154	  
	  
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.10: C2H2 mass fractions following ignition (a) and C2H2 mass fractions (b) as function of 
mixture fraction, at conditions with mean mixture fraction of 0.5 
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The results presented in Figure 5.11 are from a non-premixed flame of similar conditions as the 
previous set of results (Figure 5.4 to Figure 5.10) except that the pressure has been varied. The 
mean mixture fraction is 0.5 and initially starting from partially mixed conditions with a 
presumed beta PDF variance of 0.12, and develops to a well-mixed mixture fraction with a 
variance of 0.04. Following shows the results for the various pressures and only an enlargement 
of ignition zone is presented. It shows the ignition of environment N2 that occur rapidly 
corresponding to lower scalar dissipation rate and the effect of pressures on the reaction zone in 
terms of temperature profiles in comparison with the 1st order CMC. The ignition is defined as 
discussed in the homogenous case as when the Favre averaged temperature first exceeds 1600 K. 
Figure 5.11 (a) shows the temperature profile at a point of ignition or an enlargement ignition 
zone for a pressure of 6.5 bar, Figure 5.11 (b) 13.5 bar, Figure 5.11 (c) 20 bar and 40 bar Figure 
5.11 (d) as a function of mixture fraction.  
The result clearly shows that the reaction zone is quite narrow for the low pressure predicted by 
the DQCMC and the 1st order CMC in comparison to higher pressure. Figure 5.11 (a) shows 
large variations between the DQCMC Mean and the conditional mean of the 1st order CMC for 
the low pressure at 6.5 bar. This also shows that at low pressure, the first order CMC under 
predict the ignition time significantly in comparison with the environment N2 of the DQCMC for 
the low scalar dissipation rate. As discussed, this is consistent with the DNS results of 
Mastorakos et al. [41] and Løvås et al. [5]. However, at higher pressure as shown in Figure 5.11 
(d), the differences between the conditional mean of the first order CMC and the DQCMC Mean  
 
	   	   	  
                                                                                                             5.4 Results and Discussion 
	   	   	  
156	  
	  
 
is smaller in comparison to the low-pressure ignition profile as shown in Figure 5.11 (a). 
Moreover, it is interesting to note that at higher pressure as shown in Figure 5.11 (d), the 
fluctuations between the environments N1 and N2 show a wider ignition profile for the DQCMC 
even though the mean values of the first order CMC and the DQCMC Mean show smaller 
variations. This further shows that at higher pressure the first order CMC under predict the 
ignition time in comparison with the environment N2 of the DQCMC as shown in Figure 5.11 
(d).  
Overall, the results suggest that the DQCMC show the ability to capture the ignition timing 
reasonably well in comparison with the first order CMC in particular for the low scalar 
dissipation rate. Furthermore, the prediction of the DQCMC is consistent with the previous DNS 
results. This will be important in future development of the DQCMC in CFD to study the trend 
of autoignition and extinction in turbulent flames.       
In general, the results clearly show that the fluctuations or spread around the conditional mean 
values of scalar dissipation rate results in a corresponding spread in temperature. The results also 
show that there is an inverse correlation between the local temperature and scalar dissipation 
rate. As noted in Figure 5.5 and Figure 5.6 higher conditional dissipation rate leads to lower 
temperature in environment N1 and higher temperature is predicted in the flames mostly for 
lower scalar dissipation rate as noted from the environments N2 of the DQCMC scheme. This 
shows that the local variations in mixture fraction space are significant and cannot be ignored in 
advanced turbulent combustion modelling.  
 
	   	   	  
                                                                                                             5.4 Results and Discussion 
	   	   	  
157	  
	  
 
 
  
Figure 5.11: Conditional temperature following ignition at 6.5 bars (a) 13.5 bars (b) 20 bars (c) and 40 
bars (d) as function of mixture fraction, at conditions with mean mixture fraction of 0.5 
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Numerically, the solution of the DQCMC model was found to be robust and as easy to solve as 
the 1st order CMC model for the n-heptane fuel mechanism. The additional terms such as the two 
environments and the mixing term between the environments in the DQCMC equations did not 
introduce difficulties concerning convergence of the differential equation solver. Furthermore, 
modelling of the detailed hydrocarbon fuel with DQCMC scheme show enhanced results to the 
work previously presented in the earlier chapter for a simple hydrogen flame.  
Overall, the DQCMC follows very well the previously observed DNS trends and are in very 
good agreement with the available experimental data and the results show that the model has a 
very good capability to predict the fluctuations around the conditional mean values partial 
extinction and re-ignition. In future development work of the model, all terms in the DQCMC 
equations should be evaluated with DNS data and the range of validity of the simplified 
assumptions should be quantified. As discussed, in the previous chapter the assumptions in the 
DQCMC depend on the extent of the local fluctuations around the conditional mean. The valid 
range of this assumption has to be assessed with DNS data. Nonetheless, if the initial spread 
around the conditional means are small, the DQCMC can be reduced to 1st order CMC as 
discussed in section 4.4.   
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5.5 Conclusion 
In this chapter detailed analysis of the direct quadrature conditional moment closure (DQCMC) 
method for hydrocarbon fuel have been presented and validated. The current analysis is 
performed for an igniting non-premixed n-heptane flame with a detailed mechanism containing 
67 species. The results from the detailed hydrocarbon fuel with DQCMC scheme show improved 
results to the work previously presented in the earlier chapter for a simple hydrogen flame with 
only 9 species. The effects of the fluctuations around the conditional means are captured 
qualitatively. The results from the DQCMC model show clear variation with the 1st order CMC 
method particularly on the fuel rich side of the conditional temperature and the important radical 
for soot formation such as the acetylene. The predicted results from the DQCMC model show to 
predict qualitatively the trends of fluctuations around the conditional mean as observed from 
previous DNS results. Since there is no specific DNS data available for comparison of the 
particular fuel mechanism studied in this thesis. Therefore, the present result of the DQCMC are 
discussed based on the comparison with the DNS trend, which shows the modelling results 
follow very well the observed trends from DNS [5, 41] and are in very good agreement with 
available experimental data from a shock tube concerning ignition delays time [8]. The results 
suggest that the DQCMC is the ability to predict the trend of partial extinction and reignition in 
turbulent non-premixed flames. The present study strongly encourages the DQCMC model 
implementation into CFD in future work to study this phenomenon. The next chapter extends the 
current analysis further where a semi-empirical soot model is included with the DQCMC model 
to capture the soot formation in non-premixed turbulent flames. 
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Chapter 6: Soot Formation in Turbulent 
Non-Premixed n-Heptane Flames 
6.1 Introduction 
The present chapter investigates the effects of particulates formation such as soot from the 
incorporation of a semi-empirical soot model into direct quadrature conditional moment closure 
(DQCMC) approach to model turbulent non-premixed n-heptane flames. Soot formation is 
calculated by use of a solution to two transport equations; one for soot mass fraction and second 
for particle number density with acetylene employed as the main incipient species responsible 
for soot particles inception and surface mass growth of the soot particles. Oxygen, O2 and 
Hydroxide, OH are used as the main oxidation species and the concentrations of these species is 
calculated using a detailed multi chemical scheme involving 67 species and 265 reactions. The 
observed fluctuations of scalar dissipation around the conditional mean values are captured by 
the treatment of set of mixing environment (i.e., in this case two mixing environment) in the 
DQCMC, as discussed in the previous two chapters of this thesis. The current study focuses on 
the effects of fluctuations on soot particles and soot volume fraction predictions. The predicted 
results are in a very good agreement with observed trends from Direct Numerical Simulations 
(DNS). In general, the study demonstrate that the DQCMC approach is a promising method for 
soot modelling and has the capability to predict soot particles formation in turbulent non-
premixed flames considered in the current analysis. Moreover, the differences between the soot 
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volume fraction and particle number density from the first order CMC and DQCMC are 
discussed below. This chapter is organised as follows. In the next section, a short background 
study is presented followed by the DQCMC applied to soot modelling in section 6.3. Section 6.4 
summarises the numerical simulation of the soot model with the DQCMC and section 6.5 
demonstrates the results and discussion. Finally, conclusions from the current study are given at 
the end.  
6.2 Background 
The formation of particulates in non-premixed turbulent flames is an important issue and are of 
great interest in many combustion devices, including internal combustion engines, using 
hydrocarbon fuels. The production of particulates formation within a flame (mostly on the fuel 
rich side of the flames), are agglomerated structures formed by nanoparticles as a result of high 
temperature fuel pyrolysis. The decomposition of fuels, containing millions of carbon atom, 
transforms into soot particles within only a few milliseconds. The presence of these particulates 
suggests poor mixture of fuel and air that leads to incomplete combustion and therefore reduced 
combustion efficiency. 
Although much improvement in understanding the combustion processes and device efficiencies 
have been achieved, the emission of soot nanoparticles into the environment has been of great 
concern due to its impact on efficiency and other known adverse effects on human health and the 
environment. As discussed previously in chapter 2 (sections 2.2 and 2.3), soot particles are 
believed to be formed of large Polycyclic Aromatic Hydrocarbons (PAHs) which are known to  
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have carcinogenic effects [12-15]. This underlines the need for enhanced understanding of the 
processes and mechanisms by which the amount of soot particles formation is controlled in 
combustion system. In the last three decades an intensive research efforts have been made to 
understand the essential features of the chemical and physical mechanisms of soot particles 
formation and oxidation [48, 49, 60]. However, the current understanding of the processes 
leading to soot particles formation is limited and there exist too many unknowns. Furthermore, 
there is still not a single universally accepted theory or a model that have been developed for 
currently relevant, various fuels and flame conditions. Although soot formation could be 
reasonably predicted in various laminar diffusion flames [48, 87], the predictions of soot 
particles in turbulent diffusion flames are inadequately understood. 
 
The current various soot models proposed in literature, for turbulent non-premixed flames, are 
often based on modelling constants that are not universal and therefore require readjustments for 
specific combustion problems under investigation. These models generally depend on the 
accurate descriptions of soot precursors [87], such as acetylene C2H2, and therefore incorporate 
some of the essential details of the soot precursors. This generally requires the development of 
rate equations for each chemical sub-process and usually represented by one or two-step 
chemical reactions. Various other models have also been developed to numerically predict soot 
formation (refer to section 2.5 in Chapter 2). A large number of these models of different level 
of complexity have been applied in various combustion conditions. Kronenburg et al. [90], 
introduced the use of first order Conditional Moment Closure (CMC) [3, 6, 40] to modelling soot 
formation in turbulent methane-air jet diffusion flames.  
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Kronenburg et al. [90] incorporated the semi-empirical soot model of Lindstedt’s [60], which 
models the particles inception and surface mass growth rates as first order functions of acetylene 
concentration (discussed previously in chapter 2). The semi-empirical soot model developed by 
Lindstedt and co-worker [60, 87] have been later incorporated in various other turbulent non-
premixed studies of soot modelling in the framework of CMC for different fuels and pressure 
conditions. For example, Yunardi et al. examined ethylene-air flames [96], Woolley et al. [97] 
considered methane and propane flames, Yunardi et al. [128] also investigated detailed kinetic 
scheme performance in turbulent sooting flames and more recently Bolla et al. [129] presented 
results of soot formation modelling of n-heptane sprays under diesel engine conditions. The 
studies of Yunardi et al. [96, 128] and Woolley et al. [97], included benzene concentration 
together with acetylene as first order function of the source term for soot nucleation and mass 
growth. With respect to soot volume fraction and temperature for soot modelling, in non-
premixed flames using the CMC approach, all studies showed good agreement in comparison 
with available experimental data. 
As discussed previously in chapters 4 and 5, the first order CMC only accounts for mean 
conditional values of system variables conditioned on the mixture fraction. Hence, it does not 
take significant local fluctuations around its conditional mean values into account. However, as 
discussed also in terms of the observed DNS results that revealed the existence of fluctuations 
around the conditional mean values and showed the difficulty associated with capturing 
particularly ignition and extinction phenomena with such simplified models as 1st order CMC 
[41]. Thus, to investigate this discrepancy and limitations of the 1st order CMC a method of 
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direct quadrature conditional moment closure (DQCMC) has been successfully implemented and 
validated for turbulent combustion modelling [1]. The DQCMC method is based on the direct 
quadrature method of moment (DQMOM) [23, 44] coupled with the first order CMC approach is 
in simplified form and can be easily put into practice in existing CMC formulation for CFD 
software (described earlier in chapters 4 and 5). The observed fluctuations of scalar dissipation 
around the conditional mean values have been captured qualitatively by the treatment of a set of 
mixing environments (i.e., in this case two mixing environments). Following the success of the 
DQCMC approach for the simulation of both hydrogen-air and n-heptane-air flames as presented 
in the previous two chapters 4 and 5, in this chapter the application of the DQCMC approach has 
been extended to describe the n-heptane chemistry in sooting turbulent flames. In order to study 
the effects of particulates formation such as soot the DQCMC is coupled with a semi-empirical 
soot model.  
6.3  DQCMC – Applied to Soot Modelling 
The accurate prediction of soot is essential and computational soot modelling is a tool of great 
interest to study soot formation in various conditions. However, soot models based on the 
fundamental physics of soot formation and oxidations are not currently accessible. Although 
several different approaches have been proposed to model soot formation in combustion 
processes, as discussed earlier, no single universally accepted soot model is currently available in 
use for turbulent non-premixed combustion that can be applied to various fuels and flame 
conditions. For this study the two-equation semi-empirical soot model developed by Lindstedt  
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and co-worker [60, 87] has been adopted. The objective of this study is not to develop or validate 
a new soot model but to evaluate the analytical capabilities of the DQCMC modelling approach 
with an existing soot model widely reported in the literature for a broad range of conditions in 
turbulent non-premixed combustion processes. Thus, the adopted two equation soot models have 
not been modified from the original reported work [60, 87].  
In order to investigate soot formation in the current simulation of the DQCMC with the n-
heptane flames (i.e., shown in Figure 6.1 and Figure 6.12), the two transport equations described 
previously in Chapter 2 (Eq. 2.15 and Eq. 2.16) of the semi-empirical soot model for soot mass 
fraction Ys and soot particle number density YN have to be solved with the DQCMC system. 
Therefore, the two transport equations (Eq. 2.15 and Eq. 2.16) are solved for conditional soot 
mass fraction 〈Ys⎟η〉 and conditional soot number density 〈YN⎟η〉 in the same way as for the 
reactive species as discussed in Chapter 4 in Eq. (4.21) for the DQCMC scheme. The source 
terms of these two transport equations (Eq. 2.15 and Eq. 2.16) for soot modelling is described in 
details in section 2.6. The soot chemical mechanism used for the current soot model are 
summarised in Table 6.1 below and the chemical source terms 〈Sα⎟η〉, for the conditional soot 
mass fraction and particle number density can be written as:  
SYs η = SYs ,inc η + SYs ,gro η − SYs ,oxidO2
η − SYs ,oxidOH η    (6.1) 
SYN η = SYN ,inc η − SYN ,Aggl η     (6.2) 
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where the individual rates accounts for particle inception, surface growth, agglomeration and 
oxidation processes by O2 and OH.  
Table 6.1: Soot chemistry mechanism of Leung et al. as shown in Ref. [2]  
Number Reaction Reaction rate 
I.  C2H2→ 2C(S ) +H2     
Rnucleation = 2kn C2H2!" #$  
II.  C2H2 + nC(S )→ n+ 2( )C(S ) +H2  Rgrowth = 2kg C2H2!" #$  
III.  C(S ) +0.5O2→CO  RO2 = ko2 O2
!" #$  
IV.  C(S ) +OH→CO+H  ROH = kOH OH
!" #$  
 
The chemical mechanisms used for the above source terms summarised in Table 6.1, in the 
adopted soot model have been discussed previously in section 2.6 and the corresponding reaction 
rate constants are listed in Table 2.1 respectively. The fundamental chemical reaction and 
reaction rate for particle inception and surface growth rate for the above source terms are 
summarised in equations (Eq. 2.19 - Eq. 2.26). Where both chemical reactions for particle 
inception and surface growth are assumed to be first order function of acetylene (C2H2) 
concentration, as reported by Lindstedt and co-worker [60, 87]. The soot oxidation by O2 and 
OH acts at the particle surface and therefore reduces the soot mass only and not the particle 
number density. The chemical reaction and reaction rate for soot oxidation both by O2 and OH in 
the above source terms are described in equations (Eq. 2.27 - Eq. 2.30). 
Initially, a primary particle consists of 100 C-atoms have been tested [60, 87]. Subsequently the 
minimum number of carbon atoms in the incipient soot particle of 60 C-atoms has been  
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considered to give an initial particle size of about 1 nanometre in diameter, as proposed by 
Lindstedt [60]. Radiation of gaseous species has been neglected in the current analysis and 
should however be suggested to study in future work. Finally the soot volume fraction 
introduced can be written as; fv = ρYs /ρs. Where ρs is the density of soot, taken as 2000 kg/m3 
according to Leung et al. [87]. 
In both quantities for soot mass fraction and soot particle number density, the differential 
diffusion effects of soot particles have being neglected and unity Lewis number has been 
assumed in this analysis. Various studies reported in the literature supported the importance of 
accounting for the differential diffusion of soot particles in the 1st order CMC soot transport 
equations [90, 96, 97]. Kronenburg et al. reported improved soot predictions in relation to 
turbulent methane-air jet diffusion flames where the differential diffusion of soot particles was 
developed by means of non-reactive direct numerical simulation [90]. In addition, other studies 
reported similar results and improved predictions with the differential diffusion being taken into 
accounts, e.g. Yunardi et al. analysed ethylene-air flames [96], and R. M. Woolley et al. studied 
methane and propane flames [97].  
However, several other studies of soot modelling found that good prediction of soot volume 
fraction can be obtained without considering preferential diffusion effects, e.g. F. Mauss et al. 
[93] and Lindstedt and Louloudi [130]. Moreover, a recent study of M. Bolla et al. [129] 
reported good prediction by studying soot formation modelling of n-heptane sprays under diesel 
engine conditions with the 1st order CMC neglecting the differential diffusion effects of soot 
particles.  
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Since the current study is the first effort to verify the ability of the DQCMC method and to 
capture the effects of soot formation with such simplified semi-empirical soot model. The 
differential diffusion of soot particles have not been included at present and should however be 
taken into accounts in future work to study its effect on soot formation in the DQCMC scheme. 
6.4 Numerical Simulation 
The numerical simulations of the two-equation soot model have been performed using the same 
in house CMC code as discussed in chapter 3 (section 3.5), which have been developed for the 
DQCMC system. The semi-empirical soot model [60, 87], as discussed in Eq. 2.15 and Eq. 2.16 
in chapter 2 has been implemented and coupled with the DQCMC framework considered for the 
numerical simulation of Hydrogen and n-Heptane flames in section 4.5 and section 5.3. The 
simulation of the two transport equations are performed, in the same way as for the reactive 
species equation of the DQCMC scheme described in chapter 4 in Eq. 4.21 (section 4.5), 
together for conditional soot mass fraction 〈Ys⎟η〉 and conditional soot number density 〈YN⎟η〉. 
However, excluding the chemical source terms 〈Sα⎟η〉, for the two equations of the soot model 
for Ys and YN have been simulated following Eq. 6.1 and Eq. 6.2, as discussed in the previous 
section. The conditional chemical reaction rates are computed with the n-heptane detailed 
mechanism of Hewson [117]. It consists of 67 species interacting in 265 reactions.  
The selection of this chemical mechanism is motivated by the presence of the acetylene C2H2 
which is used as a soot precursor in the present soot model study. This chemical mechanism is 
also driven by the choice as it is validated with the DQCMC method for homogenous mixture  
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against ignition delay times under different temperatures and pressures in the previous chapter 
using experimental data in shock tubes by Ciezki et al. [8]. 
The DQCMC-based soot model simulation has been carried out using the initial oxidiser (air) 
and fuel temperatures which in this case are at 1200 K and 500 K respectively. The numerical 
simulations have been performed for two different pressures (i.e., 10 bars and 13.5 bars) and will 
be discussed in more detail below. Furthermore, the current study is an extension of the DQCMC 
application to describe the n-heptane chemistry in sooting flames. Therefore, all other settings in 
the simulation are the same as those discussed in section 5.3 in chapter 5, i.e., the initial spread in 
the scalar dissipation rate and the constant values in the mixing term for the two environments of 
the DQCMC. The soot model constants shown in Table 2.1 in chapter 2 are used for all 
computations of soot predictions presented in this chapter. The n-heptane air flame details are 
summarised in Table 5.1. The time evolution of the two equations for the soot model and that of 
the DQCMC Eq. 4.21 for each species is solved in the same way using a numerical ODE solver 
for example VODPK [118] (discussed in section 3.6). 
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6.5 Results and Discussion 
In this section the results from the DQCMC approach coupled with the semi-empirical soot 
model for two cases of n-heptane flames are discussed. Previously, two flames pressures of 6.5 
and 13.5 bars were considered for the validation of the DQCMC model and relating ignition 
delay times. The obtained results showed good agreement against the available experimental 
data. The results have been discussed previously in chapter 5 (Figure 5.2) and will not be 
repeated here. A pressure of 10 bars (i.e., average of 6.5 bars and 13.5 bars) has been chosen for 
the reason of comparative and quantitative studies of flames at various pressures. The two cases 
of flames currently analysed and discussed are at pressures of 10 bars and 13.5 bars, respectively.  
 
In both cases under investigation, the reactants are initially partially non-mixed, gradually 
mixing to a well-mixed flame. The mixing of fuel and air is carried out by assigning the 
presumed β-PDF for the mixture fraction with an initially high variance in the mixture fraction, 
which is gradually decreasing throughout the simulation to a well-mixed mixture fraction value. 
Following similar simulation approach for the mixing of fuel and air as discussed in the previous 
two chapters 4 and 5. The current results presented for both cases of the flames are from 
simultaneous mixing and igniting flame starting from partially non-mixed conditions with a 
presumed β-pdf variance of 0.12 to well-mixed mixture with a narrow variance of 0.04, at a 
mean mixture fraction of 0.5. Results in this chapter of the DQCMC analysis for the n-heptane 
flames with soot formation are shown for a partially developed stationary flame. 
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6.5.1  n-Heptane Flame at 10 Bar of Pressure 
The flame predictions studied at 10 bars of pressure are discussed in this subsection. The 
accurate description of the flame structure is imperative for the prediction of soot. Therefore, 
first the conditional flame structure is presented below in Figure 6.1 which is essentially the 
same as n-heptane flame discussed previously for the non-premixed case in chapter 5 (section 
5.4.2).  
Figure 6.1 (a) shows the profile of the presumed β-PDF in mixture fraction for three different 
instants of times in the current simulation. The times t1, t2 and t3 indicates the initial time of the 
simulation, the ignition time and the final time of the simulation, respectively. N1 and N2 
indicate the results from the two different chosen environments of the current study and the 
DQCMC Mean is the average of the weighted two environments from the DQCMC system. 
Figure 6.1 (a) clearly show that the mixture fraction PDF gradually develops starting from a 
partially mixed state in the mixture fraction. In particular at time t1 where the double peaked 
profile close to the mixture fraction at η = 0 and η = 1, which indicates the initially separated fuel 
and oxidiser. This partially unmixed fuel and air then gradually develop into a very well mixed 
mixture fraction PDF at time t3 and takes the well-known bell shape profile. This profile of the β-
PDF, (i.e., for the mean value and given variance) is in good agreement with the previous 
experimental results as shown in Figure 4.3 [6] in chapter 4.  
Figure 6.2 (b) show the conditional scalar dissipation rate for a partially developed stationary 
flame (i.e., at time t3 of the presumed PDF as shown in Figure 6.1 (a)) resulting from the two 
chosen environments, N1 and N2, of the DQCMC scheme with the fluctuation constant value as  
	   	   	  
                                                                                                              6.5 Results and Discussion 
	   	   	  
172	  
	  
 
h1
f  = 1.6 and h2
f  = 0.4. This is shown in comparison with that of the 1st order CMC in mixture 
fraction space where the DQCMC environment N1 has a higher scalar dissipation rate and 
environment N2 has a lower scalar dissipation rate respectively.  
It can be seen that the conditional mean scalar dissipation rate from the 1st order CMC and the 
DQCMC Mean show equal dissipation rate. Nonetheless, the fluctuation around the conditional 
mean of the DQCMC Mean represented by N1 and N2 are significant. This is of a great interest, 
which certainly leads to inconsistency in flame temperatures and species concentration as shown 
and discussed previously in chapters 4 and 5 in terms of the DNS results. This also leads to 
inconsistency in the formation of soot and will be discussed in Figure 6.2.   
Figure 6.1 (c) shows the profile of the conditional temperature from the DQCMC scheme in 
comparison with the 1st order CMC. The 1st order CMC and the two environments, N1 and N2, 
of the DQCMC scheme show similar profile of the flame temperatures. It is essential to note that 
the predicted flame temperature of environment N2 is higher, corresponding to the lower scalar 
dissipation rate in this environment. Respectively, the predicted flame temperatures of 
environment N1 is indeed lower corresponding to the higher scalar dissipation rate in this 
environment. As discussed previously in chapter 4 and 5, these results are consistent with the 
previous DNS findings [5, 41]. Moreover, this prediction is of great interest in the current study 
since soot formation is understood to mainly occur in fuel rich conditions and at high flame 
temperature in non-premixed flames. In the case of environment N2 for higher flame temperature 
enhanced soot formation rate is expected and more soot is formed, as shown below.  
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Figure 6.1: The presumed β-PDF at different time (a) and corresponding Conditional Scalar dissipation 
rate (b) Conditional temperature (c) and C2H2 (d) O2 (e) and OH (f) mass fraction, as function of mixture 
fraction, at condition with mean mixture fraction of 0.5 
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Figure 6.1 (d) shows the conditional acetylene concentration from the DQCMC in comparison 
with that of the 1st order CMC. The non-zero values of the acetylene are present only in the fuel 
rich side of the flame with a maximum value at a mixture fraction of around 0.17. The 
differences between the conditional mean from the 1st order CMC and the DQCMC Mean are 
small, but noticeable. It is important to note that environment N2 predicts higher acetylene 
concentration corresponding to higher flame temperature and lower scalar dissipation rate in this 
environment. However, acetylene concentration in environment N1 is observed to be lower 
corresponding to lower flame temperature and higher scalar dissipation rate in this environment. 
This finding is consistent with the previous DNS results of Lignell et al. [131] which describe 
that acetylene concentration is lower in regions of higher scalar dissipation rate. This effect is of 
interest in the current analysis and shows significance in the prediction of soot formation 
presented below in particular in environment N2 for higher acetylene concentration where more 
soot is formed. 
Figure 6.1 (e) shows the conditional mass fraction of O2 species and it is clear to note that O2 has 
been consumed at stoichiometry. It is important to note here that O2 mass fraction in the fuel rich 
side of the flame show increment due to a partially developed flame and thus the O2 
concentration in the fuel rich side of the flame is not fully consumed. The O2 species mass 
fraction in the fuel rich side of the flame show small differences between the 1st order CMC and 
the two environments of the DQCMC method. It should be noted that the predicted O2 species 
mass fraction of environment N2 is higher and this consequently are important for soot oxidation 
and will be discussed below.  
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Figure 6.1 (f) shows the conditional mass fraction of OH species profile as a function of mixture 
fraction peaking at stoichiometry, where the temperature profile is fully developed and O2 
species has been consumed. It should be noted that the 1st order CMC predict higher OH 
concentration values in comparison to that of the environment N2 from the DQCMC. This is in 
contrast with the other species, i.e., C2H2 and O2 radical where the environment N2 predicts 
higher concentrations corresponding to higher flame temperature in this environment. This may 
demonstrate that although the flame temperature of environment N2 is higher corresponding to 
low scalar dissipation rate in this environment. The enhanced chemical reactions lead to that 
oxidation of the OH is faster ensuing in lower concentration of the OH in environment N2 
(discussed also in the previous two chapters). In addition, this effect of the OH concentration for 
higher flame temperature would need further research in comparison with DNS data. Both the O2 
and OH species concentrations are shown since both of these radicals are known to contribute to 
soot oxidation and are the main oxidation species in the presently employed soot model. 
6.5.1.1 Soot Study with nC, min of 100 C-Atoms 
Initially, a primary particle consists of 100 C-atoms have been tested [60, 87] in the current soot 
model. The minimum number of carbon atoms in the incipient soot particles, 100 C-atoms have 
been considered to give an initial particle size of around 1.24 nanometre in diameter as originally 
proposed by Leung et al. [87]. The soot results shown in this subset in Figure 6.2 to Figure 6.6 
have nC, min of 100 C-Atoms. 
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Figure 6.2 shows the profile of soot volume fraction resulting from the two environments of the 
DQCMC scheme in comparison with the 1st order CMC. Significant differences between the 1st 
order CMC mean and the DQCMC Mean can be observed for soot volume fractions. This is in 
contrast with predicted effects of temperature and radicals (i.e., C2H2, O2 and OH) as shown in 
Figure 6.1. As expected, the soot volume fraction is present in the fuel rich side of the flame with 
a peak value at a mixture fraction of around 0.14 in environment N2 of the DQCMC. Whereas 
the maximum peak value for the environment N1 occurs at a mixture fraction of around 0.13.  
 
This clearly demonstrates the major effects of fluctuations on soot volume fraction. It also 
reveals the discrepancy between the 1st order conditional mean and the DQCMC Mean from the 
two environments N1 and N2. It is shown that the predicted soot volume fraction of environment 
N2 is higher, corresponding to higher acetylene concentration in this environment. Whereas the 
soot volume fraction of N1 shows a lower peak values and corresponds to lower acetylene 
concentration in this environment. In terms of soot volume fraction the main difference between 
the two environments (N1 and N2) is about an order of a magnitude. The behaviour of the 
increased soot volume fraction in environment N2 and subsequent decrease in environment N1 
indicates that the balance between soot formation and oxidation is captured well by the DQCMC 
system. The soot volume fractions show a good approximation provided that the fluctuations of 
the conditional mean are taken into account in the DQCMC scheme.  
 
 
 
	   	   	  
                                                                                                              6.5 Results and Discussion 
	   	   	  
177	  
	  
 
 
 
 
 
 
 
 
Figure 6.2: Soot Volume fractions as function of mixture fraction 
 
Figure 6.3 (a) shows the conditional soot mass fraction and (b) particle number density resulting 
from the two environments of the DQCMC system in comparison with the 1st order CMC. The 
soot mass fraction, as expected is present in the fuel rich side of the flame with a peak value at a 
mixture fraction of around 0.14 for environment N2. This is consistent with the observed trend 
from the DNS results of Lignell et al. [131], where the authors reported a peak soot level at a 
mixture fraction of around 0.15. The peak value of environment N1 occurs at a mixture fraction 
of around 0.128. The variations between the conditional mean of the 1st order CMC and the 
DQCMC Mean are yet again shown clearly. In general the soot mass fractions demonstrate very 
similar behaviour as that observed in Figure 6.2 for soot volume fraction. 
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Figure 6.3: Conditional Soot mass fraction (a) and Particle Number Density (b) as function of mixture 
fraction 
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The soot particle number density in Figure 6.3 (b) shows a more evenly distributed profile along 
the flame with a peak maximum value at a mixture fraction of around 0.12 in environment N1. 
The particle number density show a nonzero value in the lean mixtures side of the flame and is 
also distributed in the fuel rich side of the flame. The nonzero value at stoichiometry in lean 
mixtures is due to the numerical formulation of the current soot model where soot oxidation by 
O2 and OH decreases the particle mass fraction but not the particle number density. Thus, in the 
lean mixtures, a nonzero particle numbers are present with a negligible mass fraction and 
therefore does not influence soot volume fraction. The DQCMC Mean for the particle number 
density and the 1st order CMC shows a very similar profile. It is important to note that the 
particle number density profile for the environments N1 and N2 predicts higher and lower 
particles number density respectively. This is due to the fact that the particles are generated 
solely by acetylene in the present soot model. As the soot particles are formed and transported 
away from the reaction zone, coagulation of particles occurs which decreases the particles 
number density despite the increase in particles size (as discussed in the literature review in 
section 2.3.3 in chapter 2) [60, 87]. Compared to soot volume fraction in both environments, N1 
and N2, the particles number density show an identical behaviour of increasing in particles 
number density in environment N1 and subsequent decrease in environment N2. Once again the 
findings support the claim that the balance between particles inception and agglomeration is 
captured well by the DQCMC scheme. Providing that the fluctuations of conditional mean are 
taken into account in the DQCMC, a good approximation for the soot particles number density in 
both environments can be observed. 
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Figure 6.4 illustrates the corresponding contribution of the various source terms of the 
conditional soot mass fraction from the two environments of the DQCMC scheme in comparison 
to 1st order CMC. In the source terms shown in Figure 6.4, contributions of all the individual 
terms present in the soot mass fraction have been included.  
Figure 6.4 (a) shows soot nucleation rate which occurs along the flame in the fuel rich side of the 
mixtures and is interesting to note that it shows peak value at same location in the mixture 
fraction of around 0.12 as the particle number density. Since this is the only main source term 
that increases the particle number density. It is important to note that the level of soot nucleation 
in environment N1 is higher compared to the lower level of soot nucleation in environment N2. 
This is because the particles are formed solely by acetylene concentration in the current soot 
model, as discussed previously in chapter 2. Therefore, as the soot particles are formed and is 
transported away from the reaction zone, particles nucleation occurs. This decreases both the 
absolute number of soot particles and the particle number density, although the particle size and 
soot mass fraction is increasing. In the soot nucleation profile, the variation between the 
DQCMC Mean and the conditional mean from the 1st order CMC is small but noticeable. 
Figure 6 .4 (b) shows the surface growth term of the soot mass fraction. As this is the main 
source term of the soot mass fraction therefore, it demonstrates similar distribution in the fuel 
rich side of the flame as the soot mass fraction. It also illustrates the peak value in mixture 
fraction at the same location as that observed for the soot mass fraction in environment N2 of the 
DQCMC scheme. 
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Figure 6.4: Conditional Soot mass fraction Source term contribution, Nucleation (a), Surface area growth 
(b), Oxidation by O2 (c), Oxidation by OH (d), Eta diffusion term (e) and Total Source term contribution 
(f) as function of mixture fraction 
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The location of the maximum surface growth in environment N2 of the DQCMC is shifted to the 
fuel rich side of the flame and occurs at a mixture fraction of around 0.14 which is the same as 
that noticed for the soot mass fraction and soot volume fraction previously. Whereas for a lower 
flame temperature in environment N1 of the DQCMC, the point of maximum soot surface mass 
growth moves towards leaner mixtures of the flame and occurs at a mixture fraction of around 
0.13. This behaviour of the soot surface mass growth rate is reasonable and in agreement with 
soot formation study of Leung et al. [87]. 
It is important to note that environment N2 show higher surface mass growth rate corresponding 
to higher acetylene concentrations in this environment. It can suggest that at lower scalar 
dissipation rate in environment N2 leads to higher flame temperatures and longer residence times 
for soot nucleation and surface growth. Thus, leading to higher soot mass fraction in this 
environment N2 of the DQCMC scheme. This inconsistency between the conditional mean from 
the 1st order CMC and the mean from the DQCMC is small but noticeable. Furthermore, the 
variation between the two environments N1 and N2 of the DQCMC is significant in the soot 
particles surface growth rate. It suggests that surface growth rates are very sensitive to local 
scalar dissipation rate. Figure 6.4 (c) shows oxidation profile by O2. Oxidation by O2 
demonstrates double soot oxidation peak in the mixture fraction space along the flame. The first 
peak shows soot particle oxidation close to stoichiometry (occurs at a mixture fraction of around 
0. 075) and the other soot oxidation peaks on the fuel rich side of the flame that occurs at a 
mixture fraction in the range of 0.15 - 0.17 of the two environments of the DQCMC. It is 
interesting to note that the 1st order CMC shows higher oxidation peak close to stoichiometry.  
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The DQCMC scheme shows a wider soot oxidation profile in the fuel rich side of the flame, in 
particular environment N2 shows higher soot oxidation corresponding to higher oxygen species 
concentration as observed in figure 6.1 (e).  
Figure 6.4 (d) shows soot particles oxidation profile by the OH radical. It is shown that the OH 
oxidation occurs close to stoichiometry at a mixture fractions of around 0.082 – 0.10. Oxidation 
of the soot particles by OH in environment N2 shows higher peak values. It can suggest that 
since the environment N2 predicts higher flame temperature, the enhanced flame temperature 
lead to higher oxidation of soot particles in environment N2 in the DQCMC scheme. This effects 
should however be investigated further in comparison with direct numerical simulations DNS. 
Comparison with O2, soot particles oxidation by OH is almost double in terms of absolute 
values. This shows OH oxidation is relatively significant particularly for final burn out of soot 
particles at the tip of the flame. Furthermore, the importance of soot oxidation by OH is in very 
good agreement with the findings of Kronenburg et al. [90].  
Figure 6.4 (e) shows the eta diffusion in mixture fraction space where surface mass growth is the 
main soot source and is mainly balanced by the eta diffusion. Figure 6.4 (f) demonstrates the 
total source term and the environment N2 of the DQCMC which shows to peak a higher values 
corresponding to higher C2H2 concentration in this environments. 
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Figure 6.5: Particle Number Density Source term contributions (a), Eta diffusion term (b) and Total 
Source term contribution for Particle Number Density (c) as function of mixture fraction 
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Figure 6.5 illustrate the corresponding contribution of the various source terms of the particles 
number density from the DQCMC scheme in comparison to the 1st order CMC. The dominant 
source in the particle number density is the particle inception that forms the soot number density, 
as shown in figure 6.5 (a). It also shows that particle inception is balanced by the particles 
agglomeration. Compared to the 1st order CMC the particle inception from the DQCMC system 
show a very similar profile. However, the fluctuation around the DQCMC Mean is noticeable. 
Figure 6.5 (b) shows eta diffusion or conserved scalar have a weaker impact on the particle 
number density compared to soot mass fraction. Figure 6.5 (c) reveal the total source term of the 
particle number density and exhibit a similar behavior as that illustrated and discussed previously 
in Figure 6.3 (b) for the particle number density. 
Figure 6.6 shows the soot particle diameter distribution from the two environments of the 
DQCMC in comparison with the 1st order CMC. It clearly shows that environment N2 have a 
higher particle diameter of around 34 nm corresponding to higher flame temperature and lower 
scalar dissipation in this environment. However, environment N1 shows lower particle diameter 
of around 12 nm. The variation between the conditional mean from the 1st order CMC and the 
mean from the DQCMC method is small at the peak value. However, on the fuel rich side of the 
flame it shows clear inconsistency. The mean particle diameter from the DQCMC Mean is about 
23 nm and that from the first order CMC is around 22 nm. These findings are consistent with the 
simulation results of M. Bolla et al. [129], where the author reported a maximum soot mean 
particle diameter of approximately 21 nm studying soot formation modelling of n-heptane sprays 
under diesel engine conditions with the 1st order CMC.  
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Figure 6.6: Particle diameters with nC, min 100 C-Atoms as function of mixture fraction 
6.5.1.2 Soot Study with nC, min of 60 C-Atoms 
 
Figures (6.7 - 6.11) demonstrate results for the same settings as discussed above except the 
minimum amount of carbon atoms required to form primary soot particles are changed in the 
current soot model. Here the minimum number of carbon atoms are changed from 100 C-atoms 
to 60 C-atoms, as originally proposed by Lindstedt [60]. The results show an increase in soot 
load for soot volume fractions in Figure 6.7. However, sensitivity of the model has been noticed 
to weaken. These findings are once again in agreement with the simulation results of M. Bolla et 
al. [129], where the author reported an increase in soot load and weaken sensitivity for 60 C-
atoms. In general, soot volume fractions in Figure 6.7 demonstrate very similar behaviour as that 
observed and discussed previously in Figure 6.2 for the 100 C-atoms previously.  
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Figure 6.7: Soot Volume fractions as function of mixture fraction 
 
Similar observation has been shown in Figure 6.8 where Figure (a) and (b) shows soot mass 
fraction and particle number density respectively. An increase in soot mass fractions and the 
particle number density have been observed compared with the results for the 100 C-atom (as 
discussed in Figure 6.2 - Figure 6.6). Furthermore, soot mass fraction and particle number 
density in Figure 6.8 show very similar behaviour as that discussed previously in Figure 6.3 for 
the 100 C-atoms. Similarly, Figure 6.9 and Figure 6.10 demonstrate the same behaviour as that 
observed previously in Figures 6.4 and 6.5 for the corresponding contribution of the various 
source terms of the conditional soot mass fraction and particle number density.  
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Figure 6.8: Conditional Soot mass fraction (a) and Particle Number Density (b) as function of mixture 
fraction 
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Figure 6.9: Conditional Soot mass fraction Source term contribution, Nucleation (a), Surface area growth 
(b), Oxidation by O2 (c), Oxidation by OH (d), Eta diffusion term (e) and Total Source term contribution 
(f) as function of mixture fraction 
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Figure 6.10: Source term contributions for Particle Number Density (a), Eta diffusion term (b) and Total 
Source term contribution for Particle Number Density (c) as function of mixture fraction 
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The particle diameter profile for the primary soot particle decreased from 100 to 60 C-atoms is 
given in Figure 6.11. Reducing the number of carbon atoms from 100 C-atoms to 60 C-atoms 
does not really affect the results and show very similar profile as the one shown for the 100 C- 
atoms in Figure 6.6, although the soot volume fractions have been increased slightly.  
 
 
 
 
 
 
 
Figure 6.11: Particle diameters with nC, min 60 C-Atoms as function of mixture fraction 
6.5.2  n-Heptane Flame at Elevated Pressure 
Soot formation is generally very sensitive process where a change in pressure can easily 
influence the formation of soot particles, as discussed earlier in chapter 2 (section 2.4.2). In this 
subsection the effects of pressure have been studied. Figure 6.12 shows the flame profile at 13.5 
bars of pressure for the (a) conditional temperature, (b) acetylene concentrations (c) O2 and (d) 
OH mass fraction as function of mixture fraction.  
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Figure 6.12 (a) shows the conditional temperature from the DQCMC scheme against the 1st order 
CMC at increased pressure. The flame temperature from the 1st order CMC and the two 
environments, N1 and N2, of the DQCMC scheme show similar profile and higher absolute 
flame temperature when compared with earlier results of 10 bars of pressure. However, it is 
important to note that the predicted flame temperature of environment N2 is higher, 
corresponding to the lower scalar dissipation rate in this environment. Moreover, the predicted 
flame temperatures of environment N1 is lower corresponding to the higher scalar dissipation 
rate. As discussed previously, these findings are consistent with the previous DNS results [5, 41]. 
Figure 6.12 (b) shows the conditional acetylene species concentration profile from the DQCMC 
scheme in comparison with the 1st order CMC at elevated pressure. The C2H2 concentrations is 
increased and shifted more in fuel rich mixture fraction space when compared to the results for 
10 bars of pressure, with a maximum peak value in a mixture fraction of around 0.19. The 1st 
order CMC and the DQCMC Mean are very similar. However, it is significant to note that yet 
again environment N2 predicts higher acetylene concentration corresponding to higher flame 
temperature and lower scalar dissipation rate in this environment. This is in agreement with the 
previous DNS results of Lignell et al. [131], as discussed also in Figure 6.1 (d).  Figure 6.12 (c) 
presents the conditional O2 species mass fraction profile that has been fully consumed at 
stoichiometry. The O2 mass fraction in the fuel rich side of the flame predicts higher 
concentration in environment N2 and show almost similar profile to that shown in Figure 6.1 (e) 
for the flame studied at 10 bar of pressure.  
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Figure 6.12: Conditional temperatures (a) and C2H2 (b) O2 (c) and OH (d) mass fraction as function of 
mixture fraction, at condition with mean mixture fraction of 0.5 
Figure 6.12 (d) illustrates higher OH concentration profile in comparison with the 10 bars of 
pressure considered in the previous case study. The OH concentration shows peak values at 
stoichiometry where the temperature profile is fully developed and O2 has been consumed. This 
observed profile is similar to that discussed above in Figure 6.1 (f).  
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The development of soot volume fractions for 13.5 bars of pressure is illustrated in Figure 6.13. 
In comparison to the previous flames of 10 bars pressure, the numerical predictions shows that 
the production of soot is increased by almost an order of a magnitude (not shown here) due to 
higher acetylene concentrations. This is in line with the experimental and simulation results of 
Brookes and Moss [132], Kronenburg et al. [90] and Woolley et al. [97]. Significant differences 
between predictions from the DQCMC Mean and the 1st order CMC can be observed as 
discussed in the previous set of results. The volume fractions for the increased pressure from the 
DQCMC in comparison with the 1st order CMC are also given in Figure 6.13.  
 
 
 
 
 
 
 
 
Figure 6.13: Soot Volume fractions as function of mixture fraction 
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The results shown for the previous flames of 10 bar of pressure were shown from a flame at 1.5 
milliseconds. Unfortunately, no measurements of the 1st order CMC has been taken in the flame 
studied at 13.5 bar for the same time instant (i.e., 1.5 milliseconds). Thus, the result shown here 
in from the DQCMC scheme in comparison with the 1st order CMC is from a flame of 1.35 
milliseconds. Hence, the increased in soot volume fractions by an order of a magnitude is not 
shown in this thesis. For the elevated pressure the soot volume fractions in Figure 6.13 
demonstrate a wider profile and have shifted more to the fuel rich side of the flame, when 
compared to the results for 10 bars of pressure. The maximum peak value of soot volume in a 
mixture fraction is also slightly shifted to fuel rich mixture of around 0.145 (as refer to 
previously, this again follow the observed trend from the DNS results of Lignell et al. [131], 
where the authors reported a peak soot level at a mixture fraction of around 0.15).  
There are various arguments regarding the increase in soot productions with increasing pressure 
and no comprehensive explanation is available for such behaviour (as discussed in section 2.4.2). 
In the current study it suggests that an increase in pressure simply increase mixture density. 
Consequently, the acetylene concentration is also increased (as shown in Figure 6.12 (b)) 
proportionally to increased pressure due to its linear dependence on mixture density. Surely, the 
elevated pressure will affect the local rate of the chemical reaction rate and this will increase 
with higher pressure. Therefore, this will initiates to burn more fuel in the rich side of the flame 
which will be too rich to burn at lower pressure and consequently producing more acetylene. 
Thus, it supports the arguments that the production of soot is increased due to an increase in 
acetylene concentrations in the present study.  
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Figure 6.14: Conditional Soot mass fraction (a) and Particle Number Density (b) as function of mixture 
fraction 
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Figure 6.14 (a) illustrates the conditional soot mass fraction and (b) particle number density at 
elevated pressure. The conditional soot mass fraction is increased by almost an order of a 
magnitude (not shown here) due to higher acetylene concentrations. Soot mass fractions in 
Figure 6.14 (a) show a wider profile and have shifted to the fuel rich mixtures, when compared 
to the flame results for 10 bars of pressure (Figure 6.8 (a)). The variations between the 
conditional mean of the 1st order CMC for conditional soot mass fractions and the DQCMC 
Mean are yet again shown clearly for the flame at elevated pressure of 13.5 bar as shown in 
Figure 6.14 (a). The soot particles number density in Figure 6.14 (b) is decreased due to 
increased pressure. This is due to the processes of particles inception and agglomeration which 
both decreases the particles number density despite the increase in particles size (as discussed in 
the literature review in section 2.3.1 and 2.3.3 in chapter 2) [60, 87].  
The DQCMC Mean for the particle number density and the 1st order CMC shows a very similar 
profile yet again for the increased pressure in Figure 6.14 (b). However, at higher pressure the 
particle number density have shifted to the fuel rich side of the flame and show a wider profile, 
when compared to the flame results for 10 bar pressure (Figure 6.3 (b) and Figure 6.8 (b)). 
Figure 6.15 show the corresponding contribution of the various source terms of the conditional 
soot mass fraction at elevated pressure. All the individual source term demonstrate significant 
increase with increasing pressure.  
At elevated pressure (13.5 bar) soot nucleation and soot surface area mass growth are about three 
times higher as shown in Figure 6.15 (a) and (b) respectively when compared to the results for 10 
bar pressure shown in Figure 6.9 (a) and (b). On the other hand the soot oxidation by O2 and OH  
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Figure 6.15: Conditional Soot mass fraction Source term contribution, Nucleation (a), Surface area 
growth (b), Oxidation by O2 (c), Oxidation by OH (d), Eta diffusion term (e) and Total Source term 
contribution (f) as function of mixture fraction, at mean mixture fraction of 0.5 
 
	   	   	  
                                                                                                              6.5 Results and Discussion 
	   	   	  
199	  
	  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.16: Source term contributions for Particle Number Density (a), Eta diffusion term (b) and Total 
Source term contribution for Particle Number Density (c) as function of mixture fraction, at mean mixture 
fraction of 0.5 
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at the same pressure is nearly as high as five times as shown in Figure 6.15 (c) & (d) 
respectively. It is interesting to note that soot oxidation by O2 at stoichiometry is increased 
significantly, whereas the second peak in the fuel rich side of the flame is almost the same as that 
observed for previous flame (i.e., sooting flame studied at 10 bar pressure) in Figures 6.4 (c) and 
6.9 (c). Soot OH oxidation by the 1st order CMC is also increased and demonstrate higher soot 
oxidation peak in comparison to the DQCMC scheme. 
The soot oxidation results from the DQCMC at elevated pressure demonstrate that both 
oxidation terms (i.e., O2 and OH) are important and support the findings of Kronenburg et al. 
[90]. Kronenburg et al. [90] studied methane air jet diffusion flames with the first order CMC 
and concluded that soot oxidation by OH as well as O2 are important and cannot be neglected if 
soot burnout is to be predicted accurately. Figure 6.16 shows the corresponding contributions of 
the various source terms of the particle number density at increased pressure. Both particles 
inception and agglomeration have increased while particle number density is decreased, as 
observed in Figure 6.14 (b).  
The local deviations of soot particles in mixture fraction space are significant, as observed from 
the results of the DQCMC and the coupled soot model. The results show that the fluctuations or 
spread around the conditional means are non-negligible in advanced turbulent combustion 
modelling. Overall, the results are both qualitatively and quantitatively similar to previously 
reported studies on 1st order CMC by Kronenburg et al. [90], for methane-air jet diffusion 
flames, Yunardi et al. [96], ethylene-air flames, Woolley et al. [97] methane and propane flames, 
and Bolla et al. [129], n-heptane sprays under diesel engine conditions.  
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6.6 Conclusion 
The main objective of this chapter is to demonstrate the capability of the DQCMC for 
particulates predictions in turbulent non-premixed flames coupled with the two-equation soot 
model. Soot formations have been predicted in igniting non-premixed turbulent n-heptane flames 
using the DQCMC approach coupled with the semi-empirical soot model. This approach is used 
to describe the soot nucleation, surface growth, oxidation and coagulation. The results from the 
DQCMC model demonstrate the ability to capture the effects of soot formation and qualitatively 
predict the soot concentrations, given the complexity and uncertainty of the present soot 
formation model. The present results clearly illustrate the importance of the fluctuations around 
the conditional means that leads to clear inconsistency in soot particles prediction in mixture 
fraction space. The predicted soot mass fractions from the DQCMC show clear variation with the 
1st order CMC provided the fluctuation of the conditional mean are taken into account in the 
DQCMC scheme. In addition, the modelling results show to predict qualitatively the observed 
trends from direct numerical simulations. The DNS results are not shown in comparison with the 
current results explicitly. This is because the result that has been referred to (i.e., Lignell et al. 
[131]) is of different fuel (ethylene). However, the DQCMC follow the observed trend of the 
DNS results for soot that have been discussed by Lignell et al. [131] for the ethylene mechanism. 
Moreover, the DQCMC show good agreement with available experimental data from a shock 
tube concerning ignition delays time [8] (discussed in chapter 5). The use of a semi-empirical 
soot model in the framework of the DQCMC for turbulent non-premixed flames suggests that the 
DQCMC is a promising approach for modelling of soot formation.  
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Chapter 7: Conclusions  
This thesis describes the implementation and validation of the method of DQCMC for turbulent 
non-premixed combustion primarily for the treatment of realistic turbulence-chemistry 
interactions in CFD software. In particular, the applicability of the DQCMC model to capture the 
effects of particulate formation, such as soot, was studied. The DQCMC method is based on the 
DQMOM coupled with the first-order CMC equations in simplified form. It is easily 
implementable in existing CMC formulation for CFD. The observed fluctuations of scalar 
dissipation around the conditional mean values are captured by the treatment of a set of mixing 
environments, i.e., in this case for two mixing environments each with its pre-defined weight 
where the resulting matrices of the DQCMC can be inverted analytically. In the DQCMC 
method the resulting equations are similar to that of the first-order CMC, and the “diffusion in 
mixture fraction space” term is strictly positive and no correction factors are used.  
The work presented in the previous chapters (4, 5 and 6) contributed to three areas largely: the 
initial work concerns the validation and numerical implementation of the DQCMC model, 
discussed in chapter 4. The second work concerns the validation and ability of the DQCMC for 
the calculation of larger hydrocarbon fuel to take fully into account the fluctuations around the 
conditional mean values described in chapter 5. Finally the third work concerns the applicability 
of the DQCMC model to capture the effects of particulate formation such as soot in turbulent 
combustion, described in chapter 6. Overall the current objectives have been met fully and the  
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method can do so with very low additional computational effort. In the next section, the major 
conclusions of the current study are repeated and the thesis closes with suggestions for future 
work.	  
7.1 Conclusion from this work 
The DQCMC method is successfully implemented in the available in house 1st order CMC Code 
(discussed in chapter 4). The method of the DQCMC which is based on the DQMOM [23, 44] 
have been presented and validated. Initially the analysis is performed for a simple igniting non-
premixed hydrogen flame with a mechanism containing 9 species. The derivation of the 
DQCMC is presented which begins with the transport equation using a presumed PDF approach 
where the joint PDF is expressed as a multi-peak (two environments) delta function; all with a 
given probability weight, wα, representing a distinct mixing-environment. The resulting set of 
transport equations that need to be solved increases with a factor Ne, where Ne is the number of 
chosen environments. The ultimate conditional mean for each species is the weighted sum of the 
contributions from each environment. Nevertheless the mixing between the environments is 
properly defined without any need for correction factors.  
The results have been shown for a special case of two mixing environments (i.e., N1 and N2) with 
equal weights where the DQCMC has an analytical solution. It is assumed that there is one 
leading variable in the chemical system such as temperature. The effects of the fluctuations 
around the conditional means are captured qualitatively and results from the DQCMC model 
show to predict the trends of partial extinction and re-ignition of the turbulent flames observed  
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from direct numerical simulations and the predicted results are in very good agreement with 
observed trends from DNS. The results of particular interest are the ignition time of the 
environment N2 of the DQCMC scheme which ignites more rapidly corresponding to low scalar 
dissipation rate. The N2 predicts higher flame temperature in fully developed flames. This 
prediction is in very good agreement with the previous DNS results of Mastorakos et al. and 
Løvås et al. [5, 41]. Moreover, the differences between the first order CMC and DQCMC are 
discussed. The method can do so with very low additional computational effort. 
In order to validate the model for larger hydrocarbon fuels, detailed analysis of the DQCMC 
method for hydrocarbon fuel have been presented and validated in chapter 5. The analysis is 
performed for an igniting non-premixed n-heptane flame with a detailed mechanism containing 
67 species. The results from the detailed hydrocarbon fuels with the DQCMC scheme show 
improved results to the work previously presented for a simple hydrogen flame with only 9 
species. The effects of the fluctuations around the conditional means are captured qualitatively 
for the hydrocarbon fuel. The results from the DQCMC model show clear variation with the 1st 
order CMC particularly on the fuel rich side of the conditional temperature and the important 
radical for soot formation such as the acetylene. The predicted results (i.e., for the n-heptane 
detailed mechanism) from the DQCMC model illustrate to predict qualitatively the trends of 
partial extinction and reignition of the turbulent flames observed from direct numerical 
simulations. In addition, the modelling results from the n-heptane flames are in very good 
agreement with available experimental data from a shock tube concerning ignition delays time 
[8].
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Finally, the DQCMC scheme is coupled with a semi-empirical soot model to study the effects of 
particulate formation, such as soot, in chapter 6. Soot formations have been predicted in igniting 
non-premixed turbulent n-heptane flames using the DQCMC approach coupled with the semi-
empirical soot model. The results from the DQCMC model demonstrate the ability to capture the 
effects of soot formation and to qualitatively predict the soot concentrations, given the 
complexity and uncertainty of the present soot formation model.  
The results clearly illustrate the importance of the fluctuations around the conditional means that 
leads to clear inconsistency in soot particles prediction in mixture fraction space. The predicted 
soot mass fractions from the DQCMC show clear variation with the 1st order CMC provided the 
fluctuation of the conditional mean are taken into account in the DQCMC scheme. In addition, 
the modelling results show qualitatively the trends from DNS. The use of a semi-empirical soot 
model in the framework of the DQCMC for turbulent non-premixed flames suggests that the 
DQCMC is a promising approach for modelling of soot formation. Future work is described 
below. 
7.2 Suggestion for further research 
The first recommendation would be to couple the DQCMC with CFD to estimate the fluctuation 
coefficient from the turbulence model calculation. It would be interesting to see the differences 
in how the turbulence model effects the fluctuation in these two operating environments of the 
DQCMC scheme. The second recommendation would be to test other fuels mechanisms. 
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The common assumption when employing the CMC is that every chemical species has the same 
coefficient of diffusion. However, the formation of the particles in combustion is located in fuel 
rich regions during non-premixed combustion or in small fuel rich pockets due to in 
homogeneities. In CMC this interaction is described by the mean scalar dissipation rate obtained 
from the flow field. The scalar dissipation rate is in turn influenced by the mixing of the reactive 
scalars; species mass fractions, particle number densities, etc. This is further influenced by the 
Lewis number which is the ratio of species diffusion and heat flux. As this is often assumed to be 
unity for turbulent diffusion flames it is argued that the species diffusion is controlled by the 
turbulent mixing. However, in the case of particle formation such as soot, the transport of 
radicals from the main reaction zone, the inner reaction layer, to the soot formation layer is very 
determining on the amount of particle formation and growth. These layers are close to each other 
and it is expected that, depending on the level of scalar dissipation rate, the mixing 
characteristics change when going from turbulent to laminar flows, thus Lewis number is no 
longer necessarily unity for all species. The predicted levels of emission in these regimes are 
highly sensitive to this effect, and the details of the transition have yet not been investigated. 
The third recommendation would be to implement the additional terms which appear in the CMC 
formulation when the assumption of equal diffusion coefficients are not valid and extend it to the 
DQCMC. It will be desirable to validate the DQCMC against DNS which will enable the 
corresponding formulation and verification of reliable closure hypothesis. 
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Appendix A: CMC Temperature Equation 
Derivation 
Species Conditional mass fraction equation: 
∂ Yα η
∂t
+ ui η
∂ Yα η
∂xi
= N η
∂2 Yα η
∂η2
+ Sα η + eQ + eY   (A.1) 
Conditional Enthalpy Equation: 
∂ h η
∂t
+ ui η
∂ h η
∂xi
= N η
∂2 h η
∂η2
+
1
ρ
∂p
∂t
η − qRAD η + eQ + eY   (A.2) 
The enthalpy can be expressed in the following form as: 
h = h Yα ,T( ) = href ,α + cp ,α dT
To
T
∫
"
#
$$
%
&
''
α=1
n
∑ = hαYα
α=1
n
∑  
  
(A.3) 
∇h = ∇hαYα + hα∇Yα∑∑ = cp∇T + hα∇Yα∑    (A.4) 
where in the above equation
ix
∂
∇ =
∂
, now by substituting Eq. (A.4) into Eq. (A.2), we obtain the 
following equation: 
p i p
i i
T Y T Y
c h u c h
t t x x
α α
α α
η η η η
η η η η η
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= N η ∂
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+
1
ρ
∂p
∂t
η − qRAD η + eQ + eY  (A.5) 
The above Eq. (A.5) can be simplified by the species mass fraction Eq. (A.1) and rearranged in 
the following form as shown below:   
cp η
∂ T η
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∂ Yα η
∂t
+ ui η ∇ Yα η
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1
ρ
∂p
∂t
η − qRAD η + eQ + eY  (A.6) 
Dividing the above Eq. (A.6) by pc η  and using the primary closure hypothesis in section 
3.3.2 for the term Qe  and Ye terms and rearranging the terms in the brackets, the CMC 
temperature equation can be written as:
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The CMC equation for the conditional mean temperature TQ T η≡  is given as:  
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