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We present a study of the one–dimensional S = 1 antiferromagnetic spin chain with large easy plane
anisotropy, with special emphasis on field–induced quantum phase transitions. Temperature and magnetic field
dependence of magnetization, specific heat, and thermal conductivity is presented using a combination of nu-
merical methods. In addition, the original S = 1 model is mapped into the low–energy effective S = 1/2 XXZ
Heisenberg chain, a model which is exactly solvable using the Bethe ansatz technique. The effectiveness of the
mapping is explored, and we show that all considered quantities are in qualitative, and in some cases quantita-
tive, agreement. The thermal conductivity of the considered S = 1 model is found to be strongly influenced by
the underlying effective description. Furthermore, we elucidate the low–lying electron spin resonance spectrum,
based on a semi–analytical Bethe ansatz calculation of the effective S = 1/2 model.
PACS numbers: 75.10.Jm,75.40.-s,75.40.Gb,76.30.-v,05.60.Gg
I. INTRODUCTION
One of the most fascinating features of a S = 1 Heisen-
berg antiferromagnetic (AFM) chain is the occurrence of an
excitation gap first suggested by Haldane [1]. In the presence
of easy plane anisotropy D and a magnetic field H along the
hard axis, the S = 1 chain is described by the Hamiltonian:
H =
∑
n
[
JSn · Sn+1 +D(Szn)2 +HSzn
]
, (1)
where Sn = (Sxn, Syn, Szn). The physical properties of the
system strongly depend on the strength of anisotropy D. For
D = 0, the ground state is a singlet and the lowest excitation
is a degenerate massive triplet with S = 1. For positive D the
triplet splits into an Sz = 0 state and a degenerate Sz = ±1
doublet with lower energy. When D is increased, the Haldane
gap is diminished until it vanishes [2] at some critical Dc =
0.968J . At this point a transition occurs, so when D is further
increased we observe the rise of a gap of different nature [3].
We focus on the large–D limit, where the anisotropy D is
much larger than the exchange coupling J . For zero magnetic
field this phase is characterized by a nondegenerate ground
state that is the direct product of states with Sz = 0, because,
due to the large anisotropy, all spins are forced to lie in the
XY plane. The lowest excited states can be constructed by re-
ducing or increasing the azimuthal spin by one unit at a site,
so that the total spin in the z direction is Sz = ±1, with a
gap ∆0 ∼ D. The energy momentum dispersion of these de-
generate states has been calculated through a systematic 1/D
expansion carried to third order [3]. Several more terms be-
yond the third order have become available [4].
The application of magnetic field along the z direction in-
duces a zero–temperature quantum phase transition at a crit-
ical field H1, above which magnetization develops in the
ground state and the spectrum of magnetic excitations be-
comes gapless. At this point level crossing occurs and the
azimuthal spin of the ground state is no longer zero but in-
creases with increasing field. The value of H1 is defined by
the gap ∆0, H1 = ∆0, for which a third–order approximation
is given by [5]
H1 = D − 2J + J
2
D
+
J3
2D2
. (2)
A second transition occurs at a critical field H2, above
which the ground state is fully polarized and the gapped ex-
citation spectrum of a magnon can be calculated exactly. The
value of H2 is defined by the lowest gap of the magnon dis-
persion:
H2 = D + 4J . (3)
A physical realization of an S = 1 chain in the large–D
limit is the organic compound NiCl2-SC(NH2)2, abbreviated
as DTN, a system of weakly interacting chains. The field–
induced quantum phase transitions (QPT) described above, as
well as the thermodynamic and transport properties of DTN,
have attracted considerable experimental and theoretical at-
tention [6,7]. Actually, DTN is considered to be the quasi–
one–dimensional limit of a three–dimensional (3D) system,
where the exchange couplings perpendicular to the chain J⊥
are finite but much smaller than J , J⊥/J ≃ 0.18. The inter-
mediate phase in DTN has been experimentally identified as
a 3D XY AFM ordered phase that can be regarded as a Bose-
Einstein condensate (BEC) of magnons below some critical
temperature TN [8]. The 3D ordering is a result of the pres-
ence of J⊥, which becomes significant whenever the energy
gap is smaller than J⊥. The S = 1 system can be mapped into
a gas of semi hard core bosons, where the Sz = −1 , 0, and 1
states are mapped into a state with zero, one, and two bosons
2per site. Nevertheless, it is well known that for the one–
dimensional (1D) AFM, quantum fluctuations are strongest
and only quasi–long–range phase coherence occurs, which is
turned into true long range by the presence of weak 3D cou-
plings.
In this paper we will concentrate on the 1D model (1) where
quantum effects become much more important. We can gain
a better insight into the problem if we consider the following
mapping: when H → H1, the state with total Sz = −1 ap-
proaches the ground state due to the Zeeman energy. The idea
is to project the original Hamiltonian into this low–energy
subspace using a new S = 1/2 representation. A mapping
based on similar considerations is possible for H → H2,
using the single magnon state and the ferromagnetic (FM)
ground state. A similar analysis has been carried out for
S = 1/2 ladders in a magnetic field [9], but for reasons of
completeness we give more details about the mapping in Ap-
pendix A.
The original S = 1 Hamiltonian reduces to that of the
S = 1/2 XXZ Heisenberg AFM chain in the presence of the
magnetic field:
H˜ =
∑
n
[
2J
(
S˜xnS˜
x
n+1 + S˜
y
nS˜
y
n+1 +∆S˜
z
nS˜
z
n+1
)
+ H˜S˜zn
]
,
(4)
where ∆ = 1/2 and H˜ = −J −D +H . Ferromagnetic or-
der in the ground state is established when the magnetic field
exceeds the critical value H˜c = 2J(∆+ 1). The whole phase
can be described by the effective Hamiltonian (4), where
1. the gapped phase of model (1) for H < H1 corresponds
to the negatively FM ordered state of model (4) for H˜ <
−H˜c,
2. the gapless phase of (1) forH1 < H < H2 corresponds
to gapless phase of model (4) for −H˜c < H˜ < H˜c,
3. and the FM state of model (1) for H > H2 corresponds
to the positively FM ordered state of model (4) for H˜ >
H˜c.
The obvious advantage of this mapping is that the S =
1/2 XXZ chain is exactly solvable. The Bethe ansatz tech-
nique gives explicit analytic expressions for its eigenfunction
and eigenvalues, and the thermodynamics can be calculated
through a set of nonlinear integral equations. Also, the com-
plete integrability of theS = 1/2XXZ quantum spin chain has
some interesting implications on the thermal transport proper-
ties of the original S = 1 chain.
Here we explore the effectiveness of this mapping. A first
direct test can be given if we compare the critical fields ob-
tained by the two models. For the first critical field, model (4)
predicts H1 = D − 2J , which coincides with Eq. (2) only
at first order in terms of J/D, whereas both models predict
the same value for the second critical field given by Eq. (3).
This is an indication that the mapping should be more accurate
close to H2 rather than H1. Throughout this paper we adopt a
certain choice of parameter D/J = 4 in our numerical calcu-
lations in order to be consistent with earlier work on electron
spin resonance (ESR) theoretical analysis [10] of model (1)
and to obtain semiquantitative agreement with experimental
data on DTN [11,12]. Under this choice, the critical fields are
H1/J = 2.28 and H2/J = 8 for model (1), and 2 and 8 for
model (4), respectively.
The paper is organized as follows: In Sec. II we present a
detailed calculation of the magnetization and the specific heat
for both the S = 1 model (1) and the effective S = 1/2
model (4), using a variety of numerical techniques. In Sec. III
we address the calculation of dynamic correlation functions
pertinent to the study of thermal transport in both models. Fi-
nally, in Sec. IV we take advantage of the effective S = 1/2
model in order to elucidate the field dependence of ESR in the
intermediate phase H1 < H < H2 and thus complete recent
theoretical analyses [10] carried out within the S = 1 model.
Our main conclusions are summarized in Sec. V, while some
theoretical issues are relegated to two brief Appendices.
II. THERMODYNAMICS
This section is devoted to the calculation of the thermody-
namic quantities, such as magnetization and the specific heat.
It is important that this calculation be done for the original
Hamiltonian directly in some numerical ways in order to test
the validity of the approximations used while performing the
mapping.
For this reason an algorithm based on the application of
the renormalization group to transfer matrices (TMRG) is em-
ployed, where the S = 1 quantum chain is mapped onto
a two–dimensional classical system by a Trotter–Suzuki de-
composition of the partition function [13]. The main advan-
tage of this method is that the thermodynamic limit can be per-
formed exactly and results can be obtained with satisfactory
accuracy. Moreover, a second numerical calculation is car-
ried out on the basis of the finite–temperature Lanczos method
(FTLM) [14]. Although the TMRG results of thermodynamic
quantities are considered to be more accurate, the FTLM ap-
plies also to the calculation of dynamic correlations such as
those presented in Sec. III for the discussion of thermal trans-
port.
According to thermodynamic Bethe ansatz (TBA), a sys-
tem of nonlinear integral equations provides all the required
information for the calculation of the free energy of model (4)
in the thermodynamic limit [15]. The particular value of the
anisotropy parameter ∆ = 1/2 is especially convenient be-
cause the calculation of thermodynamic quantities requires a
solution of only two nonlinear integral equations. More de-
tails are discussed in Appendix B.
A. Magnetization
In this subsection, we calculate the magnetization curve as
a function of temperature and applied magnetic field. In a
gapped spin system in the presence of external magnetic field,
the Zeeman term is responsible for the closure of the gap and
spontaneous magnetization is developed in the ground state.
The behavior of the magnetization curve near a critical field
Hcr is nontrivial and depends on the model and its dimension-
ality. In most cases where second–order transitions occur, the
3magnetization M near Hcr behaves like
M ∼ (H −Hcr)1/δ . (5)
Models with the same critical exponent δ are said to be-
long to the same universality class independently of the mi-
croscopic details of the system. In general, the universality
class of the model is hard to derive prior to a direct calcula-
tion of magnetization. For the S = 1 Haldane chain, the crit-
ical exponent was found equal to δ = 2, a result based on an
equivalent continuum limit of quantum chains and a mapping
of the effective low–energy Lagrangian to a Bose fluid with δ
repulsion [16]. Nevertheless, a similar low–energy quantum
field theory is not available for the large–D S = 1 chain and
hence an independent calculation of the magnetization curve
is needed. Among the models that have the same critical ex-
ponent δ = 2 are the S = 1/2 ladders[17] and the S = 1/2
bond–alternating chain [18].
The zero temperature magnetization of the S = 1/2 XXZ
model is based on a Bethe ansatz solution of the Hamiltonian.
More specifically, C. N. Yang and C. P. Yang [19] studied the
ground state energy as a function of ∆ and magnetization,
and among the various results, they proved that M˜ close to
H˜c behaves as follows
M˜ =
1
2
− 1
π
√
H˜c − H˜ for H˜ < H˜c ,
M˜ = −1
2
+
1
π
√
H˜ − H˜c for H˜ > −H˜c . (6)
Note that the dependence of M˜ on the anisotropy constant ∆
enters only through the critical field H˜c = 2J(1 + ∆) and
thus does not affect the value of the critical exponent δ =
2. However, finite temperature will cause a smoothing in the
shape of the M˜(H˜) curve close to H˜c.
In Fig. 1 we depict the magnetic field dependence of mag-
netization M for a S = 1 large–D chain, superimposed with
the magnetization M˜ + 1/2 for the S = 1/2 XXZ chain for
(a) T/J = 0.02 and (b) T/J = 0.2. Among the facts that be-
come apparent are the following: (i) TemperatureT/J = 0.02
is considered to be low enough that the anticipated square–
root behavior is evident for both models. The critical expo-
nent is extracted and is found to be δ ≃ 2 close to H1, as well
as close to H2. This foreseen result renders model (1) in the
same universality class as the Haldane or S = 1/2 XXZ chain.
(ii) As mentioned already, we expect that the mapping close
to H2 is more accurate than close to H1. This expectation is
verified by the magnetization curves close to H2 which are
indistinguishable.
Let us now focus on the temperature dependence of magne-
tization for a wide range of fixed magnetic fields, as illustrated
in Fig. 2. For H < H1, magnetization vanishes exponentially
toward T = 0; for H > H1, a minimum appears at low tem-
peratures that persists up to Hm = (H1 + H2)/2, whereas
maxima occur at larger magnetic fields for Hm < H < H2.
A further increase of the magnetic field will reopen the gap,
and for H > H2 the M(T ) curve decreases with increas-
ing temperature and vanishes exponentially. In Fig. 2(a) we
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Figure 1. (Color online) The magnetic field dependence of magneti-
zation M at fixed temperature (a) T/J = 0.02 and (b) T/J = 0.2.
The solid line corresponds to TMRG results obtained for the S = 1
large–D chain and the dashed line corresponds to TBA results ob-
tained for the S = 1/2 XXZ chain. Vertical lines indicate the loca-
tion of critical fields H1/J = 2.28 and H2/J = 8. Satisfactory
agreement between the two models is achieved, particularly close to
H2 where the two curves are indistinguishable.
present the above–described behavior of M and the position
of the extrema Tc is indicated by dots.
The presence of minima and maxima at low temperatures
is not a surprising result, since similar features were found
for systems of S = 1/2 ladders [20,21,22,24] and Haldane
chains [25], where this nontrivial behavior was interpreted as
a Luttinger liquid (LL) crossover, with Tc corresponding to
the temperature below which the description of the system in
terms of a LL is valid.
Here we examine this behavior in terms of the S = 1/2
model, and in Fig. 2(b) we have plotted the temperature de-
pendence of magnetization for the same values of magnetic
field. For small values of temperature, magnetization behaves
in a similar way, with a minimum or maximum being present
for every value of magnetic field. Any deviations for higher
temperature can be attributed to the missing component of the
doublet. At the value H/J = 5 (H˜ = 0) the extrema are ex-
pected to disappear and M˜ = 0 for every temperature. The
position of the extrema is symmetric around H/J = 5, re-
flecting the symmetry around H˜ = 0, where every minimum
for H˜ < 0 corresponds to a maximum under the substitution
H˜ → −H˜ . As expected, this symmetry holds for the S = 1
model only in the D/J ≫ 1 limit. This lack of symmetry
is easily seen in Fig. 3, where we present the magnetic phase
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Figure 2. (Color online) The temperature dependence of magnetiza-
tion for (a) the S = 1 large–D model and (b) the S = 1/2 XXZ
model, for various fields. Dots indicate the position of extrema that
correspond to the Luttinger liquid crossover. Tc decreases toward
T = 0 as H approaches H1 or H2.
diagram for both models with symbols marking the crossover
into a low–temperature Luttinger liquid regime. Note that the
discontinuity close to Hm is an artifact of the way in which
we identify the LL transition [24].
The results presented in this section, namely, the low–
temperature critical exponent δ = 2 and the extrema of the
M(T ) curve should be accessible to experimental verifica-
tion. Magnetization measurements on DTN [26,27] revealed
a linear dependence of M(H) at low temperatures and M(T )
traces at fields close to H1 display a cusp–like dip that was
attributed to the onset of 3D XY AFM order rather than a LL
crossover. Exchange couplings perpendicular to the chain J⊥
play an important role in determining the dimensionality of
DTN close to the QPT atH1 andH2, where the gap closes and
the system behaves as three–dimensional. The power-law be-
havior of the observed phase boundary [8] H1(T )−H1(0) ∝
Tα has been identified as α = 1.47 ± 0.10 consistent with
the 3D BEC universality class. We should emphasize that the
phase diagram of Fig. 3 does not correspond to a real phase
transition, but to a crossover between different regimes with
an α ≃ 1 exponent, and should lie above the phase diagram
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Figure 3. (Color online) Magnetic phase diagram of the S = 1 chain
with a strong easy–plane anisotropy (full points) and of the S =
1/2 XXZ chain (open points). Symbols indicate the crossover into a
finite–temperature LL regime present for both models.
of BEC or XY AFM type.
B. Specific Heat
The magnetic field and temperature dependence of specific
heat Cv is now investigated. A well established result [28] is
that the specific heat of the S = 1/2 XXZ model develops a
characteristic double peak as a function of an applied longi-
tudinal magnetic field at relatively low–T . This characteris-
tic behavior cannot be explained by noninteracting magnons,
where a single peak should be expected with its maximum at
the position of the critical field.
The numerical calculation of Cv for the S = 1 large–D
chain reveals that the double peak is indeed present for ade-
quately low temperatures. This is presented in Fig. 4, where
Cv is plotted as a function of magnetic field at fixed temper-
ature T/J = 0.1. The position of the double peak is around
critical fields H1 and H2. Note that the curve is symmetric
around Hm for the S = 1/2 XXZ chain due to the the spin–
inversion symmetry, whereas some asymmetry arises for the
S = 1 large–D chain which is apparent near the lower critical
field H1.
The temperature dependence of specific heat is also studied
at various magnetic fields, and the main features are depicted
in Fig. 5, calculated for the original S = 1 model using the
TMRG algorithm. More specifically, for H < H1 specific
heat decays exponentially at low temperatures due to the pres-
ence of the gap. The curve has a single peak which can be
attributed to the thermal population of the Sz = ±1 doublet
excitations. An increase of H will cause a decrease of the Cv
curve. As H → H1 the gap is reduced and the line shape is
changed, as we find linear dependence on H at low–T . For
H1 < H < H2 an additional peak is gradually developed,
below which the temperature dependence remains linear. This
behavior is is consistent with the LL phase where specific heat
scales like Cv/T ∝ T d−1 for excitations with relativistic dis-
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Figure 4. (Color online) The magnetic field dependence of specific
heat Cv at fixed temperature T/J = 0.1. The solid line corresponds
to TMRG results for the S = 1 large–D model and the dashed line
corresponds to TBA results of the S = 1/2 XXZ model.
persion, where d is the dimension. Finally, for H > H2 the
second peak vanishes and the reopening of the gap will again
cause Cv to decay exponentially at low T .
The characteristic behavior of specific heat described in this
section can be fould in other models as well, for example,
S = 1/2 ladders. Measurements on systems of weakly cou-
pled ladders[24] revealed qualitatively the same Cv(T ) behav-
ior, where the first peak in T was explained as a sign of devia-
tions from the LL linear regime. Moreover, the characteristic
double peak of Cv as a function of magnetic field presented
in Fig. 4 has been found experimentally [22,23]. Note that
the S = 1/2 ladder compounds are considered to be good
candidates to explore effects that occur in 1D quantum sys-
tems, with the interladder coupling being 2 orders of magni-
tude smaller than the intraladder couplings.
On the contrary, the specific heat data of DTN exhibit sharp
peaks as a function of T and H , suggesting that DTN can
partially be described as a quasi–1D system, making the in-
clusion of interchain couplings necessary in order to explain
the experimental data. The low–T dependence of specific heat
data is T 3/2 at H1, in agreement with the expected 3D BEC
[27]. In addition, the Cv(H) data exhibit sharp asymmetric
peaks at the critical fields H1 and H2, an asymmetry that was
explained in terms of mass renormalization of the elementary
excitations due to quantum fluctuations that exist for H ≤ H1
and are absent for H ≥ H2 [29]. The free magnon picture at
any dimensionality is not sufficient to reproduce the double–
peak shape. On the contrary, a single, rather sharp peak is
predicted with a maximum at the critical fields. In Fig. 4 we
notice that the asymmetry in Cv is present for the 1Dl case as
well, with the value of Cv at the double peak around H2 be-
ing larger than the one around H1. In terms of the effective
mapping that we are discussing here, perfect symmetry is only
expected in the D/J ≫ 1 limit.
Finally, in Fig. 6 we compare the TMRG result with FTLM
calculation on the chain L = 16 with periodic boundary con-
ditions at T/J = 0.5 in order to establish a reliable compar-
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Figure 5. (Color online) The temperature dependence of specific heat
for various fields, calculated for the S = 1 model using TMRG.
ison between them. The two curves are in good agreement,
especially in the vicinity of the two critical fields, with some
deviations in the center of the intermediate phase that are due
to finite–size effects of FTLM data.
III. THERMAL TRANSPORT
In this section we turn our attention to the transport prop-
erties of the S = 1 large–D model (1). Within the linear
response theory, the heat current JQ and the spin current JS
are related to gradients of magnetic field∇H and temperature
∇T by the transport coefficients Cij [30] :(JQ
JS
)
=
(
CQQ CQS
CSQ CSS
)(−∇T
∇H
)
,
where CQQ = κQQ (CSS = σSS) is the heat (spin) conduc-
tivity. The coefficients Cij correspond to the dc limit of the
real part of the appropriate current–current correlation func-
tions (frequency–dependent conductivities), Cij = Cij(ω →
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Figure 6. (Color online) The magnetic field dependence of specific
heat Cv at fixed temperature T/J = 0.5 as calculated with TMRG
(solid line) and FTLM (points) for the S = 1 model. Deviations are
due to finite–size effects of FTLM data.
0). Note that under the assumption of vanishing spin current,
which is relevant to certain experimental setups, the thermal
conductivity κ is redefined as follows:
κ = κQQ − βC2QS/CSS , (7)
where the second term is usually called the magnetother-
mal correction. Such a term originates from the coupling of
the heat and spin currents in the presence of magnetic field
[32,31,33]. Here we present results for the heat conductivity
κQQ(ω) calculated for S = 1 model with FTLM on the chain
up to L = 16 sites and exact results obtained for S = 1/2
model. In the latter case, we comment also on the βC2QS/CSS
term.
The real part of a given current–current correlation function
(real part of the conductivity) can be written as:
Cij(ω) = 2πDijδ(ω) + C
reg
ij (ω) , (8)
where the regular part Cregij (ω) can be expressed in terms of
eigenstates |n〉 and eigenenergies ǫn:
Cregij (ω) =
πβr
L
1− e−βω
ω∑
ǫn 6=ǫm
pn〈m|Ji|n〉 × 〈n|Jj |m〉δ(ǫn − ǫm − ω) , (9)
while the dissipationless component with the Drude weight is
related to the degenerate matrix elements:
Dij =
βr+1
2L
∑
ǫn=ǫm
pn〈m|Ji|n〉〈n|Jj |m〉 , (10)
where pn = exp(−βǫn)/Z are corresponding Boltzmann
weights and Z is the partition function.
In the case of heat conductivity, CQQ(ω) = κQQ(ω), i =
j = Q, and r = 1. The heat current JQ =
∑
n j
Q
n can
be defined by the lattice continuity equation jQn − jQn−1 =
−ı[H,Hn−1], where Hn is the local energy density of (1),
with H =∑nHn. Such a definition leads to
JQ =
∑
n
[
J2Sn−1 ·
(
Sn × Sn+1
)
+ (2DSzn +H) j
S
n
]
,
(11)
where jSn = J
(
SxnS
y
n+1 − SynSxn+1
)
is the local spin current.
Note that in the presence of a finite magnetic field, H 6= 0, the
heat current JQ is not simply equal to energy current JE but
instead is [30]
JQ = JE +HJS , (12)
with JS =
∑
n j
S
n .
Since our numerical calculation is performed on a finite
chain, it is expected that the κQQ(ω) is a sum of weighted
δ functions. Therefore in Fig. 7 we present the integrated con-
ductivity
IQQ(ω) =
1
2π
ω∫
−ω
dω′ κQQ(ω
′) , (13)
which is a much more reliable, monotonically increasing
function, when numerically dealing with finite–system results.
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Figure 7. (Color online) Integrated conductivity IQQ(ω) for (a)
T/J = 1 and (b) T/J = 10 as calculated for L = 16 sites and
different fields H . Dashed vertical line represents ω0/J = 2pi/L ∼
0.4.
From Fig. 7 it becomes apparent that κQQ(ω) exhibits two,
well separated regions: the low–ω part and the high–ω part
7that is activated aroundω/J & D. The spectral representation
of κQQ(ω) of Eq. (9) implies that nonzero matrix elements ex-
ist only for states |n〉 and |m〉 which obey the ∆Sz = 0 and
∆k = 0 selection rules. At low enough T , the high–frequency
part of κregQQ(ω) should be dominated by transitions between
the ground state and the next in energy state with the same
total magnetization. As mentioned already, for H < H1, the
ground state |Ω〉 carries zero azimuthal spin Sz = 0 and the
elementary excitations are the degenerate Sz = 1 excitons
and Sz = −1 antiexcitons with energy momentum disper-
sion ǫ(k) [3] .The next in energy state that belongs to the total
Sz = 0 subspace is constructed by an exciton with crystal
momentum k1 and an antiexciton with k2 and energy equal
to ǫ(k1) + ǫ(k2), which will be referred to as an exciton–
antiexciton continuum. Therefore, at low T , the simplest
possibility is a transition between the ground state and the
exciton–antiexciton continuum at k = k1 + k2 = 0, result-
ing contributions from a band of frequencies with boundary
lines ωα,β , where
ωα,β = 2D ∓ 4J + 2J2/D ± J3/D2 . (14)
In Fig. 8 we plot the frequency dependence of κQQ(ω) at
H = 2 and relatively low temperature T/J = 1. As pre-
dicted, the high–frequency part of κregQQ(ω) is activated at fre-
quencies around ωα and terminates at ωβ , a result consistent
with the preceding analysis.
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Figure 8. (Color online) Frequency dependence of κQQ(ω) atH = 2
and T/J = 1. Labels ωα,β indicate the boundaries of the band with
nonvanishing weight at low T .
For H > H2 the ground state is fully polarized with
no other state sharing the same Sz subspace; therefore it is
expected that contributions at high frequencies will vanish.
This is supported by our numerical results and is evident in
Fig. 7(a), where for H ≥ H2 only the ω ∼ 0 contributions
are present. In the intermediate phase for H1 < H < H2,
the elementary excitations are difficult to calculate and there
can be no analytical predictions such as lines ωα,β . From the
numerical data presented in Fig. 7(a), we conclude that for
H1 < H < H2 the high–ω part of κregQQ(ω) is active at a
band roughly between lines ωα and ωβ with intensity that is
gradually reduced as H → H2.
Several conclusions can be drawn also for ω → 0 behavior
of κQQ(ω). To begin with, in Fig. 7(b) an anticipated result
for nonintegrable systems is illustrated, namely, that Drude
weight DQQ vanishes for high temperatures. On the other
hand, at low temperatures,DQQ remains finite at any value of
H , as can be seen in Fig. 7(a). Moreover, for H ≥ J the ω ∼
0 contributions are dominant in the total sum rule IQQ(ω =
∞) and almost all weight is in Drude weight itself. Since the
model (1) is a nonintegrable, one would expect that DQQ is
vanishing exponentially fast (at least for T →∞) with system
size L, leading to diffusive transport in the thermodynamic
limit [1,34].
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Figure 9. (Color online) System size scaling of Drude weight DQQ
at (a) T/J = 10 and (b) T/J = 1, obtained for systems with L =
6, . . . , 16 sites with various magnetic fields H/J = 2, 4, 8, 10.
In order to clarify this, we present in Fig. 9 inverse system
size 1/L scaling of the DQQ for various values of T and H .
For T ≫ J the Drude weight is indeed vanishing exponen-
tially fast, consistent with diffusive transport. However, this
is not the case for low T , where the scaling of DQQ seems to
weakly depend on system size. The choice of H that deter-
mines whether the system is in the gapped or gapless phase
does not seem to affect this scaling. Yet, a finite value of
DQQ in the thermodynamic limit is one of the features of
integrable systems [35], which is clearly not the case of the
considered model (1) [1,34]. One of the possible explanations
of this phenomenon is that the intrinsic diffusive processes
at low T , that will result in a zero DQQ in the thermody-
namic limit, become effective beyond the reachable system
size or the energy resolution of the method presented here.
As a result, it is expected that as one increases the system
size, the spectral weight from DQQ shifts to κregQQ(ω < ω0),
8with ω0/J ∼ 2π/L [36,37]. The latter completely dominates
the low–ω behavior of κQQ(ω) in the thermodynamic limit
(L → ∞). Therefore, to capture this finite–size effect, in the
following we will consider integrated conductivity IQQ(ω0)
(requency ω0 is depicted as vertical dashed line in Fig. 7).
To gain insight into the origin of the slowly decaying Drude
weight at low T , let us consider thermal transport in the ef-
fective low–energy S = 1/2 Hamiltonian (4). The heat
current J˜Q is defined for this model in the same way, i.e.,
j˜Qi − j˜Qi−1 = −ı[H˜, H˜i−1] with H˜ =
∑
i H˜i, leading to
J˜Q =
∑
n
[
4J2S˜n−1 ·
(
S˜n × S˜′n+1
)
+ H˜j˜Sn
]
, (15)
with S˜′n = (S˜xn, S˜yn,∆S˜zn). Other definitions and properties
of the currents and conductivity remain the same [Eq. (7)-
(10),(12)] with appropriate J˜α, α = Q,E, S and J˜ = 2J .
It is known that the S = 1/2 Heisenberg model is inte-
grable, with heat current being one of the conserved quan-
tities, [J˜Q, H˜] = 0, leading directly to its nondecaying be-
havior and within the linear response to infinite thermal con-
ductivity. Also, the integrability of the model (4) makes the
calculation of D˜QQ feasible in the thermodynamic limit. As
a consequence of Eq. (12), one can decompose Drude weight
in terms of the energy and spin contribution
D˜QQ = D˜EE + 2βH˜D˜ES + βH˜
2D˜SS , (16)
where Drude weights are defined in Eq. (10), with r = 1 for
i = j = Q or i = j = E, and r = 0 for i = j = S or
i = E, j = S.
The D˜EE and D˜ES at finite temperatures have been cal-
culated by Sakai and Klu¨mper [31] using a lattice path inte-
gral formulation, where a quantum transfer matrix (QTM) in
the imaginary time is introduced. Correlations and thermody-
namic quantities can be evaluated in terms of the largest eigen-
value of the QTM. The importance of this method yields to the
fact that all quantities are found by solving two nonlinear in-
tegral equations at arbitrary magnetic fields, temperatures and
anisotropy parameters. Here we repeat the calculation using
∆ = 1/2.
On the other hand, spin Drude weight D˜SS at finite mag-
netic field is computed based on a generalization of a method
that was proposed by Zotos [38], where D˜SS was calculated
using the Bethe ansatz technique at zero magnetic field. The
presence of magnetic field will cause some changes to the
TBA equations [15], but the overall analysis is essentially the
same.
In Fig. 10 we compare D˜QQ for the S = 1/2 model with
the numerically obtained integrated conductivity IQQ at ω0
for the S = 1 model on L = 16 sites. As is clearly visible, the
overall agreement is satisfactory. The magnetic field depen-
dence of Drude weight D˜QQ includes all characteristic fea-
tures of the S = 1 low–ω behavior. From the results obtained
for the thermal transport, as in the case of magnetization and
specific heat, we observe that the mapping is much more accu-
rate close to H2 than close to H1. Also, due to spin–inversion
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Figure 10. (Color online) Comparison of S = 1 integrated conduc-
tivity IQQ(ω0) at ω0 = 2pi/L forL = 16with exact S = 1/2 Drude
weight D˜QQ calculated in the thermodynamic limit for T = 0.5, 1
and 2 as a function of the magnetic field H .
symmetry, the S = 1/2 results are symmetric with respect to
H = 5 (H˜ = 0), where lack of such a symmetry for the S = 1
model is expected.
Let us now comment on the magnetothermal corrections
(MTC) to heat conductivity [Eq. (7)] for the S = 1/2 model.
Frequency–dependent thermal conductivity κ can be written
in the same form as Eq. (8), with the weight of the singular
part given by [30]
K˜th = D˜QQ − βD˜2QS/D˜SS , (17)
where r = 0 for i = Q, j = S. Both of the two competing
terms that contribute to K˜th become important at finite mag-
netic fields. In Fig. 11 we depict the magnetic field depen-
dence of D˜QQ, K˜th, and the MTC term at fixed temperature
(a) T/J = 0.5 and (b) T/J = 1, as have been calculated for
the S = 1/2 model (4).
As expected, the MTC term is exactly zero at the zone cen-
ter (H˜ = 0) but it becomes finite at finite H , where we see a
bell curve behavior, with the peak centered close to the crit-
ical fields at low T . Upon increasing T , the position of the
first (second) peak is shifted to lower (higher) magnetic fields.
While D˜QQ exhibits a pronounced nonmonotonic behavior as
a function of H , with two peaks centered close to the critical
fields, the inclusion of the second term of Eq. (17) results in
an overall suppression of K˜th and the cancellation of this be-
havior. This finding is confirmed by a numerical study of the
thermal transport in the S = 1/2 XXZ chain in the presence
of a magnetic field [33] based on exact diagonalization of a
finite chain.
In all cases considered here, the thermal conductivity at
T < J has a maximum located at H ≃ Hm = (H1 +H2)/2.
However, this is not what is observed in the experiment. The
thermal conductivity measurements at low T of the DTN
compound[29,39] exhibit sharp peaks in the vicinity of crit-
ical fields H1,2. Detailed analysis of spin contribution to the
total thermal conductivity is a nontrivial task due to the pres-
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Figure 11. (Color online) Magnetic field dependence of D˜QQ, K˜th
and MTC term at fixed temperature (a) T/J = 0.5 and (b) T/J = 1.
Vertical lines indicate the critical fields.
ence of phononic contribution. Also, the DTN compound is a
quasi–1D material with J⊥/J ≃ 0.18, and for temperatures
below TN < 1.2K (T/J . 0.5) is in a 3D ordered state
[6,8,11,40] with long–range correlations [41,40].
IV. ELECTRON SPIN RESONANCE
Electron spin resonance has been one of the main tools for
experimental investigation of DTN [42] for a wide field range
including the intermediate region H1 < H < H2. The orig-
inal experiment was repeated in Ref. [10] in order to clarify
certain important features predicted by theory [5] such as the
occurrence of a two–magnon bound state for strong fields in
the regionH > H2. One of the main conclusions of the above
references is that the essential features of the ESR spectrum
observed in DTN are accounted for by the strictly 1D S = 1
model (1). Yet, even within this 1D model, calculation of the
ESR spectrum has been difficult especially for fields in the
intermediate phase.
It is the purpose of the present section to investigate the
structure of the zero–temperature low–lying ESR spectrum
throughout the intermediate region H1 < H < H2 using the
mapping to the effective S = 1/2 model (4) for which a rig-
orous solution can be obtained using the Bethe ansatz. As a
preparation for our main result, we recall that the extent of the
intermediate phase predicted by the S = 1/2 XXZ model is
given by −H˜c < H˜ < H˜c, where H˜c = 2J(1 + ∆) = 3J
for ∆ = 1/2. Upon translating this prediction in terms of the
original field H = H˜ + J +D, the extent of the intermediate
phase is given by
H1 = D − 2J , H2 = D + 4J , (18)
where H2 coincides with the exact upper critical field of
Eq. (3) predicted by the S = 1 model, whereas H1 is an ap-
proximate prediction for the lower critical field that is consis-
tent with Eq. (2), restricted to first order in the 1/D expansion.
Accordingly, the field dependence of the ESR spectrum out-
side the intermediate phase is given by
ωB = D + 2J −H for H < H1 ,
ωC = H −D for H > H2 , (19)
where ωC is the k = 0 value of the magnon dispersion for
H˜ > H˜c, and ωB is the corresponding value for H˜ < −H˜c.
Note that ωC coincides with the exact value of the correspond-
ing prediction in the S = 1 model, whereas ωB is again the
first order approximation within a systematic 1/D expansion
[10].
The preceding elementary calculation of the ESR spectrum
cannot be simply extended into the intermediate phase even
within the effective S = 1/2 model. However, recent devel-
opments in the Bethe ansatz method [43,44] allow the semi
analytical evaluation of matrix elements between eigenstates
in the S = 1/2 Heisenberg model for any magnetization:
the calculations reduce to the numerical evaluation of deter-
minants of the order of the size of the spin system. When
applied to the ESR operator |〈m|S˜−tot|Ω˜〉|2, where |Ω˜〉 is the
ground state, |m〉 an excited state and S˜−tot =
∑
n S˜
−
n , it is
found that there is essentially only one excited state, |m∗〉,
that has significant weight in the spectrum. This state is a
highly unusual one in the Bethe ansatz literature. While usu-
ally eigenstates are characterized by sets of real pseudomo-
menta λ or pseudomomenta with imaginary parts symmetri-
cally arranged around the real axis (“strings”), this state has
all the λ’s real except one that is complex with an imaginary
part ıπ/2. The existence of this state was recently discussed
[45] and it physically corresponds to a uniform change of the
S˜z component of the magnetization by 1. It is fascinating that
the ESR experiments exactly probe this state and its dynamics.
From a computational point of view, it turns out to be
rather difficult to find the pseudomomenta λ for this state.
The nonlinear Bethe ansatz equations at finite magnetiza-
tion, in general, do not converge by iteration. To circum-
vent this problem, it was suggested [46] to study chains with
an odd number N of spins, where indeed the problem is
far less crucial [44]. In the following we present data for
the magnetic field H˜ dependence of the ESR resonance fre-
quency ωm∗ = ǫm∗ − ǫΩ˜ and of the ESR matrix element
|〈m∗|S˜−tot|Ω˜〉|2 for N = 51.The quantum numbers character-
izing the ground state |Ω˜〉 with M reversed spins are given by
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Ij=1,M = −M/2 + 1, . . . ,+M/2, corresponding to a mag-
netization S˜z = N/2−M . The excited state |m∗〉 has M +1
reversed spins and is characterized by the quantum numbers
Ij=1,M = −M/2+1/2, . . . ,+M/2−1/2, IM = (N+M)/2.
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Figure 12. (Color online) Field dependence of T = 0 low–lying
ESR lines calculated from the effective S = 1/2 model diagonal-
ized through the Bethe ansatz. Lines B and C are the straight lines
ωB and ωC given in Eq. (19) for fields outside the intermediate phase
but bend downwards in a nontrivial manner upon entering the inter-
mediate phase to meet at the center and thus form a V –like struc-
ture. The inset depicts the field dependence of the matrix element
|〈m∗|S˜−tot|Ω˜〉|
2
, which is directly relevant for the calculation of the
intensity of ESR modes. Vertical dotted lines indicate the location of
the critical fields H1 and H2 calculated from Eq. (18).
The results of this intriguing calculation are summarized in
Fig. 12, which depicts the field dependence of the low–lying
ESR lines as a function of the field H . As expected, these
coincide with the straight lines ωB and ωC of Eq. (19) for
fields H outside the intermediate phase, which bend down-
wards upon entering the intermediate phase to meet at the cen-
ter and thus form a V –like structure. The calculated slope is
±3/2 at the center and ±1 at and beyond the edges of the in-
termediate phase. Also shown in Fig. 12 is the calculated field
dependence of the matrix element |〈m∗|S˜−tot|Ω˜〉|2, which van-
ishes at the center but reaches a finite value 1/4 that remains
constant for all fields outside the intermediate phase.
The currently predicted V –like ESR spectrum with vanish-
ing intensity at its center is consistent with our earlier pre-
diction [10] made by a rough numerical calculation on small
(N = 10) chains within the S = 1 model (1), but disagrees
with a Y –like structure with nonvanishing intensity at the cen-
ter made by Cox et al. [47] by a calculation within the same
S = 1 model. Concerning possible experimental observation,
the rapid vanishing of intensity near the center would make
the V –mode especially sensitive to small perturbations that
are ever present in effective Heisenberg models [42,10].
Some caution is necessary with regard to the results pre-
sented in this section concerning the structure of the ESR
spectrum in the intermediate phase. As stated earlier, most of
the intensity is concentrated on a single resonance frequency
ωm∗ with a δ–function line shape, emerging from transitions
between the ground state and the excited state |m∗〉. Apart
from this dominant contribution, the Bethe ansatz calculation
revealed that the ESR spectrum consists of secondary transi-
tions with small, but non vanishing intensity. These transi-
tions correspond to resonance frequencies that lie above ωm∗
with negligible matrix elements and are thus omitted from
Fig. 12. These secondary peaks exist throughout the inter-
mediate phase for−H˜c < H˜ < H˜c but lose their intensity for
H˜ ≥ H˜c and H˜ ≤ −H˜c. In this case, the only ESR transi-
tion is the one between the ferromagnetic ground state and the
k = 0 single magnon, with resonance frequency
ωsm = 2J(1−∆) + H˜ for H˜ ≥ H˜c ,
= 2J(1−∆)− H˜ for H˜ ≤ −H˜c . (20)
In order to clarify this more complicated ESR spectrum,
two limiting cases are considered; the isotropic chain (∆ = 1)
and the XY model (∆ = 0). In the presence of isotropic inter-
action, the resonance frequency ωsm = H˜ with a δ–function
line shape is extended in the intermediate region. The line is
precisely at the Zeeman energy for any magnetic field, with
intensity that gradually vanishes as H˜ → 0. In the presence
of a small perturbation to the isotropic Hamiltonian, the ESR
spectrum is again dominated by a single line, but the presence
of anisotropy causes a shift in the position of the resonance
peak that varies with magnetic field [48].
On the other hand, the picture gets more involved for
∆ = 0. A numerical calculation performed by Maeda and
Oshikawa [49] showed that the single magnon picture with
a δ–function line shape at ωsm = 2J ± H˜ holds only for
H˜ ≥ H˜c and H˜ ≤ −H˜c. This picture breaks down in the
intermediate phase, where absorption takes place over a finite
frequency range with boundaries 2H˜ < ω < 4J .
From the discussion above it follows that the value of
anisotropy considered here, ∆ = 1/2, lies approximately in
the middle of the 0 ≤ ∆ ≤ 1 region, combining features
from both extreme cases. The argument of a single line is
substantially correct and adequately describes the ESR spec-
trum, while secondary peaks exist with negligible intensity.
These peaks will evolve into a band of resonance frequencies
in the ∆ = 0 limit.
V. CONCLUSIONS
We have investigated the thermodynamic and dynamical
properties of the one–dimensional S = 1 antiferromagnetic
chain with large easy plane anisotropy, in the presence of a
uniform magnetic field. An effective S = 1/2 Heisenberg
XXZ Hamiltonian is derived based on a mapping of the orig-
inal S = 1 Hamiltonian into its low–energy subspace, which
enable us to gain a better physical understanding of the con-
sidered model. For all quantities studied here, results for both
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the S = 1 and S = 1/2 model are presented and compared
in order to test the effectiveness of the mapping, and results
from the exactly solvable XXZ model are collated to complete
the theoretical description.
The temperature and magnetic field dependence of mag-
netization and specific heat of the S = 1 model have been
studied using a TMRG algorithm, which allows us to obtain
these quantities with satisfactory accuracy in the thermody-
namic limit. The thermodynamic Bethe ansatz is applied to
derive the same quantities for the S = 1/2 model. The criti-
cal exponent that describes the behavior of magnetization near
the critical fields at very low T is extracted from the numeri-
cal data of the S = 1 model and found equal to δ = 2. This
result renders the considered model in the same universality
class as a broad collection of various models of quantum mag-
netism. Furthermore, the temperature dependence of magne-
tization for both models reveals the existence of extrema at
some temperature Tc, which is interpreted as the critical tem-
perature below which the description of the system in terms
of Luttinger liquid is valid. A magnetic phase diagram is con-
structed that represents the crossover into a low–T Luttinger
liquid regime. The section of thermodynamics is completed
with the investigation of specific heat as a function of H and
T . The Cv(H) curve exhibits a characteristic double peak
around critical fields H1,2, and the Cv(T ) curve reveals a lin-
ear dependence at low T , consistent with the LL phase.
We also give a description of the heat conductivity κQQ,
calculated for the S = 1 model with a FTLM algorithm on a
finite chain of length L = 16. We observe that the singular
part of κQQ, namely, the Drude peak DQQ, vanishes for high
T , an anticipated result for nonintegrable systems. On the
contrary, at low T , DQQ remains the significant contribution
to the total sum rule of κQQ at all considered fields. Therefore
the low-ω part of the integrated conductivity IQQ is compared
with the S = 1/2 Drude weight D˜QQ calculated in the ther-
modynamic limit. The overall agreement is satisfactory, with
D˜QQ including all the characteristic features of the S = 1 be-
havior. Within the integrable S = 1/2 model, the heat current
JQ is a conserved quantity giving infinite thermal conductiv-
ity. Nevertheless, it is a nontrivial question as to which extent
integrability of the low–energy effective S = 1/2 Hamilto-
nian influences transport properties of the full S = 1 model.
However, this is beyond the scope of this paper, and we leave
it as a motivation for further studies.
Finally, the low–lying ESR spectrum of the effective S =
1/2 model is analyzed for fields in the intermediate region in
order to complete earlier work on the S = 1 model. A semi
analytical evaluation based on the Bethe ansatz predicts that
ESR lines form a V –like structure in the low-lying intermedi-
ate phase with vanishing intensity at its center.
Concerning the experimental observations of the results
presented throughout the paper, we conclude that measure-
ments on DTN showed that some characteristics expected for
a one–dimensional system are not present, indicating that the
system exhibits 3D behavior. In the case of thermal conduc-
tivity, not only the dimensionality of the system, but the inclu-
sion of scattering mechanisms such as phonons are necessary
in order to reach a realistic description.
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Appendix A: Effective Hamiltonian
Here we give more details about the derivation of the effec-
tive spin Hamiltonian. For H < H1 the ground state |Ω〉 and
lowest excitations |Ψ1〉 and |Ψ2〉 are
|Ω〉 = |1, 0〉 ⊗ |1, 0〉 ⊗ |1, 0〉 ⊗ |1, 0〉 ⊗ · · · ⊗ |1, 0〉 ,
|Ψ1,2〉 = 1√
N
∑
n
eıkn|n∓〉 , (A1)
where states |n−〉 and |n+〉 carry nonzero azimuthal spin
equal to −1 and +1 respectively only at the site n. At zero
magnetic field the states |Ψ1〉 and |Ψ2〉 are degenerate with
a known energy momentum dispersion ǫ(k) [3]. This degen-
eracy is lifted at nonzero magnetic field H due to the Zee-
man energy. Upon increasingH the state |Ψ1〉 approaches the
ground state, whereas the energy difference of states |Ψ1〉 and
|Ψ2〉 equals 2H and becomes larger. Close to H1 the low–
energy space is spanned only by states |Ψ1〉 and |Ω〉 and the
contribution of |Ψ2〉 can be neglected. A new S = 1/2 repre-
sentation can be used:
|Ω˜〉 = | ↓〉 ⊗ | ↓〉 ⊗ | ↓〉 ⊗ | ↓〉 ⊗ · · · ⊗ | ↓〉 ,
|Ψ˜1〉 = 1√
N
∑
n
eıkn|n˜〉 , (A2)
where state |n˜〉 differs from |Ω˜〉 by a spin–up at site n. There-
fore, we project the original Hamiltonian (1) into this sub-
space, and the resulting effective Hamiltonian up to a constant
is:
H˜ =
∑
n
[
2J
(
S˜xnS˜
x
n+1 + S˜
y
nS˜
y
n+1 +∆S˜
z
nS˜
z
n+1
)
+ H˜S˜zn
]
,
(A3)
where ∆ = 1/2 and H˜ = −J −D +H .
For H > H2 the fully FM ground state and the single
magnon eigenstate are:
|Ω〉 = |1,−1〉 ⊗ |1,−1〉 ⊗ |1,−1〉 ⊗ |1,−1〉 ⊗ · · · ⊗ |1,−1〉 ,
|Ψ〉 = 1√
N
∑
n
eıkn|n〉 , (A4)
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where state |n〉 differs from the ground state by the fact that
Szn = 0. By identifying these two states with the S = 1/2
states given in Eq. (A2) the resulting model is again described
by the Hamiltonian (A3).
Appendix B: Thermodynamic Bethe ansatz equations
According to the thermodynamic Bethe ansatz, a system of
nonlinear integral equations provides all the required informa-
tion for the calculation of the free energy of model (4) in the
thermodynamic limit [15]. The number of these equations is
determined by the value of parameter ∆. For ∆ = cos(π/n)
there are n such equations with fi(x) unknown functions,
where i = 1, 2, . . . , n. In the case we are studying here, we
have ∆ = 1/2 and n = 3; therefore the full set of equations
is
ln[1 + f1(x)] = −2J
T
3
√
3 δ(x) ,
ln f2(x) = −2J
T
3
√
3 g(x)
+
∞∫
−∞
dy g(x− y) ln
[
1 + 2f3(y) cosh(3H˜/2T ) + f3(y)
2
]
,
ln f3(x) =
∞∫
−∞
dy g(x− y) ln [1 + f2(y)] ,
(B1)
where g(x) = sech(πx/2)/4. The above equations are solved
numerically by an iterative process, where we generate a
sequence of improving approximate solutions that converge
rapidly. Once function f2(x) is determined, the free energy is
given from
F˜ =
∞∫
−∞
dx g(x) ln[1 + f2(x)] . (B2)
The specific heat and magnetization are given by
C˜v = β2 ∂
2F˜
∂β2
, M˜ = − ∂F˜
∂H˜
, (B3)
where β = 1/T is the inverse temperature. To avoid numeri-
cal differentiation, one can derive similar nonlinear equations
and directly calculate the derivatives.
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