Introduction
Since the first meteorological satellite was placed into orbit in 1960, meteorol"ogists have striven continually to improve the methods of observing and remotely sensing all the common meteorological variables. The idea of a space-bome scatterometer capable of remotely measuring ocean surface winds became a reality in 1978 with the launching of SEASA T. During its three months of operation, a unique data set was obtained, and SEASA T demonstrated that the scatterometer could perform well (Jones et aI.. 1982; Liu and Large, 1982; Brown, 1983) . For an excellent review of the development of the scatterometer, see O'Brien et aI., 1982. There were, however, three primary problems with the SEASA T scatterometer data. The first was proOObly the most obvious: because of the design of the scatterometer, the measured wind vector could have as many as four directional solutions or ambiguities (sometimes called aliases). This necessitated a monumental task of de--aliasing the observations into the proper directions. Some schemes have been developed to accomplish this task (Wurtele et aI.. 1982) .
A second problem encountered in the SEASA T scatterometer data was the effect of communication noise errors, and errors resulting from using an empirical algorithm to derive the wind vectors as functions of the sensed backscatter. In addition, the need to correct for liquid water in the atmosphere reduced the accuracy of the scatterometer. The impact of these errors on future scatterometer missions will be lessened because of the extensive analysis of the SEASA T data and subsequent improvements to the algorithm and to the instrument.
The third problem in the SEASA T scatterometer data is considered presently. The sampling scheme of the scatterometer on a polar-orbiting satellite is unique. However, a simple method of assimilating the data onto a regular grid for use in atmosphere and ocean models 1791 C 1985 American Meteorological Society VOLUME 113 MONTHLY WEATHER REVIEW is not straightforward. This problem occurs primarily because of the movement of weather systems at the earth's surface and the pole-to-pole movement of the scatterometer's sampling window. The scatterometer does not provide synoptic data (simultaneous observations) over any large ~on; it provides asynoptic data.
Meteorologists have extensive experience in interpreting wind fields on a regular grid and little experience in using data from a polar orbiting satellite in its original space-time scheme. This paper develops and, more importantly, tests an easy and quick assimilation technique to obtain reguJariy gridded wind fields useful for atmospheric and oceanic modeling.
Several ~hers have studied the sampling of p<>-lar orbiting satellites. Chapman and McGregor ( 1978) used complex demodulation to analyze Nimbus radiometer data. Hayashi (1980) presented a method to estimate SlXt(;e-time spectra of data from polar orbiters. Salby ( 1982a,b) developed an extension of the sampling theorem to allow a fast fourier transform scheme to retrieve a unique sequence of synoptic fields from a satellite's asynoptic data. The resultant fields are analogous to the results of , 'twice -daily" synoptic sampling at about 14 longitudinal equidistant points.
This present paper will examine the sampling problem of the scatterometer, develop an assimilation technique to find two-day average wind fields in a limited area from asynoptically sampled data. and determine the effects of various inherent scatterometer errors on the technique. Earlier studies do not consider noise and errors and their effects on assimilation schemes. Thetwo-day period was chosen as it is usually the minimum time necessary to have at least one observation on all but about 5% of a region. More than 95% coverage would take a much longer time. A shorter time could be chosen, but the results would suffer (see dison later). Several simulations are analyzed in this paper. A noise-free simulated scatterometer data set is constructed. An assimilation technique is developed, in order to estimate two-day average wind fields, using only this simulated data. Synthetic noise is generated and added to the noise-free data. First, uncorrelated white noise is added to each component of the simulated wind vectors to simulate the inherent errors of real scatterometer data. Spatially correlated noise is then added to each swath to reflect a sampling of a wind field that results in wind data with both synoptic and mesoscale components. Synoptic is defined as those features with horizontal scales larger than a few hundred kilometers and smaller than a planetary scale syster. Mesoscale is defined as those features with horizontal scales on the order of 10-200 km which are difficult to resolve using an ordinary synoptic network. Lastly, a 24-hour time period is tested using both ranom and spatially correlated noise. All of the resulting satellite determined wind fields are compared to the known averages. All of the cases use the same basic
Area ofinterat for this study: 14soE to 13SoW, 30° to sooN. FIO. assimilation technique, but fine tuning is used to obtain optimal results. The method presented here is a very quick and efficient procedure for ~-na the voluminous amount of scatterometer data soon to become available with the launching of NROSS in 1990.
2. Geaeration of the data set A data set was created to simulate the sampling of the NROSS (Navy Remote Ocean Sensing System) scatterometer which will be in orbit in 1990. The subsatellite track of an imaginary polar-orbiting satellite was provided by J. Marsh, NASA, Goddard Space Right Center. The simulated satellite was placed in an orbit similar to that of the NROSS satellite.
The simulated scatterometer wind data were generated by using linear interpolations in latitude, longitude,aDd time between 6-hourly 1.875° FGGE wind fields. This FGGE data set was extracted from the FGGE levellll-b data set (Be~n et aI.. 1982) . These FGGE winds are on a 1.875 degree grid on the I<XX>-mb surface. The area 145°E to 135°W, and 3O0N to 50 oN which covers the North Pacific Ocean south of the Aleutian Islands (Fig. I ) was chosen for this study because of the consistent ~~~~ of synoptic scale winter storm fronts through the area every 2-8 days.
Figure 2 is a description of the simulated satellite's orbit and SCA TT ground coverage. The simulated SCA rr sampled from 200 to 700 km off-nadir. The simulated SCA rr vectors were computed using a three-dimensional linear interpolating scheme applied to the FGGE data set in x, y, and time to find vectors every 50 km perpendicular to the ground track and every 50 km along the ground track.
. is 19.7 m2 S-2. The overall variance of this vector field can be expressed by the vector variancẽ
where N and M are the number of points in longitude and latitude, respectively, and V is the average vector wind of the field. This vector variance has a value of 60.8 m2 S-2 for this first case. The standard deviations of the wind speed temporal records at each point were averaged spatially to provide an estimate of the overall natural variability of the wind speed and in this period is 4.68 m S-I. The wavenumber spectra of this average field "favors" low wavenumbe:rs (we will term this a red spectra), indicating little small-scale spatial variability. These characteristics of the known wind field will be used later when comparing these known vectors to the resultant vectors. Simulated SCA IT data beginning (XXX) GMT 20 January and ending 49.2 hours later were generated. This time )ength was chosen to ensure at least a twoday sampling period and an integral (17 in this case) number of passes through the area.
These generated combined node data were averaged into 50 km squares zonally meridionally aligned (Fig.  4) . (This grid could also have been built with diamond or differently shaped areas.) Data void regions were filled by east-west linear interpolation. The triangular shaped data void regions in the southern portion of the basin are characteristic of pola'r-orbiter sampling and were also filled by linear interpolation. The data were then averaged into 100 km squares to reduce the size of the data set (Fig. 5 ). This averaging has the effect of smoothing the spectra. In addition, it increases the number of scatterometer observations available at each point to calculate a representative wind for the twoday period. The swath paths are still evident in these data; they appear as wavelike patterns of wavelength 600 km, about 5° in longitude. In particular, note the unevenness of the magnitudes in the longitudinal di- The first case will have as its input the noise-free data set. This simulated SCA TT data will not be contaminated with inherent errors, there will be no missing values, and the direction of the winds is known. This is an optimal case, which will represent the ability of the assimilation technique to reproduce the known wind field.
Beginning 20 January 1979 at 0000 GMT, eight FGGE observation times (available every 6 hours) were averaged into the two-day average field for 20-21 January (Fig. 3) . This is the wind field which the assimilation technique will try to reproduce using the simulated SCA TT winds. The average wind speed in this field is 8.52 m S-I and the variance of the wind speed ,. ~t-;-;-;-' T ' , '" )~"""""""""""""--""//////I"I"""" t t t,.", ,,4'. """"""""""-"--""""'/////;' //11';' ~ ..~., Itt , . , , ,. ."""""""""' ~-~"' //// "'l ~~~,t.".. """".,..""tt""'l,,'" . then the 100 kin data fields. Both the 50 kin and the 100 kin gridded data have red Spectra.
The next step was to apply a low-pass filter to the 100 kin data in an attempt to filter out spurious signals present as a result of the irregular sampling.
The filter was applied in wavenumber space to ensure no data loss at the boundaries, although this does introduce other problems near the boundaries. If the cutoff values are carefully chosen, the filter should not filter out the most important spectral components since the Spectra of the data are red. The filtering design does not have a sharp cutoff (Fig. 6 ) as a sharp one would dictate that a more critical choice be made for the cutoff value. The cutoff is defined here as being the first wavenumber amplitude weighted less than 0,5 (wavenumber in this context refers to wavenumber in the area of interest). Thus a wavenumber I in the latitudinal direction would have a wavelength of 20° or about 2200 km. The design of the filter was chosen by testing a variety of designs. Since the "correct" answer is known beforehand. the results of the filtering were compared rection, e.g., around 180°. As the result of satellite sampling, these regions of intersecting swaths will be areas oflarge error when the resultant field is compared to the known two-day average field.
The scatterometer sampled data now contain extraneous and obviously incorrect signals in a wide range of wavenumber components as a result of poor sampling, interpolating to fill in data gaps; and averaging the data. The range of contaminated components is difficult to determine and not well understood since the wind spectra over the ocean is not well known, particularly over the midlatitude regions. Averaging the sampled data in space and time has already filtered out some of the spurious signals. In this 100 kin gridded data, and also the 50 kin gridded data, the sampling of the scatterometer introduced aliasing because of the few samplings along each latitude band for the combined node data. In the latitudinal, y.direction, the sampling is relatively continuous during the 101-min swaths through the area, but very asynoptic when several swaths of data are combined onto the 50 kin and .
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,: r to the known wind field, and the cutoff wavenwnbers and the design were both varied to minimjze the difference vectors, known minus resultant. Since the data are two-dimensional, cutoff wavenurnbers were chosen in latitude and longitude wavenumber space. Tuning and improvement of this filtering process is a topic of additional research. Table I demonstrates how changing cutoff: values affect the mean magnitude of the difference vectors. In this case, the cutoff values for noise-free wind field representation are the combination of wavenumber 4 in the x-direction and wavenumber II in the y..direction. The cutoff values in longitude and latitude filter scales smaller than 2200 and 210 kID, respectively. The differences between the errors for wavenumber cutoifs in latitude, for any particular cutoff value in longitude are not very large. The cutoff: choice indicates, as expected, that the major spectral influence of the sampling is in longitude direction. The discussion section will sugest cutoff values for the future when the twoday average wind field will not be known.
The vector variance of the resultant field (Fig. 7 ) is 56.3 m2 5-2. The vector variance compares fairly well to the vector variance of the known two-day average field. This resultant field is smoother than the known field
The vector difference, known minus resultant satellite determined wind fields, is shown in Fig. 8 (note scale change). The comparison of the known two-day average data to the resultant field required that the known field be linearly interpolated to the points on the 100 km grid Comparison on the larger, 1.875°g rid would not reflect a test of the finer resolution. Overall, the resultant field faithfully reproduces the gross features of the known data, but fails to identify some variations in these features. The areas of highest error occur where the simulated data are "discontinuous" in x, between 165°E and 1800 and between JO°a nd 4OoN and where there were not enough samplings by the scatterometer to represent correctly the true average. The technique failed to pick out the small ridge at 165 ° E. It also yielded winds of decreased magnitude in the southern portion of the cyclonic structure centered in the northern portion of the basin; these winds should have been larger. On the eastern boundary, at 4OoN, there is an cyclonic structure which was present in the unfiltered data. but was almost completely eliminated by the filtering p~.
The small-scale anticyclonic struCture near the northeastern boundary evident in the original data is not recovered in the resultant field High magnitude winds dominated the sampled data so that the smaller magnitude structures could not be realized. These misrepresentations are the result of too few samplings, and thus the dominance of nonrepresentative samplings, and also of the filtering of smaller scales.
A numerical comparison can be made between the two wind fields, known and satellite determined, Table  2 . The vector difference is a good estimate of the error between two vector fields. The average magnitude of the difference vectors known-resultant is 2.64 m S-I. This error is smaller than the natural variability of the known field, 4.68 m S-I. Thus the errors are significantly smaller than the variability of the known data. an indication that the resultant field contains some of the information of the known field. In comparison, without filtering, the average magnitude of the difference vectors is 5.1 m S-I. Filtering, therefore, was necessary. The spatial average difference between the known average wind magnitude and the resultant average wind magnitude is very near zero for this and all the examples in this paper. In addition. the average difference in direction between the known data and the resultant data is less than 5 ° in all cases.
The vector variance of the difference field for this first example is 9.58 m2 S-2, and is much less than the vector variance of the known field, indicating the technique produced a fair approximation to the known data field
Averaging the data into lOO-km squares aided in lowering the error. If the data remained on the 50-kIn grid (no averaging into 100 kIn squares), the mean magnitude of the difference vectors would be over 8 . 10 ':""""""""""""""""""-"""'J,J',JJ,""", ' SON """""""""""""..""' I~IIII """""'" """""", """,. ... '_C--'-'",,~ '/""""" """, """"" " """"""":"""'
,-" ~,.""I"'..""""""""""""""
..~~ :: ,',. ~""""""""""""""""""""""" ..,... ::. ... ,.~ :-""""""""""", "",.. .., "". ,
..,' . ::~ :-""""""""""""", "",.. ."
. """""' ~-rr.' , ,.. ""' """,, """"""""""""""""""" "" ." .,,~,"""'~~~~~..,"""""""~~ ,',.,"~"""""~_..,""""""'" """""""""""""'...~~~ """"""IIII"'~"~"""""""""",,, """"""",.,.,""',...,~",., ,~"""""""I"""""."'..""""""""' ! "",."
, """"""""" """""", """,.." """""","""", """"", """"""' ' '.""""""""""""""' f ,,""" "",... m s-J regardless of filtering characteristics. This is the result of not having enough observations at each point to reproduce faithfully the known field
The same filter was applied to the known two-day average field and this field was then compared to the resultant field Using the filtered known average field decreased the error to 2.43 m s-J and decreased the other error parameters by a similar percentage. This indicates that more analysis is needed to reproduce better the known average field and that the filter is filtering out some scales that are real.
The resultant satellite-determined field is an unexpectedly good approximation considering that most of the locations on the 50 km grid are the result of at most three observations (samplings) by the satellite. The process of binning these observations into the 100 km squares combines four of these observation collections to produce a wind field which will then be filtered. But in this binning process, the locations are close together spatially and usually temporally. In summary, most of the vectors in the resultant field have been synthesized from a collection of four spatial observations, each sampled at nearly the same time. Each of these four observations is the result of at most two or three separate sampled vectors, measured at different times by the scatterometer. The assimilation technique developed fairly well approximates the known wind field ,..,..
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,\\", II"'.."""""". which is derived from eight distinct observations in time at each point. This example demonstrates how simple averaging and spectral filtering of the sampled data can result in a representative wind field containing some of the variability of the known wind field However, small scale structures are not fully recovered, and portions of largescale features may not be representative.
b. Analysis of data with added unco"elated noise Inherent in any real scatterometer data are inherent problems with noise and errors. Scatterometer measurements contain noise and errors from sources such as cOmmunication error, and from the empirical model for calculation of the wind vectors as a function of backscatter, and instrument inaccuracies. It would be advantageous to simulate these errors in the data set generated for use in this papeL By adding synthetically produced noise to the noise-free data set, the effect of errors on the assimilation technique can be simulated provided the noise function simulates the error pattern in real scatterometer data.
Because of the many sources of error and quantity of data, the noise from a real scatterometer will probably be normally distributed; i.e., error amplitudes will have a normally distributed probability density func- scale variability is very difficult to resolve in real scatterometer sampling. The generated data in this paper are similar to an almost pure synoptic field. Generated spatially correlated noise will now be added to the generated swaths of scatterometer data to simulate the presence of mesoscale features.
Let Eij be the "mesoscale" noise at location ij in a spatial grid; A. Eu = 4" (EI,j+1 + E1+1,i + El,}-I + EI-1,j) + 'v, t: tt ion. The errors will also be random, which means white in a Spectral representation. Noise having the abovementioned characteristics (normally distributed and random) was added to each sensed vector component in the 20-21 January data set. The noise had a mean of zero and a standard deviation of 2 m S-I. Adding noise to each component also introduces noise in the angle. This deViation in magnitude and direction approximates the expected minimum accuracy of NROSS scatterometer data: 2 m S-I, or 10% of the wind speed, whichever is greater and ::t20° in direction (O'Brien et aI.. 1982) .
The results are nearly identical to the first group. The averaging process extricated the extraneous noise from the generated data and produced nearly the same resultant field Filtering the data using the same cutoffs as used in the optimal case, 2200 km in longitude, 210 km in latitude, resulted in the error being identical to the previous results to two significant figures. The final results are indistinguishable from the optimal case. Another example was run in which the noise added to each vector component had a standard deviation of 4 m S-I. The results were markedly similar to the previous ones. The average magnitude of the difference vectors was about 2.65 m S-I. Thus, noise errors of magnitude comparable to future satellite design have little impact on the ~lation results.
c. Analysis of data with added spatially co"elated noise
Recall that the data for this paper were simulated using information synthesized from wind fields available every six hours. It is generated using simple interpolation between observational times to calculate a vector at a particular location. This vector does not contain a mesoscale component. A scatterometer can sample a field containing both a synoptic feature and a mesoscale feature of wavelength less than about 200 kIn. Pierson (1983) and Pierson and Salfi (1982) discuss some aspects of remotely Sampling ,these fields. Using Monte Carlo techniques, they find the mesoscale contribution to the signal masked by noise variability in the 50-km cells. Pierson's results indicate that mesowhere Oil is a white noise generator, and EiJ+I'. . . are the spatially correlated noise values at the nearest four points in the grid. Of course, a more complex scheme involving any number of surrounding points could be used. The coefficient A, determines how well Eijis correlated to its four surrounding neighbors. The value of A can range between minus and plus one. For A near plus one, the noise field co~tains large structures. If A is near zero, structures of all scales are equally evident. Finally, if A is near minus one, all the structures will have small scales.
This correlated function for any point is a function of known and not-yet-known quantities; therefore, successive over-relaxation is used to solve for the noise , fields. The maximum error (deviation) from the desired rule is less than I %. The noise was calculated and added as vector quantities to the generated scatterometer swaths. The added noise is correlated in each swath, but uncorrelated, between swaths. This mesoscale error correlation is a simplistic representation of true mesoscale features, and not valid in some cases such as fronts.
The coefficient A was chosen to be 0.8. Thus, the noise function added to each swath had a red spectrum. Most structures will have scales larger than 100 km. The added noise is allowed to contain struCtures up to 2300 km in size, the approximate latitude range of the swaths. The spatial size of the added noise is large in comparison to the swaths, but small in comparison to the area of interest. The white noise generator regulates the variability of the added noise. How much variability should be allowed to reflect correctly the contribution of the mesoscale wind to the real scatterometer data cannot be satisfactorily addressed. In these analyses, however, it is desirable to discover if the mesoscale contribution makes a difference in the results, and if so, at what level of contribution does it significantly alter the results of the tecbnique.
The first test will begin with the 20-21 January 1979 noise-free data set. The spatially correlated noise fields were added to each vector component in the swaths.
The noise fields were generated with A = 0.8 and oil having a standard deviation of2 m S-I, the same variability as the uncorrelated noise added in a previous case. The mean of the added noise was zero. The wind field of the generated data binned into 50 km boxes is~ VOLUME 113 MONTHLY WEATHER REVIEW very similar to the field of the optimal case; however, some differences can be detailed. They are very subtle differences. The vectors are not as smooth as in the optimal case. The effect is magnified in regions of low wind speed where, instead of small magnitude winds in an organized structure. the winds are in ~minglY random directions and not a part of an organized weather pattern.
. The same filter used previously in the optimal case yielded the best results. The cutoff values for the filter were chosen to be 4 in longitude (2200 kIn) and II in latitude (210 kIn) wavenumber space. The vector variance of this wind field is 51.5 m2 5-2. The average magnitude of the difference vectors is 2.76 m S-I, a little larger than the optimal case. In addition, the vector variance of the difference field is 9.91 m2 S-2, slightly larger than the optimal case, but still very good. The difference field here is indistinguishable from the optimal difference field. Table 3 presents the numerical results for examples in this case.
The addition of correlated, structured noise results in more error than the addition of uncorrelated white noise of the same variability. This is perhaps understood when considering that the correlated noise has more of its energy in low frequency bands than the uncorrelated noise, and the filtering process removes noise in the high frequency end of the spectrum.
For the next example, correlated noise with a standard deviation of 3 m S-I in each vector component was added to the sampled swaths. The generated data averaged onto the 50 km grid has made the field quite noisy, but the gross features still remain. Adding the CIaIac:Ierisbc noise to each generated swath increaxs the variability of the swaths, but averaging the generated data into the 50 kin cells decreases this variability. Only noise with very large variability will grossly change the wind field on the 100 kin grid. The optimal choice of cutoffs was different in this case. For the best results, cutoffs of four in longitude (2200 km) and eight in latitude (290 km) were used. The vector variance of this field is larger than the previous case, 51.62 m2 S-2. The average magnitude of the difference vectors is 2.72 m S-I. The biggest differences are in the southern region, 160°t o 1400W and the error structure from 1600Eto 180°, 30° to 4O0N has changed somewhat. When the resultant field is compared to the known two-day average field filtered by the same filter, 2200 km in longitude, and the smallest waves in latitude, the results improve over the nonfiltered average case. The error decreased to 2.50 m S-I. Likewise, the other error parameters decreased an equivalent percentage. This is an increase over the case where no noise was added. and a decrease from the case using the unfiltered known average.
As a test of the technique's dependence on a particular time window, a 24-hour time interval was used. The data from day one of the previous~, 20 January, was used. In the preliminary case, no noise was added to the data. The optimal filter cutoffs were wavenumber 5 in longitude (1780 kin) and 11 in latitude (210 km). The average magnitude of the difference vectors was 3.5 m S-I, Table 4 . Although this is an increase over the two-day case, when random white noise of standard deViation 3 m S-I and spatially correlated noise of standard deViation 3 m S-I were added to each sampled vector component, the error increased to only 3.56 m S-I. The latitudinal cutoff changed to wavenumber 5 (460 km), in effect filtering out some of the long-scale correlated noise.
The errors of this assimilation technique can be said to rely almost solely on the sampling characteristics of the scatterometer. Random noise or correlated noise added to the data has little effect on the results, in both the one-and two-day average cases.
The spatially correlated noise added to the sampled vectors ranged in variability from a level com~ble to the expected accuracy of the scatterometer to levels nearing the variability of the sampled winds. These additions had little effect on the results. These results indicate that the limitations on application of scatterometer data are detennined by sampling characteristics, rather than on sampling errors (instrument noise or spatially correlated noise of substantial magnitude). The average magnitudes of the vector differences were never higher than about 2.75 m 5-1. In addition, more than ~ of the variance of the known fields were contained in the resultant fields. swath. This allows nearly all of the latitudinal scales to remain. However, to help filter out possible errors associated with mesoscale variability, the cutoff in latitude could be decreased to lower wavenumbers without a significant increase in "error." Structures smaller than 1500 kIn in longitude are almost completely filtered out with the recommended cutoff. The 1500 kIn cutoff is also the width of the sampling swath. The cutoff, therefore, allows scales greater than the swath width, and filters out scales smaller than the swath width. Thus the technique allows the combination of many swaths to provide an overall view, but it also requires filtering out scales that are best resolved in individual swaths.
These cutoff choices will change slightly according to the particular time of year, and orbital characteristics. For an area or time of year which encomw inds with smaller variability than those encountered in this study, the cutoffs would be changed in order to include smaller scales since each sampling swath is more characteristic of the winds. It is unclear from this study what effects changing orbital parameters would have on the results.
Throughout the test cases, the magnitude of the difference vectors' meridional component was always more than the magnitude of the zonal component u. This is expected since most of the variability of moving frontal systems in the chosen area and season is in the meridional component. Wind structures betWeen frontal zones are much broader and usually have steady zonal components easily picked up by the scatterometer. Frontal zones, on the other hand, are confined to small scales zonally and contain large variabilities in the meridional wind component. They are much more difficult to sample with a scatterometer, thereby resulting in more error in the meridional component representation of the wind.
The triangular-shaped unsampled regions in the southern portion of the basin present a problem: What criteria should be used to place data in these regions? The technique in this paper used simple, linear eastwest interpolation to fill the void regions. East-west interpolation simply fills in the region with gub ased on what occurs to the east and west of each point. The vectors on either side mayor may not be reprentative of tile tWo-<Iay average. Optimal interpolation or successive corrections could be used, but these methods will not guarantee an improvement. They could be filled with long-tenD climatological wind vectors for the time period in queStion. In the cases examined here, a field of average wind vectors of January could be used to fill in these regions. To demonstrate how these data-void regions affected the results, zeros were placed as observations in the data void regions for the optimal data of 20-21 January. The average magnitude of the difference vectors was 2% less than in the ~ when ~-west interpolation was used. This indicates that there is a need for determining a scheme to fill data voids. simply does not function as a synoptic sampler. The largest errors occur where there are too few samplings, allowing nonrepresentative samplings to dominate, and also where the filtering has eliminated small scale features.
The difference fields still have latitudinal and longitudinal structures in them. The filter used in the method can be extensively altered to optimize the results by filtering these errors out, but since the spatial spectrum over the ocean is not well known, a carelessly constructed filter could also remove some vital components which have a physical motivation, thereby increasing the error. More than one filter may be used; for example, a band-pass filter could be used in addition to, or instead of a low-~ filter. Also, a filter in real space may provide improved results, but will reduce the data size. An infinite number of variations in the filtering stage could be introduced to optimize the resuits.
Since in future studies, the correct field will not be known, cutoffs cannot be varied to optimize results. Based on ~veral runs on different data, we recommend wavenumber cutoffs of 2200 kIn in x (wavenumber -4) and 210 km in y (wavenumber 11). The recommended cutoff in latitude is due in part to the ~mi-continual sampling in the latitudinal ~on in each
In the future, more emphasis should be placed on data assimilation techniques for SCA TT data, especially focusing on the errors associated with sampling characteristics. This would aid in ensuring the prompt, useful, and accurate availability of SCA TT data in the future.
Conclusions
This paper examined one existing problem with wind vector data sampled by a polar-orbiting satellite scatterometer. A technique was developed to derive twoday average representations in a limited area from simulated scatteromerer data generated using the 6-hourly, 1.875° FGGE level ill-b 1000 mb data in the North Pacific. These simulated scatterometer data were processed using simple averaging and low-pass Fourier wave-space fi.ltering to calculate two-day average representations on 100 km grids. These averages compared favorably to the known two-day averages of the FGGE data.
Data from 20-21 January 1979 were used. When no inherent errors were included in the simUlated scatterometer data, the average magnitude of the difference vectors on the 100 km grids were roughly 2.65 m S-I for this noise-free, optimal case. When uncorrelated white, normally distributed noise was added to each sampled vector component to simulate random errors in wind magnitude and direction resulting from communication nojse errors (errors resulting from the empirical model for calculation of the wind vectors and instrument inaccuracies), the results were very similar to that of the first case. In the next case, spatially correlated noise simulating the effects of mesoscale structures was added to the sampled vectors in individual swaths. The added noise had standard deviations of 2 and then 3 m S-I; the error increased to about 2.75 m S-I. For each case when noise was added, the errors increased negligibly when compared to the optimal case.
A final case was run using a 24-hour time interval instead of the 49-hour interval used in the previous cases. The noise-free case resulted in an average magnitude of the difference vectors of 3.5 m S-I. When both random noise and spatially correlated noise, each with a standard deviation of 3 m S-I, were added to each sampled vector component, the error increased to 3.56 m S-I.
As an operational tool, this technique could provide an economical and quick representatton of two-day averages on a lOO-km regular grid. This would be advantageous to modelers who wish a quick method to make the voluminous amount ofSCA Tf data available for use in their models. This assimilation technique is limited by its relatively small area of interest, although it could be vastly expanded and perhaps lead to better results. In addition, the data set used in this paper is simulated. Using data from a real scatterometer would make a difference in the results. The technique, however, provides reasonable representations of true twoday averages. Very ~ features are correctly represented, but small scale variability is sometimes not well , represented. The most important conclusion of this research is the fact that the results indicate that the limitations on application of scatterometer data are determined by sampling characteristics, rather than by errors in sampling.
