Abstract-The problem of eliminating the effects of critical races on asynchronous machines is considered in a control theoretic context. State feedback controllers that eliminate the effects of critical races are developed. The results include necessary and sufficient conditions for the existence of such controllers and algorithms for their design. When the controllers exist, they eliminate the race effects and control the machine to match a given race-free model.
The existence of a corrective controller depends on certain reachability properties that all members of JI have in common. These properties are characterized in terms of a numerical matrix called the "skeleton matrix" of JI (Section III). Necessary and sufficient conditions for the existence of a corrective controller are stated in terms of the skeleton matrix.
This note continues [6] [9] , and is based on [17] . The existing literature on races concentrates on the design of race free machines [IO] [12], [16] , [3] , [2] , [14] . There seems to be no previous literature on the use of control techniques to overcome the effects of critical races in an existing machine. Other aspects of discrete systems are examined in [l] , [4] , [6] , [15] , and [18] [19] [20] , and others. These investigations do not address issues specifically related to asynchronous machines, like races, stable and unstable states, and fundamental mode operation (Section 11).
The presentation here is for machines with a single critical race, but can be generalized to machines with multiple races. Basics are reviewed in Section II, and Section III introduces the skeleton matrix. Controllers are developed in Section IV and Section V; Section VI is an example.
II. TERMINOLOGY AND BACKGROUND

A. Asynchronous Machines and States
An asynchronous machine is activated by input characters from a finite nonempty alphabet A .. A word 11 1 over .-1 is a finite (possibly empty) ordered string of characters of A; the length lu•I is the number of characters of 111. The set of all words over A is A*, while A.+ is the set of all nonempty words. The concatenation of two words ·11 1 1 , w2 E A* is w := 11 1 111 1 2. A partial fimction is a function defined over only a subset of its domain.
A machine~ is determined by a quintuple (A , 1". X. f. h ), where A is the input alphabet, Y is the output alphabet, and X is a finite set of states; f: X x A --+ X and h.: X x A --+ Y are partial functions: f is the recursion fimction and I, is the output fimction. A point (.r, ·11.) E X x A at which f and I, are defined is called a valid pair. An input sequence uo, ·11.1, 11.2, ••• E A is transformed by I: into an output sequence Yo, .1/1, Y2, ... , E Y according to the relations .1·i·+1 = f(:i:b 11.i,), Jh = h(:l'b '11.i, ), h = 0, 1, 2 .... ; the initial condition :ro is specified. Here, h serves as a step counter, advancing when a change in state or input occurs. The input sequence is permissible if {:ri,, '11.i,) is a valid pair for all h. A valid pair (.r, 11 .) is a stable combination if f ( .r, u) = .r ( e.g., [ 13] 
B. Fundamental Mode Operation and Stable-State Machines
To prevent ambiguity of the response, it is best to restrict asynchronous machines to fundamental mode operation, where no more than one of their input and state variable may change at a time ( e.g., [13] When ~ starts from .r and ~, starts from .r', then ~ and ~, have the same permissible input strings, and, for each such string, they produce the same output string. The machines~ and~, are equivalent (written ~ = ~') if every state of~ has an equivalent state of~, and every state of~, has an equivalent state of~.
+ C. Races and Race Families
A race occurs when two or more variables try to change values simultaneously ( e.g., [ 13] and [21 ] ). As simultaneous change of independent variables is unlikely, a sequential change in unpredictable order occurs instead. The order is unpredictable since it depends on random hardware conditions. In a critical race, the response of the machine depends on the order in which the race variables change, creating a pair (r, 11) whose next stable state is unpredictable. We also call ( r. v) a critical race. A critical race may derive from a component failure, an implementation flaw, or a design error.
Let ~ be a machine with a single critical race ( 1·. v ). When ~ is at the stater and receives the input v, the next state of the machine can be one of several options, say p1 , .... pq, called the outcomes of the race.
To represent~. build a family M = {~1 ••••• ~q} of q machines all having the same input set, the same output set, the same state set, and the same output function as ~. The recursion function f .; of~; is the same as the recursion function f of~, except at the critical race (r , v) 
D. Controllers
The controller C of The fact that ~ of (2.1) is strictly causal guarantees that the closed-loop system of Fig. l is well posed, i. e., all signals in the loop are uniquely and causally determined by 7' (e.g., [8] ). To guarantee that no new critical races arise, the composite system of Fig. I Then, :E and C' do not engage simultaneously in state transitions; while one of I:, C is in the process of state transitions, its input remains fixed; and not more than one input of C changes at a time. Note that, by standard guidelines, · 1• must be kept constant sufficiently long between changes, to allow the composite system to reach its next stable combination. 
+
The controller C of Problem 2.6 eliminates the effects of a race by assigning to the closed-loop system the desirable race-free behavior ~, (see the example in Section VI). Model matching for synchronous machines was investigated in [6] , [7] , and [9] . Asynchronous machines, however, allow more flexibility, since one only needs to match a stable state behavior (rather than a full behavior). Accordingly, the methods used here are different, as are the results.
III. REACHABILITY
A. Stab(v Reachable States
In fundamental mode operation, a controller can act only when the machine it controls is in a stable combination. Consequently, we are interested in reachability properties of the stable-state machine. Proof Let .r' be stably reachable from .r and let 11 The unison S1 ~ S2 is given by is N.
B. Matrix of Stable Transitions
+
In other words, the matrix n< 
The entries of R< n -1 >( ~), which characterize input strings for all stable transitions of I:, are essential for the construction of controllers later. However, the existence of controllers can be determined from a simpler matrix introduced next.
C. Skeleton Matrix
Definition 3.11: Let R(E) be then x n one-step stable transition matrix of I:. The one-step skeleton matrix S CE) of I: is an n x n matrix
+
The one-step skeleton matrix is a matrix of zeros and ones. Its ( i. j) entry is one if there is a one-step stable transition that takes E from the state :r, to the state .r 1 ; otherwise, the ( i, j) entry is zero. We need a special operation for skeleton matrices.
Definition 3.12: Let A, B be two n x n matrices of zeros and ones.
The combination AB is again an n x n matrix of zeros and ones; its (i. j) entry is (AB) ii := ma.x{A.;1.,Bkj: k = 1. .... n}, for all 
The following is a direct consequence of Lemma 3.9 and the correspondence between 5("') ( ~) and R("') ( ~). 2 
V. MODEL MATCHING
A. Model Matchingfor Deterministic Systems
Here is a solution of the model matching problem for deterministic asynchronous machines. 
B. Controlling Races
Here is our solution of the model matching problem 2.6 for a system with a critical race. 
+
Thus, the process of matching ::S' over DR ( ::S;. ~,) splits into two parts: i) before the race and ii) after the race. Before the race, one does not need to identify which member of 1 \1 is active, since all members can use the same input. After the race, the string that the controller needs to generate may vary from one member of JJ to another. By reading the outcome of the race, the controller can identify which member of ũ is active and then select the appropriate input string. This action makes the next stable combination of ::S' into the postrace stable combination of all members of J/; it is the basis of the next proof. We are ready to start the construction of the contro1ler C. First, the state set of C is given by
Proof (of Theorem 5.2):
and X is the state set of I:. In the construction that fo11ows, the states of So help C record certain stable combinations of I:, to ensure fundamental mode operation. This completes the construction of C, yielding a closed-loop system that is well posed and operates in fundamental mode. +
The construction of the controller C in the proof does not attempt to minimize the number of states. Once C has been derived, its number of states can be reduced by state reduction techniques (e.g., [13] ). Careful selection of the strings generated by the controller can further reduce the number of controller states. If necessary, unstable transitions can be eliminated from the output of the closed loop system by adding an output function similar to the one used for C in the proof.
VI. EXAMPLE We demonstrate the construction of the controller C of Theorem 5.2. The machine ~ to be controlled has the input alphabet A = { n. b, c} and the state set X = { .ro .. r1 .. r2}. There is a critical race at ( .ro .r2
From the tables, the one-step stable transition matrices R( :E 
