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JOINT DENSITY OF A STABLE PROCESS AND ITS SUPREMUM:
REGULARITY AND UPPER BOUNDS
JORGE GONZÁLEZ CÁZARES, ARTURO KOHATSU HIGA AND ALEKSANDAR MIJATOVIĆ
Abstract. This article develops integration-by-parts formulae for the joint law of a stable process
and its supremum at a fixed time. The argument rests on a multilevel representation for the joint
law and uses ideas from Malliavin calculus, the theory of convex majorants for stable processes and
the Chambers-Mallows-Stuck representation for stable laws. As our main application, we prove that
an infinitely differentiable joint density exists and establish upper bounds (on the entire support of
the joint law) for this density and its partial derivatives of any order.
1. Introduction
The purpose of this article is to give upper bounds for the density (and its derivatives) of the bi-
variate vector composed of a stable process and its supremum at fixed time T > 0. Let (Xt)t≥0 be a
non-monotonic (possibly non-symmetric) α-stable process with α ∈ (0, 2) and letXT := sups∈[0,T ]Xs
denote its supremum over the time interval [0, T ]. Our main result, Theorem 1 below, provides the
regularity and upper bounds for the joint density of (XT ,XT ) and its derivatives of any order.
These explicit polynomial bounds, valid on the entire support set of the joint law, are of theoretical
and applied interest. In fact, there is a large body of literature on upper bounds for the transition
densities of jump processes, such as solutions of jump-driven SDEs [Kul19] or processes generated
by non-local/non-symmetric jump-type operators [CZ16], to name a few. The joint law of (XT ,XT )
arises in the scaling limit of many stochastic models, including queues with heavy-tailed workloads
(see [DM15, §5.2] and the references therein). In such cases, the bounds in Theorem 1 are necessary
for the construction of the asymptotic confidence intervals. Moreover, in some prediction problems
(e.g. [BDP11]), regularity of the density of XT −XT , established in Theorem 1, is important.
To the best of our knowledge, only the regularity of the density of the marginals of (XT ,XT ) has
been considered so far. The first component XT follows a stable law, which is very well understood
(see e.g. [Sat13] and the references therein). Much less information is available about the density of
the second component, XT , which is a functional of the path of a stable process, even though its law
has been the focus of a number of papers over the past seven decades (starting with Darling [Dar56],
Heyde [Hey69] and Bingham [Bin73]). Most of the results about the law of the supremum of a
Lévy process rely on the Wiener-Hopf factorization and/or the equivalence with laws related to
excursions of reflected processes. For example, in [Cha13], the author obtains explicit formulae for
the supremum in the spectrally negative stable and symmetric Cauchy cases. The smoothness of
the density of the supremum XT is known, see e.g. [PS18, Thm 2.4 & Rem. 2.14].
1
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The papers [Don08, DS10] study the asymptotic behaviour of the density of the supremum at
infinity and at zero. In [DS10], the authors rely on local times and excursion theory, the Wiener-
Hopf factorisation and a distributional connection between stable suprema and stable meanders.
Power series expansions of the density of XT have been established in [Kuz11, Kuz13]. These results
are typically obtained by linking the Wiener-Hopf factorisation with special elliptic-type functions,
which is possible for certain types of parameter combinations only. For example, if α is rational, the
series expansion is valid for finitely many choices of the positivity parameter
ρ := P(X1 > 0) ∈ [1− 1/α, 1/α] ∩ (0, 1).(1.1)
Since stable processes are self-similar and Markov, results in [PS18] can be used to deduce the asymp-
totic behaviour of the density (and its derivatives) of XT , see the paragraph following Corollary 2
below. The dependence of all of the above methods on a number of specific analytical identities for
the law of XT makes them hard to generalise to the law of (XT ,XT ).
The ideas of the present paper draw from Malliavin calculus, a long developed subject in the
area of stochastic analysis of jump processes. The ultimate goal of the general theory is to obtain
an infinite dimensional calculus with the view of investigating random quantities generated by the
jump process and, in particular, the regularity of the law of path functionals of the process (see
e.g. [BGJ87, NN18] for a general reference). In the specific subject of functionals of stable processes,
we mention [Pic96, Pic10] (also explained in detail in [Kun19]), where the author develops a Malliavin
calculus for stable-driven stochastic differential equations. Notably, these theoretical developments
in Malliavin calculus have fallen short of the problem of the regularity of the density of XT , because
the supremum of a jump process (as a random variable) appears not to depend smoothly on the
underlying jumps. An exception is the result in [BD09], where the authors rely on the Lipschitz
property of the supremum functional in order to prove the existence of a density for the supremum
of a jump process in a general class, using the so-called lent-particle method. However, since XT
is not a smooth functional of the path, it is unclear how to apply these methods to analyse the
regularity and behavior of the density near the boundary of its support.
The approach used in this article is closer in spirit to the ideas exposed in [FP10], which have
been vastly generalised in [BC16] via arguments from interpolation theory. The underlying idea
is to exploit an appropriate approximation procedure for the random vector of interest, establish
the required properties of the densities for the approximate vectors and prove that these properties
persist in the limit.
In the context of our problem, we first establish a probabilistic representation for the joint density
of (XT ,XT ) and its derivatives, based on a telescoping sum of successive approximations known as
the multilevel method, see Theorem 5 and Lemma 11 below (in the simulation literature a similar
telescoping-sum idea is known as multilevel Monte Carlo, see e.g. [Gil08]). The telescoping sum
formula for the density and its derivatives is based on an integration-by-parts formula for successive
approximations of (XT ,XT ). These approximations are not based directly on the path of the stable
process (Xt)t∈[0,T ]. Instead, a concave majorant of (Xt)t∈[0,T ], given in [PUB12, Thm 1], is used to
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represent (XT ,XT ) as an infinite series [GCMUB19b, GCMUB19a]. The terms in this series are
the increments of the stable process over macroscopic (but geometrically small) time steps given by
an independent stick-breaking process on [0, T ]. We then build our integration-by-parts formulae
for the partial sum approximations of (XT ,XT ) using the scaling property of stable increments
and their Chambers-Mallows-Stuck representation [Wer96] in the non-Cauchy case α 6= 1 (as a
function of independent uniform and exponential variables). In the non-Cauchy case α 6= 1, our
integration-by-parts formulae do not use “all the randomness” in the stable process but only the
part provided by the exponential random variables in the Chambers-Mallows-Stuck representation.
Thus, an additional important component in our approach is the use of the so-called partial Malliavin
calculus, i.e. decompose the path of the process into a set of random variables, condition on some
of them and obtain the desired properties from the remaining ones. This point is important in
preserving the near optimality of the upper bounds.
After resolving technical problems, described briefly in the conclusion to the paper (see Section 6
below), we obtain as a consequence of the integration-by-parts formula (Ibpf), the regularity results
for the joint law of (XT ,XT ) and global upper bounds on its density and derivatives of any order.
1.1. Organisation. The remainder of the paper is organised as follows. In Section 2 we present
Theorem 1, the main result of the paper, and its corollary for the law of the supremum. Section 3
develops the integration-by-parts methods necessary for the proof of Theorem 1. Subsection 3.1
introduces the notation and Subsection 3.2 establishes the Ibpf. In Subsection 3.3 we bound the
moments of random variables appearing in the Ibpf with the help of delicate estimates, stated in
Subsection 3.4, for the fundamental random variables in the Ibpf. Section 4 provides the proof
of Theorem 1. In Section 5 we prove lemmas of Subsection 3.4. Section 6 concludes the paper,
remarking on our techniques and methodology as well as possible extensions. Appendix A collects
relevant bounds on the moments of a stick-braking process.
2. Applications of the integration-by-parts formula
Rather than starting with the integration-by-parts formula (Ibpf), which requires a number of
introductory definitions, we state first its main application.
Theorem 1. Assume that α ∈ (0, 2). Let F (x, y) := P(XT ≤ x,XT ≤ y) be the distribution
function of (XT ,XT ). The joint density of F exists and is infinitely differentiable on the open set
O = {(x, y) ∈ R2 : y > max{x, 0}}. Moreover, for any fixed n,m ≥ 1 and α′ ∈ [0, α) there is some
C > 0 such that for all x, y > 0 and T > 0, we have
|∂nx∂my F (x, y)| ≤ Cy−m(y − x)1−n−m(2y − x)m−1
×min{f00α′ (x, y), f01α′ (x, y), f10α′ (x, y), f11α′ (x, y)},(2.1)
where f ijα′(x, y) := T
α′
α
(i(2−ρ)+j(1+ρ)−1)(y − x)α′(1−ρ)−iα′(2−ρ)yα′ρ−jα′(1+ρ) for i, j ∈ {0, 1}.
Theorem 1 presents a bound on the mixed derivatives of the joint density of (XT ,XT ). The
decay of the bound as y tends to either infinity or zero is almost sharp in the following sense: if
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one sets n = 1 and α′ = α in (2.1) (cf. Figure 2.1 below) and integrates out x over R, the decay
of the obtained bound matches the actual asymptotic behaviour of the density of XT known from
the literature [DS10, Kuz11, Kuz13] (see the also the discussion in Section 1 above). In fact, the
bound in Corollary 2 below is established in this way. The constant C in (2.1) can be made explicit.
Instead of giving a formula for C, which would be lengthy and suboptimal (cf. Remark 2(i) below),
we point out that (α− α′)C remains bounded as α′ ↑ α.
y
=
x
x
f
00
α
(x, y)
= T
−1 (y − x)
α(1−
ρ) yα
ρ
f
01
α
(x, y)
= T
ρ (y − x)
α(1−
ρ) y−
α
f
10
α
(x, y)
= T
1−ρ (y − x)
−α yα
ρ
f
11
α
(x, y)
= T
2 (y − x)
−α y−
α
(0, 0)
y = T 1/α
y = x+ T 1/α
Figure 2.1. The set O = {(x, y) ∈ R2 : y > max{x, 0}} (shaded in the figure) is the
support of the joint density of (XT , XT ). According to Theorem 1, the support can be
partitioned into 4 sub-regions according to which of the functions f ijα , i, j ∈ {0, 1}, is the
smallest in the (optimal) case α′ = α.
In the special case where the stable process is of infinite variation and has only negative jumps
(i.e. αρ = 1), XT has exponential moments and our bound is suboptimal for large y. However,
the optimality of the bound is retained in a neighborhood of 0. Furthermore, our methods could be
applied to obtain the corresponding exponential bound for the density as y →∞ in this special case,
see Remark 2(ii) below. In the other extreme, when the infinite variation process has only positive
jumps (i.e. α(1− ρ) = 1), analogous remarks apply.
We stress that the proof of Theorem 1 relies neither on excursion theory nor the Wiener-Hopf
factorisation. These methods, used in the literature so far [DS10, Kuz11, Kuz13], exploit the in-
dependence of Xe and Xe − Xe over an independent exponential time horizon e. In contrast, the
proof of Theorem 1 studies the (dependent) pair (XT ,XT −XT ) directly and shows the following:
let F˜ (x, y) := P(XT ≤ x,XT − XT ≤ y), then for any α′ ∈ [0, α) and n,m ≥ 1 there exists some
constant C > 0 such that for any T, x, y > 0 we have
(2.2) |∂nx∂my F˜ (x, y)| ≤ Cx−ny−mmin
{
T
α′
α x−α
′
, T−
α′
α
ρxα
′ρ
}
min
{
T
α′
α y−α
′
, T−
α′
α
(1−ρ)yα
′(1−ρ)
}
.
Setting n = 1 and integrating (2.2) in y over (0,∞) yields the following bounds, see Subsection 4.2.
Corollary 2. Assume that α ∈ (0, 2). Then the distribution function F (x) := P(XT ≤ x) is
infinitely smooth on (0,∞) and, for every α′ ∈ [0, α) and n ≥ 1, there exists some constant C > 0
such that for all x > 0 and T > 0, we have
|∂nxF (x)| ≤ Cx−nmin
{
T
α′
α x−α
′
, T−
α′
α
ρxα
′ρ
}
.
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It has been pointed out to us [Sav20] that the bound in Corollary 2 for α′ = α can be obtained
from the literature. By studying the Mellin transform of XT [PS18, Thm 2.4] (via a distributional
identity linking XT to an exponential integral arising in the Lamperti representation of self-similar
Markov processes [PS18, Rem. 2.14]), one obtains the following asymptotic behaviour of the density:
Ax−α−1 (resp. Bxαρ−1) as x→∞ (resp. x→ 0) for some positive constants A,B. Similar bounds
can be obtained for the derivatives of the density, implying Corollary 2.
We conclude the section by remarking on the excluded cases: our methods apply to the Brownian
motion case α = 2, but the result is not relevant since the density of (XT ,XT ) is known explicitly;
in (1.1) we exclude ρ ∈ {0, 1} as in those cases the monotonicity of paths implies XT = XT (resp.
XT = X0) a.s. if ρ = 1 (resp. ρ = 0).
3. Integration by parts formulae via a multilevel method
3.1. Setting and notation. Throughout the article, whenever multiple ± and ∓ signs are displayed
in the same formula, it is assumed that the signs match, i.e., all ± are + (resp. −) and all ∓ are
− (resp. +) simultaneously. For example, A± = ∓B∓ if and only if A+ = −B− and A− = −B+.
Additionally, we use the notation [x]+ = max{x, 0} and [x]− = max{−x, 0}. We stress that if the
brackets are not present, then the notation refers to a different object. For example, in the definitions
below, X+ and X− denote the supremum of (Xt)t∈[0,T ] and its reflected process, X±,n are their
approximations and D±n are the associated derivative operators. Finally, we denote x∧y = min{x, y}
and x ∨ y = max{x, y}.
Recall the representation for the pair (XT ,XT ) from [GCMUB19b, §4.1] (see also [GCMUB19a,
Eq. (2.2)] and [PUB12, Thm 1]): construct a stick-breaking process ℓ = (ℓk)k≥1 on the interval [0, T ]
(based on the i.i.d. standard uniform random variables Uk ∼ U(0, 1), i.e. L0 = T and for each k ∈ N
we define Lk = Lk−1Uk and ℓk = Lk−1−Lk = Lk−1(1−Uk)), and independent i.i.d. stable random
variables (Sk)k≥1 with parameters (α, ρ) (i.e. Sk
d
=X1). When α 6= 1, these stable random variables
can be represented as (see [Wer96])
Sk = E
1−1/α
k Gk and Gk = g(Vk), k ∈ N,
for i.i.d. exponential random variables (Ek)k≥1 with unit mean independent of the i.i.d. U(−pi2 , pi2 )
random variables (Vk)k≥1 and function
(3.1) g(x) :=
sin
(
α
(
x+ ω
))
cos1/α(x) cos1−1/α
(
(1− α)x− αω) , x ∈
(
− π
2
,
π
2
)
,
where ω := π(ρ− 12). When α = 1, the stable random variables (Sk)k≥1 have the density
p(x) =
cos(ω)/π
cos2(ω) + (x− sin(ω))2 , x ∈ R.
Note that indeed P(Sk > 0) = ρ. We assume that all the above random variables are defined on a
probability space (Ω,F ,P). These random elements and the coupling in [GCMUB19b, §4.1] provide
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an almost sure representation for (XT ,XT ):
(3.2) XT = X+ and XT = X+ −X−, where X± :=
∞∑
k=1
ℓ
1/α
k [Sk]
±.
The series in the definitions of X+ and X− have non-negative terms and converge almost surely by
the equalities in (3.2).
In order to build strictly positive approximations of the above random variables, let (an)n∈N be a
positive and strictly decreasing sequence defined as an := T 1/ακn with κ ∈ (0, 1). Therefore an ↓ 0
as n→∞. When α 6= 1, let them be exponentially distributed with unit mean independent of each
other and of every other random variable. When α = 1, let η+ and η− be distributed as S1 and −S1
conditioned on the events {S1 > 0} and {S1 < 0}, respectively. With these elements we define the
n-th approximation to χ = (X+,X−) as χn = (X+,n,X−,n), n ∈ N given by
X±,n :=

∑n
k=1 ℓ
1/α
k [Sk]
± + anη
1−1/α
± =
∑n
k=1 ℓ
1/α
k E
1−1/α
k [Gk]
± + anη
1−1/α
± , α 6= 1,∑n
k=1 ℓ
1/α
k [Sk]
± + anη±, α = 1.
In the case n = 0, we define X±,0 := 0.
The purpose of the sequence (an)n∈N and the variables η± is to push X±,n away from 0 as it
appears in the denominator of expressions related to the Ibpf. To preserve the scaling property as
a function of T , the definition of an implies that T−1/αan does not depend on T . Intuitively, if
the sequence decays too fast, then it will not serve its purpose. For this reason, we introduce the
following assumption which will be valid throughout the paper.
Assumption (A-κ). The constant κ ∈ (0, 1) in the definition of an satisfies κα ≥ ρ ∨ (1− ρ).
This assumption restricts the speed of the decay of an and is crucial when obtaining the p-moment
estimates for p < 0, such as those in Lemma 9 below (see proofs in Section 5).
Our main results are stated in terms of the vector (XT ,XT ), however, most of the mathematical
arguments are based on the basic random variables (X+,X−). This will guide the notation that
follows. For any m ∈ N, n ∈ N ∪ {∞} and A ⊂ Rm, let Cnb (A) be the set of bounded and n-times
continuously differentiable functions f : Rm → R supported on A and whose derivatives of order at
most n are all bounded. Furthermore for f ∈ C1b (R2) we denote the partial derivatives with respect
to the first and second component by ∂+f and ∂−f , respectively.
3.2. The integration-by-parts formula. In order to state the Ibpf, we will use a derivative
operator notation with respect to random variables. Thus, for any random variable F = f(ϑ,K),
where f is differentiable in the first component and the random variable ϑ is independent of the
random element K, the derivative ∂ϑ[·] is well-defined and given by the formula ∂ϑ[F ] = ∂ϑf(ϑ,K).
As stated above, the random variables {Ek, Uk, Vk, η±; k ∈ N} are independent (i.e. the joint law is
a product measure), making the derivatives in the following lemma well-defined.
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Lemma 3. For any m ∈ N, define the differential operator
D±m :=
η±∂η± +
∑m
k=1Ek1{[Gk]±>0}∂Ek , α 6= 1,
η±∂η± ±
∑m
k=1[Sk]
±∂Sk , α = 1.
Then for any function f : R+ → R+ and p ∈ R \ {0} we have
Ek∂Ek [X±,n] = (1− 1/α)ℓ1/αk E1−1/αk [Gk]±1{k≤n}, k ∈ N, if α 6= 1,
[Sk]
±∂Sk [X±,n] = ±ℓk[Sk]±1{k≤n}, k ∈ N, if α = 1,
D±m
[(
Xp±,n, f(X∓,n)
)]
= (1{α=1} + 1− 1/α)
(
pXp±,n, 0
)
, m ≥ n ≥ 1.
(3.3)
Proof. The first two identities follow easily. For the third identity, note that X±,n > 0 and thus, its
reciprocal and any of its powers are always well defined within R. The other identities follow from
the first one and the corresponding formula for η±∂η± [X±,n]. 
The identity D±mXp±,n = (1{α=1}+1−1/α)pXp±,n,m ≥ n ≥ 1, in (3.3) reveals a crucial regenerative
property of X±,n with respect to the operator D±m and is in fact the main motivation behind the
definition of D±m. This regenerative structure relies heavily on the particular dependence of X±,n
with respect to Sk and Ek, k ∈ {1, . . . , n}. In addition, the indicators in the definition of D±m ensure
that when applied to f(χn), only one of its partial derivatives appear (see (3.5) below). Note that
the exponent in E1−1/α changes sign when α ∈ (0, 1) and α ∈ (1, 2). For this reason, most of the
proofs for estimating the bounds of moments will have to be done in three separate cases: α ∈ (0, 1),
α = 1 and α ∈ (1, 2).
Throughout the remainder of the paper, we use the following space of smooth random variables.
Given any metric space S, define the space of real-valued bounded and continuous on (0,∞)m × S
that are C∞b in its first m components
S∞((0,∞)m, S) :=
{
φ : (0,∞)m × S → R : φ is continuous, φ(·, s) ∈ C∞b ((0,∞)m;R)∀s ∈ S
}
.
Then we define
Sm(Ω) :=

{
Φ ∈ L0(Ω) : ∃φ ∈ S∞((0,∞)3m+2, S), Φ = φ(Em,Um,Vm, η+, η−, ϑ)
}
, α 6= 1,{
Φ ∈ L0(Ω) : ∃φ ∈ S∞((0,∞)2m+2, S), Φ = φ(Sm,Um, η+, η−, ϑ)
}
, α = 1,
where Sm := (S1, . . . , Sm), Em := (E1, . . . , Em), Um := (U1, . . . , Um) and Vm := (V1, . . . , Vm). ϑ is
any random element in some metric space S independent of (Em,Um,Vm, η+, η−). We describe now
the following Ibpf for a fixed approximation parameter n. Recall that χn = (X+,n,X−,n) for n ∈ N.
Proposition 4. Fix n,m ∈ N with m ≥ n. Then for any Φ ∈ Sm(Ω) and f ∈ C1b ([ε,∞)2),
E[∂±f(χn)Φ] = E[f(χn)H
±
n,m(Φ)], where
H±n,m(Φ) :=
1
X±,n

α
α−1
((
η± − 1α +
∑m
k=1(Ek − 1)1{[Gk ]±>0}
)
Φ−D±m[Φ]
)
, α 6= 1,((
η±2(±η±−sin(ω))
cos2(ω)+(η±∓sin(ω))2
±∑mk=1 [Sk]±2(Sk−sin(ω))cos2(ω)+(Sk−sin(ω))2)Φ−D±m[Φ]), α = 1.
(3.4)
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Proof. Note that [x]± > 0 if and only if x has the corresponding sign. The chain rule and (3.3) yield
(3.5) D±m[f(χn)] = ∂±f(χn)D±m[X±,n] = (1{α=1} + 1− 1/α)∂±f(χn)X±,n.
Denote ∂˜ϑ[Y ] := Y − ∂ϑ[Y ] when α 6= 1 and ∂˜ϑ[ω] = ω 2(ϑ−sin(ω))cos2(ω)+(ϑ−sin(ω))2 − ∂ϑ[ω] otherwise. Let η
be an exponential random variable with unit mean when α 6= 1 and a Cauchy random variable with
parameter ρ when α = 1. Observe that if Λi := hi(η) for some hi ∈ S∞((0,∞);R), i ∈ {1, 2}, then
the classical Ibpf (with respect to the density of η) gives
E[Λ1η∂η[Λ2]] = E[∂η[Λ1Λ2η]− Λ2∂η[Λ1η]]
=
E[Λ1Λ2η − Λ2∂η[Λ1η]] = E[Λ2∂˜η [Λ1η]], α 6= 1,E[Λ1Λ2[η]± 2(η−sin(ω))cos2(ω)+(η−sin(ω))2 − Λ2∂η[Λ1[η]±]] = E[Λ2∂˜η[Λ1[η]±]], α = 1.
(3.6)
Suppose α 6= 1. Integration by parts with respect to η± and Ek for each k ≤ n gives, by (3.3), (3.5)
and (3.6),
E [∂±f(χn)Φ|F−E ] = α
α− 1E
[
Φ
X±,n
D±m[f(χn)]
∣∣∣∣F−E]
=
α
α− 1E
[
f(χn)
(
∂˜η±
[
Φη±
X±,n
]
+
m∑
k=1
∂˜Ek
[
ΦEk1{[Gk]±>0}
X±,n
])∣∣∣∣F−E]
= E[f(χn)H
±
n,m(Φ)|F−E ].
(3.7)
Here we have denoted by F−E the σ-algebra generated by all but the exponential random variables
η+, η− and Ek, k ∈ N which are used in the integration-by-parts. Taking expectations in (3.7)
completes the proof for the case α 6= 1. The case α = 1 follows analogously. 
Observe that the role of ε in the previous result is to ensure that the expectation on the right-hand
side in (3.4) is finite (by making the quotient f(χn)/X±,n bounded). Also note that H±n,m(Φ) is a
well defined random variable in Sm(Ω) for any Φ ∈ Sm(Ω), m ≥ n. In this spirit, with the notation
from Proposition 4, we inductively define the sequence of operators {H±,kn,m(·)}k∈N for every n,m ∈ N
such that m ≥ n through
H±,k+1n,m (Φ) := H
±
n,m(H
±,k
n,m(Φ)) for k ≥ 0, where H±,0n,m(Φ) := Φ.
Remark 1. Let us state some basic properties of the weights H±n,m(Φ).
(1) Note that if α 6= 1 and Φ does not depend on Em or η±, then we have D±m[Φ] = 0 and hence
H±n,m(Φ) = H
±
n,m(1)Φ.
(2) The operators H±,kn,m(·) and H∓,jn,m(·) commute.
Theorem 5. Let Φ ∈ ⋂n∈N Sn(Ω). For any n ≥ 1, k+, k− ≥ 0 and f ∈ Ck++k−b ([ε,∞)2) we have
E
[
∂
k+
+ ∂
k−
− f(χ)Φ
]
= E
[
f(χn)H
+,k+
n,n
(
H−,k−n,n (Φ)
)]
+
∞∑
k=n
E
[
f(χk+1)H
+,k+
k+1,k+1
(
H
−,k−
k+1,k+1(Φ)
)− f(χk)H+,k+k,k+1(H−,k−k,k+1(Φ))].(3.8)
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Proof. Note that E[f˜(χn)] → E[f˜(χ)] as n → ∞ for any bounded and continuous function f˜ since
χn → χ a.s. Recall that ∂k++ ∂k−− f is continuous and bounded. By telescoping we find
E[∂
k+
+ ∂
k−
− f(χ)Φ] = E[∂
k+
+ ∂
k−
− f(χn)Φ] +
∞∑
k=n
E[(∂
k+
+ ∂
k−
− f(χk+1)− ∂k++ ∂k−− f(χk))Φ].
The first term equals E[f(χn)H
+,k+
n,n (H
−,k−
n,n (Φ))] by Proposition 4. Applying Proposition 4 again
shows that each term in the sum in display equals its corresponding term in (3.8), yielding (3.8). 
It is clear that iterations of H±n,m have long and complex explicit expressions. In the following
result we describe invariances and properties of these iterations that will be required later. When
α 6= 1, for any m ∈ N, define
Σ±m := η± +
m∑
k=1
Ek1{[Gk]±>0} and σ
±
m := 1 +
m∑
k=1
1{[Gk]±>0}.
With this notation and in this case, we may rewrite for Φ ∈ Sm(Ω),
H±n,m(Φ) =
α/(α − 1)
X±,n
((
Σ±m − σ±m + 1−
1
α
)
Φ−D±m[Φ]
)
,
D±m[Σ±m] = Σ±m, D±m[σ±m] = 0.
(3.9)
Lemma 6. Fix any k± ≥ 0 and suppose Φ := φ(χ) for some φ ∈ Ck++k−b (A) with A ⊂ R2+. Then
for any m > n, we have
(3.10) H+,k+n,m (H
−,k−
n,m (Φ))X
k+
+,nX
k−
−,n = H
+,k+
n+1,m(H
−,k−
n+1,m(Φ))X
k+
+,n+1X
k−
−,n+1.
Moreover, if we set Zm := 1{α=1}+1{α6=1}(Σ+,m+Σ−,m), m ∈ N, then there is a bivariate polynomial
pφk+,k−(·, ·) of degree at most k+ + k− whose coefficients do not depend on n or m, such that
(3.11) |H+,k+n,m (H−,k−n,m (Φ))Xk++,nXk−−,n| ≤ 1{χ∈A}pφk+,k−(Zm,m), for all m ≥ n.
Proof. The proof is simple: we need only develop the formula for H+,k+n,m (H
−,k−
n,m (Φ)) and then uni-
formly bound all the derivatives of φ by the same constant.
Suppose α 6= 1. Recall: D±m[(Σ±m,X−p±,n)] = (Σ±m, (1/α−1)pX−p±,n) and D∓m[(Σ±m, σ±m, σ∓m,X−p±,n)] = 0
for p > 0. We deduce that an iteration of (3.9) yields X−k++,n X
−k−
−,n multiplied by a polynomial of
degree k+ in Σ+m and σ
+
m. Its coefficients are themselves polynomials of degree k− in Σ
−
m and
σ−m multiplied by a linear combination of the derivatives ∂
j+
+ ∂
j−
− φ(χ) for j± ≤ k±. This directly
implies (3.10). Since those derivatives are bounded and we have the a.s. bounds Σ±m ≤ Zm and
σ±m ≤ m, we may bound the entire expression by a constant (independent of n and m) multiplied
by a polynomial of degree k+ + k− in Zm and m. This completes the proof in this case.
Suppose α = 1. Recall that D±m[Xp±,n] = pXp±,n and D∓m[Xp±,n] = 0 for any p ∈ R. Define
the bounded functions q± : x 7→ 2[x]+(±x − µ)/(γ2 + (x ∓ µ)2). Recursively define the bounded
functions q(k+1)± (x) := x∂xq
(k)
± (x) and the operators D±,k+1m := D±,km D±,1m for k ≥ 1, where q(1)± = q±
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and D±,1m = D±m. Let Z±k,m = q
(k)
± (η±)+
∑m
i=1 q
(k)
± ([Si]
±), we deduce that an iteration of (3.4) yields
X
−k+
+,n X
−k−
−,n multiplied by
p+(Z
+
1,m, . . . , Z
+
k+,m
,D+,1m [Φ], . . . ,D+,k+m [Φ])p−(Z−1,m, . . . , Z−k−,m,D−,1m [Φ], . . . ,D−,k−m [Φ]),
where p± are multivariate polynomials of degree k± whose coefficients are linear in Φ and do not
depend on n orm. The arguments of p± are uniformly bounded by Km for some K > 0 independent
of n and m (recall ‖q(n)± ‖∞ <∞ and ‖∂j++ ∂j−− φ‖∞ <∞ for j± ≤ k±). so the claim follows easily. 
3.3. Upper bounds on the Ibpf. In the present subsection we will prove Theorem 1. Its proof
is a consequence of the Ibpf in Theorem 5 and two further ingredients. First, we obtain bounds
for the expressions appearing in the Ibpf of Theorem 5 by analysing the continuity properties of
x
−k+
+ x
−k−
− f(x+, x−) and reducing the problem to bounding the mixed moments E[|∆±,n|pXq+,nXr−,n]
(for certain p > 0 and q, r ∈ R), where we define, for n ∈ N,
∆±,n := X±,n −X±,n−1 =
ℓ
1/α
n E
1−1/α
n [Gn]
± + (an − an−1)η1−1/α± , α 6= 1,
ℓn[Sn]
± + (an − an−1)η±, α = 1.
(3.12)
The second ingredient is the geometric decay of the aforementioned moments, which is a conse-
quence of the fact that∆±,n converges geometrically fast to 0 in Lp. A precise and concise description
of this decay will be given in Subsection 3.4 below.
We begin by establishing the first ingredient, which provides more intuition into the main ideas
of the proof. The second ingredient is more technical and will be given later. Let us specify our
objective. We are interested in the explicit decay rate of the terms in the sum of Theorem 5 for
a special class of functions f related to the distribution of χ. This description will then be used
to finally prove Theorem 1. More precisely, given some measurable and bounded h : R2+ → R and
x+, x− > 0, we will consider the function f given by
(3.13) f(x, y) :=
∫ x
0
∫ y
0
h(x′, y′)1{x′>x+,y′>x−}dy
′dx′, x, y ∈ R+.
We are interested in such class of functions since the particular choice h = 1 yields E[∂+∂−f(χ)] =
P(X+ > x+,X− > x−). Note also that for a general h, the inequality |f(x, y)| ≤ ‖h‖∞xy holds for
any x, y ∈ R+, where ‖h‖∞ := supx,y∈R+ |h(x, y)|. We denote by A(K,x+, x−), K > 0, the class of
functions f satisfying (3.13) for some measurable function h : R2+ → R with ‖h‖∞ ≤ K.
Denote the random variables arising in Theorem 5 by
(3.14) Θfn,m := f(χn)H
+,k+
n,m
(
H−,k−n,m (Φ)
)
, for m ≥ n, and Θ˜fn := Θfn+1,n+1 −Θfn,n+1.
The following key result provides bounds on their moments.
Proposition 7. Let κ < 1 be as in Assumption (A-κ). Fix any p ≥ 1, k± ≥ 2 and α′ ∈ [0, α).
Given some φ ∈ Ck++k−b (R2), define Φ := φ(χ). Let the variables Θfn,m and Θ˜fn be given by (3.14),
then the following statements hold.
JOINT DENSITY OF A STABLE PROCESS AND ITS SUPREMUM 11
(a) For s := p ∧ α′ there is a constant C > 0 such that for any K,T, x+, x− > 0 and m ≥ n:
E
[
sup
f∈A(K,x+,x−)
|Θ˜fn|p
]
≤ CKpT
2α
′
α
((
1 + sα
)−n
+ κns
)
np
′
x
p(k+−1)+α′
+ x
p(k−−1)+α′
−
,(3.15)
E
[
sup
f∈A(K,x+,x−)
|Θfn,m|p
]
≤ CKp T
2α
′
α mp
′
x
p(k+−1)+α′
+ x
p(k−−1)+α′
−
,(3.16)
where p′ = max{p(k+ + k−), 1} + [α′ − 1]+ + [α′ − s− 1]+.
(b) Consider any u ∈ (0, (α − α′)(ρ ∧ (1− ρ))/p) and let p′ = p(k+ + k−), then for some C > 0 and
all K,T, x+, x− > 0 and m ≥ n, the following inequalities hold
E
[
sup
f∈A(K,x+,x−)
|Θ˜fn|p
]
≤ CKpT
−α
′
α
((
1 + puα
)−n
+ κnpu
)
np
′
x
p(k+−1)−α′ρ
+ x
p(k−−1)−α′(1−ρ)
−
,(3.17)
E
[
sup
f∈A(K,x+,x−)
|Θfn,m|p
]
≤ CKp T
−α
′
α mp
′
x
p(k+−1)−α′ρ
+ x
p(k−−1)−α′(1−ρ)
−
.(3.18)
(c) Consider any u ∈ (0, (α − α′)(ρ ∧ (1− ρ))/p) and let p′ = p(k+ + k−), then for some C > 0 and
all K,T, x+, x− > 0 and m ≥ n, the following inequalities hold
E
[
sup
f∈A(K,x+,x−)
|Θ˜fn|p
]
≤ CKp
((
1 + puα
)−n
+ κnpu
)
np
′
x
p(k+−1)
+ x
p(k−−1)
−
min
{
T
α′
α
(1−ρ)
x−α
′ρ
+ x
α′
−
,
T
α′
α
ρ
xα
′
+ x
−α′(1−ρ)
−
}
,(3.19)
E
[
sup
f∈A(K,x+,x−)
|Θfn,m|p
]
≤ CKp m
p′
x
p(k+−1)
+ x
p(k−−1)
−
min
{
T
α′
α
(1−ρ)
x−α
′ρ
+ x
α′
−
,
T
α′
α
ρ
xα
′
+ x
−α′(1−ρ)
−
}
.(3.20)
Remark 2. (i) We stress that the constant C in Proposition 7 is independent of n and x± > 0. In
fact, it can be shown that (α − α′)C is bounded as α′ → α. In the proof of Theorem 1 we will use
part (a) when x+ and x− both take large values, part (b) when they are both small and part (c) for
the mixed case in which x+ is small and x− is large or vice versa, cf. Figure 2.1 above.
(ii) In Theorem 1 we are interested in the density of χ and its derivatives, which is why we restrict
our attention to the case k+, k− ≥ 2 in Proposition 7. Our methods can; however, also be applied
to produce nontrivial bounds on the distribution function of χ.
(iii) If the stable process has say positive exponential moments (equivalently, (Xt)t≥0 is spectrally
negative and of infinite variation, i.e. αρ = 1), one may use the techniques from the proof of
Proposition 7(a) and (c) to obtain exponential bounds in x+.
(iv) In the estimates of Proposition 7, one may see that all polynomial terms in n arise due to
the polynomial growth of H±,k±n,m (see (3.11) in Lemma 6), while the geometrically decreasing terms
are produced by the exponentially fast decay of the differences ∆±,n in (3.12). We stress that the
moment estimates of Proposition 7 hold for any p ≥ 1, even though the moments of the stable
random variables Sk, k ∈ N, generally do not exist for p ≥ α.
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Proof of Proposition 7. In the estimates that follow, we will make repeated use of the inequality∣∣∣∣ k∑
i=1
xi
∣∣∣∣q ≤ k[q−1]+ k∑
i=1
|xi|q, for any q > 0 and xi ∈ R,(3.21)
which follows from the concavity of x 7→ xq if q ≤ 1 and Jensen’s inequality if q > 1. Moreover, we
frequently apply the following geometric mixing inequality: if x, y, z ≥ 0 satisfy x ≤ y ∧ z, then
(3.22) x ≤ yrz1−r for any r ∈ [0, 1].
Part (a). We will proceed in three steps. Step I) is also used in the proofs of (b) and (c).
I) Recall the definition Zm = 1{α=1} + 1{α6=1}(η+ + η− +
∑m
k=1Ek) and consider the polynomial
pφk+,k− from Lemma 6. According to Lemma 6 with A = R
2
+, we have∣∣Θ˜fn∣∣p = ∣∣f(χn+1)H+,k+n+1,n+1(H−,k−n+1,n+1(Φ)) − f(χn)H+,k+n,n+1(H−,k−n,n+1(Φ))∣∣p
=
∣∣∣∣∣ f(χn+1)Xk++,n+1Xk−−,n+1 −
f(χn)
X
k+
+,nX
k−
−,n
∣∣∣∣∣
p ∣∣H+,k+n,n+1(H−,k−n,n+1(Φ))Xk++,nXk−−,n∣∣p(3.23)
≤
∣∣∣∣∣ f(χn+1)Xk++,n+1Xk−−,n+1 −
f(χn)
X
k+
+,nX
k−
−,n
∣∣∣∣∣
p
pφk+,k−(Zn+1, n+ 1)
p.
The goal is to show that, in expectation, the first factor in the last line decays geometrically in n
while the second factor has polynomial growth in n, see Subsection 3.4 below.
II) Next, we analyse the continuity of the map f˜(x, y) := f(x, y)/(xk+yk−) where f is given
in (3.13). This map is absolutely continuous with respect to Lebesgue measure and thus a.e. differ-
entiable with
|∂+f˜(x, y)| = 1{x>x+,y>x−}
∣∣∣∣∂+f(x, y)xk+yk− − k+f(x, y)xk++1yk−
∣∣∣∣ ≤ 1{x>x+,y>x−}c1x−k+y1−k− ,
|∂−f˜(x, y)| = 1{x>x+,y>x−}
∣∣∣∣∂−f(x, y)xk+yk− − k−f(x, y)xk+yk−+1
∣∣∣∣ ≤ 1{x>x+,y>x−}c1x1−k+y−k− ,
where c1 := (k++1)(k−+1)‖h‖∞. Then, for any x, x′, y, y′ ∈ R+, denote (mx,Mx) := (x∧x′, x∨x′)
and (my,My) := (y ∧ y′, y ∨ y′) and observe:
|f˜(x, y)− f˜(x′, y′)| =
∣∣∣∣ ∫ x
x′
∂+f˜(z, y)dz +
∫ y
y′
∂+f˜(x
′, z)dz
∣∣∣∣
≤ 1{Mx>x+,My>x−}c1|x− x
′|
(mx ∨ x+)k+(my ∨ x−)k−−1 +
1{Mx>x+,My>x−}c1|y − y′|
(mx ∨ x+)k+−1(my ∨ x−)k−(3.24)
≤ 1{Mx>x+,My>x−}
c1
x
k+
+ x
k−
−
(|x− x′|x− + |y − y′|x+).(3.25)
Note that in the inequality in (3.24) we used that k+, k− ≥ 2 and that the support of g is contained
in [x+,∞) × [x−,∞). Moreover, since f in (3.13) satisfies |f(x, y)| ≤ ‖h‖∞xy, we have |f˜(x, y)| ≤
‖h‖∞x1−k+y1−k− . Hence, for any x, x′, y, y′ ∈ R+ we have
|f˜(x, y)− f˜(x′, y′)| ≤ 1{Mx>x+,My>x−} sup
z>mx,w>my
|f˜(z, w)|
≤ 1{Mx>x+,My>x−}c2(mx ∨ x+)1−k+(my ∨ x−)1−k− ,
(3.26)
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where c2 := 2‖h‖∞. Typically, for each maximum in the denominator, we use a geometric mixing
of its arguments.
III) Recall that s = p ∧ α′. Applying (3.21) (with q = s/p) and (3.22) (with r = s/p) to (3.25)
and (3.26) (with the lower bounds x+ ≤ mx ∨x+ and x− ≤ my ∨x− in the denominator) yields: for
any x, x′, y, y′ ∈ R+ the following inequality holds,
|f˜(x, y)− f˜(x′, y′)| ≤ 1{Mx>x+,My>x−}c
1/p
3
x
k+−1+s/p
+ x
k−−1+s/p
−
(|x− x′|s/pxs/p− + |y − y′|s/pxs/p+ ),
where c3 := cs1c
p−s
2 . Let (m±,n,M±,n) := (X±,n ∧X±,n+1,X±,n ∨X±,n+1), then (3.21) gives
|f˜(χn+1)− f˜(χn)|p ≤
1{M+,n>x+,M−,n>x−}2
p−1c3
x
p(k+−1)+s
+ x
p(k−−1)+s
−
(|∆+,n+1|sxs− + |∆−,n+1|sxs+).
Since α′ − s ≥ 0, the inequality 1{M±,n>x±} ≤ x−v± Mv±,n (for any v ≥ 0) and (3.23) imply
|Θ˜fn|p ≤
2p−1c3p
φ
k+,k−
(Zn+1, n+ 1)
p
x
p(k+−1)+α′
+ x
p(k−−1)+α′
−
(|∆+,n+1|sMα′−s+,n Mα′−,n + |∆−,n+1|sMα′−s−,n Mα′+,n)
≤
2p−1c3p
φ
k+,k−
(Zn+1, n+ 1)
p
κ2α′−sx
p(k+−1)+α′
+ x
p(k−−1)+α′
−
(|∆+,n+1|sXα′−s+,n+1Xα′−,n+1 + |∆−,n+1|sXα′−s−,n+1Xα′+,n+1),
where the second inequality follows from the fact that M±,n ≤ κ−1X±,n+1. Finally, as α′ < α,
Lemma 8 gives (3.15).
To prove the second statement in (a), we proceed as before. We start by using the inequality
|f˜(χn)|p ≤ 1{X+,n>x+,X−,n>x−}‖h‖p∞xp(1−k+)+ xp(1−k−)− and the bound 1{X±,n>x±} ≤ Xα
′
±,nx
−α′
± . An
application of Lemma 8 then yields (3.16).
Part (b). Let c4 := 21−1/pcu1c
1−u
2 where u ∈ [0, 1] is given in the statement. Applying (3.22)
(with r = u) and (3.21) (with q = p) to (3.24) and (3.26) yields
|f˜(x, y)− f˜(x′, y′)|p ≤ 1{Mx>x+,My>x−}cp4
|x− x′|pu/(mx ∨ x+)pu + |y − y′|pu/(my ∨ x−)pu
(mx ∨ x+)p(k+−1)(my ∨ x−)p(k−−1)
≤ 1{Mx>x+,My>x−}cp4
|x− x′|pu/mpux + |y − y′|pu/mpuy
(mx ∨ x+)p(k+−1)(my ∨ x−)p(k−−1)
.(3.27)
By (3.22) we have mx ∨ x+ ≥ mrxx1−r+ and my ∨ x− ≥ mr
′
y x
1−r′
− for any r, r
′ ∈ [0, 1]. Since
α′ < α ≤ 1/[ρ ∨ (1 − ρ)], we choose r = α′ρ/[p(k+ − 1)] and r′ = α′(1 − ρ)/[p(k− − 1)]. Applying
these inequalities to (3.27) and combining them with (3.23) gives
∣∣Θ˜fn∣∣p ≤ cp4pφk+,k−(Zn+1, n+ 1)p
x
p(k+−1)−α′ρ
+ x
p(k−−1)−α′(1−ρ)
−
( |∆+,n+1|pu
mα
′ρ+pu
+,n m
α′(1−ρ)
−,n
+
|∆−,n+1|pu
mα
′ρ
+,nm
α′(1−ρ)+pu
−,n
)
,
≤
cp4p
φ
k+,k−
(Zn+1, n+ 1)
p
κα′+pux
p(k+−1)−α′ρ
+ x
p(k−−1)−α′(1−ρ)
−
( |∆+,n+1|pu
Xα
′ρ+pu
+,n X
α′(1−ρ)
−,n
+
|∆−,n+1|pu
Xα
′ρ
+,nX
α′(1−ρ)+pu
−,n
)
,
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where we used the fact that m±,n = X±,n+1 ∧X±,n ≥ κX±,n since X±,n+1 ≥ κX±,n. Moreover, by
the restriction on u in the statement, we have α′ρ+ pu < αρ and α′(1− ρ) + pu < α(1− ρ). Hence,
applying Lemma 10 gives (3.17).
The proof of (3.18) is analogous to that of (3.17). Indeed, using (3.22) and the simple inequality
|f˜(χn)| ≤ ‖h‖∞(X+,n ∨ x+)1−k+(X−,n ∨ x−)1−k− we obtain
|f˜(χn)|p ≤ ‖h‖p∞xp(1−k+)+α
′ρ
+ x
p(1−k−)+α′(1−ρ)
− X
−α′ρ
+,n X
−α′(1−ρ)
−,n .
The inequality (3.18) then follows from Lemma 10, completing the proof of (b).
Part (c). We will only prove the bound for the first argument inside the minimum in (3.19)
and (3.20); the other case is analogous. We proceed as in (b): using (3.22), (3.23), (3.27) and the
elementary bound 1{M+,n>x+} ≤Mv+,nx−v+ (for any v ≥ 0), we obtain
∣∣Θ˜fn∣∣p ≤ cp4pφk+,k−(Zn+1, n+ 1)p
x
p(k+−1)+α′
+ x
p(k−−1)−α′(1−ρ)
−
( |∆+,n+1|puMα′−pu+,n
m
α′(1−ρ)
−,n
+
|∆−,n+1|puMα′+,n
m
α′(1−ρ)+pu
−,n
)
≤
cp4p
φ
k+,k−
(Zn+1, n+ 1)
p
κα
′(2−ρ)+pux
p(k+−1)+α′
+ x
p(k−−1)−α′(1−ρ)
−
( |∆+,n+1|puXα′−pu+,n+1
X
α′(1−ρ)
−,n
+
|∆−,n+1|puXα′+,n+1
X
α′(1−ρ)+pu
−,n
)
,
where we used the fact that M±,n ≤ κ−1X±,n+1 and m±,n ≥ κX±,n. An application of Lemma 10
then gives (3.19).
Using the inequality |f˜(χn)| ≤ 1{X+,n>x+,X−,n>x−}‖h‖∞(X+,n ∨ x+)1−k+(X−,n ∨ x−)1−k− , (3.22)
and the bound 1{X+,n>x+} ≤ Xα
′
+,nx
−α′
+ , we obtain
∣∣Θfn,m∣∣p ≤ ‖h‖p∞pφk+,k−(Zm,m)p
x
p(k+−1)+α′
+ x
p(k−−1)−α′(1−ρ)
−
Xα
′
+,n
X
α′(1−ρ)
−,n
.
which yields (3.20) by Lemma 10, completing the proof of the proposition. 
3.4. Moment bounds. In this section we state the explicit moment estimates for the quantities
that appear in the weights of the multiple Ibpf of Theorem 5. These bounds were key in the
proof of Proposition 7 above. The proofs of the lemmas in this section, given in Section 5 below, are
independent of everything that precedes them. In order to obtain near optimal bounds in Theorem 1,
we first study the growth of the moments of Xp±,n for p arbitrarily close to α in Lemmas 8, 9
and 10. Since the α-moment does not exist, the bounds in these lemmas cannot be obtained e.g. via
Hölder’s inequality. Their proofs consist of a direct, but very careful, analysis of the corresponding
expectations.
There are two types of bounds according to whether they involve positive or negative moments.
They correspond to the behavior at infinity or at zero in the estimates that we obtain in Theorem 1.
In preparation for the following results, recall the notation of Section 3.1 and Assumption (A-κ):
κα ∈ [ρ∨(1−ρ), 1). The constants in the results below can be recovered from the proofs in Section 5.
In preparation, we denote Zm = 1{α=1} + 1{α6=1}(η+ + η− +
∑m
k=1Ek) for m ∈ N.
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Lemma 8. Let p, q, s ≥ 0 satisfy q ≤ p < α. Then, there exists a constant C > 0 such that for any
m ≥ n and T > 0 we have
E
[
Xp−q±,nX
p
∓,n|∆±,n|qZsm
] ≤ CT 2 pα((1 + qα)−n + κqn)m[p−1]++[p−q−1]++s.
Lemma 9. (a) Fix any p ∈ (0, αρ), q ∈ [0, α(1− ρ)) and r ≥ 0. If α 6= 1 let u, v, w ≥ 0 be arbitrary
and otherwise let u ∈ [0, 1). There exists a positive constant C such that for any j, n ∈ N and T > 0,
the following bound holds:
1{α=1}E
[
ℓrn+1η
u
±
Xp+,nX
q
−,n
]
+ 1{α6=1}E
[
ℓrn+1E
u
j η
v
+η
w
−
Xp+,nX
q
−,n
]
≤ CT r− p+qα (1 + r)−n.(3.28)
(b) Fix any p ∈ (0, αρ), q ∈ (0, α) and r ≥ 0. If α 6= 1 let u, v, w ≥ 0 be arbitrary and otherwise let
u ∈ [0, 1). There exists a positive constant C such that for any j, n ∈ N and T > 0, the following
bound holds:
1{α=1}E
[
Xq−,nℓ
r
n+1η
u
+
Xp+,n
]
+ 1{α6=1}E
[
Xq−,nℓ
r
n+1E
u
j η
v
+η
w
−
Xp+,n
]
≤ CT r+ q−pα (1 + r)−n.
Lemma 10. Let p, q, r, s ≥ 0 satisfy p ∈ [0, αρ), q ∈ [0, α(1 − ρ)) and r ∈ [0, α). There exists a
constant C > 0 such that for any m ≥ n and T > 0 we have
E
[ |∆±,n+1|rZsm
Xp+,nX
q
−,n
]
≤ CT (2r−p−q)/α
((
1 + rα
)−n
+ κnr
)
ms
′
,
where s′ = 1{s>0}(s ∨ 1). Similarly, for any p ∈ [0, α), r ∈ [0, p] and q ∈ [0, α(1− ρ)), there is some
C > 0 such that for all m ≥ n and T > 0
E
[ |∆+,n+1|rXp−r+,n+1Zsm
Xq−,n
]
≤ CT (p−q)/α
((
1 + rα
)−n
+ κnr
)
ms
′
.
4. Proof of Theorem 1
The proof will be split in two. We first prove the regularity and existence of the density of χ and
then apply these facts to establish the bounds on the derivatives of the density of χ.
4.1. Proof of Theorem 1 (regularity). We now prove that the joint density of (XT ,XT ) exists
and is infinitely differentiable on the set O.
Recall that under Assumption (A-κ) we have an = T 1/ακn where κα ∈ [ρ ∨ (1 − ρ), 1). Pick
arbitrary ε > 0. Let ϕ : R2+ → R+ be a bounded function with bounded derivatives of any order
satisfying 1{x>ε,y>ε} ≤ ϕ(x, y) ≤ 1{x>ε/2,y>ε/2}. Denote Φ := ϕ(χ) ∈
⋂
k∈N Sk(Ω). According to
Theorem 5, for any sufficiently smooth function f and integers m+,m− ≥ 0, we have
E
[
(∂
m+
+ ∂
m−
− f)(χ)Φ
]
= E
[
f(χn)H
+,m+
n,n (H
−,m−
n,n (Φ))
]
+
∞∑
k=n
E
[
f(χk+1)H
+,m+
k+1,k+1
(
H
−,m−
k+1,k+1(Φ)
)− f(χk)H+,m+k,k+1(H−,m−k,k+1 (Φ))].(4.1)
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Fix any θ+, θ− ∈ R, denote i =
√−1 ∈ C and let f0(χ) := exp(i(θ+X+ + θ−X−)). Since ϕ and
its derivatives are bounded, by Lemma 6 (with A = (ε/2,∞)2), for every m ≥ n we obtain∣∣H+,m+n,m (H−,m−n,m (Φ))∣∣ ≤ 1{X+>ε/2,X−>ε/2} pϕm+,m−(Zm,m)Xm++,nXm−−,n ,
where pϕm+,m− is a polynomial of degree at most m+ +m− and, for m ∈ N, we define the random
variable Zm = 1{α=1} + 1{α6=1}(η+ + η− +
∑m
k=1Ek). Since f0 is bounded by 1, then the function
(4.2) f(x, y) := f0
(
x ∨ ε2 , y ∨ ε2
)− f0(x ∨ ε2 , ε2)− f0( ε2 , y ∨ ε2)+ f0( ε2 , ε2)
satisfies (3.13) with h(x, y) = ∂+∂−f0(x, y)1{x>ε/2,y>ε/2}. Since 0 ≤ ϕ(x, y) ≤ 1{x>ε/2,y>ε/2}, we get
(∂
m+
+ ∂
m−
− f0)(χ)Φ = (∂
m+
+ ∂
m−
− f)(χ)Φ a.s. Thus the left-hand side of (4.1) equals E[(∂
m+
+ ∂
m−
− f0)(χ)Φ].
Moreover, since an decays geometrically fast, Proposition 7 shows that the sum in (4.1) is finite (for
the function f in (4.2)).
Fix any k+, k− ∈ N, let m± = k± + 2 and note that ∂m++ ∂m−− f0(χ) = im++m−θm++ θm−− f0(χ).
Define the probability measure Pϕ(B) := E(1BΦ)/E[Φ] for any measurable event B and denote
the expectation under Pϕ by Eϕ. Hence, applying Proposition 7 with K = 1, x± = ε/2 and any
α′ ∈ [0, α) to the right-hand side of (4.1), shows that there is a constant C ′ > 0 such that the
characteristic function of χ with respect to Pϕ satisfies∣∣Eϕ[f0(χ)]θk++ θk−− ∣∣ =
∣∣E[(∂m++ ∂m−− f0(χ))Φ]∣∣
θ2+θ
2
−
≤ C
′
θ2+θ
2
−
for |θ+θ−| > 0.
The above expression is integrable at infinity in the variables (θ+, θ−) and the characteristic
function (θ+, θ−) 7→ Eϕ
[
f0(χ)
]
is bounded on compacts. Thus the entire expression is integrable
on R2. Since k+ and k− were arbitrary, standard results on Fourier transforms (see the Lemma
in [RS80], page 319) imply that the density of χ with respect to Pϕ exists and is infinitely smooth
on (ε/2,∞)2. Conditional on B := {X+ > ε,X− > ε}, the probability measures Pϕ(·|B) = P(·|B)
agree. Hence the density of χ with respect to P on the set (ε,∞)2 exists and equals the density
of χ with respect to Pϕ on that set. Since ε > 0 was arbitrary, the density of χ with respect to P
exists and is infinitely smooth on (0,∞)2. This implies the existence and smoothness of the density
of (XT ,XT ) because χ = (XT ,XT −XT ). 
4.2. Proofs of Theorem 1 (upper bounds) and Corollary 2. In this subsection we establish
the bounds in (2.1) on the derivatives of the density of (XT ,XT ).
We begin by extending Theorem 5 to a certain function that is not differentiable but has weak
derivatives (see [RS80, §V.3] and [BC16, §1]). Recall that for any n ≥ 2, the n-th derivative in
the sense of distributions of f : x 7→ [x − x0]+, x0 > 0, is an operator acting on any (n − 2)-
times differentiable function φ whose derivatives are integrable with respect to Lebesgue measure on
(0,∞). Moreover, this derivative is given by f (n) : φ 7→ (−1)nφ(n−2)(x0) (see Example 8 in [RS80,
§V.3]). Simply put, it satisfies the integration-by-parts formula∫ ∞
0
f (n)(x)φ(x)dx = (−1)n
∫ ∞
0
f(x)φ(n)(x)dx = (−1)nφ(n−2)(x0).
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This is, of course, also true in Rn and it can be used to understand why the left-hand side of (4.3)
below extends the left-hand side of (3.8) in Theorem 5. Before stating the next result, recall that
the smoothness of the law of (X+,X−) has been established in Subsection 4.1 above.
Lemma 11. Fix any x+, x− > 0 and define the functions f(x, y) := [x − x+]+[y − x−]+ and
G(x, y) := P(X+ > x,X− > y). For any n ∈ N and k+, k− ≥ 2, we have
(−1)k++k−∂k+−1+ ∂k−−1− G(x+, x−) = E
[
f(χn)H
+,k+
n,n
(
H−,k−n,n (1)
)]
+
∞∑
k=n
E
[
f(χk+1)H
+,k+
k+1,k+1
(
H
−,k−
k+1,k+1(1)
) − f(χk)H+,k+k,k+1(H−,k−k,k+1(1))].(4.3)
We stress that the statement and the proof of Lemma 11 do not use the concept of weak derivatives
discussed in [RS80, BC16]. However, we need to recall two basic facts first.
Denote by L1(A), for a Borel set A ∈ B(Rd), d ∈ N, the space of Lebesgue integrable functions
φ : A→ R. Note that for φ ∈ L1(R+) we have
(4.4)
∫ ∞
0
φ(x)dx = lim
z→∞
∫ z
0
φ(x)dx and
∫ ∞
0
φ′(x)dx = lim
n→∞
φ(x)
∣∣∣zn
0
= φ(0),
where in the second equality we also assume that φ ∈ C1b (R+) ∩ L1(R+) and φ′ ∈ L1(R+). The
sequence zn →∞ in (4.4), satisfying φ(zn)→ 0, always exists under those assumptions.
For any ε > 0, smooth function φ : R+ → R satisfying φ, φ′ ∈ L1([ε,∞)) and ϕ ∈ C1b ([ε,∞))
(which ensures that ϕ and ϕ′ are both bounded), the classical Ibpf and (4.4) give
(4.5)
∫ ∞
0
ϕ′(x)φ(x)dx = −
∫ ∞
0
ϕ(x)φ′(x)dx.
Proof of Lemma 11. We will proceed in four steps. Throughout, we denote by L1(Ω) the set of P-
integrable random variables and by L1(A), for a Borel set A ∈ B(Rd), d ∈ N, the space of Lebesgue
integrable functions φ : A→ R.
I) Let Gk(x, y) := P(X+,k > x,X−,k > y), k ∈ N, be the tail distribution function of χk.
Replicating the first part of the proof of Theorem 1 in Subsection 4.1 for Gk (using Proposition 4
instead of Theorem 5), we easily deduce that Gk is infinitely smooth on (0,∞)2.
II) In this step we show that ∂m++1+ ∂
m−+1
− Gk ∈ L1([ε,∞)2) for any k ∈ N, ε > 0 andm+,m− ≥ 0.
Fix any A := [a+, b+]× [a−, b−] ⊂ (0,∞)2. The classical integration-by-parts formula implies the
following equality for any ψ ∈ C∞b (A):
E[∂
m+
+ ∂
m−
− ψ(χk)] =
∫ b+
a+
∫ b−
a−
∂
m+
+ ∂
m−
− ψ(x, y)∂+∂−Gk(x, y)dxdy
= (−1)m++m−
∫ b+
a+
∫ b−
a−
ψ(x, y)∂
m++1
+ ∂
m−+1
− Gk(x, y)dxdy.
(4.6)
For any m ≥ k, Proposition 4 applied (m1 +m2) times yields
E[∂
m+
+ ∂
m−
− ψ(χk)] = E[ψ(χk)H
+,m+
k,m (H
−,m−
k,m (1))]
=
∫ b+
a+
∫ b−
a−
ψ(x, y)E
[
H
+,m+
k,m (H
−,m−
k,m (1))
∣∣χk = (x, y)]∂+∂−Gk(x, y)dxdy.(4.7)
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Since (4.6) and (4.7) are equal for any rectangle A, we see that for Lebesgue-a.e. (x, y) we have
(4.8) ∂m++1+ ∂
m−+1
− Gk(x, y) = (−1)m++m−E
[
H
+,m+
k,m (H
−,m−
k,m (1))
∣∣χk = (x, y)]∂+∂−Gk(x, y).
Fix ε > 0 and let G˜k := (−1)m++m−∂m++1+ ∂m−+1− Gk. We define the signed measure µ by
integrating (4.8) on A ∈ B([ε,∞)2):
µ(A) :=
∫
A
G˜k(x, y)dxdy = E[1A(χk)H
+,m+
k,m (H
−,m−
k,m (1))].
Note that the integral exists and µ has finite total variation on [ε,∞)2 since, by (3.11) in Lemma 6,∫ ∞
ε
∫ ∞
ε
|G˜k(x, y)|dxdy ≤
∫ ∞
ε
∫ ∞
ε
E
[|H+,m+k,m (H−,m−k,m (1))|∣∣χk = (x, y)]∂+∂−G(x, y)dxdy
≤ ε−(m++m−)E[p1m+,m−(Zm,m)] <∞.
In particular, we deduce that ∂m++1+ ∂
m−+1
− Gk ∈ L1([ε,∞)2).
III) In this step we extend the Ibpf developed for Gk, k ∈ N. Fix any k+, k− ≥ 2. Proposition 4,
part II) and (4.5) show that for any ψ ∈ Ck++k−b ([x+ ∧ x−,∞)2), we have
E[ψ(χk)H
+,k+
k,m (H
−,k−
k,m (1))] = E[∂
k+
+ ∂
k−
− ψ(χk)]
=
∫ ∞
0
∫ ∞
0
∂
k+
+ ∂
k−
− ψ(x, y)∂+∂−Gk(x, y)dxdy
= (−1)k++k−
∫ ∞
0
∫ ∞
0
∂+∂−ψ(x, y)∂
k+
+ ∂
k−
− Gk(x, y)dxdy.
(4.9)
Given any x+, x− > 0, let h(x, y) := 1{x>x+,y>x−} and define f as in (3.13) with h = ∂+∂−f (note
that this definition coincides with the definition of f in the statement of the lemma). Consider a
sequence of smooth functions hj ≥ 0 with compact support such that hj ↑ h as j →∞ and let fj be
given by (3.13) with hj = ∂+∂−fj. The objective is to take limits in (4.7) and (4.9), both applied
to fj, and show convergence to the analogous formulae for f . More specifically, we will show that∫ ∞
x−
∫ ∞
x+
hj(x, y)∂
k+
+ ∂
k−
− Gk(x, y)dxdy →
∫ ∞
x−
∫ ∞
x+
h(x, y)∂
k+
+ ∂
k−
− Gk(x, y)dxdy,(4.10)
E[fj(χk)H
+,k+
k,m (H
−,k−
k,m (1))]→ E[f(χk)H+,k+k,m (H−,k−k,m (1))].(4.11)
The limit (4.10) follows immediately from dominated convergence since |∂k++ ∂k−− Gk| is integrable
on [x+,∞) × [x−,∞) by Part II). Similarly, Proposition 7(a) (with p = 1 and Φ = 1; recall that
‖hj‖∞ ≤ 1 = ‖h‖∞ and thus fj, f ∈ A(1, x+, x−)) and dominated convergence yield (4.11). Since
|∂k+−1+ ∂k−− Gk|, |∂k+−1+ ∂k−−1− Gk| ∈ L1([x+,∞)× [x−,∞)), (4.4) gives
E[f(χk)H
+,k+
k,m (H
−,k−
k,m (1))] = (−1)k++k−
∫ ∞
x−
∫ ∞
x+
h(x, y)∂
k+
+ ∂
k−
− Gk(x, y)dxdy
= (−1)k++k−∂k+−1+ ∂k−−1− Gk(x+, x−).
(4.12)
IV) We now prove (4.3). Fix k+, k− ≥ 2. Since χk → χ a.s. as k → ∞ and G is continuous, we
see that Gk → G pointwise and thus G(x, y) = Gn(x, y) +
∑∞
k=n(Gk+1(x, y)−Gk(x, y)). Moreover,
the sum of the derivatives of Gk+1−Gk converges uniformly on compact subsets of (0,∞)2 by (4.12)
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and Proposition 7(a) (with p = 1). Thus, the sum of the derivatives of Gk+1 −Gk converges to the
corresponding derivative of G by [Rud76, Thm 7.17]. Applying (4.12) again yields (4.3) as follows:
∂
k+−1
+ ∂
k−−1
− G(x+, x−) = ∂
k+−1
+ ∂
k−−1
− Gn(x+, x−)
+
∞∑
k=n
(
∂
k+−1
+ ∂
k−−1
− Gk+1(x+, x−)− ∂k+−1+ ∂k−−1− Gk(x+, x−)
)
= (−1)k++k−
(
E[Θfn,n] +
∞∑
k=n
E[Θ˜fk ]
)
,
where Θfk,· is defined as in (3.14) with Φ = 1. 
Proof of Theorem 1 (upper bounds). We first analyse the derivatives of the function G(x+, x−) =
P(X+ > x+,X− > x−). Applying Lemma 11 and Proposition 7 (a)–(c) (with p = 1) we find
|∂n+∂m−G(x+, x−)| ≤ Cx−n+ x−m−
×min{T 2α′α x−α′+ x−α′− , T α′α ρx−α′+ xα′(1−ρ)− , T α′α (1−ρ)xα′ρ+ x−α′− , T−α′α xα′ρ+ xα′(1−ρ)− }.(4.13)
Each part of Proposition 7 yields summable upper bounds on the summands of the series in
Lemma 11. The minimum in (4.13) is the smallest sum of these upper bounds as a function of
(x+, x−) and T .
Observe that the derivatives of F in Theorem 1 can be expressed in terms of the derivatives of G as
follows: the linear transformation (XT ,XT ) 7→ (XT ,XT−XT ) yields ∂x∂yF (x, y) = ∂+∂−G(y, y−x)
for y > x ∨ 0 and thus
∂nx∂
m
y F (x, y) = (−1)n−1
m−1∑
k=0
(
m− 1
k
)
∂m−k+ ∂
n+k
− G(y, y − x).
Therefore, (4.13) gives (2.1) as follows:
|∂nx∂my F (x, y)| ≤
m−1∑
k=0
(
m− 1
k
)
|∂m−k+ ∂n+k− G(y, y − x)|
≤
m−1∑
k=0
(
m− 1
k
)
Cyk−m(y − x)−n−kmin{f00α′ (x, y), f01α′ (x, y), f10α′ (x, y), f11α′ (x, y)}
= Cy−m(y − x)1−n−m(2y − x)m−1min{f00α′ (x, y), f01α′ (x, y), f10α′ (x, y), f11α′ (x, y)}.
Proof of Corollary 2. Note that the upper bound in (4.13) is equivalent to (2.2) with (x, y) =
(x+, x−). The result follows by integrating (2.2) w.r.t. x− ∈ R+ for m = 1 since the integral∫ ∞
0
x−1− min{T
α′
α x−α
′
− , T
−α
′
α
(1−ρ)x
α′(1−ρ)
− }dx−
=
∫ T 1/α
0
T
α′
α
(ρ−1)x
α′(1−ρ)−1
− dx− +
∫ ∞
T 1/α
T
α′
α x−α
′−1
− dx− =
1
α′(1− ρ) +
1
α′
does not depend on T . 
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5. Moment bounds: proofs of the results in Subsection 3.4
Throughout the present section we use the notation from Subsection 3.1. We begin by recalling
the Mellin transform of a stable random variable (see [Zol86, Thm 2.6.3])
E[Sp11{S1>0}] = ρ
Γ(1 + p)Γ(1− p/α)
Γ(1 + pρ)Γ(1− pρ) , p ∈ (−1, α).
When α 6= 1, by the independence Ek⊥⊥Gk we deduce that, for any p ∈ [0, α),
(5.1) E[Gpk1{Gk>0}] =
E[Spk1{Sk>0}]
E
[
E
p(1−1/α)
k
] = ρΓ(1 + p)Γ(1− p/α)
Γ(1 + pρ)Γ(1− pρ)Γ(p(1− 1/α) + 1) .
Finally, we recall that E[Ep1 ] = Γ(1 + p) is finite if and only if p > −1.
We will assume throughout the following subsections (with the exception of Subsection 5.3 below)
that α 6= 1, with the proofs for the case α = 1 being similar and often easier. Subsection 5.3
elaborates on the differences between the cases α 6= 1 and α = 1.
5.1. Positive moments: proof of Lemma 8. We first make a number of reductions that simplify
the proof. We will assume p, q > 0; the remaining cases (when at least one of the two parameters is
zero) follow similarly by ignoring the corresponding terms in the calculations. It suffices to consider
the case where ± = + and T = 1, since the factors of the form T r may be factorised from all the
variables. Since Zm − Zn =
∑m
k=n+1Ek is independent of (X+,n,X−,n,∆+,n, Zn), it is enough to
show the result for m = n.
Let c = 2[p−1]
++[p−q−1]++[q−1]+ and use (3.21) to obtain
Xp−q+,nX
p
−,n|∆+,n|q ≤ c
(( n∑
k=1
ℓ
1/α
k [Sk]
+
)p−q
+ ap−qn η
p−q
+
)(( n∑
k=1
ℓ
1/α
k [Sk]
−
)p
+ apnη
p
−
)
× ((ℓ1/αn [Sn]+)q + aqn−1ηq+).(5.2)
Our goal is now to provide an upper bound for the expectation of the right hand side of the
above inequality multiplied by Zsn. This leads to eight terms which must be treated individually to
show that their expectations decay exponentially at least as a polynomial (in n) multiple of aqn−1 or
E[ℓ
q/α
n ] = (1 + q/α)−n. We treat the hardest term in (5.2); the other terms are easier to treat since:
(1) the variables η+ and η− are independent of the sequence (ℓk, Sk)k∈N.
(2) Hence, when taking expectations, the variables η+ and η− will factorise by independence. These
variables are multiplied by powers of an = κn and satisfy E[ηr±] = Γ(1 + r) for r > −1 so their
estimation is easier.
(3) The final bound also uses the inequality an ≤ an−1, a consequence of Assumption (A-κ).
To bound the most difficult terms, by the comments above, it suffices to bound
A := E
[( n∑
k=1
ℓ
1/α
k [Gk]
+ck
)p−q( n∑
j=1
ℓ
1/α
j [Gj ]
−cj
)p
(ℓ1/αn [Gn]
+cn)
r
∣∣∣∣F−E]Zsn, r ∈ {0, q},(5.3)
where ck = E
1−1/α
k and F−E = σ(ℓk, Gk; k ∈ N). To do so, we point out the following properties.
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(1) The polynomial term originates mainly from E[Zsn].
(2) Note that since [x]+[x]− = 0, some of these products vanish.
We estimate (5.3) in steps:
I) Let r ∈ {0, q} and p′ := [p − 1]+ + [p − q − 1]+ and consider any positive constants (ck)k∈N.
Applying (3.21) yields
E
[( n∑
k=1
ℓ
1/α
k [Gk]
+ck
)p−q( n∑
j=1
ℓ
1/α
j [Gj ]
−cj
)p
(ℓ1/αn [Gn]
+cn)
r
∣∣∣∣F−E](5.4)
≤ np′E
[ n∑
k=1
n∑
j=1
ℓ
p−q
α
k ℓ
r
α
n ℓ
p
α
j ([Gk]
+ck)
p−q([Gj ]
−cj)
p([Gn]
+cn)
r
∣∣∣∣F−E]
= np
′
n∑
k=1
∑
j 6=k,n
E
[
ℓ
p−q
α
k ℓ
r
α
n ℓ
p
α
j
]
E
[
([Gk]
+)p−q([Gn]
+)r
]
E
[
([Gj ]
−)p
]
cp−qk c
p
jc
r
n,
The previous expression is a linear combination of mixed powers of ck, cn and cj . We will analyze
and bound the coefficients. Also note that the cases j ∈ {k, n} in the second sum do not appear
because [x]+[x]− = 0.
The last two expectation within the sum on the right side of the above inequality can be computed
using (5.1) and the value of their product only depends on whether k = n or not. In fact,
E
[
([Gk]
+)p−q([Gn]
+)r
] ≤ max{E[([G1]+)p],E[([G1]+)p−q]E[([G1]+)q],E[([G1]+)p−q]},
which can be computed using (5.1).
II) An application of Lemma 15(b) yields the existence of some c′ > 0 independent of j, k, n and
T such that E[ℓp/αk ℓ
p/α
j ℓ
r/α
n ] ≤ c′θk+j(1 + r/α)−n for θ = α+p+rα+2p+r < 1.
III) By the previous steps and (5.4), we deduce that for some constant c′′ > 0 independent of j,
k, n and T , we have
E[A] ≤ c′′np′(1 + rα)−n n∑
k=1
∑
j 6=k,n
θk+jE
[
E
(1−1/α)(p−q)
k E
(1−1/α)p
j E
(1−1/α)r
n Z
s
n
]
.
Next, we will show that the expectation on the right side in the above inequality is bounded by
a multiple of ns. As the term θk+j vanishes geometrically fast, we would then obtain
E[A] ≤ c′′′np′+s(1 + rα)−n.(5.5)
To prove (5.5), observe that since Zn is a Gamma distributed random variable then
E
[
Zsn
]
=
∫ ∞
0
xsxn+1
(n+ 1)!
e−xdx =
Γ(n+ s+ 2)
(n+ 1)!
.
Using the two-sided bounds in Stirling’s formula we see that this expression is bounded by a multiple
of ns. In fact, a similar upper bound holds for E[ZsnE
r1
k E
r2
n E
r3
j ] for any r1, r2, r3 > −1 such that
r1 + r2 > −1 (recall that in the case α ∈ (0, 1), then (p + q)(1 − 1/α) > α − 1 > −1). Indeed,
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for instance, when the indices n, k, j are different and n ≥ 4, we can decompose Zn into 4 terms
according to the index of E within Zn which may equal one of the indices n, k, j so that, by (3.21),
E
[
ZsnE
r1
k E
r2
n E
r3
j
]
= 4[s−1]
+
(
E[Es+r1k ]E[E
r2
n ]E[E
r3
j ] + E[E
r1
k ]E[E
s+r2
n ]E[E
r3
j ]
+ E[Er1k ]E[E
r2
n ]E[E
s+r3
j ] + E[E
r1
k ]E[E
r2
n ]E[E
r3
j ]E[Z
s
n−3]
)
.
(5.6)
The quantity in (5.6) grows as a constant multiple of ns (through the s-moment of Zn−3). Moreover,
the constants clearly do not depend on T .
Thus, we can deduce that (5.5) is uniformly bounded in n and, if r = q, it vanishes geometrically
with the rate (1 + q/α)−n. Putting the above arguments together completes the proof of Lemma 8,
since all eight terms decay as fast as aqn or (1 + q/α)−n. 
5.2. Negative and mixed moments. We begin with some preliminary results.
Lemma 12. Let x1, x2, . . . , y1, y2, . . . ∈ [0, 1]. Then for any r ∈ [0, 1] and n ∈ N, it holds that
n∏
k=1
((1− r) + rxk) ≤ (1− r)n +
n∑
k=1
r(1− r)k−1xk(5.7)
n∏
k=1
((1 − r)yk + rxk) ≤ rn + (1− r)n +
n∑
k=2
r(1− r)k−1xky1 +
n∑
k=2
(1− r)rk−1x1yk.(5.8)
Proof. Identity (5.7) follows by developing the product term by term and using the fact that every
term in the product is bounded by 1. Indeed, we have
n∏
k=1
((1 − r) + rxk) ≤ rx1 + (1− r)
n∏
k=2
((1− r) + rxk) ≤ · · · ≤ (1− r)n +
n∑
k=1
r(1− r)k−1xk.
The same ideas yield (5.8):
n∏
k=1
((1 − r)yk + rxk) = (1− r)y1
n∏
k=2
((1 − r)yk + rxk) + rx1
n∏
k=2
((1 − r)yk + rxk)
≤ y1
(
(1− r)n +
n∑
k=2
r(1− r)k−1xk
)
+ x1
(
rn +
n∑
k=2
(1− r)rk−1yk
)
≤ rn + (1− r)n +
n∑
k=2
r(1− r)k−1xky1 +
n∑
k=2
(1− r)rk−1x1yk. 
Lemma 13. (a) Suppose α 6= 1. For any s ≥ 0 define ds = 2smax{1, sse−s,Γ(s + 1)} (with the
convention 00 = 1) and let ζ = 1− 1/α. Define
(c, δ) :=
(max{1,
∫∞
0 exp(−yζ)dy}, 1/ζ), if α ∈ (1, 2),
((2 + 1/|ζ|)max{1, (2e−1/α)1/α}, 1), if α ∈ (0, 1).
If Y is a exponential variable with unit mean, then for s, x ≥ 0 we have
(5.9) E
[
Y se−xY
ζ ] ≤ cdsmin{1, x−δ}.
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(b) Suppose α 6= 1. For any x > 0 it holds that
(5.10) E[e−xG|G > 0] ≤ min{1, (γαρx)−1}, and E[e−x[G]+] ≤ 1− ρ+ ρmin{1, (γαρx)−1}, where
γ :=
1, if α ∈ (1, 2),min{ cos (π(12 − ρ)), cos (π(12 − αρ))}1/α−1, if α ∈ (0, 1).
(c) For any p ∈ R, q > p and b > 0 we have
(5.11)
∫ ∞
1
xp−1min{1, (bx)−q}dx = P (b, p, q), where P (b, p, q) := (b ∧ 1)
−p − 1
p
+
b−q(b ∧ 1)q−p
q − p .
Moreover, if q = 1 > b, then the above integral equals 1p(1−p)b
−p − 1p .
Proof. (a) Consider first the case α > 1. For s ≥ 0 it holds that E[Y se−xY ζ] ≤ E[Y s] = Γ(s+1) ≤
ds ≤ cds. Moreover, since the maximum of yse−y on y ∈ R+ is attained at y = s, we have
E
[
Y se−xY
ζ ]
=
∫ ∞
0
yse−xy
ζ−ydy ≤ ds
∫ ∞
0
e−xy
ζ
dy ≤ cdsx−1/ζ = cdsx−δ,
implying (5.9) for α > 1.
Suppose α < 1, so that r < 0. As before, we have E
[
Y se−xY
ζ ] ≤ E[Y s] = Γ(s + 1) ≤ cds.
Without loss of generality assume that x ≥ 1. Recall sse−s ≥ yse−y for all y ∈ R+. Hence
E
[
Y se−xY
ζ ]
=
∫ ∞
0
yse−xy
ζ−ydy ≤ ds
∫ ∞
0
e−xy
ζ−y/2dy.
Decomposing this integral into two parts yields∫ ∞
0
e−xy
ζ−y/2dy ≤
∫ xα
0
e−xy
ζ
dy +
∫ ∞
xα
e−y/2dy ≤ 2(2e−1/α)1/αx−1 +
∫ xα
0
e−xy
ζ
dy,(5.12)
since (2e−1/α)1/α ≥ ye−yα/2 for any y ≥ 0. For the remaining integral in (5.12), note that for any
s ≥ 0 and z ≥ 1 we have ∫∞z y−se−ydy ≤ z−se−z and change of variables u = xyζ (recall 1+αζ = α):∫ xα
0
e−xy
ζ
dy =
x−1/ζ
|ζ|
∫ ∞
xα
u1/ζ−1e−udu ≤ 1|ζ|x
−(1−α)/ζ−αe−x
α
=
1
|ζ|e
−xα ≤ 1|ζ|(e
−1/α)1/αx−1.
This concludes the proof of (5.9).
(b) The conditional law of G given G > 0 is that of g(U), where U is uniformly distributed on
the interval (π
(
1
2 − ρ
)
, pi2
)
. Define z by v = zπρ− π(ρ− 12) and note that v ∈ (π( 12 − ρ), pi2 ) if and
only if z ∈ (0, 1). Then, for v ∈ (π(12 − ρ), pi2 ), the function g in (3.1) satisfies
g(v) ≥ γ sin(zπαρ) > 0.
Indeed, if α > 1, the product of cosines in the denominator of g is bounded above by 1, the exponents
are positive and αρ ∈ [α− 1, 1]. Similarly, if α < 1, then v − zπαρ ∈ (π(12 − ρ), π(12 − αρ)). Since
ρ, αρ ∈ (0, 1), we have cos1/α−1(v − zπαρ) ≥ γ > 0 and the inequality holds.
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The concavity of the sine function on (0, pi2 ), implies sin
(
upi2
) ≥ u for any u ∈ (0, 1). Furthermore,
sin(zπαρ) is symmetric on z ∈ [0, 1αρ ] ⊃ [0, 1] with respect to the point z = 12αρ . Hence, using the
above properties, we have
E
[
e−xG
∣∣G > 0] = ∫ 1
0
e−xg(zpiρ−pi(ρ−1/2))dz ≤
∫ 1
0
e−γx sin(zpiαρ)dz ≤
∫ 1
αρ
0
e−γx sin(zpiαρ)dz
= 2
∫ 1
2αρ
0
e−γx sin(zpiαρ)dz ≤ 2
∫ 1
2αρ
0
e−2γαρxzdz ≤ 2
∫ ∞
0
e−2γαρxzdz =
1
γαρx
.
The conclusion of part (b) then follows from the fact that E[e−xG|G > 0] ≤ 1. For the second
statement, it is enough to note that P([G]+ = 0) = 1− ρ.
(c) The proof follows from elementary calculations. 
Proof of Lemma 9. At the core of the proof lies the identity λ−pΓ(p) =
∫∞
0 x
p−1e−λxdx for p > 0,
which expresses the negative power λ−p using an exponential expression. This identity will be used
with λ = X+,n (and later with λ = X−,n). The resulting expression will be bounded by separately
integrating the variables G1, . . . , Gn and η+, η−, then and E1, . . . , En and finally ℓ1, . . . , ℓn+1. These
bounds require preliminary calculations for the expressions arising in the inequalities developed
below, so we begin with those. Let ζ = 1− 1/α, c, δ and γ be as in Lemma 13(c).
Proof of (a), part 1. We first provide an explicit upper bound for E
[
ℓrn+1E
u
j η
v
+X
−p
+,n
]
(the case
q = 0 and w = 0 in Lemma 9(a)) using the following constants and functions.
Define bρ := 1/(γαρ) ≥ 1 and recall from Lemma 13 that ds = 2smax{1, sse−s,Γ(s+1)} for each
s ≥ 0. Moreover, for x, p, q > 0 with q > p, recall P (x, p, q) = ((x∧1)−p−1)/p+x−q(x∧1)q−p/(q−p).
Let Qp(r, u) := [αu(1+ r)−up]/[p(1− p)(αu(1+ r)− p)(1− p/α)] for u ∈ (0, 1], p ∈ (0,min{αu, 1})
and r ≥ 0. Using these definitions, we claim that for p ∈ (0, αρ), r, u, v ≥ 0 and j, n ∈ N it holds
(5.13) E
[
ℓrn+1E
u
j η
v
+
Xp+,n
]
≤ T
r− p
α bρcd
′
udv
Γ(p)(1 + r)n
(
1
p
+Qp(r, ρ) + (1− ρ)nP
(
T−
1
αan, p, δ
))
,
where d′u := max{Γ(1 + u),Γ(1 + u)Γ(1/α),Γ(u + 1/α)}. The special case of (3.28) with q = 0
follows from (5.13), the independence η−⊥⊥(η+, Ej , ℓn+1,X+,n), (1.1) and Assumption (A-κ).
For the proof of (5.13), recall that X+,n =
∑n
k=1 ℓ
1/α
k E
ζ
k [Gk]
+ + anη
ζ
+. Dividing by T
1/α and
absorbing it into ℓk and an, without loss of generality, we may assume T = 1.
Fix p ∈ (0, αρ). A change of variables applied to the definition of the Gamma function gives
(5.14) Γ(p)X−p+,n =
∫ ∞
0
xp−1e−xX+,ndx ≤ 1/p+ J+,p, where J±,p :=
∫ ∞
1
xp−1e−xX±,ndx.
Next, we bound the conditional expectation E
[
ηv+J+,p
∣∣G], where G := σ(ℓk, Ek; k ∈ N). By (5.9)
and (5.10) (with parameter xℓ1/αk E
ζ
k), that conditional expectation is smaller than
(5.15) E
[
ηv+J+,p
∣∣G] ≤ cdv ∫ ∞
1
xp−1min{1, (anx)−δ}
n∏
k=1
(
1− ρ+ ρmin
{
1,
bρE
−ζ
k
ℓ
1/α
k x
})
dx.
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Recall the definition of the stick remainders L0, L1, . . . in the construction of ℓ, see Subsection 3.1
above. For any measurable function g ≥ 0 and k ≤ n, we have
(5.16) E[ℓrn+1g(ℓk)] = (1 + r)
k−n−1
E[Lrkg(ℓk)] ≤ (1 + r)k−n−1E[Lrk−1g(ℓk)].
Moreover, we have E[Euj min{1, E−ζk y}] ≤ d′umin{1, y} because d′u ≥ max{E[Euj ]E[E−ζk ],E[Eu−ζj ]}.
Since the factors in the product of (5.15) are in [0, 1], the inequality in (5.7) yields
E
[
ℓrn+1E
u
j
n∏
k=1
(
1− ρ+ ρmin{1, bρE−ζk ℓ−1/αk /x})]
≤ (1− ρ)nE[ℓrn+1Euj ] +
n∑
k=1
ρ(1− ρ)k−1E[ℓrn+1Euj min{1, bρE−ζk ℓ−1/αk /x}]
≤ (1− ρ)
nd′u
(1 + r)n+1
+
d′u
(1 + r)n
∞∑
k=1
ρ(1− ρ)k−1(1 + r)k−1E[Lrk−1min{1, bρℓ−1/αk /x}]
≤ d′u(1 + r)−n
(
(1− ρ)n + bρAρ(x)
)
,
where we define Aρ(x) :=
∑∞
k=1 ρ(1 − ρ)k−1(1 + r)k−1E[Lrk−1min{1, ℓ−1/αk /x}] for x > 0.
Next, we apply Lemma 13(c) to find a formula for
∫∞
1 x
p−1Aρ(x)dx. Note that p < αρ implies
(1−ρ)(1+r)
1+r−p/α =
1+r−ρ(1+r)
1+r−p/α < 1, so Fubini’s theorem and Lemmas 13(c) and 15(c) yield∫ ∞
1
xp−1Aρ(x)dx =
∞∑
k=1
ρ(1− ρ)k−1(1 + r)k−1E
[
Lrk−1
∫ ∞
1
xp−1min{1, (ℓ1/αk x)−1}dx
]
=
∞∑
k=1
ρ(1− ρ)k−1(1 + r)k−1E
[
Lrk−1
(
ℓ
−p/α
k
p(1− p) −
1
p
)]
=
∞∑
k=1
ρ(1− ρ)k−1(1 + r)k−1
(
(1 + r − p/α)1−k
p(1− p)(1− p/α) −
(1 + r)1−k
p
)
= Qp(r, ρ).(5.17)
Hence, the inequality E[ℓrn+1E
u
j η
v
+X
−p
+,n]Γ(p) ≤ d′udv(1 + r)−n(1/p + cK) holds for
K :=
∫ ∞
1
xp−1min
{
1, (anx)
−δ
}
((1 − ρ)n + bρAρ(x))dx.
Thus (5.13) follows from (5.17) and Lemma 13(c) since for any p < αρ and n ∈ N we have
K ≤
∫ ∞
1
xp−1
(
(1− ρ)nmin{1, (anx)−δ}+ bρAρ(x)
)
dx ≤ bρ
[
(1− ρ)nP (an, p, δ) +Qp(r, ρ, p)].
Proof of (a), part 2. The general case of (3.28) for q > 0 follows similarly. Recall that B(·, ·)
denotes the beta function and define for any u ∈ (0, 1], p ∈ (0, αu ∧ 1), q ∈ (0, α ∧ 1) and r ≥ 0,
Rp,q(r, u) :=
(Γ(1/α) ∨ 1)B(1 + u− p/α, 1− q/α)αu(1 − u)(1 + r)2(α(1 + r)− p)
pq(1− p)(1− q)(α− p)(αu(1 + r)− p) .
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Fix p ∈ (0, αρ), q ∈ (0, α(1 − ρ)) and r, u, v, w ≥ 0. We will prove that for all j, n ∈ N, we have
E
[
ℓrn+1E
u
j η
v
+η
w
−
Xp+,nX
q
−,n
]
≤ T
r− p+q
α bρb1−ρc
2d′udvdw
Γ(p)Γ(q)(1 + r)n
[
(1− ρ)nP (T− 1αan, p, δ)/q + ρnP (T− 1αan, q, δ)/p
+
(
(1− ρ)n + ρn)P (T− 1αan, p, δ)P (T− 1αan, q, δ)
+ 1/(pq) +Qp(r, ρ)/q +Qq(r, 1 − ρ)/p +Rp,q(r, ρ) +Rq,p(r, 1− ρ)
]
,
Once this bound is proven the final result follows as above, by (1.1) and Assumption (A-κ). Indeed,
((1− ρ)n+ ρn)P (T−1/αan, p, δ)P (T−1/αan, q, δ) ≤ (1/p+1/(δ− p))(1/q+1/(δ− q))2κnα−n(p+q), by
Assumption (A-κ), which is bounded for n ∈ N because p+ q < α.
As before, we may factorise T r−(p+q)/α to reduce the problem to the case T = 1. We will use the
same ideas and tools as in the case q = 0. Applying (5.14) twice, we obtain
(5.18) Γ(p)Γ(q)X−p+,nX
−q
−,n ≤ 1/(pq) + J−,q/p + J+,p/q + J+,pJ−,q.
It remains to multiply (5.18) by ℓrnE
u
j η
v
+η
w
+ and take expectations. The first term in (5.18) yields
E[ℓrn+1E
u
j η
v
+η
w
−]/(pq) ≤ (1+ r)−n−1d′udvdw/(pq). The second and third terms are bounded as in the
special case q = 0, since η+ (resp. η−) is independent of X−,n (resp. X+,n).
It remains to bound E[ℓrn+1E
u
j η
v
+η
w
−J+,pJ−,q]. Note that applying Lemma 13(b) twice gives
E[e−x[G1]
+−y[G1]− ] ≤ Υ(x, y) := ρmin{1, bρ/x}+(1−ρ)min{1, b1−ρ/y}. Recall G = σ(ℓk, Ek; k ∈ N)
and apply (5.9) to E[ℓrn+1E
u
j η
v
+η
w
−J+,pJ−,q|G] =
∫∞
1
∫∞
1 x
p−1yq−1S(x, y)dydx, where
S(x, y) := ℓrn+1E
u
j E
[
ηv+η
w
−e
−xX+,n−yX−,n
∣∣G]
= ℓrn+1E
u
j E
[
ηv+e
−xanη
ζ
+
]
E
[
ηv−e
−yanη
ζ
−
]
E
[
e−x
∑n
k=1 E
ζ
k [Gk]
+−y
∑n
k=1 E
ζ
k [Gk]
−
∣∣∣G]
≤ c2dvdwmin{1, (anx)−δ}min{1, (any)−δ}ℓrn+1Euj
n∏
k=1
Υ(Eζkℓ
1/α
k x,E
ζ
kℓ
1/α
k y).
The inequality E[Euj min{1, E−ζk x}min{1, E−ζ1 y}] ≤ d′u(Γ(1/α) ∨ 1)min{1, x}min{1, y} for k ≥ 2,
along with (5.8) and (5.16) yield
E
[
ℓrn+1E
u
j
n∏
k=1
Υ(Eζkℓ
1/α
k x,E
ζ
kℓ
1/α
k y)
]
≤ ((1− ρ)n + ρn)E[ℓrn+1Euj ] +
n∑
k=2
ρ(1− ρ)k−1E
[
ℓrn+1E
u
j min
{
1,
bρE
−ζ
k
ℓ
1/α
k x
}
min
{
1,
b1−ρE
−ζ
1
ℓ
1/α
1 y
}]
+
n∑
k=2
(1− ρ)ρk−1E
[
ℓrn+1E
u
j min
{
1,
bρE
−ζ
1
ℓ
1/α
1 x
}
min
{
1,
b1−ρE
−ζ
k
ℓ
1/α
k y
}]
≤ bρb1−ρd′u(1 + r)−n[(1− ρ)n + ρn + (Γ(1/α) ∨ 1)(Bρ(x, y) +B1−ρ(y, x))],
where Bs(x, y) :=
∑∞
k=2 s(1− s)k−1(1 + r)kE
[
Lrk−1min
{
1, ℓ
−1/α
k /x
}
min
{
1, ℓ
−1/α
1 /y
}]
for x, y > 0.
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Next we give a simple bound on some integrals of Bs. Recall that p+ q < α and E[U r(1−U)s] =
B(r + 1, s + 1). Thus an application of Fubini’s theorem, (5.11) and Lemma 15(c) yields
∫ ∞
1
∫ ∞
1
xp−1yq−1Bρ(x, y)dydx
=
∞∑
k=2
ρ(1− ρ)k−1
(1 + r)−k
E
[
Lrk−1
∫ ∞
1
∫ ∞
1
xp−1yq−1min
{
1, ℓ
−1/α
k /x
}
min
{
1, ℓ
−1/α
1 /y
}
dydx
]
=
∞∑
k=2
ρ(1− ρ)k−1
(1 + r)−k
E
[
Lrk−1
(
ℓ
−p/α
k
p(1− p) −
1
1− p
)(
ℓ
−q/α
1
q(1− q) −
1
1− q
)]
≤
∞∑
k=2
ρ(1− ρ)k−1
(1 + r)−k
E
[
Lrk−1ℓ
−p/α
k ℓ
−q/α
1
pq(1− p)(1− q)
]
= Rp,q(r, ρ)/(Γ(1/α) ∨ 1).
Putting all the above arguments together, the following inequalities imply part (a):
E[ℓrn+1E
u
j η
v
+η
w
−J+,pJ−,q]
≤ bρb1−ρc
2d′udvdw
(1 + r)n
∫ ∞
1
∫ ∞
1
xp−1yq−1min{1, (anx)−δ}min{1, (any)−δ}
× ((1− ρ)n + ρn +Bρ(x, y) +B1−ρ(y, x))dydx
≤ bρb1−ρc
2d′udvdw
(1 + r)n
[(
(1− ρ)n + ρn)P (an, p, δ)P (an, q, δ) +Rp,q(r, ρ) +Rq,p(r, 1− ρ)].
Proof of (b). Again, we factorise T r+(q−p)/α to reduce the problem to the case T = 1 and use a
slightly different combination of some of the previously explained ideas. We begin with the inequality
(5.19)
Γ(p)Xq−,n
2(q−1)+Xp+,n
≤ Γ(p)a
q
nη
q(1−1/α)
−
Xp+,n
+ (X−,n − anη1−1/α− )q
(
1
p
+
∫ ∞
1
xp−1e−xX+,ndx
)
.
It remains to multiply the above expression by ℓrn+1E
u
j η
v
+η
w
− and take expectations.
The first term in (5.19) can be bounded as in part (a). The second term (X−,n − anη1−1/α− )q/p
in (5.19) can be handled as in Lemma 8 (see (5.2) and (5.5)). Indeed, we have
(5.20)
(
X−,n − anη1−1/α−
)q
ℓrn+1E
u
j η
v
+η
w
− =
( n∑
k=1
ℓ
1
α
k E
1− 1
α
k [Gk]
−ℓ
r
q
n+1E
u
q
j
)q
ηv+η
w
−.
The expected value of (5.20) may be bounded via Lq-seminorms: denote by ‖ϑ‖q = E[ϑq]1/q′
the Lq-seminorm of ϑ where q′ = q ∨ 1 (which is a true norm if q ≥ 1). Let gq = E[([Gk]−)q] and
hu = max{Γ(1 + u + q(1 − 1/α)),Γ(1 + q(1 − 1/α))Γ(1 + u)}; observe that when α < 1, we have
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q(1− 1/α) > α− 1 > −1. Then the triangle inequality and the independence gives∥∥∥∥ n∑
k=1
ℓ
1
α
k E
1− 1
α
k [Gk]
−ℓ
r
q
n+1E
u
q
j
∥∥∥∥q′
q
≤
( n∑
k=1
∥∥∥ℓ 1αk ℓ rqn+1∥∥∥
q
∥∥∥E1− 1αk E uqj ∥∥∥
q
∥∥[Gk]−∥∥q)q′
≤ hugqB(1 +
q
α , 1 + r)
(1 + r)n
( n∑
k=1
(1 + r + q/α
1 + r
)(1−k)/q′)q′
≤ hugqB(1 +
q
α , 1 + r)
(1 + r)n
1 + r + q/α(
(1 + r + q/α)1/q′ − (1 + r)1/q′)q′ ,
which completes the bound on the second term in (5.19) once one notes that η+ and η− are inde-
pendent from the other variables and E[ηv+η
w
−] = Γ(v + 1)Γ(w + 1).
The third term in (5.19) may be bounded as follows. Set s = q/2 < α/2 ≤ 1, then we may
use (3.21) to obtain
E
[( n∑
k=1
ℓ
1
α
k E
1− 1
α
k [Gk]
−
)q
ℓrn+1E
u
j η
v
+η
w
−
∫ ∞
1
xp−1e−xX+,ndx
]
≤
∫ ∞
1
xp−1E
[( n∑
k=1
ℓ
s
α
k E
s(1− 1
α
)
k ([Gk]
−)s
)2
ℓrn+1E
u
j e
−xX+,nηv+η
w
−
]
dx
= 2
∫ ∞
1
xp−1
n∑
k=1
n∑
i=k+1
E
[
ℓ
s
α
k E
s(1− 1
α
)
k ([Gk]
−)sℓ
s
α
i E
s(1− 1
α
)
i ([Gi]
−)sℓrn+1E
u
j e
−xX+,nηv+η
w
−
]
dx
+
∫ ∞
1
xp−1
n∑
k=1
E
[
ℓ
q
α
k E
q(1− 1
α
)
k ([Gk]
−)qℓrn+1E
u
j e
−xX+,nηv+η
w
−
]
dx.
The previous expression can be dealt with as in (a) and (b). For instance, when averaging with
respect to (Gn)n∈N, one finds that E[([Gk]−)se−x[Gk]
+
] = E[([Gk]
−)s]. Furthermore, as in steps II)
and III) of the proof of Lemma 8, each term in the first sum can be bounded by C ′θi+k1 (1+ r)
−n for
some C ′ > 0, θ1 ∈ (0, 1) (independent of i, k, n) and all k < i ≤ n, whereas each term in the second
sum can be bounded by some C ′′θk2(1 + r)
−n(1 + (1 − ρ)nP (an, p, δ)) for some C ′′ > 0, θ2 ∈ (0, 1)
(independent of i, k, n) and all k ≤ n. The claim of part (b) then follows, completing the proof. 
Proof of Lemma 10. We will prove the case s > 0, as the case s = 0 is very similar. The result is a
consequence of Lemma 9(a). Since [Sk]+[Sk]− = 0, observe that
Zsm ≤ (m+ 2)[s−1]
+
(
ηs+ + η
s
− +
m∑
k=1
Esk
)
and ∆+n+1 = ℓ
1/α
n+1[Sn+1]
+ + (an+1 − an)η1−1/α+ .
Recall that Sn+1 = E
1−1/α
n+1 Gn+1, where Gn+1 and En+1 are independent of each other and of
every other random variable in the expectations of the statement. Similarly, (En+2, . . . , Em) is
independent of every other random variable in the expectations of the statement. An application
of Lemma 9(a) (and (5.1)) gives the claim if one uses hypothesis (A-κ). The second claim follows
similarly using Lemma 9(b). 
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5.3. Moment bounds for the Cauchy case α = 1. For the proofs of Lemmas 8, 9 and 10, note
that in comparison with the Chambers-Mallows-Stuck decomposition method we are not using any
decomposition of the Cauchy random variables. This means that the proofs will be reduced to
bounding the conditional expectations with respect to (ℓi)i∈{1,...,n}, and then taking expectations
there.
For the proof of Lemma 9 (and hence of Lemma 10), note that in order to compute inverse
moments, we use a change of variable trick to handle negative moments via Laplace transforms. In
the present case, according to the previous remark, we need not describe the behaviour of E[e−x[G1]
±
]
and E[e−xE1 ] (as they appear in the Chambers-Mallows-Stuck representation of stable laws) but
that of E[e−x[S1]
±
]. This is done directly using the fact that its density is known. The rest of the
calculations are very similar. Indeed, Lemma 13 contains the only noticeable change. Moreover, the
analogous result in the case α = 1 is given by the following lemma.
Lemma 14. Suppose α = 1, then for any s ∈ (0, 1) and x > 0 we have
E[ηs+e
−xη+ ] ≤ cos(ω)
πρ
min
{∫ ∞
0
ys
cos2(ω) + (y − sin(ω))2 ,
Γ(s+ 1)
cos2(ω)xs+1
}
.
In particular, E[e−xη+ ] ≤ min{1, (π cos(ω)ρx)−1}.
Proof. Observe that for any s ∈ (0, 1), it holds that
E[ηs+e
−xη+ ] =
cos(ω)
πρ
∫ ∞
0
ys
cos2(ω) + (y − sin(ω))2 e
−xydy
≤cos(ω)
πρ
min
{∫ ∞
0
ys
cos2(ω) + (y − sin(ω))2 dy,
Γ(s+ 1)
cos2(ω)xs+1
}
. 
6. Conclusions
In this section, we discuss briefly some of the conclusions and make heuristic comments arising
from the proofs of the main statements in comparison with the current literature.
One of the main tools that were previously used in the literature to study the marginal law of
the supremum of a stable process were based on excursion theory for stable processes reflected at
its infimum [DS10, Cha13, CM16]. A first hurdle in continuing with this approach is that it is not
clear how the law of the pair (XT ,XT ) could be recovered from the reflected process. In this sense,
the methodology used in the present article differs from what has been previously done. As we have
shown, our technique is sufficiently powerful not only to establish infinite smoothness of the law but
also to prove explicit bounds for the joint density.
From the point of view of Malliavin Calculus, there are a number of remarks that are important.
In classical Malliavin Calculus, one defines a derivative on the path space, extends it by taking limits
and defines its adjoint operator. Clearly, this is not possible here due to the use of convex majorants
which neglect part of the path but still provide sufficient information to solve the problem. This
approach can be used in many other situations and we do not know of any other results which are
proven in this way. In fact, this approach also shows that to some extent, the definitions of stochastic
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derivative in other types of Malliavin calculus for jump processes may be too sensitive to deal with
irregular functionals of the path.
The advantage of using convex majorants is that the convergence of the method is exponentially
fast as one can observe from (3.2) and Lemma 15, where it is noted that E
[
ℓpk
]
= T p(1+ p)−k. This
implies that the approximations will retain many properties of the limit and thus one can obtain
almost optimal results. On the other hand, due to the limitations of the current theory of concave
majorants, we are unable to study the law of (XT ,XT , inft∈[0,T ]Xt).
The definition of the derivative operator D±m, provided in Lemma 3, is designed to satisfy two
essential properties: 1) avoid boundary terms when using the integration-by-parts formula and, most
importantly, 2) the regenerative property in (3.3). In particular, the second property concentrates all
the moment problems of stable laws in the term X±,n appearing in the denominator of the definition
of H±n,m(Φ) in Proposition 4. Again, this is an important point in order to obtain almost optimal
bounds. In fact, although there are other possible definitions of derivative operators satisfying 1),
they would not be able to produce the almost optimal bounds provided in this article.
Finally, one may desire to obtain an Ibpf which does not depend on the approximation scheme
provided by the multilevel representation. The formula provided here is probably not well suited to
this idea which is important in other applications such as density expansions. The reason is that
H±n,m appears not to have a limit as n,m→∞ with its current definition. In order to consider this
problem one may have to start by defining a generalized integration-by-parts formula with a weight
process such as in Exercise 2.1.3 in [Nua06] adapted to the present situation. On the other hand, by
doing this, one would probably lose the regenerative property (3.3) and non-trivial problems would
appear. In this framework, one cannot expect to obtain explicit constants but rather constants
expressed as expectations.
Appendix A. Moments of the stick-breaking process
Recall from Subsection 3.1 the stick-breaking process ℓ on [0, T ] and its remainders (Lk−1)k∈N.
Lemma 15. (a) Let n ∈ N and p1, . . . , pn > −1 satisfy qk :=
∑n
i=k+1 pi > −1 for k ∈ {1, . . . , n}
(with qn := 0). Let q0 :=
∑n
k=1 pk, then we have
(A.1) E
[
n∏
k=1
ℓpkk
]
= T q0
n∏
k=1
B(1 + pk, 1 + qk),
where B(·, ·) denotes the beta function. In particular E [ℓpk] = T p(1 + p)−k for k ≥ 1 and p > −1.
(b) Let p, q, r ≥ 0 and define θ = 1+r+p∨q1+r+p+q ≤ 1. Then there is some C > 0 such that for any
1 ≤ j ≤ k ≤ n and T > 0, we have E[ℓpjℓqkℓrn] ≤ CT p+q+rθp+q(1 + r)−n.
(c) If p+q, q, r > −1 and k ≥ 2 then E[Lpk−1ℓqkℓr1] ≤ T p+q+rB(1+p+q, 1+r)(1+q)−1(1+p+q)1−k.
Proof. (a) Recall ℓk = T (1 − Uk)
∏k−1
i=1 Ui for k ≥ 1, implying
∏n
k=1 ℓ
pk
k = T
q0
∏n
k=1 U
qk
k (1 − Uk)pk .
Equation (A.1) follows from the identity E[Up1 (1− U1)q] = B(1 + p, 1 + q) and the independence of
the uniformly distributed random variables U1, . . . , Un.
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(b) Applying (A.1) yields (note that some factors in the product become 1 in this case)
E[ℓpjℓ
q
kℓ
r
n]
T p+q+r
= (1 + r)k−n ×

B(1 + p, 1 + q + r)(1 + q + r)j−k−1
×B(1 + q, 1 + r),
j < k < n,
(1 + p+ q + r)1−jB(1 + p, 1 + q + r)(1 + q + r)j−k, j < k = n,
(1 + p+ q + r)1−jB(1 + p+ q, 1 + r)(1 + q + r)j−k, j = k < n
(1 + p+ q + r)−j(1 + q + r)j−k, j = k = n.
Grouping together all the terms with common exponent either j, k or n in the expression above
yields slightly different results depending on the ties j = k and k = n (or both). In order to avoid
considering four different cases, observe that (1 + b+ c)/(1 + a+ c) ≤ (1 + b)/(1 + a) for 0 ≤ a ≤ b
and c ≥ 0. The claim then follows easily.
(c) The proof is analogous to that of part (a). 
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