. The fishery off the Ivory Coast occurs in a region with two upwelling seasons, a smaller one around January and a larger one later in the year, which are followed by periods of strong rainfall. which affects salinity levels in the environment ofthe fish. Understanding the fishery dynamics in this area and how the dynamics are influenced by the environment can increase our understanding of other pelagic fisheries of greater economic importance.
he purse-seine fishery for coastal pelagic species off the Ivory Coast annually lands around 30 OOO metric tons; this makes the fishery of local socioeconomic importance. The fishery also is of scientific interest because coastal pelagic species are important worldwide and are believed to be significantly influenced by environmental factors (see for example Pamsh et al. 1983) . The fishery off the Ivory Coast occurs in a region with two upwelling seasons, a smaller one around January and a larger one later in the year, which are followed by periods of strong rainfall. which affects salinity levels in the environment ofthe fish. Understanding the fishery dynamics in this area and how the dynamics are influenced by the environment can increase our understanding of other pelagic fisheries of greater economic importance.
In this paper our primary goal is to model the relative impact of the environment on the availability of pelagic species off the Ivory Coast in Africa and the manner in which the environment affects the dynamics of catch per unit of effort (CPUE) for these species on time scales as short as 2 wk. Previous studies
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Accepte le 30 septembre 1986 suggest that the availability and abundance of these stocks are strongly influenced by the environment. Marchal ( 1967) and F A 0 (1974) presented evidence that sea surface temperature (SST) and salinity are important influences on the intrayear fluctuations in abundance of these stocks. Annual fluctuations in the abundance indices for the main lvoirian or IvoiroGhanaian stocks also have been related to changes in upwelling and rainfall (ORSTOM 1976; Binet 1982: Cury and Roy 1985) . However. short-term fluctuations of these stocks never have been considered before.
Our approach to this problem is to use multivariate autoregressive moving-average (ARMA) models as described in Tiao and Box ( 198 I ) to model and forecast an index of relative abundance for the pelagic species off the Ivory Coast. We also use a new technique developed by Breiman and Friedman (1985) to analyze more closely the form of the relationship between CPUE and the relevant environmental variables. This technique allows us to examine the nonlinearities and discontinuities in the data that a priori are believed to exist but whose The ARMA class of models are stochastic rather than deterministic and have been of increasing interest in both applied and theoretical aspects of economics and engineering (among other areas). They emphasize the variation in the data and use empirically based methods to determine the proper form of the model. There have only been a few attempted applications of these techniques to fisheries problems (Boudreault et al. 1977 : Saila et al. 1980 Mendelssohn 1981 ).
In contrast with our stochastic models. the majority of fishery management models developed over the last decades have been deterministic models concerned with estimating characteristics of the population at equilibrium (see for example Schaefer 1954 : Beverton and Holt 1957 : Ricker 1958 : Pella and Tomlinson 1969 : Fox 1970 . Typically. these deterministic models operate on a yearly time scale. and in the best cases provide information related to optimal management of a fishery (such as maximum sustained yield (MSY)) and information necessary to determine policies to achieve this maximum. such as yield per recruit. age of first capture. and other characteristics of the exploited stocks.
Stochastic models of fisheries can be used for forecasting.
even if only for short-term forecasts such as a fortnight or a month ahead. and remedy some of the deficiencies of deterministic models. They can be used to improve planning by fishermen and buyers. including both anisanal processors and industrial firms. Many of the exogenous changes that affect a fishery, such as price. or more to the point of this paper, the fluctuations in the physical environment, occur at time scales much shorter than a year. Such stochastic models can improve fishery management by defining the expected level of variation in a fishery and how much of the variation is due to environmental influences.
Biological Data
The fishery exploiting the pelagic species off the Ivory Coast consists mainly of purse seiners that are based in Abidjan. The fishery began in 1955 and expanded rapidly after that. De- Ghana into eight zones. each I" of longitude and extending from latitude JON to the coastline (Fig. 1) . Areas 4-7 are the major fishing zones; catch in area 8 is typically less than 1% of the total annual catch, and the areas 1-3 off the coast of Ghana have only been exploited by the lvoirian purse seiners at irregular intervals. The catch in these areas is dominated by Surdifdka uurifci. which is not the dominant species in the lvoirian fishery.
During the period 1966-82. Surdinellu inciderensis was the dominant species caught in areas 4-7, comprising 54% of the total catch (Table I ; Fig. 2 ) . Bruchvdeuferus uurirrrs comprised 16.5% of the total catch dunng the same period, and various other species (Engraulidae. Scombridde. and Carangidae) comprised 14.6% of the catch. . 411 of these species appear to be mainly Ivoinan stocks. as the catch of these species off the coast of Ghana appears to be coming from different stocks ( F A 0 1974). Surdinella uitrifa, which comprised 12% of the total catch. and Scomber japonicus, which comprised 2.4% of the total catch. appear to be shared stocks that are found off the coast of both countries ( F A 0 1974). Surdinellu aurira and S. japonicus essentially disappeared from the catches in 1973.
probably due to a combination of overfishing the previous year and due to anomalous climatic events in 1973. Binet ( 1982) has discussed this for S. aurira. The reasons for the disappearance of 3. japonicus has not been conclusively determined. Surdinella uurira reappeared in 1976 and its relative abundance increased sharply off the Ivory Coast during 1981 and 1982.
The raw data consist of daily records for each boat and for each trip including the areas fished. the areas visited. and the catch. Search time was calculated for each area and fortnight using the method described in Fonteneau and Marchal ( 1970) and was used as a measure of fishing effort. CPUE was calculated by dividing the total catch of all species in an area during a fortnight by the corresponding search time for that area. When there was no fishing effort the CPUE was assumed to be a missing data point, as the lack of fishing does not necessarily imply the lack of fish. CPUE for the entire area was calculated as the mean of the CPUE of the four zones. CPUE thus is 
Environmental Data
The environmental series considered in preliminary model identification consist of SST data collected by merchant ships 410 passing through the area. The SST data were obtained from the National Climate Center ( U S . ) . and values were checked against a long-term atlas and further verified by C. Roy of ORSTOM. Fortnightly mean values then were calculated for the SST series by area. to agree with the fishery data. and for the two coastal environmental series.
The continental shelfoif the Ivory Coast is intluenced by two periods of upwelling. The main upwelling season occurs from June to September and a second. smaller upwelling occurs in January and February (Morliere 1970) . The physical mechanisms underlying these upwellings are summarized and discussed in Picaut (1983. 1985) . One of the reasons SST was selected as an environmental series is that it should be a reasonable surrogate variable for the occurrence of upwelling in the region.
Preliminary Data Analysis
Preliminary analysis of the data is necessary for two reasons. We consider areas that have no fishing as having missing data points and there are also areas with missing environmental data: most of our techniques. however. require complete data series. Therefore we must till in the missing data in a manner that will not distort the underlying relationships in the data.
Also. the ARMA approach to model building is empirical. using properties of the covariance structure of the data to determine the appropriate form of the model to be estimated, rather than hypothesizing ; I model a prior. The toriii ofthe estimated lagged covariance matrices and generalized partial-correlation matrices are used to make initial estiniates of the appropriate lags and variables to be included in the model. The t i n t step in the preliminar) analyaii is to fill in the missing data b! area. .Areas 1 -7 have roughly 1? of the CPUE data missing. .Also. during the years 1969 and 1982 there uas a large gap in the SST data in dl the areas. The CPUE data mere filled in using an algorithm by Shuniway and Stoffer 11983).
used successfully in a related analysis by Mendelssohn and Roy (1986,. The algorithm is described in the Appendix.
The basic idea of the algorithm is to iteratively fit a lagged model to the completed series and then to calculate minimum mean-square estimates of the missing data given the new parameter estimates. The algorithm has good statistical properties (see Shumway and Stoffer 1982) . particularly in terms of preserving the covariance structure of the observed series. Other more obvious methods do not bhare this property. Also. the algorithm includes observation error in calculating both the parameter estimates and the smoothed estimates of the missing data.
The algorithm calculates smoothed values rather than predicted values of the missing data. Predicted values use only information previous (or perhaps contemporaneous) to the missing data point to estimate the fill-in. Smoothed values use all the information available consistent with the model. Thus.
for an AR(2) model. the filled in value is calculated from a forward model using data from the last two periods. from a backward data using the next two periods of data. and from a regression-like model using contemporaneous innovation series.
The till-in model for CPUE uses the observed data from each area and the model form to till in any missing point. While this may cause some bias in our later analysis. it is a conservative procedure for several reasons. First. as one of our main interests is the role of the environment in the population dynamics. any bias introduced should be to lessen the importance of the environment as a predictor and to increase the importance of lagged values of CPUE as predictors. Also. we use average CPUE (across areas) in our final model. Thus most of the filled in values are averaged with real values from other areas.
lessening the impact on the data of any of the tilled in values. With only 4% of the data missing. a filled in data point would have to have significant leverage to greatly influence the final model.
The SST data were filled in using both the Shumway and Stoffer algorithm and the estimated seasonal cycle. The iterative algorithm produced data values for the missing blocks in 1969 and 1982 that did not appear reasonable: however. the spectra produced by this procedure were very consistent with those calculated from complete subseries of the SST data. Parameter estimates depend on the covariances of the data. so that the bad data values may not be important. Using the estimated seasonal cycle can produce its own distortions. as the missing year may have been very unlike the normal year. This can greatly emphasize the seasonal frequency in the data while lessening other frequencies that might be of importance in determining the appropriate model.
Fortunately. our results were almost identical for each method of filling in the SST data. Preliminary reviewers of our results felt more comfortable with using the estimated seasonal cycle: therefore. in what follows. the SST data have been completed using the estimated seasonal cycle.
The smoothed values for CPUE by area (Fig. 7 ) appear to be quite reasonable. None of the estimated values appear as particular outliers. which reinforces our belief that this should produce little bias i n our final calculations.
We do not use effort at time / (1.e. no lag, as a predictor because this would introduce 3 large bias and a high degree of spurioui correlation into the analysis. Thia point i5 qhown mathematically in Eberhardt I 1970) : Mendelssohn ( 1981 ) gives other references that examine the degree of 5purious correlation introduced.
An intuitive explanation of the source of this jpurious correlation can be seen by considering log (CPUE) which equals log (catch) -log (effort) If this is regressed against a function of effort. then effort is clearly on both d e s of the equation. If the coefficient of variation tCV) of catch is small compared with that of effort. then catch can be viewed as a constant. and we would be regressing a function of effort (the logarithm of effort) against another function of effort. so that some degree of fit is assured. Simulations in the references iuggest that the r' value can be intlated by as much as 0.4-0.6 depending on the relative values of the CV of catch compared with the CV of effort.
The accuracy of the completed time 5eries of CPUE and SST ( Fig. 3 and 1 (Fig. 3a) . The parameter estimates produced by the 4RI2) fill-in model for CPUE (Table 2 ) are of interest by themselves. as they appear to agree with and clarify previous work on migration in the stocks. The interpretation of the model for CPUE will be discussed in detail in a companion paper on the spatiotemporal dynamics of the fish. In what follows. we restrict our attention to CPUE and SST averaged over all of the areas.
Model Identification and Estimation
We model the temporal dynamlcs of CPUE and its possible relationships with SST by using for the most part the ARMA approach described in Tiao and Box ( 198 1 ) and implemented in the computer program WMTS-I (Tiao et ai. 1980) . At times. a method due to Akaike et al. (1979) for subset multivariate autoregression identification was also used to help select the appropriate lags and the parameters to be included in the model at those lags.
For several reasons. we analyze the natural logarithm of CPUE (actually of CPUE + 0.05 so that zero values are well defined) rather than analysing CPUE itself. First. CPUE is a ratio of two separate series. and ratios rarely are linear or gaussian in distribution. Taking logarithms of the data produces a new series that is the difference of the logarithms of the two original series. which should have better statistical properties. Second. inspection of the raw data (Fig. -la) suggests that the variance of the series changes with the level of the CPUE series. A range-mean plot (Jenkins 1979. p. 96 ) of the CPUE data was calculated. This is found by dividing the series into a number of subseries tin this case years). calculating the range and mean of each subseries. and plotting the range versus the mean. This plot showed that a transformation such as a log Third, there are theoretical reasons for believing that a log scale is more appropriate for modeling the interaction of CPUE with SST. On the untransfomed scale. 3 I" change in SST would have to make the same absolute change in CPUE at very low levels of CPUE as with very high levels of CPUE. When In (CPUE + 0.05) is used. a I" change in SST produces if percentage change in the level of CPUE rather than an absolute change. Thus. at much smaller levels of CPUE. smaller absolute changes in the level will be observed. In the next section, we will examine in more detail the proper scales for each of the variables in our model and the form of the interactions between the different variables.
The first step of the analysis is to identify the appropriate lags to be included in the model and whether an AR, MA. or ARMA model is more appropriate. This is done by examining the cross-correlation matrices and by calculating the general partial-correlation matrices (see Tiao and Box 1981 for details) . The CPUE autocorrelation function (not shown) has significant lags up to 8 fonnights. and again around 14 fortnights ( I yr). although the pattern is not that of a seasonal cycle in the data. ( A seasonal cycle is retlected in a sinusoidal autocorrelation function. The autocorrelation function of SST is sinusoidal. retlecting a seasonal cycle, while CPUE only has a peak at a lag of 24 fortnights. To call this a "cycle" would be equivalent to saying a peak at lag I shows il one-fortnisht cycle.) The pattern in lags 1-8 suggests significant values at lags I . 2 . and 1 and possibly at lag 6 . This is because autoregressive terms decay exponentially. Thus. if there is a significant autocorrelation at lag I . then lag 2 will have an autocorrelation of that value squared, even if there is no lag 2 effect. Similarly. if there is a lag 1 term. then lag 4 will have that value squared even if there is no lag 4 effect. Thus. we look for the autocorrelations that stand out from the exponential decay of the previous significant lags.
The cross-correlation function (not shown) shows a significant peak and exponential decline with SST lagged 17 fortnights and significant cross-correlations with SST lagged until about 8-10 fortnights. The generalized partial-correlations (Table 3 ) exhibit "spiked" behavior consistent with an AR-type model at the lags suggested by the cross-correlation matrices.
An exact maximum likelihood algorithm was used to estimate the parameters of this model. which also included parameters modeling the SST series. This last step is important so that the final vector residual series are as close ifs possible to independent multivariate gaussian variables. Otherwise. the esti- broken lines = smoothed. (Fig. 4 concluded nexr page) mates can be biased. The relationships between CPUE and SST at lags 6 and 7 were found to be nonsignificant. They were discarded from the model. and the remaining parameters were reestimated. The final parameter estimates and their standard errors (Table 4a) were tested for adequacy by several methods. The residual cross-correlation matrices do not suggest a lack of fit ( was only one boat searching. and from the data it is quite clear that in each instance the boat was just passing through the area to fish in another area. This is consistent with our previous discussion of problems with the measure of effort used. The model was also estimated using the fill-ins for SST produced by the Shumway and Stoffer algorithm (Table 4b) . There is essentially no difference. giving us some confidence that our model is robust to the method of completing the data series. Both models were reestimated for the years 1966-82.
In 1981 and 1982, there was a sharp increase in the level of CPUE, and also a change in the species composition, with an increasing amount of S. auriru in the catch. Even with these changes, there is essentially no change in the parameter values. Thus the estimated model appears to be robust to additional years of data, even to data that are seemingly different from the previous years.
The estimated model for CPUE from the years 1966-80 is
where LNCPUE(z) = LN(CPUE(t) + 0.05) and t references the time period in fortnights. The model explains 43% of the observed variance in the data. Without the two outliers, the model explains almost 55% of the observed variance. Observed and one-step-ahead predicted values of CPUE transformed back to the original scale (Fig. 5) show that the predicted values are close to the observed values except at the laige peaks in CPUE. Also, the predicted values are generally better before 1973 than after, which may be due to the problems in effort mentioned earlier. The model also frequently predicts the beginning and end of the fishing season (see for example 1968, 1974. 1979, and 1981) .
A scatterplot of the observed CPUE versus the predicted CPUE (not shown) shows a trend to underpredict at high levels of CPUE, particularly at values greater than 12 tons per day. In the next section we will discuss some reasons for this observation. 
Interpretation of the Model and Examination of the Form of the Relationship between CPUE and its Predictors
An empirically derived model is more satisfying if it has an interesting biological interpretation which is consistent with or combines previous observations on the fishery. The model estimated in the last section has such an interpretation. All else being equal, CPUE will show some persistence on its own: at low levels it wili tend to remain low and higher levels will exponentially decline at a' reasonable rate. If a "kick' comes that pushes CPUE up to a higher level, then the results of this "kick" will be felt for a few time periods to come. This may be due to schooling behavior. Conditions favorable for the formation of large schools tend to persist so that the schools themselves are available to the fishery for an extended period. From the model estimates, what appears to provide the needed "kick" is a drop in SST from two fortnights ago to one fortnight ago. The sharper the drop in temperature and the longer the duration of the drop, the greater the effect on CPUE. If SST was relatively warm two fortnights ago and relatively warm one fortnight ago, there will not be much change in CPUE. Similarly, if SST was relatively cold two fortnights ago and relatively cold one fortnight ago, again there will not be much change. Once the increase is started, it will be maintained for a while by the persistence of CPUE noted above. Thus, it is not colder or warmer waters per se that are conducive to high levels of CPUE. but rather a long and sharp drop in temperature. This is of course the behavior of SST at the onset of the upwelling seasons. The model suggests that the beginnings and endings of fishing seasons should be related to upwelling and the success of the fishing season related to whether the 416 season had strong or weak upwelling. Binet (1976) has presented results that show a correlation between a drop in SST and an increase in zooplankton biomass a fortnight later. Binet (1983) also has suggested that the colder waters tend to increase the aggregation of the zooplankton at the surface, and hence presumably to aggregate the fish as well. It is during the upwelling seasons with the onset of colder waters that we find higher levels of CPUE (Fig. 4e) . As the fish species in our model feed on zooplankton (Dia 1972) , this explanation of the physical mechanism underlying the model would appear to be consistent with independent biological observations. E. Marchal (Antenne ORSTOM, Centre Oceanologique de Bretagne, Brest, pers. comm.) has suggested that CPUE lagged on itself at periods of 2 , 4 , 6, and 8 arises from the affect of the lunar cycle on these species noted in Marchal (1967) . He also suggested that the residual correlation at lag 35 is approximately the correct lag at which the lunar and solar fortnights would be in phase. Thus, some of the long-term (four fortnights) persistence in CPUE may be due to this lunar effect.
So far we have restricted ourselves to linear models, with only a minor transformation in the CPUE data. There are a priori reasons to believe that the relationships between CPUE with itself lagged in time and between CPUE with SST at the various lags are nonlinear and that there may be possibly nonlinear transformations of the data that would improve the fit of the model while still maintaining an additive model which has better statistical properties. Plots of LNCPUE at time t versus SST at time t and r -I (not shown) suggest a discontinuity or threshold in the relationship around approximately 27°C. These plots do not correct for the effect of the other variables in the model. 
To find "good" transformations of the data, we used a technique devgloped by Breiman and Friedman (1985) that empirically calculates optimal transformation of the data (see Appendix for further descriptions). The results of the algorithm are a smoothed empirical transformation of each of the observed data points. The implied functional form can be found by plotting the transformed value of the variable versus the original value. The transformed values are in no particular units (unless a functional transformation can be discerned from the plot; then the transformed data would be in whatever units are implied by that particular functional transformation).
In our model, the response variable is CPUE at time r, and the predictor variables are CPUE at times r -1, r -2, r -4, and r -24 and SST at times I -I , t -2, and t -17.,The resulting transformed model explains 59% of the observed variance in the original series. It is worth emphasizing that this is not necessarily the optimal transformed model. We used the lags and parameters identified in our linear model as the correct ones. It is possible that if the correct transformations had been known a priori, then other lags of either CPUE or SST would have been found to be more important as predictors of CPUE at time r. Also, slightly different results are obtained for CPUE depending on which set of fill-ins is used for SST. The optimal transformations for CPUE and for CPUE lagged one fortnight (not shown) range between a linear to a log transformation; the most noticeable difference from a log transformation is that the curve is less flat at high values of CPUE (>I?). The results suggest that a slightly less steep transformation might have been preferable.
The transformation for CPUE lagged four fortnights (Fig. 6a) shows a sharp discontinuity in the relationship. The transformation is almost piecewise linear with a point of discontinuity around 12 tons per 24 h of search. Beyond this point, the value increases sharply. It does not seem coincidental that this is the same value at which we find our model consistently underpredicting CPUE. Our best guess is that this result has to do with schooling behavior of the fish: first that such behavior may influence our measure of effort, and hence influence CPUE (discussed earlier in the paper), and second that once either large schools are formed or perhaps many schools are formed, the fish become much easier to find so that CPUE sharply increases. Why the sharpest discontinuity should be at a lag of four fortnights is not obvious, but is clearly a topic For further study.
We would expect that the relationship between CPUE and SST would be nonlinear, probably some type of threshold function. This is because there are temperatures too high for the Sardinella, so an increase in SST above some given temperature will not affect CPUE significantly, and similarly there is also probably a temperature too low for the species. The transformation for SST at a lag of one fortnight (Fig. 7a ) decreases linearly to 28°C. increases to 28S°C, and then again sharply decreases. Not surprisingly, the sharpest response is between 27 and 28°C. The reason for the change in sign at 28°C is unclear, but it is clear that the linear relationship of the original model will only roughly approximate this functional form. The transformation of SST at a lag of two fortnights (Fig. 7b) displays the expected threshold effect; it linearly increases to just short of 28°C and then levels off. Further increases in SST will not affect CPUE further. Marchal(1967) studied 1 yr OF data and found 23-26°C to be the optimal temperature range and reported a sharp drop in CPUE between 28 and 29°C. Our transformation clearly supports this finding and shows that it is valid for more than the single year Marchal studied. The transformation For SST lagged 17 fortnights (Fig. 7c) is not as easily interpreted. It is highly nonlinear. almost bimodal in form. E. Marchal (pers. comm.) has suggested that the relationship with SST 17 fortnights earlier possibly may be due to the effect on an earlier life stage of the fish.
The transformations show that our simple linear models will be adequate over some of the range of the observed data, but that there are sharp discontinuities that will cause systematic bias in the predictions. These results also show that we can find additive models with all the variables transformed to a proper scale that remove most of the difficulties. The nonlinear form of the transformations do not alter on the whole the physical interpretation of our model: indeed. except for the effect of CPUE lagged four fortnights, it would seem to reinforce it. The transformation of CPUE lagged four fortnights may reflect schooling behavior and changes in school size and distribution because of the sharp nonlinearity in the transformation for values greater than 12 tons per day of searching. More accurate forecasts could probably be developed using measures of CPUE that better reflect both the spatial and size distribution of the schools and the number of boats searching. -.
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Forecasts
To test the ability of the model to forecast, the parameter values used were those estimated only from the data for the years 1966-80. The natural logarithm of CPUE was used in the forecasting model as discussed previously. The other transformations discussed in the previous section were not used in 418 calculating the forecasts. Making use of these transformations to improve the forecasts is an area of future research. The estimated model then was used to produce one-step-ahead forecasts for the years 1981 and 1982 with no further reestimation of the parameters.This is similar to what might have been done at the end of 1980 if real-time data had been available, that is, if at the end of each fortnight we had been able to obtain the CPUE and SST data for that fortnight in order to produce the next period's forecast. With the present data collection system, real-time data are not available. However, real-time data could be made available, as SST is now collected through a satellite network, and catch and search data could be radioed in if the fishermen were willing to cooperate. Also. the real-time forecasts can be viewed as the best we can do: any delay in obtaining the data should only worsen the quality of the forecast.
As the model forecasts LNCPUE(r), we used the unbiased inverse transform (Granger and Newbold 1977 first-pass effort at modeling the dynamics could produce useful forecasts of the start and close of the fishing season and of the relative success in fishing that could be expected.
Discussion and Conclusions
The model estimated in this paper as well as the calculated transformations appear to provide a useful understanding of how the environment and past fishing success affect present fishing conditions. When good environmental data are available, the estimated model also provides a first-pass forecast that Can. 1. Fish. Aqrrar. Sci , Vol. 14. I987 may be able to predict the start and close of fishing seasons and to predict catch rates during this period.
We have chosen to model the combined CPUE over all the species. There is a trade-off in this decision. With CPUE combined over all the species. it is not possible to interpret the results in terms of the dynamics of an individual species. Different species may react in different ways to environmental events so that the combined result may not reflect either species' behavior accurately.
On the other hand. CPUE combined over all species is more reflective of the situation as viewed by the fishermen. Also, it is not clear how to partition the effort between species, so that any species-specific measure of CPUE may have more problems than a CPUE combined over species. Further. it is likely that all the species feed on similar food sources and respond to an increase in food availability in a similar fashion. If the main influence of the environment is due to its affect on food availability, then CPUE combined over all species should be a very reasonable measure.
There are several features of the data that need to be checked. Some of the data were "filled in" using a smoothing algorithm. and it is not desirable to have these data points unduly influence the analysis. Also, in 1982 there was a sharp change in species composition, with S. auritri. a species associated with colder waters, increasing dramatically over the other species which apparently do not have as strong a temperature preference.
The filled in data appear to have had little influence on the model estimation. but they significantly affected the model fit and especially the model forecasts. The CPUE data have relatively few missing data points, and these points are for the most part randomly scattered throughout the data set. Thus, the filled in CPUE values probably affected the analysis little. SST data are missing almost the entire year of 1969 and the last half of 1982. However, an almost identical model is estimated whether the years 1981 and 1982 are included or not and for either method of filling in the missing SST values. So the estimated model appears to be robust to these fill-ins.
The predicted and forecasted values, particularly for the end of 1982. appear to be affected by the filled in data. This is not surprising, as the model looks for a sharp change in SST to produce a sharp change in CPUE; the seasonal cycle of SST may not accurately reflect the timing of the onset of upwelling in 1982.
At a fortnightly time scale. the measure of CPUE used probably reflects the availability of the pelagic stocks more than it reflects the year-to-year abundance of the stocks. As discussed earlier, the model predicts strong persistence in CPUE, so that once fish are present they tend to remain. The "kick' to increase appears to be associated with a drop in temperature from two fortnights ago to one fortnight ago. This appears to be consistent with upwelling periods. The transformations suggest a strong linear effect between 22 and 27°C and then adropoff between 28 and 29°C. This is consistent with a study of Marchal (1967) on a single year's data where he found that 23-26°C was the optimum temperature range. Binet (1976) has shown that increases in zooplankton abundance occur one fortnight after a drop in temperature. and the increase in zooplankton is strongest following the onset of upwelling. This is consistent with the interpretation of our model. The pelagic species probably come to the surface more and school more when there is abundant zooplankton biomass around which to aggregate. Mendelssohn and Roy (1986) for tuna in the Gulf of Guinea.
Finally, although our techniques are empirical, we have shown that they lend themselves to identifying the underlying processes involved. The modeling approach also avoids the problems of just examining cross-correlations, which are not independent of cross-correlations at other lags or of autocorrelations in either series. This can lead to spurious conclusions about relationships and the lags at which they occur. We have also used a new technique for identifying the appropriate scale or form of the relationships between the different variables under consideration.
Shumway-Stoffer Missing Data Algorithm
The Shumway-Stoffer ( 1982) missing data algorithm calculates maximum likelihood estimates of the parameters of the following state-space model:
x ( t ) = A x ( t -1) + e ( t ) y ( t ) = H , r ( t ) + w ( t ) where x ( r ) is an underlying state of the system at time t . A is a matrix of parameters to be estimated relating the underlying state at time t to that at time f -I. e ( r ) is the process error vector, y ( t ) is the observed process at time t , H is a known matrix relating the underlying and observed processes, and w ( t ) is a random vector, the observation error. The algorithm not only calculates maximum likelihood estimates of the parameters in the matrix A , but also calculates minimum meansquare error estimates of the underlying state d r ) , which is only observed with error in ~( 2 ) .
The algorithm has been extended to allow for missing data (i.e. missing components in the v(t) vector), and the given reference shows how to put a multivariate autoregressive model For the applications in this paper, for example, the vector y ( r ) is the observed CPUE in areas 4-7, the underlying state x ( t ) is the "true" CPUE or density in areas 4-7 and the matrix A contains the parameters of a second-order autoregressive process. For the SST data, a second-order autoregressive process was estimated for each pair of bordering north-south areas.
Alternating Conditional Expectation (ACE) Algorithm
The ACE algorithm of Breiman and Friedman (1985) is an algorithm that estimates optimal transformations of variables in regression-like equations. The algorithm operates on the observation that for any given empirical transformations of the data, if we fix the values of all but one variable and solve the problem of what new transformation will minimize the normalized residual sum-of-squares, then the solution is a conditional expectation that can be empirically estimated using a smoothing algorithm.
The algorithm starts with the given variables and then alternately estimates the conditional expectations that would be derived from fixing all but one variable in turn. Hence, the name of the algorithm. The algorithm terminates when the changes in the estimated transformations are sufficiently small.
The algorithm does not produce a given equation. but rather an empirical transformation of each data point for each variable. The shape of the transformation is found by plotting the transformed values of a variable versus the original values.
