This paper clusters and ranks the research performance of thirty-seven Australian universities over the period 1998-2002. Research performance is measured according to audited numbers of PhD completions, publications and grants (in accordance with rules established by the Department of Education, Science and Training) and analysed in both total and per academic staff terms. Hierarchical cluster analysis supports a binary division between fifteen higher and twenty-two lower-performing universities, with the specification in per academic staff terms identifying the self-designated research intensive 'Group of Eight' (Go8) universities, plus several others in the better-performing group. Factor analysis indicates that the top-three research performers are the Universities of Melbourne, Sydney and Queensland in terms of total research performance and the Universities of Melbourne, Adelaide and Western Australia in per academic staff terms.
Introduction
It is well-recognised that Australian universities play a vital role in national research and the scholarship of research, partially justifying sizeable Commonwealth government funding. But for some decades, such funding has been administered independently of any specific assessment of research performance. Between 1965 and 1988 , for example, a binary divide existed in the higher education sector whereby the smaller number of research-orientated 'universities' were automatically funded at a higher level than the larger number of teaching-orientated 'colleges of advanced education' and 'institutes of technology'. For the most part, such funding was more concerned with this division and institutional size and course mix, rather than any attempt to recognise and reward research.
However, from 1989 a series of policy changes, collectively known as the 'Dawkins reforms', created a Unified National System, in so doing removing the funding division between universities and non-universities. Within this system, since the 1990s Commonwealth research funding has been directed through three main channels. First, support for research training is provided through operating grants made on the basis of enrolments and disciplines, as well as in the form of Australian Postgraduate Research Awards (APRA) scholarships for postgraduate * We wish to acknowledge Ian Dobson and an anonymous referee whose constructive inputs and comments considerably improved an earlier version of this article. The usual caveat applies. research and exemptions for domestic students from the requirement to pay fees (in the form of HECS, the Higher Education Contribution Scheme). Second, funding in the form of a Research Quantum is allocated on the basis of a composite index to support university research and research-training more generally, taking into account both research inputs (private research and special government research funding) and research outputs (publications and postgraduate completions). Finally, program-specific funding is also allocated, encompassing, amongst other things, Australian Research Council (ARC) awards for projects (both wholly and industry-linked) and fellowships. But despite the apparent dissimilarity of these channels, all are allocated, at least indirectly, on the basis of an institution's research performance, partially facilitated by the Commonwealth's Department of Education, Science and Training (DEST) monitoring and assessment of research output 2 .
Problematically, at least for some institutions, there are currently proposals by the Commonwealth government to adopt a trinary system of classification with universities categorised as 'research intensive', 'teaching and research' or 'teaching only'. And not unexpectedly, this reclassification is generally thought to be associated with a move away from the current unitary system of performance-based funding. However, the means by which such a classification is to be obtained is subject to some conjecture, and there are concerns, especially by newer universities, that it would fall more or less along the lines of the older binary divide, despite argued gains in research performance in the interregnum. In this manner, the larger, more established universities (comprising the Group of Eight) would be automatically classified as research intensive, with the remaining universities (comprising the Innovative Research Universities Australia, the Australian Technology Network, New Generation Universities and Ungrouped Universities) taking up the lesser role, funding and status of 'research' and 'teaching' or (worse still) 'teaching only' universities.
Unfortunately, there has been very little quantitative work on the ranking and clustering of Australian university research performance that would provide guidance on these proposed policy changes. DEST (1998) , for example, classified Australian universities on a wide range of research and teaching characteristics from 1996/1997 using cluster analysis. More than twenty different indicators were used to operationalise six measures of size, overseas orientation, diversity, internal/full-time orientation, financial research orientation and staff research orientation. Based on these six performance measures, universities were grouped into four to seven clusters and ranked on the basis of a single composite indicator. While arguably "a workable measure of the characteristics and performance of institutions in terms of their teaching and research activities" (DETYA, 1998, p.41) this study is dated and rather unwieldy.
As an alternative, Abbott and Doucouliagos (2003) examined the technical and scale efficiency of Australian universities with data envelopment analysis. After considering different measures of output and inputs (both teaching and research), it was concluded that the results were insensitive with respect to the selection of the chosen output-input mix, suggesting that Australian universities overall recorded high levels of relative efficiency. More recently, Abbott and Doucouliagos (2004) investigated the relationship between research output, research income, academic and non-academic labour and other university characteristics. They concluded that research income, academic staff and postgraduates were all positively related with research output, but that substantial differences exist, since a number of newer universities are finding it difficult to catch up with the more established universities in terms of research performance.
Clearly such analyses add to our understanding of the production process in universities in Australia and elsewhere [see, for instance, Johnes and Johnes (1993; ), Johnes (1988 1990; 1992; , Beasley (1995) , Glass et al. (1995a; 1995b) , Coelli (1996) , Athanassopoulos and Shale (1997) , Carrico et al. (1997) , Hashimoto and Cohn (1997) , Glass et al. (1998) , Ng and Li (2000) ], but are computationally complex, rely on data difficult to obtain over time and are prone to misspecification and misinterpretation. Worthington (2001) provides a useful survey outlining the limitations of efficiency measurement techniques in educational contexts.
Finally, Williams and Van Dyke (2004) conducted a recent study on the international standing of Australian universities using a range of performance measures. These included the international standing of academic staff, the quality of the graduate and undergraduate programs, resource availability, and a subjective assessment of standing by surveyed educationists in Australia and overseas. In part, this study was intended to complement and confront some of the well-publicised (and often contentious) international rankings produced by the Institute of Higher Education at Shanghai Jiao Tong University (2003) and the Times Higher Education Supplement (2004) [for Australian media coverage see Aitkin (2004) , Dodd (2004 ), Illing (2004a 2004b) and Perry (2004; 2005) ]. While encompassing a broad scale of measures, the resultant index indicated that the Group of Eight universities were highest ranked on an Australian basis, thereby confirming similar results from the international studies. However, given the reliance on surveyed perceptions of standing, the study by Williams and Van Dyke (2004) is unlikely to be easily replicated in the future. Other work on the ranking of university performance in Australia and overseas, either wholly or in part, include Bowden (2000) , Clarke (2002) , Federkeil (2002) , Filinov and Ruchkina (2002) , Vaughin (2002) , Yonezawa et al. (2002) and Pomfret and Wang (2003) .
The purpose of the present paper is to complement this nascent body of work with an analysis of the recent research performance of Australian universities. However, a clear point of departure is that the study is constructed so as to take advantage of the audited quantitative information on research performance periodically gathered by governmental authorities. This not only ensures that the results are objective, but may also be easily replicated in the future as additional data come to hand.
The paper itself is organised as follows. The next section provides a description of the data employed in the analysis. Then we discusse the clustering of university research performance followed by the ranking of research performance using factor analysis. The paper ends with some concluding remarks and policy recommendations in the final section.
Data and Descriptive Analysis
Thirty-seven Australian universities have been included in the analysis, all of which are publicly funded and members of the Australian Vice-Chancellor's Committee (AVCC). Twenty-nine of these universities belong to one of four groupings: the Group of Eight (Go8); the Innovative Research Universities Australia (IRUA), the Australian Technology Network (ATN) and the New Generation Universities (NGU). A full list of these university groupings is included in Table 1 .
The performance measures specified in the analysis have all been obtained from DEST and comprise those measures included in its Composite Research Index. This index is calculated using an audited mix of the competitive funding and industry funding received, public sector research funding, research and scholarly publications and higher degree research completions. In order to minimise the bias in our results we consider only those academic staff members who are classified as undertaking 'research-only' and 'teaching-and-research' activities. In other words, the variable which is referred to as academic staff does not include 'teaching only' staff. The three measures of research output in our analysis are: (i) the average annual number of PhD completions; (ii) the average annual number of publications as weighted by DEST; and (iii) the total annual average amount of grants at 2002 prices measured by the sum of national competitive grants and industry grants, public and other funding. These three average research output measures have been calculated using data for the period 1998-2002. Notwithstanding the stated objective of this study to use publicly available research performance data, the exact specification of university research output remains a matter of some contention. For example, a distinction is usually made between quantity-based (bibliometric) measures [see, for instance, Abbot and Doucouliagos (2003) ] and/or quality-based (peer review or citation) measures [see, for example, Athanassopoulos and Shale (1997) and Johnes and Johnes (1993) ]. Similarly, while grants are technically an input, external research finance (especially industry linked grants) through reflection of the market value of research may serve as a proxy for output. Given that the sampling distribution of skewness is normal with mean 0 and standard
where T is the sample size, all of the series, with the exception of PhD completions and publications per academic staff, are significantly skewed. Since these are also positive, they signify the greater likelihood of observations lying above the mean than below. The kurtosis, or degree of excess, across all variables is also large, ranging from 1.936 (PhD completions per academic staff) to 4.380 (total grants), thereby indicating leptokurtic distributions with many extreme observations. Given the sampling distribution of kurtosis is normal with mean 0 and standard deviation of T 24
where T is the sample size, then all estimates are once again statistically significant at any conventional level. Finally, the calculated Jarque-Bera statistics and corresponding p-values in Table 2 are used to test the null hypotheses that the variables are normally distributed. Apart from the per academic staff measures, all pvalues are smaller than the .02 level of significance suggesting the null hypothesis can be rejected. Only the three per staff research output measures are then well approximated by the normal distribution.
Clustering Research Performance
The first methodological requirement is to cluster the research performance of Australian universities. Cluster analysis is a multivariate statistical technique that has been widely used to classify objects or items based on the similarity or dissimilarity of the characteristics they possess. This technique is especially relevant in the current context as it permits the minimisation of within-group variance and maximisation of between-group variance based on a range of research output indicators, resulting in heterogeneous groups with homogeneous contents (Hair, et al., 1998, p.470) . This approach has been used to determine how many homogenous research groups exist and define exactly which comparable group each Australian university belongs to.
Before conducting the analysis, all six output variables were standardised so that they had a mean of 0 and a standard deviation of 1. The following Euclidean distance is used as a dissimilarity measure to define the pairwise distance between universities:
where X ij and X ik represent the i th measure of research output of universities j and k, respectively.
The smaller (larger) is D(j,k), the more (less) similar are universities j and k. In the present analysis, n = 3, representing the number of PhD completions, the number of publications and the amount of research grant in total and per academic staff. A brief technical explanation of hierarchical analysis has been provided in the Appendix.
A dendrogram (not shown) and agglomeration coefficients (Table 3) can then be used to determine the optimum number of clusters. Table 3 shows the agglomeration schedule at the various stages of hierarchical cluster analysis using both total and the normalized per academic staff research data. The agglomeration schedule in Table 3 is employed to determine the optimal number of clusters. In this approach, small variations in the agglomeration coefficient indicate that fairly homogeneous clusters are being merged. Likewise, if the agglomeration coefficient varies markedly between stages, it indicates that more heterogeneous cases are being clustered together. Given the percentage changes in the agglomeration coefficient at each step, it appears that the optimal number of clusters is 2 as the coefficient between stages 35 and 36 shows a significant increase from 39.7 to 108 (last and second-to-last rows in column 4 of Table 3 ). Exactly the same procedure is used to determine the number of clusters based on total research output measures. Clearly, with either specification the optimal number of clusters is 2 as in the case of total research performance the agglomeration coefficient again shows the biggest relative percentage change between stages 35 and 36 increasing from 20.8 to 108 (last and second-to-last rows in column 7 of Table 3 ). However,
given that the use of the agglomeration coefficient as a stoping rule has a tendency to indicate too few clusters (Hair, 1998, p.503) , the results of three-cluster solutions for both total and per academic staff research performance are also included [the alternative cubic clustering criterion could have also been used as a stopping rule, but this has the tendency to indicate too many clusters]. Table 4 presents the cluster membership for the 2-cluster (columns 2 and 4) and the 3cluster (columns 3 and 5) solutions for per academic staff research performance and total research output, respectively. It should be noted that nothing is implied from the ordering of universities in the first column outside of their cluster membership. In fact, to make the cluster membership codes even easier to analyse they are sorted according to the second, third and fourth columns. A cursory examination of With a three-cluster solution based on per academic staff research performance, the universities in cluster A, as in the two-cluster solution, remain unchanged but cluster B is now reclassified into clusters B1 and B2 with twelve and ten universities, respectively. The distances between final cluster centers can be used to compare clusters A, B1 and B2, and given that the pairwise distances between clusters (A-B1 = 2.292; A-B2 = 3.771 and B1-B2 = 1.560) we may conclude that in terms of staff productivity, the universities in clusters B1 and B2 are more similar than either are with cluster A. Put differently, there is little research performance difference between the bottom twenty-two universities in Table 4 . This provides further ex post justification in the agglomeration coefficients in Table 3 predicting the formation of just two clusters.
Following MacQueen (1967), Milligan (1980) and Hair et al. (1998) , we finetuned the results of the hierarchical cluster analysis (HCA) using a non-hierarchical procedure known as Kmeans clustering. The process involves four steps: (1) the centroids, ) X , X , X ( k 3 k 2 k 1 , of the clusters formed by the hierarchical procedure are calculated and used as 'seeds' (Hair et al., 1998, p.497 and Green, 1978, p.428) ; (2) proceeding through the list of universities, each university is assigned to the cluster with the nearest centroid; (3) the centroids of the clusters receiving and losing the university are recalculated; and (4) Steps 2 and 3 are repeated until no more assignments can take place. The use of K-means cluster analysis technique has only slightly changed the cluster memberships produced by the HCA. Based on the "finetuned cluster centres"
we have observed the distances between final cluster centres reported in the preceding paragraph. 
3 Clusters (3) 2 Clusters (4) 3 Clusters As far as cluster membership based on total research performance is concerned, the results of a three-cluster solution are also similar to a two-cluster solution in that the universities in cluster B continue to be in the same cluster. However, cluster A is now sub-divided into clusters A1 and A2. In cluster A2, four member of the Go8 (Adelaide, Australian National University, Monash and Western Australia) separate from the others. But once again the agglomeration coefficient shows that the formation of three clusters is unnecessary. The results of an analysis of variance (ANOVA) across the three variables used in the clustering process also indicate that the cluster differences in terms of the standardised magnitudes of the means of the three performance measures are all highly significant, supporting the view that they all play an important role in differentiating the resulting clusters (the ANOVA results are not reported but they are available upon request from the corresponding author).
A number of salients points are noted from the cluster analysis of Australian university research performance. First, it is clear that the scale and long tenure of the Go8 universities places them in the highest (relative) grouping of research performance, whether in total or partial productivity terms. This is unsurprising. Second, what is more interesting is that once an attempt is made to take into account the vastly different scales of universities, and research performance is expressed in per academic staff terms, an additional seven universities (Flinders, Macquarie, Murdoch, New England, Newcastle, Tasmania and Wollongong) are virtually indistinguishable in terms of research performance. Third, none of the remaining twenty-two universities can be clustered with any of the Go8 even on a per academic staff basis. It would then appear that these other universities (particularly the ten classified in cluster B2 in column 3 of Table 4 ) are not only producing less research output, but also their productivity is at a much lower level. See also the results in the next section. In other words, the least (most) research-productive universities tend to be those with the least (most) total research output. Accordingly, if the proposed policy of classifying universities as 'research intensive', 'research and teaching' and 'teaching only' were to be implemented, and if this reflected recent historical research performance, guidelines to a logical grouping could be found in column 3 of Table 4 .
Ranking Research Performance
The second methodological requirement is to rank Australian university research performance. In brief, the method involves using the first principal component to calculate a single normalised factor score for total and per academic staff research performance. These two composite indices are found to explain 99 and 87 percent of total variation of the three totals and per academic staff measures, respectively. Only the first eigenvalue in each case exceeds unity and according to the scree plot just the first principal component is sufficient. Also (i) Bartlett's test of sphericity is rejected at the 1 percent level for the respective total and per academic staff measures [χ(3) = 235.0, p-value = 0.000 and χ(3) = 80.3, p-value = 0.000]; (ii) the Kaiser-Meyer-Olkin measure of sampling adequacy for total and per academic staff performance are 0.789 and 0.759, respectively; (iii) all of the elements on the diagonal of the anti-image correlation are at least 0.730; and (iv) the lowest communality is 0.848. The results of the factor analysis, as briefly outlined, suggest that they were statistically acceptable. These results are not reported here in details but they are available from the authors upon request.
Based on the results of the factor analysis, the regression method is used and the corresponding factor scores for each of the thirty-seven universities are presented in Table 5 Given a less than perfectly correlated Spearman rank correlation coefficient of 0.853 significant at the 0.01 level (two-tailed) between the total and per academic staff research performance rank, one can well argue that in many universities they not only produce less output but also their staff productivity is relatively lower. But for a number of universities labour productivity is relatively less than total performance too. For example, according to columns 5 and 3 of Table 5 , Monash changes from fifth to tenth-ranked in per academic staff terms, Queensland University of Technology from thirteenth to twenty first -ranked, Australian National University from seventh to fifteenth-ranked and La Trobe from ninth to sixteenth-ranked. The reverse also exists with highly productive academic staff (changes in ranks between total and per academic staff research performance in brackets) at New England (twenty-third to eleventhranked), Tasmania (eleventh to seventh-ranked), and Wollongong (seventeenth to eighth-ranked). In addition, the twenty one universities appearing in the bottom of Table 5 (beginning with James Cook) have all negative factor scores (see columns 2 and 4), and therefore their research outputs are below average, in terms of both total research output and research output per staff member. These universities are consistently the worse performers in terms of both total and per academic staff research performance. All less productive universities shown in the bottom of Table 5 are among the twenty-two universities in Table 4 belonging to cluster B (either B1 or B2 depending upon the number of clusters) with the only exception being La Trobe. Moreover, all the top universities in terms of total or per academic staff research output in Table 5 were grouped in cluster A in Table 4 . Therefore, both the cluster and factor analyses have generated consistent results in relation to the classification and the ranking of universities.
As a final point, the rankings provided in this analysis are broadly consistent with Williams
and Van Dyke's (2004) Melbourne Institute Index of International Standing of Australian
Universities with a Spearman rank correlation coefficient as high as 0.914 (significant at the 0.01 level). This is surprising when it is remembered that that particular index is a composite measure of overall international standing (percentage weights in brackets), encompassing the standing of staff (40), quality of graduate programs (16), quality of undergraduate entry (11), quality of undergraduate programs (14), resource levels (11) and opinions of educationists (8).
Nevertheless, it is very likely that research performance, however defined, is correlated with any and all of these measures of international standing. Based on this result one may also conclude that the most productive institutions in terms of 'quantity' of research output also enjoy a higher international standing by offering 'quality' products.
Concluding Remarks
This Interestingly, all of these universities were established in the pre-Dawkins era, and are not strict creations of the Dawkins reforms, whereby universities were joined by the onetime colleges of advanced education and institutes of technology. This reinforces the notion that research performance has a strong temporal component and that with time; the remaining twenty-two universities are likely to further improve.
Of course, this study does suffer from a number of limitations, all of which suggest further avenues of research. Certainly, the specification of inputs and outputs in education, especially tertiary education is difficult, as is modelling the production processes relating them. 
Appendix
A hierarchical clustering technique was used to form clusters of similar universities. At the beginning of the hierarchical procedure there are thirty-seven clusters each containing one university. At each stage that follows, the two most similar clusters are merged until, at the final stage, a single cluster of thirty-seven universities is formed. Hierarchical methods differ in the way that the most similar pair of clusters is identified at each stage. We use Ward's (1963) method, which identifies the two clusters whose merger would result in the smallest increment to the aggregate sum of squared deviations within clusters. The sum of squared deviations within (say) Cluster k is given by
where X ijk is the i th measure of research output by university j in Cluster k, and ik X is the i th measure of research output averaged across all universities in Cluster k. With the sum of squared deviations within (say) Cluster K given by ESS(K), the increment to the aggregate sum of squared deviations within clusters resulting from the merger of Cluster k and Cluster K to form Cluster (k∪K) is given by: Source: The Authors' calculations using the normalised data
