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CHAPTER 7 
THE ROBUSTNESS COEFFICIENT: VALIDATION AND COMPARISON WITH 
COMPETING CRITERIA 
In order to achieve the best quality of a process/product, the design step of the 
process/product is a very important one. Most of the quality needed later can be built 
into the product at the design stage. Here, the 'best quality' is defined as obtaining or 
approaching as close as possible those characteristics which are desired. Moreover, 
one wishes to keep close to these properties when variations in process conditions 
appear, or when a product deteriorates through usage or aging, or when external 
(environmental/noise) factors affect the product. 
To obtain this kind of quality, research has to be done on all the factors influencing 
the product. So knowledge is gathered about all the factors and there interaction(s) 
influencing the quality characteristic(s). This knowledge can then be used to choose an 
'optimal' (or better: a preferred compromise) design of the product/process. 
When limiting ourselves to one quality characteristic (y), with preferred value T, then 
a common way to define a measure of quality is the quadratic loss function (as used 
by Taguchi et al. [I]), which is defined as: L(y) = k(y-~)~,  where k is a constant, 
coupling the loss to, for example, an economic quantity. 
Y is affected by the product design factors (factors which can be selected and 
maintained by the engineer) and by the environmental (noise) factors (factors which 
are beyond the control of the engineer). 
The expected loss function can be rewritten as: 
where u2 is the variance of y, and E is E(y)-T, which is the bias of y. This definition of 
quality indicates that obtaining a minimal I&) for a certain product does not always 
imply that the expected value of the quality characteristic should be on target. 
A low u2 might be preferable, at the cost of some bias, if the attended loss is lower 
than a situation with no bias and larger u2. 
If all the factors influencing the quality characteristic can be separated into two sets - 
a set product design factors and a set environmental factors - then the techniques 
used and promoted by Taguchi et al. can be used to derive the desired properties. 
However, the situation described in this chapter does not include a clear separation of 
factors into two sets; here the product design factors are the noise factors, which 
means that the product design factors can be set to a certain mean value, but a 
random variation exists around this mean. 
The problem involved here is the optimization of a mixture property. The response of 
this property has to be optimized with respect to a certain goal (maximum, minimum 
or target value) and with respect to the robustness or ruggedness of the mixture 
property. This means that despite any variance in the response and/or the 
independent variables (mixture composition in our case) and/or a (large) gradient in 
the relation between y and the x's the response values have to be as close as possible 
to a desired value. However, in this article emphasis will be put on the 
optimization/description of the robustness of the mixture property. 
The response is described as a function of the mixture components. These mixture 
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components are also the cause of the robustness problem: the amount of instability 
caused by errors made in the composition (variance/covariance structure) of the 
mixture depends on the mixture composition. Thus standard methods cannot be used 
here and special considerations have to be taken into account for this case. 
THEORY 
Assumptions 
It is assumed that there are two situations, a laboratoryltest (lab) situation and a mass 
production situation. In the lab situation the functional dependence (model) of the 
response considered and the independent (mixture) variables is defined without 
making the errors in the composition of the mixture which occur during mass 
production, because the conditions in the lab situation can be controlled very 
precisely. Using this model together with knowledge about the compositional errors in 
the mixture variables in the mass production situation, predictions are made of the 
robustness occurring during mass production. These predictions of the robustness and 
predictions of the response itself are then used to choose a (compromise) mixture 
variable setting which best fulfills the goals employed. 
For the situations outlined in this article, a constant and for all components equally 
large relative error is assumed in the weighing of the different mixture components, 
thus, during weighing of k components oi: u(oi)lp(oi) =constant (i = 1,2, ... k) or the 
coefficient of variation CV(oi)=u(~i)/p(~i)*lOO=constant and is equally large for all 
the components. This results in a predictable variance/covariance structure of the 
mixture (see the appendix of Chapter 5). 
The Taguchi method 
Taguchi developed a method called parameter design [1,2,3]. The parameter design 
method is based on the classification of all the factors influencing a quality 
characteristic into two categories. The first category contains the product design 
factors, which are those factors that can be controlled by the engineer during 
laboratoryttest conditions, and under practical conditions. The second category 
contains the noise factors, which are factors that cannot be controlled by the engineer 
under practical circumstances, but during laboratory/test conditions they can be 
controlled. 
For each of the two categories of factors an experimental design is constructed, e.g. a 
fractional factorial design or in Taguchi's terminology, an orthogonal array. The 
experimental design associated with the product design factors is called the inner 
array, the experimental design consisting of the noise factors is called the outer array. 
An experiment is performed at every combination of the two experimental designs 
(cross-product design), each resulting in a certain response value. A typical Taguchi 
experimental design is depicted in Figure 7.1. 
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Figure 7.1: A Taguchi-type coss-product experimental design. The product design factors 
A, B and C form the inner array. The outer array i~ formed by the environmental factors 
X, Y and 2. The factor leveks are represented by 1 and 2. DP=Design Point (I,  II, IIZ and 
w. 
After performing all the necessary experimentation, mean values and Taguchi-type 
performance criteria, called signal-to-noise (S/N) ratios, are calculated. The mean 
values and S/N-ratios are calculated at each experimental setup of the inner array 
over the complete outer array, reflecting the performance of that setup of the product 
design factors while varying the values of the noise factors. 
Taguchi defines three types of S/N-ratios, which are: maximization of the mean 
response, minimization of the mean response and forcing it towards a certain target 
value. Each of the three objectives is combined with reducing the influence of the 
noise factors. Thus an S/N-ratio is a combined criterion with a fixed relation between 
the two optimization goals. A critical discussion of these S/N ratios can be found in 
[51. 
The overall result of the analysis of the mean values and S/N-ratios of the Taguchi- 
design should be the revelation of an experimental setup of the product design factors 
which forces the response as close as possible towards a desired goal (maximum, 
minimum or target value) combined with a minimal sensitivity of the response with 
regard to the noise factors. 
The Jones method 
The Jones method [6] was introduced as an alternative strategy to the Taguchi 
method. In fact it is the response surface methodology version of the cross-product 
designs of Taguchi without the application of the S/N ratios. 
For the Jones method first an experimental design is setup for the total number of 
factors (both product design and environmental). Experiments are performed and a 
suitable model is chosen to represent the response as a function of the factors 
considered. Thus no classification of the factors is made beforehand. Then, again, the 
factors influencing the response are split up into two classes, which are: the product 
design factors and the environmental (noise) factors. 
The Jones method is explained with the use of Figures 7.2 and 7.3. These figures 
depict a single product design factor (x), a single environmental factor (z) and a 
response (y) as the dependent variable. If the product design factor is set to a certain 
value and the environmental factor is allowed to vary (as in actual cases) a section of 
Figure 7.2 is the result. This section has been depicted in Figure 7.2 as the 'striped' 
area and is redrawn in Figure 7.3. 
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environment z 4 
Figure 7.2: Representation of the response surface of dependent variable y against design 
factor x and environmental factor z. 7 IS the ideal response value. 
Figure 7.3: 9, is the mean predicted response at a constant x calculated over the design 
space of z, 9, i~ a predicted value of y at a certain combination of x and z. 
The ideal response value is represented by 7, 9, represents the mean response at a 
particular value of the product design factor (represented by the index x) calculated 
over the region of interest of the environmental factors (R,), so 
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with k-'=J,dz being an integrating constant, and yn being one (predicted) response 
value at a certain combination of x and z. 
Jones uses an integrated squared error loss value [L(x)] as the performance criterion: 
with R, as the region of interest of the environmental factors. 
But this L(x) value has in fact the same problem as an S/N ratio, it contains two 
experimental goals with a fixed relation between them. This problem is solved by 
separating L(x) into two distinct criteria, which are: 
where M(x) represents the mean squared deviation of the mean response from the 
ideal response at a certain x value, and: 
where V(x) represents the mean squared variation about the average response. Thus 
L ( x )  - M ( x )  + V ( x )  (6 )  
To control the relation between M(x) and V(x) in L(x), which is in equation 6 still 
completely dependent on 7, a weighing factor 1 is introduced, which results in: 
R ( x )  - h V ( x )  + ( 1 - h ) M ( x )  04 .<1  ( 7 )  
By adjusting A, the relative importance of variance [V(x)] and bias [M(x)] can now be 
controlled by the engineer. 
Another important advantage of using a response surface methodology based method, 
like Jones' method, is that a mathematical model is used to describe the response as a 
function of the product design and environmental variables. Using this model, 
interpolations of the product design factors can be found which results in a large 
increase in potential points. This is in contrast to Taguchi, who uses only design points 
for the selection of a most suitable setting of the product design factors. 
The Weighted Jones method 
The Weighted Jones method (WJ) is a performance criterion based on the V(x) part 
of the Jones method described above. The M(x) part has not been changed. While 
Jones uses a weighing factor ( I )  to determine the relative importance of the M(x) and 
V(x) parts, we have used a multi criteria decision making (MCDM) method, based on 
the Pareto-optimality comcept [7,8] for selecting a compromise setting. The Pareto- 
optimality method has the advantage of selecting a (compromise) optimal setting 
100 Chauter 7 Part 11 
without having to choose a weighing factor in advance. 
The Jones method cannot be directly used in the type of optimization problem which 
is considered here (see Introduction). In the first place no classification can be made 
of the factors influencing the response into two groups, because in this case the 
product design factors and the environmental or noise factors are the same. In the 
second place, Jones uses a uniform distribution of the environmental factors in the 
calculation of the R(x) or L(x) values, which means that responses calculated at z 
values which have a lower probability of appearing (usually at the borders of the R, 
region) have the same influence on L(x).or R(x) as responses measured at more 
probable z values (usually at the center of the R, region). In view of the central limit 
theorem it is more likely that the noise factors have a normal distribution than a 
uniform distribution. However, by incorporating a weighing factor in the calculation of 
the WJ criterion any (empirical) probability distribution of the environmental factors 
can be accounted for. Both items described above have been incorporated in the WJ 
method. 
The WJ criterion is defined as follows: 
with c is a point of interest in the mixture space; &, is the elliptical region round 
point c which holds a major part (for example 99%) of the probability distribution of 
the errors in the settings of the mixture variables in point c; Wx is the probability 
density of the probability distribution of the mixture variables, which acts as a weight; 
yx=J,a,W,dx is the mean weighted predicted value of the response, which can be 
slightly different from the predicted value of y at point c in the case of a nonlinear 
response surface. 
Figure 7.4 gives an example of the WJ calculation. The hatched area in this figure 
represents the jRxc~x-~xc]d~ part of WJ,. 
The Projected Variance method 
The Projected Variance (PV) method describes robustness as the variance of the 
response induced by the variance in the independent variable(s) transmitted through 
the response surface. This method was first described by Box [9]. Vuchkov et al. [lo] 
have used this method in case of second order polynomials to minimize the variance 
of the response variable using a constraint optimization method. 
Figure 7.5 shows an example of error transmissions in case of a single factor and 
second order model: 9 = b, + blx + bllx2. The amount of transmitted error depends 
on the variance of the independent variable (x) and the gradient of the response func- 
tion. 
In case of setting b the amount of transmitted error is reduced by a smaller gradient 
compared to setting a. In the general case the following assumptions are valid: a 
response y depends on p independent variables, so 9 = f(x,, x,,.., %) or 9 = x'b if 
linearity is assumed, when x is the vector of the independent variables and b the 
vector of regression coefficients. 
The factors are set precisely during the investigation period, so function f(x,, x,, ..., 5) 
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Figure 7.4: Example of WJ calculation. The hatched area is integrated. It can be seen 
that yx is not the same ).', which is the predicted value of the response at point c. 
Figure 7.5: Example of error transmiwon through the response surface in two situations. 
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is calculated without errors in the x's. During mass production, however, they can be 
set with known tolerance ei (i = 1, 2, ..., p). It is also assumed that ei are random 
variables with the following moments: E(ei) = 0; var(ei) = a:; cov(ei, ej) = pijuiuj. 
The response is not only affected by the tolerances of 3 but also the measurement 
error (or pure error) in the response disturbs the response, of which the following 
assumptions are made: 
Pure error = v; E(v) = 0; var(v) =a;; 
COV(V,,, v,) = 0; cov(v,, e,,,) = 0 
where u and t are different experimental conditions. 
If it is assumed for simplicity that the response surface can locally be approximated 
using a linear function (this is plausible when the function f(x,, x,, .., 3) describes a 
smooth surface and/or when a: is relative small), then the transmitted variance can be 
calculated (is approximated) by (see [5 ]  for a complete derivation): 
Figure 7.6 elucidates this idea. 
Figure 7.6: (a) Good variance approximation of PV due to smooth response surface. (b) 
good variance approximation of PV due to a small variance in x. 
where 
Wij is a p*p matrix with elements: 
I;, is a variance/covariance matrix of the errors in the independent variables in point 
c; b is a vector with regression coefficients; b+2W,c is the tangent of the response 
surface at point c. 
The total variance in the response is thus a:, = u: + uZ, which is the sum of the pure 
error (u;) and the transmitted error at point c (uz). If the function describing the 
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response surface consists only of terms linear in the factors then the results of WJ and 
PV are approximately the same. The proof of this is given in the appendix of this 
chapter. 
The Robustness Coefficient 
The Robustness Coefficient (RC) has been developed especially to handle the kind of 
robustness problem as described in the 'Assumptions' section. The RC is described in 
Chapter 5 and [4], the behavior of the RC has been examined in Chapter 6 and [ll]. 
The RC represents the probability that, given a known variation in the settings of a 
set independent (mixture) variables (X), the dependent variable (y) can be expected 
to fall within a predefined interval. If a model has been fitted on the basis of which 
the response can be predicted, then the RC can be calculated for every mixture 
composition in the design space, using the variance/covariance structure of the 
independent variables, the measurement error and the relation (model) between X 
and y. 
b a ' c  a X 
Figure 7.7: Concept of the robustness coejjicient. 
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The concept of the RC is outlined in Figure 7.7. A minimum amount of overlap (m,) 
is demanded between the probability distribution of a predicted value of the response, 
at a certain value of the independent variable(s), and an interval relative to y,, which 
is a prediction of the response at the point of interest (c). The amount of overlap is 
called p,. If we assume that ?it the point of interest p, is larger than m, and there is a 
single independent variable (x), then, normally, two points (a and b) on the x-axis can 
be identified which have a p, value equal to the m, value defined ?i priori. If the 
characteristics of the error distribution of x at point c are known then, using this 
knowledge, the probability can be calculated that x is present between a and b when 
set to c. 
It would now be most logical to let this probability between a and b be the RC, but in 
case of a number of independent variables with a multivariate error distribution it is a 
very complicated problem to calculate an almost always asymmetrical part of this 
distribution. To handle this problem the RC will be represented by the smallest 
symmetrical part round point c which has a p, value larger or equal to m,, i.e. from a 
to a*. This is, in fact, a pessimistic approximation of the 'real' probability. 
If, however, the error distribution of x is not known (but the variance/covariance 
structure is), then the RC is represented by the smallest Mahalanobis distance (which 
is directly related to probability in case of a known distribution) between point c and 
a point with p, = m, (here from c to a), so in this case only differences in variances 
and covariances of the independent variables are taken into account in the RC value. 
The Mahalanobis distance is used because the errors in the fractions of a mixture are 
not normally distributed. 
Comparison of the robustness criteria 
The robustness criteria (WJ, PV and RC) were compared with each other under a 
number of conditions. It is impossible to setup a criterion which represents an 
absolute measure of robustness, for comparison with the performance of the robust- 
ness criteria to be tested, thus no absolute assessment can be expected. Instead of 
this, simulations were used to test the performances. These simulations were set up as 
closely as possible to natural situations. 
Two of the three robustness criteria (WJ and PV) predict situations occurring in 
practice; which is the variance of the response variable. RC, in the probability 
interpretation, also predicts a practical situation, which is the occurrence of a response 
variable between certain limits, but this prediction is only valid when the independent 
variables are normally distributed and this can not be confirmed in our case. RC in 
the Mahalanobis distance version, however, is not a prediction of a practical situation; 
but the reciprocal value of the Mahalanobis distance is proportional to the total 
variance (transmitted variance plus pure error) of the response variable; this 
phenomenon can be concluded from [ll]. Therefore, it is not possible to make an 
absolute comparison between simulated practical values and all the predicted 
robustness criterion values. To overcome this problem only the patterns (which are 
the response surfaces) of the robustness criteria with the simulated practical values 
are compared. These comparisons are made using a distribution-free (nonparametric) 
test of independence, the Kendall coefficient 7 1121, which is only sensitive to changes 
in patterns. The Kendall coefficient is defined by: 
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T can be estimated by: 8 = 2K/[n(n-1)], where 8 is known as Kendall's rank 
correlation coefficient. K is the Kendall statistic and is calculated by: 
where E(X,,X,,Yi,Yj) is calculated for 1 5 i I j 5 n, with 
1 if (a -b)  (c-d)  > O  
E ( a , b , c , d )  - if ( a -b )  (c-d) <O 
Description of the simulation experiments 
The simulation was set up for two reasons. Firstly, to test the robustness criteria on 
their performance under different practical situations. Secondly, to check the 
sensitivity of the robustness criteria on the sampling of a dataset: drawing another 
sample from the same theoretical relation of y and the x values. 
Test of the performance of the robustness criteria 
The following factors were varied: 
- The smoothness of the generator function (which is the theoretical, in practice 
unknown, relation between y and the x values). Three types of generator 
functions were used, two of them are of the cubic Scheffk type [13], the third 
one is a fifth order model, which is difficult to estimate. 
- The measurement error in the response; three values were also used for this 
factor. 
- The variation coefficient of the independent variables (CV,); this factor is also 
varied at three levels. 
A star design in three dimensions was set up to test the effect of these three factors. 
Three design points are present on each of the three axes, with one point in common 
for all the axis, so a total of seven design points (or situations) were generated. With 
this type of design it is not possible to calculate interactions between the factors. 
However, this would only make the results more difficult to interpret and the results 
do not lend themselves to the use of the internal replication property of a factorial 
design. Each of these seven situations is repeated independently five times and 
averaged in order to suppress the influence of accidental advantageous or disad- 
vantageous sampling. 
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Each of the (5*7 = 35) simulated situations was set up in four major steps: 
1. Initialization 
- Choose one of the generator functions y = t(x,, x, ..., xp). 
- Setup an experimental design for the sample dataset; each experimental design 
consists of four design points. 
- Choose the variance of the measurement error (a:). 
2. Laborato~y/test simulation 
- Sample the dataset, by taking each time five 'random' samples at the four 
design points (so CV, = 0)  with mean y and variance a:, using a random 
number generator which produces normally distributed numbers, so each 
sample dataset consists of twenty points. This sampling reflects the 
laboratoryltest situation. 
- Fit a model using the sample dataset; model definition 9 = f(x,, x,, ..., xp). 
- Calculate WJ, PV and RC using the model based on the sample data set and a 
chosen CV, value, so these calculations reflect the prediction of the mass 
production situation. The values of the robustness criteria are calculated with a 
predefined grid in the design space, which results in the production of a 
response surface for each of the robustness criteria. 
Figure 7.8: Viiualization of a mass production simulation. 
3. Mass production simulation 
- The mass production stage is now simulated by choosing an intended value of 
the independent variables (x,) and a CV, value (the same as used in the 
calculation of the robpstness criteria). Using these data a 'random' x is drawn 
(x,). Then at this x, a y value is calculated using the generatorfunction (y ) and, 
finally, a 'measured' y Ol,) is drawn with mean y, and variance u:. +his is 
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repeated 100,000 times for x,. Both the random drawings (x, and y,) are made 
using a random number generator with normally distributed variances. After 
this another intended value of x is chosen. In this way the same predefined grid 
as in the robustness criteria calculations is followed and a 'response surface' of 
mass production data is produced. The variance of y, (s:) is used. The 
generation of 'measurements' has been depicted in Figure 7.8. Although the 
mass production simulation is done a large number of times for each of the 
intended x values (x,), the response surface of sf is rather 'noisy'. This effect of 
s: affects the calculation of Kendall's T value in a negative way. To overcome 
this problem, a smoothing operation on the response surface of sf has been 
performed. For this smoothing a Savitzky and Golay filter [14] with a width of 
15 datapoints has been used. 
4. Comparison of sampling and mass production 
- The smoothed response surface of s: is now compared with the response 
surfaces of the robustness criteria. The comparison is made by calculating 8 
values for each of the criteria. 
Results and Discussion 
The simulation experiments were performed using a binaly mixture, with components 
x, and x,, with the typical restriction, for mixtures, that x, + x, = 1. The 
variance/covariance structure of the mixture variables as needed in the calculation of 
the robustness criteria is estimated using I; = u2(x,) = 2vxfx3 with v = [CV,/100I2 
(see the appendix of Chapter 5 and [4] for details on the estimation of Z). 
The experimental design used for the sampling of the datasets is: 
0, 0.333, 0.667 and 1 for both mixture components. 
Test of the performance of the robustness criteria 
The following generatorfunctions were used: 
1: y = 7. 22x1+5. 17x2-9. 6X13-10. 13x1x2 (x,-x,) 
Measurement error values: u; = 1, ut = 2 and u; = 3. Variation coefficient of the 
independent variables: CV, = 5%, CV, = 15% and CV, = 25%. 
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1 (center) 2 15 2 
2 1 15 2 
Table 7.1: Design (situations) of the simulated experiments. 
The complete design of the simulations is depicted in Table 7.1 (situation 1 is the 
center of the star design). Situations 4 and 5 of Table 7.1 need the same type of 
sampled datasets as situation 1, because the difference between these situations 
(which is the CV, value) is of importance only during the calculation of the robustness 
criteria, so in case of situations 4 and 5 the sampled datasets and the belonging 
models of situation 1 were used. 
Situation b I '32 b12 g12 
Table 7.2: Regression coeficients calculated for each of the 25 samples. The mean and 
the standard deviation (s.d.) over the five samples has been calculated for each of the 
five situations. 
Thus for 5 of the 7 situations outlined in Table 7.1, five data sets were sampled. Each 
data set consists of four design points, with five response values per design point. 
For each of the 5*5=25 datasets a best fitting model has been chosen and regression 
coefficients were calculated. The regression coefficients according to model: 
are presented in a summarized way in Table 7.2. 
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A cubic model fitted best in all the situations of Table 7.2. For each of the 35 
situations the robustness criteria were calculated over the binary mixture starting at x, 
= 0.01 to x, = 0.99 with a step size of 0.01. 
The mass production simulation has been performed for each of the seven different 
situations (design points). With a grid of 0.01 from x, = 0.01 to x, = 0.99 a number of 
100,000 'measurements' were produced taking into account the type of generator 
function, the variation coefficient CV, and the 'measurement' error a:. For every 
gridpoint the mean (y,) and the variance (s:) were calculated. 
The variances s: were smoothed with a 15 point Savitzky and Golay filter; the newly 
derived smoothed variances are symbolized by s;,+. 
An estimation of 8 has been made for each of the mass production simulations with 
each of the five response surfaces of the robustness criteria belonging to the same 
situation (Table 7.1). Thus five 8 values were produced for each situation. The 
robustness criteria WJ and PV were compared directly with s&. For the Mahalanobis 
distance representing the robustness coefficient the reciprocal value was taken first 
before comparing with s&. 
The results of these comparisons of WJ, PV and RC are presented in Figures 7.9 to 
7.11 respectively. Each of the three axes of the star design employed are presented 
next to each other. Besides the mean results of the 8 calculations of each of the five 
samples the estimated 95% confidence interval limits of r are also depicted. 
situation 
Figure 7.9: Results for the simulation experiments for the WJ criterion. 8 k depicted on 
the y axis; on the x axk the seven different situations. 
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2 1 3 4 1 5 6 I 7 
situation 
Figure 7.10: Results of the simulation experiments for the PV criterion. 9 is depicted on 
the y-axis; on the x-axis the seven different situations. 
situation 
Figure 7.11: Results of the simulation experiment for the RC criterion. 9 is depicted on 
the y-axis; on the x-axis the seven different situations. 
As can be seen from Figures 7.9 to 7.11, the difference between the WJ and PV 
methods is minor. Both methods behave in the same way when applied to the factors 
employed in this study. 
Situation 4 has a lower 8 value compared to situations 1 and 5 for all the criteria. 
This is due to the relative small variance of the independent variable (x). This small 
variance in the independent variable causes simulated values to contain almost no 
systematic part of the response surface, so almost only measurement error in y 
remains in the simulated values. But these results are in practice of no importance, 
because in this situation the robustness is probably constant at every setting of the 
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independent variable, which means that ultimately here the robustness can be 
discarded as an optimization criterion. 
Situation 3 produces the worst results overall; this is a logical consequence of the 
response surface of the generator function, which cannot be sufficiently approximated 
by a model within the set of possible models (linear, quadratic and cubic). This plainly 
nonsensical situation shows clearly that good predictions of the robustness depends 
completely on a good approximation of the real response surface. 
The other situations not mentioned here do not cause any differences of importance. 
Overall, the results of the RC are worse compared to the other robustness criteria, 
the most probable explanation being that the sensitivity of the RC towards repeated 
sampling is too high (see next section). However, it must be borne in mind that the 
PV and the WJ criteria are static criteria, which means that they cannot be adjusted 
to serve a particular goal or circumstance. The RC however, can be adjusted by 
setting the m, value. Moreover, the starting point of the RC is different from the 
other criteria: the RC uses the response and a maximum deviation around a particular 
response value. 
The differences between WJ and PV are of no importance. Apparently the response 
surfaces used are too smooth and/or the variance of the independent variable is too 
small to induce differences between WJ and PV. So in the situations shown here the 
PV predictions were good enough to be used as a robustness criterion. 
It can be concluded that in case of these (relative) smooth response surfaces the PV 
is a useful robustness criterion, which has also the advantage that it can be calculated 
analytically. 
Test of the sensitivity of the robustness criteria during repeated sampling 
In the following experiment one of the experimental setups of the performance test of 
the robustness criteria (see Table 7.1), which is the center of the star design (situation 
I), was selected. For this setup the sampling of a dataset under lab conditions is 
repeated 100 times, so 100 datasets are produced from the same generator function. 
The only difference between these 100 data sets is caused by the 'measurement' error 
as applied with the generation of the 'measurements7. 
For each of these datasets models (of the same type) are fitted and the robustness 
criteria are calculated for each of the 100 models. After this, mean values and 
standard deviations over the 100 samples are calculated at each grid point (0.01, 0.02, 
..., 0.99) of the robustness criteria. These standard deviations of the robustness criteria 
represent the sensitivity of the robustness criteria towards the repeated sampling. 
The generator function taken was: 
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and 
CV, = 15% and a; = 2. 
WJ 
X 
Figure 7.12: Results of the repeated sampling experiment for criterion WJ. Depicted are 
mean ( ) and the standard deviation (- - -). 
X 
Figure 7.13: Results of the repeated sampling experiment for criterion PK Depicted are 
the mean ( ) and the standard deviation (- - -). 
The results for WJ, PV and RC are depicted in Figures 7.12 to 7.14 respectively. In 
these figures the mean values and the standard deviations of the robustness criteria 
are depicted. 
Figures 7.15 and 7.16 give all the 100 response surfaces for WJ and RC (reciprocal 
value of the Mahalanobis distance); the response surface for PV is not given because 
this is nearly the same as for the WJ criterion. In these figures some visible insight is 
given into the performance of the criteria during repeated sampling. 
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0 1 0 2 0 3 0 4 0 5 0 6 0 7 0 ~ ~ 1 0 0  
X 
Figure 7.15: All the 100 response surfaces obtained for the repeated sampling experiment 
for criterion WJ. 
RC 
In both Figures 7.15 and 7.16 it can be seen that maximum robustness is obtained 
around x1=60 (apart from x l= l  or ~ 1 ~ 9 9 ) .  However, the sensitivity of RC towards 
the sampling is much larger than the sensitivity of WJ (and PV). We believe that this 
large sensitivity of the RC compared to WJ and PV is due to the fact that the RC 
suffers from the complexity of its calculation (see Chapter 5 or [4]). WJ and PV are 
calculated in a much easier way. It can therefore be concluded that WJ or PV are 
more useful in these tested situations than the RC. 
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Figure 7.14: Results of the repeated sampling experiment for criterion RC. depicted are 
the mean ( ) and the standard deviation (- - -). 
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0 1 0 2 0 ~ 4 0 ~ 6 0 7 0 ~ ~ 1 w  
X 
Figure 7.16: All the 100 response surfaces obtained for the repeated sampling experiment 
for criterion RC (they axk has been limited to a maximum of 1.0). 
APPENDIX 
Assuming one independent variable (x) and response variable y, the response function 
is then defined as: 9 = bo + b,x, so: 
9, can be rewritten as: 9x = bo + b,x, and 9,= is defined as 
,which can be rewritten as 
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(predefined to be 0.99 here), so 
Now: 
So WJ, = PV,. 
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