This paper presents new representations of token sequences, with and without associated quantities, in Euclidean space. The representations are free of assumptions about the nature of the sequences or the processes that generate them. Algorithms and applications from the domains of structured interviews and life histories are discussed.
Introduction
Token or state sequences are a quite common kind of data, not only in the behavioral sciences but also in other fields such as e.g molecular biology or ethology. Such data then come in the form of a matrix like the one presented below          α β γ · · · · · · β δ δ α γ δ ζ β α α ε γ δ ε δ · · · · · · · · · ζ . . . where each row is a sequence of tokens from a finite alphabet and the tokens are acronyms for disjoint classes of events. Typical examples from the behavioral sciences are encoded transcripts of interviews or life or employment histories; in molecular biology, the symbols in the rows are typically the amino acids A, C, T and G and each row represents (a part of) the DNA of a specific species. In ethology, the tokens could represent different kinds of movements or phrases of song produced by birds engaged in mating or defending their territory. In many instances of such matrices, e.g. when the rows represent life histories, the tokens are associated with a quantity. If the rows represent life histories, that quantity will normally represent the duration of a particular state and the rows of the data matrix will have the form of
where each subscript represents a positive number of time units. In ethology, the associated quantities could stand for the frequencies of repetition of different kinds of behavior or sound levels of song phrases. In analyzing such matrices, two kinds of questions can be posed. The first, traditional one, is the question of what process or mechanism generated the sequences observed. A model for such data considers each token on its own and the model is supposed to reproduce the sequential character of the data. The second type of question one might raise, is the question of how to classify the objects that produced the sequences, each class supposedly generating its own, typical sequence. If this is indeed the question, then one considers each sequence, instead of each token, as one datum and the first challenge is to find a way to describe these data in such a way that they become amenable to a method of classification. This paper tries to meet this challenge.
Comparing sequences and measuring their distances or similarities is quite common amongst microbiologists and those involved in electronic data transmission. Probably the best known way of mapping equally long sequences into a metric space, is by measuring the Hamming distance between pairs of sequences: the number of positions in which the sequences differ. Hamming distance first arose in electronic data transmission (Hamming 1950) where bit strings are embedded in longer strings (Hamming codes) to facilitate error detection and correction after the string has been transmitted over a noisy channel. The Hamming distance is closely related to the well known Minkowski L 1 -distance and has been used in the multivariate analysis of binary data (e.g. Heiser and Meulman 1997). Generalizations of the Hamming distance have been used in the classification of medical syndromes; e.g. Bezem and Keijzer (1997) . Transferring the concept to the present context, consider the example sequences given as follows:
