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In this paper, we mainly study the boundary behavior of solutions
to boundary blow-up elliptic problems for more general nonlinear-
ities f (which may be rapidly varying at inﬁnity) u = b(x) f (u),
x ∈ Ω , u|∂Ω = +∞, where Ω is a bounded domain with smooth
boundary in RN , and b ∈ Cα(Ω¯) which is positive in Ω and may
be vanishing on the boundary and rapidly varying near the bound-
ary. Further, when f (s) = sp ± f1(s) for s suﬃciently large, where
p > 1 and f1 is normalized regularly varying at inﬁnity with index
p1 ∈ (0, p), we show the inﬂuence of the geometry of Ω on the
boundary behavior for solutions to the problem. We also give the
existence and uniqueness of solutions.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and the main results
In this paper, we mainly consider the ﬁrst and second expansions of solutions near the boundary
to the following boundary blow-up elliptic problems
u = b(x) f (u), x ∈ Ω, u|∂Ω = +∞, (1.1)
where the last condition means that u(x) → +∞ as d(x) = dist(x, ∂Ω) → 0, Ω is a bounded domain
with smooth boundary in RN (N  2), b satisﬁes
(b1) b ∈ Cα(Ω¯) for some α ∈ (0,1), is positive in Ω
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(f1) f ∈ C1(R), f (s) > 0, ∀s ∈ R , f is increasing on R (or (f01) f ∈ C1[0,∞), f (0) = 0, f is increasing
on [0,∞));
(f2)
∫∞
1
dν
f (ν) < ∞;
(f3) there exists C f > 0 such that lims→+∞ f ′(s)
∫∞
s
dν
f (ν) = C f .
The problem (1.1) arises from many branches of mathematics and has been discussed by many
authors, see, for instance, [1–17,19–27,29,32–37] and the references therein.
For b ≡ 1 on Ω and f satisfying (f1) (or (f01)), Keller [19] and Osserman [29] ﬁrst supplied a
necessary and suﬃcient condition
∞∫
a
ds√
2F (s)
< ∞, ∀a> 0, F (s) =
s∫
0
f (ν)dν, (1.2)
for the existence of solutions to problem (1.1).
Loewner and Nirenberg [22] showed that if f (u) = up0 with p0 = (N + 2)/(N − 2), N > 2, then
problem (1.1) has a unique positive solution u which satisﬁes
lim
d(x)→0
u(x)
(
d(x)
)(N−2)/2 = (N(N − 2)/4)(N−2)/4.
Bandle and Marcus [2] established the following results: if f satisﬁes (f01) and the condition that
(f4) there exist θ > 0 and S0  1 such that f (ξ s) ξ1+θ f (s) for all ξ ∈ (0,1) and s  S0/ξ , then for
any solution u of problem (1.1)
u(x)
φ(d(x))
→ 1 as d(x) → 0, (1.3)
where φ satisﬁes
∞∫
φ(t)
ds√
2F (s)
= t, ∀t > 0. (1.4)
If f further satisﬁes
(f5) f (s)/s is increasing on (0,∞),
then problem (1.1) has a unique solution.
Lazer and McKenna [21] showed that if f satisﬁes (f1) (or (f01)) and
(f6) there exists S0 > 0 such that f ′ is non-decreasing on [S0,∞), and
lim
s→∞
f ′(s)√
F (s)
= ∞,
then for any solution u of problem (1.1)
u(x)− φ(d(x))→ 0 as d(x) → 0. (1.5)
When f satisﬁes (f01), (f3) and the condition that
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positive in Ω and satisﬁes
(b01) there exist b0 > 0 and σ ∈ (0,2) such that
lim
d(x)→0
b(x)
(
d(x)
)σ = b0,
García Meliáán [16] showed (by using nonlinear transformations, a perturbation method and a com-
parison principle) that
(i) if C f > 1, then for any solution u of problem (1.1)
lim
d(x)→0
u(x)
ψ(A(d(x))2−σ )
= 1, (1.6)
where
A = b0
(2− σ)((2− σ)(C f − 1)+ 1)
and ψ satisﬁes
∞∫
ψ(t)
ds
f (s)
= t, ∀t > 0; (1.7)
(ii) if C f = 1 and h(t) := t f ′(ψ(t)) 1 for suﬃciently small t > 0, then (i) still holds.
When f (u) = c0sp , Du [13] and López-Gómez [24] showed the ﬁrst expansion and uniqueness of
solutions to problem (1.1). Moreover, López-Gómez [25], and Cano-Casanova and López-Gómez [7]
established the following optimal uniqueness result without the ﬁrst expansion of solutions and the
ﬁrst expansion of solutions for more general weight b.
(R1) Suppose Ω is a ball or an annulus, b(x) = β(d(x)), β ∈ C[0,∞) which is increasing in (0,∞) and
f (u) := g(u)u satisﬁes the Keller–Osserman condition, where g ∈ C[0,∞)∩ C1(0,∞) satisﬁes
g(0) = 0, g′(u) > 0, ∀u > 0, lim
u→∞ g(u) = ∞,
and there exists α0 = α0(g) > 0 such that
ξ2g
(
ξ−α0u
)
 g(u), ∀ξ > 1 and u > 0.
Then, problem (1.1) has a unique solution u, which is radially symmetric;
(R2) if, in addition, f satisﬁes for some p > 1,
c0 := lim
t→∞
f (t)
t p
∈ (0,∞),
and b satisﬁes
b0 := lim+
H(t)H ′′(t)
′ 2 ∈ (0,∞)t→0 [H (t)]
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H(t) :=
R∫
t
ds
A(s)
, A(t) :=
( t∫
0
(
b(τ )
)1/(p+1)
dτ
)(p+1)/(p−1)
, t ∈ (0, R].
Then
lim
d(x)→0
u(x)
H(d(x))
= b−p/(p−1)0
(
p + 1
p − 1
)(p+1)/(p−1)
c−1/(p−1)0 .
Bandle and Marcus [3] ﬁrst studied the inﬂuence of the geometry of Ω in the boundary behavior
for the unique radially symmetric solution u of problem (1.1) in a ball and an annulus and showed
that for f (u) = up , p > 1,
u(x) =
(
2(p + 1)
(p − 1)2
) 1
p−1 (
d(x)
)− 2p−1 [1+ N − 1
p + 3 H(x¯)d(x)+ o
(
d(x)
)]
, (1.8)
for all x in a neighborhood of ∂Ω , where x¯ is the nearest point to x on ∂Ω and H(x¯) denotes the
mean curvature of ∂Ω at x¯.
Their result was extended by García Meliáán, Letelier Albornoz and Sabina de Lis [15], del Pino and
Letelier [10], Bandle [4], Bandle and Marcus [5], Anedda and Porru [1] for general boundary smooth
domains, some more general nonlinearities and some weights.
Now we introduce a class of functions.
Let Λ denote the set of all positive non-decreasing functions in C1(0, δ0) (δ0 > 0) which satisfy
lim
t→0+
d
dt
(
K (t)
k(t)
)
:= Ck ∈ [0,∞), K (t) =
t∫
0
k(s)ds. (1.9)
Some basic examples of the functions in Λ are
(i) k(t) = tσ/2, σ > 0, Ck = 2/(2+ σ);
(ii) k(t) = 1/(− ln t)σ , σ > 0, Ck = 1;
(iii) k(t) = tσ /ln(1+ t−1), σ > 0, Ck = 1/(1+ σ);
(iv) k(t) = e−t−σ , σ > 0, Ck = 0;
(v) k(t) = e−et−σ , σ > 0, Ck = 0;
(vi) k(t) = e−(− ln t)σ , σ > 1, Ck = 0.
The set Λ was ﬁrst introduced by Cîrstea and Raˇdulescu [8] for studying the boundary behavior
and uniqueness of solutions of problem (1.1) with the weight b satisfying (b1) and the assumption
that
(b2) there exist some k ∈ Λ and b0 > 0 such that
lim
d(x)→0
b(x)
k2(d(x))
= b0.
In this paper, we relate the constants C f and Ck in order to get the asymptotic expansion of
solutions to problems (1.1). We also give the existence and uniqueness of solutions. Further, when
b(x) = k2(d(x)) near the boundary and f (s) = sp ± f1(s) for suﬃciently large s, where p > 1 and f1
satisﬁes
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lim
s→∞
sf ′1(s)
f1(s)
= p1,
we show the inﬂuence of the geometry of Ω in the boundary behavior for solutions to prob-
lem (1.1).
Our main results are summarized in the following theorems.
Theorem 1.1. Let f satisfy (f1) (or (f01)), (f2), (f3) and b satisfy (b1) and (b2). If
Ck + 2C f > 2, (1.10)
then for any solution u of problem (1.1)
lim
d(x)→0
u(x)
ψ(τ0K 2(d(x)))
= 1, (1.11)
where ψ is uniquely determined by (1.7) and
τ0 = b0
2(Ck + 2C f − 2) . (1.12)
Remark 1.1. By view of (1.10), one can see that if C f > 1, then Ck can be equal to zero and if Ck > 0,
then C f can be equal to 1.
Theorem 1.2. Let f satisfy (f01), f (s) = sp ± f1(s) for s suﬃciently large, p > 1, f1 satisfy (f8) and let
b(x) = k2(d(x)) near the boundary where k satisfy
(k1) k ∈ C[0,a] ∩ C2(0,a] for some a> 0, k(t) > 0, k′(t) > 0, ∀t ∈ (0,a] and k(0) = 0;
(k2) k ∈ Λ with Ck > 0;
(k3) limt→0+ d
2
dt2
(
K (t)
k(t) ) = 0.
The following two results hold.
(i) When p + 1> 2p1, then, on a suﬃciently small neighborhood of ∂Ω , for any solution u of prob-
lem (1.1),
u(x) = c1
(
K
(
d(x)
))−2/(p−1)[
1+ c2(N − 1)H(x¯) K (d(x))
k(d(x))
+ o(d(x))], (1.13)
where
c1 =
(
2(2+ (p − 1)Ck)
(p − 1)2
)1/(p−1)
and c2 = 1
2+ (p + 1)Ck . (1.14)
(ii) When p + 1 2p1 and k(t) = tσ/2 with σ > 0, σ2+σ > 2p1−p−1p+1 , then (i) still holds.
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(i) k(t) = tα/2, α > 0, where Ck = 2/(2+ α);
(ii) k(t) = etα − 1, α > 1, where Ck = 11+α ;
(iii) k(t) = ln(1+ tα), α > 1, where Ck = 11+α .
Remark 1.3. When k(t) = (ln(1 + t))α , α > 0, then limt→0+ d2dt2 ( K (t)k(t) ) = α2(1+α)(2+α) . In this case, k(t)
does not satisfy (k3).
The outline of this paper is as follows. In Section 2, we give preliminary considerations. The proofs
of Theorems 1.1–1.2 are in Section 3. Finally, in Appendices A and B, we give the existence and unique-
ness of solutions to problems (1.1).
2. Preliminaries
Our approach relies on Karamata regular variation theory established by Karamata in 1930 which
is a basic tool in stochastic process (see Seneta [31], Resnick [30], Maric [28]), and has been applied to
study the asymptotic behavior of solutions to differential equations and problem (1.1) (see Maric [28],
Cîrstea and Raˇdulescu [8], Cîrstea [9], the author [37]).
In this section, we present some bases of the theory which come from Seneta [31], Preliminaries
in Resnick [30], Introductions and the appendix in Maric [28].
Deﬁnition 2.1. A positive measurable function f deﬁned on [a,∞), for some a> 0, is called regularly
varying at inﬁnity with index ρ , written as f ∈ RVρ , if for each ξ > 0 and some ρ ∈R,
lim
s→∞
f (ξ s)
f (s)
= ξρ. (2.1)
In particular, when ρ = 0, f is called slowly varying at inﬁnity.
Deﬁnition 2.2. A positive measurable function f deﬁned on [a,∞), for some a > 0, is called rapidly
varying at inﬁnity if for each p > 1
lim
s→∞
f (s)
sp
= ∞. (2.2)
Clearly, if f ∈ RVρ , then L(s) := f (s)/sρ is slowly varying at inﬁnity.
Some basic examples of slowly varying functions at inﬁnity are
(1) every measurable function on [a,∞) which has a positive limit at inﬁnity;
(2) (ln s)β and (ln(ln s))β , β ∈R;
(3) e(ln s)
p
, 0< p < 1,
and some basic examples of rapidly varying functions at inﬁnity are
(1) es and ee
s
;
(2) ee
(ln s)p
, es
p
and ee
sp
, p > 0;
(3) sβe(ln s)
p
and (ln s)βe(ln s)
p
, p > 1, β ∈R;
(4) (ln s)βes
p
and sβes
p
, p > 0, β ∈R.
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varying at zero with index σ (written as g ∈ RVZσ ) if t → g(1/t) belongs to RV−σ . Similarly, g is
called rapidly varying at zero if t → g(1/t) is rapidly varying at inﬁnity.
Proposition 2.1 (Uniform convergence theorem). If f ∈ RVρ , then (2.1) holds uniformly for ξ ∈ [c1, c2] with
0< c1 < c2 . Moreover, if ρ < 0, then uniform convergence holds on intervals of the form (a1,∞)with a1 > 0;
if ρ > 0, then uniform convergence holds on intervals (0,a1] provided f is bounded on (0,a1] for all a1 > 0.
Proposition 2.2 (Representation theorem). A function L is slowly varying at inﬁnity if and only if it may be
written in the form
L(s) = ϕ(s)exp
( s∫
a1
y(τ )
τ
dτ
)
, s a1, (2.3)
for some a1  a, where the functions ϕ and y are measurable and for s → ∞, y(s) → 0 and ϕ(s) → c0 , with
c0 > 0.
We call that
Lˆ(s) = c0 exp
( s∫
a1
y(τ )
τ
dτ
)
, s a1, (2.4)
is normalized slowly varying at inﬁnity and
f (s) = c0sρ Lˆ(s), s a1, (2.5)
is normalized regularly varying at inﬁnity with index ρ (and written as f ∈ NRVρ ).
Similarly, g is called normalized regularly varying at zero with index σ , written as g ∈ NRVZσ if
t → g(1/t) belongs to NRV−σ .
A function f ∈ RVρ belongs to NRVρ if and only if
f ∈ C1[a1,∞) for some a1 > 0 and lim
s→∞
sf ′(s)
f (s)
= ρ. (2.6)
Proposition 2.3. If functions L, L1 are slowly varying at inﬁnity, then
(i) Lσ for every σ ∈ R, c1L + c2L1 (c1  0, c2  0 with c1 + c2 > 0), L ◦ L1 (if L1(t) → +∞ as t → +∞),
are also slowly varying at inﬁnity;
(ii) for every θ > 0 and t → +∞, tθ L(t) → +∞ and t−θ L(t) → 0;
(iii) for ρ ∈R and t → +∞, ln(L(t))ln t → 0 and ln(t
ρ L(t))
ln t → ρ.
Proposition 2.4 (Asymptotic behavior). If a function L is slowly varying at inﬁnity, then for a 0 and t → ∞,
(i)
∫ t
a s
β L(s)ds ∼= (β + 1)−1t1+β L(t), for β > −1;
(ii)
∫∞
t s
β L(s)ds ∼= (−β − 1)−1t1+β L(t), for β < −1.
Proposition 2.5 (Asymptotic behavior). If a function H is slowly varying at zero, then for a > 0 and t → 0+ ,
(i)
∫ t
0 s
βH(s)ds ∼= (β + 1)−1t1+βH(t), for β > −1;
(ii)
∫ a
t s
βH(s)ds ∼= (−β − 1)−1t1+βH(t), for β < −1.
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Lemma 2.1. If f satisﬁes (f1) (or (f01)), (f2) and (f3), then
(i) C f ∈ [1,∞);
(ii) there exists S0 > 0 such that f (s)/sq is increasing in [S0,∞), where q ∈ (1, C fC f −1 ) for C f > 1 and
q ∈ (1,∞) for C f = 1;
(iii) f satisﬁes the Keller–Osserman condition (1.2);
(iv) (f3) holds for C f > 1 if and only if f ∈ NRVC f /(C f −1);
(v) C f = 1, f is rapidly varying at inﬁnity.
Proof. (i) Let
J (s) = f ′(s)
∞∫
s
dν
f (ν)
, ∀s > 0.
Integrating J (s) from a (a> 0) to t and integrate by parts, we obtain
t∫
a
J (s)ds = f (t)
∞∫
t
dν
f (ν)
− f (a)
∞∫
a
dν
f (ν)
+ t − a, ∀t > a.
It follows from the l’Hospital’s rule that
0 lim
t→∞
f (t)
∫∞
t
dν
f (ν)
t
= lim
t→∞
1
t
t∫
a
J (s)ds − 1 = lim
t→∞ J (t)− 1= C f − 1,
i.e., C f  1.
(ii) By the choice of q and (i), one can see that
lim
s→∞
(
f ′(s)− q f (s)
s
) ∞∫
s
dν
f (ν)
= C f − q(C f − 1) > 0.
Then there exists S0 > 0 such that (
f (s)
sq )
′ = s−q( f ′(s) − q f (s)s ) > 0, ∀s  S0, i.e., f (s)/sq is increasing
on [S0,∞).
(iii) It follows by (ii) that there exists Cq ∈ (0,∞] such that
lim
s→∞
f (s)
sq
= Cq.
Consequently, there exist S1 > 0 and cq ∈ (0,Cq) such that
f (s)
sq
> cq, ∀s S1.
Then, there exists S2 > S1 such that
F (s) cqsq+1/2, ∀s S2,
i.e., (iii) holds.
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lim
s→+∞
f (s)
sf ′(s)
= lim
s→+∞
f (s)
∫∞
s
dν
f (ν)
sf ′(s)
∫∞
s
dν
f (ν)
= 1
C f
lim
s→+∞
f (s)
∫∞
s
dν
f (ν)
s
= C f − 1
C f
,
i.e., f ∈ NRVC f /(C f −1) for C f > 1.
Suﬃciency. When f ∈ NRVp with p > 1, i.e., lims→+∞ sf ′(s)f (s) = p and f (s) = c0sp Lˆ(s) for suﬃciently
large s, where Lˆ is normalized slowly varying at inﬁnity and c0 > 0. It follows from Propositions 2.3(i)
and 2.4(ii) that
lim
s→+∞ f
′(s)
∞∫
s
dν
f (ν)
= lim
s→+∞
sf ′(s)
f (s)
lim
s→+∞ s
−1 f (s)
∞∫
s
dν
f (ν)
= p lim
s→+∞ s
p−1 Lˆ(s)
∞∫
s
ν−p
(
Lˆ(ν)
)−1
dν
= p
p − 1 = C f .
(v) When C f = 1, we see by the proof of (iv) that
lim
s→+∞
f (s)
sf ′(s)
= 0.
Consequently, for arbitrary p > 1, there exists S0 > 0 such that
f ′(s)
f (s)
> (p + 1)s−1, ∀s S0.
Integrating the above inequality from S0 to s, we obtain
ln
(
f (s)
)− ln( f (S0))> (p + 1)(ln s − ln S0), ∀s > S0,
i.e.,
f (s)
sp
>
f (S0)s
S p+10
, ∀s > S0.
Letting s → +∞, we see by Deﬁnition 2.2 that f is rapidly varying at inﬁnity. 
Lemma 2.2. Let f satisfy (f1) (or (f01))–(f3) and let ψ be the solution to the problem
∞∫
ψ(t)
ds
f (s)
= t, ∀t > 0.
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(i) −ψ ′(t) = f (ψ(t)), ψ(t) > 0, t > 0, ψ(0) := limt→0+ ψ(t) = +∞ and ψ ′′(t) = f (ψ(t)) f ′(ψ(t)),
t > 0;
(ii) ψ ∈ NRVZ−(C f −1);
(iii) −ψ ′ = f ◦ψ ∈ NRVZ−C f ;
(iv) limt→0+ ln(ψ(t))− ln t = C f − 1 and limt→0+ ln( f (ψ(t)))− ln t = C f .
Proof. By the deﬁnition of ψ and a direct calculation, we show that (i) holds.
(ii) It follows from the proof of Lemma 2.1 that
lim
t→0+
tψ ′(t)
ψ(t)
= − lim
t→0+
t f (ψ(t))
ψ(t)
= − lim
s→+∞
f (s)
∫∞
s
dν
f (ν)
s
= −(C f − 1),
i.e., ψ ∈ NRVZ−(C f −1) .
(iii) (f3) implies
lim
t→0+
tψ ′′(t)
ψ ′(t)
= − lim
t→0+
t f ′
(
ψ(t)
)= − lim
s→+∞ f
′(s)
∞∫
s
dν
f (ν)
= −C f , (2.7)
i.e., f ◦ψ ∈ NRVZ−C f .
The last result (iv) follows from (ii)–(iii) and Proposition 2.3(iii). 
Lemma 2.3. (I) k ∈ Λ implies:
(i) limt→0+ K (t)k(t) = 0;
(ii) Ck ∈ [0,1] and limt→0+ K (t)k
′(t)
k2(t)
= 1− Ck.
(II) (k1)–(k3) imply
(iii) limt→0+ ( K (t)k
′(t)
k2(t)
− (1− Ck)) k(t)K (t) = 0.
Proof. We only prove (iii). By the l’Hospital’s rule and (i)–(ii), we have
lim
t→0+
(
K (t)k′(t)
k2(t)
− (1− Ck)
)
k(t)
K (t)
= lim
t→0+
− ddt
( K (t)
k(t)
)+ Ck
K (t)
k(t)
= lim
t→0+
− d2
dt2
( K (t)
k(t)
)
d
dt
( K (t)
k(t)
) = 0. 
Lemma 2.4. Let k ∈ Λ, f1 be as in Theorem 1.2 and
Φ(t) = (K (t))−2/(p−1)(1+ h(t))
with limt→0 h(t) = 0. Then
(i) when p + 1> 2p1 , k(t)(K (t))(p+1)/(p−1) f1(Φ(t)) → 0 as t → 0;
(ii) when p + 1 2p1 and k(t) = tσ/2 with σ > 0, σ2+σ > 2p1−p−1p+1 , (i) still holds.
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large s, where Lˆ is normalized slowly varying at inﬁnity and c0 > 0.
Let
Φ1(t) =
(
K (t)
)−2/(p−1)
,
we see that Lˆ(Φ1(t)) is also normalized slowly varying at zero and, by a similar argument as in
Propositions 2.1 and 2.3(ii), for every β > 0 and t → 0+ , we have
(
Φ1(t)
)β
Lˆ
(
Φ1(t)
)→ 0 and Lˆ(Φ(t))(Lˆ(Φ1(t)))−1(1+ h(t))p1 → 0. (2.8)
(i) When p + 1> 2p1, let 2β ∈ (0, p + 1− 2p1), we have
k(t)
(
K (t)
)(p+1)/(p−1)
f1
(
Φ(t)
)
= c0k(t)
(
K (t)
)(p+1−2p1−2β)/(p−1)(
Φ1(t)
)β
Lˆ
(
Φ1(t)
)
× Lˆ(Φ(t))(Lˆ(Φ1(t)))−1(1+ h(t))p1 → 0 as t → 0,
by view of (2.8).
(ii) When p + 1 2p1 and k(t) = tσ/2 with σ > 0, σ2+σ > 2p1−p−1p+1 , let
2β
p − 1 <
(
0,
σ
2+ σ −
2p1 − p − 1
p + 1
)
,
then,
k(t)
(
K (t)
)(p+1)/(p−1)
f1
(
Φ(t)
)
= ctθ (Φ1(t))β Lˆ(Φ1(t))Lˆ(Φ(t))(Lˆ(Φ1(t)))−1(1+ h(t))p1 → 0 as t → 0,
where
c = c0
(
2+ σ
2
)(2p1+2β−p−1)/(p−1)
,
θ = σ(p − 1)− (2+ σ)(2p1 − p − 1+ 2β)
2(p − 1) > 0. 
3. Boundary behavior
In this section, we prove Theorems 1.1–1.2.
First, in the same proof of Lemma 2.4 in [12], we have the following result.
Lemma 3.1 (The comparison principle). Let Ω ⊂ RN be a bounded domain, f be an increasing function
and let b satisfy (b1). Assume that u1,u2 ∈ C2(Ω) satisfy u1  b(x) f (u1) and u2  b(x) f (u2) in Ω .
If lim infx→∂Ω(u2 − u1)(x) 0, then u2  u1 in Ω .
Now let v0 ∈ C2+α(Ω)∩ C1(Ω¯) be the unique solution of the problem
−v0 = 1, v0 > 0, x ∈ Ω, v0|∂Ω = 0. (3.1)
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∇v0(x) = 0, ∀x ∈ ∂Ω and c1d(x) v0(x) c2d(x), ∀x ∈ Ω, (3.2)
where c1, c2 are positive constants.
For any δ > 0, we deﬁne
Ωδ =
{
x ∈ Ω: 0< d(x) < δ}.
Since Ω is smooth, there exists δ0 > 0 such that d ∈ C2(Ωδ0) and∣∣∇d(x)∣∣= 1 and d(x) = −(N − 1)H(x¯)+ o(1), ∀x ∈ Ωδ0 . (3.3)
Proof of Theorem 1.1. Let ε ∈ (0,b0/4) and
τ1 = τ0 − 2ετ0/b0, τ2 = τ0 + 2ετ0/b0.
It follows that
τ0/2< τ1 < τ0 < τ2 < 2τ0.
By (b1), (b2) and Lemmas 2.1–2.3, we see that there is δε ∈ (0, δ0/2) (which is corresponding to ε)
suﬃciently small such that
(r1) (b0 − ε)k2(d(x) − ρ)  (b0 − ε)k2(d(x)) < b(x), x ∈ D−ρ = Ω2δε /Ω¯ρ ; b(x) < (b0 + ε)k2(d(x)) 
(b0 + ε)k2(d(x)+ ρ), x ∈ D+ρ = Ω2δε−ρ, where ρ ∈ (0, δε).
(r2) For i = 1,2,
8τ0
∣∣τi K 2(t) f ′(ψ(τi K 2(t)))− C f ∣∣+ 4τ0
∣∣∣∣k′(t)K (t)k2(t) − (1− Ck)
∣∣∣∣
+ 4τ0 K (t)
k(t)
∣∣d(x)∣∣< ε, ∀(x, t) ∈ Ω2δε × (0,2δε).
Let
d1(x) = d(x)− ρ, d2(x) = d(x)+ ρ, (3.4)
u¯ε = ψ
(
τ1K
2(d1(x))), x ∈ D−ρ and u ε = ψ(τ2K 2(d2(x))), x ∈ D+ρ . (3.5)
It follows that, for x ∈ D−ρ
u¯ε(x)− b(x) f
(
u¯ε(x)
)
= ψ ′′(τ1K 2(d1(x)))(2τ1K (d1(x))k(d1(x)))2 + 2τ1ψ ′(τ1K 2(d1(x)))(k2(d1(x))
+ K (d1(x))k′(d1(x))+ K (d1(x))k(d1(x))d(x))− b(x) f (ψ(τ1K 2(d1(x))))
= f (ψ(τ1K 2(d1(x))))k2(d1(x))
[
4τ1
(
τ1K
2(d1(x)) f ′(ψ(τ1K 2(d1(x))))− C f )
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(
k′(d1(x))K (d1(x))
k2(d1(x))
− (1− Ck)
)
− 2τ1(1− Ck)
− 2τ1 K (d1(x))
k(d1(x))
d(x)−
(
b(x)
k2(d1(x))
− b0
)
− b0
]
 0,
i.e., u¯ε is a supersolution of Eq. (1.1) in D−ρ .
In a similar way, we can show that uε is a subsolution of Eq. (1.1) in D
+
ρ .
Now let u be an arbitrary solution of problem (1.1). We assert that there exists a positive constant
M such that
u  Mv0(x)+ u¯ε, x ∈ D−ρ , (3.6)
uε  u + Mv0(x), x ∈ D+ρ , (3.7)
where v0 is the solution of problem (3.1).
In fact, we may choose a large M such that
u  Mv0(x)+ u¯ε on Γ2δε :=
{
x ∈ Ω: d(x) = 2δε
}
.
By (f1) or (f01), we see that u¯ε + Mv0 is also a supersolution of Eq. (1.1) in D−ρ . Since u < u¯ε on
Γρ := {x ∈ Ω: d(x) = ρ}, (3.6) follows by Lemma 3.1.
In a similar way, we can show (3.7).
Hence, x ∈ D−ρ ∩ D+ρ , by letting ρ → 0, we have
1− Mv0(x)
ψ(τ2K 2(d(x)))
 u(x)
ψ(τ2K 2(d(x)))
and
u(x)
ψ(τ1K 2(d(x)))
 1+ Mv0(x)
ψ(τ1K 2(d(x)))
.
Consequently,
1 lim
d(x)→0
inf
u(x)
ψ(τ2K 2(d(x)))
and lim
d(x)→0
sup
u(x)
ψ(τ1K 2(d(x)))
 1.
Thus by letting ε → 0, we have
lim
d(x)→0
u(x)
ψ(τ0K 2(d(x)))
= 1.
The proof is ﬁnished. 
Proof of Theorem 1.2. Let ε ∈ (0,1). First we note by Lemmas 2.3–2.4 that there exists δε ∈ (0, δ/2)
suﬃciently small such that for (x, t) ∈ Ω2δε × (0,2δε),
2c1
p − 1
k(t)
K (t)
∣∣∣∣k′(t)K (t)k2(t) − (1− Ck)
∣∣∣∣+ ∣∣o(1)∣∣+ c1c2(N − 1)(∣∣H(x¯)∣∣+ 1)
×
[
2
p − 1
∣∣∣∣k′(t)K (t)k2(t) − (1− Ck)
∣∣∣∣+ 4p − 1
∣∣∣∣ ddt
(
K (t)
k(t)
)
− Ck
∣∣∣∣
+ 2
p − 1
K (t)
k(t)
∣∣d(x)∣∣+ tK (t)
k(t)
∣∣∣∣ d2dt2
(
K (t)
k(t)
)∣∣∣∣+ tK (t)k(t)
∣∣∣∣ ddt
(
K (t)
k(t)
)∣∣∣∣∣∣d(x)∣∣
]
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(
K (t)
)(p+1−2p1)/(p−1) Lˆ(Φ(t))+ ∣∣∣∣1+ c2(N − 1)(∣∣H(x¯)∣∣+ 1) K (d(x))k(d(x))
∣∣∣∣
p1
 c1(N − 1)
p − 1 ε,
where Φ(t) is as in Lemma 2.4 with h(t) = ±c2(N − 1)(|H(x¯)| + 1) K (t)k(t) .
Let
u¯ε(x) = c1
(
K
(
d1(x)
))−2/(p−1)(
1+ c2(N − 1)
(
H(x¯)+ ε) K (d1(x))
k(d1(x))
)
, x ∈ D−ρ (3.8)
and
u ε(x) = c1
(
K
(
d2(x)
))−2/(p−1)(
1+ c2(N − 1)
(
H(x¯)− ε) K (d2(x))
k(d2(x))
)
, x ∈ D+ρ . (3.9)
By using Lemma 2.4 and by a direct calculation, we see that for x ∈ D−ρ
k2
(
d(x)
)
f
(
u¯ε(x)
)= k2(d(x))(u¯pε (x)± c0u¯p1ε (x)Lˆ(u¯ε(x)))
 k2
(
d1(x)
)[
cp1
(
K
(
d1(x)
))−2p/(p−1)
×
(
1+ pc2(N − 1)
(
H(x¯)+ ε) K (d1(x))
k(d1(x))
+ o
(
K (d1(x))
k(d1(x))
))
± c0cp11
(
K
(
d1(x)
))−2p1/(p−1) Lˆ(u¯ε(x))
(
1+ c2(N − 1)
(
H(x¯)+ ε) K (d1(x))
k(d1(x))
)p1]
 k
(
d1(x)
)(
K
(
d1(x)
))−(p+1)/(p−1)
×
[
cp1
k(d1(x))
K (d1(x))
+ pc2cp1 (N − 1)
(
H(x¯)+ ε)+ o(1)]
and
u¯ε(x) = k2
(
d1(x)
)(
K
(
d1(x)
))−2p/(p−1)
×
[
2(p + 1)c1
(p − 1)2 +
2(p + 1)c1c2
(p − 1)2 (N − 1)
(
H(x¯)+ ε) K (d1(x))
k(d1(x))
− 2c1
p − 1
k′(d1(x))K (d1(x))
k2(d1(x))
(
1+ c2(N − 1)
(
H(x¯)+ ε) K (d1(x))
k(d1(x))
)
− 4c1c2
p − 1
K (d1(x))
k(d1(x))
(N − 1)(H(x¯)+ ε) d
dt
(
K (t)
k(t)
)∣∣∣∣
t=d1(x)
− 2c1
p − 1
K (d1(x))
k(d1(x))
(
1+ C4(N − 1)
(
H(x¯)+ ε) K (d1(x))
k(d1(x))
)
d(x)
+ c1c2(N − 1)
(
H(x¯)+ ε)(d1(x)) K 2(d1(x))
k2(d1(x))
d2
dt2
(
K (t)
k(t)
)∣∣∣∣
t=d1(x)
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(
H(x¯)+ ε)(d1(x)) K 2(d1(x))
k2(d1(x))
d
dt
(
K (t)
k(t)
)∣∣∣∣
t=d1(x)
d(x)
]
= k2(d1(x))(K (d1(x)))−2p/(p−1)
×
[
2(p + 1)c1
(p − 1)2 +
2(p + 1)c1c2
(p − 1)2 (N − 1)
(
H(x¯)+ ε) K (d1(x))
k(d1(x))
− 2c1
p − 1
(
k′(d1(x))K (d1(x))
k2(d1(x))
− (1− Ck)+ (1− Ck)
)
×
(
1+ c2(N − 1)
(
H(x¯)+ ε) K (d1(x))
k(d1(x))
)
− 4c2c1
p − 1
(
d
dt
(
K (t)
k(t)
)∣∣∣∣
t=d1(x)
− Ck + Ck
)
(N − 1)(H(x¯)+ ε) K (d1(x))
k(d1(x))
− 2c1
p − 1
K (d1(x))
k(d1(x))
(
1+ c2(N − 1)
(
H(x¯)+ ε) K (d1(x))
k(d1(x))
)
d(x)
+ c1c2(N − 1)
(
H(x¯)+ ε)(d1(x)) K 2(d1(x))
k2(d1(x))
d2
dt2
(
K (t)
k(t)
)∣∣∣∣
t=d1(x)
+ c1c2(N − 1)
(
H(x¯)+ ε)(d1(x)) K 2(d1(x))
k2(d1(x))
d
dt
(
K (t)
k(t)
)∣∣∣∣
t=d1(x)
d(x)
]
= k(d1(x))(K (d1(x)))−(p+1)/(p−1)
×
[
k(d1(x))
K (d1(x))
(
2(p + 1)c1
(p − 1)2 −
2c1(1− Ck)
p − 1
)
+ c1c2(N − 1)
(
H(x¯)+ ε)[2(p + 1)
(p − 1)2 −
2(1− Ck)
p − 1 −
4Ck
p − 1
]
− 2c1
p − 1d(x)
− 2c1
p − 1
(
k′(d1(x))K (d1(x))
k2(d1(x))
− (1− Ck)
)
k(d1(x))
K (d1(x))
− 2c1c2
p − 1
(
k′(d1(x))K (d1(x))
k2(d1(x))
− (1− Ck)
)
(N − 1)(H(x¯)+ ε)
− 4c1c2
p − 1
(
d
dt
(
K (t)
k(t)
)∣∣∣∣
t=d1(x)
− Ck
)
(N − 1)(H(x¯)+ ε)
− 2c1c2
p − 1
K (d1(x))
k(d1(x))
(N − 1)(H(x¯)+ ε)d(x)
+ c1c2(N − 1)
(
H(x¯)+ ε)(d1(x)) K (d1(x))
k(d1(x))
d2
dt2
(
K (t)
k(t)
)∣∣∣∣
t=d1(x)
+ c1c2(N − 1)
(
H(x¯)+ ε)(d1(x)) K (d1(x))
k(d1(x))
d
dt
(
K (t)
k(t)
)∣∣∣∣
t=d1(x)
d(x)
]
.
By (3.3) and
cp1 =
2(p + 1)c1
2
− 2(1− Ck)c1 ;(p − 1) p − 1
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2(p + 1)c1c2
(p − 1)2 −
2(1− Ck)c1c2
p − 1 −
4Ckc1c2
p − 1 +
2c1
p − 1 ,
consequently, for x ∈ D−ρ
u¯ε(x)− k2
(
d(x)
)
f
(
u¯ε(x)
)
 k
(
d1(x)
)(
K
(
d1(x)
))−(p+1)/(p−1)(−2c1(N − 1)
p − 1 ε +
c1(N − 1)
p − 1 ε
)
 0,
i.e., u¯ε(x) is a supersolution of Eq. (1.1) in D−ρ .
In a similar way, we can show that uε is a subsolution of Eq. (1.1) in D
+
ρ .
By (3.6) and (3.7), letting ρ → 0, we have that for x ∈ D−ρ ∩ D+ρ ,
c1
(
K
(
d(x)
))−2/(p−1)(
1+ c2(N − 1)
(
H(x¯)+ ε) K (d(x))
k(d(x))
)
+ Mv0(x) u(x), (3.10)
c1
(
K
(
d(x)
))−2/(p−1)(
1+ c2(N − 1)
(
H(x¯)− ε) K (d(x))
k(d(x))
)
− Mv0(x) u(x). (3.11)
Thus Theorem 1.2 follows. The proof is ﬁnished. 
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Appendix A. The existence of solutions
In the ﬁrst appendix, we give the existence of solutions to problems (1.1).
Theorem A.1. Let f satisfy (f1) (or (f01)) and the Keller–Osserman condition (1.2), and let b satisfy (b1). Then
problem (1.1) has at least one solution u ∈ C2+α(Ω) satisfying
u(x)ψ
(
v¯(x)
)
, ∀x ∈ Ω. (A.1)
Furthermore, if f satisﬁes
∫ 1
0
ds
f (s) = ∞, then
u > 0, ∀x ∈ Ω, (A.2)
where ψ is the solution of problem (1.7) and v¯ ∈ C2+α(Ω¯) is the unique solution of the problem
−v¯ = b(x), v¯(x) > 0, x ∈ Ω, v¯|∂Ω = 0. (A.3)
Remark A.1. By Lemma 2.1(iii), one can see that f satisﬁes the Keller–Osserman condition under our
hypotheses on f in Theorem 1.1.
Remark A.2. In [20], Lair showed that (f1) (or (f01)) and the Keller–Osserman condition imply (f2).
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v = Ψ (u) :=
∞∫
u
dν
f (ν)
, u > 0 (or u ∈R). (A.4)
We see that problem (1.1) is equivalent to the following
−v + g(v)|∇v|2 = b(x), v > 0, x ∈ Ω, v|∂Ω = 0, (A.5)
where g(v) = f ′(ψ(v)) and ψ is also the inverse function of Ψ .
Now letting v ∈ C2(Ω)∩ C(Ω¯) be any solution of problem (A.5), we claim that
v(x) v¯(x), ∀x ∈ Ω. (A.6)
In fact, we assume on the contrary that {x ∈ Ω: v(x) > v¯(x)} = ∅. Then, for its arbitrary connected
component D , we have −(v − v¯)(x)  0, x ∈ D since g(v)  0. It follows by (v − v¯)|∂D = 0 and
the maximum principle that v(x)  v¯(x), ∀x ∈ D. This is a contradiction. Thus (A.6) holds, i.e., any
classical solution u of problem (1.1) satisﬁes (A.1). Moreover, by the deﬁnition of ψ and the condition∫ 1
0
ds
f (s) = ∞, we see that ψ(v¯(x)) > 0, ∀x ∈ Ω and (A.2) holds.
Next we consider the perturbed problem
u = b(x) f (u), x ∈ Ω, u|∂Ω =m ∈ N. (A.7)
By (b1) and (f1) (or (f01)), we see that u¯m = m is a supersolution of problem (A.7). To construct a
subsolution u1 of problem (A.7), we let v¯1 ∈ C2+α(Ω¯) be the unique solution of the problem
−v¯1 = b(x), v¯1(x) > 0, x ∈ Ω, v¯1|∂Ω =
∞∫
1
ds
f (s)
, (A.8)
and let u1 = ψ(v¯1). Then we see that u1|∂Ω = 1m and
−v¯1 = u1
f (u1)
− f
′(u1)
f 2(u1)
|∇u1|2 = b(x), x ∈ Ω,
which yields
u1  b(x) f (u1), x ∈ Ω,
i.e., u1 is a subsolution of problem (A.7). Moreover, u1  1m, x ∈ Ω, thanks to the maximum prin-
ciple. Thus problem (A.7) has one solution um ∈ C2+α in the order interval [u1,m] and, the maximum
principle again yields that the map m → um is increasing. On the other hand, the classical Keller-
Osserman condition guaranteed that the problem
u = b0 f (u), x ∈ Ω0, u|∂Ω0 = ∞. (A.9)
has one solution uΩ0 ∈ C2(Ω0) for each Ω0 Ω, where b0 = minx∈Ω¯0 b(x). By the maximum principle
we have um  uΩ0(x), x ∈ Ω0 and u(x) := limm→∞ um(x) exists for x ∈ Ω0. Thus u is the desired
solution of problem (1.1) by the standard bootstrap argument, the arbitrariness of Ω0 and (A.1). 
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In this part, we give the uniqueness of solutions to problem (1.1). The method is similar to the
proof of Theorem 2 in [17].
Theorem B.1. Under the hypotheses in Theorem 1.1, problem (1.1) admits a unique solution.
Proof. Since f (s)sq is increasing in [S0,∞) for some q > 1 and S0 large enough, thanks to Lem-
ma 2.1(ii), we have
f (s)
s
is also increasing in [S0,∞). (B.1)
Let u0 be the minimal solution of problem (1.1), and let u be any other solution to problem (1.1).
We prove u = u0 in Ω . In fact, by the maximum principle, we have
u0  u inΩ. (B.2)
Moreover, by the asymptotic behavior (1.11) we deduce that
lim
d(x)→0
u0(x)
u(x)
= 1. (B.3)
For ε > 0 arbitrary, setting w := (1+ ε)u0, we have
lim
d(x)→0
(
w(x)− u(x))= lim
d(x)→0
u(x)
(
(1+ ε)u0(x)
u(x)
− 1
)
= +∞. (B.4)
Now, for small ε > 0, we deﬁne the (open) set
Dε :=
{
x ∈ Ω: w(x) < u(x)}. (B.5)
We may assume that Dε is nonempty for ε small enough, for otherwise there is nothing to prove.
Indeed, notice that Dε monotonically increases as ε ↓ 0. Moreover, we may also assume that Dε → Ω
as ε → 0, for if there exists x0 ∈ Ω and a sequence εn → 0 such that x0 /∈ Dεn for all n, we have
(1 + εn)u0(x0) u(x0), and hence u0(x0) = u(x0). The strong maximum principle then yields u ≡ u0
in Ω . Finally, we have Dε Ω by (B.4).
Next we choose η > 0 so that u0  S0 in Ωη and deﬁne Dε,η = Dε ∩ Dη . Notice that Dε,η is a
nonempty open set for small ε. Moreover, we have by (B.1) that
w = (1+ ε)b(x) f (u0) b(x) f (w), x ∈ Dε,η. (B.6)
It follows by (f1) (or (f01)) that
(u − w) b(x)( f (u)− f (w)) 0, x ∈ Dε,η. (B.7)
Thus, there is
u(x)− w(x) max
∂Dε,η
(u − w), x ∈ Dε,η, (B.8)
by view of the maximum principle.
198 Z. Zhang et al. / J. Differential Equations 249 (2010) 180–199Since ∂Dε,η = (∂Dε ∩ Dη)∪ (Dε ∩ ∂Dη), Dε ∩ ∂Ω = ∅ and (u − w)|∂Dε = 0, we see that the maxi-
mum of u − w is achieved on Dε ∩ ∂Dη = Dε ∩ {x: d(x) = η}. Hence
u(x)− w(x) max
Dε∩{x: d(x)=η}
(u − w), x ∈ Dε,η. (B.9)
Letting ε → 0 in (B.9) we obtain
u − u0  max
d(x)=η
(u − u0) := θ inΩη. (B.10)
On the other hand, by (B.2) and (f1) (or (f01)), we have
(u − u0) = b(x)
(
f (u)− f (u0)
)
 0, x ∈ Ωη := {x ∈ Ω: d(x) > η}. (B.11)
The maximum principle implies that u − u0  θ in Ωη , and hence u − u0  θ in the whole Ω . Then
the strong maximum principle gives u−u0 ≡ θ . We obtain that f (u) = f (u+ θ) in Ω , which can only
hold if θ = 0. Thus u ≡ u0, and this shows the uniqueness. 
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