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Abstract. Numerous machine learning (ML) algorithms in materials science 
allow predicting the properties of materials by molecular composition based on known 
data. However, there are factors that impede the effective application of algorithms for 
solving a specific problem. This article discusses the main methods for predicting the 
properties of materials using ML algorithms and the level of their efficiency, identifies 
factors that affect the success of predictions, and put forward proposals for improving 
some algorithms. 
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Аннотация. Множество алгоритмов машинного обучения (ML) в 
материаловедении позволяет на основе известных данных прогнозировать 
свойства материалов по молекулярному составу. Однако существуют 
факторы, препятствующие эффективному применению алгоритмов для 
решения конкретной задачи. В данной статье рассмотрены основные способы 
прогнозирования свойств материалов с помощью алгоритмов ML и уровень их 
эффективности, установлены факторы, влияющие на успешность 
предсказаний и выдвинуты предложения по улучшению некоторых алгоритмов.. 
Ключевые слова: машинное обучение, прогнозирование свойств 
материалов, количественное соотношение структура-свойство (QSPR), 
дескриптор, сочетание алгоритмов). 
 
The introduction of machine learning into the field of modern materials science 
has contributed to the emergence of a huge number of algorithms, methods and systems 
that allow you to classify and predict data.  A special place among them is occupied by 
the automatic prediction of the properties of materials according to the given 
parameters of the chemical composition.  The use of these methods can significantly 
reduce the expenditure of funds and materials for research, facilitate the processing of 
information on the properties of materials that are difficult to measure or calculate 
using traditional methods - because of monetary, time or other difficulties [1, p. 1].  
Machine learning algorithms solve the problem of studying the correlation between 
individual properties, creating models for predicting quantitative relationships of both 
individual properties and their structures.  Such methods are used to solve specific 
analytical problems within the framework of a common project and require significant 
external resources.  The effectiveness of machine learning algorithms directly depends 
on many factors, such as the availability of free data on the properties and structure of 
materials, the sample size, the influence of third-party parameters on changing the 
properties and internal structure of the material.  This article will consider the main 
methods of predicting the properties of materials using machine learning algorithms, 
the level of efficiency of these methods when changing external conditions and 
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sampling and identifies factors that affect the degree of success in predicting the 
qualities of materials. 
For a long period, experimental observations and finding correlations between 
various parameters have been the main means of studying and understanding the 
various chemical and physical properties of materials.  The properties of materials, 
such as hardness, melting point, glass transition, solidification, ionic conductivity, 
molecular sputtering energy and lattice constant, are described both at the micro- and 
macroscopic levels [10, p. 162].  Such versatile studies have formed many expert 
databases that accumulate the results of many years of work to identify signs and 
dependencies between the parameters of materials.  The demand for such platforms as 
Materials Project, Citrination, Materials Data Facility, Aflowlib and OQMD [3] is 
determined by the versatility and relative availability of data.  Data sets from such large 
data warehouses become difficult to interpret and analyze using the old approaches.  
Data mining techniques allow you to create more accurate automated models for 
predicting individual properties of materials and their aggregates based on training on 
ready-made sets.  An important role in the formation of a new approach to data analysis 
was played by the emergence of software libraries such as Matminer, Keras, 
TensorFlow [4].  Multifunctionality of the libraries, as well as their tight integration 
with skitit-learn for Python, makes it easier to work with large amounts of data and 
provides access to many useful utilities.  Computational material design is expected to 
lead to the discovery of new materials and reduce the time and cost of material 
development.  This is especially in demand for determining the direction of 
development of an enterprise when finding a way to design and produce the necessary 
materials with specified properties. 
Machine learning methods, regardless of the ultimate goal of the study, use a 
finite known dataset as the basis.  This is also the limitation of such algorithms.  
Algorithms of varying degrees of complexity require special test data corresponding to 
the essence of the task. 
The formation of separate groups of parameters from a dataset is an important 
step in building a forecasting model.  Since, often, it is sufficient to use a limited 
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number of parameters fixing the properties of materials, establishing dependencies 
between them becomes a priority task.  Traditional compressed probing methods such 
as LASSO (Linear Absolute Compression and Selection Operator) and algorithms 
based on it are poorly applicable for cases where functions are correlated.  The article 
[5] considers an improved systematic approach to the detection of descriptors (sets of 
parameters) based on the SISSO (sure-independence screening and sparsifying 
operator) method.  This approach is a modification of LASSO and allows you to 
analyze huge function spaces, including correlated ones, find the optimal composition 
of the descriptor, and generate predictive models in the form of analytical formulas at 
the output.  The optimal solution is distinguished from the combinations of functions 
related to the required material properties, even based on relatively small training sets. 
The SISSO method was used to predict the level of thermal equilibrium of chemical 
compounds by finding the best descriptor and was confirmed by experimental data [6].  
At the same time, the quality of prediction allows us to assert that the algorithm is 
efficient.  The use of the analytically identified descriptor made it possible to predict 
the Gibbs energy parameters with high accuracy for any structure that includes the 
elements of the descriptor (in particular, we are talking about the presence of the total 
DFT energy).  This makes it possible to predict temperature-dependent 
thermodynamics with high throughput over a wide range of compositions and 
temperatures.  The idea of expanding the functionality of the method to the 
multitasking level MT-SISSO was developed in the study [7].  This approach is 
especially suitable for databases of dissimilar materials with limited or partial data, for 
example, where not all properties are specified for all materials in the training set. 
The SISSO model is one of the most general approaches to handling large 
datasets.  The demand for general analysis is often much higher than narrowly focused 
algorithms.  However, they take place and are based on the manual formation of 
optimal descriptors that do not capture a large set of features.  In particular, this is 
relevant for predicting the energy of the forbidden zone or the ability to glass formation, 
although there have been literary descriptions and ready-made sets of parameters and 
dependences of these properties for many years [2, p. 1-2].  Such algorithms are used 
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to solve specific problems with a small spread of features, which significantly reduces 
their prevalence.  Concentration on several indicators allows narrowly focused 
algorithms to have the highest performance and prediction accuracy in the selected area 
[8, p. 1].  However, even for special algorithms, there are signs that are difficult and 
ineffective to predict using computer programs, as is acceptable for the glass transition 
temperature of the material.  This is due to multiple external and internal factors - 
pressure, molecular structure, conformational features [10, p. 162].  The problem of 
predicting such properties was solved in the study [17].  The solution consists in 
selecting a successful combination of several methods, generalized formation of a set 
of attributes, grouping the sample into chemically similar subsets, and then training 
each subsample separately from the rest. 
Each method has individual advantages in speed, interpretability, accuracy, and 
data coverage.  Parallel evaluation of the effectiveness of several algorithms allows 
you to establish the degree of utility of the algorithm with its computational 
requirements and the level of errors issued.  Machine analysis approaches allow finding 
a balance between the real correspondence of predictions to experimental data and a 
low level of predicted errors.  However, not for any algorithm such a balance is 
possible, which generates a lot of discussions and studies on this topic.  So, for 
example, the degree of learning of decision tree ensembles and high classification 
accuracy are much higher than any other combinations.  With this undeniable 
advantage, the results of this algorithm are difficult for a specialist to interpret, which 
complicates its full-fledged wide application in predicting the properties of materials 
[2, p. 2].  The advantages and disadvantages of using the trained tree algorithm for 
analyzing large amounts of data were previously discussed by us in a related study 
[13].  In particular, in a simplified form, this algorithm does an excellent job of 
handling data outliers. 
A promising extension of the decision tree algorithm is the random forest 
regression model.  The construction of the forecast is based on the generalization of 
the results of calculating several trees with different parameters and depends on the 
number of decision trees, the maximum depth of the trees and the number of random 
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features.  Optimization of the main parameters is the main task when building a 
forecasting model.  After creating training sets using the Bootstrap method, it is 
recommended to use the classification and regression tree (CART) method to select the 
best mode for splitting the set.  Subsequently, the predicted value is determined by 
averaging the predicted values by the trees.  This method was first investigated by Leo 
Breiman together with Adele Cutler [14].  In their research, they established the main 
advantages of the method, which make it popular and relevant for solving forecasting 
problems in materials science.  The effectiveness of this forecasting technology was 
experimentally confirmed by research [9] to determine the porosity readings of ceramic 
materials.  According to the results obtained, the porosity of the material predicted by 
the regression random forest model is within the acceptable range of measurement 
errors and directly depends on the input parameters of the algorithm. 
The approach that involves finding the relationship between molecular features 
and macroscopic properties is called quantitative structure-property ratio (QSPR).  The 
QSPR methodology is used in various studies and is applied to predict the properties 
of materials, such as: flash point [19], normal boiling point [20], Henry's law constants 
[21] and many others.  To predict the properties of materials, as a rule, regression 
analysis methods are used that show the best results.  The QSPR model for feature 
selection can use a wide range of algorithms, such as genetic algorithms (GA) [22, p.  
53-59], stepwise regression (SR) [22, p. 55-59], a simple replacement method (RM) 
[22, p. 55-59] or enhanced replacement method (ERM).  According to the source [23], 
it is the use of the ERM method that provides the best prediction based on a 
combination of regression methods and genetic algorithms.  This method was used to 
identify the minimum number of possible descriptors before using the genetic 
programming (GP) method in the study [18, p. 5-16].  The same method was used as 
the basis for the formation of an improved model for predicting individual properties 
of crude oil in this study [24]. 
Most methods for predicting material properties at the macroscopic level are 
subject to multiple changes.  Such modifications eliminate the disadvantages of the 
combined algorithms by overlapping them with each other.  For example, based on 
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support vector regression (SVR), a hybrid methodology was created that combines 
genetic algorithms and SVR to predict atmospheric corrosion parameters for zinc and 
steel [15].  The research results prove the best predictive ability of the combination of 
algorithms.  Subsequently, the poor performance of the component parts was 
eliminated by the introduction of two-stage SVR prediction based on the choice of 
characteristics (FSTS-SVR).  The algorithm was analyzed by the authors of the study 
[10, p. 166-167] and showed the smallest percentage of prediction errors in comparison 
with previous versions. 
Algorithms based on graph representations also show excellent performance 
when combined.  Among them, the crystal graph convolutional neural network 
(CGCNN) or the material graph network (MEGNet) stands out [25].  This method 
became the basis for the formation of the optimal material descriptor network 
(MODNet) algorithm using some SISSO elements.  In their research, the authors 
compare the developed MODNet method with the functionality of the methods 
included in it [8, p. 3-5].  The results of the analysis showed the superiority of this 
algorithm in most of the criteria, which indicates a successful experience in combining 
algorithms.  A group of researchers [11, 12], based on individual internal research, 
concluded that such an iterative combination of teaching methods will allow achieving 
a high rate of discovery of both simple and complex compounds. 
The microscopic characteristics of a material (atomic characteristics) are the 
basis of the macroscopic properties.  The problem of predicting microscopic properties 
is the lack of a description of a wide range of parameters, instead of focusing on specific 
aspects (lattice structure, energy of bands and molecules) [10, p. 164].  However, with 
optimized input parameters, macroscopic prediction algorithms can show much more 
successful results than narrowly targeted algorithms.  In the study [16], the already 
mentioned SVR method, generalized regression neural networks (GRNN), ANN, 
random forests and multiple linear regression were used to predict the lattice constants 
of complex cubic perovskites.  At the same time, according to the experimental data of 
the study, the best prediction model was built by the SVR method, which indicates the 
undoubted advantage of the algorithm in data generalization [10, p. 166-168; 16]. 
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Machine learning methods have tremendous potential in materials science.  
Their use in discovering new materials and predicting their properties by solving 
problems of classification, regression, probability assessment, sorting and selection of 
data is becoming the main direction of development of the region as a whole.  However, 
it should be noted that no single data mining algorithm can achieve absolutely 
successful predictions for all properties and attributes of a material.  In this regard, 
comparing the effectiveness of a variety of machine learning methods is a paramount 
task at the initial stage of model design.  Data cleaning and the formation of a complex 
of descriptors is carried out using specialized methods (SISSO, MODNet, CART).  The 
method of direct data analysis is also selected based on factors such as: the sample size, 
the shape of the cleaned data (in particular, the presence of categorical attributes), the 
ability to handle exceptions and outliers (classification algorithms do a good job with 
this), smoothness of the results, speed and performance of the algorithm.  The use of 
one method or another should be determined by the ease of use, the openness of the 
functions of the algorithm, the ability to adapt the method to the conditions of the 
problem (including focusing on the individual characteristics of the material property) 
and the balance between the learning rate and the rate of real prediction.  A theoretical 
study has shown the superiority of regression analysis methods and a combination of 
various algorithms over single methods.  The overall efficiency of the algorithm when 
used to solve a specific problem in the field of materials science depends on the 
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