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Abstract
Let ρ and π be two probability measures on [−1, 1]d with positive and analytic Lebesgue
densities. We investigate the approximation of the unique triangular monotone (Knothe–
Rosenblatt) transport T : [−1, 1]d → [−1, 1]d, such that the pushforward T♯ρ equals π. It
is shown that for d ∈ N there exist approximations T˜ of T based on either sparse polynomial
expansions or ReLU networks, such that the distance between T˜♯ρ and π decreases exponen-
tially. More precisely, we show error bounds of the type exp(−βN1/d) (or exp(−βN1/(d+1))
for neural networks), where N refers to the dimension of the ansatz space (or the size of the
network) containing T˜ ; the notion of distance comprises, among others, the Hellinger distance
and the Kullback–Leibler divergence. The construction guarantees T˜ to be a monotone tri-
angular bijective transport on the hypercube [−1, 1]d. Analogous results hold for the inverse
transport S = T−1. The proofs are constructive, and we give an explicit a priori description
of the ansatz space, which can be used for numerical implementations. Additionally we discuss
the high-dimensional case: for d = ∞ a dimension-independent algebraic convergence rate is
proved for a class of probability measures occurring widely in Bayesian inference for uncertainty
quantification, thus verifying that the curse of dimensionality can be overcome in this setting.
Key words: transport maps, domains of holomorphy, uncertainty quantification, sparse ap-
proximation, neural networks, sampling
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1 Introduction
It is a long-standing challenge in applied mathematics and statistics to approximate integrals
w.r.t. a probability measure π, which is given only through its (possibly unnormalized) Lebesgue
density fπ, on a high-dimensional integration domain. Here we consider probability measures
on the bounded domain [−1, 1]d. One of the main applications is in Bayesian inference, which
provides a method to infer unknown parameters y ∈ [−1, 1]d from noisy and/or indirect data.
In this case π is interpreted as the so-called posterior measure. It is obtained by Bayes’ rule,
which allows one to update a prior belief on the parameters by conditioning on the data. The
posterior encompasses all information about the parameters given the data, and a typical goal
is to compute the expectation
∫
[−1,1]d g(y)π(dy) of some quantity of interest g : [−1, 1]d → R
w.r.t. the posterior.
Various approaches to high-dimensional integration have been proposed in the literature.
One of the most common strategies consists of Monte Carlo-type sampling, e.g., with Markov
chain Monte Carlo (MCMC) methods [51]. Metropolis-Hastings MCMC algorithms, for instance,
are versatile and simple to implement. Yet the mixing times of standard Metropolis algorithms
can scale somewhat poorly with the dimension d. (Here function-space MCMC algorithms
[13, 14, 53] and others [43, 60] represent notable exceptions, with dimension-independent mixing
for certain classes of target measures.) In general, MCMC algorithms may suffer from slow
convergence and possibly long burn-in phases. Furthermore, MCMC is intrinsically serial, which
can make sampling infeasible when each evaluation of fπ is costly. Variational inference can
improve on some of these drawbacks. It replaces the task of sampling from π by an optimization
problem. The idea is to minimize (for instance) the KL divergence between π and a second
measure π˜ in some given class of tractable measures, where ‘tractable’ means that iid samples
from π˜ can easily be computed.
Transport based methods are one instance of this category: given an easy-to-sample-from
“reference” measure ρ, we look for an approximation T˜ to the transport T such that T♯ρ =
π. Here T♯ρ denotes the pushforward measure, i.e., T♯ρ(B) = ρ(T
−1(B)) for all measurable
sets B. Then π˜ := T˜♯ρ is an approximation to the “target” π = T♯ρ. Unlike in optimal
transportation theory, e.g., [61, 54], T is not required to minimize some cost. This allows
imposing further structure on T in order to simplify numerical computations. The (triangular)
Knothe–Rosenblatt rearrangement [52] has been found to be particularly useful in this context,
as it admits computation of the Jacobian determinant in linear time. Given an approximation T˜
to (some) transport T , for a random variable X ∼ ρ it holds T˜ (X) ∼ π˜. Thus iid samples from
π˜ are obtained via (T˜ (Xi))
n
i=1, where (Xi)
n
i=1 are ρ-distributed iid. This strategy, and various
refinements and variants, have been investigated theoretically and empirically, and successfully
applied in Bayesian inference; see, e.g., [22, 40, 1, 49, 59, 19]. Normalizing flows, now used
in the machine learning literature [50, 32, 47] for variational inference, generative modeling,
and density estimation, are another instance of this transport framework. In particular, many
so-called “autoregressive” flows, e.g., [48, 29], are specific parametrizations of triangular maps.
Nonetheless, a complete mathematical convergence analysis of these transport methods is not
yet available in the literature.
Sampling methods can be contrasted with deterministic approaches, where a quadrature
rule is constructed that converges at a guaranteed (deterministic) rate for all integrands in some
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function class. Unlike sampling methods, deterministic quadratures can achieve higher-order
convergence. They even overcome the curse of dimensionality, presuming certain smoothness
properties of the integrand. We refer to sparse-grid quadratures [9, 56, 24, 26, 6, 65] and quasi-
Monte Carlo quadrature, e.g., [18, 55, 5], as examples. It is difficult to construct deterministic
quadrature rules for an arbitrary measure π however, so typically they are only available in
specific cases such as for the Lebesgue or Gaussian measure. Interpreting
∫
[−1,1]d g(t)π(dt) as
the integral
∫
[−1,1]d g(t)fπ(t)dt w.r.t. the Lebesgue measure, these methods are still applicable.
In Bayesian inference, however, π can be strongly concentrated, corresponding to either small
noise in the observations or a large data set. Then this viewpoint may become problematic. For
example, the error of Monte Carlo quadrature depends on the variance of the integrand. The
variance of gfπ (w.r.t. the Lebesgue measure) can be much larger than the variance of g (w.r.t.
π), in case π is strongly concentrated, i.e., fπ is very peaky. This problem was addressed in [57]
by combining an adaptive sparse-grid quadrature with a linear transport map. This approach
combines the advantage of high-order convergence with quadrature points that are mostly within
the area where π is concentrated. Yet if π is multimodal (i.e., concentrated in several separated
areas) or even unimodal but strongly non-Gaussian, then the linearity of the transport precludes
such a strategy from being successful. In this case the combination of nonlinear transport maps
with deterministic quadrature rules may lead to similarly improved algorithms.
Finally, we also mention the kernel-based Stein variational gradient descent (SVGD) and its
variants, which have recently emerged as a promising research direction [37, 17]. Put simply,
these methods try to find n points (xi)
n
i=1 minimizing an approximation of the KL divergence
between the target π and the uniform discrete probability measure with support (xi)
n
i=1. A
discrete convergence analysis is not yet available, but a connection between the mean field limit
and gradient-flow has been established [36, 38, 20].
In this paper, we analyze the approximation of the transport T satisfying T♯ρ = π under
the assumption that the reference and target densities fρ and fπ are analytic. This assumption
is quite strong, but satisfied in many applications, including the main application we have in
mind, which is Bayesian inference in uncertainty quantification. The reference ρ can be chosen
at will, e.g., as a uniform measure so that fρ is constant (thus analytic) on [−1, 1]d. And here
the target measure π is a posterior density, stemming from a PDE-driven likelihood function.
This means that there is a PDE modeling some physical system: we may think for instance of
Maxwell’s equations. The system depends on an unknown parameter describing certain aspects
of the problem, such as the shape of the domain, material properties, or boundary conditions.
Based on noise-polluted and perhaps partial observations of the system, the goal is to infer
the unknown parameter and consequently the shape of the domain, the type of material, or
the boundary conditions. For well-posed PDEs (such as Maxwell’s equations) under suitable
conditions it can often be shown that the corresponding posterior density is indeed an analytic
function of the parameters; we refer for instance to [58, 9, 30]. For d = ∞, instead we have to
assume fρ : [−1, 1]N and fπ : [−1, 1]N to be analytic in each (of the infinitely many) variables.
We explain this in more detail for a standard example in Sec. 5 (for d ∈ N) and Example 7.8
(for d =∞).
1.1 Contributions
For d ∈ N we prove that there exist spaces of sparse polynomials in which the best approximation
of T decreases at the exponential rate exp(−βN1/d), for some β > 0. More precisely, our
approximation T˜ : [−1, 1]d → [−1, 1]d is a rational function in each component, where numerator
and denominator belong to a sparse polynomial space; see Prop. 4.9. The argument is based
on a result quantifying the regularity of T in terms of its domain of analyticity, which is given
in Thm. 3.6. Prop. 6.5 shows that the same convergence rate is obtained for the pushforward
measure T˜♯ρ. We provide lower bounds on β > 0, based on properties of fρ and fπ. Furthermore,
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given ε > 0, we provide a priori an ansatz space guaranteeing the best approximation in the
ansatz space to be ε-close to T (up to an unknown constant); see Prop. 4.9 and Sec. 5. This
allows to improve upon existing numerical algorithms: previous approaches were either based
on heuristics or on adaptive (greedy) enrichment of the ansatz space, neither of which can
guarantee convergence. Using known approximation properties of polynomials by rectified linear
unit (ReLU) neural networks, we show that ReLU neural networks can approximate T at an
exponential rate; see Thm. 4.12. We point out that normalizing flows in machine learning also
try to approximate T with a neural network; see for example [50, 28, 25, 23]. While our neural
network is not a normalizing flow, there are close ties to this methodology, and in the present
work we do not merely show universality, i.e., approximability of T by neural networks, but we
even prove an exponential convergence rate. Similar results have not yet been established for
normalizing flows to the best of our knowledge.
For the infinite dimensional case, we restrict ourselves to densities of the type
fπ(y) = fπ
(∑
j∈N
yjψj
)
, (1.1)
where y = (yj)j∈N. Here fπ is assumed complex differentiable between two complex Banach
spaces, and (ψj)j∈N is a summable sequence in the first Banach space, such that
∑
j∈N yjψj is
well-defined for any y ∈ [−1, 1]N. In Thm. 7.3 we show that in the infinite dimensional case
the transport T : [−1, 1]N → [−1, 1]N is still well-defined. Thm. 7.5 analyzes its regularity, and
in Thm. 7.10 we prove that it can be approximated with an algebraic convergence rate, which
is also obtained for the pushforward measure as shown in Prop. 7.12. If (‖ψj‖)j∈N ∈ ℓp(N) for
some p ∈ (0, 1) then the convergence rate equals 1p − 1 > 0. This is in accordance with previous
function approximation results of this type [10, 11, 9]. We emphasize that the present result is
a nontrivial extension: the cited papers analyze approximation of functions fπ : [−1, 1]N → R
as in (1.1). Here we approximate the transport T : [−1, 1]N → [−1, 1]N, and hence a function
with infinitely many components. The result hinges on two observations: (i) for k large enough
(dependent on the accuracy ε > 0) it suffices to choose the kth component of the approximation
to T as T˜k(x) = xk, and (ii) a careful analysis of the domain of analyticity of Tk reveals that
that xk plays a special role in the approximation of Tk (see Thm. 3.6). Here Tk is a function of
(xi)
k
i=1 since T is triangular.
As outlined above, T can be employed in the construction of either sampling-based or de-
terministic quadrature methods. Understanding the approximation properties of T is the first
step towards a rigorous convergence analysis of such algorithms. In practice, once a suitable
ansatz space has been identified, a (usually nonconvex) optimization problem needs to be solved
to find a suitable T˜ within the ansatz space. While this optimization is beyond the scope of
the current paper, we intend to empirically analyze a numerical algorithm based on the present
results in a forthcoming publication. Finally, we mention that most (theoretical and empirical)
earlier works on this topic have assumed measures supported on all of Rd instead of [−1, 1]d. A
similar analysis in the unbounded case, as well as numerical experiments and the development
and improvement of algorithms in this case, will be the topics of future research.
1.2 Main Ideas
Consider the case d = 1. Let π and ρ be two probability measures on [−1, 1] with strictly
positive Lebesgue densities fρ, fπ : [−1, 1]→ {x ∈ R : x > 0}. Let
Fρ(x) :=
∫ x
−1
fρ(t)dt, Fπ(x) :=
∫ x
−1
fπ(t)dt, (1.2)
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be the corresponding cumulative distribution functions (CDFs), which are strictly monotonically
increasing and bijective from [−1, 1]→ [0, 1]. For any interval [a, b] ⊆ [−1, 1], it holds that
ρ(F−1ρ ◦ Fπ([a, b])) =
∫ F−1ρ (Fpi(b))
F−1ρ (Fpi(a))
fρ(t)dt = Fπ(b)− Fπ(a) = π([a, b]).
Hence T := F−1π ◦ Fρ is the unique monotone transport satisfying ρ ◦ T−1 = π, i.e., T♯ρ = π.
The formula T = F−1π ◦ Fρ implies that T inherits the smoothness of F−1π and Fρ. Thus it is
at least as smooth as fρ and fπ (more precisely, fρ, fπ ∈ Ck imply T ∈ Ck+1). We will see
in Prop. 3.4 that if fρ and fπ are analytic, the domain of analyticity of T is (under further
conditions) proportional to the minimum of the domain of analyticity of fρ and fπ.
Knowledge of the analyticity domain of T allows to prove exponential convergence of poly-
nomial approximations: Assume for the moment that T : [−1, 1] → [−1, 1] admits an an-
alytic extension to the complex disc with radius r > 1 and center 0 ∈ C. Then T (x) =∑
k∈N
dk
dyk
T (y)|y=0 xkk! for x ∈ [−1, 1], and the kth Taylor coefficient can be bounded with
Cauchy’s integral formula by Cr−k. This implies that the nth Taylor polynomial uniformly
approximates T on [−1, 1] with error O(r−n) = O(exp(− log(r)n)). Thus r determines the rate
of exponential convergence.
The above construction of the transport can be generalized to the Knothe–Rosenblatt trans-
port T : [−1, 1]d → [−1, 1]d for d ∈ N. We will determine an analyticity domain for each
component Tk of T = (Tk)
d
k=1, however, not in the shape of a polydisc, but as a polyellipse con-
taining [−1, 1]k. The reason is that analyticity of fρ and fπ does not imply the existence of such
a polydisc, but it implies the existence of a suitable polyellipse. Instead of Taylor expansions,
one can then prove exponential convergence of Legendre expansions. Rather than approximat-
ing T with Legendre polynomials, we introduce a correction guaranteeing our approximation
T˜ : [−1, 1]d → [−1, 1]d to be bijective. This results in a rational function T˜ . Using existing
theory for ReLU networks, we also deduce a ReLU approximation result. Finally, most of the
above will be adapted to accommodate the infinite dimensional case d =∞.
1.3 Outline
In Sec. 1.4 we introduce the notation used throughout. Sec. 2 recalls the construction of the
triangular Knothe–Rosenblatt transport in the finite dimensional case. In Sec. 3 we provide
statements about the domain of analyticity of T . Sec. 4.1 recalls the convergence of analytic
functions by Legendre polynomials. We then apply the results of Sec. 3 to the transport in
Sec. 4.2 and show convergence rates in the finite dimensional case. Subsequently Sec. 4.3 dis-
cusses a deep neural network approximation result for the transport. In Sec. 5 we present a
standard example in uncertainty quantification, and demonstrate how our results may be used
to determine, a priori, sparse polynomial ansatz spaces for the transport. Sec. 6 uses results
on the approximation of transports to establish convergence rates for the associated measures.
Finally, Sec. 7 discusses results for the infinite dimensional case.
Throughout, proofs in the main text are only provided in case they are very short or instruc-
tive. All other proofs and technical arguments are deferred to the appendix.
1.4 Notation
1.4.1 Sequences and multiindices
Boldface characters such as x denote vectors with components x = (xi)
d
i=1 for some d ∈ N.
Truncated vectors and slices of vectors are denoted by x[k] := (xi)
k
i=1 and x[j:k] := (xi)
k
i=j if
1 ≤ j ≤ k ≤ d. Analogous notation is used for infinite sequences, e.g. x = (xi)∞i=1.
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For a multiindex ν ∈ Nd0 or ν ∈ NN0 , suppν := {j : νj 6= 0}, and |ν| =
∑
j∈supp ν νj , where
empty sums equal 0 by convention. Additionally, empty products equal 1 by convention and
xν :=
∏
j∈supp ν x
νj
j . For two multiindices we write η ≤ ν if ηj ≤ νj for all j, and η < ν if
η ≤ ν and there exists j such that ηj < νj . A subset Λ ⊆ Nd0 is called downward closed if it is
finite and satisfies that for every ν ∈ Λ it holds {η ∈ Nd0 : η ≤ ν} ⊆ Λ.
For n ∈ N, Pn := span{xi : i ∈ {0, . . . , n}}, where the span is understood over the field R
(rather than C). Moreover, for Λ ⊆ Nd0
PΛ := span{xν : ν ∈ Λ}, (1.3)
and a function p ∈ PΛ maps from Cd → C. In case Λ = ∅ we adhere to the convention PΛ = {0},
i.e., PΛ only contains the constant 0 function.
1.4.2 Sets and fields
We write R+ := {x ∈ R : x > 0} and for a complex number z = a+ ib ∈ C, ℜ(z) = a ∈ R and
ℑ(z) = b ∈ R. For any δ ∈ R+ and S ⊆ C
Bδ(S) := {z ∈ C : ∃y ∈ S s.t. |z − y| < δ}, (1.4)
and thus Bδ(S) =
⋃
x∈S Bδ(x). The closed version is denoted by B¯δ(S). For δ = (δi)di=1 ⊂ R+,
Bδ(S) :=×di=1 Bδi(S) ⊆ Cd, and similarly in case d = ∞. If we omit the argument S, then
S := 0, i.e., e.g., Bδ := Bδ(0).
1.4.3 Measure spaces
Throughout, [−1, 1]d is equipped with the Borel σ-algebra, which we denote by B([−1, 1]d).
Additionally, we consider U := [−1, 1]N with the product topology and the Borel σ-algebra
B([−1, 1]N) (which in this case coincides with the product σ-algebra).
Let λ be the Lebesgue measure on [−1, 1]. Then µ1 := λ2 , and µd := ⊗dj=1µ1 for d ∈ N.
Similarly µ∞ := ⊗j∈Nµ1. This infinite (probability) product measure on U is well-defined
according to [2, Thm. 3.5.1]. To keep the notation succinct, we omit the index and simply write
µ in the following, with d ∈ N ∪ {∞} being clear from the context.
Throughout, we will several times write that “f : [−1, 1]d → R+ is a probability density”, by
which we mean that f is measurable, f(x) > 0 for all x ∈ [−1, 1]d and ∫[−1,1]d f(x)dµ(x) = 1,
i.e. it is a probability density w.r.t. the measure µ on [−1, 1]d. For d =∞, as always [−1, 1]d is
replaced with U in this notion.
We use (Ω,A, ν) to denote a generic measure space with a finite measure ν. In case Ω =
[−1, 1]d (or Ω = U) and ν ≪ µ, we write fν = dρdµ for the Radon-Nikodym derivative.
1.4.4 Transport maps
Let d ∈ N. A map T : [−1, 1]d → [−1, 1]d is called triangular if T = (T1, . . . , Td) and Tj :
[−1, 1]j → [−1, 1] is a function of the variables x[j] = (xi)ji=1. We say that T is monotone if
xj 7→ Tj(x[j−1], xj) is monotonically increasing for any fixed x[j−1] ∈ [−1, 1]j−1 and every j.
Note that xj 7→ Tj(x[j−1], xj) being bijective from [−1, 1] → [−1, 1] for any x[j−1] ∈ [−1, 1]j−1
and any j ∈ {1, . . . , d} implies T : [−1, 1]d → [−1, 1]d to be bijective.
For a measurable bijection T : [−1, 1]d → [−1, 1]d and a measure ρ on [−1, 1]d, the pushfor-
ward T♯ρ and the pullback T
♯ρ are defined as
T♯ρ(A) = ρ(T
−1(A)) and T ♯ρ(A) = ρ(T (A))
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for all measurable A ⊆ [−1, 1]d. Analogous definitions hold for measurable bijections T : U → U ,
and a measure ρ on U .
The inverse transport T−1 : [−1, 1]d → [−1, 1]d is denoted by S. If T : [−1, 1]d → [−1, 1]d
is a triangular monotone bijection, then the same is true for S : [−1, 1]d → [−1, 1]d: it holds
S1(y1) = T
−1
1 (y1) and
Sj(y1, . . . , yj) = Tj(S1(y1), . . . , Sj−1(y1, . . . , yj−1), ·)−1(yj).
Also note that T♯ρ = π is equivalent to S
♯ρ = π.
2 Knothe–Rosenblatt transport
Let d ∈ N. Given a reference probability measure ρ and a target probability measure π on
[−1, 1]d, under certain conditions, the Knothe–Rosenblatt transport is the (unique) triangular
monotone transport T : [−1, 1]d → [−1, 1]d such that T♯ρ = π. We now recall the explicit
construction of T , as for instance presented in [54]. Throughout it is assumed that π ≪ µ and
ρ ≪ µ have continuous and positive densities, i.e., dπdµ = fπ ∈ C0([−1, 1]d;R+) and dρdµ = fρ ∈
C0([−1, 1]d;R+).
Remark 2.1. We consider transports on [−1, 1]d with d ∈ N. All of the following is generalized
to arbitrary Cartesian products×dj=1[aj , bj] ⊂ Rd with −∞ < aj < bj < ∞ for all j, via an
affine transformation of all occurring functions.
For a continuous density function f : [−1, 1]d → C, we denote in the following for x ∈ [−1, 1]k
fˆk(x) :=
∫
[−1,1]d−k
f(x, tk+1, . . . , td)µ(d(tj)
d
j=k+1) k ∈ {0, . . . , d},
fk(x) :=
fˆk(x)
fˆk−1(x[k−1])
k ∈ {1, . . . , d},
(2.1)
i.e. fˆ0 is the constant
∫
[−1,1]d f(t1, . . . , td)µ(d(tj)
d
j=1). Note that fk(x[k−1], ·) is the marginal
density w.r.t. the variable xk conditioned on x[k−1] = (x1, . . . , xk−1) ∈ [−1, 1]k−1. The corre-
sponding CDFs
Fπ;k(x[k−1], xk) :=
∫ xk
−1
fπ;k(x[k−1], tk)dtk,
Fρ;k(x[k−1], xk) :=
∫ xk
−1
fρ;k(x[k−1], tk)dtk,
(2.2)
are well-defined for x ∈ [−1, 1]k and all k ∈ {1, . . . , d}. They are interpreted as functions of xk
with x[k−1] fixed; in particular Fπ;k(x[k−1], ·)−1 denotes the inverse of xk 7→ Fπ;k(x[k−1], xk).
For x = (xi)
d
i=1 ∈ [−1, 1]d let
T1(x1) := (Fπ;1)
−1 ◦ Fρ;1(x1) (2.3a)
and inductively for k ∈ {2, . . . , n}
Tk(x[k−1], ·) := Fπ;k(T1(x1), . . . , Tk−1(x[k−1]), ·)−1 ◦ Fρ;k(x[k−1], ·). (2.3b)
Then
T (x) :=


T1(x1)
T2(x[2])
...
Td(x[d])

 (2.4)
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yields the triangular Knothe–Rosenblatt transport T : [−1, 1]d → [−1, 1]d. In the following we
denote by dT : [−1, 1]d → Rd×d the Jacobian matrix of T . There holds the following theorem;
see, e.g., [54, Prop. 2.18] for a proof.
Theorem 2.2. The Knothe–Rosenblatt transport T in (2.4) satisfies T♯ρ = π and
det dT (x)fπ(T (x)) = fρ(x) ∀x ∈ [−1, 1]d.
In general, T satisfying T♯ρ = π is not unique. To keep the presentation succinct, we
will simply refer to “the transport T ” in the following, by which always mean the unique
triangular (Knothe–Rosenblatt) transport. We also mention that the regularity assumptions on
the densities can be relaxed; see for example [3].
3 Analyticity
The explicit formulas for T given in Sec. 2 allow us to show that T essentially inherits the
regularity of the two densities fρ and fπ. In particular, analytic densities yield an analytic
transport. Analyzing the convergence of polynomial approximations to T requires knowledge of
the domain of analyticity of T , which is investigated in this section.
3.1 One dimensional case
Let d = 1. By (2.3a), T : [−1, 1] → [−1, 1] can be expressed through the CDF of ρ and the
inverse CDF of π. As the inverse function theorem is usually stated without giving details on the
precise domain of extension of the inverse function, we give a proof (using classical arguments)
in Appendix A. This leads to the result in Lemma 3.2. Before stating it, we provide another
short lemma that will be used several times.
Lemma 3.1. Let δ > 0 and let K ⊆ C be convex. Assume that f ∈ C1(Bδ(K);C) such that
supx∈Bδ(K) |f(x)| ≤ L. Then supx∈K |f ′(x)| ≤ L/δ and f : K → C is Lipschitz continuous with
Lipschitz constant L/δ.
Proof. For any x ∈ K and any ε ∈ (0, δ), by Cauchy’s integral formula
|f ′(x)| =
∣∣∣∣∣ 12πi
∫
|ζ−x|=δ−ε
f(ζ)
(ζ − x)2 dζ
∣∣∣∣∣ ≤ Lδ − ε .
Letting ε→ 0 implies the claim.
Lemma 3.2. Let δ > 0, x0 ∈ C and let f ∈ C1(Bδ(x0);C). Suppose that
0 < M ≤ |f(x)| ≤ L ∀x ∈ Bδ(x0).
Let F : Bδ(x0)→ C be an antiderivative of f : Bδ(x0)→ C.
With
α = α(M,L) :=
M2
2M + 4L
and β = β(M,L) :=
α
M
=
M
2M + 4L
(3.1)
there then exists a unique function G : Bαδ(F (x0)) → Bβδ(x0) such that F (G(y)) = y for all
y ∈ Bαδ(F (x0)). Moreover G ∈ C1(Bαδ(F (x0));C) with Lipschitz constant 1/M .
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Proof. We verify the conditions of Prop. A.2 with δ˜ := δ/(1 + 2L/M) < δ. To obtain a bound
on the Lipschitz constant of F ′ = f on Bδ˜(x0), it suffices to bound F ′′ = f ′ there. Due to
δ˜ + δ˜2L/M = δ, for all x ∈ Bδ˜(x0) we have by Lemma 3.1
|f ′(x)| ≤ L
2δ˜L/M
=
M
2δ˜
≤ |f(x0)|
2δ˜
=
|F ′(x0)|
2δ˜
.
Since F ′(x0) = f(x0) 6= 0, the conditions of Prop. A.2 are satisfied, and G is well defined
and exists on Bαδ(F (x0)), where αδ = δM2/(2M + 4L) = δ˜M/2 ≤ δ˜|F ′(t0)|/2. Finally, due
to 1 = F (G(y))′ = F ′(G(y))G′(y), it holds G′(y) = 1/f(G(y)) for all y ∈ Bαδ(F (x0)), which
shows that G : Bαδ(F (x0)) → C has Lipschitz constant 1/M . Hence G : Bαδ(F (x0)) →
Bαδ/M (G(F (x0))) = Bβδ(x0). Uniqueness of G : Bαδ(F (x0)) → Bβδ(x0) satisfying F ◦ G = Id
on Bαδ(F (x0)) follows by Prop. A.2 and the fact that βδ = δ˜/2 ≤ δ˜.
For x ∈ [−1, 1] and a density f : [−1, 1] → R the CDF equals F (x) = ∫ x−1 f(t)µ(dt). By
definition of µ
F (x) =
∫ x
−1
f(t)
dt
2
=
x+ 1
2
∫ 1
0
f(−1 + t(x + 1))dt. (3.2)
In case f allows an extension f : Bδ([−1, 1])→ C, then F : Bδ([−1, 1])→ C is also well-defined
via (3.2). Without explicitly mentioning it, we always consider F to be naturally extended to
complex values in this sense.
Lemma 3.3. Let δ > 0 and let
(a) f : [−1, 1]→ R+ be probability density such that f ∈ C1(Bδ([−1, 1]);C),
(b) M ≤ |f(x)| ≤ L for some 0 < M ≤ L <∞ and all x ∈ Bδ([−1, 1]).
Set F (x) :=
∫ x
−1 f(t)µ(dt) and let α = α(M,L), β = β(M,L) be as in (3.1).
Then
(i) F : [−1, 1] → [0, 1] is a C1-diffeomorphism, and F ∈ C1(Bδ([−1, 1]);C) with Lipschitz
constant L,
(ii) there exists a unique G : Bαδ([0, 1]) → Bβδ([−1, 1]) such that F (G(y)) = y for all y ∈
Bαδ([0, 1]) and
G : Bαδ(F (x0))→ Bβδ(x0) (3.3)
for all x0 ∈ [−1, 1]. Moreover G ∈ C1(Bαδ([0, 1]);C) with Lipschitz constant 1M .
We arrive at a statement about the domain of analytic extension of the one dimensional
monotone transport T := F−1π ◦ Fρ : [−1, 1]→ [−1, 1] (cp. (2.3a)).
Proposition 3.4. Let δρ, δπ > 0, Lρ ≤ ∞, 0 < Mπ ≤ Lπ ≤ ∞ and
(a) for ∗ ∈ {ρ, π} let f∗ : [−1, 1]→ R+ be a probability density and f∗ ∈ C1(Bδ∗([−1, 1]);C),
(b) for x ∈ Bδρ([−1, 1]), t ∈ Bδpi([−1, 1])
|fρ(x)| ≤ Lρ, 0 < Mπ ≤ |fπ(t)| ≤ Lπ.
Then with r := min{δρ, δpiM
2
pi
Lρ(2Mpi+4Lpi)
} and q := rLρMpi it holds T ∈ C1(Br([−1, 1]);Bq([−1, 1])).
Proof. First, according to Lemma 3.3 (i), Fρ : [−1, 1]→ [0, 1] admits an extension
Fρ ∈ C1(Bδρ([−1, 1]);BLρδρ([0, 1])),
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where we used that Fρ is Lipschitz continuous with Lipschitz constant Lρ. Furthermore, Lemma
3.3 (ii), implies with ε :=
δpiM
2
pi
2Mpi+4Lpi
that F−1π : [0, 1]→ [−1, 1] admits an extension
F−1π ∈ C1(Bε([0, 1]);B εMpi ([−1, 1])),
where we used that F−1π is Lipschitz continuous with Lipschitz constant
1
Mpi
.
Next, r = δρ is equivalent to Lρδρ ≤ ε, so that F−1π ◦ Fρ ∈ C1(Bδρ([−1, 1]);C) is well-
defined. In the second case where r =
δpiM
2
pi
Lρ(2Mpi+4Lpi)
, we have ε = Lρr and r ≤ δρ. Hence Fρ :
Br([−1, 1])→ BLρr([−1, 1]) = Bε([−1, 1]) is well-defined. Thus F−1π ◦ Fρ ∈ C1(Br([−1, 1]);C) is
well-defined. In both cases, since T = F−1π ◦ Fρ is Lipschitz continuous with Lipschitz constant
Lρ
Mpi
(cp. Lemma 3.2), T maps to B rLρ
Mpi
([−1, 1]).
3.2 General case
We now come to the main result of Sec. 3, which is a multidimensional version of Prop. 3.4.
Put simply, the theorem states that the analyticity domain of T is (under certain assump-
tions) proportional to the intersection of the domains of analyticity of the densities fρ, fπ.
More precisely, we give a statement about the analyticity domain of (∂xkTk)
d
k=1. The reason
is, that it is both from a theoretical and a practical viewpoint convenient to first approximate
∂xkTk : [−1, 1]k → [0, 1] and then obtain an approximation to Tk by integrating over xk.
The following technical assumption gathers our requirements on the reference ρ and the
target π.
Assumption 3.5. Let 0 < M < L, C6 > 0, d ∈ N and δ ∈ (0,∞)d be given. For ∗ ∈ {ρ, π}:
(a) f∗ : [−1, 1]d → R+ is a probability density and f∗ ∈ C1(Bδ([−1, 1]);C),
(b) M ≤ |f∗(x)| ≤ L for x ∈ Bδ([−1, 1]),
(c) supy∈Bδ |f∗(x+ y)− f∗(x)| ≤ C6 for x ∈ [−1, 1]d,
(d) supy∈Bδ[k]×{0}d−k |f∗(x+ y)− f∗(x)| ≤ C6δk+1 for x ∈ [−1, 1]
d and k ∈ {1, . . . , d− 1}.
Assumptions (a) and (b) state that f∗ is an analytic probability density on [−1, 1]d that
allows a complex differentiable extension to the set Bδ([−1, 1]) ⊆ Cd, cp. (1.4). Equation (2.3)
shows that Tk+1 is obtained by a composition of Fπ;k+1(T1, . . . , Tk, ·)−1 (the inverse in the last
variable) and Fρ;k+1. The smallness conditions (c) and (d) can be interpreted as follows: they
will guarantee Fρ;k+1(y) (for certain complex y) to belong to the domain where the complex
extension of Fπ;k+1(T1, . . . , Tk, ·)−1 is well-defined.
Theorem 3.6. Let 0 < M ≤ L < ∞, d ∈ N and δ ∈ (0,∞)d. There exist C6, C7 and C8 > 0
solely depending on M and L (but not on d or δ) such that if Assumption 3.5 holds with C6,
then:
Let T = (Tk)
d
k=1 be as in (2.4) and Rk = ∂xkTk. With ζ = (ζk)
d
k=1
ζk := C7δk (3.4)
it holds for all k ∈ {1, . . . , d}:
(i) Rk ∈ C1(Bζ[k]([−1, 1]);BC8(1)) and ℜ(Rk(x)) ≥ 1C8 for all x ∈ Bζ[k]([−1, 1]),
(ii) if k ≥ 2, Rk : Bζ[k−1]([−1, 1])× [−1, 1]→ B C8
max{1,δk}
(1).
Remark 3.7. Crucially, for any k < d the left-hand side in the inequality in Assumption 3.5
(d) depends on (δj)
k
j=1, while the right-hand side depends only on δk+1 but not on (δj)
k
j=1. This
will allow us to suitably choose δ when verifying this assumption (see the proof of Lemma 3.9).
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Remark 3.8. The proof of Thm. 3.6 shows that there exists C ∈ (0, 1) independent of M and
L such that we can choose C6 = C
min{M,1}5
max{L,1}4 , C7 = C
min{M,1}3
max{L,1}3 and C8 = C
−1(max{L,1}
4
min{M,1}4 ); see
(B.41), (B.43) and (B.23a), (B.39).
To give an example for ρ, π fitting our setting, we show that Assumption 3.5 holds (for some
sequence δ) whenever the densities fρ, fπ are analytic.
Lemma 3.9. For ∗ ∈ {ρ, π} let f∗ : [−1, 1]d → R+ be a probability density, and assume that
f∗ is analytic on an open set containing [−1, 1]d. Then there exist 0 < M < L and δ ∈ (0,∞)d
such that Assumption 3.5 holds with C6(M,L) as in Thm. 3.6.
Proof. Fix ∗ ∈ {ρ, π}. We verify Assumption 3.5 for f∗. By analytic continuation, there is an
open complex set O ⊆ Cd containing [−1, 1]d on which both functions are analytic. Moreover
0 < infx∈[−1,1]d |f∗(x)| and supx∈[−1,1]d |f∗(x)| < ∞ for ∗ ∈ {ρ, π} by compactness of [−1, 1]d.
Hence we can find δ˜ ∈ (0,∞)d such that Assumption 3.5 (a) and (b) are satisfied for some
0 < M < L. Fix C6 = C6(M,L) > 0 as in Thm. 3.6. Again by compactness (and the fact that
f∗ is continuous), decreasing the components of δ˜ if necessary, also Assumption 3.5 (c) holds.
Before verifying (d), we point out that Assumption 3.5 (a)-(c) is valid for any δ ∈ (0,∞)d with
δj ≤ δ˜j , j ∈ {1, . . . , d}.
Let δmin := min
d
j=1 δ˜j . Continuity of f∗ : Bδ˜([−1, 1]d) → C and compactness of [−1, 1]d
imply with the notation ε1k = (ε)
k
j=1 ∈ Rk
lim
ε→0
sup
x∈[−1,1]d
sup
y∈Bε1d
|f∗(x+ y)− f∗(x)| = 0.
Let δd ∈ (0, δ˜d) be so small that supx∈[−1,1]d supy∈Bδd1d |f∗(x+y)−f∗(x)| ≤ C6. Now we define
inductively (starting with k = d − 1 and ending with k = 1) δk ∈ (0,min{δmin, δk+1}) so small
that supx∈[−1,1]d supy∈Bδk1k×{0}d−k infx∈[−1,1]d |f∗(x+ y)− f∗(x)| ≤ C6δk+1.
4 Polynomial based approximation
Analytic functions on [−1, 1]d → R allow for exponential convergence when approximated by
multivariate polynomial expansions. We recall this in Sec. 4.1 for truncated Legendre expansions.
These results are then applied to the Knothe–Rosenblatt transport in Sec. 4.2.
4.1 Legendre expansions
4.1.1 Legendre polynomials
For n ∈ N0, let Ln ∈ Pn be the nth Legendre polynomial, normalized in L2([−1, 1];µ). For
ν = (νj)
d
j=1 ∈ Nd0 and y = (yj)dj=1 ∈ [−1, 1]d
Lν(y) :=
d∏
j=1
Lνj (yj).
The family (Lν)ν∈Nd0 is an orthonormal basis of L
2([−1, 1]d;µ). Thus, every f ∈ L2([−1, 1]d;µ)
admits the Legendre expansion
f(y) =
∑
ν∈Nd0
lνLν(y), lν =
∫
[−1,1]d
f(y)Lν(y)µ(dy). (4.1)
For any finite Λ ⊆ Nd0,
∑
ν∈Λ lνLν(y) is the orthogonal projection of f onto PΛ = span{xν :
ν ∈ Λ}.
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It holds ‖Lν‖L∞([−1,1]d;R) ≤
∏d
j=1(1 + 2νj)
1
2 ; see [45, §18.2(iii) and §18.3]. By the Markov
brothers’ inequality (see [39] and e.g., the references in [7, p. 228])
‖Lν‖Wm,∞([−1,1]d;R) ≤
d∏
j=1
(1 + 2νj)
1
2+2m ∀ν ∈ Nd0, m ∈ N0. (4.2)
Here we use the convention ‖ · ‖Wm,∞([−1,1]d;R) = max|ν|≤m ‖ ∂
ν
∂x
ν1
1 ···∂x
νd
d
· ‖L∞([−1,1]d).
4.1.2 Coefficient bounds
There is a close connection between the Legendre polynomials and the Bernstein ellipse, which
for ̺ > 1 is defined as
E̺ :=
{
z + z−1
2
: z ∈ C, 1 ≤ |z| ≤ ̺
}
⊂ C. (4.3)
If ̺ = (̺j)
d
j=1 ∈ (1,∞)d, following our previous notation we set
E̺ :=
d×
j=1
E̺j ⊆ Cd, (4.4)
and similarly E̺ =×j∈N E̺j ⊆ CN in case ̺ ∈ (1,∞)N.
Remark 4.1. So far we considered domains of analyticity of the type Bδ([−1, 1]) for some
δ > 0. The Bernstein ellipse E̺ has semiaxes ̺+̺
−1
2 and
̺−̺−1
2 . Solving
̺−̺−1
2 = δ and
̺+̺−1
2 − 1 = δ for ̺, we find that the largest ellipse E̺ contained in Bδ([−1, 1]) is obtained for
̺ = δ +
√
δ2 + 1 ≥ 1 + δ. In particular E1+δ ⊆ Bδ([−1, 1]) for all δ > 0. The following sketch
shows the two sets in the complex domain:
Bδ([−1, 1])
E
δ+(δ2+1)1/2
1−1
The next lemma provides bounds on the Legendre coefficients; see [16] for the one dimensional
case or, e.g., [8] or [64, Cor. B.2.7] for the multivariate case.
Lemma 4.2. Let d ∈ N, ̺ ∈ (1,∞)d and u ∈ C1(E̺;C). Then with wν :=
∏d
j=1(1 + 2νj)∣∣∣∣∣
∫
[−1,1]d
u(y)Lν(y)µ(dy)
∣∣∣∣∣ ≤ ̺−νwν‖u‖L∞(E̺) ∏
j∈supp ν
̺j
(̺j − 1)2 ∀ν ∈ N
d
0. (4.5)
As a simple consequence we obtain:
Lemma 4.3. Let k ∈ N, ̺ ∈ (1,∞)k and u ∈ C1(E̺ × [−1, 1];C). Then with wν :=
∏k
j=1(1 +
2νj)∣∣∣∣∣
∫
[−1,1]k+1
u(y)Lν(y[k])µ(dy)
∣∣∣∣∣ ≤ ̺−νwν‖u‖L∞(E̺×[−1,1]) ∏
j∈supp ν
̺j
(̺j − 1)2 ∀ν ∈ N
k
0 .
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Proof. For ν ∈ Nk0∣∣∣∣∣
∫
[−1,1]k+1
u(y)Lν(y[k])µ(dy)
∣∣∣∣∣ =
∣∣∣∣∣
∫ 1
−1
∫
[−1,1]k
u(y[k], yk+1)Lν(y[k])µ(dy[k])µ(dyk+1)
∣∣∣∣∣
≤ max
yk+1∈[−1,1]
∣∣∣∣∣
∫
[−1,1]k
u(y[k], yk+1)Lν(y[k])µ(dy[k])
∣∣∣∣∣ .
The claim follows by Lemma 4.2.
Remark 4.4. The function x 7→ x(x−1)2 is monotonically decreasing for x > 1. Hence, with
̺min := minj∈{1,...,k} ̺j we can replace the term
∏d
j=1
̺j
(̺j−1)2 in (4.5) by
∏
j∈supp ν 2
θ−1, where
θ := 1 + log2(
̺min
(̺min−1)2 ), i.e.
̺j
(̺j−1)2 ≤
̺min
(̺min−1)2 = 2
θ−1 for each j. Using 1 + νj ≥ 2 whenever
j ∈ suppν, we thus obtain∣∣∣∣∣
∫
[−1,1]d
u(y)Lν(y)µ(dy)
∣∣∣∣∣ ≤ ̺−ν‖u‖L∞(E̺) ∏
j∈supp ν
(1 + 2νj)
θ. (4.6)
Similarly, in the setting of Lemma 4.3 we obtain the same bound with ‖u‖L∞(E̺) in (4.6) replaced
by ‖u‖L∞(E̺×[−1,1]).
4.1.3 Exponential convergence
Lemma 4.2 together with (4.2) imply exponential convergence of truncated Legendre expansions
for analytic functions. Such statements are classical, for a precise formulation see for instance
[16, Ch. 12]. Here, we show a variant of [46, Thm. 3.5] targeted at our estimates for the Legendre
coefficients of the transport maps.
In the following, for k ∈ N and ξ ∈ (1,∞)k
γ(ξ,ν) := ξ
−max{1,νk}
k
k−1∏
j=1
ξ
−νj
j . (4.7)
Let us now provide an estimate of the cardinality of
Λk,ε := {ν ∈ Nk0 : γ(ξ,ν) ≥ ε}. (4.8)
A first simple bound on |Λk,ε| is obtained as follows: With ξmin := minj ξj > 1 it holds γ(ξ,ν) ≤
ξ
−|ν|
min and thus {ν ∈ Nk0 : ξ−|ν|min ≥ ε} ⊇ Λk,ε. Due to |{ν ∈ Nk0 : |ν| ≤ a}| ≤ (1 + a)k for all
a ≥ 0, for ε ∈ (0, 1) we conclude with a = − log(ε)log(ξmin)
|Λk,ε| ≤
(
1− log(ε)
log(ξmin)
)k
. (4.9)
The following slightly more involved bound holds by [46, Lemma 3.3] and because γ(ξ,ν) ≤
ξ−ν for all ν ∈ Nk0 (also see [63] and [4, Lemma 4.2]).
Lemma 4.5. Let k ∈ N and ξ ∈ (1,∞)k. It holds for ε ∈ (0, 1)
|Λk,ε| ≤
∣∣{ν ∈ Nk0 : ξ−ν ≥ ε}∣∣ ≤ 1k!

− log(ε) + k∑
j=1
log(ξj)

k k∏
j=1
1
log(ξj)
. (4.10)
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Proposition 4.6. Let k ∈ N, ξ ∈ (1,∞)k and r > 0 be such that f ∈ C1(Eξ;Br) and f :
Eξ[k−1] × [−1, 1]→ B rξk . Set
β :=

k! k∏
j=1
log(ξj)


1
k
.
For ν ∈ Nk0 set lν :=
∫
[−1,1]k f(y)Lνµ(dy).
Then for every τ ∈ (0, 1) there exists C = C(k,m, τ, ξmin, r) s.t. for every ε ∈ (0, ξ−1k ) holds∥∥∥∥∥∥f(·)−
∑
ν∈Λk,ε
lνLν(·)
∥∥∥∥∥∥
Wm,∞([−1,1]k)
≤ Cετ‖f‖L∞(E̺)
≤ C exp
(
−τβ|Λk,ε| 1k
)
‖f‖L∞(E̺)
k∏
j=1
ξj . (4.11)
4.2 Polynomial and rational approximation
Combining Prop. 4.6 with Thm. 3.6 we obtain the following approximation result for the trans-
port. It states that T : [−1, 1]d → [−1, 1]d can be approximated by multivariate polynomials,
converging in Wm,∞([−1, 1]d) with the error decreasing like exp(−βN1/dε ). Here Nε is the
dimension of the (ansatz) space in which T is approximated.
Proposition 4.7. Let m ∈ N0. Let fρ, fπ satisfy Assumption 3.5 for some constants 0 < M <
L < ∞, δ ∈ (0,∞)d and with C6 = C6(M,L) as in Thm. 3.6. Let C7 = C7(M,L) be as in
Thm. 3.6. For j ∈ {1, . . . , d} set
ξj := 1 + C7δj . (4.12a)
For k ∈ {1, . . . , d} let Λk,ε be as in (4.8) and set
β :=

(d− 1)! d∏
j=1
log(ξj)

1/d . (4.12b)
For every τ ∈ (0, 1) (arbitrarily small) there exists C = C(ξ,m, d, τ, fρ, fπ) > 0 such that
with
T˜k :=
∑
ν∈Λk,ε
lk,νLν ∈ PΛk,ε where lk,ν :=
∫
[−1,1]k
Tk(y)Lν(y)µ(dy),
and Nε :=
∑d
k=1 |Λk,ε|, it holds for all ε ∈ (0, 1)
‖Tk − T˜k‖Wm,∞([−1,1]k) ≤ C exp(−τβN1/dε ) ∀k ∈ {1, . . . , d}.
Remark 4.8. We set ξj = 1 + C7δj in Prop. 4.7, where δj as in Assumption 3.5 encodes the
size of the analyticity domain of the densities fρ and fπ (in the jth variable). The constant β
in (4.12b) is an increasing function of each ξj . Loosely speaking, Prop. 4.7 states that the larger
the analyticity domain of the densities, the better the convergence rate when approximating the
corresponding transport T with polynomials.
We skip the proof of the above theorem and instead proceed with a variation of this result.
It states a convergence rate for an approximation T˜k to Tk, which enjoys the property that
T˜k(x, ·) : [−1, 1] → [−1, 1] is monotonically increasing and bijective for every x ∈ [−1, 1]k−1.
Thus, contrary to T˜ in Prop. 4.7, T˜ in the next proposition is a bijection from [−1, 1]d → [−1, 1]d
by construction.
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This is achieved as follows: Let g : R → {x ∈ R : x ≥ 0} be analytic, such that g(0) = 1
and h := g−1 : (0,∞)→ R is also analytic. We first approximate h(∂xkTk) by some function pk
and then set
T˜k(x) = −1 +
∫ xk
−1
g(pk(x[k−1], t))dt. (4.13)
This guarantees ∂xk T˜k = g(pk(x[k])) ≥ 0 and T˜k(x[k−1],−1) so that T˜k is monotonically increas-
ing in xk. Additionally, we’ll introduce a normalization forcing Tk(x[k−1], ·) : [−1, 1] → [−1, 1]
to be bijective, see (4.14). The meaning of g(0) = 1 is that the trivial approximation pk ≡ 0
yields T˜k(x) = xk.
To avoid further technicalities, throughout what follows we choose g(x) = (x + 1)2 (and
thus h(x) =
√
x − 1), but emphasize, that our analysis works just as well with any other
positive analytic function such that g(0) = 1, e.g. g(x) = exp(x) and h(x) = log(x). The choice
g(x) = (x + 1)2, has the advantage that g(pk) is polynomial if pk is polynomial. This allows
to evaluate the integral in (4.13) without resorting to numerical quadrature, and results in a
rational approximation T˜k:
Proposition 4.9. Let m ∈ N0. Let fρ, fπ satisfy Assumption 3.5 for some constants 0 < M <
L < ∞, δ ∈ (0,∞)d and with C6 = C6(M,L) as in Thm. 3.6. Let ξj, β and Λk,ε be as in
Prop. 4.7.
For every τ > 0 (arbitrarily small) there exists C = C(ξ,m, d, τ, fρ, fπ) > 0 and for every
ε ∈ (0, 1) there exist polynomials pk ∈ PΛk,ε , k ∈ {1, . . . , d}, such that with
T˜k(x) := −1+ 2
ck(x[k−1])
∫ xk
−1
(1+ pk(x[k−1], t))2dt, ck(x[k−1]) :=
∫ 1
−1
(1 + pk(x[k−1], t))2dt,
(4.14)
the map T˜ := (T˜k)
d
k=1 : [−1, 1]d → [−1, 1]d is a monotone triangular bijection, and with Nε :=∑d
k=1 |Λk,ε| it holds
‖Tk − T˜k‖Wm,∞([−1,1]d) ≤ C exp(−τβN1/dε ) ∀k ∈ {1, . . . , d}.
Remark 4.10. If Λk,ε = ∅ then by convention PΛk,ε = {0}, thus pk = 0 and T˜k(x) = xk.
Remark 4.11. Let S = T−1 so that T♯ρ = π is equivalent to S♯ρ = π. It is often more
convenient to first approximate S, and then compute T by inverting S. Since the assumptions
of Prop. 4.9 (and Thm. 3.6) on the measures ρ and π are identical, Prop. 4.9 also yields an
approximation result for the inverse transport map S: with Λk,ε as in Prop. 4.9 there exist
multivariate polynomials pk ∈ PΛk,ε such that with
S˜k(x) := −1+ 2
ck(x[k−1])
∫ xk
−1
(1+ pk(x[k−1], t))
2dt, ck(x[k−1]) :=
∫ 1
−1
(1+ pk(x[k−1], t))
2dt,
it holds
‖Sk − S˜k‖Wm,∞([−1,1]d) ≤ C exp(−τβN1/dε ) ∀ε ∈ (0, 1), ∀k ∈ {1, . . . , d}.
4.3 Deep neural networks
Based on the seminal paper [62], it has recently been observed that ReLU NNs are capable
of approximating analytic functions at an exponential convergence rate [21, 46], and slight
improvements can be shown for certain smoother activation functions, e.g., [35]. We also refer
to [42] for much earlier results of this type for different activation functions. Thus our analysis
in Sec. 3 yields approximation results of the transport by deep neural networks (DNNs). Below
we present the statement, which is based on [46, Thm. 3.7].
16
To formulate the result, we recall the definition of a feedforward ReLU NN. The (nonlinear)
ReLU activation function is defined as ϕ(x) := max{0, x}. We call a function f : Rd → Rd a
ReLU NN, if it can be written as
f(x) =WLϕ
(
WL−1ϕ
(
· · ·ϕ
(
W0x+ b0
))
+ bL−1
)
+ bL, (4.15)
for certain weight matrices Wj ∈ Rnj+1×nj and bias vectors bj ∈ Rnj+1 where n0 = nL+1 = d.
For simplicity, we do not distinguish between the network (described by (Wj , bj)
L
j=0), and the
function it expresses (different networks can have the same output). We then write depth(f) :=
L, width(f) := maxj nj and size(f) :=
∑L+1
j=0 (|Wj |0 + |bj |0), where as usual, e.g., |Wj |0 =
|{(k, l) : (Wj)kl 6= 0}|. In other words, the depth corresponds to the number of applications of
the activation function (the number of hidden layers) and the size equals the number of nonzero
weights and biases.
Theorem 4.12. Let fρ, fπ be two positive analytic probability densities on [−1, 1]d. Then there
exists β > 0 and for every N ∈ N there exists a ReLU NN ΦN = (ΦN,j)dj=1 : Rd → Rd, such
that ΦN : [−1, 1]d → [−1, 1]d is bijective, triangular and monotone,
‖T − ΦN‖W 1,∞([−1,1]d) ≤ exp(−βN
1
d+1 ),
size(ΦN ) ≤ CN and depth(ΦN ) ≤ C log(N)N1/2, for a constant C depending on d but inde-
pendent of N .
The proof of Thm. 4.12 proceeds as follows: First, we apply results from [46] to obtain a
neural network approximation T˜ to T . The constructed T˜ : [−1, 1]d → Rd is a triangular map
that is close to T in the norm of W 1,∞([−1, 1]d). However, it is not necessarily a monotone
bijective self mapping on [−1, 1]d. In a second step, we construct a correction, which guarantees
the resulting neural network ΦN : [−1, 1]d → [−1, 1]d to be bijective. The correction term has
size and depth bounds of the same order as T˜ , thus not worsening the resulting convergence
rates.
In the previous theorem we consider a “sparsely-connected” network Φ, meaning that cer-
tain weights and biases vanish, which reduces the overall size of Φ. This immediately yields
a convergence rate for fully connected networks: Consider all networks of width O(N) and
depth O(C log(N)N1/2). The size of networks within this architecture is O(N2 log(N)N1/2) =
O(N5/2 log(N)), since the number of elements of the weight matrixWj between two consecutive
layers equals njnj+1 ≤ N2. Also, Φ from Thm. 4.12 belongs to this class, and thus the best
approximation within this architecture achieves exponential convergence exp(−βN1/(d+1)).
Remark 4.13. Normalizing flows approximate T by concatenating several simple transport
maps. For instance, the planar normalizing flow suggested in [50, Sec. 4.1] is a neural network
where each layer has width d. The network in Thm. 4.12 is also a concatenation of maps, how-
ever of variable width. Thus, a single layer of this network cannot necessarily be interpreted as
a (transport) map from [−1, 1]d → [−1, 1]d. Nonetheless, there is a close connection between
Thm. 4.12 and normalizing flows in machine learning, and several network architectures pro-
posed in the literature guarantee the normalizing flow to be an invertible neural network, e.g.,
[28, 34].
5 Examples in UQ and determining Λk,ε
To give an application and explain in more detail the practical value of our results, we shortly
discuss a standard inverse problem in uncertainty quantification in the present context.
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5.1 Setting
Let n ∈ N and let D ⊆ Rn be a bounded Lipschitz domain. For a diffusion coefficient a ∈
L∞(D;R) such that ess infx∈D a(x) > 0 and a forcing term f ∈ H−1(D), the PDE
− div(a∇u) = f, u|∂D = 0, (5.1)
has a unique weak solution in H10 (D). We denote it by u(a), and call u : a 7→ u(a) the forward
operator.
Let A : H10 (D) → R be a linear observation operator. The inverse problem consists of
recovering the diffusion coefficient a ∈ L∞(D), given m ∈ N noisy observations
ςi = A(u(a)) + ηi ∈ R i = 1, . . . ,m, (5.2)
with the additive observation noise terms ηi ∼ N (0, σ2), i = 1, . . . ,m, assumed iid centered
Gaussian with variance σ2 > 0.
5.2 Prior and posterior
In uncertainty quantification and statistical inverse problems, the diffusion coefficient a ∈ L∞(D)
is modelled as a random variable (independent of the observation noise ηi, i = 1, . . . ,m) dis-
tributed according to some known prior distribution; see, e.g., [31]. Bayes’ theorem provides a
formula for the distribution of the diffusion coefficient conditioned on the observations. This
conditional is called the posterior and interpreted as the solution to the inverse problem.
To construct a prior, let (ψj)
d
j=1 ⊂ L∞(D) and set
a(y) = a(y, x) := 1 +
d∑
j=1
yjψj(x) x ∈ D, (5.3)
where yj ∈ [−1, 1]. We consider the uniform measure on [−1, 1]d as the prior: Every realization
(yj)
d
j=1 ∈ [−1, 1]d corresponds to a diffusion coefficient a(y) ∈ L∞(D), and equivalently the
pushforward of the uniform measure on [−1, 1]d under a : [−1, 1]d → L∞(D) can be interpreted
as a prior on L∞(D). Throughout we assume ess infx∈D a(y, x) > 0 for all y ∈ [−1, 1]d and write
u(y) := u(a(y)) for the solution of (5.1).
Given m measurements (ςi)
m
i=1 as in (5.2), the posterior measure π on [−1, 1]d is the distri-
bution of y|ς. Since the (ηi)mi=1 are iid N (0, σ2) random variables, the likelihood (the density
of ς|y) equals
Ly(x) =
1
(2πσ2)m/2
exp

− m∑
j=1
(A(u(y))− xj)2
2σ2

 x = (xj)mj=1 ∈ Rm.
By Bayes’ theorem the posterior density fπ, corresponding to the distribution of y|ς, is pro-
portional to the density of y times the density of ς|y. Since the (uniform) prior has constant
density 1,
fπ(y) =
1
Z
Ly(ς) where Z :=
∫
[−1,1]d
Ly(ς)µ(dy). (5.4)
The normalization constant Z is in practice unknown. For more details see, e.g., [15].
In order to compute expectations w.r.t. the posterior π, we want to determine a transport
map T : [−1, 1]d → [−1, 1]d such that T♯µ = π: then if Xi ∈ [−1, 1]d, i = 1, . . . , N , are iid
uniformly distributed on [−1, 1]d, T (Xi), i = 1, . . . , N , are iid with distribution π. This allows
to approximate integrals
∫
[−1,1]d f(y)π(dy) via Monte Carlo sampling as
1
N
∑N
i=1 f(T (Xi)).
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5.3 Determining Λk,ε
Choose as the reference measure the uniform measure ρ = µ on [−1, 1]d and let the target mea-
sure π be the posterior with density fπ as in (5.4). To apply Prop. 4.9, we first need to determine
δ ∈ (0,∞)d, such that fπ ∈ C1(Bδ([−1, 1]);C). Since exp : C → C is an entire function, by
(5.4) u ∈ C1(Bδ([−1, 1]);C) immediately yields fπ ∈ C1(Bδ([−1, 1]);C). One can show that
the forward operator u is complex differentiable from {L∞(D;C) : ess infx∈D ℜ(a(x)) > 0} to
H10 (D;C); see [64, Example 1.2.39]. Hence u(y) = u(
∑d
j=1 yjψj), is complex differentiable e.g.,
for all y ∈ Cd such that
1−
d∑
j=1
|ℜ(yj)|‖ψj‖L∞(D) > 0.
Complex differentiability implies analyticity, and hence u(y) is analytic on Bδ([−1, 1];C) with
δj proportional to ‖ψj‖−1L∞(D):
Lemma 5.1. There exists τ = τ(u, σ, d) > 0 and an increasing sequence (κj)
d
j=1 ⊂ (0, 1) such
that with δj := κj +
τ
‖ψj‖L∞(D) , fπ in (5.4) satisfies Assumption 3.5.
Let ξj = 1 + C7δj be as in Prop. 4.9 (i.e., as in (4.12a)), where C7 is as in Thm. 3.6. With
κj ∈ (0, 1], τ > 0 as in Lemma 5.1
ξj = 1 + C7δj = 1 + C7
(
κj +
τ
‖ψj‖L∞(D)
)
.
In particular ξj ≥ 1+C7τ‖ψj‖−1L∞(D). In practice we do not know τ and C7 (although pessimistic
estimates could be obtained from the proofs), and we simply set ξj := 1+ ‖ψj‖−1L∞(D). Prop. 4.7
(and Prop. 4.9) then suggest the choice (cp. (4.7), (4.8))
Λk,ε :=

ν ∈ Nk0 : (1 + ‖ψk‖−1L∞(D))−max{1,νk}
k−1∏
j=1
(1 + ‖ψj‖−1L∞(D))−νj ≥ ε

 (5.5)
to construct a sparse polynomial ansatz space PΛk,ε in which to approximate Tk (or
√
∂xkTk−1),
k ∈ {1, . . . , d}. Here ε > 0 is a thresholding parameter, and as ε→ 0 the ansatz spaces become
arbitrarily large. We interpret (5.5) as follows: the smaller ‖ψj‖L∞(D), the less important
variable j is in the approximation of Tk if j < k. The kth variable plays a special role for Tk
however, and is always amongst the most important in the approximation of Tk.
Remark 5.2. The forward operator being defined by the diffusion equation (5.1) is not relevant
for the discussion in the current section. Other models such as the Maxwell equations and
the Navier-Stokes equations allow similar arguments [12, 30]. More generally, the proof of
Lemma 5.1 merely requires the existence of a complex differentiable operator u such that u(y) =
u(1 +
∑d
j=1 yjψj), and u does not need to stem from a PDE.
6 Convergence of measures
The results of Sec. 4 yield convergence results for the corresponding measures in the usual
notions of distance for measures, as we discuss next. As mentioned before, when casting the
approximation of the transport as an optimization problem, it is often more convenient to first
approximate the inverse transport S = T−1 (i.e., S♯ρ = π), and then invert it to obtain an
approximation of T [40]. Hence we concentrate here on the distance of the measures S˜♯ρ and π
for an approximation S˜ to S (cp. Rmk. 4.11).
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6.1 Distances
Let (Ω,A, ν) be a measure space. For two probability measures ρ ≪ ν and π ≪ ν, we will
consider convergence w.r.t. the following distances:
• Hellinger distance
dH(ρ, π) :=

1
2
∫
Ω
(√
dρ
dν
(x)−
√
dπ
dν
(x)
)2
ν(dx)

1/2 , (6.1a)
• total variation distance
dTV(ρ, π) := sup
A∈A
|ρ(A)− π(A)| = 1
2
∫
Ω
∣∣∣dρ
dν
(x)− dπ
dν
(x)
∣∣∣ν(dx), (6.1b)
• Kullback–Leibler (KL) divergence
DKL(ρ||π) :=
{∫
Ω
log
(
dρ
dπ (x)
)
ρ(dx) if ρ≪ π
∞ otherwise.
(6.1c)
If additionally (Ω,m) is a metric space, we also consider the
• 1-Wasserstein distance (see, e.g., [61, Rmk. 6.5])
dW1(ρ, π) := inf
γ∈Γ(ρ,π)
∫
Ω×Ω
m(x,y)γ(d(x,y)) = sup
Lip(g)≤1
∫
g(x)
(dρ
dν
(x)− dπ
dν
(x)
)
ν(dx),
(6.1d)
where Γ(ρ, π) denotes the set of all measures on Ω× Ω with marginals ρ and π in the first and
second coordinate. Furthermore Lip(g) ≤ 1 means that 1 is a Lipschitz constant for g : Ω→ R
(w.r.t. the metric m on Ω). All of the above distances are independent of the choice of ν.
Remark 6.1. In this section we will choose (Ω,A, ν) = ([−1, 1]d,B([−1, 1]d), µ), whereas later
we also consider (Ω,A, ν) = ([−1, 1]N,B(U), µ). In either case, dρdµ = fρ and dπdµ = fπ in (6.1)
with our usual notation. For d ∈ N the metric on [−1, 1]d (required in the definition of the
Wasserstein-1 distance) is always the Euclidean distance.
Contrary to the Hellinger, total variation, and Wasserstein-1 distances, the KL divergence
is not symmetric; however DKL(ρ||π) > 0 iff ρ 6= π.
Remark 6.2. The Hellinger distance allows us to bound the difference of integrals w.r.t. two
different measures: Assume that g ∈ L2([−1, 1]d; ρ) ∩ L2([−1, 1]d;π). Then∣∣∣∣∣
∫
[−1,1]d
g(x)ρ(dx)−
∫
[−1,1]d
g(x)π(dx)
∣∣∣∣∣ =
∣∣∣∣∣
∫
[−1,1]d
g(x)
(
dρ
dν
(x)− dπ
dν
(x)
)
ν(dx)
∣∣∣∣∣
≤
∥∥∥∥∥
√
dρ
dν
−
√
dπ
dν
∥∥∥∥∥
L2([−1,1]d;ν)
∥∥∥∥∥g
(√
dρ
dν
+
√
dπ
dν
)∥∥∥∥∥
L2([−1,1]d;ν)
≤ √2dH(ρ;π)(‖g‖L2([−1,1]d;ρ) + ‖g‖L2([−1,1]d;π)).
6.2 Error bounds
The proofs of Sec. 6 are based on the following lemma.
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Lemma 6.3. Let (aj)j∈N, (bj)j∈N ⊆ (0,∞) be such that limN→∞
∑N
j=1 log(aj) ∈ R exists and∑
j∈N |aj − bj| <∞. Then with amin = minj∈N aj > 0, bmin = minj∈N bj > 0 and
C :=
exp
(∑
j∈N
|aj−bj |
amin
)
limN→∞
∏N
j=1 aj
min{amin, bmin} <∞
the limit limN→∞
∏N
j=1 bj ∈ R exists and it holds∣∣∣∣∣∣ limN→∞
N∏
j=1
aj − lim
N→∞
N∏
j=1
bj
∣∣∣∣∣∣ ≤ C
∑
j∈N
|aj − bj |. (6.2)
For a triangular map S ∈ C1([−1, 1]d; [−1, 1]d) we denote in the following
Smin := min
j=1,...,d
min
x∈[−1,1]j
∂xjSj(x), Smax := max
x∈[−1,1]d
| det dS(x)|. (6.3)
Then Lemma 6.3 implies for any triangular S˜ ∈ C1([−1, 1]d; [−1, 1]d) (i.e., det dS˜ =∏dj=1 ∂xj S˜j)
| det dS(x)−det dS˜(x)| ≤
exp
(∑d
j=1 |∂xjSj(x[j])−∂xj S˜j(x[j])|
Smin
)
Smax
min{Smin, S˜min}
d∑
j=1
|∂xjSj(x[j])−∂xj S˜j(x[j])|.
(6.4)
The next result provides an upper bound on the maximum difference of the pushforward
density.
Lemma 6.4. Let fρ, fπ ∈ C1([−1, 1]d;R) be two probability densities on [−1, 1]d (w.r.t. µ),
such that fρ has Lipschitz constant L. Let S : [−1, 1]d → [−1, 1]d be the inverse transport (i.e.,
S♯ρ = π), and let S˜ : [−1, 1]d → [−1, 1]d be triangular and monotone with ‖S−S˜‖W 1,∞([−1,1]d) ≤
1.
Then there exists C > 0 solely depending on d, S˜min, Smin and Smax in (6.3), such that
‖fπ − fρ ◦ S˜ det dS˜‖L∞([−1,1]d) ≤ C(‖fρ‖L∞([−1,1]d) + L)‖S − S˜‖W 1,∞([−1,1]d). (6.5)
and
‖
√
fπ −
√
fρ ◦ S˜ det dS˜‖L∞([−1,1]d) ≤ C
‖fρ‖L∞([−1,1]d) + L
infx∈[−1,1]d
√
fπ(x)
‖S − S˜‖W 1,∞([−1,1]d). (6.6)
Proof. For x ∈ [−1, 1]d
|fρ(S(x))− fρ(S˜(x))| ≤ L‖S − S˜‖L∞([−1,1]d). (6.7)
Next, (6.4) yields
‖ det dS − det dS˜‖L∞([−1,1]d) ≤ C
d∑
j=1
|∂xjSj(xj)− ∂xj S˜j(xj)|. (6.8)
Since S♯ρ = π, it holds fρ ◦ S det dS = fπ and hence
‖fπ − fρ ◦ S˜ det dS˜‖L∞([−1,1]d) ≤ ‖ detdS‖L∞([−1,1]d)‖fρ ◦ S − fρ ◦ S˜‖L∞([−1,1]d)
+ ‖fρ ◦ S˜‖L∞([−1,1]d)‖ detdS − det dS˜‖L∞([−1,1]d).
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Together with (6.7) and (6.8) we obtain (6.5).
For any x, y ≥ 0 it holds |x− y| = |x1/2 − y1/2||x1/2 + y1/2|. Thus for x ∈ [−1, 1]d
|fπ(x)1/2 − (fρ(S˜(x)) det dS˜(x))1/2| ≤ |fπ(x)− fρ(S˜(x)) det dS˜(x)|
fπ(x)1/2
,
which shows (6.6).
The previous lemma together with Prop. 4.9 implies exponential convergence of the push-
forward as we show next. Let again S : [−1, 1]d → [−1, 1]d be the inverse transport. For ε > 0
denote by S˜ε = (S˜ε,k)
d
k=1 the approximation to S from Prop. 4.9 (cp. Rmk. 4.11). Moreover Nε
denotes the number of degrees of freedom defined in Prop. 4.9.
Proposition 6.5. Consider the setting of Prop. 4.9 and let β > 0 be as in (4.12). For every
τ ∈ (0, 1) there exists C = C(d, τ, ρ, π) > 0 such that for dist ∈ {dH, dTV, dW1, DKL} and every
ε > 0
dist(S˜♯ερ, π) ≤ C exp(−τβN1/dε ). (6.9)
Proof. Since fρ : [−1, 1]d → R is analytic, fρ is Lipschitz continuous, and we may apply Lemma
6.4. Equation (6.9) for the Hellinger and total variation distance is then a direct consequence
of Lemma 6.4, Prop. 4.9, Rmk. 4.11, and the fact that limε→0(S˜ε)min > 0 (with (S˜ε)min as in
(6.3)) since limε→0 ‖S˜ε − S‖W 1,∞([−1,1]d) = 0. By [61, Rmk. 6.16], the Wasserstein-1 distance is
bounded by
√
d dTV(S˜
♯
ερ, π), which yields (6.9) for dW1.
To show (6.9) for the KL divergence, we first note that for any a > 0 the map log : [a,∞)→ R
has Lipschitz constant 1a so that for x, y > 0
x| log(x)− log(y)| ≤ x
min{x, y}|x− y|.
If x > y
x| log(x)− log(y)| ≤ x
y
|x− y| = y + |x− y|
y
|x− y| =
(
1 +
|x− y|
y
)
|x− y|. (6.10)
If x ≤ y then xmin{x,y} = 1 ≤ 1 + |x−y|y so that (6.10) remains valid.
It holds infx∈[−1,1]d fπ(x) ∈ (0, 1] since fπ is a positive probability density. We obtain
DKL(S˜
♯
ερ||π) ≤
∫
[−1,1]d
|fρ(S˜ε(x)) det dS˜ε(x)|| log(fρ(S˜ε(x)) det dS˜ε(x))− log(fπ(x))|µ(dx)
≤
(
1 +
‖fπ − fρ ◦ S˜ε det dS˜ε‖L∞([−1,1]d)
infx∈[−1,1]d fπ(x)
)
‖fπ − fρ ◦ S˜ε det dS˜ε‖L∞([−1,1]d).
Together with (6.5), Prop. 4.9 and Rmk. 4.11 this shows (6.9) for the KL divergence, which
concludes the proof.
7 The infinite dimensional case
We now generalize our results to the infinite dimensional case, where ρ and π are measures
on U = [−1, 1]N, so that the densities fρ and fπ depend on infinitely many variables. In
computations, all functions must necessarily be truncated to a finite dimension d ∈ N. In
this section, under certain assumptions we obtain convergence rates robust w.r.t. the truncation
dimension, in the sense that as we increase the desired accuracy, simultaneously the truncation
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dimension of the approximation is increased. The corresponding error bounds do not depend
on d.
In Sec. 7.1 we introduce the transport map on the infinite dimensional hypercube [−1, 1]N
and provide some background to establish well-definedness. Sec. 7.2 shows analyticity, and
in 7.3 we discuss the type of densities to which our result is applicable. We give polynomial
based approximation results in Sec. 7.4, and conclude with a statement about the convergence
of measures in Sec. 7.5.
7.1 Knothe–Rosenblatt transport
Recall that U = [−1, 1]N is equipped with the product topology and the Borel σ-algebra. Let
f : U → R+ be a continuous function. Analogous to (2.1), fˆ0 := 1 and for k ∈ N and x ∈ [−1, 1]k
fˆk(x) :=
∫
U
f(x, t)µ(dt), fk(x[k−1], xk) :=
fˆk(x)
fˆk−1(x[k−1])
. (7.1)
Lemma 7.1. Let f ∈ C0(U ;R+). Then f is measurable, f ∈ L2(U ;µ) and for every k ∈ N it
holds fˆk ∈ C0([−1, 1]k;R+) and fk ∈ C0([−1, 1]k;R+). Moreover
lim
k→∞
sup
x∈U
|fˆk(x[k])− f(x)| = 0, (7.2)
i.e., fˆk (interpreted as a function on U that solely depends on the first k variables) converges
uniformly to f .
We point out that a monotone triangular map T : U → U is bijective:
Lemma 7.2. Let T = (Tj)j∈N : U → U be triangular. If t 7→ Tj(x[j−1], t) is bijective from
[−1, 1]→ [−1, 1] for every x[j−1] ∈ [−1, 1]j−1 and every j ∈ N, then T : U → U is bijective.
Proof. Such a T is injective: Let x 6= y ∈ U and let j ∈ N be minimal with xj 6= yj. Since
t 7→ Tj(x1, . . . , xj−1, t) is bijective it holds Tj(x1, . . . , xj−1, xj) 6= Tj(x1, . . . , xj−1, yj) and thus
T (x) 6= T (y). To show surjectivity fix y ∈ U . Since T1 : [−1, 1] → [−1, 1] is bijective, there
exists x1 ∈ [−1, 1] such that T1(x1) = y1. After having constructed (x1, . . . , xj−1), xj is uniquely
defined by choosing it such that Tj(x1, . . . , xj) = yj . Hence there exists a unique x ∈ U such
that T (x) = y.
In the following theorem T = (Tj)j∈N is as in (2.3) with Fπ;k, Fρ;k as in (2.2) and fπ;k, fρ;k as
in (7.1). The theorem provides a formula for the pushforward density. Throughout Sec. 7 we say
that f : U → R is a positive probability density iff f(y) > 0 for all y ∈ U and ∫U f(x)dµ(y) = 1.
Theorem 7.3. Let fπ, fρ ∈ C0(U ;R+) be two positive probability densities. Then
(i) the Knothe–Rosenblatt transport T = (Tj)j∈N : U → U is bijective, measurable and it holds
T♯ρ = π,
(ii) limn→∞
∏n
j=1 ∂xjTj(x[j]) converges uniformly to a (measurable) function det dT ∈ C0(U ;R+)
and it holds fπ(T (x)) det dT (x) = fρ(x) for all x ∈ U .
Remark 7.4. Switching the roles of fρ and fπ, for the inverse transport S = T
−1 it holds
fρ(S(x)) det dS(x) = fπ(x) for all x ∈ U , where det dS(x) := limn→∞
∏n
j=1 ∂xjSj(x[j]) is
well-defined.
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7.2 Analyticity
In the following for k ∈ N and ̺ ∈ (0,∞)k we write for short
B̺([−1, 1])× U =
k×
j=1
B̺j ([−1, 1])××
j>k
[−1, 1] ⊂ CN.
This set is equipped with the product topology. We now adapt Thm. 3.6 to accommodate the
infinite dimensional case.
Theorem 7.5. Let k ∈ N, δ ∈ (0,∞)k and 0 < M˜ ≤ L˜ < ∞. There exist C˜6, C˜7 ∈ (0, 1] and
C˜8 solely depending on M˜ and L˜ (but not on k or δ) such that if for ∗ ∈ {ρ, π}:
(a) f∗ ∈ C0(Bδ([−1, 1])× U ;C),
(b) f∗ : U → R+ is probability density, and f∗(·,y) ∈ C1(Bδ([−1, 1]);C) for all y ∈ U ,
(c) M˜ ≤ |f∗(x)| ≤ L˜ for x ∈ Bδ([−1, 1])× U ,
(d) supy∈Bδ×{0}N |f∗(x+ y)− f∗(x)| ≤ C˜6 for x ∈ U ,
(e) supy∈Bδ[j]×{0}N |f∗(x+ y)− f∗(x)| ≤ C˜6δj+1 for x ∈ U and j ∈ {1, . . . , k − 1},
then:
With ζ = (ζj)
k
j=1 defined by
ζj := C˜7δj ∀j ∈ {1, . . . , k}, (7.3)
it holds for all j ∈ {1, . . . , k} with Rj := ∂xjTj (where Tj is as in Sec. 7.1) that
(i) Rj ∈ C1(Bζ[j]([−1, 1]);BC˜8(1)) and ℜ(Rj(x)) ≥ 1C˜8 for all x ∈ Bζ[j]([−1, 1]),
(ii) if j ≥ 2, Rj : Bζ[j−1]([−1, 1])× [−1, 1]→ B C˜8
δj
(1).
7.3 Densities of the type f(
∑
j∈N yjψj)
For the infinite dimensional case, we concentrate on reference and target densities of the specific
type
f(y) = f

∑
j∈N
yjψj

 y ∈ U, (7.4)
where f : O → C for an open subset O of a complex Banach space Z, and (ψj)j∈N ⊆ Z with the
convention ψj 6= 0 for all j ∈ N.
Assumption 7.6. There exists p ∈ (0, 1) and 0 < M˜ < L˜ <∞ such that
(a) (‖ψj‖Z)j∈N ∈ ℓp(N) and {
∑
j∈N yjψj : y ∈ U} ⊆ O,
(b) f ∈ C1(O;C) and f is a positive probability density on U ,
(c) M˜ ≤ |f(ψ)| ≤ L˜ for all ψ ∈ O.
Remark 7.7. The assumption (‖ψj‖Z)j∈N ∈ ℓp(N) →֒ ℓ1(N) guarantees summability of
∑
j∈N yjψj
for y ∈ U , and consequently well-definedness of f : U → C in (7.4).
The motivation for considering these specific infinite-dimensional functions is, that they arise
as posterior densities in the Bayesian treatment of inverse problems for parametric PDEs:
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Example 7.8. The example in Sec. 5 can be generalized to the infinite dimensional setting:
With (ψj)j∈N ⊆ L∞(D), replace (5.3) by
a(y) = a(y, x) := 1 +
∑
j∈N
yjψj(x) x ∈ D.
As long as
∑
j∈N yjψj ∈ L∞(D) and ess infx∈D ℜ(1 +
∑
j∈N yjψj(x)) > 0, u(y) = u(a(y)) ∈
H10 (D) defined via the solution operator u corresponding to (5.1) is still well-defined. With the
uniform prior µ on U , under the assumptions of (and analogous to) Sec. 5.2, the posterior is
given as
fπ(y) =
1
Z
exp

− m∑
j∈N
(A(u(1 +
∑
j∈N yjψj))− ςj)2
2σ2

 ,
with Z > 0 such that
∫
U fπ(y)µ(dy) = 1, and with m noisy observations (ςi)
m
i=1 ∈ Rm as in
(5.2). With
fπ(ψ) :=
1
Z
exp
(
−
m∑
j=1
(A(u(1 + ψ))− ςj)2
2σ2
)
the posterior fπ(y) = fπ(
∑
j∈N yjψj) is of the type (7.4).
We next determine the analyticity domains of f in (7.4).
Lemma 7.9. Let 0 < M˜ ≤ L˜ < ∞, f, (ψj)j∈N ⊂ Z satisfy Assumption 7.6 with f(y) =
f(
∑
j∈N yjψj). Let (bj)j∈N ⊂ (0,∞) be such that bj ≥ ‖ψj‖Z for all j ∈ N.
Let C˜6 = C˜6(M˜, L˜) > 0 be as in Thm. 7.5. There exists a monotonically increasing sequence
(κj)j∈N ∈ (0,∞)N and τ > 0 (depending on (bj)j∈N, C˜6 and f) such that for every fixed J ∈ N,
k ∈ N, ν ∈ Nk0 , with
δj := κj +


0 j < J, j 6= k
τνj
(
∑k−1
i=J νi)bj
j ≥ J, j 6= k
τ
bj
j = k
∀j = 1, . . . , k, (7.5)
(with the convention
νj
|∑k−1i=J νi|
:= 0 if
∑k−1
i=J νi = 0) f satisfies Assumptions (a)-(e) of Thm. 7.5.
By Lemma 7.9, the given (δj)
k
j=1, (depending on k and ν and J ∈ N), is a viable choice in
Thm. 7.5. Thm. 7.5 states that the components of the transport allow analytic extensions
to complex domains whose diameter in the jth variable is proportional to 1 + C˜7δj . The
combination of these results is used in the following to obtain bounds on the coefficients in
a polynomial expansion of the transport map.
7.4 Polynomial based approximation
We are now in position to state an algebraic convergence result for approximations of infinite
dimensional transport maps T : U → U associated to densities of the type (7.4). The theorem
generalizes Prop. 4.9 to the infinite dimensional case. We emphasize that it yields an algebraic
convergence rate independent of the dimension (since d = ∞), thus overcoming the curse of
dimensionality.
Theorem 7.10. Let fρ(y) = fρ(
∑
j∈N yjψρ,j), fπ(y) = fπ(
∑
j∈N yjψπ,j) satisfy Assumption 7.6
for some constants 0 < M˜ ≤ L˜ <∞ and (‖ψρ,j‖Zρ)j∈N ∈ ℓp(N) and (‖ψπ,j‖Zpi)j∈N ∈ ℓp(N) for
some p ∈ (0, 1). Set bj := max{‖ψρ,j‖Z , ‖ψπ,j‖Z}, j ∈ N.
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There exists α > 0 and C > 0 such that the following holds: For j ∈ N set
ξj := 1 +
α
bj
, (7.6)
and with γ(ξ[k],ν) as in (4.7) define
Λk,ε := {ν ∈ Nk0 : γ(ξ[k],ν) ≥ ε} ∀k ∈ N.
For each k ∈ N there exists a polynomial pk ∈ PΛk,ε such that with T˜k as in (4.14), T˜ = (T˜k)k∈N :
U → U is a monotone triangular bijection. With Nε :=
∑
k∈N |Λk,ε| it holds for all ε > 0∑
k∈N
‖Tk − T˜k‖L∞([−1,1]k) ≤ CN
− 1p+1
ε (7.7a)
and ∑
k∈N
‖∂xkTk − ∂xk T˜k‖L∞([−1,1]k) ≤ CN
− 1p+1
ε . (7.7b)
Remark 7.11. As in Rmk. 4.11, by switching the roles of ρ and π, Thm. 7.10 also yields an
approximation result for the inverse transport S = T−1.
7.5 Convergence of measures
Analogous to Prop. 6.5 we have convergence of the measures in the infinite dimensional case.
Here we consider as a reference measure the uniform measure ρ = µ (note that µ with density
dρ
dµ = fρ ≡ 1 trivially satisfies Assumption 7.6). For ε > 0, S˜ε = (S˜ε,j)j∈N denotes the approxi-
mation to S as in Thm. 7.10 and Rmk. 7.11, and Nε ∈ N0 corresponds to the number of degrees
of freedom of the approximation as introduced in Thm. 7.10.
Proposition 7.12. Consider the setting of Thm. 7.10 (in particular let p ∈ (0, 1) be as in
Assumption 7.6). There exists C > 0 such that for dist ∈ {dH, dTV, DKL} and every ε > 0
dist(S˜♯εµ, π) ≤ CN
− 1p+1
ε . (7.8)
Proof. First, by Thm. 7.3 (cp. Rmk. 7.4) the limit det dS(x) := limn→∞
∏n
j=1 ∂xjSj(x[j]) ∈
C0(U ;R) exists and fπ(x) = det dS(x) for all x ∈ U . Next, by Thm. 7.10
∑
k∈N |∂xkSk −
∂xk S˜ε;k| ≤ CN−1/p+1ε <∞. Lemma 6.3 implies existence of
det dS˜ε(x) := lim
n→∞
n∏
j=1
∂xj S˜ε,j(x[j])
and
sup
x∈U
|fπ(x)− det dS˜ε(x)| = sup
x∈U
| det dS(x)− det dS˜ε(x)| ≤ CN−
1
p+1
ε .
This yields (7.8) for the total variation distance. Moreover
sup
x∈U
|
√
fπ(x)−
√
det dS˜ε(x)| = sup
x∈U
|fπ(x)− det dS˜ε(x)|
|√fπ(x) +√det dS˜ε(x)| ≤
CN
− 1p+1
ε
infx∈U
√
fπ(x)
,
which gives (7.8) for the Hellinger distance.
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Finally, for the KL divergence (using fρ ≡ 1 since ρ = µ is the uniform measure) we compute
similar as in the proof of Prop. 6.5 (cp. (6.10)),
DKL(S˜
♯
ερ||π) ≤
∫
U
| det dS˜ε(x)|| log(det dS˜ε(x))− log(fπ(x))|µ(dx)
≤
(
1 +
‖fπ − det dS˜ε‖L∞(U)
infx∈U fπ(x)
)
‖fπ − det dS˜ε‖L∞(U)
≤ CN−
1
p+1
ε .
With the assumptions of Prop. 7.12, let us briefly discuss the Wasserstein distance. To
define it (cp. (6.1d)), we first need to introduce a metric m on U = [−1, 1]N. One possibility,
which is in accordance with the product topology on U , is m(x,y) :=
∑
j∈N cj |xj − yj |, where
(cj)j∈N ⊂ (0,∞) is a fixed summable sequence (see the proof of Thm. 7.3). Then, for any
g : U → R with Lip(g) ≤ 1, i.e., |g(x)− g(y)| ≤ m(x,y) for all x,y ∈ U ,∫
U
g(x)
(
fπ(x)− det dS˜ε(x)
)
dµ(x) =
∫
U
(g(x)− g(0))( det dS(x)− det dS˜ε(x))dµ(x)
≤ sup
x∈U
|fπ(x)− det dS˜ε(x)|
∫
U
m(y,0)dµ(y)
≤ sup
x∈U
|fπ(x)− det dS˜ε(x)|
∑
j∈N
cj ,
since m(y, 0) =
∑
j∈N cj |yj − 0| ≤
∑
j∈N cj . Here we used that S˜ε : U → U is a monotone
bijection, so that det dS˜ε(x) (being the pushforward S˜
♯
ερ where ρ = µ is the uniform measure)
and fπ(x) are both probability densities. Using Lemma 6.3 and Thm. 7.10 we obtain again a
statement of the type (7.8).
8 Conclusions
In this paper we proved several results for the approximation of the Knothe–Rosenblatt transport
T : [−1, 1]d → [−1, 1]d. The central requirement was that the reference and target densities
are both analytic. Based on this, we first conducted a careful analysis of the regularity of T
by investigating its domain of analytic extension. This implied exponential convergence for
sparse polynomial and ReLU approximations. We gave an ansatz for the computation of the
approximate transport, which necessitates that it is a bijective map on the hypercube [−1, 1]d.
This led to a result for rational approximations of T , and approximation of T by neural networks.
All polynomial based results were generalized to the infinite dimensional case. We verified
well-definedness of the triangular transport for d = ∞, under the sole assumption that both
reference and target density are continuous functions (w.r.t. the product topology on [−1, 1]N).
Furthermore, we verified algebraic d-independent convergence rates, showing that the curse of
dimensionality can be overcome for a certain class of posterior densities that is highly relevant
in Bayesian inference in uncertainty quantification.
For future research, we intend to use our proposed ansatz, including the a priori-determined
sparse polynomial spaces, to develop concrete inference algorithms. The present regularity and
approximation results for T provide crucial tools to rigorously prove convergence and conver-
gence rates for such methods. Additionally, we will investigate similar results on unbounded
domains, e.g., Rd.
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A Inverse function theorem
In the following, if O ⊆ Cn is a set, by f ∈ C1(O;C) we mean that f ∈ C0(O;C) and for every
open S ⊆ O it holds f ∈ C1(S;C).
Lemma A.1. Let n ∈ N, δ > 0, κ ∈ (0, 1) and let O ⊆ Cn. Assume that x0 ∈ O, t0 ∈ C and
f ∈ C1(O × Bδ(t0);C) satisfy
(a) f(x0, t0) = 0 and ft(x0, t0) 6= 0,
(b) |1− ft(x,t)ft(x0,t0) | ≤ κ for all (x, t) ∈ O × Bδ(t0),
(c) | f(x,t0)ft(x0,t0) | ≤ δ(1− κ) for all x ∈ O.
Then there exists a unique function t : O → Bδ(t0) such that f(x, t(x)) = 0 for all x ∈ O.
Moreover t ∈ C1(O;C).
Proof. Define S(x, t) := t− f(x,t)ft(x0,t0) , i.e., S : O×Bδ(t0)→ C. Then St(x, t) = 1−
ft(x,t)
ft(x0,t0)
, and
by (b) we have for all (x, t) ∈ O × Bδ(t0)
|St(x, t)| ≤ κ < 1. (A.1)
Moreover, (c) and (A.1) imply for all (x, t) ∈ O × Bδ(t0)
|S(x, t)−t0| ≤ |S(x, t0)−t0|+|S(x, t)−S(x, t0)| ≤ δ(1−κ)+δ sup
(x,t)∈O×Bδ(t0)
|St(x, t)| ≤ δ. (A.2)
Now define the Banach space X := C0(O;C) with norm ‖f‖X := supt∈O |f(t)|, and consider
the closed subset A := {f ∈ X : ‖f − t0‖X ≤ δ} ⊂ X (here, by abuse of notation, t0 : O → C is
interpreted as the constant function in X). By (A.2), t(·) 7→ S(·, t(·)) maps A to itself, and by
(A.1) the map is a contraction there, so that it has a unique fixed point by the Banach fixed point
theorem. We have shown the existence of t ∈ C0(O;Bδ(t0)) satisfying S(x, t(x)) ≡ t(x), which
is equivalent to f(x, t(x)) ≡ 0. It remains to show that t ∈ C1(O;Bδ(t0)). Letting t0 : O → C
again be the constant function and tk(x) := S(x, tk−1(x)) for every k ≥ 2, it holds tk → t in X ,
i.e., (tk)k∈N converges uniformly. Since t0 ∈ C1(O;C), we inductively obtain tk ∈ C1(O;C) for
all k ∈ N. Since X is a complex Banach space, as a uniform limit of differentiable (analytic)
functions it holds limk→∞ tk = t ∈ C1(O;C), see for instance [27, Sec. 3.1].
Finally, to see that for each x ∈ O there exists only one s ∈ Bδ(t0) such that f(x, s) = 0
(namely s = t(x)), one can argue similar as above and apply the Banach fixed point theorem to
the map s 7→ S(x, s) for x ∈ O fixed and s ∈ Bδ(t0).
From the previous lemma, we deduce two types of inverse function theorems in Prop. A.2
and Prop. A.4.
Proposition A.2. Let t0 ∈ C and δ > 0 be such that
(a) F ∈ C1(Bδ(t0);C) and F ′(t0) 6= 0,
(b) F ′ : Bδ(t0)→ C is Lipschitz continuous with Lipschitz constant L := |F
′(t0)|
2δ .
Then with r := δ |F
′(t0)|
2 there exists a unique G : Br(F (t0))→ Bδ(t0) such that F (G(x)) = x
for all x ∈ Br(F (t0)). Moreover G ∈ C1(Br(t0);C).
Proof. Let O := Br(F (t0)). Define x0 := F (t0) as well as f(x, t) := F (t)−x. Then f(x0, t0) = 0,
ft(x0, t0) = F
′(t0) 6= 0, showing Lemma A.1 (a). Furthermore, for t ∈ Bδ(t0) and x ∈ O =
Br(x0), due to the Lipschitz continuity of F ′ and L = |F
′(t0)|
2δ∣∣∣∣1− ft(x, t)ft(x0, t0)
∣∣∣∣ =
∣∣∣∣1− F ′(t)F ′(t0)
∣∣∣∣ =
∣∣∣∣F ′(t0)− F ′(t)F ′(t0)
∣∣∣∣ ≤ L|t− t0||F ′(t0)| ≤ Lδ|F ′(t0)| = 12 ,
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which shows Lemma A.1 (b) with κ = 12 . Finally, Lemma A.1 (c) (with κ =
1
2 ) follows from the
fact that for x ∈ O = Br(F (t0))∣∣∣∣ f(x, t0)ft(x0, t0)
∣∣∣∣ = |F (t0)− x||F ′(t0)| ≤ r|F ′(t0)| = δ2 .
Hence the statement follows by Lemma A.1.
The next lemma shows that G in Prop. A.2 depends continuously on F .
Lemma A.3. Let t0 ∈ C, δ > 0 be such that both F ∈ C1(Bδ(t0)) and F˜ ∈ C1(Bδ(t0)) satisfy
Prop. A.2 (a), (b). Denote the functions from Prop. A.2 by G, G˜ respectively. With r = δ |F
′(t0)|
2 ,
r˜ = δ |F˜
′(t0)|
2
sup
x∈Br(F (t0))∩Br˜(F˜ (t0))
|G(x) − G˜(x)| ≤ 2‖F − F˜‖L∞(Bδ(t0))
max{|F ′(t0)|, |F˜ ′(t0)|}
.
Proof. Let s, t ∈ Bδ(t0). Then
|F (s)− F (t)| = |s− t|
∣∣∣∣
∫ 1
0
F ′((1 − ζ)s+ ζt)dζ
∣∣∣∣ .
For any ζ ∈ [0, 1] it holds (1 − ζ)s + ζt ∈ Bδ(t0) and therefore |(1 − ζ)s + ζt − t0| ≤ δ. Thus,
using that |F
′(t0)|
2δ is a Lipschitz constant of F
′,∣∣∣∣
∫ 1
0
F ′((1 − ζ)s+ ζt)dζ
∣∣∣∣ =
∣∣∣∣
∫ 1
0
F ′(t0) + (F ′((1 − ζ)s+ ζt)− F ′(t0))dζ
∣∣∣∣
≥ |F ′(t0)| − |F
′(t0)|
2δ
δ ≥ |F
′(t0)|
2
.
We get for x ∈ Br(F (t0)) ∩ Br˜(F˜ (t0)) (applying this inequality with s = G(x) and t = G˜(x))
|G(x) − G˜(x)| ≤ 2|F ′(t0)| |F (G(x)) − F (G˜(x))|
=
2
|F ′(t0)| |F˜ (G˜(x)) − F (G˜(x))|
≤ 2‖F − F˜‖L∞(Bδ(t0))|F ′(t0)| .
Proposition A.4. Let k ∈ N, let S ⊆ Ck+1 be open and F ∈ C1(S;C). Assume that x0 ∈ Ck
and t0 ∈ C are such that Ft(x0, t0) 6= 0.
Then there exists δ > 0, a neighbourhood O ⊆ Ck+1 of (x0, F (x0, t0)) and a unique function
G : O→ Bδ(t0) such that F (x,G(x, y)) = y for all (x, y) ∈ O. Moreover G ∈ C1(O;C).
Proof. Let κ := 12 . Choose an open set O ⊆ Ck+1 and δ > 0 such that with y0 := F (x0, t0) ∈ C it
holds (x0, y0) ∈ O and |1− Ft(x,t)Ft(x0,t0) | ≤ κ for all ((x, y), t) ∈ O×Bδ(t0), and |
F (x,t0)−y
Ft(x0,t0)
| ≤ δ(1−κ)
for all (x, y) ∈ O. This is possible because F , Ft are locally continuous around (x0, t0). Set
f((x, y), t) := F (x, t)− y. Applying Lemma A.1 to f : O × Bδ(t0)→ C gives the result.
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B Proofs of Sec. 3
B.1 Lemma 3.3
Proof of Lemma 3.3. We start with (i). By definition F ∈ C1([−1, 1]; [0, 1]) is strictly mono-
tonically increasing with derivative F ′ = f . This implies that F is bijective and by the inverse
function theorem, its inverse belongs to C1([0, 1]).
Analyticity of f : Bδ([−1, 1]) → C and the simply connectedness of Bδ([−1, 1]) imply the
existence and well-definedness of a unique holomorphic antiderivative F : Bδ([−1, 1]) → C
of f satisfying F (−1) = 0. Since F ′ = f , F : Bδ([−1, 1]) → C has Lipschitz constant
supx∈Bδ([−1,1]) |f(x)| ≤ L.
We show (ii). For every x0 ∈ [−1, 1] it holds F ′(x0) = f(x0) 6= 0. Thus by Lemma 3.2 there
exists a unique Gx0 : Bαδ(F (x0)) → Bβδ(x0) satisfying F (Gx0(y)) = y for all y ∈ Bαδ(F (x0)).
It holds β ≤ 1 by definition and thus Bβδ(x0) ⊆ Bδ(x0). Since F : [−1, 1]→ [0, 1] is bijective
Bαδ([0, 1]) =
⋃
x0∈[−1,1]
Bαδ(F (x0)) =
⋃
x0∈[−1,1]
{F (Gx0(y)) : y ∈ Bαδ(F (x0))}
⊆ {F (x) : x ∈ Bβδ([−1, 1])} ⊆ {F (x) : x ∈ Bδ([−1, 1])}.
We locally define G(y) := Gx0(y), so that F (G(y)) = y for all y ∈ Bαδ([0, 1]). It remains to
show well-definedness of G : Bαδ([0, 1])→ Bβδ([−1, 1]).
Let x0 6= x1 be arbitrary in [−1, 1] and denote the corresponding local inverse functions of
F by Gi : Bαδ(F (xi))→ Bβδ(xi), i ∈ {0, 1}. The uniqueness of G0 and G1 (as stated in Lemma
3.2) and the continuity of F−1 : [0, 1] → [−1, 1] imply that Gj ≡ F−1 on [0, 1] ∩ Bαδ(F (xj)) 6=
∅, j ∈ {0, 1}. Now assume that there exists y ∈ Bαδ(F (x0)) ∩ Bαδ(F (x1)) ∩ [0, 1]. Then
G0(y) = F
−1(y) = G1(y) and again by the local uniqueness of G0, G1 as the inverse of F those
two functions coincide on a complex open subset of Bαδ(F (x0)) ∩ Bαδ(F (x1)). Since they are
holomorphic, by the identity theorem they coincide on all of Bαδ(F (x0))∩Bαδ(F (x1)). Thus G
is well-defined on Bαδ([−1, 1]).
We will also use the following consequence of Lemma 3.3.
Lemma B.1. Let f , F and α be as in Lemma 3.3. If f˜ ∈ C1(Bδ([−1, 1]);C) satisfies M ≤
|f˜(x)| ≤ L for all x ∈ Bδ([−1, 1]) and
sup
x∈[−1,1]
|f(x)− f˜(x)| ≤ αδ
2
, (B.1)
then for F˜ (x) :=
∫ x
−1 f˜(t)µ(dt) it holds Bαδ2 ([0, 1]) ⊆ {F˜ (x) : x ∈ Bδ([−1, 1])}. Furthermore
there exists a unique G˜ : Bαδ
2
([0, 1])→ Bβδ([−1, 1]) such that F˜ (G˜(y)) = y for all y ∈ Bαδ
2
([0, 1])
and
G˜ : Bαδ
2
(F (x))→ Bβδ(x) ∀x ∈ [−1, 1]. (B.2)
Moreover G˜ ∈ C1(Bαδ
2
([0, 1]);C) with Lipschitz constant 1M .
Proof. For every x0 ∈ Bδ([−1, 1]) it holds F˜ ′(x0) = f˜(x0). By Lemma 3.2, for every x0 ∈ [−1, 1]
there exists a unique G˜ : Bαδ(F˜ (x0)) → Bβδ(x0) ⊆ Bδ(x0) satisfying F˜ (G˜(y)) = y for all
y ∈ Bαδ(F˜ (x0)). In particular Bαδ(F˜ (x0)) ⊆ {F˜ (x) : x ∈ Bδ(x0)}. By (B.1) and because µ is a
probability measure on [−1, 1], for all x ∈ [−1, 1]
|F (x)− F˜ (x)| ≤
∫ x
−1
|f(t)− f˜(t)|µ(dt) ≤ αδ
2
.
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Therefore
Bαδ
2
([0, 1]) =
⋃
x∈[−1,1]
Bαδ
2
(F (x)) ⊆
⋃
x∈[−1,1]
Bαδ(F˜ (x)) ⊆ {F˜ (x) : x ∈ Bδ([−1, 1])}. (B.3)
We have shown that for every x0 ∈ [−1, 1] there exists G˜ ∈ C1(Bαδ(F˜ (x0));Bβδ(x0)) sat-
isfying F˜ (G˜(y)) = y. Restricting this function to Bαδ
2
(F (x0)) ⊂ Bαδ(F˜ (x0)) locally defines
G˜ : Bαδ
2
([0, 1])→ Bβδ([−1, 1]), since F : [−1, 1]→ [0, 1] is bijective by Lemma 3.2.
To show well-definedness of G˜, let y1, y2 ∈ [0, 1] be arbitrary with
|y1 − y2| < αδM
M + L
=
βδM2
M + L
, (B.4)
where the equality holds by definition of β = αM in (3.1). There exist unique xi ∈ [−1, 1] with
yi = F (xi), i ∈ {1, 2}. Let G˜i : Bαδ(F˜ (xi)) → Bαβ(xi) be the unique local inverse of F˜ . We
need to show that G˜1 ≡ G˜2 on
Bαδ
2
(y1) ∩ Bαδ
2
(y2) ⊂ Bαδ(F˜ (x1)) ∩ Bαδ(F˜ (x2)). (B.5)
First, by Lemma 3.2, F−1 has Lipschitz constant 1M , and we recall that since |(F˜ )′| = |f˜ | ≤ L
and |F ′| = |f | ≤ L, both F and F˜ have Lipschitz constant L. Thus by (B.4)
|F˜ (x1)− F˜ (x2)| ≤ L|x1 − x2| = L|F−1(y1)− F−1(y2)| ≤ L
M
|y1 − y2| ≤ αδ.
This implies F˜ (x1) ∈ Bαδ(F˜ (x2)), i.e. F˜ (x1) is in the domain of G˜2. Again by Lemma 3.2, G˜2
has Lipschitz constant 1M and F˜ has Lipschitz constant L. Thus
|G˜2(F˜ (x1))− x2| = |G˜2(F˜ (x1))− G˜2(F˜ (x2))| ≤ 1
M
|F˜ (x1)− F˜ (x2)| ≤ L
M
|x1 − x2|,
and we obtain
|G˜2(F˜ (x1))− x1| ≤
(
1 +
L
M
)
|x1 − x2|.
Using again Lipschitz continuity of F−1 : [0, 1]→ [−1, 1] with Lipschitz constant 1M , by (B.4)
|G˜2(F˜ (x1))− x1| ≤
(
1 +
L
M
)
|F−1(y1)− F−1(y2)| ≤ M + L
M2
|y1 − y2| < βδ.
Hence G˜2(F˜ (x1)) ∈ Bβδ(x1). Uniqueness of G˜1 : Bαδ(F˜ (x1)) → Bβδ(x1) (with the property
F˜ (G˜1(y)) = y for all y ∈ Bαδ(F˜ (x1))) implies G˜2(F˜ (x1)) = G˜1(F˜ (x1)). By continuity of G˜1 and
G˜2 and the uniqueness property, G˜1 and G˜2 coincide on a complex neighbourhood of F˜ (x1).
By the identity theorem of complex analysis, G˜1 and G˜2 coincide on the whole intersection
Bαδ(F˜ (x1)) ∩ Bαδ(F˜ (x2)) ⊇ Bαδ
2
(y1) ∩ Bαδ
2
(y2).
B.2 Thm. 3.6
To prove Thm. 3.6, we start with some preliminary results investigating the functions fk in
(2.1). First, we will analyze the domain of analytic extension of T : [−1, 1]d → [−1, 1]d for the
general d-dimensional Knothe transport in (2.4). The following variation of Assumption 3.5 will
be our working assumption on the densities. In particular, item (c) stipulates that the analytic
extensions of the densities do not deviate too much. This will guarantee that the inverse CDFs
can be suitably analytically extended.
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Assumption B.2. For δ = (δj)
d
j=1 ∈ (0,∞)d, some constants 0 < M ≤ L <∞ and
0 ≤ εd ≤ M
3
64L2
, 0 ≤ εk ≤ min{1, δk+1} M
5
512L4 + 64L2M2
∀k ∈ {1, . . . , d− 1}, (B.6)
it holds
(a) f : [−1, 1]d → R+ is a probability density and f ∈ C1(Bδ([−1, 1]);C),
(b) M ≤ |f(x)| ≤ L for all x ∈ Bδ([−1, 1]),
(c) supx∈[−1,1]d supy∈Bδ[k]×{0}d−k |f(x+ y)− f(x)| ≤ εk for all k ∈ {1, . . . , d}.
Remark B.3. Note that we could have equivalently written minl=k,...,d εl on the right-hand side
of the inequality in item (c). In particular |f(x + y) − f(x)| ≤ εd = M364L2 for all x ∈ [−1, 1]d,
y ∈ Bδ ⊆ Cd.
Item (i) of the following lemma states that fk is a probability density as a function of its
last variable xk, with the same domain of analyticity as f (in the first k variables). Items (iii)
and (iv) are statements about how much fk varies in its variables: (iii) is mainly a technical
requirement used in later proofs and (iv) will be relevant for large values of δk > 0. It states that
the maximum deviation of (the probability density w.r.t. xk) fk from 1 is indirect proportional
to δk, i.e., is small for large δk.
Lemma B.4. Let f satisfy Assumption B.2, and let (fk)
d
k=1 be as in (2.1). Then for every
k ∈ {1, . . . , d}
(i) fk ∈ C1(Bδ[k]([−1, 1]);C), fk : [−1, 1]k → R+ and
∫ 1
−1 fk(x, t)µ(dt) = 1 if x ∈ [−1, 1]k−1,
(ii) with M˜ := M2L and L˜ :=
2L
M it holds
M˜ ≤ |fk(x)| ≤ L˜ ∀x ∈ Bδ[k]([−1, 1]), (B.7)
and
ℜ(fk(x)) ≥ M
4L
, |ℑ(fk(x))| ≤ M
8L
, ∀x ∈ Bδ[k]([−1, 1]), (B.8)
(iii) if k ≥ 2
sup
y∈Bδ[k−1] ([−1,1])
inf
x∈[−1,1]k−1
‖fk(y, ·)− fk(x, ·)‖L∞([−1,1])
≤ εk−1 8L
M
≤ min{1, δk}C1(M,L) (B.9)
where C1(M,L) :=
M˜2
4M˜+8L˜
,
(iv) if k ≥ 2, for any γ ∈ (0, δk2 ]
sup
y∈Bδ[k−1]([−1,1])
‖fk(y, ·)− 1‖L∞(Bγ([−1,1])) ≤
2 + γ
δk
C2(M,L)
where C2(M,L) :=
4L(L+2M)
M2 .
Proof. Step 1. We establish some preliminary inequalities and show (i). Analyticity of f :
Bδ([−1, 1])→ C implies that fˆk : Bδ[k]([−1, 1])→ C and fˆk−1 : Bδ[k−1]([−1, 1])→ C in (2.1) are
holomorphic for all k ∈ {1, . . . , d} (if k = 1, fˆk−1 ≡ 1 by convention, so that fˆk−1 is an entire
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function). By Assumption B.2 (c) and Rmk. B.3, for every k ∈ {1, . . . , d} and all x ∈ [−1, 1]k,
y ∈ Bδ[k] (cp. (2.1))
|fˆk(x+ y)− fˆk(x)| ≤
∫
[−1,1]d−k
|f(x+ y, tk+1, . . . , td)− f(x, tk+1, . . . , td)|µ(d(ti)di=k+1)
≤ min
{
εk,
M3
64L2
}
, (B.10)
and similarly for every k ∈ {2, . . . , d}
|fˆk(x[k−1] + y[k−1], xk)− fˆk(x[k−1], xk)|
≤
∫
[−1,1]d−k
|f(x[k−1] + y[k−1], xk, tk+1, . . . , td)− f(x[k−1], xk, tk+1, . . . , td)|µ(d(ti)di=k+1)
≤ min
{
εk−1,
M3
64L2
}
. (B.11)
Since f : [−1, 1]d → R+ is a probability density and |f(x)| ≥M for all x ∈ [−1, 1]d, it holds
fˆk(x) ≥ M for all x ∈ [−1, 1]k and all k ∈ {1, . . . , d}. With (B.10) and because M364L2 ≤ M2 we
conclude that
|fˆk(x+ y)| ≥ |fˆk(x)| −min
{
εk,
M3
64L2
}
≥ M
2
∀x ∈ [−1, 1]k, ∀y ∈ Bδ[k] . (B.12)
Moreover, we note that |f(x)| ≤ L for all x ∈ Bδ([−1, 1]) implies (cp. (2.1))
|fˆk(x)| ≤ L ∀x ∈ Bδ[k]([−1, 1]). (B.13)
By definition fk(x) = fˆk(x)/fˆk−1(x[k−1]). The modulus of the denominator is uniformly
positive on Bδ[k]([−1, 1]) according to (B.12), and hence fk ∈ C1(Bδ[k]([−1, 1]);C). Now (i) is a
consequence of Assumption B.2 (a) and the definition of fˆk, fˆk−1 in (2.1).
Step 2. We show (ii) and let at first k ≥ 2. By (B.12) and (B.13)
M
2L
≤ |fk(x)| =
∣∣∣∣∣ fˆk(x)fˆk−1(x[k−1])
∣∣∣∣∣ ≤ 2LM ∀x ∈ Bδ[k]([−1, 1]),
which shows (B.7) for k ≥ 2. For k = 1, we have f1(x1) = fˆ1(x1) (since fˆ0 ≡ 1). From
Assumption B.2 (a) we conclude that M ≤ 1 (because µ is a probability measure) so that the
definition of fˆ1 and |f(x)| ≤ L imply |f1(x1)| ≤ L ≤ 2L/M for all x1 ∈ Bδ1([−1, 1]), i.e., it
holds (B.7).
To show (B.8) note that M2L ≤ fk(x) ∈ R whenever x ∈ [−1, 1]k by (B.12) and (B.13) and
because fk : [−1, 1]k → R+. If k ≥ 2, for x ∈ [−1, 1]k and y ∈ Bδ[k] , by (B.10), (B.12) and
(B.13)
|fk(x+ y)− fk(x)| =
∣∣∣∣∣ fˆk(x)fˆk−1(x[k−1]) −
fˆk(x+ y)
fˆk−1(x[k−1] + y[k−1])
∣∣∣∣∣
≤
∣∣∣∣∣ fˆk(x)(fˆk−1(x[k−1] + y[k−1])− fˆk−1(x[k−1]))fˆk−1(x[k−1])fˆk−1(x[k−1] + y[k−1])
∣∣∣∣∣+
∣∣∣∣∣ fˆk−1(x[k−1])(fˆk(x)− fˆk(x+ y))fˆk−1(x[k−1])fˆk−1(x[k−1] + y[k−1])
∣∣∣∣∣
≤
(
L
(M/2)2
M3
64L2
)
+
(
L
(M/2)2
M3
64L2
)
=
2L(M3/64L2)
(M/2)2
=
M
8L
.
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Hence ℜ(fk(x+ y)) ≥ ℜ(fk(x))− M8L ≥ M4L and |ℑ(fk(x+ y))| = |ℑ(fk(x+ y)− fk(x))| ≤ M8L .
For k = 1 we use again that f1(x) = fˆ1(x) due to fˆ0 ≡ 1, and thus by (B.10) |f1(x + y) −
f1(x)| ≤ M364L2 ≤ M8L for all x ∈ [−1, 1] and y ∈ Bδ1 . We conclude similar as in the case k ≥ 2
that (B.8) holds.
Step 3. We show (iii). Let k ∈ {2, . . . , d}, x ∈ [−1, 1]k−1, y ∈ Bδ[k−1] and t ∈ [−1, 1]. By
(B.10)-(B.13)
|fk(x+ y, t)− fk(x, t)| =
∣∣∣∣∣ fˆk(x+ y, t)fˆk−1(x+ y) −
fˆk(x, t)
fˆk−1(x)
∣∣∣∣∣
≤
∣∣∣∣∣ fˆk(x+ y, t)(fˆk−1(x)− fˆk−1(x+ y))fˆk−1(x+ y)fˆk−1(x)
∣∣∣∣∣+
∣∣∣∣∣ fˆk−1(x+ y)(fˆk(x+ y, t)− fˆk(x, t))fˆk−1(x+ y)fˆk−1(x)
∣∣∣∣∣
≤ (εk−1 + εk−1)L
(M/2)2
= εk−1
2L
(M/2)2
. (B.14)
The condition on εk−1 in (B.6) is chosen exactly such that the last term is bounded by
min{1, δk} M˜24M˜+8L˜ .
Step 4. We show (iv). Fix k ∈ {2, . . . , d} and γ ∈ (0, δk2 ].
By (B.13) and Lemma 3.1 (with K = Bγ([−1, 1])), for any y ∈ Bδ[k−1]([−1, 1])
t 7→ fˆk(y, t) : Bγ([−1, 1])→ C has Lipschitz constant L
δk − γ ≤
2L
δk
. (B.15)
By (B.7) and Lemma 3.1, for any x ∈ [−1, 1]k−1
t 7→ fk(x, t) : Bγ([−1, 1])→ C has Lipschitz constant L˜
δk − γ ≤
2L˜
δk
. (B.16)
Now,
∫ 1
−1 fk(x, t)µ(dt) = 1 (see (i)) and the mean value theorem imply that for every
(xi)
k−1
i=1 ∈ [−1, 1]k−1 there exists xk ∈ [−1, 1] (depending on (xi)k−1i=1 ) such that fk(x1, . . . , xk) =
1. Any two points in [−1, 1] having distance at most 2 and (B.16) yield
|fk(x)− 1| ≤ 4L˜
δk
∀x ∈ [−1, 1]k. (B.17)
Next let x ∈ [−1, 1]k−1 and y ∈ Bδ[k−1] be arbitrary and fix t ∈ Bγ([−1, 1]). Then, using
(B.12), (B.13), (B.15), the fact that fˆk(x[k−1]) =
∫ 1
−1 fˆk(x[k−1], s)µ(ds) (see (2.1)) and the fact
that |s− t| ≤ 2 + γ for any s ∈ [−1, 1],
|fk(x+ y, t)− fk(x, t)| =
∣∣∣∣∣ fˆk(x+ y, t)fˆk−1(x+ y) −
fˆk(x, t)
fˆk−1(x)
∣∣∣∣∣
≤
∫ 1
−1 |fˆk(x+ y, t)fˆk(x, s)− fˆk(x, t)fˆk(x+ y, s)|µ(ds)
|fˆk−1(x+ y)fˆk−1(x)|
≤
∫ 1
−1 |fˆk(x+ y, t)(fˆk(x, s)− fˆk(x, t))|+ |fˆk(x, t)(fˆk(x+ y, t)− fˆk(x+ y, s))|µ(ds)
|fˆk−1(x+ y)fˆk−1(x)|
≤
∫ 1
−1 L(2 + γ)
2L
δk
+ L(2 + γ)2Lδk µ(ds)
M2
≤ (2 + γ)
δk
4L2
M2
, (B.18)
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where we used that µ is a probability measure. Now additionally fix s ∈ [−1, 1] such that
|t− s| < γ. Then by (B.18), (B.16) and (B.17)
|fk(x+ y, t)− 1| ≤ |fk(x+ y, t)− fk(x, t)|+ |fk(x, t)− fk(x, s)|+ |fk(x, s)− 1|
≤ 2 + γ
δk
4L2
M2
+ γ
2L˜
δk
+
4L˜
δk
=
2 + γ
δk
(
4L2
M2
+ 2L˜
)
=
2 + γ
δk
(
4L(L+M)
M2
)
.
This gives the bound in (iv).
The next lemma facilitates to determine the analyticity domains of x 7→ Fρ;k(x) : [−1, 1]k →
R and (x, y) 7→ (Fπ;k(x, ·))−1(y) : [−1, 1]k−1 × [0, 1]→ [−1, 1] in (2.2), (2.3).
Lemma B.5. Let 2 ≤ k ∈ N, O ⊆ Ck−1 be open and convex, [−1, 1]k−1 ⊆ O, δ > 0, 0 < M˜ ≤
L˜ <∞,
ǫ ≤ min{1, δ} M˜
2
4M˜ + 8L˜
(B.19)
and assume that
(a) f ∈ C1(O×Bδ([−1, 1]);C), f : [−1, 1]k → R+ and
∫ 1
−1 f(x, t)µ(dt) = 1 for x ∈ [−1, 1]k−1,
(b) M˜ ≤ |f(x, t)| ≤ L˜ for all (x, t) ∈ O × Bδ([−1, 1]),
(c) supy∈O infx∈[−1,1]k−1 ‖f(y, ·)− f(x, ·)‖L∞([−1,1]) < ǫ.
For x = (xi)
k
i=1 ∈ O × Bδ([−1, 1]) let F (x) :=
∫ xk
−1 f(x[k−1], t)µ(dt).
Then with α = α(M˜, L˜), β = β(M˜, L˜) as in (3.1)
(i) for every ξ ∈ (0, δ] holds F ∈ C1(O × Bξ([−1, 1]);Bǫ+L˜ξ([0, 1])),
(ii) there exists G ∈ C1(O × Bαδ
2
([0, 1]);Bβδ([−1, 1])) such that F (x, G(x, y)) = y for all
(x, y) ∈ O × Bαδ
2
([0, 1]),
(iii) G : O × Bαmin{1,δ}
2
([0, 1])→ Bβmin{1,δ}([−1, 1])).
Proof. We start with (i). Analyticity of F : O × Bδ([−1, 1])→ C is an immediate consequence
of the analyticity of f . By (a), we have F : [−1, 1]k → [0, 1].
Let y ∈ O and ξ ∈ (0, δ]. By (c) we can find x ∈ [−1, 1]k−1 such that supζ∈[−1,1] |f(y, ζ) −
f(x, ζ)| ≤ ǫ. Fix t ∈ Bξ([−1, 1]). There exists s ∈ [−1, 1] such that |s− t| < ξ. Then
|F (y, t)− F (x, s)| ≤ |F (y, t)− F (y, s)|+ |F (y, s)− F (x, s)|
=
∣∣∣∣∣12
∫
[s,t]
f(y, ζ)dζ
∣∣∣∣∣ +
∣∣∣∣
∫ s
−1
f(y, ζ)− f(x, ζ)µ(dζ)
∣∣∣∣ ≤ L˜ξ + ǫ,
where we used that |f(y, ζ)| ≤ L˜ for all ζ ∈ Bδ([−1, 1]). Here 12
∫
[s,t] ·dζ (for complex t) is
interpreted as a path integral over the path γ(p) = s + p(t − s), p ∈ [0, 1], and the factor 12
stems from the fact that F (x, ζ) =
∫ ζ
−1 f(x, z)µ(dz) =
1
2
∫ ζ
−1 f(x, z)dz =
1
2
∫
[−1,ζ] f(x, z)dz for
ζ ∈ [−1, 1]. This shows (i).
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To show (ii), first let x ∈ [−1, 1]k−1. According to Lemma 3.3 (ii) there exists Gx :
Bαδ([0, 1]) → Bβδ([−1, 1]) satisfying F (x, Gx(z)) = z for all z ∈ Bαδ([0, 1]). Now let y ∈
O\[−1, 1]k−1. By assumption (c), we can find x ∈ [−1, 1]k−1 such that
sup
t∈[−1,1]
|f(y, t)− f(x, t)| ≤ ǫ < δα
2
,
by (B.19) (cp. (3.1)). Therefore, Lemma B.1 (with “f”= f(x, ·) and “f˜”= f(y, ·)) yields the
existence of Gy : Bαδ
2
([0, 1])→ Bβδ([−1, 1]) satisfying F (y, Gy(z)) = z for all z ∈ Bαδ
2
([0, 1]).
Set G(x, z) := Gx(z) for all (x, z) ∈ O × Bαδ
2
([0, 1]). We have found
G : O × Bαδ
2
([0, 1])→ Bβδ([0, 1]) satisfying F (x, G(x, z)) = z.
By Lemma A.3, the local inverse functions in Prop. A.2 depend continuously on “F” (in the there
stated sense). Since the proofs of Lemma 3.3 and Lemma B.1 stitch together the local inverse
functions from Prop. A.2, one can show that G(x, z) (obtained via Lemma 3.3 and Lemma B.1)
is in fact a continuous function of x, since F (x, z) and ∂zF (x, z) depend continuously on x.
Moreover, Lemma 3.3 and Lemma B.1 state that z 7→ Gx(z) = G(x, z) has Lipschitz constant
1
M˜
independent of x ∈ O. In all this implies that G(x, z) is a (jointly) continuous function of
(x, z) ∈ O × Bαδ
2
([0, 1]).
By Prop. A.4, if G is continuous and satisfies F (x, G(x, y)) = y, then G is locally unique
and analytic in both arguments. This shows that G : O × Bαδ
2
([0, 1]) is analytic.
Finally we show (iii). If δ ≤ 1, then (iii) follows from (ii). If δ > 1, f also satisfies assumptions
(a)-(c) with δ replaced by δ˜ := 1 (because Bδ([−1, 1]) ⊃ Bδ˜ and min{1, δ} = 1 = min{1, δ˜} in
(B.19)). Hence (iii) follows again from (ii).
Theorem B.6. Let
(a) fπ satisfy Assumption B.2 with δπ = (δπ;j)
d
j=1 ⊂ (0,∞), 0 < Mπ ≤ Lπ < ∞ and
(επ;k)
d
k=1 ⊂ [0,∞), and define M˜π := Mpi2Lpi ≤ 1, L˜π := 2LpiMpi ≥ 1,
(b) fρ satisfy Assumption B.2 with δρ = (δρ;j)
d
j=1 ⊂ (0,∞), 0 ≤ Mρ ≤ Lρ < ∞ and
(ερ;k)
d
k=1 ⊂ [0,∞) such that (additional to (B.6)) with α = α(M˜π, L˜π) as in (3.1)
0 ≤ ερ;k ≤ αMρ
32Lρ
min {1, δπ;k+1} ∀k ∈ {1, . . . , d− 1} (B.20)
and set M˜ρ :=
Mρ
2Lρ
and L˜ρ :=
2Lρ
Mρ
.
Define ζ = (ζk)
d
k=1 via
ζk := min
{
δρ;k, δπ;kmin
{
1,
α(M˜π , L˜π)
4L˜ρ
}}
∀k ∈ {1, . . . , d}. (B.21)
Then, for every k ∈ {1, . . . , d}
(i) Tk : [−1, 1]k → [−1, 1] in (2.3) allows an extension
Tk ∈ C1(Bζ[k]([−1, 1]);Bδpi;k([−1, 1])), (B.22)
(ii) Rk(x) := ∂xkTk(x) satisfies with C3 :=
4LpiLρ
MpiMρ
and C4 :=
3M3piMρ
256L3piLρ
Rk ∈ C1(Bζ[k]([−1, 1]);BC3(1)) s.t. inf
x∈Bζ[k]([−1,1])
ℜ(Rk(x)) ≥ C4 (B.23a)
and there exists C5 = C5(Mρ,Mπ, Lρ, Lπ) such that if k ≥ 2
Rk : Bζ[k−1]([−1, 1])× [−1, 1]→ B C5
min{δpi;k,δρ;k}
(1). (B.23b)
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Proof. Step 1. We establish notation and preliminary results. Throughout this proof (as in
(3.1))
α = α(M˜π, L˜π) =
M˜2π
2M˜π + 4L˜π
, β = β(M˜π, L˜π) =
M˜π
2M˜π + 4L˜π
. (B.24)
In the following for k ∈ {1, . . . , d} and ∗ ∈ {ρ, π}
Bδ∗;[k]([−1, 1]) :=
k×
j=1
Bδ∗;j ([−1, 1]) ⊆ Ck.
For k ∈ {1, . . . , d} let
fπ;k : Bδpi;[k]([−1, 1])→ C, fρ;k : Bδρ;[k]([−1, 1])→ C
be as in (2.1). Lemma B.4 (i)-(iii) states that for k ∈ {2, . . . , d}, the functions fπ;k ∈ C1(Bδpi;[k−1]×
Bδpi;k ;C) and fρ;k ∈ C1(Bδρ;[k−1] ×Bδρ;k ;C) satisfy the assumptions of Lemma B.5, with the con-
stants 0 < M˜ρ ≤ L˜ρ <∞, 0 < M˜π ≤ L˜π <∞, and
ǫρ;k := ερ;k−1
8Lρ
Mρ
≤ min{1, δρ;k}
M˜2ρ
4M˜ρ + 8L˜ρ
,
ǫπ;k := επ;k−1
8Lπ
Mπ
≤ min{1, δπ;k} M˜
2
π
4M˜π + 8L˜π
= min{1, δπ;k}α
2
(B.25)
in (B.19) and assumption (c) of Lemma B.5 (cp. (B.6) and (B.9)) with O = Bδρ;[k−1]([−1, 1]),
O = Bδpi;[k−1]([−1, 1]) respectively.
By Lemma B.5 (i), for k ∈ {2, . . . , d} the functions Fρ;k, Fπ;k as in (2.2) are well-defined,
and in particular Fρ;k is holomorphic from
Fρ;k : Bδρ;[k−1]([−1, 1])× Bξ([−1, 1])→ Bǫρ;k+L˜ρξ([0, 1]) ∀ξ ∈ (0, δρ;k]. (B.26)
For k ∈ {2, . . . , d} let Gπ;k be as in Lemma B.5 (ii) (w.r.t. Fπ;k). By Lemma B.5 (ii) for
every k ∈ {2, . . . , d}, this map is holomorphic between
Gπ;k : Bδpi;[k−1]([−1, 1])× Bαδpi;k
2
([0, 1])→ Bβδpi;k([−1, 1]), (B.27)
and by Lemma B.5 (iii)
Gπ;k : Bδpi;[k−1]([−1, 1])× Bαmin{1,δpi;k}
2
([0, 1])→ Bβmin{1,δpi;k}([−1, 1]). (B.28)
Step 2. We show (i). By definition of Tk in (2.3), for k ∈ {2, . . . , d} and x ∈ [−1, 1]k
Tk(x) = Gπ;k
(
T1(x1), . . . , Tk−1(x[k−1]), Fρ;k(x)
)
. (B.29)
We show by induction (B.22), i.e.
Tk ∈ C1(Bζ[k]([−1, 1]);Bδpi;k([−1, 1])) ∀k ∈ {1, . . . , d}.
Let k = 1. By Lemma B.4 (i)
fρ;1 : Bδρ;1 → C, fπ;1 : Bδpi;1 → C
are holomorphic functions satisfying (B.7) with the corresponding constants M˜ρ ≤ L˜ρ, M˜π ≤ L˜π.
Thus by Prop. 3.4 with r = min{δρ;1, δpi;1M˜
2
pi
L˜ρ(2M˜pi+4L˜pi)
}
T1 : Br([−1, 1])→ B
r
L˜ρ
M˜pi
([−1, 1])
is holomorphic. Since r ≥ ζ1 and rL˜ρM˜pi ≤ δπ;1, this shows (B.22) for k = 1.
For the induction step, we first note that there hold the following inequalities for k ≥ 2:
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(i1) ζk ≤ min{δπ;k, δρ;k}: This is immediate from the definition of ζk in (B.21).
(i2) ǫρ;k + L˜ρζk ≤ αδpi;k2 : On the one hand, (B.20) and (B.25) give
ǫρ;k ≤ ερ;k−1 8Lρ
Mρ
≤ αMρ
32Lρ
8Lρ
Mρ
min{1, δπ;k} = αmin{1, δπ;k}
4
, (B.30)
and on the other hand, by (B.21) it holds L˜ρζk ≤ αδpi;k4 .
Let k ∈ {2, . . . , d}. Assume that
Tj ∈ C1(Bζ[j]([−1, 1]);Bδpi;j([−1, 1])) ∀j ∈ {1, . . . , k − 1},
which is the induction hypothesis. We show that it also holds for k. By (B.26), (i1) and (i2)
Fρ;k(x) ∈ Bǫρ;k+L˜ρζk([−1, 1]) ⊆ Bαδpi;k
2
([−1, 1]) ∀x ∈ Bζ[k]([−1, 1]).
By assumption Tj(x[j]) ∈ Bδpi;j([0, 1]) for all x ∈ Bζ[k−1]([−1, 1]) and all j ∈ {1, . . . , k− 1}. Due
to (B.27) and (B.29) we get
Tk(x) = Gπ;k
(
T1(x1)︸ ︷︷ ︸
∈Bδpi;1([0,1])
, . . . , Tk−1(x[k−1])︸ ︷︷ ︸
∈Bδpi;k−1([0,1])
, Fρ;k(x)︸ ︷︷ ︸
∈Bαδpi;k
2
([−1,1])
) ∈ Bβδpi;k ∀x ∈ Bζ[k]([−1, 1]).
(B.31)
Since β ≤ 1 by definition, this shows (B.22) for Tk.
Step 3. We show (B.23a) and first verify that for all k ∈ {1, . . . , d}
Rk(x) =
fρ;k(x)
fπ;k(T1(x1), . . . , Tk(x))
∀x ∈ Bζ[k](−1, 1). (B.32)
First let x ∈ [−1, 1]k. By (B.29)
∂xkTk(x) = (∂xkGπ;k) (T1(x1), . . . , Tk−1(x[k−1]), Fρ;k(x)) (∂xkFρ;k) (x). (B.33)
Now
xk = Gπ;k(x[k−1], Fπ;k(x)) (B.34)
and thus
1 = ∂xk
(
Gπ;k(x[k−1], Fπ;k(x))
)
= (∂xkGπ;k) (x[k−1], Fπ;k(x)) (∂xkFπ;k(x)) .
Using that Fπ;k(x[k−1], ·) : [−1, 1]→ [0, 1] is bijective, the substitution yk = Fπ;k(x) and (B.34)
give for all (x[k−1], yk) ∈ [−1, 1]k−1 × [0, 1]
(∂xkGπ;k) (x[k−1], yk) =
1
∂xkFπ;k(x[k−1], Gπ;k(x[k−1], yk))
.
Hence, since ∂xkFρ;k = fρ;k and ∂xkFπ;k = fπ;k we obtain by (B.33)
∂xkTk(x) =
fρ;k(x)
fπ;k(T1(x1), . . . , Tk−1(x[k−1]), Gπ;k(T1(x1), . . . , Tk−1(x[k−1]), Fρ;k(x)))
,
which by (B.29) shows (B.32) for x ∈ [−1, 1]k. The identity theorem for holomorphic functions
implies that (B.32) holds for all x ∈ Bζ[k]([−1, 1]).
Now we show (B.23a). By Lemma B.4 (ii) for ∗ ∈ {ρ, π}
ℜ(f∗;k(x)) ≥ M∗
4L∗
and |ℑ(f∗;k(x))| ≤ M∗
8L∗
∀x ∈ Bδ∗;[k]([−1, 1]).
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Moreover |fπ;k(x)| ≤ L˜π = 2LpiMpi . Thus, for arbitrary x ∈ Bζ[k]([−1, 1]) ⊆ Bδpi;[k]([−1, 1]), writing
fρ;k(x) = a+ ib and fπ;k(T1(x1), . . . , Tk(x)) = c+ id
ℜ(Rk(x)) = ℜ
(
a+ ib
c+ id
)
= ℜ
(
a+ ib
c+ id
c− id
c− id
)
=
ac+ bd
c2 + d2
≥
Mpi
4Lpi
Mρ
4Lρ
− Mpi8Lpi
Mρ
8Lρ
L˜2π
=
3M3πMρ
256L3πLρ
.
Moreover by Lemma B.4 (ii) and (B.32) we have |Rk(x)| ≤ (2LρMρ )/(Mpi2Lpi ) for all x ∈ Bζ[k]([−1, 1]),
which gives (B.23a).
Step 4. We show (B.23b). Fix k ∈ {2, . . . , d} and let ξ ∈ (0, ζk) be so small that ǫρ;k+Lρξ <
αmin{1,δpi;k}
2 , which is possible by (B.30). Fix
x ∈ Bζ[k−1]([−1, 1])× Bξ([−1, 1]) ⊂ Bζ[k]([−1, 1]). (B.35)
By (B.22)
Tj(x) ∈ Bδpi;j ([0, 1]) ∀j ∈ {1, . . . , k}.
By (B.26)
Fρ;k(x) ∈ Bǫρ;k+L˜ρξ([0, 1]) ⊆ Bαmin{1,δpi;k}
2
([0, 1]).
By (B.28), (B.29)
Tk(x) = Gπ;k
(
T1(x1)︸ ︷︷ ︸
∈Bδpi;1([−1,1])
, . . . , Tk−1(x[k−1])︸ ︷︷ ︸
∈Bδpi;k−1([−1,1])
, Fρ;k(x)︸ ︷︷ ︸
∈Bαmin{1,δpi;k}
2
([−1,1])
) ∈ Bβmin{1,δpi;k},
and since β ≤ 12 (cp. (B.24)), Tk(x) ∈ Bmin{1,δpi;k}
2
([−1, 1]).
Now let x ∈ Bζ[k−1]([−1, 1])× [−1, 1]. Lemma B.4 (iv) implies
fπ;k( T1(x1)︸ ︷︷ ︸
∈Bδpi;1([−1,1])
, . . . , Tk−1(x[k−1])︸ ︷︷ ︸
∈Bδpi;k−1([−1,1])
, Tk(x)︸ ︷︷ ︸
∈Bmin{1,δpi;k}
2
([−1,1])
) ∈ B 2+min{1,δpi;k}/2
δpi;k
C2
(1) ⊆ B 3C2
δpi;k
(1),
with C2 = C2(Mπ, Lπ) as in Lemma B.4 (iv). Lemma B.4 (iv) (and ζj ≤ δρ;j , j = 1, . . . , k − 1)
also gives
fρ;k(x) ∈ B 3C2
δρ;k
(1),
with C2 = C2(Mρ, Lρ) as in Lemma B.4 (iv).
Write fπ;k(T1(x1), . . . , Tk(x)) = 1 + z1 and fρ;k(x) = 1 + z2 for z1, z2 ∈ C with
|z1| ≤ 3C2(Mρ, Lρ)
δρ;k
and |z2| ≤ 3C2(Mπ, Lπ)
δπ;k
. (B.36)
We distinguish between two cases and assume first that |z1| ≤ 12 . Then by (B.32) (cp. (B.21)
and (B.36))
|Rk(x)− 1| =
∣∣∣∣1 + z21 + z1 − 1 + z11 + z1
∣∣∣∣ ≤
∣∣∣∣z1 − z21/2
∣∣∣∣
≤ 4max{|z1|, |z2|} ≤ 43max{C2(Mρ, Lρ), C2(Mπ, Lπ)}
min{|δρ;k|, |δπ;k|} . (B.37)
In the second case we have |z1| > 12 . By (B.23a) |Rk(x)| ≤ 1 + C3 and thus with (B.36)
|Rk(x)− 1| ≤ 2 + C3 = 4 + 2C3
2
≤ (4 + 2C3)|z1| ≤ (4 + 2C3)3C2(Mρ, Lρ)
δρ;k
. (B.38)
With
C5 := 3(4 + 2C3)max{C2(Mρ, Lρ), C2(Mπ, Lπ)}, (B.39)
(B.37) and (B.38) show (B.23b).
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We are now in position to prove Thm. 3.6.
Proof of Thm. 3.6. Let 0 < M ≤ L <∞ and δ ∈ (0,∞)d be such that fρ ∈ C1(Bδ([−1, 1]);C)
and fπ ∈ C1(Bδ([−1, 1]);C) both satisfy Assumption 3.5 with these constants. Upon choosing
C6 = C6(M,L) in Assumption 3.5 small enough, we show that fρ, fπ satisfy Assumption
B.2 with the additional constraint (B.20). This means that we can apply Thm. B.6, which
immediately implies Thm. 3.6.
Assumption B.2 (a), (b) holds by Assumption 3.5 (a), (b) with Mρ = Mπ = M and Lρ =
Lπ = L.
With α = M
2
2M+4L holds
αM
32L =
M3
64(ML+2L2) . Therefore, spelling out Assumption B.2 (c) with
the additional constraint (B.20), for k ∈ {1, . . . , d− 1} we require
sup
x∈[−1,1]d
sup
y∈Bδ[k]×{0}d−k
|f(x+y)−f(x)| ≤ min{1, δk+1}min
{
M3
64(ML+ 2L2)
,
M5
512L4 + 64L2M2
}
(B.40a)
and
sup
x∈[−1,1]d
sup
y∈Bδ
|f(x+ y)− f(x)| ≤ M
3
64L2
. (B.40b)
Define
C6 := min
{
M3
64(ML+ 2L2)
,
M5
512L4 + 64L2M2
}
≤ M
3
64L2
. (B.41)
Then
sup
x∈[−1,1]d
sup
y∈Bδ[k]×{0}d−k
|f(x+ y)− f(x)| ≤ C6min{1, δk+1} ∀k ∈ {1, . . . , d− 1} (B.42a)
and
sup
x∈[−1,1]d
sup
y∈Bδ
|f(x+ y)− f(x)| ≤ C6 (B.42b)
implies (B.40). This concludes the proof, as Assumption 3.5 (c), (d) corresponds to (B.42) (note
that if min{1, δk+1} = 1, then (B.40a) follows by (B.42b)). We point out that with M˜ = M2L ≤ 1
and L˜ = 2LM ≥ 1 by (B.21)
ζk =
α(M˜, L˜)
4L˜
δk. (B.43)
C Proofs of Sec. 4
C.1 Prop. 4.6
The following lemma will be required in the proof. In this section for ξ ∈ (1,∞)k and θ > 0 set
S(ξ, θ) :=
∑
µ∈Nk0
ξ−µ
k∏
j=1
(1 + 2νj)
θ. (C.1)
For any θ > 0 holds S(ξ, θ) <∞; see Lemma F.3.
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Lemma C.1. Let k, m ∈ N, θ > 0, C0 > 0 and ξ ∈ (1,∞)k. Assume that f(y) =∑
ν∈Nk0 lνLν(y) ∈ L
2([−1, 1]k) for certain coefficients lν ∈ R satisfying |lν | ≤ C0γ(ξ,ν)
∏k
j=1(1+
2νj)
θ for all ν ∈ Nk0 . Then f ∈ Wm,∞([−1, 1]k) and with
Λk,ε :=
{
ν ∈ Nk0 : γ(ξ,ν) ≥ ε
}
, (C.2)
ξmin := minj ξj > 1, and wµ =
∏k
j=1(1 + 2νj)
1/2+2mθ it holds for all ε ∈ (0, 1)∥∥∥∥∥∥f(·)−
∑
ν∈Λk,ε
lνLν(·)
∥∥∥∥∥∥
Wm,∞([−1,1]k)
≤ 2C0kS
(
ξ,
1
2
+ θ + 2m
)
ε
(
3− 2 log(ε)
log(ξmin)
)k( 32+θ+2m)
,
(C.3)
where S(ξ, 32 + 2m) is defined in (C.1).
Proof. For ε ∈ (0, ξ−1k ) set
Aε := {ν ∈ Nk0 : γ(ξ,ν) < ε, ∃j ∈ suppν s.t. γ(ξ,ν − ej) ≥ ε}
so that
{ν ∈ Nk0 : γ(ξ,ν) < ε} = {ν + µ : ν ∈ Aε, µ ∈ Nk0}
since γ(ξ,ν) is monotonically decreasing in each νj . Set
Aε,1 := {ν ∈ Aε : νk = 0}, Aε,1 := {ν ∈ Aε : νk > 0}
and
S1 := {ν + µ : ν ∈ Aε,1, µ ∈ Nk−10 × {0}}, S2 := {ν + µ : ν ∈ Aε,2, µ ∈ Nk0}. (C.4)
We want to show
{ν ∈ Nk0 : γ(ξ,ν) < ε} = S1 ∪ S2. (C.5)
If γ(ξ,η) < ε and ηk = 0, then η ∈ S1. Now let γ(ξ,η) < ε and ηk > 0. If there exists ν ∈ Aε,2
(i.e. νk > 0) such that ν ≤ η (i.e. νj ≤ ηj for all j), then η = ν+(η−ν) ∈ S1. Otherwise there
exists ν ∈ Aε,1 (i.e. νk = 0) with ν ≤ η. By definition γ(ξ,ν) = γ(ξ,ν + ek) (since νk = 0),
and therefore ν˜ := ν + ek ∈ Aε,2 satisfies ν˜ ≤ η. Hence η = ν˜ + (η − ν˜) ∈ S2, showing (C.5).
Note that
γ(ξ,ν + µ) = γ(ξ,ν)ξ−µ (C.6)
for all ν + µ ∈ S1 or ν + µ ∈ S2 as in (C.4). As mentioned before, γ(ξ,ν) ≥ ε implies
with ξmin := minj ξj that ξ
−|ν|
min ≥ γ(ξ,ν) ≥ ε. Thus if ν ∈ Aε and γ(ξ,ν − ej) ≥ ε then
|ν| ≤ − log(ε)log(ξmin) + 1. Hence wν ≤ (3 −
2 log(ε)
log(ξmin)
)k(
1
2+θ+2m) for all ν ∈ Aε. Using wν+µ =∏k
j=1(1 + 2(νj + µj))
1/2+θ+2m ≤ wνwµ, (4.2), (C.5) and (C.6)∥∥∥∥∥∥f(·)−
∑
ν∈Λk,ε
lνLν
∥∥∥∥∥∥
Wm,∞([−1,1]k)
≤
∑
ν∈S1
|lν |‖Lν‖Wm,∞([−1,1]k) +
∑
ν∈S2
|lν |‖Lν‖Wm,∞([−1,1]k)
≤
∑
{ν∈Aε : νk=0}
∑
µ∈Nk−10 ×{0}
C0wν+µγ(ξ,ν + µ)
+
∑
{ν∈Aε : νk=1}
∑
µ∈Nk0
C0wν+µγ(ξ,ν + µ)
≤ 2C0
∑
ν∈Aε
wνγ(ξ,ν)
∑
µ∈Nk0
wµξ
−µ
≤ 2C0ε|Aε|
(
3− 2 log(ε)
log(ξmin)
)k( 12+θ+2m) ∑
µ∈Nk0
wµξ
−µ.
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Now |Aε| ≤ k|Λk,ε|, due to the fact that for every ν ∈ Aε there exists j ∈ {1, . . . , k} such that
ν − ej ∈ Λk,ε. Finally, by (4.9), |Aε| ≤ k|Λk,ε| ≤ k(1 − log(ε)log(ξmin) )k, and together with (C.1) we
obtain (C.3).
Proof of Prop. 4.6. According to Lemma 4.2, Lemma 4.3 and Rmk. 4.4, there exists θ ≥ 1
(depending on ξmin = minj∈{1,...,k} ξj) such that the Legendre coefficients satisfy the bounds
|lν | ≤ ‖f‖L∞(Eξ)
k∏
j=1
(1 + 2νj)
θ
{
ξ−1k
∏k−1
j=1 ξ
−νj
j νk = 1
ξ−ν νk ≥ 1
= γ(ξ,ν)‖f‖L∞(Eξ)
k∏
j=1
(1 + 2νj)
θ.
Now Lemma C.1 implies∥∥∥∥∥∥f(·)−
∑
ν∈Λk,ε
lνLν(·)
∥∥∥∥∥∥
Wm,∞([−1,1]k)
≤ ε
(
3− 2 log(ε)
log(ξmin)
)k( 32+θ+2m)
k‖f‖L∞(Eξ)S
(
ξ,
1
2
+ θ + 2m
)
≤ Cετ‖f‖L∞(Eξ)S
(
ξ,
1
2
+ θ + 2m
)
, (C.7)
for a constant C depending on ξmin, k, τ and m.
Furthermore, (4.10) gives (k!|Λk,ε|
∏k
j=1 log(ξj))
1/k −∑kj=1 log(ξj) ≤ − log(ε) and thus
ε ≤ exp
(
−β|Λk,ε| 1k
) k∏
j=1
ξj .
Plugging this into (C.7) yields (4.11).
C.2 Prop. 4.9
In the proof we will need the following elementary lemma.
Lemma C.2. Let m ∈ N0, k ∈ N. There exists C = C(k,m) such that
(i) ‖fg‖Wm,∞([−1,1]k) ≤ C‖f‖Wm,∞([−1,1]k)‖g‖Wm,∞([−1,1]k), for all f , g ∈Wm,∞([−1, 1]k),
(ii) for all f , g ∈Wm,∞([−1, 1]k)
‖f2 − g2‖Wm,∞([−1,1]k) ≤ C(‖f‖Wm,∞([−1,1]k) + ‖g‖Wm,∞([−1,1]k))‖f − g‖Wm,∞([−1,1]k)
(iii) if ‖1−f‖L∞([−1,1]k) ≤ 12 then ‖1− 1f ‖Wm,∞([−1,1]k) ≤ C‖1−f‖Wm,∞([−1,1]k)‖f‖max{0,m−1}Wm,∞([−1,1]k).
In case m = 0, the constant C = C(k, 0) is independent of k.
Proof. Item (i) is a consequence of the (multivariate) Leibniz rule for weak derivatives, i.e.
∂νx(fg) =
∑
µ≤ν
(
ν
µ
)
∂µx f∂
ν−µ
x g for all multiindices ν ∈ Nk0 . Item (ii) follows by f2 − g2 =
(f − g)(f + g) and (i).
Next let us show (iii). Due to ‖1− f‖L∞([−1,1]k) ≤ 12 it holds ess infx∈[−1,1]k f(x) ≥ 12 . Thus
‖1− 1f ‖L∞([−1,1]k) = ‖ 1−ff ‖L∞([−1,1]k) ≤ 2‖1− f‖L∞([−1,1]k), which proves the statement in case
m = 0.
For general m ∈ N, we claim that for any ν ∈ Nk0 such that 1 ≤ |ν| ≤ m it holds ∂νx( 1f ) =
pν
f |ν|+1
for some pν satisfying
‖pν‖Wm−|ν|,∞([−1,1]k) ≤ C‖1− f‖Wm,∞([−1,1]k)‖f‖|ν|−1Wm,∞([−1,1]k) (C.8)
42
for a constant C depending on ν but independent of f . For |ν| = 1, i.e. ν = ej = (δij)ki=1 for
some j, this holds by ∂
ej
x
1
f = ∂xj
1
f =
−∂xj f
f2 with pej = −∂xjf where ‖pej‖Wm−1,∞([−1,1]k) =
‖∂xjf‖Wm−1,∞([−1,1]k) ≤ ‖1− f‖Wm,∞([−1,1]k). For the induction step,
∂xj
pν
f |ν|+1
=
f |ν|+1∂xjpν − (|ν|+ 1)pνf |ν|∂xjf
f2|ν|+2
=
f∂xjpν − (|ν|+ 1)pν∂xjf
f |ν|+2
=:
pν+ej
f |ν+ej|+1
.
Then
‖pν+ej‖Wm−|ν|−1,∞([−1,1]k) = ‖f∂xjpν − (|ν|+ 1)pν∂xjf‖Wm−|ν|−1,∞([−1,1]k)
≤ C(|ν|+ 2)‖f‖Wm,∞([−1,1]k)‖pν‖Wm−|ν|,∞([−1,1]k)
≤ C‖1− f‖Wm,∞([−1,1]k)‖f‖|ν|Wm,∞([−1,1]k)
by the induction hypothesis (C.8).
Hence for 1 ≤ |ν| ≤ m due to ‖1− f‖L∞([−1,1]k) ≤ 12∥∥∥∥∂νx(1− 1f
)∥∥∥∥
L∞([−1,1]k)
≤ C
‖1− f‖Wm,∞([−1,1]k)‖f‖m−1Wm,∞([−1,1]k)
‖f‖|ν|+1
L∞([−1,1]k)
≤ C2|ν|+1‖1− f‖Wm,∞([−1,1]k)‖f‖m−1Wm,∞([−1,1]k)
which shows (iii).
Lemma C.3. Let m ∈ N0, k ∈ N, k ≥ 2 and T : [−1, 1]k → [−1, 1] such that T ∈
Wm,∞([−1, 1]k), ∂xkT ∈ C0 ∩ Wm,∞([−1, 1]k), and T (x, ·) : [−1, 1] → [−1, 1] is an increas-
ing bijection for every x ∈ [−1, 1]k−1. Set R˜(x) :=√∂xkT − 1 ∈Wm,∞ ∩ C0([−1, 1]k).
There exist constants K ∈ (0, 1] (independent of m and k) and C = C(k,m) > 0, both
independent of R˜, with the following property: If p ∈ Wm,∞([−1, 1]k;R) satisfies
‖R˜− p‖Wm,∞([−1,1]k) ≤ 1 and ‖R˜− p‖L∞([−1,1]k) <
K
1 + ‖R˜‖L∞([−1,1]k)
(C.9)
then with
T˜ (x) := −1+ 2
ck(x[k−1])
∫ xk
−1
(p(x[k−1], t)+1)2dt where ck(x[k−1]) :=
∫ 1
−1
(p(x[k−1], t)+1)2dt
(C.10)
it holds
‖T − T˜ ‖Wm,∞([−1,1]k) ≤ C(1 + ‖R˜‖Wm,∞([−1,1]k))max{3,m+2}‖R˜− p‖Wm,∞([−1,1]k) (C.11)
and
‖∂xkT −∂xk T˜ ‖Wm,∞([−1,1]k) ≤ C(1+‖R˜‖Wm,∞([−1,1]k))max{3,m+2}‖R˜−p‖Wm,∞([−1,1]k). (C.12)
In case m = 0, C(k, 0) is independent of k.
Proof. Throughout this proof the constant C > 0 (which may change its value even within the
same equation) will depend on m, k but be independent of R˜. Moreover, it will only depend on
k through the constants from Lemma C.2, and thus be independent of k in case m = 0. In the
following we use several times the fact that∥∥∥∥
∫ xk
−1
g(x[k−1], t)dt
∥∥∥∥
Wm,∞([−1,1]k)
≤ 2‖g(x)‖Wm,∞([−1,1]k) ∀g ∈ Wm,∞([−1, 1]k). (C.13)
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Set ε := ‖R˜− p‖Wm,∞([−1,1]k) ≤ 1. Using Lemma C.2 (ii) we get
‖(p+ 1)2 − ∂xkT ‖Wm,∞([−1,1]k) = ‖(p+ 1)2 − (R˜+ 1)2‖Wm,∞([−1,1]k)
≤ C(‖p+ 1‖Wm,∞([−1,1]k) + ‖R˜+ 1‖Wm,∞([−1,1]k))ε
≤ C(2‖R˜+ 1‖Wm,∞([−1,1]k) + ε)ε
≤ C(1 + ‖R˜‖Wm,∞([−1,1]k))ε, (C.14)
where we used the triangle inequality and ε ≤ 1, which holds by assumption.
Additional to T˜ in (C.10) let Tˆ (x[k]) = −1 +
∫ xk
−1 (1 + p(x[k−1], t))
2dt. Since T (x) = −1 +∫ xk
−1 ∂xkT (x[k−1], t)dt we get with (C.13)
‖T − Tˆ ‖Wm,∞([−1,1]k) =
∥∥∥∥∂xkT (x[k−1], t)dt−
∫ xk
−1
(p(x[k−1], t) + 1)2
∥∥∥∥
Wm,∞([−1,1]k)
≤ C(1 + ‖R˜‖Wm,∞([−1,1]k))ε, (C.15)
by (C.14).
Fix x ∈ [−1, 1]k−1. Then
ck(x) =
∫ 1
−1
(p(x, t) + 1)2dt = Tˆ (x, 1)− Tˆ (x,−1).
Moreover, since T (x[k−1], ·) : [−1, 1]→ [−1, 1] is a monotonically increasing bijection,∫ 1
−1
∂xkT (x[k−1], t)dt = T (x[k−1], 1)− T (x[k−1],−1) = 2 ∀x ∈ [−1, 1]k.
Thus, using that T , Tˆ are Lipschitz continuous, and restrictions to [−1, 1]k−1×{y}, y ∈ {−1, 1},
are well-defined,
‖ck − 2‖Wm,∞([−1,1]k−1) ≤ ‖T (·, 1)− Tˆ (·, 1)‖Wm,∞([−1,1]k−1) + ‖T (·,−1)− Tˆ (·,−1)‖Wm,∞([−1,1]k−1)
≤ 2‖T − Tˆ ‖Wm,∞([−1,1]k) ≤ C˜(1 + ‖R˜‖Wm,∞([−1,1]k))ε, (C.16)
for some C˜ = C˜(k,m) > 0, which is independent of k in case m = 0. Additionally by (C.16)
‖ck‖Wm,∞([−1,1]k−1) ≤ 2 + ‖ck − 2‖Wm,∞([−1,1]k−1) ≤ 2 + C(1 + ‖R˜‖Wm,∞([−1,1]k))ε. (C.17)
Define K := min{1, 1
C˜(0,k)
} with C˜(0, k) from (C.16), (i.e., m = 0 and K does not depend
on k). By assumption ε ≤ K
1+‖R˜‖
L∞([−1,1]k)
, which implies ‖1− ck2 ‖L∞([−1,1]k) ≤ 12 by (C.16) (for
m = 0). Lemma C.2 (iii), (C.16) (for m = 0) and (C.17) give∥∥∥∥1− 2ck
∥∥∥∥
Wm,∞([−1,1]k−1)
≤
∥∥∥1− ck
2
∥∥∥
Wm,∞([−1,1]k−1)
∥∥∥ck
2
∥∥∥max{0,m−1}
Wm,∞([−1,1]k−1)
≤ Cε(1 + ‖R˜‖Wm,∞([−1,1]k−1))max{1,m}. (C.18)
44
Since T˜ = −1 + 2ck (Tˆ + 1), (C.15) yields
‖T˜ − T ‖Wm,∞([−1,1]k) ≤ ‖Tˆ − T ‖Wm,∞([−1,1]k) + ‖Tˆ − T˜ ‖Wm,∞([−1,1]k)
≤ C(1 + ‖R˜‖Wm,∞([−1,1]k))ε+
∥∥∥∥
(
1− 2
ck
)
+
(
1− 2
ck
)
Tˆ
∥∥∥∥
Wm,∞([−1,1]k)
≤ C(1 + ‖R˜‖Wm,∞([−1,1]k))ε
+
∥∥∥∥1− 2ck
∥∥∥∥
Wm,∞([−1,1]k−1)
(1 + ‖Tˆ − T ‖Wm,∞([−1,1]k) + ‖T ‖Wm,∞([−1,1]k))
≤ Cε(1 + ‖R˜‖Wm,∞([−1,1]k))
+ Cε(1 + ‖R˜‖Wm,∞([−1,1]k))max{1,m}
(
1 + Cε(1 + ‖R˜‖Wm,∞([−1,1]k)) + ‖T ‖Wm,∞([−1,1]k)
)
for some constant C depending on m and k. Due to T (x) = −1+ ∫ xk−1(R˜(x[k−1], t)+ 1)2dxk, by
(C.13)
‖T ‖Wm,∞([−1,1]k) ≤ C(1 + ‖(R˜+ 1)2‖Wm,∞([−1,1]k)) ≤ C(1 + ‖R˜‖Wm,∞([−1,1]k))2,
by Lemma C.2 (i). In all this shows (C.11).
To show (C.12) we proceed similarly and obtain via (C.14)
‖∂xkT − ∂xk T˜ ‖Wm,∞([−1,1]k) =
∥∥∥∥∂xkT − 2(p+ 1)2c
∥∥∥∥
Wm,∞([−1,1]k)
≤ ∥∥∂xkT − (p+ 1)2∥∥Wm,∞([−1,1]k) +
∥∥∥∥(p+ 1)2
(
1− 2
c
)∥∥∥∥
Wm,∞([−1,1]k)
≤ C(1 + ‖R˜‖Wm,∞([−1,1]k))ε+ C(1 + ‖p‖Wm,∞([−1,1]k))2
∥∥∥∥
(
1− 2
c
)∥∥∥∥
Wm,∞([−1,1]k−1)
,
where we used Lemma C.2 (i) to bound ‖(1 + p)2‖Wm,∞([−1,1]k) ≤ C(1 + ‖p‖Wm,∞([−1,1]k))2.
Now
‖p‖Wm,∞([−1,1]k) ≤ ‖p− R˜‖Wm,∞([−1,1]k) + ‖R˜‖Wm,∞([−1,1]k) ≤ 1 + ‖R˜‖Wm,∞([−1,1]k),
and thus using (C.18)
‖∂xkT − ∂xk T˜ ‖Wm,∞([−1,1]k) ≤ C(1 + ‖R˜‖Wm,∞([−1,1]k))max{3,m+2}ε.
Proof of Prop. 4.9. Wlog in the following we assume m ≥ 1, since the statement for m ≥ 1
trivially implies the statement for m = 0.
Step 1. Fix k ∈ {1, . . . , d} and define R˜k(x) :=
√
∂xkTk − 1. We now construct pk such
that ‖R˜k − pk‖Wm,∞([−1,1]k) is small.
According to Thm. 3.6 with ζ = (C7δj)
d
j=1 it holds
∂xkTk ∈ C1(Bζ[k]([−1, 1]);BC8(1))
and if k ≥ 2
∂xkTk : Bζ[k−1]([−1, 1])× [−1, 1]→ B C8
max{1,δk}
(1).
By Rmk. 4.1, Eξj = E1+C7δj ⊆ BC7δj ([−1, 1]) = Bζj ([−1, 1]) and thus
∂xkTk ∈ C1(Eξ[k] ;BC8(1)) (C.19)
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and if k ≥ 2
∂xkTk : Eξ[k−1] × [−1, 1]→ B C8
max{1,δk}
(1). (C.20)
We have ℜ(∂xkTk(x)) > 0 for all x ∈ Bζ[k] by Thm. 3.6 (i), so that (C.19) implies√
∂xkTk − 1 ∈ C1(Eξ[k] ;B√C8(1))
and √
∂xkTk − 1 : Eξ[k] → B√C8(1) ⊆ B√C8+1. (C.21)
If δk < 1, then (1 + C7)/(1 + C7δk) ≥ 1 and by (C.21)√
∂xkTk − 1 : Eξ[k−1] × [−1, 1]→ B√C8+1 ⊆ B (1+C7)(√C8+1)
1+C7δk
.
Next, we consider the case δk ≥ 1, so that max{1, δk} = δk. For any z ∈ C with |z| ≤ 12 one
checks that |√z+1| ≥ 12 . Thus |
√
z− 1| ≤ 2|√z− 1||√z+1| = 2|z− 1|. Hence, if C8max{1,δk} ≤ 12 ,
then by (C.20)√
∂xkTk − 1 : Eξ[k−1] × [−1, 1]→ B2 C8max{1,δk} = B 2C8δk ⊆ B 2C8(1+C7)1+C7δk ,
and if C8max{1,δk} >
1
2 , then 2C8 > δk and by (C.21)√
∂xkTk − 1 : Eξ[k−1] × [−1, 1]→ B√C8+1 ⊆ B (1+2C7C8)(√C8+1)
1+C7δk
.
In all with
r := max
{
1 +
√
C8, 2C8(1 + C7), (1 + C7)(
√
C8 + 1), (1 + 2C7C8)(
√
C8 + 1)
}
holds
R˜k ∈ C1(Eξ[k] ;Br)
and if k ≥ 2
R˜k : Eξ[k−1] × [−1, 1]→ B r1+C7δk = B rξk .
Therefore, for m ∈ N0 fixed, Prop. 4.6 gives for ε ∈ (0, 1) and with
pk,ε =
∑
ν∈Λk,ε
Lν
∫
[−1,1]k
R˜k(y)Lν(y)µ(dy) ∈ PΛk,ε
that
‖R˜k − pk,ε‖Wm,∞([−1,1]k) ≤ C˜ετ , (C.22)
for a constant C˜ depending on r, m, τ , δ and T but independent of ε ∈ (0, 1).
Step 2. Fix k ∈ {1, . . . , d}. Let the constant K > 0 be as in Lemma C.3. We distinguish
between two cases, first assuming C˜ετ < max{1, K
1+‖R˜k‖L∞([−1,1]k)
}. , Then (C.22) and Lemma
C.3 imply
‖Tk − T˜k‖Wm,∞([−1,1]k) ≤ Cετ , (C.23a)
for a constant C independent of ε.
In the second case where C˜ετ > max{1, K
1+‖R˜k‖L∞([−1,1]k)
}, we simply redefine pk := 0, so
that T˜k(x) = xk (cp. (4.14)). Then
‖Tk − T˜k‖Wm,∞([−1,1]k) ≤
‖Tk‖Wm,∞([−1,1]k) + ‖xk‖Wm,∞([−1,1]k)
max{1, K
1+‖R˜k‖L∞([−1,1]k)
} 1
C˜
max
{
1,
K
1 + ‖R˜k‖L∞([−1,1]k)
} 1
C˜
≤ Cετ , (C.23b)
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with C > 0 depending on K, C˜, ‖Tk‖Wm,∞([−1,1]k) and ‖R˜k‖Wm,∞([−1,1]k) but not on ε.
Step 3. We estimate the error in terms of Nε. By Lemma 4.5
Nε =
d∑
k=1
|Λk,ε| ≤ d
d!

− log(ε) + d∑
j=1
log(ξj)

d d∏
j=1
1
log(ξj)
,
which implies
ε ≤ exp

−

Nε(d− 1)! d∏
j=1
log(ξj)

1/d

 d∏
j=1
ξj .
Together with (C.23) this shows
‖Tk − T˜k‖Wm,∞([−1,1]k) ≤ C exp(−τβN1/dε ) ∀ε ∈ (0, 1), ∀k ∈ {1, . . . , d}.
C.3 Thm. 4.12
Lemma C.4. Let f : [−1, 1]d → R be a ReLU NN. Then there exists a ReLU NN gf :
[−1, 1]d+1 → R such that |gf (x, t)| ≤ |f(x)| for all (x, t) ∈ [−1, 1]d+1,
gf (x, t) =
{
f(x) t = 1
0 t = −1,
and depth(gf ) ≤ 1 + depth(f) and size(gf ) ≤ C(1 + size(f)) with C independent of f and
gf . Moreover, in the sense of weak derivatives |∇xgf (x, t)| ≤ |∇f(x)| and | ddtgf (x, t)| ≤
ess supy∈[−1,1]d |f(y)|, i.e., these inequalities hold a.e. in [−1, 1]d × [−1, 1].
Proof. Set a := minx∈[−1,1]d f(x) and b := maxx∈[−1,1]d f(x)− a. Define
gf(x, t) := ϕ
(
f(x)− a
b
+ (t− 1)
)
b+ aϕ(t).
Using the identity network t = ϕ(t) − ϕ(−t), we may carry the value of t from layer 0 to layer
L = depth(f) with a network of size Cdepth(f) ≤ Csize(f). This implies that gf can be written
as a ReLU NN satisfying the claimed size and depth bounds.
The definition of a and b implies 0 ≤ f(x)−ab ≤ 1 for all x ∈ [−1, 1]d. Hence gf(x, 1) = f(x)
and gf (x, s) = 0 for all s ∈ [−1, 0]. Thus ddtgf (x, t) = 0 for t ≤ 0 and either ddtgf (x, t) = a or
d
dtgf(x, t) = b+ a for t ∈ (0, 1]. Now |a| ≤ maxy∈[−1,1]d |f(x)| and |b+ a| ≤ maxy∈[−1,1]d |f(x)|
imply the bound on | ddtgf (x, t)|. Next fix t ∈ [−1, 1]. At all points where ∇xgf (x, t) is well-
defined, it either holds ∇xgf (x, t) = ∇f(x) or ∇xgf (x, t) = 0, which concludes the proof.
Proof of Thm. 4.12. Fix k ∈ {1, . . . , d}. By [46, Thm. 3.7], there exists β > 0 such that for
any N ∈ N there exists a ReLU NN Φ˜N,k : [−1, 1]k → R such that ‖Φ˜N,k − Tk‖W 1,∞([−1,1]k) ≤
C exp(−βN1/(k+1)) and size(Φ˜N,k) ≤ CN , depth(Φ˜N,k) ≤ C log(N)N1/(d+1).
We use Lemma C.4 to correct Φ˜N,k and guarantee that it is a bijection of [−1, 1]d onto itself.
For k ≥ 2 define f−1(x) := −1− Φ˜N,k(x,−1) and f1(x) := 1− Φ˜N,k(x, 1) for x ∈ [−1, 1]k−1. In
case k = 1 set f−1 := −1− Φ˜N,1(−1) ∈ R and f1 := 1 − Φ˜N,1(1) ∈ R. With the notation from
Lemma C.4 for x ∈ [−1, 1]k−1 and xk ∈ [−1, 1] set
ΦN,k(x, xk) := Φ˜N,k(x, xk) + gf1(x, xk) + gf−1(x,−xk).
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Then by Lemma C.4 for any x ∈ [−1, 1]k−1
ΦN,k(x, 1) = Φ˜N,k(x, 1) + gf1(x, 1) + gf−1(x,−1)
= Φ˜N,k(x, 1) + f1(x) + 0
= Φ˜N,k(x, 1) + 1− Φ˜N,k(x, 1)
= 1.
Similarly ΦN,k(x,−1) = −1. Clearly ΦN,k is a ReLU NN, and with Lemma C.4
size(ΦN,k) ≤ C(1 + size(Φ˜N,k) + size(gf1) + size(gf−1))
≤ C(1 + size(Φ˜N,k)) ≤ C(1 +N) ≤ CN,
for some suitable constant C independent ofN ∈ N. Similarly depth(ΦN,k) ≤ CN1/(1+k) log(N).
By Lemma C.4, ‖gf1‖W 1,∞([−1,1]k) ≤ C‖f1‖W 1,∞([−1,1]k) and the same inequality holds for
f2. Hence
‖ΦN,k − Tk‖W 1,∞([−1,1]k) ≤ ‖Φ˜N,k − Tk‖W 1,∞([−1,1]k) + C‖f1‖W 1,∞([−1,1]k) + C‖f−1‖W 1,∞([−1,1]k)
≤ ‖Φ˜N,k − Tk‖W 1,∞([−1,1]k) + C‖Φ˜N,k(·, 1)− 1‖W 1,∞([−1,1]k−1)
+ C‖Φ˜N,k(·,−1) + 1‖W 1,∞([−1,1]k−1)
= ‖Φ˜N,k − Tk‖W 1,∞([−1,1]k) + C‖Φ˜N,k(·, 1)− Tk(·, 1)‖W 1,∞([−1,1]k−1)
+ C‖Φ˜N,k(·,−1) + Tk(·,−1)‖W 1,∞([−1,1]k−1)
≤ C‖Φ˜N,k − Tk‖W 1,∞([−1,1]k).
The last term is bounded by C0 exp(−βN1/(k+1)) by definition of Φ˜N,k, and where C0 and
β are independent of N ∈ N (and can be chosen independent of the finitely many values k ∈
{1, . . . , d}). ChoosingN large enough, it holds infx∈[−1,1]k ∂xkΦN,k(x) ≥ 12 infx∈[−1,1]k ∂xkTk(x) >
0. Then for every x ∈ [−1, 1]k−1, ΦN,k(x, ·) : [−1, 1]→ [−1, 1] is continuous, monotonically in-
creasing and satisfies ΦN,k(x,−1) = −1 ΦN,k(x, 1) = 1 as shown above.
In all, ΦN = (ΦN,k)
d
k=1 : [−1, 1]d → [−1, 1]d is monotone, triangular and satisfies the claimed
error bounds. Then ‖ΦN − T ‖W 1,∞([−1,1]d) ≤ C exp(−βN1/(d+1)) for some C > 0, β > 0 and
all N ∈ N. Moreover, size(ΦN ) ≤
∑d
k=1 size(ΦN,k) ≤ CN for a constant C depending on d.
Finally depth(ΦN ) ≤ maxk∈{1,...,d} depth(ΦN,k) ≤ CN1/2 log(N). To guarantee that all ΦN,k,
k = 1, . . . , d have the same depth CN1/2 log(N) we can concatenate ΦN,k (at most CN
1/2 log(N)
times) with the identity network x = ϕ(x) − ϕ(−x). This does not change the size and error
bounds.
D Proofs of Sec. 5
D.1 Lemma 5.1
Lemma D.1. Let b = (bj)
d
j=1 ⊂ (0,∞), C0 := max{1, ‖b‖ℓ∞} and γ > 0. There exists
(κj)
d
j=1 ∈ (0, 1] monotonically increasing and τ > 0 (both depending on γ, τ , d, C0 but otherwise
independent of b), such that with δj := κj+
τ
bj
holds
∑k
j=1 bjδj ≤ γδk+1 for all k ∈ {1, . . . , d−1},
and
∑d
j=1 bjδj ≤ γ.
Proof. Set γ˜ := min{γ,1}C0 , κj := (
γ˜
4 )
d+1−j and τ := ( γ˜4 )
d+1. For k ∈ {1, . . . , d}
k∑
j=1
bjδj =
k∑
j=1
bj
(
κj+
τ
bj
)
≤ C0
k∑
j=1
( γ˜
4
)d+1−j
+
k∑
j=1
τ ≤ C0
( γ˜4 )
d+1−k
1− γ˜4
+kτ ≤ C02κk+kτ. (D.1)
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For k < d we show 2κk ≤ γ˜2 (κk+1+ τbk ) =
γ˜
2 δk+1 and kτ ≤ γ˜2 (κk+1+ τbk+1 ) =
γ˜
2 δk+1, which then
implies
∑k
j=1 bjδj ≤ C0γ˜δk+1 ≤ γδk+1. First
2κk = 2
(
γ˜
4
)d+1−k
= 2
γ˜
4
(
γ˜
4
)d−k
=
γ˜
2
(
γ˜
4
)d+1−(k+1)
=
γ˜
2
κk+1 ≤ γ˜
2
(
κk+1 +
τ
bk+1
)
.
Furthermore
kτ = k
( γ˜
4
)d+1
≤
( γ˜
4
)d+1−k
=
γ˜
4
( γ˜
4
)d+1−(k+1)
≤ γ˜
2
κk+1.
Here we used kαd+1 ≤ αd+1−k, which is equivalent to kαk ≤ 1: due to (xαx)′ = αx(log(α)x+1),
this holds in particular for any k = 1, . . . , d and α ∈ (0, exp(−1)] since then log(α)x+ 1 ≤ 0 for
all x ≥ 1 and 1 · α1 ≤ 1. The claim follows with α = γ˜4 ≤ 14 ≤ exp(−1).
Finally,
∑d
j=1 bjδj ≤ γ follows by (D.1) with k = d: 2κd = 2 γ˜4 = γ˜2 and dτ = d( γ˜4 )d+1 ≤ γ˜4
(by the same argument as above), and thus C02κd + dτ ≤ C0 γ˜2 + γ˜4 ≤ C0 3γ˜4 ≤ γ.
Proof of Lemma 5.1. The solution operator u associated to (5.1) is complex Fre´chet differen-
tiable as a mapping from {a ∈ L∞(D;R) : ess infx∈D a(x) > 0} to the complex Banach space
H10 (D;C); see, e.g., [64, Example 1.2.39]. By assumption infy∈[−1,1]d ess infx∈D a(y, x) > 0.
Thus there exists r > 0 such that with
S :=

a+ b : a =
d∑
j=1
yjψj , y ∈ [−1, 1]d, ‖b‖L∞(D;C) ≤ r

 (D.2)
the map u : S → H10 (D;C) is complex (Fre´chet) differentiable. Then also
fπ(a) :=
1
Z
exp
(
−
∑d
j=1(A(u(a)) − ςj)2
2σ2
)
(see Sec. 5.2 for the notation) is complex differentiable from S → C. Here we used that the
bounded linear operator A : H10 (D;R) → R allows a natural (bounded) linear extension A :
H10 (D;C)→ C. Using compactness of [−1, 1]d, by choosing r > 0 small enough it holds
M := inf
a∈S
|fπ(a)| ≤ |fπ(a)| =: L <∞, (D.3)
and fπ : S → C is Lipschitz continuous with Lipschitz constant m.
With C6 = C6(M,L) as in Thm. 3.6, set
γ := min
{
r,
C6
m
}
.
Let bj := ‖ψj‖L∞(D) and δj = κj + τbj as in Lemma D.1.
Fix y ∈ [−1, 1]d and z ∈ Bδ. Then by Lemma D.1∥∥∥∥∥∥
d∑
j=1
(yj + zj)ψj −
d∑
j=1
yjψj
∥∥∥∥∥∥
L∞(D)
≤
d∑
j=1
δjbj ≤ γ = min
{
r,
C6
m
}
(D.4)
and similarly for k = 1, . . . , d− 1∥∥∥∥∥∥
d∑
j=1
(yj + zj)ψj −
d∑
j=1
yjψj
∥∥∥∥∥∥
L∞(D)
≤
k∑
j=1
δjbj ≤ γδk+1 ≤ C6
m
δk+1. (D.5)
We verify Assumption 3.5:
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(a) By definition y 7→ fπ(y) = fπ(
∑d
j=1 yjψj) ∈ R is a positive probability density on [−1, 1]d.
As mentioned fπ : S → C is differentiable, and (D.4) shows ‖
∑d
j=1 zjψj‖L∞(D) ≤ r. Thus
fπ(y) = fπ(
∑d
j=1 yjψj) is differentiable for y ∈ Bδ.
(b) M ≤ |fπ(y + z)| ≤ L for all y ∈ [−1, 1]d and z ∈ Bδ according to (D.3), (D.2) and (D.4).
(c) fπ : S → C has Lipschitz constant m. By (D.4) for any y ∈ [−1, 1]d
sup
z∈Bδ
|fπ(y + z) − fπ(y)| = sup
z∈Bδ
∣∣∣∣∣∣fπ

 d∑
j=1
(yj + zj)ψj

− fπ

 d∑
j=1
yjψj


∣∣∣∣∣∣ ≤ mC6m = C6.
(d) Similarly, by (D.5) for any y ∈ [−1, 1]d and any k ∈ {1, . . . , d− 1}
sup
z∈Bδ[k]×{0}d−k
|fπ(y + z) − fπ(y)| =≤ mC6
m
δk+1 = C6δk+1.
E Proofs of Sec. 6
E.1 Lemma 6.3
Proof of Lemma 6.3. Since log(1 + x) ≤ x for all x ≥ 0,
| log(aj)− log(bj)| = | log(max{aj, bj})− log(min{aj, bj})|
= log
(
1 +
max{aj, bj} −min{aj, bj}
min{aj , bj}
)
≤ |aj − bj|
min{aj , bj} ∀j ∈ N. (E.1)
For every x > 0, exp : [−∞, x)→ R has Lipschitz constant exp(x). Thus, since aj + |aj − bj | ≥
max{aj, bj}, ∣∣∣∣∣∣
N∏
j=1
aj −
N∏
j=1
bj
∣∣∣∣∣∣ = exp

 N∑
j=1
log(aj)

− exp

 n∑
j=1
log(bj)


≤ exp

 N∑
j=1
log(aj + |aj − bj |)

 N∑
j=1
|aj − bj|
min{aj , bj} . (E.2)
Next, since limN→∞
∑N
j=1 log(aj) ∈ R, it must hold log(aj)→ 0 and aj → 1 as j →∞. Hence
amin = minj∈N aj > 0. Using again log(1 + x) ≤ x so that
log(aj + |aj − bj |) = log
(
aj
(
1 +
|aj − bj |
aj
))
≤ log(aj) + |aj − bj |
amin
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we get
lim
N→∞
N∏
j=1
(aj + |aj − bj |) = lim
N→∞
exp

 N∑
j=1
log(aj + |aj − bj |)


≤ lim
N→∞
exp

 N∑
j=1
(
log(aj) +
|aj − bj|
amin
)
≤ exp

∑
j∈N
|aj − bj |
amin

 lim
N→∞
N∏
j=1
aj <∞.
The estimate (6.2) now follows by taking the limit N →∞ in (E.2).
F Proofs of Sec. 7
F.1 Lemma 7.1
Proof of Lemma 7.1. By continuity and because U and R are equipped with the Borel σ-
algebras, fπ and fρ are measurable. Define a metric on U via
d(y,x) :=
∑
j∈N
|xj − yj |
j2
∀x, y ∈ U.
We now show that the topology induced by the metric d coincides with the product topology
on U . Recall that the family of sets
{x ∈ U : |xj − yj | < ε ∀j ≤ N} y ∈ U, ε > 0, N ∈ N,
form a basis of the product topology on U . Fix y ∈ U and ε > 0, and let Nε ∈ N be so large
that
∑
j>Nε
2
j2 <
ε
2 . Then
{
x ∈ U : |xj − yj | < ε
2Nε
∀j ≤ Nε
}
⊆

x ∈ U : ∑
j∈N
|xj − yj |
j2
< ε

 = {x ∈ U : d(y,x) < ε}.
On the other hand, if we fix y ∈ U , ε > 0 and N ∈ N, then
{
x ∈ U : d(x,y) < ε
N2
}
=

x ∈ U : ∑
j∈N
|xj − yj|
j2
<
ε
N2

 ⊆ {x ∈ U : |xj−yj | < ε ∀j ≤ N}.
Since f ∈ C0(U ;R+) and U is compact by Tychonoff’s theorem [44, Thm. 37.3], the Heine-
Cantor theorem yields f to be uniformly continuous. Thus for any ε > 0 there exists δε > 0
such that for all x, y ∈ U with d(x,y) < δε it holds |f(x) − f(y)| < ε. Now let n ∈ N, ε > 0
and let
∑n
j=1
|xj−yj |
j2 < δε. Then
|fˆn((xj)nj=1)− fˆn((yj)nj=1)| ≤
∫
U
|f((xj)nj=1, t)− f((yj)nj=1, t)|µ(dt) ≤ ε,
which shows continuity of fˆn. Using that infy∈U f(y) =: r > 0 (due to compactness of U and
continuity of f), for n ≥ 1 we have fˆn−1((xj)n−1j=1 ) ≥ min{r, 1} > 0 independent of (xj)n−1j=1 ∈
[−1, 1]n−1. This implies that also fn : [−1, 1]n → R+ is continuous.
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Finally we show (7.2). Let again ε > 0 be arbitrary and Nε ∈ N so large that
∑
j>Nε
2
j2 < δε.
Then for every x, t ∈ U and every k > Nε we have d((x[k], t),x) ≤
∑
j>Nε
|xj−tj |
j2 ≤
∑
j>Nε
2
j2 <
δε, which implies |f(x[k], t)− f(x)| < ε. Thus for every x ∈ U and every k > Nε
|fˆk(x[k])− f(x)| =
∣∣∣∣
∫
U
f(x[k], t)µ(dt) − f(x)
∣∣∣∣ ≤
∫
U
|f(x[k], t)− f(x)|µ(dt) < ε,
which concludes the proof.
F.2 Thm. 7.3
Proof of Thm. 7.3. We start with (i). As a consequence of Lemma 7.1, Tk ∈ C0([−1, 1]k; [−1, 1])
for every k ∈ N. So each Tk : [−1, 1]k → [−1, 1] is measurable and thus also T n := (Tj)nj=1 :
[−1, 1]n → [−1, 1]n is measurable for each n ∈ N. Furthermore T : U → U is bijective by Lemma
7.2 and because for every k ∈ N and every (xj)k−1j=1 it holds that Tk((xj)k−1j=1 , ·) : [−1, 1]→ [−1, 1]
is bijective.
The product σ-algebra on U is generated by the algebra A0 given as the union of the σ-
algebras An := {An × [−1, 1]N : An ∈ B([−1, 1]n)}, n ∈ N, where B([−1, 1]n) denotes the Borel
σ-algebra (see [2, Def. 1.2.1]). For sets of the type A := An×[−1, 1]N ∈ An with An ∈ B([−1, 1]n)
we have with T n = (Tj)
n
j=1 : [−1, 1]n → [−1, 1]n,
T−1(A) = {y ∈ U : T (y) ∈ A} = {y ∈ U : T n(y[n]) ∈ An} = (T n)−1(An)× [−1, 1]N,
which belongs to An and thus to the product σ-algebra on U since T n is measurable. Hence
T : U → U is measurable w.r.t. the product σ-algebra.
Denote now by πn and ρn the marginals on [−1, 1]n w.r.t. the first n variables, i.e., e.g.,
πn(A) := π(A× [−1, 1]N) for every measurable A ⊆ [−1, 1]n. By Thm. 2.2, T n♯ ρn = πn. For sets
of the type A := An × [−1, 1]N ∈ An with An ∈ B([−1, 1]n),
T♯ρ(A) = ρ({y ∈ U : T (y) ∈ A}) = ρ({y ∈ U : T n(y1, . . . , yn) ∈ An})
= ρn({y ∈ [−1, 1]n : T n(y) ∈ An})
= πn(An)
= π(A).
According to [2, Thm. 3.5.1], the extension of a nonnegative σ-additive set function on the
algebra A0 to the σ-algebra generated by A0 is unique. Since T : U → U is bijective and
measurable, it holds that both π and T♯ρ are measures on U and therefore π = T♯ρ.
Finally we show (ii). Let fˆπ,n ∈ C0([−1, 1]n;R+) and fˆρ,n ∈ C0([−1, 1]n;R+) be as in (7.1),
i.e., these functions denote the densities of πn, ρn. Since T
n
♯ ρn = πn, Thm. 2.2 gives for all
x ∈ [−1, 1]n
fˆπ,n(T
n(x)) det dT n(x) = fˆπ,n(T
n(x))
n∏
j=1
∂xjTj(x[j]) = fˆρ,n(x).
Therefore
n∏
j=1
∂xjTj(x[j]) =
fˆρ,n(x)
fˆπ,n(T n(x))
. (F.1)
According to Lemma 7.1 we have uniform convergence
lim
n→∞
fˆρ,n(x[n]) = fρ(x) ∀x ∈ U
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and uniform convergence of
lim
n→∞
fˆπ,n(y[n]) = fπ(y) ∀y ∈ U.
The latter implies with y = T (x) that
lim
n→∞
fˆπ,n(T
n(x[n])) = fπ(T (x)) ∀x ∈ U
converges uniformly. Since fπ : U → R+ is continuous and U is compact, we can conclude
that fˆπ,n(x) ≥ r (cp. (7.1)) for some r > 0 independent of n ∈ N and x ∈ [−1, 1]n. Thus the
right-hand side of (F.1) converges uniformly, and
det dT (x) := lim
n→∞
n∏
j=1
∂xjTj(x[j]) =
fπ(T (x))
fρ(x)
∈ C0(U ;R+)
converges uniformly. Moreover det dT (x)fπ(T (x)) = fρ(x) for all x ∈ U .
F.3 Thm. 7.5
Proof of Thm. 7.5. For x ∈ Bδ([−1, 1]) ⊂ Ck and ∗ ∈ {ρ, π} let as earlier
fˆ∗,k(x) =
∫
U
fˆ∗(x,y)µ(dy),
which is well-defined by Lemma 7.1. The idea is to apply Thm. 3.6 with the functions fˆ∗,k :
Bδ → C, ∗ ∈ {ρ, π}.
First, note that for j ∈ {1, . . . , k} and x ∈ [−1, 1]j
fˆ∗,j(x) :=
∫
U
f∗(x,y)µ(dy) =
∫
[−1,1]k−j
∫
U
f∗(x, z,y)µ(dy)µ(dz) =
∫
[−1,1]k−j
fˆ∗,k(x, z)µ(dz)
by Fubini’s theorem. Thus, by construction (cp. Sec. 2), the transport H : [−1, 1]k → [−1, 1]k
satisfying H♯ρk = πk, where ρk, πk are the marginals w.r.t. the first k variables and thus have
densities fˆρ;k, fˆπ,k respectively, is equal to the first k components of the transport T : U → U
satisfying T♯ρ = π. To conclude the proof of the present theorem we will verify that with
M := M˜2 , L := L˜+
M˜
2 and C˜6(M˜, L˜) := min{M˜2 , C6(M,L)} (with C6(M,L) as in Thm. 3.6) the
function fˆ∗,k : [−1, 1]k → C satisfies Assumption 3.5 for ∗ ∈ {ρ, π}. Then Thm. 3.6 immediately
implies the present theorem with C˜7(M˜, L˜) := C7(M,L) and C˜8(M˜, L˜) := C8(M,L), where C7
and C8 are as in Thm. 3.6.
We now verify Assumption 3.5 item by item for fˆ∗,k (assuming that (a)-(e) of the present
theorem hold with the above choice of C˜6).
(a) Since f∗ is a positive probability density on U , fˆ∗,k is a positive probability density on
[−1, 1]k.
Fix z ∈ Bδ([−1, 1]) and i ∈ {1, . . . , k}. We want to show that zi 7→ fˆ∗,k(z) ∈ C is
complex differentiable for zi ∈ Bδi([−1, 1]). By assumption (a), y 7→ f∗(z,y) : U → C
is continuous and therefore measurable for all zi ∈ Bδi([−1, 1]). By assumption (b) for
every fixed y ∈ U , zi 7→ f∗(z,y) : Bδi([−1, 1]) → C is differentiable. The continuity of
f∗ : Bδ([−1, 1])×U → C and the compactness of B¯r(zi)×U (w.r.t. the product topology),
imply that for every zi ∈ Bδi([−1, 1]) with r > 0 so small that B¯r(zi) ⊆ Bδi([−1, 1]) it holds
sup{x∈C : |x−zi|<r} supy∈U |f∗(z1, . . . , zi−1, x, zi+1, . . . , zk,y)| < ∞. According to [41], this
implies zi 7→ fˆ∗,k(z) =
∫
U f∗(z,y)µ(dy) to be differentiable. Since i ∈ {1, . . . , k} was
arbitrary, Hartog’s theorem, e.g. [33, Thm. 1.2.5], yields z 7→ fˆ∗,k(z) : Bδ([−1, 1])→ C to
be differentiable.
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(b) Since f∗ : U → R+ and M˜ ≤ f∗(y) ≤ L˜ for all y ∈ U it holds fˆ∗,k(x) =
∫
U
f(x,y)µ(dy) ≥
M˜ and fˆ∗,k(x) ≤ L˜ for all x ∈ [−1, 1]k. Furthermore, for z ∈ Bδ([−1, 1]) and x ∈ [−1, 1]k
by (d)
|fˆ∗,k(x+ z)− fˆ∗,k(x)| ≤
∫
U
|f∗(x+ z,y) − f∗(x,y)|µ(dy) ≤ C˜6 ≤ M˜
2
.
Thus, with M = M˜2 > 0 and L = L˜+
M˜
2 we haveM ≤ |fˆ∗,k(z)| ≤ L for all z ∈ Bδ([−1, 1]).
(c) For x ∈ [−1, 1]k by (d)
sup
y∈Bδ
|fˆ∗,k(x+ y)− fˆ∗,k(x)| ≤ sup
y∈Bδ
∫
U
|f∗(x+ y, z) − f∗(x, z)|µ(dz) ≤ C˜6 ≤ C6.
(d) For x ∈ [−1, 1]k and j ∈ {1, . . . , k − 1} by (e)
sup
y∈Bδ[j]×{0}k−j
|fˆ∗,k(x+ y)− fˆ∗,k(x)| ≤ sup
y∈Bδ[j]×{0}N
∫
U
|f∗(x+ y, z) − f∗(x, z)|µ(dz)
≤ C˜6δj+1 ≤ C6δj+1.
F.4 Lemma 7.9
Lemma F.1. Let b = (bj)j∈N ∈ ℓ1(N) with bj ≥ 0 for all j, and let γ > 0. There exists
(κj)j∈N ⊂ (0,∞) monotonically increasing and such that κj →∞ and
∑
j∈N bjκj < γ.
Proof. If there exists d ∈ N such that bj = 0 for all j > d, then the statement is trivial.
Otherwise, for n ∈ N set jn := minj∈N
∑
i≥j bi ≤ 2−n. Since b ∈ ℓ1(N), (jn)n∈N is well-defined,
monotonically increasing, and tends to infinity (it may have repeated entries). Let
κ˜j :=
{
1 if j < j1
n if j ∈ N ∩ [jn, jn+1),
which is well-defined since jn → ∞ so that N = {1, . . . , j1} ∪
⋃
n∈N(N ∩ [jn, jn+1)) (and those
sets are disjoint, in particular if jn = jn+1 then [jn, jn+1) ∩ N = ∅). Then
∑
j∈N
bj κ˜j ≤
j1−1∑
j=1
bj +
∑
j≥j1
bj κ˜j ≤
j1−1∑
j=1
bj +
∑
n∈N
jn+1−1∑
j=jn
bj κ˜j ≤
j1−1∑
j=1
bj +
∑
n∈N
n2−n <∞.
Set κj :=
γκ˜j∑
j∈N bj κ˜j
.
Proof of Lemma 7.9. In Steps 1-2 we will construct (κj)j∈N ⊂ (0,∞) and τ > 0 independent
of J ∈ N, k ∈ N and ν ∈ Nk0 . In Steps 3-4, we verify that (κj)j∈N and τ have the desired
properties.
Step 1. Set K := {∑j∈N yjψj : y ∈ U}. According to [64, Rmk. 2.1.3], y 7→ ∑j∈N yjψj :
U → Z is continuous and K ⊆ Z is compact (as the image of a compact set under a continuous
map). Compactness of K and continuity of f imply supψ∈K |f(ψ)| <∞ and
lim
ε→0
sup
‖ψ‖Z<ε
sup
φ∈K
|f(ψ + φ)− f(φ)| = 0. (F.2)
Hence there exists r > 0 such that
Cf := sup
‖ψ‖Z<r
sup
φ∈K
|f(φ + ψ)| <∞ (F.3)
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and
sup
‖ψ‖Z<r
sup
φ∈K
|f(ψ + φ)− f(φ)| < C˜6. (F.4)
Step 2. We show the existence of κ = (κj)j∈N ⊂ (0,∞), monotonically increasing and
tending to ∞, and τ > 0 such that with r > 0 from Step 1∑
j∈N
κjbj + 2τ < r, (F.5)
and additionally for every j ∈ N
sup
z∈Bκ[j]×{0}N
sup
‖ψ‖Z<2τ
sup
φ∈K
∣∣∣∣∣∣f

φ+ ψ +∑
j∈N
zjψj

− f (φ)
∣∣∣∣∣∣ ≤ C˜6κj+1. (F.6)
Let (κ˜j)j∈N →∞ be as in Lemma F.1 such that
∑
j∈N κ˜jbj <
r
3 and with τ˜ :=
r
3 it holds∑
j∈N
κ˜jbj + 2τ˜ < r.
Since κ˜j → ∞ as j → ∞, there exists d ∈ N such that C˜6κ˜j+1 ≥ 2Cf for all j ≥ d (with Cf as
in (F.3)). For all z ∈ Bκ˜ using ‖ψj‖Z ≤ bj
sup
‖ψ‖Z<2τ˜
∥∥∥∥∥∥ψ +
∑
j∈N
zjψj
∥∥∥∥∥∥
Z
≤
∑
j∈N
κ˜j‖ψj‖Z + 2t˜au ≤
∑
j∈N
κ˜jbj + 2τ˜ ≤ r
and thus by (F.3) for φ ∈ K and ‖ψ‖Z < 2τ˜∣∣∣∣∣∣f

φ+ ψ +∑
j∈N
zjψj

− f (φ)
∣∣∣∣∣∣ ≤ 2Cf ≤ C˜6κ˜j+1 (F.7)
for all j ≥ d. Hence (F.6) holds for κ˜ for all j ≥ d.
To finish the construction of κ, first define κj := κ˜j for all j ≥ d. For k ∈ {1, . . . , d − 1},
inductively (starting with k = d − 1 and going backwards) let τ˜k > 0 and κk ∈ (0, κk+1) be so
small that
sup
|zj |≤κk
∀j≤k
sup
‖ψ‖Z<2τ˜k
sup
φ∈K
∣∣∣∣∣∣f

φ+ ψ + k∑
j=1
zjψj

− f (φ)
∣∣∣∣∣∣ ≤ C˜6κk+1 (F.8)
which is possible due to (F.2) and because C˜6κk+1 > 0. Letting τ := min{τ˜, τ˜1, . . . , τ˜d}, it now
follows by (F.7) and (F.8) that (F.6) holds for all j ∈ N.
Step 3. We show assumptions (a) and (b) of Thm. 7.5. Fix J ∈ N, k ∈ N and 0 6= ν ∈ Nk0 .
By definition of δ ∈ Rk in (7.5) and with bj ≥ ‖ψj‖Z
sup
z∈Bδ×{0}N
sup
y∈U
∥∥∥∥∥∥
∑
j∈N
(yj + zj)ψj
∥∥∥∥∥∥
Z
≤
∑
j∈N
bj(1 + κj) + τ
bk
bk
+
k−1∑
j=J
τνjbj
(
∑k−1
i=J νi)bj
≤
∑
j∈N
bj +
∑
j∈N
κjbj + 2τ <∞
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and, similarly, by (F.5)
sup
z∈Bδ×{0}N
sup
y∈U
∥∥∥∥∥∥
∑
j∈N
(yj + zj)ψj −
∑
j∈N
yjψj
∥∥∥∥∥∥
Z
≤
∑
j∈N
κjbj + 2τ < r. (F.9)
Thus
∑
j∈N(yj + zj)ψj ∈ {φ+ ψ : φ ∈ K, ‖ψ‖Z < r} ⊆ Z for all y ∈ U , z ∈ Bδ × {0}N. Step
1 implies that f(y + z) = f(
∑
j∈N(yj + zj)ψj) is well-defined for all y ∈ U , z ∈ Bδ × {0}N.
Summability of (‖ψj‖Z)j∈N implies continuity of f : Bδ([−1, 1]) × U → Z w.r.t. the product
topology on Bδ([−1, 1])× U ⊆ CN (see, e.g., [64, Rmk. 2.1.3]). Continuity of f : {φ + ψ : φ ∈
K, ‖ψ‖Z < r} → C thus implies f ∈ C0(Bδ × {0}N;C).
Differentiability of f implies that f(z) = f(
∑
j∈N zjψj) is differentiable in each zj for z ∈
Bδ([−1, 1])× U .
Step 4. We show assumptions (d) and (e) of Thm. 7.5. Fix k ∈ N, 0 6= ν ∈ Nk0 and J ∈ N.
Then for y ∈ U , j0 ∈ {1, . . . , k − 1} and z ∈ Bδ[j0]×{0}N we can write zi = zi,1 + zi,2 with|zi,1| ≤ κi for all i ≤ j0, with |zi,2| ≤ τνi(∑k−1r=J νr)bi for all i ≤ j0 with i 6= k, and |zk,2| ≤
τ
bk
. Then
∑
i∈N
(yi + zi)ψi =
(∑
i∈N
yiψi
)
︸ ︷︷ ︸
=:φ
+
(
j0∑
i=1
zi,2ψj
)
︸ ︷︷ ︸
=:ψ
+
(
j0∑
i=1
zi,1ψi
)
where ‖ψ‖Z ≤
∑j0
i=1 τ
νibi
(
∑k−1
r=J νr)bi
+ τ bkbk ≤ 2τ and φ ∈ K. Thus (F.6) implies Thm. 7.5 (e).
Finally, Thm. 7.5 (d) is a consequence of (F.4) and (F.9).
F.5 Thm. 7.10
First we show two summability results, similar to [10, Lemma 7.1] and [10, Theorem 7.2].
Lemma F.2. Let τ > 0 and let ξ ∈ (1,∞)N be such that (ξ−1j ) ∈ ℓp(N) for some p ∈ (0, 1] and
additionally supj∈N ξ
−1
j < 1. Then with γ(ξ[k],ν) as in (4.7),
∑
k∈N
∑
ν∈Nk0
γ(ξ[k],ν)
p
k∏
j=1
(1 + 2νj)
τ <∞.
Proof. We first recall that (due to the assumptions on ξ)
∑
{ν∈NN0 : |ν|<∞}
ξ−pν
∏
j∈N
(1 + 2νj)
τ = 1 +
∑
k∈N
∑
ν∈Nk−10 ×N
ξ
−pν
[k]
k∏
j=1
(1 + 2νj)
τ =: C0 <∞,
see for example [65, Lemma 3.10]. By definition of γ(ξ[k],ν) = ξ
−max{νk,1}
k
∏k−1
j=1 ξ
−νj
j , and
separating multiindices ν ∈ Nk0 with νk = 0 and νk 6= 0 we obtain∑
k∈N
∑
ν∈Nk0
γ(ξ[k],ν)
p
k∏
j=1
(1 + 2νj)
τ
= 1 +
∑
k∈N
∑
ν∈Nk−10
ξ−pk ξ
−pν
[k−1]
k−1∏
j=1
(1 + 2νj)
τ +
∑
k∈N
∑
ν∈Nk−10 ×N
ξ
−pν
[k]
k∏
j=1
(1 + 2νj)
τ
≤ C0
∑
k∈N
ξ−pk + C0 <∞,
where as always empty sums are understood to equal 0.
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Lemma F.3. Let τ > 0 and let ξ ∈ (1,∞)N be such that (ξ−1j ) ∈ ℓp(N) for some p ∈ (0, 1] and
additionally
∑
j∈N ξ
−1
j < 1. Then with γ(ξ[k],ν) as in (4.7),
∑
k∈N
∑
ν∈Nk0
( |ν||ν|
νν
γ(ξ[k],ν)
)p k∏
j=1
(1 + 2νj)
τ <∞.
Proof. We first recall that (due to the assumptions on ξ)
∑
{ν∈NN0 : |ν|<∞}
( |ν||ν|
νν
ξ−ν
)p
= 1 +
∑
k∈N
∑
ν∈Nk−10 ×N
( |ν||ν|
νν
ξ−ν[k]
)p k∏
j=1
(1 + 2νj)
τ =: C0 <∞,
see for example [65, Lemma 3.11]. Hence, by definition of γ(ξ[k],ν) = ξ
−max{νk,1}
k
∏k−1
j=1 ξ
−νj
j
∑
k∈N
∑
ν∈Nk0
( |ν|!
ν!
γ(ξ[k],ν)
)p k∏
j=1
(1 + 2νj)
τ
= 1 +
∑
k∈N
∑
ν∈Nk−10
ξ−pk
( |ν|!
ν!
ξ−ν[k−1]
)p k−1∏
j=1
(1 + 2νj)
τ +
∑
k∈N
∑
ν∈Nk−10 ×N
( |ν|!
ν!
ξ−ν[k]
)p k∏
j=1
(1 + 2νj)
τ
≤ C0
∑
k∈N
ξ−pk + C0.
Proof of Thm. 7.10. We first define some constants used throughout the proof. Afterwards the
proof proceeds in 5 steps.
Let M˜ ≤ |fρ(ψ)|, |fπ(ψ)| ≤ L˜ be as stated in Assumption 7.6. Let C˜6, C˜7 be the constants
from Thm. 7.5. Let (κj)j∈N ⊂ (0,∞) be monotonically increasing and let τ > 0 be as in Lemma
7.9 (depending on (bj)j∈N, C˜6 and fρ, fπ). Then κ := minj∈N κj > 0. Fix J ∈ N so large and
α > 0 so small that
∑
j≥J
(
bj
C˜7τ
)p
< 1 and 1 +
α
bj
<
{
1 + C˜7κ j < J
C˜7τ
bj
j ≥ J ∀j ∈ N. (F.10)
This is possible because b ∈ ℓp(N), since bj = max{‖ψj,ρ‖Zρ , ‖ψj,π‖Zpi} (cp. Assumption 7.6).
Then by Lemma 7.9, fρ(y) = fρ(
∑
j∈N yjψρ,j) and fπ(y) = fπ(
∑
j∈N yjψπ,j) satisfy the assump-
tions of Thm. 7.5 with (δj)j∈N as in (7.5) (and with our above choice of J ∈ N).
Step 1. We provide bounds on the Legendre coefficient
lk,ν =
∫
[−1,1]k
(
√
Rk(x)− 1)Lν(x)µ(dx) (F.11)
with Rk = ∂xkTk for k ∈ N and ν ∈ Nk0 .
Fix k ∈ N and 0 6= ν ∈ Nk0 . According to Thm. 7.5
(i) Rk ∈ C1(Bζ[k]([−1, 1]);BC˜8(1)) and ℜ(Rk(x)) ≥ 1C˜8 for all x ∈ Bζ[k]([−1, 1]),
(ii) if k ≥ 2, Rk : Bζ[k−1]([−1, 1])× [−1, 1]→ B C˜8
δk
(1),
where ζj = C˜7δj , j ∈ {1, . . . , k}, and the constants C˜7 and C˜8 solely depend on M˜ and L˜ but
not on k or ν. In particular for
R˜k :=
√
Rk − 1 =
√
∂xkTk − 1 (F.12)
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we get with C˜9 :=
√
1 + C˜8 + 1
R˜k : Bζ[k]([−1, 1])→ BC˜9 , (F.13)
which follows by (i) and |√Rk(x)− 1| ≤ |√Rk(x)|+1 ≤√C˜8 + 1+1 for all x ∈ Bζ[k]([−1, 1]).
We claim that with r := 2C˜8C˜9 ≥ C˜8 if k ≥ 2
R˜k : Bζ[k−1]([−1, 1])× [−1, 1]→ B rδk . (F.14)
To show it fix x ∈ Bζ[k−1]([−1, 1])× [−1, 1]. We distinguish between C˜8δk ≤ 12 and C˜8δk > 12 . For
any q ∈ C with |q| ≤ 12 we have with g(q) :=
√
1 + q − 1 that g(0) = 0 and |g′(q)| ≤
√
1
2 . Thus
|√1 + q − 1| ≤ |q| for all |q| ≤ 12 . Therefore if C˜8δk ≤ 12 then by (ii) |Rk(x)− 1| ≤ 12 and thus
|R˜k(x)| = |
√
(Rk(x)− 1) + 1− 1| ≤ |Rk(x)− 1| ≤ C˜8
δk
≤ r
δk
.
For the second case C˜8δk >
1
2 , by (ii) we have |
√
Rk(x)−1| ≤ 1+ |
√
Rk(x)| ≤ 1+
√
C˜8 + 1 = C˜9.
Since C˜8δk ≥ 12 and thus δk ≤ 2C˜8, we can bound C˜9 by C˜9 = r2C˜8 ≤
r
δk
, which concludes the
proof of (F.14).
The fact that Rk has nonnegative real part implies that its composition with the square root,
i.e., the map x 7→√Rk(x), is well-defined and differentiable on Bζ[k]([−1, 1]). Let
wν =
k∏
j=1
(1 + 2νj)
θ, (F.15)
with θ = 1+log2(
1+ζmin
(1+ζmin−1)2 ) as in Rmk. 4.4. With Lemma 4.2, Rmk. 4.1, Rmk. 4.4 and (F.13)
we obtain for the Legendre coefficients of R˜k =
√
Rk − 1 in (F.11)
|lk,ν | ≤ wν C˜9
k∏
j=1
(1 + ζj)
−νj ∀ν ∈ Nk0 . (F.16)
Moreover with Lemma 4.3 and (F.14)
|lk,ν | ≤ wν C˜9 r
δk
k∏
j=1
(1 + ζj)
−νj ∀ν ∈ Nk−10 × {0}, (F.17)
where C˜9 is an upper bound on |R˜k(x)| = |
√
Rk(x)− 1| for all x ∈ Bζ[k]([−1, 1]).
Step 2. We provide a bound on lk,ν in terms of γ(ξ˜,ν) for some ξ˜.
Let again k ∈ N and ν ∈ Nk0 be arbitrary. For j ∈ N by definition of ζj = C˜7δj and δj in
(7.5) (depending on k and ν)
ζj = C˜7δj = C˜7


κj + 0 j 6= k, j < J
κj +
τνj
(
∑k−1
i=J νi)bj
j 6= k, j ≥ J
κk +
τ
bk
j = k.
Since C˜7 ∈ (0, 1] (see Thm. 7.5) and κ ≥ κj for all j ∈ N, it holds with |ν[J:k]| =
∑k
j=J νj ≥∑k−1
j=J νj
ζj ≥
{
C˜7κ j < J
C˜7τνj
|ν[J:k]|bj j ≥ J
∀j ∈ {1, . . . , k}
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and additionally
r
δk
=
r
κk + τ/bk
≤ bkr
τ
.
Thus by (F.16) and (F.17) for all k ∈ N and ν ∈ Nk0
|lk,ν | ≤ C˜9wν
J−1∏
j=1
(1 + C˜7κ)
−νj
k∏
i=J
|ν[J:k]|νi
ννii
k∏
i=J
(
bi
C˜7τ
)νi
·
{
1 k ∈ suppν
bkr
τ k /∈ suppν
(F.18)
with empty products equal to 1 by convention.
Defining
ξ˜j :=
{
1 + C˜7κ j < J
C˜7τ
bj
j ≥ J ∀j ∈ N. (F.19)
the bound (F.18) becomes with γ(ξ˜,ν) = ξ˜
−max{1,νk}
k
∏k−1
j=1 ξ˜
−νj
j
|lk,ν | ≤ C˜9wν
k∏
i=J
|ν[J:k]|νi
ννii
∏
j∈supp ν
ξ˜
−νj
j ·
{
1 k ∈ suppν
bkr
τ k /∈ suppν
= C˜9wν
k∏
i=J
|ν[J:k]|νi
ννii
γ(ξ˜,ν) ·
{
1 k ∈ suppν
ξ˜k
bkr
τ k /∈ suppν
≤ C˜10wνγ(ξ˜,ν)
k∏
i=J
|ν[J:k]|νj
ννii
(F.20)
with
C˜10 := C˜9 sup
k∈N
ζ˜k
bkr
τ
<∞ (F.21)
which is finite by definition of ξ˜j in (F.19).
With α in (F.10) introduce
ξj := 1 +
α
bj
< ξ˜j ∀j ∈ N. (F.22)
Then
γ(ξ˜,ν) ≤ γ(ξ,ν). (F.23)
Step 3. We show a summability result for the Legendre coefficients.
For notational convenience we introduce the shortcuts
νE := ν[J−1], νF := ν[J:k], ξ˜E := ξ˜[J−1], ξ˜F := ξ˜[J:k].
Hence ξ˜−νEE =
∏J−1
j=1 ξ
−νj
j , ν
νF
F =
∏
j≥J ν
νj
j , γ(ξF ,νF ) = ξ
−max{1,νk}
k
∏k−1
j=J ξ
−νj
j in case k ≥ J
etc. For k ≥ J and ν ∈ Nk0
γ(ξ˜,ν) = ξ˜−ν[k] ·
{
ξ˜−1k k /∈ suppν
1 k ∈ suppν = ξ˜
−νE
E ξ˜
−νF
F ·
{
ξ˜−1k k /∈ suppν
1 k ∈ suppν = ξ˜
−νE
E γ(ξ˜F ,νF ).
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By (F.23) and because p < 1 it holds γ(ξ,ν)p−1 ≤ γ(ξ˜,ν)p−1. Thus by (F.20) and (F.22)
∑
k∈N
∑
ν∈Nk0
wν |lk,ν |γ(ξ[k],ν)p−1 ≤ C˜10
∑
k∈N
∑
ν∈Nk0
w2νγ(ξ˜[k],ν)
|νF ||νF |
ννFF
γ(ξ[k],ν)
p−1
≤ C˜10
J−1∑
k=1
∑
ν∈Nk0
w2νγ(ξ˜[k],ν)
p + C˜10
∑
k≥J
∑
ν∈Nk0
w2νγ(ξ˜[k],ν)
p |νF ||νF |
ννFF
≤ C˜10
J−1∑
k=1
∑
ν∈Nk0
w2νγ(ξ˜[k],ν)
p + C˜10
∑
k≥J
∑
ν∈Nk0
w2ν ξ˜
−pνE
E γ(ξ˜F ,νF )
p |νF ||νF |
ννFF
. (F.24)
By Lemma F.2 (here we use that supj∈{1,...,J−1} ξ˜
−1
j < 1, see (F.10) and (F.19)), the first sum
is bounded. For the second sum in (F.24)
∑
k≥J
∑
ν∈Nk0
wν ξ˜
−pνE
E γ(ξ˜F ,νF )
p |νF ||νF |
ννFF
=
∑
k≥J

 ∑
ν∈NJ−10
wν ξ˜
−pν
E



 ∑
µ∈Nk−J+10
|µ||µ|
µµ
γ(ξ˜[J:k],µ)
p

 .
(F.25)
E.g., by [65, Lemma 3.10] (again due to supj∈{1,...,J−1} ξ˜
−1
j < 1)∑
ν∈NJ−10
wν ξ˜
−pν
E =: C0 <∞,
and thus (F.25) is bounded by
C0
∑
k≥J
∑
µ∈Nk−J+10
|µ||µ|
µµ
γ(ξ˜[J:k],µ)
p = C0
∑
k∈N
∑
µ∈Nk0
|µ||µ|
µµ
γ(ξ˜[J:J+k],µ)
p <∞ (F.26)
by Lemma F.3 and because
∑
j≥J (ξ˜
p
j )
−1 < 1 by (F.10) and (F.19). In all∑
k∈N
∑
ν∈Nk0
wν |lk,ν |γ(ξ,ν)p−1 =: C1 <∞. (F.27)
Step 4. As before, by Lemma F.2 and because supj∈N ξ
−1
j < 1 and (ξ
−1
j )j∈N ∈ ℓp(N)
(cp. (F.22)), ∑
k∈N
∑
ν∈Nk0
γ(ξ,ν)p =: C2 <∞.
For k ∈ N and ε > 0 set
Λk,ε = {ν ∈ Nk0 : γ(ξ,ν) ≥ ε} and Nε :=
∑
k∈N
|Λk,ε|.
Then
Nε =
∑
{(k,ν) : γ(ξ,ν)≥ε}
γ(ξ,ν)pγ(ξ,ν)−p ≤ ε−p
∑
k∈N
∑
ν∈Nk0
γ(ξ,ν)p = C2ε
−p
and thus
ε ≤
(
Nε
C2
)− 1p
∀ε > 0. (F.28)
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On the other hand, assuming ε > 0 to be so small that Nε > 0, by (F.27)∑
k∈N
∑
ν∈Nk0\Λk,ε
wν |lk,ν | =
∑
{(k,ν) :ν∈Nk0 , γ(ξ,ν)<ε}
wν |lk,ν |
=
∑
{(k,ν) :ν∈Nk0 , γ(ξ,ν)<ε}
wν |lk,ν |γ(ξ,ν)p−1γ(ξ,ν)1−p
≤ C1ε1−p ≤ (C1C
1
p−1
2 )N
− 1p+1
ε . (F.29)
Step 5. We finish the proof and verify (7.7).
Fix k ∈ N and define pk,ε :=
∑
ν∈Λk,ε lk,νLν ∈ PΛk,ε . By construction
√
∂xkTk − 1 = R˜k =∑
ν∈Nk0 lk,νLν . Since ‖Lν‖L∞([−1,1]k) ≤ wν by (4.2) and (F.15), using (F.27) (and γ(ξ,ν)
p−1 ≥
1)
sup
k∈N
‖R˜k‖L∞([−1,1]k) ≤ sup
k∈N
∑
ν∈Nk0
wν |lk,ν | ≤
∑
k∈N
∑
ν∈Nk0
wν |lk,ν | ≤ C1 <∞. (F.30)
In the same fashion
‖R˜k − pk,ε‖L∞([−1,1]k) ≤
∑
ν∈Nk0\Λk,ε
wν |lk,ν |. (F.31)
Let K ∈ (0, 1] be as in Lemma C.3. We distinguish between two cases, first assuming
∑
ν∈Nk0\Λk,ε
wν |lk,ν | < K
1 + ‖R˜k‖L∞([−1,1]k)
. (F.32)
By (F.31) and (F.32), assumption (C.9) of Lemma C.3 is satisfied with “m = 0”. Now, (F.30),
(F.31) and Lemma C.3 imply
‖Tk − T˜k‖L∞([−1,1]k) ≤ C(1 + C1)2
∑
ν∈Nk0\Λk,ε
wν |lk,ν |, (F.33)
and
‖∂xkTk − ∂xk T˜k‖L∞([−1,1]k) ≤ C(1 + C1)2
∑
ν∈Nk0\Λk,ε
wν |lk,ν |, (F.34)
and where C > 0 is independent of k.
In the second case where ∑
ν∈Nk0\Λk,ε
wν |lk,ν | > K
1 + ‖R˜k‖L∞([−1,1]k)
, (F.35)
we redefine pk := 0, so that T˜k(x) = xk (cp. (4.14)). Since Tk : [−1, 1]k → [−1, 1] and
T˜k : [−1, 1]k → [−1, 1], we get ‖Tk − T˜k‖L∞([−1,1]k) ≤ 2, and therefore by (F.30)
‖Tk − T˜k‖L∞([−1,1]k) ≤
2
K
1+‖R˜k‖L∞([−1,1]k)
K
1 + ‖R˜k‖L∞([−1,1]k)
≤ 2(1 + C1)
K
∑
ν∈Nk0\Λk,ε
wν |lk,ν |. (F.36)
Next, using R˜k =
√
∂xkTk − 1, by (F.30) it holds ‖
√
∂xkTk‖L∞([−1,1]k) ≤ 1 + C1 as well as
‖∂xkTk‖L∞([−1,1]k) ≤ (1 + C1)2. Similarly ‖
√
∂xk T˜k‖L∞([−1,1]k) = ‖pk,ε‖L∞([−1,1]k) ≤ 1 + C1
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and ‖∂xkTk‖L∞([−1,1]k) ≤ (1 + C1)2. Still assuming (F.35), we get analogous to (F.36)
‖∂xkTk − ∂xk T˜k‖L∞([−1,1]k) ≤ ‖∂xkTk‖L∞([−1,1]k) + ‖∂xk T˜k‖L∞([−1,1]k)
≤ 2(1 + C1)2 ≤ 2(1 + C1)
3
K
∑
ν∈Nk0\Λk,ε
wν |lk,ν |.
In total, by (F.33), (F.36) and (F.29)
∑
k∈N
‖Tk − T˜k‖L∞([−1,1]k) ≤ C
∑
k∈N
∑
ν∈Nk0\Λk,ε
wν |lk,ν | ≤ CN−
1
p+1
ε ,
for some C > 0 independent of ε > 0. An analogous estimate is obtained for
∑
k∈N ‖∂xkTk −
∂xk T˜k‖L∞([−1,1]k).
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