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a b s t r a c t
We consider a system where two queues share one server. In case of conflict, the first (second) queue is
served with probability β (1 − β respectively). We prove strict monotonicity and continuity w.r.t. β of
the mean unfinished work in queues 1 and 2. Restrictive assumptions are avoided as much as possible, by
only assuming that the total unfinished work is a regenerative process. Finiteness of the second moment
of the length of a regeneration cycle is generally required for continuity.
© 2017 Elsevier B.V. All rights reserved.1. Introduction
We study a discrete-time two-queue single-server system.
During each slot, at most one queue can be served, at the rate of
one work unit per slot. More precisely, if the server is active in a
slot and both queues are non-empty at the beginning of that slot, a
work unit of queue 1 is executed with probability β or a work unit
of queue 2 is executed with probability 1− β . If one of the queues
is empty when the server is active, a work unit of the other queue
is served.
This queueing system is related to the coupled-processormodel
of [3] and can be regarded as the discrete-time, probabilistic
version of Generalized Processor Sharing [4]. An exact analysis of
this type of queueing systems is notoriously complicated, even for
themost simple arrival and service processes (see [2,3]). Therefore,
we took two different approaches of analysis in the past. First,
we proposed an approximate analysis based on power series
approximations in β in [7]. Second, we proved some important
properties of a certain type of cost function in themean unfinished
work of both queues in [5], which are useful in a search for the
optimal β . Both studies were performed for simple arrival and
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0167-6377/© 2017 Elsevier B.V. All rights reserved.service processes. In the first study, we needed continuity of the
mean unfinished work in queue 1 and queue 2 with respect to
(w.r.t.) β to be able to construct Taylor-series approximations. In
the second one, we needed strict monotonicityw.r.t. β of the mean
unfinished work in queue 1 (strictly decreasing) and in queue 2
(strictly increasing) to prove that certain cost functions have at
most one local minimum for β ∈]0, 1[. In the current paper, we
establish proofs of continuity and strict monotonicity in a much
more general setting. The proof uses a coupling argument, which
could also prove useful for optimization and perturbation analysis
(β being the optimization and/or perturbation parameter), see for
instance [8] for a general framework.
A related article is [6]. That paper handles multi-queue systems
that are more general than our model, but only focuses on
monotonicity and not on strict monotonicity nor on continuity.
2. Modeling and coupling
We assume a discrete-time queueing system. Two queues are
served by one server. A discrete number vj,k units ofwork arrives in
queue jduring slot k and ck (equal to 0 or 1) units ofwork are served
in slot k. For the moment, we merely assume that {v1,k, v2,k, ck :
k ≥ 1} is some discrete-time stochastic process onN2×{0, 1}. The
unfinished work in queue j at the beginning of slot k is denoted
by wj,k (j = 1, 2; k ≥ 1), while the total unfinished work in
the system at the beginning of slot k is denoted by wk. Obviously,
ck = 1 is only possible ifwk > 0.We assume that the input process
is independent of {(w1,k, w2,k) : k ≥ 1}, given {wk : k ≥ 1}.
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systems. This includes coupling of all input processes defined
above, i.e., these processes are identical sample-pathwise in both
systems. The two systems will differ in their scheduling policy of
the server to the two queues only. Therefore,we have the following
general lemma.
Lemma 1. The total-unfinished-work processes in two systems,
coupled as explained above, are identical sample-pathwise.
The scheduling is defined as follows: if ck, w1,k, w2,k > 0, a unit
of work of a customer in queue 1 is served with probability β or
a unit of work of a customer in queue 2 is served with probability
1−β . In the remainder,wewill explicitly show the influence ofβ in
notation, where necessary. For instance, we denote the unfinished
work in queue j at the beginning of slot k in this ‘β-system’ by
wj,k(β) (j = 1, 2; k ≥ 1;β ∈ [0, 1]). On the other hand, due to
Lemma 1, the total unfinished work at the beginning of slot k can
simply be denoted bywk.
For the main theorem in the next section, we further assume
that {wk, k ≥ 1} is a discrete-time regenerative process such
that (i) the limiting distribution of wk exists and has finite
mean and that (ii) at regeneration points, the unfinished work
in queue 1 is the same in both (coupled) systems (and thus
also the unfinished work in queue 2, due to Lemma 1). From a
practical point of view, the most important sufficient condition
for the limiting distribution of wk to exist is finiteness of the
mean regeneration cycle, see [1] for details. Assumption (ii) is, for
instance, automatically fulfilled in models where the total system
is necessarily empty at regeneration points.
3. Theorem and proof
Definewj(β) as the unfinishedwork in queue j at the beginning
of a random slot, with mean w¯j(β) (j = 1, 2;β ∈ [0, 1]). Also,
define c as the number of units of work that are served at the
beginning of that same random slot. The main theorem of this
paper is the following.
Theorem 1. Under the assumptions stated in Section 2, function
w¯2(β) (w¯1(β), respectively) is a strictly increasing (decreasing,
respectively) function on the interval [0, 1] if Pr[c, w1(β), w2(β) >
0] > 0. Furthermore, both functions are continuous on the same
interval if E[T 2] is finite, with T the length of a random regeneration
cycle.
We will make extensive use of sample-path analysis and
coupling arguments in the proof. Therefore, define a family of
i.i.d. (independent and identically distributed) continuous random
variables {rk, k ≥ 1}with a commonuniformdistribution on [0, 1].
The variable rk will be used to decide which queue is served when
a conflict occurs in slot k: in the β-system, queue 2 is served in
slot k if β < rk and queue 1 otherwise. We call rk the server
allocation variable in slot k. Note that rk is also generated in case
one or both queues are empty, although it is not used in those slots.
We couple the β- and β + ∆β-systems (0 ≤ β < β + ∆β ≤ 1)
as follows. We couple all input processes as discussed in Section 2,
couple the initial per-class unfinished work, and also couple the
processes {rk, k ≥ 1} in both systems. Define∆wj,k(β) := wj,k(β+
∆β)−wj,k(β) and∆w¯j,k(β) := E[∆wj,k(β)]. Finally, we define the
operator (·)+ as max(·, 0).
We first prove a lemma that is crucial for the proof of the
theorem, as it uncovers the system dynamics.
Lemma 2. The following inequalities hold for all k:
(i) ∆w2,k(β) ≥ 0,(ii) (∆w2,k(β) − 1)+ ≤ ∆w2,k+1(β) ≤ ∆w2,k(β) + 1, if rk ∈
(β, β +∆β], and
(iii) (∆w2,k(β)− 1)+ ≤ ∆w2,k+1(β) ≤ ∆w2,k(β), if rk ∉ (β, β +
∆β].
Proof. We first prove (ii) and (iii) conditionally on∆w2,k(β) ≥ 0.
Later, we will prove (i), which also means that this condition is
always met.
We start with the situation where ∆w2,k(β) = 0. If rk ∉
(β, β + ∆β], the same decision is taken for both systems in slot
k, leading to∆w2,k+1(β) = 0. If rk ∈ (β, β + ∆β], we distinguish
four cases:
1. ck = 0,
2. ck > 0, w1,k = 0,
3. ck > 0, w2,k = 0, and
4. ck > 0, w1,k > 0, w2,k > 0.
In the first three cases, the same (or no) work unit is served in slot
k in both systems, yielding ∆w2,k+1(β) = ∆w2,k(β). In case 4, a
work unit of class 2 is served in the β-system, while a work unit of
class 1 is served in the β + ∆β-system, leading to ∆w2,k+1(β) =
∆w2,k(β)+1. It is thus clear that (ii) and (iii) hold if∆w2,k(β) = 0.
Let us next turn to the case ∆w2,k(β) > 0. Evidently, w2,k
(β + ∆β) and w1,k(β) are then strictly positive (∆w1,k(β) =
−∆w2,k(β), cf. Lemma 1). The situation in this slot can be one of
eleven:
1. ck = 0,
2. ck > 0, w1,k(β +∆β) = w2,k(β) = 0,
3. ck > 0, w1,k(β +∆β) = 0, w2,k(β) > 0, rk ≤ β ,
4. ck > 0, w1,k(β +∆β) = 0, w2,k(β) > 0, β < rk ≤ β +∆β ,
5. ck > 0, w1,k(β +∆β) = 0, w2,k(β) > 0, β +∆β < rk,
6. ck > 0, w1,k(β +∆β) > 0, w2,k(β) = 0, rk ≤ β ,
7. ck > 0, w1,k(β +∆β) > 0, w2,k(β) = 0, β < rk ≤ β +∆β ,
8. ck > 0, w1,k(β +∆β) > 0, w2,k(β) = 0, β +∆β < rk,
9. ck > 0, w1,k(β +∆β) > 0, w2,k(β) > 0, rk ≤ β ,
10. ck > 0, w1,k(β +∆β) > 0, w2,k(β) > 0, β < rk ≤ β +∆β ,
11. ck > 0, w1,k(β +∆β) > 0, w2,k(β) > 0, β +∆β < rk.
According to the scheduling rules, the following services take place
in slot k:
• in case 1, no service in either system,
• in cases 6–7 and 9, a class-1 customer service in both systems,
• in cases 4–5 and 11, a class-2 customer service in both systems,
• in cases 2–3 and 8, a class-1 customer service in the β-system
and a class-2 customer service in the β +∆β-system, and,
• in case 10, a class-2 customer service in the β-system and a
class-1 customer service in the β +∆β-system.
Propositions (ii) and (iii) follow immediately: ∆w2,k(β) − 1 ≤
∆w2,k+1(β) ≤ ∆w2,k(β) in all cases except case 10. In the latter
case, β < rk ≤ β +∆β and∆w2,k+1(β) = ∆w2,k(β)+ 1.
Finally, we prove (i) by induction on k. It follows from the
first part of this proof that ∆w2,k+1(β) ≥ (∆w2,k(β) − 1)+ and
therefore ∆w2,k+1(β) ≥ 0. The inductive proof is concluded by
the coupling assumption of the initial unfinished work, i.e., by
∆w2,1(β) = 0. 
Proof of Theorem 1. We focus on the effect of a positive displace-
ment ∆β on ∆w¯2(β) and prove that 0 < lim∆β→0(∆w¯2(β)/∆β)
< ∞ (under the conditions stated in the theorem). The same rea-
soning holds for a negative displacement−∆β . We can then con-
clude that w¯2(β) is a continuous, strict monotonic function on the
interval [0, 1].
We pick a random slot and denote it by slot J . We will calculate
lower (to prove strict monotonicity) and upper (for continuity)
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work at the beginning of that slot in both coupled β- and β +∆β-
systems.
We start with the lower bound. We can write
∆w¯2(β) ≥ E[∆w2,J(β)1cI>0,w1,I (β)>0,w2,I (β)>0],
with slot I the slot preceding slot J and where we added subscripts
I and J to indicate variables at the beginning of those slots. From
the proof of the lemma, it follows that under the condition in the
previous equation, the difference in∆w2(β) increases with 1 from
slot I to slot J if the server allocation variable rI is in (β, β + ∆β]
and stays the same if rI is not in this interval, i.e.,
∆w¯2(β) ≥ E[(∆w2,I(β)+ 1)1cI>0,w1,I (β)>0,w2,I (β)>0]∆β
+ E[∆w2,I(β)1cI>0,w1,I (β)>0,w2,I (β)>0](1−∆β).
By using (i) of Lemma 2 and the fact that slot I is a random slot, we
can further write
∆w¯2(β) ≥ Pr[c > 0, w1(β) > 0, w2(β) > 0]∆β.
Under the assumption of the theorem, Pr[c > 0, w1(β) > 0, w2
(β) > 0] > 0, independently of ∆β , and, therefore, ∆w¯2(β) is
strictly increasing.
We nowestablish an upper bound to prove continuity. Since the
difference is 0 at the beginning of the regeneration cycle slot J is
part of, it will be of interest to characterize the age of the on-going
regeneration cycle. Therefore, introduce T˜ as the length of the
elapsed part of the on-going regeneration cycle at the beginning
of slot J and r˜(β,∆β) as the number of times the server allocation
variablewas in (β, β+∆β] during this elapsed part. Lemma2, part
(ii) then states that in each of the slots the server allocation variable
is in (β, β+∆β] the difference in the unfinishedwork of class 2 can
atmost increasewith 1. Frompart (iii) of that lemma, it follows that
in the other slots a further increase is not possible. The difference in
unfinished work of class-2 can therefore be at maximum r˜(β,∆β)
and we have
∆w¯2(β) ≤ E[r˜(β,∆β)]. (1)
We further bound the RHS. Due to the law of total probability, we
can write
E[r˜(β,∆β)] =
∞
k=0
E[r˜(β,∆β)|T˜ = k] Pr[T˜ = k].
Since I is a randomly chosen slot, the inspection paradox yields
E[r˜(β,∆β)] =
∞
k=0
E[r˜(β,∆β)|T˜ = k]
∞
l=k+1
Pr[T = l]
E[T ] , (2)
with T the length of a random regeneration cycle. Since the server
allocation variables are independent and uniformly distributed in
[0, 1], they are in the interval (β, β + ∆β] with probability ∆β ,
and r˜(β,∆β) has a binomial distribution with parameters T˜ and
∆β . We obtain
E[r˜(β,∆β)|T˜ = k] =
k
l=0

k
l

∆β l · (1−∆β)k−l · l
= k ·∆β. (3)
Substitution of (3) in (2) leads to
E[r˜(β,∆β)] =
∞
k=0
k ·∆β
∞
l=k+1
Pr[T = l]
E[T ]
= ∆β
E[T ]
∞
l=1
Pr[T = l]

l−1
k=0
k
= ∆β
E[T ]
∞
l=1
Pr[T = l] (l− 1)l
2
≤ E[T
2]
2E[T ]∆β.
Using this in (1), we find that, for each∆β ,
∆w¯2(β) ≤ E[T
2]
2E[T ]∆β.
Taking the limit∆β → 0 leads to the theorem. 
4. Concluding remarks
In general, we require finite second moment of T for continuity
of w¯2(β). In fact, based on the proof of the theorem, it is not difficult
to construct an example forwhich the derivative of w¯2(β) atβ = 0
is linear in E[T 2], leading to discontinuous w¯2(β) for infinite E[T 2].
An obvious final question is whether more general models
exhibit similar continuity and strict monotonicity properties.
We briefly discuss two extensions (non-preemptive service and
multiple classes) and potential issues.
The extension of Theorem 1 to a non-preemptive system, where
the server handles the full service time of a customer (consisting
of several slots of work) before choosing the next queue to be
served, should be feasible. However, since the difference between
unfinished work of both classes in two coupled systems (with
parametersβ andβ+∆β) can nowbe full service times, we expect
the condition for continuity to be different.
A second extension is the extension from two queues to a
general number of queues. A first complexity is how to extend
this framework of coupling systems to more than two queues.
For instance in the case of three queues, if we were to increase
the probability to serve queue 1, how should the probabilities to
serve the two other queues decrease? A natural option is to do
this proportional to their β-factor. But even then, it seems natural
that the mean unfinished work in queue 1 will decrease and that
the sum of the mean unfinished work in queue 2 and queue 3 will
increase, but not necessarily the mean unfinished work in queues
2 and 3 individually. In summary, we envision non-straightforward
generalizations of Theorem1 in case of a general number of classes.
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