on a bilateral basis between neighboring ASes based on the total volume of traffic exchanged each month.
ISP pricing schemes: -fixed fee -average -max or 95th percentile pricing -CIR pricing
BGP overview
The border gateway protocol (BGP) is the Internet's interdomain routing protocol. BGP has two components: eBGP or external BGP, and iBGP or internal BGP. Routers at the border of an AS run eBGP to announce and receive AS paths to/from border routers in neighboring ASes. All routers run iBGP to re-announce routes learned via eBGP to internal routers and to rank and select routes based on the criteria above. Route announcements in BGP include the following attributes: 1) NLRI or network layer reachability information that identifies the address prefix of the destination, 2) Next Hop that identifies the next-hop router along the path, 3) AS Path, an ordered list ASes traversed along the path, 4) Local Pref that indicates how much the AS prefers the path and is only used internally by routers in an AS (and not passed between ASes), 5) MED, or multiple exit discriminator that is used by an AS to tell a neighboring AS which of the multiple peering points should be used by the latter to send traffic to the former.
Routes get transformed as they propagate through the network in three steps. First, when a route propagates from a node w to a neighboring node u, node w applies its export policy to the route. Second, w applies a path vector transformation by adding itself to the route's AS Path, setting Next Hop accordingly, and filtering the route if its AS Path contains u. Finally, node u applies its import policy to the route. In particular, the import policy sets the Local Pref attribute. The three steps in combination are referred to as a peering transformation.
Routers compute routes by ranking routes received from neighboring routers and choosing the best route. Interdomain concerns take precedence over intradomain concerns in this ranking procedure. The most important criterion is local preference that is a policy decision, which is why interdomain routing is also referred to as policy routing. For example, an AS prefers to route via a customer over a peer or a provider, and a peer over a provider, in keeping with its economic objectives. The second criterion is the length of the AS path. Although the length of the AS path is only somewhat correlated with its performance, the ordering of the first two criteria attest to the fact that policy takes precedence over user-perceived performance in Internet routing. The MED attribute is relevant only when there are multiple peering points between two ASes, which if typically the case between tier-1 ASes. The fourth criterion is to check if the route was learned from a router in a neighboring AS via eBGP or from an internal router via iBGP. The fifth criterion is commonly referred to as hot potato or early-exit routing. Just like you would not like to hold a hot potato in your hands for long, ASes try to get packets out of their network quickly by picking a route with the lowest IGP cost to the egress router. The last criterion is a tie-breaker so as to ensure a strict ordering of preferences for routes.
The stable paths problem: A model for policy routing
This section presents a simple model for eBGP treating each AS as a single node. Let G = (V, E) be an undirected graph representing the physical AS topology where V = {0, 1, 2, . . . , n} is the Router ID A tie-breaker based on the smallest router IP address. the set of nodes and E is the set of edges. Since routes to different destinations are computed independently, we explain the protocol assuming a single origin node that serves as the destination to which all other nodes attempt to establish routes. A path is said to be permitted at a node u if a sequence of peering transformations results in a route being received at u. Let P v denote the set of permitted paths from a node v to the origin. Let λ v (P ) denote a ranking function that assigns a nonnegative integer rank to a permitted path p. If P 1 , P 2 ∈ P v and λ v (P 1 ) < λ v (P 2 ), then P 2 is said to be preferred over P 1 . We assume that for all nodes v other than the origin 1) the empty path is permitted and is the lowest-ranked path, 2) the ranking among paths is strict, i.e., paths with different next-hop nodes have different ranks, 3) the paths do not have cycles or repeated nodes 1 .
A path assignment is a function π that maps each node u ∈ V to a path π(u) ∈ P u . Note that π(0) = {0}. The set of paths choices(π, u) for u = 0 is defined to be
i.e., the set of permitted paths formed by extending the paths assigned to neighbors of u. The path assignment π is stable at node u if π(u) = P ∈ choices(π, u), u) with the highest λ u (P )
The path assignment π is stable if it is stable at all nodes. Note that the strictness of rankings implies that the above condition is well defined and that if π(u) = (u, w)P , then π(w) = P . The path π(u) is empty iff choices(π, u) is empty. Thus, any stable path assignment implicitly defines a tree rooted at the origin. However, this may not be a spanning tree as some nodes may not have a nonempty path.
Examples 2.3 Simple Path Vector Protocol: A model for BGP
The shortest path vector protocol (SPVP) is a simple model for how BGP addresses SPP. In SPVP, adjacent nodes exchange messages that are simply paths. When a node adopts a path P , it sends the path P to each of its neighbors. Each node maintains a route information base that consists of two data structures. The path rib-in(u) is u's current path to the destination. The path ribin(u ← w) stores the most recent path processed at u and received from w. The set of path choices available at u s defined to be
All messages are assumed to be processed using a reliable FIFO message queue between neighbors. A node updates rib(u) upon receiving a path P from some neighbor w by executing the following two steps atomically: 1) Set rib-in(u ← w) = P , 2) Let P be the path with the highest rank in choices(u). If rib(u) = P , set rib(u) = P and send P to all neighbors.
The network state of the system is the collection of values rib(u) and rib-in(u ← w) and all messages queued at nodes or in transit on communication links. The network state implicitly defines a path assignment π(u) = rib(u). The network state is stable if there are no queued or in-transit messages. Note that the converse of the above theorem is not true, i.e., solvability of the Stable Paths Problem does not imply that SPVP will converge to a stable state.
Dispute Wheels
Given the NP-completeness of the solvability problem, we look for a simple sufficient condition for SPVP to converge to a stable state (implying solvability of the Stable Paths Problem). This condition is the absence of a preference structure referred to as a dispute wheel.
Formally, a dispute wheel is a 3-tuple consisting of a sequence of nodes u 0 , u 1 , · · · , u k−1 , and sequences of nonempty paths
, where all subscripts are interpreted modulo k. Figure ? ? shows an illustration.
Both naughty gadget and bad gadget have a dispute wheel. Can you identify them? Theorem 2.3 If a Stable Paths Problem has no dispute wheel, then it has a unique solution and SPVP converges to the corresponding stable state.
Furthermore, any Stable Paths Problem obtained by deleting a subset of edges and permitted paths containing those edges in the original problem, also does not have a dispute wheel.
Note that examples such as bad gadget and naughty gadget and others where SPVP diverges involve some nodes preferring longer paths (in terms of hop count) over shorter ones. Indeed, such preferences are necessary for SPVP to diverge. Suppose edges were annotated with positive weights and the length of a path defined as the sum of the weights of its edges. Then, Theorem 2.4 If each node always prefers a shorter path over a longer path to a destination, then the Stable Paths Problem does not have a dispute wheel.
BGP in practice 3.1 Typical routing policies
Routing policies in the real-world may not always be consistent with some intuitive notion of shortest paths. However, persistent instability is rarely observed suggesting that dispute wheels are rare in practice. Why is this? Gao and Rexford [2] investigated this question and formalized a set of policy guidelines to ensure that BGP converges to a stable state. Nicely, these guidelines and their implicit assumptions are also believed to be largely obeyed in practice because of the nature of business relationships between ISPs in practice.
AS relationships are of two types: customer-provider, or peer-to-peer. The customer-provider and peer-to-peer agreements translate into the following rules governing BGP export policies:
• Exporting to a provider: In exchanging routing information with a provider, an AS can export its routes and the routes of its customers, but can not export routes learned from other providers or peers.
• Exporting to a customer: In exchanging routing information with a customer, an AS can export its routes as well as routes learned from its providers and peers.
• Exporting to a peer: In exchanging routing information with a peer, an AS can export its routes and the routes of its customers, but can not export the routes learned from other providers or peers.
Customer-provider relationships between ASes form a hierarchy. The hierarchical structure arises in practice because an AS typically chooses a much larger AS as its provider. It is unlikely that a nationwide AS is a customer of a metropolitan AS. That is, if an AS u is a customer of v and v is a customer of w, then w can not be a customer of u. AS v is said to be a direct provider of u whereas ASes like w that can be reached by following more than one provider links in sequence are called indirect providers. Any direct or indirect provider of u can not be a customer of u. Formally, the subgraph consisting of only provider-to-customer links (or only customer-to-provider links) is a DAG. Theorem 3.1 For a BGP system that has only customer-provider and peer-to-peer relationships, if all ASes strictly prefer customer paths over peer or provider paths, then the BGP system converges to a stable state.
The above theorem provides a sufficient condition for BGP convergence. Note that if the AS topology and relationships were completely known, then the conditions in the theorems above can be checked efficiently. For example, cycles in a directed graph can be detected in time linear in the size of the graph. It can be verified that the assumptions above about -1) export policies, 2) the hierarchical structure, and 3) ASes strictly preferring customer paths over non-customer paths -in conjunction imply the absence of a dispute wheel that is a sufficient condition for SPVP convergence. Can you explain which of the above assumptions naughty gadget or bad gadget fail to satisfy?
The restriction that ASes strictly prefer customer paths over peer paths can be relaxed in the theorem above allowing a customer path to have the same preference as a peer path provided the AS hierarchy satisfies the following condition: an AS can not have a peer-to-peer relationship with a direct or indirect provider. Note that customer paths must still be strictly preferred over provider paths.
Customer-provider and peer-to-peer are the two most common relationships between neighboring ASes. However, an AS may also have a backup relationship with a neighboring AS. Having a backup relationship with a neighbor is important to maintain connectivity in face of link failures. Theorem 3.2 If all ASes 1) strictly prefer a route containing no backup links to a route containing a backup link, 2) strictly prefer a customer route over a provider route, and 3) prefer (possibly not strictly) a customer route over a peer route, then the BGP system converges to a stable state.
A note on relationship Inference
Today, we do not have a complete map of even the Internet's physical AS topology, not to mention the exact nature of AS relationships that are not publicly disclosed. However, we have the ability to observe a sizable portion of the AS routing topology by conducting measurements from distributed vantage points [?, ?] .
These observed routes can be used to infer relationships between AS using a heuristic inference algorithm [8] . If ASes obey the export rules listed above, then the resulting AS paths are valleyfree, i.e., a route follows zero or more customer-to-provider links, zero or one peer-to-peer link, and zero or more provider-to-customer links. The heuristic inference algorithm attempts to discover inter-AS relationships such that the number of instances where valley-free routing is violated is minimized.
Message complexity and timers: The devil in the details
The discussion so far implicitly assumed that the message processing overhead in BGP is small, i.e., each node has sufficient resources to process all messages sent (reliably) by its neighbors. However, the number of messages generated by BGP during convergence can be prohibitively high [3] . Labovitz et al. [4] investigated the message complexity of BGP and showed it to be superexponential.
Example of withdrawal in a 4-node clique.
-spurious path exploration
Minimum route advertisement interval
BGP limits the exploration of spurious paths and the associated message complexity using a holddown timer called the MinRouteAdvertisementInterval (MRAI). The MRAI timer has a recommended default value of about 30 seconds. After a route to a prefix has been advertised to a peer, subsequent updates are held back from that peer until the MRAI timer expires. The MRAI timer tries to ensure that a node processes an update from all of its peers before processing a second update from the same peer. This reduces the exploration of spurious paths. For example, in the complete graph example above, the MRAI timer ensures that there are no pending announcements for paths of length k when a (k + 1)-length path has already been announced by some node. Thus, only paths increasing monotonically in length are explored by each node reducing the message complexity from O(n!) to O(n) [4] .
Route flap damping
Although the MRAI timer reduces the number of messages during convergence, it can not suppress route instabilities caused by extraneous factors such as unstable links or policy decisions. Route flap damping (RFD) was designed to reduce route flux at coarse-grained time scales. A simple way to think about the two mechanisms is that MRAI reduces the number of messages for each routing event identified by some root cause (e.g., a link failure, recovery, or policy change) while RFD limits the rate at which these routing events are allowed to happen. RFD works by suppressing routes to unstable prefixes. For each prefix D and each peer N , a router maintains a penalty p[D, N ] that is incremented every time the router receives an update from N for D. When the penalty crosses a threshold called the suppression threshold, the route is suppressed. At all times, the penalty value exponentially decays with a configured half life (typically 15 minutes). After hitting the suppression threshold, when the penalty value decays to a lower threshold called the reuse threshold, the routes to D from N are allowed to be reused.
Mao et al. [6] show that route flap damping can significantly delay Internet convergence times.
Inconsistency: Why BGP suffers from unavailability
Unavailability in BGP fundamentally stems from an inconsistent view between routers. Internet routing, especially interdomain routing, has traditionally favored responsiveness, i.e., how quickly the network reacts to changes, over consistency, i.e., ensuring that packets traverse adopted routes. A router applies a received update immediately to its forwarding table before propagating the update to other routers, including those that potentially depend upon the outcome of the update.
Responsiveness comes at the cost of availability: a router A thinks its route to a destination is via B but B disagrees, either because 1) Bs old route to the destination is via A, causing loops, or 2) B does not have a current route to the destination, causing blackholes. Below are several examples where inconsistent forwarding tables cause transient unavailability in interdomain routing today. In each case, the unavailability could last several tens of seconds (and sometimes minutes) due to BGP message processing and propagation delays [4] . However, because both 2 and 3 know of alternate paths 3-4-5 and 2-4-5 respectively, they start to forward traffic to each other causing loops. The MRAI timer prevents 2 and 3 from advertising the new paths even though they have adopted them to forward traffic. The timer is believed necessary to prevent a super-exponential blowup in message overhead, and its recommended value is 30 seconds. Eventually, when the timer expires, both 2 and 3 discover the alternate path to 5 through 1 that existed all along.
BGP policy changes Figure 2 shows an example of how policy changes cause routing loops. AS4 may wish to engineer its traffic by withdrawing a prefix from 2 and 3 while continuing to advertise it to 6 for load balancing purposes [?] . (For instance, by diverting traffic to arrive from 6 instead of 2, internal congestion within AS4 might be decreased.) If 2 and 3 each prefer the other over 6, routing loops would result like in (a). A similar situation also occurs if 5 wishes to switch its primary (backup) provider from 4 (1) to 1 (4); in this case, 5 is forced to either withdraw the route advertised (and potentially being used) to 4, or wait for a reliable indicator of when all traffic has completely moved over to the new primary provider 1. Other gadgets involving longer unavailability due to policy changes have been found [6, 7] . Figure 3 is similar to the classic "bad gadget" [1] involving cyclic preference dependencies. Each of ASes 1, 2, and 3 prefer to route via its clockwise neighbor over the direct path to AS 0, and does not prefer a path of length 3. The routes will never stabilize because there is no configuration where no AS wants to change its route to AS 0. Furthermore, the system goes through many repeated states involving routing loops causing chronic unavailability. Figure 4 shows a transient blackhole caused by iBGP inconsistency. Routers A, B, and C belong to AS1 while D belongs to the adjacent AS2. iBGP is a BGP protocol that runs between routers inside an AS (in this case, A, B, and C). All routers route via D to the destination P in AS3. Suppose the previously failed link A-P recovers and is preferred by all AS1 routers over the route via AS2. If the AS1 routers all peer with each other, C will withdraw C-D-P from both A and B when it hears from A that A-P is available, but will leave it to A to announce AP to B directly because of the full-mesh design. If A is waiting upon its iBGP timer, B experiences a transient blackhole. The current BGP spec recommends an iBGP timer shorter than interdomain timers, and typical values range from 5-10 seconds. Our previous work showed that [?] such blackholes can cause packet loss for tens of seconds. If AS1 routers use route reflection as opposed to a full-mesh configuration [5] , similar consistency problems can cause unavailability [5] .
BGP policy cycles

