Abstract. We establish sharp estimates for distributional solutions to the Euler-PoissonDarboux equation posed in a periodic domain. These equations are highly singular, and setting the Cauchy problem requires a precise understanding of the nature of the singularities that may arise in weak solutions. We consider initial data in a space of functions with fractional derivatives such that weak solutions are solely integrable, and we derive sharp continuous dependence estimates for solutions to the initial-value problem. Our results strongly depend on a key parameter arising in the Euler-Poisson-Darboux equation.
1. Introduction 1.1. Aim of this paper. In this paper we establish sharp regularity estimates for periodic solutions to the (highly singular) Cauchy problem associated with the Euler-Poisson-Darboux (EPD) equation u tt ðt; yÞ þ 2o t u t ðt; yÞ À u yy ðt; yÞ ¼ 0; ð1Þ u t ð0; yÞ ¼ u 1 ðyÞ; uð0; yÞ ¼ u 2 ðyÞ; ð2Þ
where o is a real parameter, and ðt; yÞ a ð0; þlÞ Â ð0; 2pÞ. Since this is a singular initial-value problem, it is not surprising that the solutions of this equation are singular (in some sense) as one approaches the singularity t ¼ 0. In this perspective, the initial data u 1 , u 2 may be regarded as the coe‰cients of a singular asymptotic expansion of the solution as t ! 0. Solving the above Cauchy problem is equivalent to validating such an asymptotic expansion. Note that, at this stage, (2) is only defined formally and, as we will see, the parameter o should be involved in a rigorous formulation of the initial data. One central question of interest in the present paper concerns the choice of appropriate spaces of initial data u 1 , u 2 ; we are especially interested in ensuring that solutions to the above Cauchy problem belong to the space L 1 . To this end, we introduce an appropriate class of function spaces, denoted below by W o; 1 per ð0; 2pÞ, which are variants of Sobolev spaces and yield us the desired optimal regularity statement, i.e., the solution operator associated with (1)-(2) maps W o; 1 per ð0; 2pÞ onto a subset of L 1 . We recall that EPD equations provide a typical example of singular Cauchy problem, and have served as a paradigm for the theory of singular and degenerate Cauchy problems. For various results on such equations, see the book [4] as well as [1] , [2] , [5] .
Main result of this paper.
To begin with let us assume that u 1 ¼ 0 and start with the observation that the function
is a solution to the EPD equation (1) in the classical sense, at least away from the singular lines t ¼ jyj. Here, f þ denotes the positive part of f . Let u 2 be any su‰-ciently smooth, 2p-periodic function. Since the equation under consideration is linear, the convolution and, moreover,
, as can easily be seen by letting t tend to zero.
At this stage, a natural question arises whether one can still give an appropriate meaning to the expression (4) when the function ð1 À x 2 Þ oÀ1 þ
is not integrable and, if we can do so, whether this expression still provides a solution (in a suitable sense) to the equation (1) . As we show here, the answer is closely related to properly choosing the regularity space for the data u 1 . With this in mind, our objectives are describing such an optimal function space, deriving regularity estimates for general solutions, and rigorously validating the corresponding asymptotic expansion.
The key point to observe is that the solution given by (4) , for instance, takes the form of a scaled convolution in which the convolution kernel ð1 À x 2 Þ oÀ1 þ has singularities of the type x oÀ1 þ . It is well known [6] that convolving a distribution u with a (suitably normalized) kernel of the form x oÀ1 þ amounts to taking a fractional derivative (or integral) of order Ào of u, which we denote here by D Ào u.
In view of this fact, when trying to determine the optimal space E ¼ EðoÞ for the data u 2 and when imposing that the formal solution (4) remains in L 1 ð0; 2pÞ for t > 0, one should use the close relation of these kernels with fractional derivatives and fractional integrals. That is, we need a rigorous version of the formal argument
Ào u 2 a L 1 ð0; 2pÞ () u 2 a EðoÞ;
which suggests that EðoÞ should be a suitable generalization of the Sobolev spaces W k; 1 of distributions u such that D k u is an integrable function. This leads us here to define the spaces W o; 1 per ð0; 2pÞ which are suitable variants of the usual Sobolev spaces for periodic functions. They allow us, on one hand, to validate an asymptotic expansion for solutions with non-smooth initial data, and on the other hand, to determine the space of initial data for which solutions remain integrable for all positive times.
Observe next that the function
and, similarly, the convolution is a solution to the EPD equation (2) , and the asymptotic expansions uðt; yÞ À t 1À2o u 1 ðyÞ À u 2 ðyÞ ¼ oð1Þ; t ! 0; t 2o ð1 À 2oÞ À1 u t ðt; yÞ À u 1 ðyÞ ¼ oð1Þ; t ! 0; ð7Þ hold pointwise. In this paper we generalize this result to non-smooth initial data and general exponents o.
1.3. Outline of this paper. In Section 2 below, we define the singular distributions required for defining the fundamental kernels to the equation (1) and the fractional regularity spaces W l; 1 per ð0; 2pÞ. First we consider the classical fractional derivative kernel F l ¼ x lÀ1 þ =GðlÞ, whose main properties we recall. Next, we consider the truncated distribution gF l , where g is a suitable cut-o¤ function. This distribution allows us to introduce fractional derivatives of periodic functions which, due to support restrictions, cannot otherwise be convolved with the traditional fractional derivative kernel. Several properties of these distributions are described in Lemma 2.2 below. We then consider the distribution C l , which is a normalized version of the singular distribution ð1 À x 2 Þ lÀ1 þ . This distribution essentially represents the explicit solutions to the EPD equation, as shown in (4) and (5) above.
Next, in Section 3 we provide the definition of the spaces W l; 1 per ð0; 2pÞ, which relies on the truncated distribution gF Àl . We study basic properties of these spaces in Lemmas 3.1 and 3.2 and then derive key estimates relating the distribution C Àl with the spaces W l; 1 per ð0; 2pÞ. These estimates take the form
where T is a periodic distribution.
Here and in what follows the constant implied in the notation k is independent of T. This estimate provides a continuous embedding of the space W l; 1 per ð0; 2pÞ into the space of periodic distributions T for which C Àl Ã T a L 1 ð0; 2pÞ. Since the solutions of the EPD equation are closely related to the convolution appearing in this estimate, it is this estimate which ultimately yields the optimal regularity result of interest.
Finally, in Section 4 we are in a position to handle the EPD equation (1) and we rigorously define its solutions using the singular distributions C o . The formula here takes the form
where s is a scaling operator. This formula provides a rigorous meaning to the formal expression (6) for arbitrary parameter values o and non-smooth initial data u 1 , u 2 . We then derive our key estimates, in the spirit of (8). All these results come together in our main result, Theorem 4.4, where for all values of o outside a discrete exceptional set E, we validate asymptotic expansions for solutions to the EPD equation. The analysis outlined above gives only partial results for the case o ¼ 1=2, and does not allow us to consider the case o a E, since the distribution C o is not defined for these values. Therefore, the final two sections of this paper deal with these exceptional cases; see the discussion in Section 5 and Theorem 6.1.
A class of singular distributions
2.1. The distributions F l . In this section, we present standard material about singular distributions in one space variable. We refer to Gelfand-Shilov [6] and Hö rmander [7] for further details. We denote by DðRÞ and D 0 ðRÞ the space of C l functions with compact support and the space of distributions on R, respectively. In particular, d
ðkÞ stands for the k-th derivative of the Dirac distribution, that is, 3d ðkÞ ; j4 ¼ ðÀ1Þ k j ðkÞ ð0Þ. We also set N :¼ f1; 2; 3; . . .g;
and ½m is the integer part of m satisfying by definition ½m a m < ½m þ 1. We recall some properties of the gamma and beta functions which will be useful throughout. The gamma function is defined by GðlÞ ¼ Ð þl 0 e Àx x lÀ1 dx for l > 0 and using that Gðl þ 1Þ ¼ lGðlÞ;
Àl a RnN 0 ;
(which implies Gðk þ 1Þ ¼ k! for k ¼ 0; 1; 2; . . .) this function can be extended by analytic continuation to all l a RnÀN 0 . The Gamma function blows up at every non-positive integer Àk and
and satisfies the duplication formula
Furthermore, if a, b and a þ b are not negative integers we define the beta function by Bða; bÞ ¼ GðaÞGðbÞ Gða þ bÞ ;
which is also be given by the integral Bða; bÞ ¼
By taking a ¼ b and using the duplication formula (10) we find Bða; aÞ ¼ 2 1À2a Bða; 1=2Þ:
Recall that the convolution of two distributions f , g satisfying certain assumptions on their support (either one of the supports is bounded or they are both bounded on the same side) is the distribution f Ã g defined by
Denote by f þ ¼ maxð f ; 0Þ the positive part of a function f . We want to define the ''function'' x lÀ1 þ as a distribution normalized to be of unit mass, that is formally:
GðlÞ
; Àl B N 0 ;
The following proposition provides a rigorous definition.
Proposition 2.1 (Definition and properties of the distributions F l ). The following formula defines a one-parameter family of distributions supported on the half-line ½0; lÞ: for j a DðRÞ. Moreover, they satisfy the normalization 3F l ; e Àx 4 ¼ 1 and, provided the convergence, derivative, and convolution are understood in the sense of distributions, the following properties hold for all l; l 0 a R:
Proof.
Step 
so that clearly the most singular term is of the order e l , as expected. Therefore, we may write
Note that the first k terms contain singular powers of e, while the other ones tend to zero with e (since l þ k > 0). This leads us to define the distribution x lÀ1 þ , for l < 0, Àl a RnN, as the coe‰cient of the finite term in the above expansion of the integral and precisely leads us to (14). (The above derivation also justifies the terminology ''finite part'' of the divergent integral Ð þl 0 x lÀ1 jðxÞ dx).
Step 2. Defining the distribution F l . Observing that the expression (14) is singular when Àl a N, it is convenient to normalize the distribution x lÀ1 þ with the factor 1=GðlÞ. This leads us precisely to the definition (13) where the second line in (13) will now be justified as we check the properties of F l stated in the proposition. Note that the definition (13) may be restated as
where k is such that l þ k b 0. If l is not a negative integer or zero, the first result is clear from (14) and the continuity of the gamma function. If Àl ¼ n a N 0 , the function l 7 ! 3x lÀ1 þ ; j4 has a simple pole at each such value of l. At each such value, the residue is easily computed from (14) to be
Therefore, using (9), in the sense of distributions we find for Àl ¼ n
which establishes the item (1) of the proposition.
The second claim is contained in Lemma 2.2 below. For a more direct proof, see [6] . Finally, the third claim is actually a particular case of the second, since
Alternatively, we may also compute
which is easily justified in the sense of distributions by relying on the expression (14) if Àl B N 0 , or on (13) otherwise. This completes the proof of Proposition 2.1. r 2.2. The truncated distribution F l g. In this section we introduce a variant of the distribution F l , which consists of multiplying it by a regular cut-o¤ function.
The aim is to obtain distributions with the same regularity, but with compact support.
For definiteness, we choose the cut-o¤ functions to be regularizations of the characteristic function of the interval ðÀl; 1Þ, w ðÀl;1Þ . Let r e denote the standard mollifier function, and set
for some fixed a a ð0; 1Þ. Thus, we consider the distributions F l g, which are simply the product of F l by the smooth function g. The group property with respect to the convolution will be lost, so we determine the resulting error term in the following lemma. Lemma 2.2. For all m > l b 0 one has the (semi-group) property
and for m ¼ l,
where g l , g m; Àl are smooth functions with compact support which vanish for x > 2 þ 2a: Moreover, supp g l H ð1 À a; 2 þ 2aÞ, and if Àl þ k a ð0; 1 one has
where a is given in (16).
Proof. Suppose first that l a ð0; 1Þ. and take m > l. For all j a DðRÞ, according to (12) and (15), we have
and since Àl þ 1 > 0, this expression is an actual integral:
Next, performing the changes of variables x þ y ¼ s and r ¼ y=s leads to
Integration by parts in the second term and straightforward calculation yield
Thus, we find
Since gðsÞ ¼ 0 for s > 1 þ a and g 0 ðsÞ is concentrated on ð1 À a; 1 þ aÞ, one checks immediately that the (smooth) function g m; Àl vanishes for s > 2 þ 2a. Moreover, if we put g C 1 (so that F l g ¼ F l ), we would find g m; Àl C 1, which is consistent with the group property for F l in Proposition 2.1. This completes the proof of (17).
To derive (18) we return to (20) and pass to the limit m ! l. Using the continuity (with respect to l) of the distribution F l , the first double integral converges to
and this distribution is actually a smooth function supported in ð1 À a; 2 þ 2aÞ. Deriving kg l k L 1 ðRÞ k 1=a form this expression is immediate, using the properties of the beta function and the bound jg 0 j a C=a. For the second double integral in (20), observe, on the one hand, that for any l a ð0; 1Þ, the function
is unity for s < 1 À a, since in that range gðsrÞg À sð1 À rÞ Á ¼ 1 for all r a ð0; 1Þ and from the properties of the beta function. Since, on the other hand, F mÀl ! F 0 ¼ d, passing to the limit gives (18). This completes the proof of the lemma for l a ð0; 1Þ.
Extending the result to all l > 0 is done by performing similar calculations for l a ðk; k þ 1Þ, successively, using the relation (15). The functions appearing instead of g m; Àl have correspondingly more complex expressions, involving g and its derivatives up to the order k þ 1, but similar support and smoothness properties, inherited in the same way from the properties of the function g and its derivatives. For completeness, we provide the expression of g l for l a ð1; 2Þ:
As in the case l a ð0; 1Þ, the bound (19) follows from the properties of the beta function and from jg 00 j a Ca À2 . This completes the proof of Lemma 2.2. r Remark 2.3. Only minor changes to the proof of the previous lemma would lead to the following generalization of (18): for all smooth function a
where the (smooth) function F 1 A l is now supported in ð0; 2 þ 2aÞ.
2.3. The distribution C l . Given two reals a; b a R we define the ''scalingtranslation'' operator f a DðRÞ 7 ! t a; b f a DðRÞ by
and, by duality, we define the operator T a D 0 ðRÞ 7 ! t a; b T a D 0 ðRÞ by
For b ¼ 0, we have the scaling operator s a jðxÞ :¼ t a; 0 jðxÞ ¼ jðaxÞ:
Further, we denote by w 1 the characteristic function w ðÀl; 1Þ , and we define the set of exceptional values as
Proceeding as in the proof of Proposition 2.1 one can view the formal expres-
as singular distributions. (See (24)-(25) below for the explicit formula.) Then, after normalization, we arrive at the following one-parameter family of distributions supported on the interval ½À1; 1:
which are defined for all values except l a E. Here, we have set
Proposition 2.4 (Properties of the distributions C l ). In the sense of distributions and for all l a RnE the following properties hold:
where the constant K 1=2 is defined by
Remark 2.5. As shown in the proof given below, the (unnormalized) distributions
are actually defined for l a E. However, our normalization constants C lÀ1 blow up for exactly these values, so that the distributions C l remain undefined for these values. In fact, it is not possible to provide a normalization ensuring continuity for all values of the parameter l.
We begin with the observation that for l B f0; À1g the function
This elementary fact can be used to define the distribution associated with the function ð1 À x 2 Þ lÀ1 þ whenever l < 0 and therefore the functions are not locally integrable, as follows.
Suppose first that l > 0. Multiplying the above identity by a test function j a DðRÞ, integrating over R and using integration by parts twice in the last term, we obtain ð
Observe that all of these integrals exist in a classical sense since l > 0. Suppose next that l a ðÀ1; 0Þ. We can no longer integrate as above, but we may nevertheless set
It is now clear that (24) may be used as a recursive formula to define the distri-
; 0Þ, and let us iterate the equation (24) on each term in the righthand side to obtain
for some reals a j ðlÞ, b j ðlÞ. Clearly, in view of (24), these constants clearly blow up as one approaches Àl a N 0 . The above expansion is not unique; for instance, in (24) one could integrate by parts once more the right-hand side and obtain equivalent expressions involving higher derivatives of j.
Step 2. Normalizing the distribution ð1 À x 2 Þ lÀ1 þ . We impose on the one hand that the normalized distribution, when applied to a function constant on ðÀ1; 1Þ, returns that same constant, and on the other hand, that the singularities generated by the a j ðlÞ, b j ðlÞ when l a N 0 , are eliminated (see (25) above). To this end, we define the normalization constants
For those values of l for which this integral converges it is easy to see that C lÀ1 ¼ 2 1À2l Bðl; lÞ À1 . Using the definition of the beta function in terms of the gamma function and the formula (11), we find
This expression may then be considered for any l for which the right-hand side above is defined, that is, for l B E. Note that C lÀ1 blows up for these values of l. Observe also that C Àk ¼ 0 if k is a positive integer, and that if l B E,
After an easy computation, (24) becomes
or, for j a DðRÞ,
with
In analogy with (25), we may iterate the formula above and obtain an induction relation used to define C l when l þ k a ð0; 1Þ,
Here, the coe‰cients b j ðlÞ, h j ðlÞ, which clearly blow up for l a E, satisfy
Step 3. Proof of the proposition. To show claim (1) of the proposition, we begin by expressing the distribution ð1 À
þ . For all j a DðRÞ (recall the notation w 1 ¼ w ðÀl; 1Þ ),
To show this, we rely on the uniqueness of analytic continuation. First, consider the function of a complex variable
Observe now that if <ðlÞ > 0 (here < denotes the real part), the above function is analytic, and the equation (29) is valid (by linear changes of variables in the integral expressions). Therefore, by uniqueness of analytic continuation, the equation (29) holds for À<ðlÞ B N. This completes the derivation of claim (1). In view of (13), (29) and Gð1=2Þ ¼ ffiffiffi p p , we immediately find
Claim (2) is thus established.
Next, we note that we can define the distribution ð1 À x 2 Þ lÀ1 lnð1 À x 2 Þ, at least for Àl B N 0 . This may be done simply by observing that for such values of l, and for any j a DðRÞ, the function l 7 ! 3ð1 À x 2 Þ lÀ1 ; j4 is analytic and
We denote these distributions (multiplied by the normalization constant C lÀ1 ) bỹ C C l . Let us now show the third claim of the lemma, (23). For this, simply note that the quotient indicated is equal to
The result follows by computing this derivative:
which, for the value l ¼ 1=2, gives (23) (in this computation we have omitted for simplicity the test function j). Finally, consider claim (4). First, note that for Àl a N 0 and l ¼ 1, this may be checked directly from (22). Otherwise, then the claim will follow if we show that, in the sense of distributions,
In that case, for l B E, and using also (27), we find
Now, (31) is clearly true if l > 1, since the distributions in this case reduce to regular functions. Suppose next that l a ð0; 1Þ. Then, a straightforward computation using the relation (24) shows (31). Clearly, one may now proceed similarly for l a ðÀ1; 0Þ, and so on, for all l B E. This completes the proof of Proposition 2.4. r 3. Estimates in fractional Sobolev spaces 3.1. Notation and definition. Following Gelfand-Shilov [6] , the derivative of order l of a distribution T supported on the half-line R þ is defined by convolution with the kernel F Àl (given in (13) above):
For l > 0 we also use the notation
and refer to I l T as the integral of order l of the distribution T. We also use the short-hand notation T ðlÞ instead of D l T. Using this notion of fractional derivative, one cannot define the derivative of a periodic distribution T, since supp T Q R þ (apart from the trivial case T ¼ 0). One way to extend the notion of fractional derivative to periodic distributions is to replace the convolution kernel F l with a new kernel having the same type of singularity at zero, but having compact support. This is done simply by multiplying F l by a cut-o¤ function. This procedure has the advantage that the convolution of T with the new kernel still is a periodic distribution and, since F Àk has compact support if k a N 0 , this notion of fractional derivative is consistent with usual (integer-order) derivative.
Recall from (16) Now we define the norms associated with these spaces, for all l > 0,
where g l is the function given by (18) in Lemma 2.2. Also, define the semi-norms
Note that for all periodic functions T a L 1 ð0; 2pÞ and all integrable functions g with compact support, one has kg Ã Tk L 1 ð0; 2pÞ a kgk L 1 ðRÞ kTk L 1 ð0; 2pÞ :
The above definitions are justified by the following result. Moreover, one may take
with g l given in Lemma 2.2. Proof. The first claim is simply a consequence of the fact that, since gð0Þ ¼ 1,
To deal with the second claim, suppose that T a W Àl; 1 (18)). Using Lemma 2.2, we find
which establishes one inclusion in (2) . For the other inclusion, suppose that T ¼ ðgF Àl Þ Ã f À g, with f ; g a L 1 ð0; 2pÞ. Then, from Lemma 2.2, we find
This shows the second claim of the lemma. We now turn to the proof of the lemma's last claim. Let l; m b 0, and let us first check that W 
for some x depending on x, y. This gives after a change of variable is the last term,
Þðs À yÞTðyÞcðxÞ dy ds:
Therefore, we find
Þðy À yÞTðyÞc 00 ðxÞ dy dy:
For the second term, using Lemma 3.1 we find kðgF Àlþ1 Þ Ã Tk L 1 ð0; 2pÞ a kTk lÀ1; 1 k kTk l; 1 :
For the last term, observe that gF Àlþ2 a L 1 ðRÞ, and so this term is bounded by 
Now, since T is periodic, the first term (for instance; the other term is treated similarly) equals
where a Àl ðxÞ :¼ ð2 À xÞ ÀlÀ1 . Next, from Lemma 3.1, one has ðgF Àlþm Þ Ã T a L 1 ð0; 2pÞ for any m > 0, since T a W l; 1 per ð0; 2pÞ. Therefore we find, Taylor developing a Àl around x ¼ 0, and proceeding as in the proof of Lemma 3.2,
and thus
with k large enough so that Àl þ k þ 1 > 0. This completes the proof of (34).
Finally, splitting the distribution C l , we see that, to show (35), it is enough to estimate kðF l a l gÞ Ã Tk L 1 ð0; 2pÞ . Using Lemma 2.2 and Remark 2.3 we get
This completes the proof of Proposition 3.3. r 3.3. Key L 2 estimates on the distributions C l . The additional structure provided by the Fourier transform in L 2 allows us to apply a completely di¤erent method to derive estimates on the distributions C l . In fact, we show that the space of periodic distributions which are in L 2 ð0; 2pÞ after convolution with the distributions C Àl is precisely the classical Sobolev space H l per ð0; 2pÞ. We begin by recalling the definition of the Sobolev spaces H l per ð0; 2pÞ. First, note that if T is a periodic distribution, then we may define its Fourier coe‰cients c n , n a Z and its continuous Fourier transform is given bŷ
The rate of decay of jc n j is a measure of the regularity and integrability properties of T. For instance, T a L 2 ð0; 2pÞ i¤ P n A Z jc n j 2 < l, and moreover one has 
with norm given by
Note that this definition makes sense for all l a R, giving a single, coherent definition of a scale of Sobolev spaces. Proof. Suppose that C Àl Ã T a L 2 ð0; 2pÞ. Since it is periodic, we must have
On the other hand, since T is periodic with Fourier coe‰cients c n ,
where a n :¼Ĉ C Àl ð2pnÞ. Now the key point is that the explicit formula ofĈ C Àl ðsÞ is known [6] 
Now observe that there exist constants A; B > 0 such that
The first statement of the proposition follows immediately, since it is equivalent to saying X 
in which o is a constant. If Q satisfies (36), we write P o ðQÞ ¼ 0. Let o a R. Then, it is easy to check that the two functions
are solutions of the equation (36). In consequence, at least formally, the general solutions are given by the convolution
in which the constants C, C 0 are arbitrary. The change of variables x ¼ ðy 0 À yÞ=t
When o a ð0; 1Þ (so that both integrals exist), this can be written as
by choosing C ¼ C Ào and C 0 ¼ C oÀ1 (cf. (26)). This may be written as a convolution in two equivalent ways, as follows (recall the scaling operator s a fðxÞ ¼ fðaxÞ).
Any of these two expressions is well defined for any value of o except o a E. Moreover, we may take u 1; 2 to be any distribution, and the convolution still makes sense. When o a ð0; 1Þ and u 1; 2 are bounded functions, these expressions reduce to the explicit solutions presented above. We must still check that these convolutions are indeed weak solutions (in the sense of distributions) to the equation (36). Proof. From (40), we see that Q is a solution of the equation (36) provided
because since P o is a linear operator, we have
Consider for instance the second term, and set x ¼ x=t. Then, we have
where the notation C o ðxÞ is just shorthand for s 1=t C o . Using these properties, we easily compute
Next, we use the relations valid in the sense of distributions,
2 C oÀ2 ðxÞ;
(cf. Proposition 2.4 and (27)) to write the expression above in terms of, say, C oÀ2 only. The result is readily seen to be zero. 
Our main objective in this section is twofold: on the one hand, we determine what is the minimal regularity one must suppose on the data u 1 , u 2 so that the solution Q o in an integrable function. On the other hand, we generalize the asymptotic expansion above to non-smooth data u 1 , u 2 and all values of the parameter o (except o a E-see the next section). Both these questions are answered using the Sobolev-type spaces presented in the previous section.
It is convenient to consider the following decomposition of Q o ,
Also, denote C t o :¼ ð1=tÞs 1=t C o , and observe that
We begin by ensuring that the solution Q o is integrable, by choosing the appropriate spaces for the data u 1 , u 2 . 
Now using (18) in Lemma 2.2 we get
To treat the first term, we note that according to Lemma 2.2,
This means that
so that we need to bound the term kF Ào g Ã F o ðs 1=t g À gÞk L 1 ðRÞ uniformly with respect to t. Note that this is, for each t, in DðRÞ. To achieve this, reproduce the proof of Lemma 2.2 replacing F o ðs 1=t g À gÞ for F o g. We present the case o a ð1; 2Þ, which employs all the arguments necessary to treat the general case. We find, then,
withg g o given by (21) with ðs 1=t g À gÞðsrÞ and its derivatives replacing gðsrÞ and its derivatives at every occurrence (but not g À sð1 À rÞ Á ). To bound the term under analysis, consider for instance the term
Gð2 À lÞGðlÞ g À sð1 À rÞ Á ðs 1=t g À gÞ 00 ðsrÞ Á dr ds;
which is easily seen to be the most singular. Now, g À sð1 À rÞ Á a 1, and the function of r inside the integral has a finite integral, from the properties of the beta function. Therefore, it is enough to bound the term ð l 0 sjðs 1=t gÞ 00 ðsÞj ds:
Now note that the integrand is actually supported in À tð1 À aÞ; tð1 þ aÞ Á , where a is the fixed constant given by (16) This takes care of the first term in (43). Next, observe that the facts
allow us to bound the second and fourth terms of (43) by Ct Ào kuk Ào; 1 . Finally, for the third term we find
Now, since the function g o has compact support (see Lemma 2.2), the first term is actually in DðRÞ. Thus,
This allows us to bound the third term in (43) by t Ào kuk Ào; 1 . This completes the proof of the first inequality of the lemma. For the second inequality, observe that The following lemma will be the basis of our proof of the asymptotic expansions in Theorem 4.4. 
Proof. Once again, if o is a non-positive integer, the proof is simpler and we omit it. To obtain (44), we set C t o :¼ ð1=tÞs 1=t C o , and recall the definition of the negative Sobolev spaces and norms (32). We find
Now observe that, for f a W 
f ðy þ txÞ À f ðyÞ tx dx dy:
The function gF o Ã u is in W 1; 1 per ð0; 2pÞ, by Lemma 3.1, and g o Ã u is smooth. Therefore, we may apply (46) and find
To complete the proof of (44) 
This completes the proof of the estimate (44).
We now turn to the proof of (45). Let o < 0 and k a N 0 such that o þ k a ð0; 1. First, observe that
Using this fact and the relations (28) we find
Finally, this gives
and so
where we have also used (46). This completes the proof of Lemma 4.3. r
We now validate the asymptotic expansion (41) for non-smooth data, in the appropriate fractional Sobolev spaces. We see that in order to ensure their validity, we must take the data u 1; 2 in a space which is more regular, as is natural. per , then for every t > 0, the operator
; 2pÞ Á 2 , and the following estimates hold:
, and let k a Z be such that o þ k a ð0; 1. Then for every t > 0, we have the asymptotic expansions
We now estimate the spatial derivatives of the solutions. 
Moreover, the following asymptotic expansion holds
For the time derivatives, we have the following result. , one has 
If o a ð0; 1Þ, then
Also, the estimates (47), (48) are a consequence of Lemma 4.2. r Theorem 4.5 is checked similarly. For the proof of Theorem 4.6, note the following relation
which holds in the sense of distributions and is used to compute the time derivatives of the solution. The estimates in Theorem 4.6 are then deduced from lemmas 4.2 and 4.3. The only thing to note is the function hðoÞ. It comes from performing the estimates in Theorem 4.6 in the particular cases o ¼ Àn. In these cases, cancellation of the terms of first order ku 2 k L 1 occurs, which accounts for the function h. See below for some explicit calculations. Finally, similar results may be obtained for data in the spaces H l per ð0; 2pÞ studied in Section 3.3. We omit these results for the sake of brevity.
Some particular values of o.
The results of the preceding theorems are clarified by considering some particular values of the parameter o, where explicit calculations may be done. Foremost is the case o ¼ 0, which corresponds to the wave equation. In that case, the explicit solution is well known and is given by
Alternatively, one may use the formula for C 0 given by (22) 
This should be compared with the fact that using elementary methods one may take (more regular) data ðu 1 ; u 2 Þ a W 
Here, we see that in order to be able to consider data with less regularity, the asymptotic development takes place in a larger space. The interest in this case lies in the fact that the estimate for u 1 is not easily obtainable by elementary techniques. Indeed, since u 1 is just a distribution, one cannot work directly with integral expressions such as (50). Our analysis is therefore necessary to obtain regularity estimates. We now examine the case o ¼ À1, where similar observations apply. According to the formulas (22), (42), the solution of the EPD equation (42) 
Euler-Poisson-Darboux equation (exceptional exponents)
The expression (39) handles separately the two fundamental kernels, but does not show clearly how the solution depends on the parameter o. In fact, we now rewrite (39) in a di¤erent form allowing us to pass to the limit when o ! 1=2, using the continuity results in Lemma 2.4.
To achieve this, observe that according to Lemma 2.4,
in the sense of distributions when o ! 1=2. In addition, as we will see in Section 6, this distribution is a solution of the EPD equation with o ¼ 1=2. Thus, given initial data c, q, we need only choose u 1 , u 2 in (39) appropriately so that the above quotient will arise. This leads us to the choice u 1 ðxÞ ¼ cðxÞ 1 À 2o ; u 2 ðxÞ ¼ qðxÞ À cðxÞ 1 À 2o :
Thus, given two functions q, c, the solution of (36) for o a ð0; 1Þnf1=2g is given by
Taking the limit o ! 1=2 in (51) we obtain and for the second,
So that a solution of P À1=2 ðuÞ ¼ 0 is given by [2] . Note that only when o ¼ 1=2 does the solutions blows-up as ln t when t ! 0.
A special case of interest
Here, we search for functions P : R þ Â ½0; 2p that are periodic in space and satisfy the equation
We begin the discussion by constructing solutions with bounded variation when the data have bounded variation (Theorem 6.1), and next we determine the optimal regularity assumption on the data ensuring that solutions have bounded variation.
We investigate the regularity of P in terms of the regularity of the data v, j and validate the above expansion of P near the line t ¼ 0. In turn, this result may be used to find regularity estimates for the exceptional solutions of (36) constructed in Proposition 5.1.
Theorem 6.1. Given any data v; j a BV per ð0; 2pÞ, the explicit formula (55) defines a solution P a L l À e; l; BV per ð0; 2pÞ Á ( for every e > 0) of the Euler-PoissonDarboux equation (55) which satisfies the given data at t ¼ 0 in the L 1 sense, as follows: defineP P byP Pðt; yÞ :¼ Pðt; yÞ À vðyÞ ln t À jðyÞ:
Then,P P satisfies the time and space estimates ð0 < t < t 0 Þ 
valid for any two solutions P, P 0 associated with data v, j and v 0 , j 0 , respectively.
