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The Gottesman-Kitaev-Preskill (GKP) quantum error-correcting code attracts much attention
in continuous variable (CV) quantum computation and CV quantum communication due to the
simplicity of error-correcting routines and the high tolerance against Gaussian errors. Since the
GKP code state should be regarded as a limit of physically meaningful approximate ones, various
approximations have been developed until today, but explicit relations among them are still unclear.
In this paper, we rigorously prove the equivalence of these approximate GKP codes with an explicit
correspondence of the parameters. We also propose a standard form of the approximate code states
in the position representation, which enables us to derive closed-form expressions for the Wigner
functions, the inner products, and the average photon numbers in terms of the theta functions. Our
results serve as fundamental tools for further analyses of fault-tolerant quantum computation and
channel coding using approximate GKP codes.
I. INTRODUCTION
Continuous variable (CV) systems [1–4] have attracted
a growing interest in the field of quantum information sci-
ence as a promising candidate for implementing quantum
information processing. For reliable implementations of
information processing tasks, one needs to construct an
error-correcting routine to fight against the inevitable
noise in the real world. Intensive research has thus been
made on the CV error-correcting codes [5–22]. Among
them, the Gottesman-Kitaev-Preskill (GKP) code [7]
gathers much attention in terms of both fault-tolerant
CV quantum computation [8, 23–32] and CV quantum
communication [22, 33, 34] as it needs only Gaussian op-
erations to implement the whole Clifford gates (or even
the universal gate set using protocols with a single GKP
code state [35, 36]), and it is highly robust against the
random displacement errors and the loss errors [37].
We have to regard an ideal GKP code state as a limit
of its approximation. This is because the ideal GKP
code state is non-normalizable, while physically meaning-
ful states in quantum mechanics are normalizable. Var-
ious approximations of the GKP code states, which are
considered to be roughly equivalent, appeared in the past
literature [7, 8, 22, 31, 34, 38–41], each of which uses a
convenient form of approximation in its respective con-
text. However, exact relations of these approximations
are unclear, and thus we lack the way to compare these
results directly.
Our aim here is to find rigorous relations among the
different approximations of the GKP code states, and
bridge the gap of the results in the past literature. We
derive an explicit correspondence among conventionally
used approximate GKP code states. The explicit formula
∗ matsuura@qi.t.u-tokyo.ac.jp
shows that one of the conventionally used approximations
that has been considered to be symmetric in position
and momentum coordinate in the phase space is in fact
asymmetric. We also derive closed-form expressions of
the Wigner functions, the normalization constants, and
the average photon numbers of these approximate code
states. These results show that around the degree of
approximation for the code states that are successfully
generated in the recent experiments [42, 43], conventional
estimate of the average photon number of the code state
has a non-negligible error. In contrast, our results are
accurate in all the degree of approximation.
This paper is organized as follows. In Sec. II, we define
the notations used throughout this paper. In Sec. III, we
review the formulation of the GKP code, and introduce
its three approximations which have been conventionally
used. In Sec. IV, which contains the main results of our
paper, we explicitly give the position and momentum
representations of these approximate code states. They
allow us to derive the exact relations among these ap-
proximate code states as shown in Theorem 1. Using the
equivalence, we introduce a standard form of the approxi-
mate GKP code state. In Sec. V, we derive Wigner repre-
sentations, inner products, and average photon numbers
of the approximate code states using the standard form.
Finally in Sec. VI, we give concluding remarks.
II. NOTATIONS
We denote canonical operators by qˆ and pˆ, which sat-
isfy the commutation relation [qˆ, pˆ] = i, where we set
~ = 1. We denote annihilation and creation operators
by aˆ and aˆ†, respectively, which are associated with qˆ
and pˆ as qˆ = (aˆ + aˆ†)/
√
2 and pˆ = (aˆ − aˆ†)/√2i. This
leads to the commutation relation [aˆ, aˆ†] = 1. The Weyl-
Heisenberg displacement operators are represented by
Xˆ(r) := exp(−irpˆ) and Zˆ(r) := exp(irqˆ), which dis-
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FIG. 1. The theta function in the form of Eq. (3) with respect
to x when b = 1/2 and t = 1/15 (blue solid line), and when
b = 1/2 and t = 1/3 (yellow dashed line). The theta function
in this form is a sequence of the same Gaussian functions with
respect to x which has peaks at b, b±1, b±2, . . ., and the width
of each Gaussian is determined by t as shown in the figure.
Note that Eq. (3) approaches the Dirac comb as t→ 0.
place a state by +r in position and momentum coordi-
nates in the phase space, respectively. General Weyl-
Heisenberg displacement operators are represented by
Vˆ (r) := exp(−irprq/2)Zˆ(rp)Xˆ(rq), where r = (rp, rq).
The relation between Vˆ (r) and the conventional defini-
tion of the displacement operator Dˆ(α) := exp(αaˆ†−α∗aˆ)
is Vˆ (r) = Dˆ((rq + irp)/
√
2). Squeezing operator Sˆ(ξ)
(ξ ∈ R) is defined as Sˆ(ξ) := exp (iξ (qˆpˆ+ pˆqˆ) /2) , which
satisfies Sˆ†(ξ)qˆSˆ(ξ) = e−ξ qˆ and Sˆ†(ξ)pˆSˆ(ξ) = eξpˆ. The
number operator nˆ is defined as nˆ := aˆ†aˆ, and the Fourier
operator Fˆ is defined as Fˆ := exp (piinˆ/2). Let Iˆ denote
the identity operator.
Throughout the paper, |·〉 denotes the logical states
of (approximate) GKP codes. Other representations are
specified by subscripts of ket vectors. For example, |n〉f
denotes the Fock state, |q〉qˆ denotes the (generalized)
eigenstate of the position operator qˆ, and |p〉pˆ is that
of the momentum operator pˆ. The latter two satisfy
qˆ 〈q|q′〉qˆ = δ(q − q′), pˆ 〈p|p′〉pˆ = δ(p − p′), qˆ 〈q|p〉pˆ =
1√
2pi
eiqp, and Fˆ |x〉qˆ = |x〉pˆ, where δ(·) denotes the Dirac
delta function.
We also line up functions that are used throughout the
paper. For z ∈ C and τ ∈ C satisfying Im(τ) > 0, let
ϑ(z, τ) :=
∑
s∈Z exp(piiτs
2 +2piizs) be the theta function
(we follow the notation in Ref. [44]), and
ϑ
[
a
b
]
(z, τ)
:=
∑
s∈Z
exp[piiτ(s+ a)2 + 2pii(z + b)(s+ a)] (1)
= exp[piiτa2 + 2piia(z + b)]ϑ(z + τa+ b, τ) (2)
be the theta function with rational characteristics (a, b)
[44]. The theta functions which we mainly use are in the
form
ϑ
[
0
b
]
(x, it), (3)
where x, t ∈ R, and b ∈ Q. The theta function in this
form is a sequence of the same Gaussian functions with
respect to x which has peaks at b, b±1, b±2, . . ., and the
width of each Gaussian is determined by t as shown in
Fig. 1. Note that Eq. (3) approaches the Dirac comb as
t → 0. Let Gσ2(x) be a probability density function of
the normal distribution with variance σ2, which is defined
as
Gσ2(x) :=
1√
2piσ2
exp
(
− x
2
2σ2
)
. (4)
For an operator Aˆ acting on a Hilbert space, the Wigner
function WAˆ(q, p) of Aˆ is given by
WAˆ(q, p) =
1
pi
∫ ∞
−∞
dx e2ipxqˆ 〈q − x|Aˆ|q + x〉qˆ . (5)
Finally, let f ∗ g(x) := ∫ dy f(y)g(x− y) denote the con-
volution of two functions f(x) and g(x).
III. GOTTESMAN-KITAEV-PRESKILL CODE
Gottesman-Kitaev-Preskill (GKP) code [7] is an error-
correcting code which encodes d-dimensional logical
Hilbert space in an oscillator mode. It has a lattice-like
periodic structure when represented in the phase space;
the Wigner function of the code states |j〉 and |j + 1〉
have the same period but |j + 1〉 is shifted from |j〉 by 1d
of the period in position coordinate in the phase space.
In the present paper, we treat the square lattice GKP
code, while the generalization of our results to the case
of hexagonal lattice GKP code is possible. The ideal
(square lattice) GKP code states are defined as [7]
|j(ideal)〉 :=
√
αd
∑
s∈Z
|α(ds+ j)〉qˆ , (6)
where d denotes the dimension of the logical Hilbert
space, j ∈ {0, . . . , d − 1}, and the pre-factor √αd is for
later convenience. In position representation, it has a
comb-like shape consisting of the Dirac delta functions
(i.e., a Dirac comb) at intervals αd, and |j + 1(ideal)〉 is
shifted from |j(ideal)〉 by α. These states form the basis
of the d-dimensional logical Hilbert space in an oscillator
system, and therefore, we call them ideal logical basis
states. In the momentum representation, the logical ba-
3sis states are given by
|j(ideal)〉 =
∫
dy
√
αd
∑
s∈Z
|y〉pˆ 〈y|α(ds+ j)〉qˆ (7)
=
√
αd
2pi
∫
dy
∑
s∈Z
e−iα(ds+j)p |y〉pˆ (8)
=
√
2piαd
∫
dy
∑
t∈Z
δ(αdy − 2pit)e−ijαp |y〉pˆ (9)
=
√
2pi
αd
∑
t∈Z
e−i
2pijt
d |2pit/αd〉pˆ , (10)
where we used the Poisson summation formula∑
s∈Z e
−isx = 2pi
∑
t∈Z δ(x− 2pit).
In the rest of this section as well as Sec. IV A and IV B,
we set
α =
√
2pi
d
=: αd, (11)
which symmetrizes the code space in position and mo-
mentum coordinates in the phase space [7]. This prop-
erty of the code is meaningful even when the logical basis
states are non-orthogonal, which is the case in approxi-
mate GKP codes. In this paper, we adopt the following
definition for this property.
Definition 1 (The code which is symmetric in posi-
tion and momentum coordinates in the phase space). Let
{|j〉 : j = 0, . . . , d − 1} be the logical qudit basis encoded
in an oscillator mode. The code is symmetric in position
and momentum coordinates if it satisfies
span{|j〉 : j = 0, . . . , d− 1}
= span{Fˆ |j〉 : j = 0, . . . , d− 1}. (12)
Note that we can use Fˆ † instead of Fˆ in the definition.
The symmetric code is beneficial if we aim at unbias-
ing logical-level errors caused by physical-level phase-
insensitive errors, that is, errors which occur symmetri-
cally in position and momentum coordinates in the phase
space.
The ideal GKP code can be regarded as a stabilizer
code. The stabilizer generators are given by the two com-
muting displacement operators Xst := Xˆ(αdd) and Zst :=
Zˆ(2pi/αd) = Zˆ(αdd). Similarly, logical Pauli operators
can be defined as XL := Xˆ(αd) and ZL := Zˆ(2pi/αdd) =
Zˆ(αd), which satisfy ZLXL = exp(2pii/d)XLZL as ex-
pected. Using these stabilizer generators and logical
Pauli operators, we have an alternative expression of the
ideal GKP logical state as follows [7, 22]:
|j(ideal)〉
=
(2d)−
1
4
ϑ(0, id)
∑
s1∈Z
s2∈Z
Xˆ(αd(ds1 + j))Zˆ(αds2) |0〉f (13)
=
(2d)−
1
4
ϑ(0, id)
XL
j
(
d−1∑
l=0
ZL
l
)∑
s1∈Z
s2∈Z
Xst
s1Zst
s2 |0〉f (14)
=: XL
j
(
d−1∑
l=0
ZL
l
)
PGKP |0〉f , (15)
where ϑ(0, id) is the theta function, and the last line de-
fines an operator PGKP, which is interpreted as the pro-
jection onto the code space ignoring the normalization.
The consistency with Eq. (6) can be confirmed as follows
[22]:
(2d)−
1
4
ϑ(0, id)
∑
s1∈Z
s2∈Z
Xˆ(αd(ds1 + j))Zˆ(αds2) |0〉f
=
(2d)−
1
4
ϑ(0, id)
∑
s1∈Z
s2∈Z
∫
dq eiqαds2 |q + αd(ds1 + j)〉qˆ 〈q|0〉f
(16)
=
(2pid)−
1
4
ϑ(0, id)
∑
s1∈Z
s2∈Z
∫
dq e−
1
2 q
2+iqαds2 |q + αd(ds1 + j)〉qˆ
(17)
=
√
2piαd
ϑ(0, id)
∑
s1∈Z
s′2∈Z
∫
dq e−
1
2 q
2
δ(qαd + 2pis
′
2) |q + αd(ds1 + j)〉qˆ
(18)
=
√
αdd
ϑ(0, id)
∑
s1∈Z
s′2∈Z
e−pids
′2
2
∣∣q + αd(d(s1 − s′2) + j)〉qˆ (19)
=
√
αdd
∑
s′1∈Z
|q + αd(ds′1 + j)〉qˆ (20)
= |j(ideal)〉 , (21)
where we used qˆ 〈q|0〉f = pi−
1
4 exp(−q2/2) in the sec-
ond equality, used the Poisson summation formula∑
s∈Z e
−isx = 2pi
∑
t∈Z δ(x − 2pit) in the third equality,
and defined s′1 := s1 − s′2 in the fifth equality.
In the phase space, the Wigner function of the state
|j(ideal)〉 is given by [7]
W|j(ideal)〉〈j(ideal)|(q, p)
=
1
2
∑
t∈Z
t′∈Z
e−piitt
′
δ
(
p− αdt
2
)
δ
(
q − αddt
′
2
− αdj
)
(22)
4=
1
2
∑
t∈Z
t′∈Z
δ
(
p+
αdt
2
)[
δ
(
q − αdd
(
t′ +
j
d
))
+(−1)t δ
(
q − αdd
(
t′ +
j
d
+
1
2
))]
.
(23)
This shows that the Wigner function of the ideal logical
basis states forms a square lattice consisting of the Dirac
delta functions, which has half the period of the Dirac
comb in the position and momentum representations.
Since its sublattice formed of the odd periods starting
from (q, p) = (αdj, 0) consists of the Dirac delta func-
tions with negative signs, the comb at the odd periods
in position coordinate cancel out when integrated along
momentum coordinate, and vice versa.
As defined so far, the ideal GKP code states are non-
normalizable and thus unphysical. Therefore, the ideal
GKP code should be regarded as a limiting case of phys-
ically meaningful approximate ones. Various approxima-
tions of the GKP code states are considered in the past
literature [7, 8, 22, 34, 38–41]. Especially, the following
three approximations are conventionally used.
(Approximation 1)
|j(1)κ,∆〉 :=
1√
N
(1)
κ,∆,j
∑
s∈Z
e−
1
2κ
2α2d(ds+j)
2
Xˆ(αd(ds+ j))Sˆ (− ln ∆) |0〉f ,
(24)
where κ,∆ > 0, and N
(1)
κ,∆,j is a normalization constant.
This approximate code state approaches the ideal one in
the limit of κ,∆→ 0. This approximation first appeared
in the original paper of the GKP code [7]. The idea
of this approximation is to replace the superposition of
the position “eigenstates” with that of squeezed coherent
states with a squeezing parameter ln(1/∆), which are
weighted by a Gaussian envelope of the width 1/κ. This
gives us an insight about how to generate the GKP code
state experimentally [45].
(Approximation 2)
|j(2)γ,δ〉 :=
1√
N
(2)
γ,δ,j
∫∫
dr1dr2
2piγδ
e
− r
2
1
2γ2
− r
2
2
2δ2 Vˆ (r) |j(ideal)〉 ,
(25)
where 0 < γδ < 2, and it approaches the ideal code state
as γ, δ → 0. This approximation also appeared in the
original paper to regard the approximation as an error,
and treat 12piγδ e
− r
2
1
2γ2
− r
2
2
2δ2 as an error “wave function” [7].
They use the word “wave function” because the state
given in Eq. (25) is not an ideal code state subject to the
error caused by the random displacement channel, but a
coherent superposition of randomly displaced ideal code
states. The error “wave function” later turned out to
have more profound meanings; it is actually a wave func-
tion in the “grid representation” [9, 41, 46–48], which
is an analogous representation to the position represen-
tation, but with respect to the so-called “shifted grid
states” instead of the position eigenstates. In Appendix
A, we make remarks on the “grid representation” in terms
of the representation theory of the Heisenberg group.
(Approximation 3)
|j(3)β 〉 :=
1√
N
(3)
β,j
e−β(nˆ+
1
2 ) |j(ideal)〉 , (26)
where β satisfies β > 0, and it approaches the ideal code
state as β → 0. Contrary to the former two approx-
imations, Approximation 3, first appearing in Ref. [8],
only deals with symmetric envelope in position and mo-
mentum coordinates. Since the approximation factor
e−β(nˆ+
1
2 ) is diagonal in the fock basis, this approxima-
tion may be useful for computing the statistical proper-
ties of the quantity which is diagonal in the fock basis,
as shown in Ref. [8]. On the other hand, though this ap-
proximate code state could conceptually be prepared by
feeding the ideal code states to the beamsplitter followed
by post-selecting the vacuum click at the idler port [34],
it provides few implications about their realistic experi-
mental generation.
IV. THE EQUIVALENCE OF THE
APPROXIMATIONS
A. Position and momentum representations
In order to analyze the relation among the three ap-
proximations, we derive the position and momentum rep-
resentations, qˆ 〈q|j〉 and pˆ 〈p|j〉, of the approximate code
states. Note that the position and momentum represen-
tations of Approximation 1 have already appeared in the
past literature [7, 9, 23, 38, 40, 41, 45, 47, 49, 50], but
we rewrite them for the completeness. For that, we first
define the following functions.
Definition 2. Define Eµ,Γ,a(x) and E˜µ,Γ,a(x) as
Eµ,Γ,a(x) := exp
(
−x
2
2µ
)∑
s∈Z
δ (x− (s+ a)Γ) , (27)
E˜µ,Γ,a(x) := exp
(
−x
2
2µ
)∑
s∈Z
e2piiasδ (x+ sΓ) . (28)
The function Eµ,Γ,a(x) is a Dirac comb with its inter-
val given by Γ, which is shifted by the rational a of the
interval from the origin and weighted by the Gaussian
exp(−x2/2µ) of the width µ. It can also be interpreted
as a Fourier transform of the theta function in the form
of 1√
2pi
ϑ
[
a
0
](
Γ
2pix,
iΓ2
2piµ
)
with respect to x, which can be
confirmed by its definition Eq. (2). On the other hand,
the function E˜µ,Γ,a(x), a Dirac comb with the Gaus-
sian weight which has a phase factor for each peak, is
5a Fourier transform of the theta function in the form of
1√
2pi
ϑ
[
0
a
](
− Γ2pix, iΓ
2
2piµ
)
, which can also be confirmed by
Eq. (2).
Now, under Definition 2, we show the following propo-
sition.
Proposition 1 (The position representation). Let
κ,∆, β > 0 and 0 < γδ < 2. Define λ(γ, δ) := 1 + γ
2δ2
4 .
Then, the position representations of the states Eqs. (24),
(25), and (26) are given as follows:
• (Approximation 1)
qˆ 〈q|j(1)κ,∆〉
=
(
2
√
pi∆2
N
(1)
κ,∆,j
) 1
2
E 1
κ2
,αdd,
j
d
∗G∆2(q) (29)
=
(
2
√
pi∆2
κ2dN
(1)
κ,∆,j
) 1
2
G 1+κ2∆2
κ2
(q)
× ϑ
[
0
j/d
](
− q
αdd(1 + κ2∆2)
,
i∆2
d(1 + κ2∆2)
)
.
(30)
• (Approximation 2)
qˆ 〈q|j(2)γ,δ〉
=
(
αdd
λ(γ, δ)N
(2)
γ,δ,j
) 1
2
× Eλ(γ,δ)
γ2
(
1− γ2δ2
2λ(γ,δ)
)2
, αdd
(
1− γ2δ2
2λ(γ,δ)
)
, jd
∗G δ2
λ(γ,δ)
(q)
(31)
=
(
αdγ
−2
N
(2)
γ,δ,j
) 1
2
Gλ(γ,δ)
γ2
(q)
× ϑ
[
0
j/d
](
− q
αdd
[
1− γ
2δ2
2λ(γ, δ)
]
,
iδ2
dλ(γ, δ)
)
.
(32)
• (Approximation 3)
qˆ 〈q|j(3)β 〉
=
(
αdd
coshβ N
(3)
β,j
) 1
2
E 1
sinh β cosh β ,
αdd
cosh β ,
j
d
∗Gtanh β(q) (33)
=
(
αd
sinhβ N
(3)
β,j
) 1
2
G 1
tanh β
(q)
× ϑ
[
0
j/d
](
− q
αdd coshβ
,
i tanhβ
d
)
.
(34)
For each approximation, we gave the two expressions
in which we replace the Dirac delta functions in the def-
inition of the ideal GKP code state with the Gaussian
functions in different orders. In the first representations
(29), (31), and (33), each peak of the Dirac comb, which
is weighted by a Gaussian as shown in the definition of
Eµ,Γ,a, is convoluted with another Gaussian Gν(q). In
the second representations (30), (32), and (34), the infi-
nite sequence of Gaussian spikes as defined in ϑ
[
0
a
]
(q, it)
is multiplied by another Gaussian function Gν′(q) which
works as an overall envelope. The first representations
are suited for understanding the physical structure of
the approximation such as the interval of the neighboring
Gaussian peaks. The second ones are convenient for the
numerical calculations because the algorithms to calcu-
late the theta function with arbitrary precision are well
known [51].
Sketch of the proof. We derive Eqs. (29), (31), and (33)
with straightforward but cumbersome calculations, and
then apply the following lemma to derive Eqs. (30), (32),
and (34).
Lemma 1. For µ, ν > 0, Γ ∈ R, and a ∈ Q, the following
equality holds:
Eµ,Γ,a ∗Gν(q)
=
√
2piµ
Γ2
Gµ+ν(q) ϑ
[
0
a
](
− q
(1 + ν/µ)Γ
,
2piiν
(1 + ν/µ)Γ2
)
.
(35)
The full proof of Proposition 1 as well as the proof of
Lemma 1 is in Appendix B.
Under Definition 2, the momentum representations of
the approximate code states can also be given by the
following corollary.
Corollary 1 (The momentum represenation). Let
κ,∆, β > 0 and 0 < γδ < 2. Let λ(γ, δ) := 1 + γ
2δ2
4 .
Then, the momentum representations of the states (24),
(25), and (26) are given as follows:
• (Approximation 1)
pˆ 〈p|j(1)κ,∆〉 =
(
2
√
pi∆2
(1 + κ2∆2)dN
(1)
κ,∆,j
) 1
2
× E˜ 1
∆2(1+κ2∆2)
,
αd
1+κ2∆2
, jd
∗G κ2
1+κ2∆2
(p).
(36)
• (Approximation 2)
pˆ 〈p|j(2)γ,δ〉
=
(
αd
λ(γ, δ)N
(2)
γ,δ,j
) 1
2
× E˜λ(γ,δ)
δ2
(
1− γ2δ2
2λ(γ,δ)
)2
, αd
(
1− γ2δ2
2λ(γ,δ)
)
, jd
∗G γ2
λ(γ,δ)
(p).
(37)
6• (Approximation 3)
pˆ 〈p|j(3)β 〉
=
(
αd
coshβ N
(3)
β,j
) 1
2
E˜ 1
sinh β cosh β ,
αd
cosh β ,
j
d
∗Gtanh β(p).
(38)
Proof. We use the fact that the momentum representa-
tion of a state is a Fourier transform of its position rep-
resentation, i.e., pˆ 〈p|j〉 = 1√2pi
∫
dq e−ipqqˆ 〈q|j〉. We can
thus derive Eqs. (36), (37), and (38) as Fourier trans-
forms of Eqs. (30), (32), and (34), respectively, exploiting
the fact that the Fourier transform of the product of two
functions is given by the convolution of the Fourier trans-
forms of the respective functions, and the Fourier trans-
form of 1√
2pi
ϑ
[
0
a
](
− Γ2pix, iΓ
2
2piµ
)
is E˜µ,Γ,a while the Fourier
transform of Gν is
√
1/ν G 1
ν
.
B. Explicit relations of the three approximations
The position and momentum representations of the
three different approximate GKP code states lead to con-
ditions for equivalence of these approximations. Since
Eµ,Γ,a ∗ Gν(x) denotes the array of the Gaussian spikes
Gν(x) at intervals Γ, one can notice from Eqs. (31) and
(33) that the intervals of the Gaussian spikes of the ap-
proximate code states are narrower than that of the ideal
one, αdd, in the case of Approximation 2 and 3. Further-
more, from Eqs. (37) and (38), the intervals of the Gaus-
sian spikes of each of these approximate code states in
the momentum representations get narrower in the same
proportion as that of their respective position represen-
tations. With this observation, Approximation 3, which
has symmetric envelope functions in position and mo-
mentum representations, Eqs. (33) and (38), is expected
to be a symmetric case (γ = δ) of Approximation 2 in
the sense of “symmetric” in Definition 1. This can be
confirmed by the following.
Corollary 2 (The symmetric code). Let Fˆ be the Fourier
operator defined in Sec. II. Then, the following relation
holds for the logical basis states of the Approximation 3:
Fˆ † |j(3)β 〉 =
d−1∑
j′=0
√√√√N (3)β,j′
N
(3)
β,j
|j′ (3)β 〉 . (39)
The same relation holds for Approximation 2 iff γ = δ,
i.e.,
Fˆ † |j(2)γ,γ〉 =
d−1∑
j′=0
√√√√N (2)γ,γ,j′
N
(2)
γ,γ,j
|j′ (2)γ,γ 〉 . (40)
Proof. It can be observed by combining qˆ 〈x| Fˆ † = pˆ 〈x|
with Eqs. (31), (33), (32), and (38).
In contrast with Approximation 2 and 3, the intervals
of Gaussian spikes in the position representation (29) of
Approximation 1 are the same as those in the position
representation of the ideal code state, and the intervals in
the momentum representation (36) of Approximation 1
are narrower than those in the momentum representation
of the ideal code state; that is, Approximation 1 narrows
the lattice spacing of the code space asymmetrically in
position and momentum coordinates. This suggests that
Approximation 1 may be related to Approximation 2 or
3 by a transformation that symmetrizes the deviation of
the lattice spacing in position and momentum coordi-
nates.
Let us confirm it by applying the squeezing operation
Sˆ(ln
√
1 + κ2∆2) for symmetrizing the intervals of the
Gaussian spikes of the code state |j(1)κ,∆〉 in position and
momentum coordinates:
qˆ 〈q| Sˆ
(
ln
√
1 + κ2∆2
)
|j(1)κ,∆〉
= (1 + κ2∆2)
1
4 qˆ 〈
√
1 + κ2∆2q|j(1)κ,∆〉 (41)
=
√
m E 1
κ2(1+κ2∆2)
,
αdd√
1+κ2∆2
, jd
∗G ∆2
(1+κ2∆2)
(q), (42)
pˆ 〈p| Sˆ
(
ln
√
1 + κ2∆2
)
|j(1)κ,∆〉
= (1 + κ2∆2)−
1
4 pˆ 〈p/
√
1 + κ2∆2|j(1)κ,∆〉 (43)
=
√
m
d
E˜ 1
∆2
,
αd√
1+κ2∆2
, jd
∗Gκ2(p), (44)
where m = 2
N
(1)
κ,∆,j
√
pi∆2
1+κ2∆2 . In order to derive Eqs. (42)
and (44), we used Eµ,Γ,a ∗ Gν(bx) = 1bE µ
b2
,Γb ,a
∗ G ν
b2
(x)
and E˜µ,Γ,a ∗ Gν(bx) = 1b E˜ µ
b2
,Γb ,a
∗ G ν
b2
(x), which can be
obtained from the definition of the functions Eµ,Γ,a(x),
E˜µ,Γ,a(x), and Gν(x). Comparing the position represen-
tation (42) of the squeezed version of Approximation 1
with the position representation (31) of Approximation 2
and (33) of Approximation 3, we arrive at the following
theorem.
Theorem 1 (The equivalence of the approximate GKP
code states). By choosing the parameters in Approxima-
tion 1 and 2 as
κ2 =
γ2
λ(γ, δ)
= tanhβ, (45)
∆2 =
δ2
λ(γ, δ)
(
1− γ
2δ2
2λ(γ, δ)
)−2
= sinhβ coshβ, (46)
γ2 = δ2 = 2 tanh
β
2
, (47)
where λ(γ, δ) := 1 + γ
2δ2
4 , we have
Sˆ
(
ln
√
1 + κ2∆2
)
|j(1)κ,∆〉 = |j(2)γ,δ〉 = |j(3)β 〉 . (48)
7Proof. It directly follows from Eqs. (31), (33), and (42).
Theorem 1 together with Corollary 2 shows that up
to the moderate squeezing Sˆ
(
ln
√
1 + κ2∆2
)
for Approx-
imation 1, which becomes even negligible in the limit of
the good approximation, the symmetric code of Approx-
imation 1, 2 and 3 are all equivalent, where “symmetric”
is in the sense of Definition 1.
Remark 1: So far, we followed the convention to fix the
lattice spacing parameter as α = αd, and derived equiva-
lence relations among symmetric approximate codes. We
can extend the equivalence relations to asymmetric ones
by regarding α as a free parameter in each approxima-
tion, and defining the states |j(1)κ,∆,α〉 , |j(2)γ,δ,α〉 , and |j(3)β,α〉
(See Appendix B). We can observe from Eqs. (B4) and
(B11) in Appendix B that |j(1)κ,∆,α〉 = |j(2)γ,δ,α′〉 with the
following correspondence of the parameters:
κ2 =
γ2
λ(γ, δ)
(
1− γ
2δ2
2λ(γ, δ)
)−2
, (49)
α = α′
(
1− γ
2δ2
2λ(γ, δ)
)
, (50)
∆2 =
δ2
λ(γ, δ)
. (51)
Compared to |j(1)κ,∆,α〉 and |j(2)γ,δ,α〉, the third approxima-
tion |j(3)β,α〉 has less parameters and thus cannot be made
equivalent to |j(1)κ,∆,α〉 and |j(2)γ,δ,α〉 in all the parameter
region. However, if we apply the squeezing Sˆ(ln ζ) to
|j(3)β,α〉, then we have |j(1)κ,∆,α〉 = |j(2)γ,δ,α′〉 = Sˆ(ln ζ) |j(3)β,α′′〉
with the following correspondence of the parameters in
addition to Eqs. (49), (50), and (51):
κ2 = ζ2 sinhβ coshβ, (52)
α =
α′′
ζ coshβ
, (53)
∆2 =
tanhβ
ζ2
. (54)
This can be confirmed from the fact that
qˆ 〈q| Sˆ(ln ζ) |j〉 =
√
ζ qˆ 〈ζq|j〉, and Eµ,Γ,a ∗ Gν(ζq) =
ζ−1E µ
ζ2
,Γζ ,a
∗G ν
ζ2
(q).
Remark 2: The equivalence of Approximation 2 with
γ = δ and 3 can also be proved from Eqs. (1.4) and
(7.12) in Ref. [22] by setting l = l′ = 0, while Ref. [22]
does not prove the equivalence. Our contribution here
is to derive their position wave functions in Proposition
1 and to show the equivalence using these position wave
functions.
C. The standard form
Now that we show the equivalence of Approximation
1, 2, and 3, we introduce a standard form of the approx-
imate GKP code state, which we will use in the rest of
the paper.
Definition 3 (Standard form of the approximate GKP
code states). Given three parameters σ2q , σ
2
p, and Γ, the
standard form of the approximate GKP code is defined
as the code which is spanned by the logical qudit basis
{|jσ2q ,σ2p,Γ〉 : j = 0, . . . , d − 1} with its position represen-
tations given by
qˆ 〈q|jσ2q ,σ2p,Γ〉
:=
2Γ(Λ(σ2q , σ2p))− 12
Nσ2q ,σ2p,Γ,j
 12 EΛ(σ2q,σ2p)
2σ2p
,Γ, jd
∗G2σ2q (q),
(55)
where Λ(σ2q , σ
2
p) := 1 − 4σ2qσ2p, 0 < σ2q < 1/2, 0 < σ2p <
1/2, and Nσ2q ,σ2p,Γ,j is a normalization constant. For the
symmetric code, the logical basis {|jσ2〉 : j = 0, . . . , d−1}
is parametrized by only one parameter σ2 (0 < σ2 < 1/2)
as
qˆ 〈q|jσ2〉 :=
(
2αdd
Nσ2,j
) 1
2
EΛ(σ2)
2σ2
,αdd
√
Λ(σ2), jd
∗G2σ2(q),
(56)
where Λ(σ2) := 1− 4σ4.
Note that |jσ2〉 is equal to |jσ2,σ2,αdd√Λ(σ2)〉. The mo-
mentum representation of |jσ2q ,σ2p,Γ〉 is given by
pˆ 〈p|jσ2q ,σ2p,Γ〉
=
4pi
√
Λ(σ2q , σ
2
p)
ΓNσ2q ,σ2p,Γ,j

1
2
E˜Λ(σ2q,σ2p)
2σ2q
,
2piΛ(σ2q,σ
2
p)
Γ ,
j
d
∗G2σ2p(p),
(57)
and thus, for the symmetric code, it is given by
pˆ 〈p|jσ2〉 =
(
2αd
Nσ2,j
) 1
2
E˜Λ(σ2)
2σ2
,αd
√
Λ(σ2), jd
∗G2σ2(p). (58)
The physical meanings of the parameters σ2q , σ
2
p and Γ of
the state |jσ2q ,σ2p,Γ〉 (and hence σ2 of the state |jσ2〉) will
be clarified in Sec. V A. Furthermore, an explicit form of
the normalization constant Nσ2q ,σ2p,Γ,j (and hence Nσ2,j)
is given in Proposition 3 in Sec. V B. The representa-
tion corresponding to Eqs. (24), (25), and (26) for the
state |jσ2q ,σ2p,Γ〉 can be obtained by simply substituting
the corresponding parameters. For example, in the case
of the representation corresponding to Approximation 1,
8FIG. 2. The position representation (56) of the symmetric
code state |0σ2〉 in the case d = 2 with σ2 = 0.05 (above) and
σ2 = 0.15 (below). The change of the interval is O(σ4), and
thus may be negligible for small σ2. But our result enables
quantitative analyses of the case in which σ2 is not necessarily
small, which is relevant to a current experimental technology.
we have from Eqs. (24) and (29) that
|jσ2q ,σ2p,Γ〉 =
1√
N (1)
∑
s∈Z
e
− σ
2
p
Λ(σ2q,σ
2
p)
(s+ jd )
2
Γ2
Xˆ ((s+ j/d) Γ) Sˆ
(
− ln
√
2σ2q
)
|0〉f ,
(59)
where N (1) is given by
N (1) =
√
2piΓ−2σ2qΛ(σ2q , σ2p) Nσ2q ,σ2p,Γ,j . (60)
Likewise, the representations of the symmetric code |jσ2〉
corresponding to Approximation 1 and 3 are given by
|jσ2〉
=
(d/σ2)
1
4√
Nσ2,j
∑
s∈Z
e−σ
2α2d(ds+j)
2
Xˆ
(
αd (ds+ j)
√
Λ(σ2)
)
Sˆ
(
− ln
√
2σ2
)
|0〉f
(61)
=
(
2√
Λ(σ2)Nσ2,j
) 1
2
e−arctanh(2σ
2)(nˆ+ 12 ) |j(ideal)〉 . (62)
As shown in Sec. IV B, the position representation of
the symmetric code state |jσ2〉 has narrower intervals of
the neighboring Gaussian peaks than αdd of the ideal
one, which we illustrate in Fig. 2. The change of the
interval is O(σ4), and thus may be negligible for small
σ2. However, in experiment, we cannot always make σ2
small enough to keep the change of the intervals negli-
gible. With our results, we can quantitatively analyze
the code performance for any σ2 that is not necessarily
small.
V. EXPLICIT EXPRESSIONS OF THE WIGNER
REPRESENTATIONS, INNER PRODUCTS, AND
AVERAGE PHOTON NUMBERS
In this section, we derive the expressions of the Wigner
representations, inner products, and average photon
numbers for the standard form of the approximate code
state |jσ2q ,σ2p,Γ〉 in Definition 3. Those for |jσ2〉 can also be
given by substituting σ2q = σ
2
p = σ
2 and Γ = αdd
√
Λ(σ2).
A. Wigner representation
Here, we derive the Wigner representation of the
operators |jσ2q ,σ2p,Γ〉 〈j′σ2q ,σ2p,Γ|. The Wigner representa-
tion of the approximate GKP code can be used for
the analyses of quantum error correction as shown in
Refs. [8, 24, 25, 30].
Proposition 2 (Wigner representation). For the approximate code states |jσ2q ,σ2p,Γ〉 and |j′σ2q ,σ2p,Γ〉 in Definition 3, the
Wigner representations W|jσ2q,σ2p,Γ〉〈j
′
σ2q,σ
2
p,Γ
|(q, p) of the operators |jσ2q ,σ2p,Γ〉 〈j′σ2q ,σ2p,Γ| is given by
W|jσ2q,σ2p,Γ〉〈j
′
σ2q,σ
2
p,Γ
|(q, p)
=
1√
Nσ2q ,σ2p,Γ,jNσ2q ,σ2p,Γ,j′
[(
EΛ(σ2q,σ2p)
4σ2p
,Γ, j+j
′
2d
∗Gσ2q (q)
)(
E˜Λ(σ2q,σ2p)
4σ2q
,
piΛ(σ2q,σ
2
p)
Γ ,
j−j′
2d
∗Gσ2p(p)
)
+
(
EΛ(σ2q,σ2p)
4σ2p
,Γ, j+j
′
2d +
1
2
∗Gσ2q (q)
)(
E˜Λ(σ2q,σ2p)
4σ2q
,
piΛ(σ2q,σ
2
p)
Γ ,
j−j′
2d +
1
2
∗Gσ2p(p)
)]
.
(63)
The calculation for deriving the Wigner representation is similar to that for deriving the position and momentum
9FIG. 3. The Wigner representation of the symmetric code
state |0σ2〉 in the case d = 2 with σ2 = 0.05, which is calcu-
lated from Eq. (63) along with the explicit form of normal-
ization constants given in Sec. V B.
representations, but is more complicated. The proof of
Proposition 2 is in Appendix C.
The Wigner representation in Proposition 2 shows the
physical meanings of σ2q , σ
2
p, and Γ. The first term in
the square bracket of Eq. (63) with j = j′ denotes an in-
finite sequence of the Gaussian spikes each of which has
variance σ2q in position coordinate and σ
2
p in momentum
coordinate with the periods Γ and piΛ(σ2q , σ
2
p)/Γ, respec-
tively, and has overall Gaussian envelopes with the vari-
ances Λ(σ2q , σ
2
p)/(4σ
2
p) and Λ(σ
2
q , σ
2
p)/(4σ
2
q ), respectively.
The second term shows that the same structure is also
at the places shifted by half periods in position coor-
dinate, but with positive and negative signs alternately
in the direction of momentum coordinate. The Gaus-
sian spikes in the first and second terms with different
signs interfere destructively when projected onto posi-
tion or momentum coordinate, while constructively with
the same signs. Since Eµ,Γ,a(x)→
∑
s∈Z δ (x− (s+ a)Γ)
and E˜µ,Γ,a(x) →
∑
s∈Z e
2piiasδ (x+ sΓ) as µ → ∞, and
Gν(x) → δ(x) as ν → 0, we can observe that Eq. (63)
with Γ = αdd approaches Eq. (23) as σ
2
q , σ
2
p → 0, as
expected.
Using Eq. (63) with the explicit form of normalization
constants given in Sec. V B, we plot the Wigner function
of the GKP code state in Fig. 3. Note that the similar
expression has already introduced in the literature [8]
with a more intuitive explanation. Our contribution here
is to derive the Wigner function corresponding to the
approximate code states explicitly, which we will use the
detailed analysis of average photon numbers.
B. Normalization constants and inner products of
the approximate code states
Using the Wigner representation (63), we can provide
an closed-form expression for Nσ2q ,σ2p,Γ, while the normal-
ization constants were calculated numerically in previ-
ous works [8, 22, 47, 52]. Furthermore, since logical basis
states of the approximate GKP codes are non-orthogonal,
their inner products are non-zero in general, which we
quantitatively analyze in the following. Since the theta
functions used in the following proposition can be cal-
culated with an arbitrary precision by a method in e.g.
Ref. [51], the results are useful for evaluating the code
performance reliably, as demonstrated in Ref. [36].
Proposition 3 (Normalization constant and inner product). The normalization factor Nσ2q ,σ2p,Γ,j of the approximate
code state |jσ2q ,σ2p,Γ〉 in Definition 3 is given in terms of the theta functions by
Nσ2q ,σ2p,Γ,j = ϑ
[
j
d
0
](
0, 2pi−1iΓ2σ2p
[
Λ(σ2q , σ
2
p)
]−1)
ϑ
[
0
0
](
0, 2piiΓ−2σ2qΛ(σ
2
q , σ
2
p)
)
+ ϑ
[
j
d+
1
2
0
](
0, 2pi−1iΓ2σ2p
[
Λ(σ2q , σ
2
p)
]−1)
ϑ
[0
1
2
](
0, 2piiΓ−2σ2qΛ(σ
2
q , σ
2
p)
)
.
(64)
Furthermore, the inner product between |jσ2q ,σ2p,Γ〉 and the approximate code state |j′σ2q ,σ2p,Γ〉 is given by
〈j′σ2q ,σ2p,Γ|jσ2q ,σ2p,Γ〉
=
1√
Nσ2q ,σ2p,Γ,jNσ2q ,σ2p,Γ,j′
{
ϑ
[
j+j′
2d
0
](
0, 2pi−1iΓ2σ2p
[
Λ(σ2q , σ
2
p)
]−1)
ϑ
[
0
j−j′
2d
](
0, 2piiΓ−2σ2qΛ(σ
2
q , σ
2
p)
)
+ ϑ
[
j+j′
2d +
1
2
0
](
0, 2pi−1iΓ2σ2p
[
Λ(σ2q , σ
2
p)
]−1)
ϑ
[
0
j−j′
2d +
1
2
](
0, 2piiΓ−2σ2qΛ(σ
2
q , σ
2
p)
)}
.
(65)
Proof. We exploit the following facts:
〈j′|j〉 = Tr [|j〉〈j′|] =
∫∫
dqdp W|j〉〈j′|(q, p), (66)∫
dx f ∗ g(x) =
∫
dx f(x)
∫
dy g(y), (67)
∫
dxEµ,Γ,a(x) =
∑
s∈Z
exp[−(s+ a)2Γ2/2µ] (68)
= ϑ
[
a
0
](
0,
iΓ2
2piµ
)
, (69)
10∫
dx E˜µ′,Γ′,a′(x) =
∑
s∈Z
exp[−Γ′2s2/2µ′ + 2piia′s] (70)
= ϑ
[
0
a′
](
0,
iΓ′2
2piµ′
)
, (71)∫
dxGν(x) = 1. (72)
Combining the above with the Wigner representation of
W|jσ2q,σ2p,Γ〉〈j
′
σ2q,σ
2
p,Γ
| in Eq. (63), we obtain Eqs. (64) and
(65).
The expressions in Proposition 3 are exact and ap-
plicable to any σ2, but at the same time complicated.
Thus, we investigate their asymptotic behaviors in order
to obtain intuitive relations with respect to the degree
of approximation. As shown in Ref. [53], the asymptotic
behavior of the theta function in the form of ϑ
[
a
0
]
(0, it)
as t→ +0 is given by
ϑ
[
a
0
]
(0, it) =
∞∑
s=0
e−pit(s+a)
2
+
∞∑
s=0
e−pit(s+1−a)
2
(73)
=
1√
t
+O
(
t
1
2
)
. (74)
Furthermore, the asymptotic behavior of ϑ
[
0
a
]
(0, it) as
t→ +0 is given by
ϑ
[
0
a
]
(0, it) =
1√
t
ϑ
[
a
0
]
(0, it−1) (75)
=
1√
t
∞∑
s=−∞
e−
pi
t (s+a)
2
(76)
'
{
1√
t
e−
pi
t a
2 (|a|  12)
2√
t
e−
pi
t a
2 (|a| ' 12) , (77)
where we use Eq. (B23) in Appendix B in the first equal-
ity. Now we derive the asymptotic form of the normal-
ization constant Nσ2q ,σ2p,Γ,j in Eq. (64) as σ
2
q , σ
2
p → +0,
Nσ2q ,σ2p,Γ,j →
1√
4σ2qσ
2
p
. (78)
In the same way, the asymptotic behavior of
〈j′σ2q ,σ2p,Γ|jσ2q ,σ2p,Γ〉 for 0 ≤
j′−j
2d  12 in Eq. (65) as
σ2q , σ
2
p → +0 is given by
〈j′σ2q ,σ2p,Γ|jσ2q ,σ2p,Γ〉 → exp
[
− (j
′ − j)2Γ2
8d2σ2q
]
. (79)
The overlap between logical basis states thus decreases
exponentially with respect to 1/σ2q .
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FIG. 4. The logarithms of the absolute values of the in-
ner products − ln (∣∣〈0σ2 |1σ2〉∣∣) for the code state (56) in
Definition 3 with d = 2, 3, and 6. The horizontal axis,
−10 log10(2σ2), is a squeezing level in decibels, which is a
convention to express the degree of the squeezing. The ver-
tical axis is in the log scale. One can observe that, in the
region where the squeezing level is over 5 dB for d = 3 and 6,
the minus of the logarithm of the inner products increases lin-
early with respect to the squeezing level in the log plot, that
is, − ln∣∣〈0σ2 |1σ2〉∣∣ ∝ 1/σ2, as expected in the asymptotic be-
havior (79).
Along with the asymptotic behaviors, we numerically
calculate Eqs. (64) and (65) to see how the overlaps
between code states change with respect to the degree
of approximation. Figure 4 shows the logarithms of
the absolute values of the inner products
∣∣〈0σ2 |1σ2〉∣∣ of
the approximate code states (56) in Definition 3 with
d = 2, 3, and 6, with respect to a squeezing level in deci-
bels −10 log10(2σ2). One can observe that, in the region
where the squeezing level is over 5 dB for d = 3 and
6, the minus of the logarithm of the inner products in-
creases linearly with respect to the squeezing level in the
log plot, that is, − ln∣∣〈0σ2 |1σ2〉∣∣ ∝ 1/σ2, as expected in
the asymptotic behavior (79). In the case of d = 2, the
inclination of the plot is larger than those in the case of
d = 3 and 6, which may be caused by a constant factor in
Eq. (79) when j+j
′
2d .
1
2 . Note that the squeezing levels of
the code states when d = 2 in the recent experiments are
5.5–7.3 dB with the position and momentum degrees of
freedom in trapped ion system [42], and 7.4–9.5 dB with
the cavity mode of the superconducting system [43]. The
required squeezing level for the fault-tolerant threshold
of the universal quantum computation is considered to be
8-16 dB [25–27, 29, 30, 32], depending on experimental
setups and noise models.
C. Average photon number
Using the Wigner representation (63) of the approxi-
mate code state |jσ2q ,σ2p,Γ〉, we can calculate the average
photon number of the code state. In the sequel, we write
〈Aˆ〉|jσ2q,σ2p,Γ〉 := 〈jσ2q ,σ2p,Γ| Aˆ |jσ2q ,σ2p,Γ〉 for an operator Aˆ.
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Proposition 4 (Average photon number). The average photon number 〈nˆ〉|jσ2q,σ2p,Γ〉 of the approximate code state
|jσ2q ,σ2p,Γ〉 in Definition 3 is given as follows:
〈nˆ〉|jσ2q,σ2p,Γ〉 =
σ2q + σ
2
p − 1
2
− 1
2
(
∂
∂x
+
∂
∂y
)
ln N˜σ2q ,σ2p,Γ,j(x, y)
∣∣∣∣∣
x=2σ2p
[
Λ(σ2q ,σ
2
p)
]−1
, y=2σ2q
[
Λ(σ2q ,σ
2
p)
]−1 , (80)
where N˜σ2q ,σ2p,Γ,j(x, y) is defined as
N˜σ2q ,σ2p,Γ,j(x, y) := ϑ
[
j
d
0
](
0, pi−1iΓ2x
)
ϑ
[
0
0
](
0, piiΓ−2
[
Λ(σ2q , σ
2
p)
]2
y
)
+ ϑ
[
j
d+
1
2
0
](
0, pi−1iΓ2x
)
ϑ
[0
1
2
](
0, piiΓ−2
[
Λ(σ2q , σ
2
p)
]2
y
)
,
(81)
Sketch of proof. Using Wigner representation (63), we
can derive the expectation values of the square of the
position and momentum quadrature, 〈qˆ2〉|jσ2q,σ2p,Γ〉 and
〈pˆ2〉|jσ2q,σ2p,Γ〉. Then we can derive 〈nˆ〉|jσ2q,σ2p,Γ〉 by exploit-
ing the fact that 〈qˆ2 + pˆ2〉|jσ2q,σ2p,Γ〉 = 〈2nˆ+ 1〉|jσ2q,σ2p,Γ〉.
The full proof is in Appendix D.
Remark: The average photon number as well as inner
products can also be represented in terms of the Riemann
theta function [44], which is a multi-variable generaliza-
tion of theta function. However, for simplicity of deriving
them from Wigner representation (63) and easiness of an-
alyzing their asymptotic behaviors (78) and (79), we use
the expressions in terms of the theta function.
D. The relation between squeezing levels and
average photon numbers
As an application of the results, we observe the relation
between squeezing levels and average photon numbers of
approximate code states. The “squeezing level” of the
GKP code state is a quality measure of an approximate
code state. It has a direct connection to the performance
of the quantum error correction using GKP codes [8, 24–
27, 30, 32]. On the other hand, the average photon num-
ber of the encoded state is relevant to the capacity of
the CV quantum channel [34, 54, 55], which works as an
effective dimension of the Hilbert space. Since it is found
that the GKP code has high performance in the chan-
nel coding for Bosonic Gaussian channels [22, 34], the
connections between these two notions are important for
further analyses of the Gaussian channel coding.
“Squeezing level” of the (symmetric) GKP code state
was first considered in Ref. [8] in order to characterize
the variance σ2 of each convoluted Gaussian spike Gσ2
in the Wigner representation of the approximate code
state, which directly affects the performance of the error
correction with approximate GKP codes. On the anal-
ogy of the fact that squeezing level of a squeezed state
is the logarithm of the ratio of the variances of the po-
sition quadrature (∆qˆ)2 of that state and the vacuum
state, Ref. [8] defines the squeezing level of the symmet-
ric GKP code state by −10 log10(2σ2) for the variance
σ2. In the case of asymmetric code state, there are two
parameters −10 log10(2σ2q ) and −10 log10(2σ2p), where σ2q
and σ2p denote the variance of the Gaussian spike in po-
sition and momentum coordinates, respectively, in the
Wigner representation of the standard form (63). Since
the variance of the Gaussian spike of the Wigner repre-
sentation of the code state in Approximation 1 is given
by ' κ22 when κ = ∆ and κ2∆2  1 as shown in
Eq. (63), the “squeezing level” is often identified with
−10 log10 ∆2 (' −10 log10 κ2) in Eq. (24) [24–27, 30, 43].
Note that there also exists another definition of “effective
squeezing parameter”, motivated by quantum metrology
[41, 42, 48]. In this paper, we adopt the former definition
as a “squeezing level” in order to observe the relation be-
tween the performance of the error correction and the
average photon number of the approximate code states.
Previous literature estimates the average photon num-
ber of the encoded state as ' 14σ2 − 12 for the symmet-
ric code for given squeezing level −10 log10(2σ2)  1
[7, 8, 22, 34, 39, 47]. This is because the variance of
the envelope Gaussian in the Wigner representation of
the approximate code states is roughly equal to 14σ2 ,
and the average photon number relates to the expecta-
tion values of the squares of the position and momen-
tum quadratures by 〈qˆ2 + pˆ2〉|jσ2 〉 = 〈2nˆ+ 1〉|jσ2 〉. It is
also consistent with the expression of the average pho-
ton number given in Eq. (80) when the asymptotic form
N˜σ2q ,σ2p,Γ,j(x, y) ∝ 1√xy is considered. However, this es-
timation is no longer valid in the case of low squeezing
level. Here we are interested in the squeezing level at
which this estimation deviates from the exact value.
We compute the average photon number of the code
state |jσ2〉 defined in Eq. (56) in Definition 3 with d = 2,
by using the formula (80). As mentioned above, the
squeezing level of |jσ2〉 is given by −10 log10(2σ2). Fig. 5
shows the average photon number of |0σ2〉 and |1σ2〉 with
respect to the squeezing level −10 log10(2σ2). In Fig. 5,
we compare our result with a conventionally used esti-
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FIG. 5. The average photon number of the code state (56)
in Definition 3 with d = 2. “Estimate” denotes a function
1
4σ2
− 1
2
. These three are in good accordance when the squeez-
ing level is over 10 dB, but our rigorous calculations provide
better estimates at the squeezing levels in the recent experi-
ments, that is, 5.5–7.3 dB in the trapped ion system [42] and
7.4–9.5 dB in the superconducting system [43].
mate of the average photon number 14σ2 − 12 . The figure
reveals that, when the squeezing level is less than 10 dB,
the conventionally used estimate of the average photon
number deviates from the exact values. Note that 10 dB
squeezing is considered to be near a threshold for fault-
tolerant CV quantum computation [25–27, 29, 30, 32],
which is a curious coincidence.
VI. CONCLUSION
In this paper, we explicitly showed conditions under
which the conventional approximations of the GKP code,
Approximations 1, 2, and 3, defined as Eqs. (24), (25),
and (26), are made equivalent. We observed that up to a
slight squeezing for Approximation 1, Approximation 1,
2, and 3 are equivalent for the symmetric code, in which
the logical basis states and their Fourier transforms span
the same code space. Furthermore, we quantitatively
showed that in all these approximations, the lattice spac-
ing of the Gaussian spikes in the phase space appearing
in the description of the approximate code states is nar-
rower than that of the corresponding ideal GKP code
state. Although this effect may be negligible in the limit
of the large squeezing levels, it potentially affects the per-
formance of the error correction since the error correction
strategy explicitly depends on the lattice spacing of the
code states. Quantitatively, in the case of approximate
code state of d = 2 with 8 dB squeezing, the lattice spac-
ing is about 1% narrower than that of the ideal one. It is
thus needed to investigate error correction schemes tak-
ing the change in lattice spacing into account especially
at a moderate squeezing level relevant to experimental
realizations of GKP codes.
Exploiting the equivalence, we also gave the standard
form of the approximate code states in terms of the posi-
tion representation. Furthermore, we derived the explicit
formulae of the Wigner functions, the normalization con-
stants, inner products, and the average photon numbers
of the logical basis states. We hope that these tools given
in the present paper accelerate further theoretical devel-
opments of CV quantum information processing based
on quantum error correction and channel coding with
the GKP error-correcting code.
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Appendix A: Grid representation
Grid representation appeared in the paper by Zak [56],
and was later elaborated [46, 57] and used in the con-
text of quantum information theory [9, 41, 47, 48]. We
here review its basic notion. Let (u, v) ∈ [0, 1) × [0, 1),
and Vˆ(u, v) := Vˆ ((2piv/αdd, αddu)>). Then, e−piitIˆ Vˆ
forms a Heisenberg group e−piitIˆ Vˆ(u, v)·e−piit′Iˆ Vˆ(u′, v′) =
e−pii(t+t
′+uv′−u′v)Vˆ(u+ u′, v + v′). Define |u, v〉grid as
|u, v〉grid := Vˆ(u, v) |0(ideal)〉 (A1)
= e−piiuvZˆ(2piv/αdd)Xˆ(αddu) |0(ideal)〉 . (A2)
In Refs. [41, 47, 48], |u, v〉grid with d = 1 is called the
“shifted grid state”. The generalized “shifted grid state”
|u, v〉grid with arbitrary d satisfies an orthogonality and
completeness relation in the following sense [9, 41]:
grid 〈u, v|u′, v′〉grid = δ(u− u′)δ(v − v′),∫ 1
0
du
∫ 1
0
dv |u, v〉grid 〈u, v| = Iˆ .
The “wave function” φf (u, v) of a state |f〉 with respect
to the “shifted grid states”, i.e., the grid representation of
|f〉, is defined as φf (u, v) := grid 〈u, v|f〉, which satisfies∫ 1
0
du
∫ 1
0
dv
∣∣φf (u, v)∣∣2 = 1. (A3)
The “wave function” of the ideal GKP logical basis state
|j(ideal)〉 can be regarded as a Dirac delta function cen-
tered at (j/d, 0), which does not satisfy Eq. (A3) and
therefore, cannot be regarded as a physical state. How-
ever, the functions satisfying Eq. (A3) and localized at
(j/d, 0) are well-defined approximate logical basis states.
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Given the position representation ψf (q) := qˆ 〈q|f〉 of a
(pure) state |f〉, its grid representation φf (u, v) can be
given by
φf (u, v) := grid 〈u, v|f〉 (A4)
=
∫
dq grid 〈u, v|q〉qˆ 〈q|f〉 (A5)
=
√
αdd
∑
s∈Z
e−2piiv(s+
u
2 )ψf (αdd(u+ s)) . (A6)
Using the last equality, we can expand the domain [0, 1)×
[0, 1) of the “wave function” of the grid representation
φ to R2. This redefined “wave function” φ : R2 → C
satisfies Eq. (A3) and the following:
∀(n1, n2)> ∈ Z2,
φ(u+ n1, v + n2) = e
−pii(n1n2+un2−vn1)φ(u, v),
(A7)
which can be confirmed from Eq. (A6). The functions
φ : R2 → C which satisfy Eqs. (A3) and (A7) form
a representation space of the Heisenberg group called
L2(R2  Z2) [58], where the action of the group element
Op(·) on φ is given by
Op(e−piitIˆ Vˆ(u, v))φf (x, y)
:= grid 〈x, y| e−piitIˆ Vˆ(u, v) |f〉 (A8)
= e−pii(t+xv−yu)φf (x− u, y − v). (A9)
The formulation can easily be generalized to the g-mode
case by considering the representation space L2(R2g 
Z2g) [58].
Appendix B: The proof of Proposition 1 and Lemma
1
First, we derive Eqs. (29), (31), and (33) in Proposition
1. In the main text, α is fixed to αd for |j(ideal)〉 and all
the approximations, but here, for later use, we perform
the calculation for a general α, that is, derive the position
representation of |j(1)κ,∆,α〉 , |j(2)γ,δ,α〉 , and |j(3)β,α〉. We start
with the derivation of Eq. (29). We have
qˆ 〈q|j(1)κ,∆,α〉
=
1√
N
(1)
κ,∆,j
∑
s∈Z
e−
1
2κ
2α2(ds+j)2
× qˆ 〈q| Xˆ(α(ds+ j))Sˆ (− ln ∆) |0〉f
(B1)
=
∑
s∈Z
e−
1
2κ
2α2(ds+j)2√
∆N
(1)
κ,∆,j
qˆ 〈(q − α(ds+ j))/∆|0〉f (B2)
=
(√
pi∆2N
(1)
κ,∆,j
)− 12
×
∑
s∈Z
e−
1
2κ
2α2d2(s+ jd )
2− 1
2∆2
(q−αd(s+ jd ))
2 (B3)
=
(
2
√
pi∆2
N
(1)
κ,∆,j
) 1
2
E 1
κ2
,αd, jd
∗G∆2(q), (B4)
where we used X(a) |q〉qˆ = |q + a〉qˆ and S(r) |q〉qˆ =
e−r/2 |e−rq〉qˆ in the second equality, and qˆ 〈q|0〉f =
pi−
1
4 exp(−q2/2) in the third equality. Substituting α
with αd in Eq. (B4), we obtain Eq. (29).
The derivation of Eq. (31) goes in the similar way. We
have
qˆ 〈q|j(2)γ,δ,α〉
=
1√
N
(2)
γ,δ,j
∫∫
dr1dr2
2piγδ
e
− r
2
1
2γ2
− r
2
2
2δ2 〈q| Vˆ (r) |j(ideal)〉
(B5)
=
1√
N
(2)
γ,δ,j
∫∫
dr1dr2
2piγδ
e
− r
2
1
2γ2
− r
2
2
2δ2
− ir1r22 +ir1q
× qˆ 〈q − r2|j(ideal)〉 ,
(B6)
where we used Vˆ (r) := exp(−irprq/2)Zˆ(rp)Xˆ(rq),
Zˆ(rp) |q〉qˆ = eirpq, and Xˆ(rq) |q〉qˆ = |q + rq〉. Using
qˆ 〈q − r2|j(ideal)〉 =
∑
s∈Z δ (α(ds+ j)− q + r2), we have
(B6)
=
(
αd
N
(2)
γ,δ,j
) 1
2
∫∫
dr1dr2
2piγδ
e
− r
2
1
2γ2
− r
2
2
2δ2
− ir1r22 +ir1q
×
∑
s∈Z
δ (r2 − q + α(ds+ j))
(B7)
=
(
αd
N
(2)
γ,δ,j
) 1
2 ∑
s∈Z
∫
dr1
2piγδ
e
− 1
2γ2
[
r1− iγ
2
2 (q+α(ds+j))
]2
× e− γ
2
8 (q+α(ds+j))
2− 1
2δ2
(q−α(ds+j))2
(B8)
=
(
αd
2piδ2N
(2)
γ,δ,j
) 1
2
e−
λ(γ,δ)q2
2δ2
×
∑
s∈Z
e
−α2d2λ(γ,δ)
2δ2
(s+ jd )
2
+αdq
δ2
(
λ(γ,δ)− γ2δ22
)
(s+ jd )
(B9)
=
(
αd
2piδ2N
(2)
γ,δ,j
) 1
2∑
s∈Z
e
−λ(γ,δ)
2δ2
[
q−αd
(
1− γ2δ2
2λ(γ,δ)
)
(s+ jd )
]2
× e−
α2d2λ(γ,δ)
2δ2
[
1−
(
1− γ2δ2
2λ(γ,δ)
)2]
(s+ jd )
2
(B10)
=
(
αd
λ(γ, δ)N
(2)
γ,δ,j
) 1
2
× Eλ(γ,δ)
γ2
(
1− γ2δ2
2λ(γ,δ)
)2
, αd
(
1− γ2δ2
2λ(γ,δ)
)
, jd
∗G δ2
λ(γ,δ)
(q),
(B11)
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where we used Gaussian integral in the third equality,
and used
1−
(
1− γ
2δ2
2λ(γ, δ)
)2
=
(
γδ
λ(γ, δ)
)2
(B12)
in the last equality. Substituting α with αd in Eq. (B11)
leads to Eq. (31).
The derivation of Eq. (33) needs a trick. We have
qˆ 〈q|j(3)β,α〉
=
1√
N
(3)
β,j
qˆ 〈q|
∑
n∈N
|n〉 〈n|f e−β(n+
1
2 ) |j(ideal)〉 (B13)
=
(
αd
N
(3)
β,j
) 1
2 ∑
s∈Z
∑
n∈N
e−β(n+
1
2 )ψn(q)ψ
∗
n(α(ds+ j)),
(B14)
where ψn(x) := (2
nn!
√
pi)−1/2e−x
2/2Hn(x) denotes the
wave function of the fock state. Using the Mehler’s her-
mite polynomial formula [59]
∑
n∈N
(u/2)n
n!
Hn(x)Hn(y) exp
(
−x
2 + y2
2
)
=
1√
1− u2 exp
[
− (1 + u
2)(x2 + y2)− 4uxy
2(1− u2)
]
,
(B15)
we obtain
qˆ 〈q|j(3)β 〉
=
(
pi−1e−βαd
(1− e−2β)N (3)β,j
) 1
2
×
∑
s∈Z
exp
[
− (1 + e
−2β)
(
q2 + α2(ds+ j)2
)
2(1− e−2β)
]
× exp
[
−4e
−βα(ds+ j)q
2(1− e−2β)
]
(B16)
=
(
(2pi)−1αd
sinhβN
(3)
β,j
) 1
2
×
∑
s∈Z
e−
α2d2
2 tanh β (s+
j
d )
2
+ αdqsinh β (s+
j
d )− q
2
2 tanh β
(B17)
=
(
(2pi)−1αd
sinhβN
(3)
β,j
) 1
2
×
∑
s∈Z
e−
1
2 tanh β (q− αdcosh β (s+ jd ))
2−α2d2 tanh β2 (s+ jd )
2
(B18)
=
(
αd
coshβ N
(3)
β,j
) 1
2
E 1
sinh β cosh β ,
αd
cosh β ,
j
d
∗Gtanh β(q).
(B19)
Substituting α with αd in Eq. (B19) leads to Eq. (33).
Next, we prove Lemma 1 to derive Eqs. (30), (32), and
(34) from Eqs. (29), (31), and (33), respectively. From
the definition of Eµ,Γ,a in Definition 2 as well as the def-
inition of Gν in Eq. (4), we have
Eµ,Γ,a ∗Gν(q)
=
1√
2piν
∑
s∈Z
exp
[
− (s+ a)
2Γ2
2µ
− (q − (s+ a)Γ)
2
2ν
]
(B20)
=
e−
1
2ν q
2
√
2piν
ϑ
[
a
0
]( Γq
2piiν
,
i(1 + ν/µ)Γ2
2piν
)
. (B21)
The theta function has the following identity [44]
ϑ(z/τ,−1/τ) = (−iτ) 12 exp(piiz2/τ)ϑ(z, τ), (B22)
which leads to
ϑ
[
0
a
]
(z/τ,−1/τ) = (−iτ) 12 exp(piiz2/τ)ϑ
[
a
0
]
(z, τ).
(B23)
Applying this to Eq. (B21), we have
(B21)
=
e(−
1
2ν+
1
2ν(1+ν/µ) )q
2√
(1 + ν/µ)Γ2
ϑ
[
0
a
](
− q
(1 + ν/µ)Γ
,
2piiν
(1 + ν/µ)Γ2
)
(B24)
=
√
2piµ
Γ2
Gµ+ν(q) ϑ
[
0
a
](
− q
(1 + ν/µ)Γ
,
2piiν
(1 + ν/µ)Γ2
)
,
(B25)
which proves Lemma 1. Then, as mentioned above, we
obtain Eqs. (30), (32), and (34) by applying Lemma 1 to
Eqs. (29), (31), and (33), respectively.
Appendix C: Proof of Proposition 2
We compute W|jσ2q,σ2p,Γ〉〈j
′
σ2q,σ
2
p,Γ
| as follows:
W|jσ2q,σ2p,Γ〉〈j
′
σ2q,σ
2
p,Γ
|
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=
1
pi
∫
dx e2ipxqˆ 〈q − x|jσ2q ,σ2p,Γ〉 〈j′σ2q ,σ2p,Γ|q + x〉qˆ (C1)
=
2Γ
(
Λ(σ2q , σ
2
p)
)− 12
pi
√
Nσ2q ,σ2p,Γ,jNσ2q ,σ2p,Γ,j′
∫
dx e2ipx
(
EΛ(σ2q,σ2p)
2σ2p
,Γ, jd
∗G2σ2q (q − x)
)(
EΛ(σ2q,σ2p)
2σ2p
,Γ, j
′
d
∗G2σ2q (q + x)
)
(C2)
=
(
2pi2σ2q
√
Λ(σ2q , σ
2
p)
)−1
Γ√
Nσ2q ,σ2p,Γ,jNσ2q ,σ2p,Γ,j′
∫
dx e2ipx
∑
s
exp
[
−
(
s+ jd
)2
Γ2σ2p
Λ(σ2q , σ
2
p)
− 1
4σ2q
(
q − x−
(
s+
j
d
)
Γ
)2]
×
∑
s′
exp
−
(
s′ + j
′
d
)2
Γ2σ2p
Λ(σ2q , σ
2
p)
− 1
4σ2q
(
q + x−
(
s′ +
j′
d
)
Γ
)2
(C3)
=
(
2pi2σ2q
√
Λ(σ2q , σ
2
p)
)−1
Γ√
Nσ2q ,σ2p,Γ,jNσ2q ,σ2p,Γ,j′
∫
dx
∑
s,s′
exp
(
− 1
2σ2q
{
x− i
[
2σ2qp+
iΓ
2
(
s+
j
d
− s′ − j
′
d
)]}2)
× exp
{
− 1
2σ2q
[
2σ2qp+
iΓ
2
(
s+
j
d
− s′ − j
′
d
)]2
− 1
2σ2q
[
q2 − Γq
(
s+
j
d
+ s′ +
j′
d
)]}
× exp
{
−Γ
2
2
(
σ2p
Λ(σ2q , σ
2
p)
+
1
4σ2q
)[(
s+
j
d
+ s′ +
j′
d
)2
+
(
s+
j
d
− s′ − j
′
d
)2]}
(C4)
=
(
2pi3σ2qΛ(σ
2
q , σ
2
p)
)− 12 Γ√
Nσ2q ,σ2p,Γ,jNσ2q ,σ2p,Γ,j′
∑
s,s′
exp
{
− Γ
2σ2p
2Λ(σ2q , σ
2
p)
[(
s+
j
d
+ s′ +
j′
d
)2
+
(
s+
j
d
− s′ − j
′
d
)2]}
× exp
{
− 1
2σ2q
[
q − Γ
2
(
s+
j
d
+ s′ +
j′
d
)]2
− 2σ2qp2 − iΓp
(
s+
j
d
− s′ − j
′
d
)} (C5)
where we used the standard form (55) in the second equality. At this stage, we will change the variables for the
summation from s and s′ to s+ s′ and s− s′. Since s+ s′ and s− s′ has the same parity, the summation splits into
two parts: one with s+ s′ = 2t, s− s′ = 2t′, (t, t′ ∈ Z) and the other with s+ s′ = 2t+ 1, s− s′ = 2t′ + 1. Thus, we
have
(C5)
=
(
2pi3σ2qΛ(σ
2
q , σ
2
p)
)− 12 Γ√
Nσ2q ,σ2p,Γ,jNσ2q ,σ2p,Γ,j′
∑
t,t′
(
exp
{
− 1
2σ2q
[
q − Γ
(
t+
j + j′
2d
)]2
− 2σ2qp2 − 2iΓp
(
t′ +
j − j′
2d
)}
× exp
{
− 2Γ
2σ2p
Λ(σ2q , σ
2
p)
[(
t+
j + j′
2d
)2
+
(
t′ +
j − j′
2d
)2]}
+ exp
{
− 1
2σ2q
[
q − Γ
(
t+
j + j′
2d
+
1
2
)]2
− 2σ2qp2 − 2iΓp
(
t′ +
j − j′
2d
+
1
2
)}
× exp
{
− 2Γ
2σ2p
Λ(σ2q , σ
2
p)
[(
t+
j + j′
2d
+
1
2
)2
+
(
t′ +
j − j′
2d
+
1
2
)2]})
(C6)
=
(
pi2Λ(σ2q , σ
2
p)
)− 12 Γ√
Nσ2q ,σ2p,Γ,jNσ2q ,σ2p,Γ,j′
{(
EΛ(σ2q,σ2p)
4σ2p
,Γ, j+j
′
2d
∗Gσ2q (q)
)
e−2σ
2
qp
2
ϑ
[
j−j′
2d
0
](
−Γp
pi
,
2iΓ2σ2p
piΛ(σ2q , σ
2
p)
)
+
(
EΛ(σ2q,σ2p)
4σ2p
,Γ, j+j
′
2d +
1
2
∗Gσ2q (q)
)
e−2σ
2
qp
2
ϑ
[
j−j′
2d +
1
2
0
](
−Γp
pi
,
2iΓ2σ2p
piΛ(σ2q , σ
2
p)
)} (C7)
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=
(2piσ2p)
− 12√
Nσ2q ,σ2p,Γ,jNσ2q ,σ2p,Γ,j′
{(
EΛ(σ2q,σ2p)
4σ2p
,Γ, j+j
′
2d
∗Gσ2q (q)
)
e
− p2
2σ2p ϑ
[
0
j−j′
2d
](
ipΛ(σ2q , σ
2
p)
2Γσ2p
,
piiΛ(σ2q , σ
2
p)
2Γ2σ2p
)
+
(
EΛ(σ2q,σ2p)
4σ2p
,Γ, j+j
′
2d +
1
2
∗Gσ2q (q)
)
e
− p2
2σ2p ϑ
[
0
j−j′
2d +
1
2
](
ipΛ(σ2q , σ
2
p)
2Γσ2q
,
piiΛ(σ2q , σ
2
p)
2Γ2σ2p
)} (C8)
=
(2piσ2p)
− 12√
Nσ2q ,σ2p,Γ,jNσ2q ,σ2p,Γ,j′
×
∑
t
{(
EΛ(σ2q,σ2p)
4σ2p
,Γ, j+j
′
2d
∗Gσ2q (q)
)
e2piit
j−j′
2d exp
[
− 1
2σ2p
(
p+
pitΛ(σ2q , σ
2
p)
Γ
)2
− 2pi
2t2σ2qΛ(σ
2
q , σ
2
p)
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(C9)
=
1√
Nσ2q ,σ2p,Γ,jNσ2q ,σ2p,Γ,j′
[(
EΛ(σ2q,σ2p)
4σ2p
,Γ, j+j
′
2d
∗Gσ2q (q)
)(
E˜Λ(σ2q,σ2p)
4σ2q
,
piΛ(σ2q,σ
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j−j′
2d
∗Gσ2p(p)
)
+
(
EΛ(σ2q,σ2p)
4σ2p
,Γ, j+j
′
2d +
1
2
∗Gσ2q (q)
)(
E˜Λ(σ2q,σ2p)
4σ2q
,
piΛ(σ2q,σ
2
p)
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j−j′
2d +
1
2
∗Gσ2p(p)
)]
,
(C10)
where we used Eq. (B23) in the third equality.
Appendix D: The proof of Proposition 4
In order to derive the average photon number of the approximate code state |jσ2q ,σ2p,Γ〉 in Definition 3, we first
calculate the expectation values 〈qˆ2〉|jσ2q,σ2p,Γ〉 and 〈pˆ
2〉|jσ2q,σ2p,Γ〉 of the square of the quadrature operators qˆ
2 and pˆ2
with respect to |jσ2q ,σ2p,Γ〉, using its Wigner representation (63). Then, one can obtain the average photon number
〈nˆ〉|jσ2q,σ2p,Γ〉 of the state |jσ2q ,σ2p,Γ〉 by exploiting the fact that 〈qˆ
2 + pˆ2〉|jσ2q,σ2p,Γ〉 = 〈2nˆ+ 1〉|jσ2q,σ2p,Γ〉. We frequently use
Eqs. (67), (69), (71), and (72) in the following calculation. Let Prqˆ(q) and Prpˆ(p) be the probability densities to
obtain the values q and p in the qˆ- and pˆ-quadrature measurements, respectively. Then, they can be given by
Prqˆ(q) =
∫
dpW|jσ2q,σ2p,Γ〉〈jσ2q,σ2p,Γ|
(q, p) =
1
Nσ2q ,σ2p,Γ,j
[
c1EΛ(σ2q,σ2p)
4σ2p
,Γ, jd
+ c2EΛ(σ2q,σ2p)
4σ2p
,Γ, jd+
1
2
]
∗Gσ2q (q), (D1)
Prpˆ(p) =
∫
dqW|jσ2q,σ2p,Γ〉〈jσ2q,σ2p,Γ|
(q, p) =
1
Nσ2q ,σ2p,Γ,j
[
c3E˜Λ(σ2q,σ2p)
4σ2q
,
piΛ(σ2q,σ
2
p)
Γ ,0
+ c4E˜Λ(σ2q,σ2p)
4σ2q
,
piΛ(σ2q,σ
2
p)
Γ ,
1
2
]
∗Gσ2p(p), (D2)
where c1, c2, c3, and c4 are defined as
c1 := ϑ
[
0
0
](
0, 2piiΓ−2σ2qΛ(σ
2
q , σ
2
p)
)
, (D3)
c2 := ϑ
[0
1
2
](
0, 2piiΓ−2σ2qΛ(σ
2
q , σ
2
p)
)
, (D4)
c3 := ϑ
[
j
d
0
](
0, 2pi−1iΓ2σ2p
[
Λ(σ2q , σ
2
p)
]−1)
, (D5)
c4 := ϑ
[
j
d+
1
2
0
](
0, 2pi−1iΓ2σ2p
[
Λ(σ2q , σ
2
p)
]−1)
. (D6)
Note that the normalization constant Nσ2q ,σ2p,Γ,j satisfies Nσ2q ,σ2p,Γ,j = c1c3 + c2c4 as shown in Eq. (64). Using Prqˆ(q),
we calculate the expectation value of qˆ2 as follows:
〈qˆ2〉|jσ2q,σ2p,Γ〉 =
∫
dq q2 Prqˆ(q) (D7)
=
∫
dq
∫
dr
q2
Nσ2q ,σ2p,Γ,j
[
c1EΛ(σ2q,σ2p)
4σ2p
,Γ, jd
(r) + c2EΛ(σ2q,σ2p)
4σ2p
,Γ, jd+
1
2
(r)
]
Gσ2q (q − r) (D8)
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=
∫
dq
∫
dr
r2 + 2r(q − r) + (q − r)2
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=
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(D11)
+ c2
[∑
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)2
exp
[
− 2Γ
2σ2p
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(D12)
= σ2q −
1
Nσ2q ,σ2p,Γ,j
∂
∂x
[
c1ϑ
[
j
d
0
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0, pi−1iΓ2x
)
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where we used the fact that Gσ2q (x) has the zero mean in the fourth and the fifth equality. In the same way, for the
expectation value of pˆ2, we have
〈pˆ2〉|jσ2q,σ2p,Γ〉 = σ
2
p−
1
Nσ2q ,σ2p,Γ,j
∂
∂y
[
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0
0
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2
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]−1 .
(D14)
Now we define N˜σ2q ,σ2p,Γ,j(x, y) as
N˜σ2q ,σ2p,Γ,j(x, y) := ϑ
[
j
d
0
](
0, pi−1iΓ2x
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0
0
](
0, piiΓ−2
[
Λ(σ2q , σ
2
p)
]2
y
)
+ ϑ
[
j
d+
1
2
0
](
0, pi−1iΓ2x
)
ϑ
[0
1
2
](
0, piiΓ−2
[
Λ(σ2q , σ
2
p)
]2
y
)
,
(D15)
where Nσ2q ,σ2p,Γ,j = N˜σ2q ,σ2p,Γ,j
(
2σ2p
[
Λ(σ2q , σ
2
p)
]−1
, 2σ2q
[
Λ(σ2q , σ
2
p)
]−1)
. Then, the average photon number is given by
〈n〉|jσ2q,σ2p,Γ〉 =
〈qˆ2 + pˆ2〉|jσ2q,σ2p,Γ〉 − 1
2
=
σ2q + σ
2
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2
− 1
2
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∂
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which proves Eq. (80).
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