Abstract-Clustering mechanisms in WSNs are among the most widely recommended approaches to sustaining a network throughout its lifetime. Despite a number of research activities associated with clustering in WSNs, some aspects of clustering have not yet been adequately investigated. Unlike existing solutions, this paper proposes a new weighting based approach to electing CHs, considering the node's context; i.e. its transmission range, its degree, remaining energy and centrality from its neighbours. The novelty of our algorithm relates to the selection of a set of nodes with the highest weight as CH candidates, in order to compete for final CH. This will guarantee the selection of optimal cluster heads among sensor nodes. Moreover, this novel approach eliminates the re-clustering process for the entire network in each round, by rotating the CHs inside the created clusters in the first set up phase. The simulation experiments demonstrate that the new approach outperforms its counterparts (HEED, LCP, EEUC and DLCP) with respect to the network's lifetime.
I. INTRODUCTION
Wireless Sensor Networks (WSNs) are increasingly integral components of a wide range of applications employed to monitor environmental conditions, automate chain manufacturing systems and additional Internet of Things (IoT) applications [1] [2] . In these applications, sensor nodes are distributed in a specific sensing field and have significant capabilities to communicate with each other using short-range wireless transmissions. Some applications require that their sensor nodes could be scattered in harsh environments, such as forests and oil and gas fields, where replacing or recharging batteries is almost impossible or considered impractical [3] . Critical problems arise when sensor nodes are deployed with the expectation of forwarding their data constantly to the base station. This process has an enormous impact on the energy of the sensor nodes. Thus, developing an energy-efficient protocol is essential for these types of networks and heavy duty applications [5] .
Minimising overall energy consumption is a further key requirement when planning wireless sensor network deployment. Most deployment approaches rely on cluster-based techniques, where small disjointed groups are formed and managed by a core node, called the Cluster Head (CH). This CH is elected to manage the Cluster Members (CMs) and aggregate their data to forward it to the Base Station (BS), as illustrated in Fig. 1 . Dividing a network into clusters returns multiple advantages, such as: reducing the routing table size stored in each node, conserving the communication bandwidth by avoiding the exchange of redundant messages, and isolating routing changes from one cluster to another [8] . Traditional clustering algorithms are based on electing a CH based on the nodes' ID, or their location information, when frequent control broadcasting messages are used [6] .
Fig 1: General system model for the cluster-based scheme
Despite these advantages, there are many factors that affect the efficacy of clustering methods, such as: electing optimal CHs, maintaining and avoiding re-clustering of the created clusters, minimising the overheads of inter-cluster and intracluster communication, and prolonging network lifetimes [7] . The protocols proposed to address the above issues are not subject to these limitations. In particular, they are not influenced adversely by aspects of the nodes' characteristics such as battery life, location transmission range, etc. In order to prolong a network's lifetime, while scaling network size, we propose the introduction of a novel energy efficient protocol, named "Weight and Energy-Efficient Rotating Clustering Protocol for WSNs" (WRCS). This paper is organised as follows. Section reviews related work in the areas of WSNs. Section , presents the problem statement. Section V, details the WRCS algorithm precisely. Section V provides the simulation settings and gives the performance results. Future work and recommendations for further improvements to the proposed approach are discussed in Section VI.
II. RELATED WORK
Different clustering approaches have been proposed in the literature to address fault-tolerance [9] , lifetime prolonging [8] , and scalability [10] issues in WSN. The "Low Energy Adaptive Clustering Hierarchy" (LEACH) protocol is the most primitive clustering algorithm for WSNs [11] .
The LEACH protocol consists of two phases: a setup-phase and a steady-phase. In the setup-phase, each node will declare itself to be a CH in the current round, according to the probability model, as defined in equation (1) . By having a random number between 0 and 1, the only nodes likely to become the final CH are those that choose a random number less than the threshold T(n). In the steady-phase, all nodes join the closest CH to begin transmitting their data to their CH. where r is the round number, P is the probability that each node could become the CH, and G is a set of nodes, which have never taken the role of CHs in the previous 1/p rounds. Despite its simplicity, the election of CHs in LEACH is relies on a probabilistic approach that does allow for any particular network deployment (density, nodal degree, etc.). Thus, there is always a possibility that the two elected CHs will be neighbours, and therefore, cover the same area. Moreover, the LEACH protocol cannot establish the preferred number of CHs elected in each round. In addition, the elected CHs could be located close to the network boundary, forcing other nodes to dissipate more energy to transfer the message to their associated CHs.
A Hybrid Energy-Efficient, Distributed protocol (HEED) was proposed in [12] . The election process in HEED draws on the residual energy in each node and the cost of intra-cluster communication. In HEED, the nodes chosen as CHs must have the highest average residual energy. Clusters in HEED are formed in three main phases: initialisation, iteration, and finalisation. The initialisation phase, according to equation 2, means that each node is assigned the probability of becoming a tentative CH.
where Cprob is initial probability (i.e., a predefined value), Eresidual is residual energy, and Emax is the maximum energy generated by the sensor nodes. In the iteration phase, some nodes will qualify as tentative CHs. If there are two tentative CHs in the same communication range, the node with the lowest cost will become the considered CH. In the last finalisation phase, the nodes not covered by any CH (isolated nodes) will declare themselves CHs. While HEED addresses some of the limitations of the LEACH protocol, it still results in unbalanced energy distribution among the created clusters. In fact, the cluster closest to the BS is likely to be overwhelmed and expected to handle more traffic compared to those furthest from the base station. Furthermore, the large number of iterations required to form clusters creates a massive overhead.
An energy-efficient unequal clustering mechanism for wireless sensor networks EEUC protocol was proposed in [13] . EEUC aims to address the problems associated with the battery lifetime of critical CHs close to the BS. EEUC proposed a mechanism for partitioning nodes into clusters of unequal size, so the clusters near the BS would be smaller than those located furthest from it. As a result, the CHs closer to the base station could potentially preserve some of the energy for inter-cluster data forwarding. The selection of a CH in EEUC is based primarily on each node's residual energy. However, the elected CHs near the BS is not guaranteed to have more residual energy than those far away from the BS.
The Life Time Sensitive Weighted Clustering on Wireless Sensor Networks LTS-WCA protocol was proposed in [15] . LTS-WCA enhanced the existing weighted clustering algorithm WCA for MANET, using a local minimum instead of a global minimum; thereby, allowing each node to make a decision independently, without considering the decisions or specifications of the other nodes. The weight of each node is calculated by combining several parameters, including remaining energy, the transmission range of the node, the number of nodes the CH can manage and the number of neighbouring nodes in the first hop. Each node in the network calculates its own parameters using equation 3:
where S is the ideal number of members in each cluster, K is the number of hops a node can support inside its cluster, N refers to the number of nodes that can receive transmitted packets, and A is the network field. The weight would then be calculated as described in equation 4:
where, Tr is the transmission range of the node, Mv is the speed of the node, dv is the number of first hop neighbours, and Er is the residual energy of a node, w1+w2=1, w3+w4+w5=1. Note that, the weightings in LTS-WCA are: w1 = 0.5, w2 = 0.5, w3 = 0.4, w4 = 0.4, and w5 = 0.2 Unlike our algorithm, the LTS-WCA, does not consider the location of the nodes or the location of the base station (BS) when electing the cluster head. Consequently, it is possible to select A CH that is located far away from the BS. Moreover, the protocol suffers from massive overheads, as the CH has to acknowledge membership requests from each node within its cluster. Recently, the Load-balancing Clustering Based protocol (LCP) was proposed [14] . This protocol elects the CH node with the highest energy in the first round, and then rotates the election process within the cluster itself. The LCP protocol is similar to the HEED protocol in the setup phase; however, it differs in the steady phase. Due to the new rotation phase, the re-election of the new CH occurs inside the cluster, removing the need to re-cluster the entire network. Once all the nodes inside the cluster have performed the CH task, the final remaining CH sends a message to the BS to re-cluster the network. Despite its advantages, LCP incurs a delay to network re-clustering; by preventing small clusters from reporting to the BS to re-cluster the network before the largest clusters complete their rotation cycle. Differing from other protocols, LCP also relies on the residual energy to elect the CHs. Table 1 compares and contrasts the different election processes used in the abovedescribed protocols. [4, 9, 10, 12, 13, and 14] . However, these approaches are subject to multiple limitations when electing appropriate nodes to act as CHs and to maintain the created clusters. A number of these algorithms adopted a probabilistic selection for CH nodes, ignoring the nodes' characteristics [11] .
Fig 2: demonstration of the election issue
Consequently, this can lead to the election of a CH that has less energy, is heavily loaded, or has been elected previously. Giving priority to nodes with the highest energy level only is an inadequate solution to selecting a CH, particularly in random deployment [16] . The scenario demonstrated by Fig. 2 explains the issue when considering the high energy level of the node aiming to become a CH. If we assume nodes with a high energy level are red nodes, these nodes will become the CHs in this network. However, node 1 is off-centre from its neighbours and is at the edge of the sensing field. In weight-based algorithms, we found, the majority of approaches do not consider the centrality of the selected node as a CH. Therefore, in our approaches we select the final CH based on nodes weight and its centrality from its neighbours.
V PROPOSED ALGORITHM
The proposed algorithm namely, A New Weight based Rotating Clustering Scheme for WSNs (WRCS) aims to elect the most suitable nodes as CHs, while enhancing the network lifetime overall. The election process of CHs is mainly based on the node's weight. The weight of each node is determined using a combination of metrics, including the average number of neighbours (degree di), remaining energy (Ei) and transmission quality (TQ). Once the weight is calculated, each node will broadcast a weight packet (w-pkt) to its neighbours. Thereafter, the nodes perform a weight comparison to select those nodes with the highest weight in the network. If the node's weight is among the highest weight in the network, it will become a CH candidate. All CH candidates will broadcast (CH candidate-pkt) packets; that contain node IDs and Centrality of the Node metrics CN. The nodes that do not qualify for CH candidacy enter the sleep mode. The main aim is to select a sub-group of nodes as CH candidates, preventing others from competing to conserve their energy. In the following section, we describe the general steps determining how the weights of the nodes are calculated.
Step 1: Neighbours Discovery
All nodes in the network broadcast a HELLO packet including node ID and remaining energy Ei. The number of neighbours di di is determined by equation 5:
where dv is the number of neighbours within its distance, and within its transmission range Tv.
Step 2: Node degree
The degree NDi of the node is used to calculate the average number of neighbouring nodes of node i. Equation 6 determines the average degree di for each node:
where di is the number of neighbours of node i within its distance, Totaln is the total nodes in the network.
Step 3: Transmission Quality
Transmission quality is measured to determine the connection quality between the BS and the node. Equation 7 is used:
where TQ is the node's Transmission Quality, BSd is the distance to the BS of the nodes.
Step 4: Remaining Energy
The remaining energy of node Ei is calculated, and the node with the higher remaining energy when compared with its neighbours will have more chance to become the CH. The remaining energy Ei is calculated using equation 8:
Where Reni is the remaining energy of the node, and Maxen is maximum remaining energy among all the neighbours of node i.
Step 5: Node Weight Each node in the network will employ the above criteria to define its weight. The weight is calculated using equation 9:
w1, w2 and w3, are the weight coefficients that correspond to the system criteria, so that the sum of w1 + w2 + w3 = 1, the coefficient values considered in this simulation are 0.2, 0.3 and 0.5 for w1, w2 and w3, respectively.
Step 6: Cluster Head Candidates
Once the weight of each node is calculated, the nodes have highest weight will be selected as CH candidates. The aim of this step is to select a set of highest weight nodes to compete for final CHs and cease low weight nodes for competition process in order to preserve their energy. The election phase in section IV describes this process in more details.
IV. IMPLEMENTATION
A. The initialisation phase: every node in the network will broadcast a HELLO message, to compute how many neighbours it has and their positions. Then it will broadcast its weight back along the network using a single packet (7) (6) B. The election phase: Once all the nodes have broadcast their weight to their neighbouring nodes, each node will then perform a comparison with its own weight. If the node has the highest weight, it will declare itself a CH candidate. The number of CH candidates depends on the size of the network. We defined a threshold to control the number of candidates competing for in the final CH stage. The first 20 highest weights nodes will be selected to compete for final CHs in a network of 100 nodes. The main intention behind determining this threshold is to elicit all the nodes required to compete as final CHs. All the CH candidates will broadcast a compete-pkt. The compete-pkt will contain node ID, Rcomp and node degree centrality DC. We used the Rcomp function, for Chengfa Li [13] with some changes in to the represented values of the dmax and dmin to the base station values. The Rcomp is calculated according to equation 10.
where dmax, dmin represents the maximum and minimum distance to the base station, d (si, BS) denotes the distance between si and the BS, Rcomp the maximum value of the cluster radius, and c is the constant coefficient between (0-1). The Degree Centrality (DC) of node (v) is determined as in equation 11. where dv is the degree of the node and n is the total number of the nodes in the network. The value of DC ranges between 0 and 1, where 0 represent the lowest possible centrality and 1 the highest possible centrality.The following table demonstrates an example of centrality values for a set of nodes in a network of 100 nodes, when applying equation 11. As can be seen node 3 has highest centrality value. In our algorithm if node 1, 2, 3 and 4 are CH candidates, the node 3 will become the final CH. We have used Freeman's general formula for degree centrality for UCINET Software for Social Network Analysis (SNA) [17] represented in equation 12 to prove the accuracy of our formula by measuring the degree centrality of the nodes 1, 2, 3 and 4, the outputs are 0.051, 0.081, 0.121 and 0.071 respectively. where CD (n*) is the degree of the node, N is the total number of nodes in the network.
C. The finalisation phase: Once the nodes receive the compete packet (compete-pkt) from the other CH candidates, each node will use the Rcomp function as described in line 10 of algorithm 2 to check its diameter comparative to the other candidates. If there are no other candidates, the node will become the final CH, otherwise the node with the greatest degree centrality will become the final CH, and the others nodes will stop competing, even if they share the same diameter.
D. Rotation phase:
we have used the rotation mechanism of the CH inside each cluster to mitigate heavy procedures and to create clusters in the set-up phase. Once the clusters have been created in the first round, the rotation of the next CH will take place inside each cluster, by selecting the node with the highest weight from among the cluster members. If the energy of the current CH has drained below the threshold. The threshold would then be defined in this stage as shown in equation 13.
where EResidual is the sum of the residual energy in the cluster, and the n is the sum of nodes in the cluster. Then the CH will notify its member to trigger a further election. The node with the highest weight will then be declared the next CH, until all the nodes have been drained of most of their energy. In this case, the BS will then be notified to re-cluster the entire network.
V. PERFORMANCE EVALUATION Simulation experiments have been conducted to examine the performance of the proposed algorithm when compared with HEED, LCP and EEUC. We contrasted the energy consumption efficiency of the network as the main performance parameter, using the Castalia simulator to implement and conduct the performance evaluation. Table 3 shows the parameters and provides the values for our experiments. We consider the following assumptions for evaluating WRCS against the most know clustering algorithm:
• Each node has limited energy and equal initial energy.
• Each node is capable of exchanging messages with other nodes in its transmission range.
• The network topology is static throughout the network lifetime.
• The BS is located away from deployment field.
• All the nodes are homogeneous.
• The distance between the node and the base station is measure based on the strength of the received signal.
• Maximum number of hops each node is capable to support, which is two in our assumption Based on above network assumptions, the following three metrics are employed to evaluate network lifetime: First Node to Die (FND): when the first node in the network has drained its battery. Half Nodes Die (HND): when half of the nodes have drained their batteries. Last Node Dies (LND): when all the nodes have had their batteries drained. Moreover, we examined the average number of control packets. Fig. 3 represents a comparison between four protocols in a network of 100 nodes and their lifetime. It's apparent that WRCS outperforms the most efficient protocol of the other protocols by 10%. The results demonstrate that the EEUC is less efficient in terms of energy conservation, as all its nodes die rapidly than the other protocols. HEED and LCP perform better than EEUC, but their nodes died before those of WRCS protocol. The findings demonstrate that the nodes of the EEUC did not remain live after 650 rounds. The LCP did a maximum of 850 rounds, and all the nodes in HEED died within 890 rounds, whereas WRCS lost all its nodes after 990 rounds. Hence, our protocol improves network lifetime by around 100 rounds. We believe that considering multi parameters to elect the CH and selecting a set of the highest weight nodes to compete for the final CH as well as using a rotation technique inside each cluster had a great impact on prolonging the network lifetime. Fig. 4 shows rounds until the first node dies FND in the four protocols tested by different network size range from 100 to 500 nodes. As the result shows the WRCS last longer than the other protocol in FND in all sets of networks. In WRCS the 100 nodes network the FND is the best compared to the other sets, where it decreases in 200, 300 and 400 sets at the approximately the same level, in the 500 network decreased farther than the other network. As the result showed WRCS last longer than the other protocol FND in all sets of networks. In comparison with the other three protocols in their best performance in networks, WRCS is more efficient by 19% than EEUC in 400 network. And more efficient by 5.6% and 4.3%, than the LCP in 300 nodes and HEED in 100 nodes respectively. 5 shows the HND for the four protocols for different size of networks. As can be seen, the WRCS shows better performance over other protocols which reaches 894 rounds as its maximum in the 300 nodes network.
Fig 3: Number of alive nodes VS number of rounds for HEED. LCP, EEUC and WRCS

Fig 4: First node dies in HEED. LCP, EEUC and WRCS
Fig 6: Last node dies in HEED. LCP, EEUC and WRCS
In comparison with the other three protocols in their best performance network, WRCS is more efficient by 44% than EEUC in 300 network. And more efficient by 14% and 6.5%, than the LCP in 300 nodes and HEED in 400 nodes respectively. Fig. 6 shows round until the last node dies LND in the four protocols tested by different network size range from 100 to 500 nodes. According to the results obtained, the WRCS performs better than the other protocols in all network sizes. In WRCS the 300 and 200 nodes network has the highest performance in LND at 1058 and 1066 rounds, where it decreases in 400 and 500 node networks to just above 1000 rounds. In comparison with the other three protocols in their best performance network, WRCS is more efficient by 51.3% than EEUC in 300 network. And more efficient by 28.5% and 10.2%, than the LCP in 300 nodes and HEED in 100 nodes respectively. Fig.7 shows the relation between the average number of control packets and the number of nodes in different networks range from 100 to 500 nodes between LCP, HEED, EEUC and WRCS. The WRCS uses less the number of control packet against three other protocols in all networks. In comparison to the HEED in 100 nodes the average number of control packets decreased by 71% and decreased 60% in 500 nodes network.
VI. CONCLUSIONS
This paper introduces a new energy efficient clustering scheme for WSNs. In our scheme, key parameters have been used for each node to guarantee the best selection of the final CHs, such as, the remaining energy, transmission range and the number of neighbouring nodes as well as the degree centrality, to select the optimal CHs in WSNs. We have used a new selection of set of nodes as CH candidates in order to select the final CH and prevent the nodes with low weight to become CH and preserve their resources for transmitting tasks. Moreover, we eliminated the frequent re-clustering process in traditional clustering algorithms, which has a significant impact in energy consumption. The results have shown that the WRCS algorithm outperforms its counterparts in terms of network lifetime and scalability. The WRCS uses a composite metric to select a CH and routing data in a multi-hop manner. The WRCS lowered the control packets compared to its counterparts by selecting a set of nodes as CH candidates and re-clustering inside cluster.
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