Abstract. In this paper we consider the nonparametric estimation of density and regression functions with non-negative support using a gamma kernel procedure 
Introduction
As it is well known, a major drawback of the standard kernel method for nonparametric curve estimation concerns the presence of the so-called bounded effects.
Bounded effects occur when the support of the underlying variables is a subinterval of the real line and the estimates are based on a symmetric kernel, leading to an increase of the bias near the boundary of the support. Since the pioneering works of Gasser and Müller ([17] ), Rice ([34] ), Schuster ([36] ) and Gasser et al.
( [18] ), several approches to overcome this problem have been investigated (for an overview of the main correction techniques, the reader is referred to Simonoff ([38] ), Karunamuni and Alberts ( [25] ) and Dai and Sperlich ([13] )). Among the existing proposals, the boundary kernel method has shown to be one of the most popular. The general idea behind this method is to modify the kernel's form near the endpoints of the support, either by using adaptive kernels in the boundary region and a fixed symmetric kernel in the interior or by considering asymmetric kernels, whose shape and scale parameters change in accordance with the position of the target point, allowing to adjust the local smoothness of the estimate in a natural way.
Asymmetric kernels, namely beta and gamma kernels, were introduced by Brown and Chen ([7] ) and Chen ([10] , [11] ) to estimate densities supported in Regarding gamma kernels, which are the goal of our study, Chen's proposal and its refinements remained a topic of interest for researchers (c.f. Geenens and Wang ( [19] ) for an review on the subject and Malec and Schienle ( [32] ) and Hirukawa and Sakuda ( [23] ) for a recent simulation studies), although other types of asymmetric kernels have been suggested in the last decades (e.g. the inverse gaussian and the reciprocal inverse gaussian kernels of Scaillet ([35] )). However, as pointed out by Koul Following the works of Chaubey et al. ( [9] ) and Shi and Song ( [37] ), we prove, in the present paper, the uniform consistency and the asymptotic normality of density and regression estimators based on the gamma kernel proposed by Chen ([11] ), in the framework of discrete time ergodic processes. With respect to the central limit theorem, we remark that, under mild conditions imposed on the bandwidth, the convergence rates and the asymptotic variances obtained in our work agree with those of Shi and Song ( [37] ) considering the i.i.d. setup.
The paper is organized as follows: section 2 introduces the estimators as well as the general notations and assumptions on the observation process; section 3 provides the main convergence results and a few commentaries concerning their hypotheses; the proofs of the propositions and some auxiliary lemmas are presented in section 4.
Assumptions and notations
Let {(X t , Y t ), t ∈ Z} be a R + 0 2 -valued stochastic process on the probability space (Ω, A, P ) which is assumed to be strictly stationary and ergodic, with absolutely continuous margin distributions. The density function of X t will be denoted by f .
, our goal is to study some asymptotic properties of the following estimator of R(x)
, K α(n,x),β(n) being the density function of the gamma distribution with shape and scale parameters α(n, x) = x hn + 1 and β(n) = h n , respectively given by
As usual, (h n ) n∈N is the bandwidth sequence, i.e. h n ∈ R + , n ∈ N, lim n→+∞ h n = 0, and we adopt the convention that y 0 = 0, for all y ∈ R.
In the sequel, we will consider the σ-fields
and we will denote by C 0 (R) the space of continuous functions on R tending to zero at infinity equipped with the sup-norm, . 0 , and by . 2 the norm in
For easy reference, the general assumptions needed to derive the announced results are gathered thereafter.
(H1) For all t ∈ Z, the conditional density of X t given F t−1 , f F t−1 , exists; more-
(H3) R is a continuous and bounded function on Theorem 3.2. In addition to conditions (H1) to (H4), suppose that
we have
3.2 Asymptotic normality of D n and R n Let us begin by presenting some additional assumptions.
, is a continuous function.
(H7) The second order derivatives of f and R are continuous and bounded on
(H8) sup
We are now in position to state the central limit theorems concerning the gamma kernel estimators of f and R. and (H8), suppose that the sequence
.
The general conditions (H1) to (H8) as well as the hypotheses of Theorems 3.2, 3.3 and 3.4 will be discussed in the next section.
Comments on the assumptions
We remark that assumption (H2) as well as the hypothesis concerning the convergence of In spite of being more restrictive than the previous ones, our hypotheses are classical in dependence settings such as mixing. In order to assure the condition imposed on (h n ) n∈N in Theorem 3.2 we may take, for instance, h n = n −α , with α < θ. As for Theorems 3.3 and 3.4, a possible choice is h n = n −α , with 
Appendix
Firstly let us introduce some further notations and present two essential equalities that will be needed for the proofs.
Dn(x) , where
and D n is defined by (3.1). Futhermore, consider
Observe that, under hypotheses (H4) and (H6) (i), a routine argument and the properties of conditional expectation lead to
We can now present the proofs of the referred theorems.
Let us mention that all the constants appearing hereafter will be denoted generically by C.
Proofs of main results

Proof of Theorem 3.2
We have
To this end, we remark that
and then
By (H2), the first term of the last sum tends a.s. to zero. On the other hand, the uniform continuity of Rf on ∆ and Lemma 4.2 assure the convergence to zero of the second term.
In what concerns A n , it is bounded by A + n + A − n , with
, where
Hence, by Lemma 4.5, the a.s. convergence of (A n ) n∈N to zero reduces to showing
With this purpose, let us consider δ n = n −λ , λ > Partitioning ∆ into the intervals
we may write
x j,n being an arbitrary point in ∆ j,n , j = 1, . . . , ν n .
As for A − 1,n , note that, for sufficiently large n and j ∈ {1, . . . , ν n },
by the gamma kernel properties (c.f. Lemma 4.4).
Applying the ergodic theorem, we have
Thus, A Now we study the behaviour of A − 2,n . In order to apply Azuma's inequality, we must find an upper bound for Z − t,n (x j,n ) , t ∈ {1, . . . , n}, j ∈ {1, . . . , ν n }.
Using the fact that, for x > 0, 
Consequently,
Gamma kernel regression estimator for ergodic data
The condition lim n→+∞ n θ hn log n = +∞ yields the a.s. convergence of A − 2,n to zero, as n → +∞, via the Borel-Cantelli lemma.
Proof of Theorem 3.1
The proof is performed over the same steps that Theorem 3.2 by taking Φ = 1
(and thus R = 1) and considering the same partition of ∆. In this case, we obtain
Proof of Theorem 3.4
Let us decompose
The following notations will be used hereafter. For t ∈ {1, . . . , n},
, by Lemmas 4.6 a) and 4.7 a), respectively, we only need to show that
The fact that n √ h n N 1,n (x) = n t=1 U t,n (x) and, for each n ∈ N, (U t,n (x)) t∈{1,...,n} is a martingale difference with respect to the filtration (F t−1 ) t∈{1,...,n} allow us to apply the central limit theorem for discrete time martingales. So, according to
Hall and Heyde (( [22] ), p. 58), we must prove that (4.9)
As (4.10) is established in Lemma 4.8 a), the proof is reduced to checking (4.9).
Based on the equality
it suffices to show that (4.11)
Let us begin by pointing out that
Hence, by (ii) (c.f. p. 9),
Next, note that |L 1,n (x)| is bounded by
and we may rewrite L 2,n (x) in the form
From (H6)(iii), Lemmas 4.2 and 4.1 b), it follows that
which concludes the proof of (4.11), by hypothesis (H2).
In order to obtain (4.12), we shall prove the convergence in mean to zero of the same sequence. As
Once again, the announced result is implied by Lemmas 4.2 and 4.1 b).
b) For x = 0, the proof follows the same lines as the previous one by replacing √ h n by h n , noting that B(2, n, 0) = 1 2 hn and applying Lemma 4.2.
Proof of Theorem 3.3
Let us consider the decomposition
Again, our strategy is to prove the asymptotic normality of
In view of Remark 4.2, we proceed with the study of the sequence involving
As before,
To apply the central limit theorem for discrete time martingales, we write
U t,n (x) and, invoking Remark 4.3, we restrict ourselves to showing that
Once more, this result follows from
As in Theorem 3.3, we then write
Noting that
by (4.5), and
a.s..
In order to study the behaviour of
the Cauchy-Schwarz inequality leads to
Therefore, denoting by f * ∈ C 0 (R) the limit of
, the last term is bounded above by
which tends to zero, as n → +∞, by Lemmas 4.2 and 4.1 b).
b) For x = 0, the proof is straightforward by making the adequate substitutions. (T ) exists, we have:
Auxiliary results
Proof. The proof of a) is trivial. As for b), the proof is performed over the same steps of Chen (c.f. ( [11] ), p. 474, (3.2) and (3.3)), noting that
, z 0, and taking into account the properties of S. 
Lemma 4.4. The gamma kernel has the following property
for sufficiently large n.
Proof. Consider n ∈ N, y > 0 and x, u ∈ ∆ arbitrarily fixed, with x > u.
Using a similar argument as Shi and Song (( [37] ), p. 2506), we make a Taylor expansion of K α(n,x),β(n) (y) at x = u up to the first order:
+1
y hn < +∞, for some τ > 0, and the sequence
Proof. Noting that, for x > 0, K α(n,x),β(n) (X t ) is bounded by
As n √ h n  + ∞, it suffices to prove, by Kronecker's lemma, that (4.15)
To this aim, define
The sequence (W n ) n∈N satisfies the conditions of Van Ryzin's lemma (c.f. Van
Consequently, to prove (4.15), it is enough to show that
Applying Hölder and Markov inequalities, with p = τ + 1 and q = τ +1 τ , we get
The fact that lim n→+∞ n θ hn log n = +∞ and the definition of k assure the announced result.
Lemma 4.6. Assume that (H1) and (H2) are fulfilled. If
Proof. Assumptions (H1) and (H2) assure that D n (x) n∈N converges in probability to f (x), for all x ≥ 0. The result follows then if we prove that
To this end, we write
Hence, using Lemmas 4.1 and 4.2, we get
achieving the proof of the lemma.
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Proof. Let us begin by decomposing N 2,n (x):
For all x 0,
Therefore, Cauchy-Schwarz inequality and Fubini-Tonelli theorem yield
a) Consider x > 0. Applying Markov's inequality, we obtain
and thus n √ h n N a 2,n (x)
On the other hand, from Lemma 4.3 b), we have
which concludes the proof of a).
b) For x = 0, a similar reasoning conduces to
and √ n h n N b 2,n (0) = n h 3 n R ′ (0) f (0) + √ n h n o(h n ), completing the proof of the lemma. and uses the same arguments as before.
