Blind image quality assessment (BIQA) is a fundamental yet challenging problem in the image processing system. Existing BIQA models have the following problems: 1) Due to the lack of available quality-label images, most of the methods have poor generalization ability in different distortion categories;
I. INTRODUCTION
Images are omnipresent in daily life and become a necessary carrier of information. Unfortunately, images are likely to be inevitably degraded and introduce a variety of distortions in the process of acquisition, compression, transmission, and storage. These distorted images can affect people's visual experience and cause unnecessary trouble. Hence, designing assessment method to automatically evaluate the image quality has become a significant task in the field of image processing, computer vision, and pattern recognition.
In the beginning, the subjective assessment method is designed to evaluate the image quality, which is the most reliable method. But it is very expensive and infeasible for big image data. Hence, objective image quality assessment (IQA)
The associate editor coordinating the review of this manuscript and approving it for publication was Mohammad Shorif Uddin . methods are proposed to predict image quality automatically. According to the availableness of original images, the methods can be divided into three categories: full-reference IQA (FR-IQA) [2] , [3] , reduced-reference IQA (RR-IQA) [4] , and no-reference or blind IQA (BIQA) [5] - [8] . The original image is unavailable in most applications actually. It is urgent to improve the design and development the metric of blind image quality assessment.
Classic BIQA methods [9] , [10] analysis properties of distortions and extract the features of distorted images to quantify the quality score. It is very difficult to dig into perfect features, which results in unsatisfied robustness and accuracy. Recent research on BIQA tries to extract deep features via convolutional neural networks (CNN). But it is limited primarily due to the lack of sufficient effective ground-truth tags. The largest image quality assessment database contains only 3,000 images (25 original images on 24 distortion types) [11] VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ with manual marking scores, which is still too little data to train a good deep model. A naive solution is to directly use a pre-trained model on ImageNet for feature extraction. But the limitation is the low correlation between image classification and image quality evaluation. Another commonly adopted strategy is patch-based training, where the quality score of a patch is either inherited from that of the corresponding image [6] or approximated by FR-IQA models [12] . The strategy can improve the performance of quality assessment. However, when calculating the score of the image, the method of averaging the score of all image patches cannot be accepted and understood. Other method [13] uses known image information, such as distortion type, to pre-train the deep neural network (DNN) and make a quality prediction, which is not directly applicable to the real distortion. And in the case of the low degree of distortion, the type of image distortion cannot be distinguished very well in practice.
Existing DNN-based models [14] , [15] focus on restoring original images for quality prediction by leveraging perceptual discrepancy information between the distorted image and its reference. In fact, when human eyes judge the quality of a distorted image, they do not completely depend on the original image. Furthermore, with the increase of the degree of distortion, whether the original image can be recovered effectively remains to be discussed.
To solve these problems, we proposed a visual residual perception optimized network (VRPON) for blind image quality assessment. The BIQA problem is decomposed into two subtasks. Subtask I determines the distortion degree of the image from a set of pre-defined categories. Subtask II utilizes the information of the distortion degree obtained by subtask I to predict image quality. In general, the more severe the image is, the worse the image quality will be. So, in the first stage, a network structure containing CNN and long short term memory (LSTM) is designed to measure the degree of image distortion, where the amount of data is very large and relatively easy to obtain. However, the quality prediction of an image is not only determined by the degree of image distortion, but also has a lot to do with the content of the image itself. Therefore, in the second stage, a deep CNN is utilized to extract image features. They are fused with the characteristics of the image distortion degree to regress the quality scores of patches. Finally, the patches' scores and visual saliency map are pooled by a novel strategy to predict the quality score of the whole image. The proposed approach is conducted on four publicly available IQA databases. The results demonstrate that the proposed method is superior to existing BIQA techniques and has good robustness on different distortion types, both synthetic and authentic images. The main contributions of the proposed VRPON are summarized as follows:
• This paper proposed a novel visual residual perception optimized network, which incorporates the distorted degree information and quality information into the deep network with the human visual characteristics and significantly.
• A distortion degree identification network composed of shallow CNN and LSTM is proposed, which can be pre-trained with a large number of related weak tags and accurately distinguish the degree of non-uniform distortion types.
• Instead of averaging all image patches' scores as final quality of the whole image during the test stage, the visual saliency pooling strategy obtains the quality weight of image patches by calculating the significance level in different areas of the distorted image • Experiments on four datasets demonstrate the effectiveness and robustness of the proposed method. The remainder of this paper is organized as follows. Section 2 reviews the related work on existing BIQA model and pooling strategy. Section 3 introduces the proposed framework and detailed steps. Section 4 presents the experimental results and analysis. The paper concludes with future thoughts in section 5.
II. RELATED WORK A. EXISTING BIQA MODEL
Early BIQA research focused on feature extraction for specific distortion types, such as Blocking artifacts of JPEG compression, ringing effect of JPEG2000 compression [16] and blurring artifacts [17] . It is obvious that these BIQA methods are valid only for specific types of distortion and are not widely used. In the past few decades, the general BIQA become an active research topic, for which spatially normalized coefficients [9] and codebook-based features [10] are popular. The former methods adopt natural scene statistics (NSS) [18] to estimate the coefficients distribution of DCT [19] , wavelet [20] and Curvelets [21] and extract the global features to predict the image quality. CORNIA [10] , as a typical latter, constructed a codebook by clustering spatially normalized patches with k-means. It used to quantify features by soft-assignment encoding. And the features are pooled to generate image quality. The features have been also adopted in SOM [8] to extract the semantic obviousness in object-like regions for quality estimation. HOSA [22] improved the feature set by incorporating higher-order statistics to assess image quality.
Recent important methods are based on deep neural network. Tang et al. [7] pre-trained a deep belief network with a radial basis function and fine-tuned it to predict image quality. Bianco et al. [23] studied various design options of DNN in BIQA. They utilized the features extracted from the pretrained network of image classification to generate the quality score by support vector regression (SVR). Nevertheless, the proposal was implemented step by step and needed to set parameters manually. Kang et al. [6] designed a network with one convolution and two fully connected layers for BIQA, where the network input is distorted image patches instead of the features. The quality scores of patches are directly inherited from the corresponding image in model training and the image quality is obtained by averaging all image patches scores. Kim and Lee [12] pre-trained a CNN model using numerous patches with quality scores acquired by an FR-IQA method and then summarized the patch-level feature representations using mean and standard deviation statistics for fine-tuning. MEON [13] utilized information of image distortion type to pre-train and optimize the network to obtain the quality score. RankIQA [24] applied the image distortion degree to BIQA, which pre-trained a Siamese network for ranking and fine-tuned for quality evaluation. These methods all attempt to alleviate the problem of lacking training samples in BIQA through other more readily available data. It is difficult to extend them to assess the quality of images with authentic distortions.
The proposed VRPON takes distortion level information into account, which results in better quality-aware initializations. And the quality prediction network enables the feature information of the image to be fully extracted, which increases the flexibility and feasibility of different distortion types and different images.
B. POOLING STRATEGY
In order to normalize the input dimension and increase the number of samples, the sampling of image patches is essential. However, when calculating the quality score of the whole distorted image, it is unreasonable to directly average the score of all image patches. Bosse et al. [25] utilized an FR-IQA metric to obtain the weight and multiply the quality of patches by the weights to predict the image score. But the reference image is unavailable in most case.
In this paper, a new pooling strategy is proposed to integrate scores of patches for predicting image scores. Inspired by visual saliency, the final prediction score of the image is weighted by the significance of the image patch in the original image.
III. PROPOSED METHOD
This section presents the detailed techniques of the visual residual perception optimized network. The proposed framework includes the distortion degree identification network and quality prediction network. They are combined with the saliency pooling strategy to predict image quality.
A. THE OVERALL FRAMEWORK
In the residual network [26] shortcut structure is proposed to solve the problem of gradient dispersion in the training of depth model. At the same time, in the evaluation of image perceived quality, the feature choice between image content and image distortion is a problem. According to the characteristics of human visual system, the degree of distortion of distorted images will greatly affect the judgment of human eyes. Therefore, a residual structure [26] is adopted to design the IQA method, which can avoid the degradation problem as the model depth increases and is robust to capture the features of distorted images.
Since image features are automatically extracted in the DNN, it is difficult to know whether these features represent the image content or the distortion. Actually, the features of distortions are different from the image content, and it can be easily distinguished with a shallow network. Therefore, this paper divides BIQA into two subtasks: measuring the degree of distortion and predicting image quality. In the former subtask, the degree of distortion is proportional to the visual quality of the image, that is, the more severe the image distortion is, the lower the quality score will be.
The framework of the proposed VRPON is shown in Fig. 1 . The input image is repeatedly sampled to form 128 × 128 × 3 image patches, and the score labels of these patches inherit from the images' MOS/DMOS. Image patch is embedded into the distortion degree identification network and quality prediction network respectively to obtain the distortion features and image content features. The two features are combined through a fusion layer. The quality score is obtained by using fully connected layer regression. At the same time, a visual saliency guided pooling strategy is applied to calculate the quality score of the image.
B. DISTORTION DEGREE IDENTIFICATION NETWORK
The largest available IQA database, TID2013, contains 3,000 images with subjective scores, which are generated by 25 pristine images under 24 different distortion types. In fact, images in the real world, both in terms of content information and types of distortion, are far more than those contained in the database.
To address the enormous content variations in real-world images, a large-scale database is applied to this task. Waterloo Exploration Database [27] contains 4,744 pristine images on various image content, which also provides source code to synthesize four common distortions, i.e., JPEG2000 compression, JPEG compression, white Gaussian noise, and Gaussian blur at five degradation levels from the pristine images. All distorted images are generated using MATLAB functions as follows:
• JPEG compression: The quality factor that parameterizes the DCT quantization matrix is set to be [43, 12, 7, 4 , 0] for five levels, respectively. The above four distortion types are the most common ones in existing IQA databases. As shown in Fig. 2 , four distortion types with three levels each are chosen to alter the source images. To better visualize these different levels of distortion, the weakest, medium, and strongest levels were selected in Fig. 2 to show the differences between them. In this way, a total of 94,880 images were collected, which means that after the images are cut into patches, the amount of pre-training data exceeds 500,000 images. This is more than 30 times as many training samples as the IQA database, and enough to train a good distortion degree identification network.
Because of the large size of the pre-training set, it is unrealistic to perform a completely subjective test on each image to obtain the MOS. The degree of image distortion is known during the distortion of the composite image, which is highly consistent with the image quality. Hence, the level information is used in the synthesis process. And the designed network is pre-trained to identify the degradation degree.
Since pristine images are fed into the model by adding the "pristine" category, the training set is mildly unbalanced. Specifically, the number of images suffering from a particular distortion is L times as many as pristine images. In experiments, instead of the over-weighting pristine image in the loss function, it is over-sampled L times during training, which is beneficial for learning strong discriminative features to handle mild distortion cases.
Because the task of measuring the image distortion degree is relatively simple compared with the image quality prediction. The network composed of CNN and LSTM is designed to extract the image distortion information. The detailed architecture is shown in Fig. 3 . The CNN block is utilized to extract the spatial feature of the image patch. All convolutions have a kernel size of 5×5, and zero padding is adopted to keep the resolution of feature activations. The max-pooling layers set the kernel size to 2×2. Rectified linear unit (ReLU) [28] is adopted as the nonlinear activation function since it delivers reliable performance in many computer vision applications. Meanwhile, the LSTM block takes the image patch as input to obtain the temporal variation characteristics of the image distortion in space. It is very effective for a few non-uniform distortion types and authentic distortion. In a nutshell, the network structure includes two layers of LSTM units with a length of 128. The output of the last convolutional layer and the output of the LSTM are stretched into a one-dimensional vector and fused to obtain the image distortion degree features. At the last, fully connected layer and softmax layer follow to get the exact level of distortion.
The model parameters are collectively denoted by w 1 and the cross-entropy loss are considered here for training. Given N training data tuples {(X (1) , K (1) ), . . . , (X (N ) , K (N ) )}, where X (i) denotes the i-th raw input RGB image and K (i) is the ground-truth multi-class indicator vector. The softmax function is defined aŝ
where y 
C. IMAGE QUALITY PREDICTION NETWORK Inspired by the architecture philosophy of VGG-16, we designed a deep convolutional neural network for image quality prediction. Combining the distortion degree identification network, a residual structure like network is proposed to predict reasonably quality. Fig. 4 shows the architecture of the proposed quality prediction network. The image patch is taken as the network input to extract image content features. All convolutional layers adopt a kernel size of 3×3 and zero padding which can keep the resolution of feature activations. The max-pooling layers are used to reduce the size of the feature map. The fusion layer combines the convolutional features vector Y 1 and the estimated distortion degree vector Y 2 to obtain an enhanced feature vector
where α is the balance weight to impose relative emphasis on one over the other. The outer product F is a vector whose length is the sum of the lengths of Y 1 and Y 2 . After obtaining the fused feature F, a fully connected layer was used to predict the quality score. At last, the L 2 norm is considered as the empirical loss, which is widely used to fine-tune the whole network model [6] , [25] on a target IQA database
where q i is the ground truth subjective quality score of the i-th image in a mini-batch andq i is the predicted quality score by the proposed VRPON.
D. VISUAL SALIENCY POOLING STRATEGY
Most patch-based BIQA methods directly take the average of all patches' scores as the image quality. Because the content of the image is different, the area of the image that the human eye pays attention to is also different. It can be seen from the subjective experiments that the human visual system focuses more on the quality of visual saliency objects when subjectively rating the image. Therefore, it is not appropriate to directly calculate the mean of all patch score as the final prediction.
When human being observes an image, the attention is attracted to salient stimuli. And then the subjective quality score will be affected by the salience regions. This paper proposes a visual saliency pooling strategy based on LC method [30] . It calculates the global contrast of a pixel on the whole image, that is, the sum of the distance between the pixel and all other pixels in the image. The saliency value of a pixel I (k) in image I is calculated as follows 
where N represents the number of pixels in the image. However, if the direct formula definition is adopted, the time complexity of the algorithm will be very high. So, it is necessary to adopt the image histogram to optimize the formula. Given an image, the color values for each pixel I (k) are known. Assuming I (k) = a m , the above formula can be further reconstructed
VS(a m ) = 255 n=0 f n a m − a n (8) where f n represents the frequency of pixel value a n in the image. f (.) can be represented by image histogram. Given an image I , the corresponding visual saliency map I * can be obtained by the above equation. Patches {X (1) , X (2) , . . . , X (L) } and {X * (1) , X * (2) , . . . , X * (L) } are obtained from repeated sampling in the same way on the original image and corresponding saliency map, respectively. L is the number of samples in an image. X (i) and X * (i) respectively represent the i-th patch from I and I * . The weight of each patch's quality score is determined by the sum of its saliency map's pixel value divided by the sum of the saliency map's pixel value of the whole image
where a x and a y denote the pixel values of a point in the graph respectively. A weight vector W = {w (1) , w (2) , . . . , w (L) } is calculated according to this step. When patches {X (1) , X (2) , . . . , X (L) } through the VRPON network, their corresponding predicted quality scores Q = {q (1) , q (2) , . . . , q (L) } will be obtained automatically. The quality score of the image I is obtained as follow score = W T Q (10)
IV. EXPERIMENT
This section first describes the experimental setups, including IQA databases, experiment protocols, and evaluation criteria.
To validate the effectiveness of VRPON, we conduct five experiments: comparison on individual databases and distortion types, cross databases test, ablation study and factor analysis.
A. EXPERIMENTAL SETUPS 1) DATABASES
Four databases are employed to validate the performance of the proposed method including LIVE [31] , CSIQ [32] , TID2013 [11] , LIVE in the wild challenge [33] and Waterloo Exploration Database [27] . The summary of each database is tabulated in The training process uses the Adam optimization algorithm. In addition to the initial learning rate, the rest of the parameters are configured by the default settings. When pretrain the distortion degree identification network, the initial learning rate is set to lr = 10 −4 . The VGG-16 model parameters that have been pre-trained on ImageNet are filtered into the proposed model. The initial learning rate for the entire proposed network is set to lr = 10 −5 . Then the learning rate is adjusted according to the following formula
T and s are the current iterative number and iteration step respectively. In the actual experiment, s = 20. d is the learning rate attenuation coefficient, which is set to 0.1. At the same time, in order to prevent the overfitting, regularization items are adopted. And the weight decay is set to 10 −7 .
3) EVALUATION CRITERIA
To evaluate the performances of the IQA algorithms, three standard measures is used in experiments, i.e., Spearman's rank-order correlation coefficient (SROCC), Pearson linear correlation coefficient (PLCC) and Perceptually Weighted Rank Correlation (PWRC) [37] .
Spearman's rank-order correlation coefficient (SROCC): It is a nonparametric measure and is defined as
where d i is the difference between the predicted score and ground-truth score of the i-th image, and n is the number of images. SROCC is independent of monotonic mappings. Pearson linear correlation coefficient (PLCC): It is a nonparametric measure of the linear correlation
whereŜ i and S i stand for the MOS and the model prediction of the i-th image respectively, µŜ and µ S indicate the average of each. SROCC measures the monotonicity and consistency between predicted scores and subjective opinion mean scores, while PLCC measures the linear relationship between them. Perceptually Weighted Rank Correlation (PWRC) develop the nonuniform weighting and adaptive activation schemes to evaluate the rank accuracy.a confidence-aware rank correlation measurement from the area under the curve (AUC), which accumulates PWRC values across a given threshold range [Tmin, Tmax] is defined as
where AUC ca is a scalar that reflects the overall sorting performance under a given confidence interval.
B. COMPARISON ON INDIVIDUAL DATABASES
In order to verify the effectiveness of the proposed model, VRPON is compared with two FR-IQA methods (SSIM [34] , FSIM [35] ) and ten BIQA methods (BLIINDSII [19] , BRISQUE [9] , CORNIA [10] , HOSA [22] , SOM [8] , CNN [6] , BIECON [12] , RankIQA [24] , RAN [14] , BPSQM-Fg-MD [15] ), where the latter five BIQA are based on deep learning. Since there are 24 different distortion types on TID2013, in order to improve the prediction accuracy, a step operation is added here.The tags of different distortion levels of each distortion type in TID2013 training set were used to conduct pre-training operation on the distorted degree identification network again, so as to ensure the high accuracy and robustness of the distorted degree identification network. In addition,there is no reference image in the LIVE challenge database, the FR-IQA methods are not tested on this. To train the VRPON on LIVE challenge, the model is pre-trained on TID2013, and the second training stage is conducted on LIVE challenge. As shown in Table 2 , all the methods are compared in each database. The best two models among the BIQA methods for each evaluation criterion are shown in bold.
Among BIQA methods, DNN-based methods are generally superior to the previous methods. In particular, the VRPON achieves the highest correlation on most databases, which not only has better performance than state-of-the-art methods on artificially distorted images (LIVE, TID2013, CSIQ), but also has better robustness for different authentic distortion image (LIVE challenge). Table 3 and Table 4 show the performance of VRPON on individual distortion types on the LIVE database and TID2013 database compared with other FR-IQA and BIQA algorithms, respectively. The models are trained with all the distortion types from the training set and are tested on the individual distortion type from the testing set. In contrast to Table 2 , some of these BIQA algorithms do not publish results on TID2013 database on each of the distortion types, so it is not presented. The best two models among the BIQA methods are shown in bold.
C. COMPARISON ON INDIVIDUAL DISTORTION TYPES
From Table 3 , it can be seen that the proposed model has achieved more effect than traditional BIQA models on most distortion types. Because the four distortion types in the LIVE database are the same as the ones used to pre-train distortion degree identification networks. So, VRPON works very well both on the entire database and on the individual distortion types.
As shown in Table 4 , even when each distortion type is tested separately, the proposed method is the best model on most distortion types. In addition, VRPON achieves a much better result in the #14(Non-eccentricity pattern noise), #15(Local bock-wise distortions) and #18(Change of color saturation). It is due to the visual saliency pooling strategy, which reasonably controls the overall image score and revalidates its effectiveness.
D. CROSS DATABASES TEST
To evaluate the generalization ability of VRPON, it is trained on the LIVE IQA database and is tested on the TID2008 database. Since the TID2008 includes more distortion types, for the sake of fairness, only the common types are chosen between the two databases, including JP2K, JPEG, WN, and Gblur. In addition, since the types and ranges of subjective scores of the two databases are different (the MOS range is [0, 9] , the lower values indicate higher perceptual quality; the DMOS range is [0,100], the higher values indicate higher perceptual quality). Following the suggestion in [36] , the predicted score is passed through a nonlinear logic mapping function before calculating the PLCC:
where {β i ; i = 1, 2, 3, 4, 5} are regression parameters to be fitted. Table 5 shows that the proposed method performs well on the four distortion types compared with others, which suggest that the proposed method does not depend on the database and shows good generalization capabilities.
E. ABLATION STUDY
To demonstrate the effectiveness of each innovation, an ablation experiment is conducted on LIVE and TID2013. The simple quality prediction network model is used as a baseline (BL), and the overall results are shown in Fig. 5 and Fig. 6 , respectively. It analyzes each proposed component based on the baseline network, by comparing both SROCC and PLCC.
In the first step, the visual saliency pooling strategy is added to the baseline (BL + VSPS), replacing the traditional averaging strategy. Secondly, the distortion degree identification network and the quality prediction network are united as a new model (DDIN + BL), which is the core of the proposed method. Finally, all innovations (DDIN + BL + VSPS) are combined to observe whether there is mutual exclusion between modules. Obviously, all innovations are mutually exclusive and effective for BIQA. 
F. FACTOR ANALYSIS
The balance weight in Eq. (3) is set to account for the scale difference between the two terms. Fig. 7 and Fig. 8 show the effect of different balance weight on the final result on the LIVE datasets and TID2013 datasets, respectively. It can be seen that the best evaluation results can be obtained when alpha equals to 0.8 on LIVE and 0.5 on TID 2013, because a lot of distortion in TID2013 cannot be simulated manually, which leads to the incomplete regression of distorted degree in TID2013, and the final result does not depend too much on the degree of image distortion. It should be noted that the LIVE database and CSIQ database are similar in the number and kind of distortion types, so the value of alpha for CSIQ is also 0.2. When training on the LIVE challenge database, the model is pre-trained on TID2013, so the alpha is equal to 0.8, which is same with training on TID2013.
G. SALIENCY METRIC COMPARISON
In order to verify the visual saliency pooling strategy proposed in this paper, 10 state-of-the-art saliency algorithms are selected to generate saliency maps, including LC [30] , DSR [39] , MC [40] , CA [41] , FES [42] , PCA [43] , SEG [44] , SR [45] , SIM [46] and SWD [47] . The quality score of the whole image is calculated in these different ways. And the final model correlation coefficients are listed in Table 6 . Baseline in Table 6 represents that the pooling strategy adopts simple averaging image patches. Meanwhile, the top three items in each column of the table have been bolded. Different significance detection methods have slightly different influences on the final results, but most of them can improve the accuracy effectively.
In addition, in order to further explore the influence of different salient detection methods in the training process, some algorithms with better performance are selected in the table. By observing the accuracy of the verification set during the training process of the model, following results are obtained. Fig. 9 shows the training of the model on the LIVE database with different pooling strategies (mean, LC, FES, PCA, SIM). As the model is updated iteratively, the accuracy of PCA, LC and SIM are improved faster than that of the direct averaging method in the verification set. In the process of gradual convergence of the model, excellent results are achieved in both LC and SIM.
V. CONCLUSION
In this paper, a novel visual residual perception optimized network (VRPON) is proposed to predict image quality. Through the effective combination of the distortion degree identification network and quality prediction network. The proposed method obtains excellent robustness on both synthetic and authentic distortion types. VRPON has a good representation of the image quality features under different distortion types and achieves state-of-the-art performance on four public databases. In future works, more visual properties can be embedded in the construction of deep networks to improve the performance.
LIHUO HE (M'14) received the B.Sc. degree in electronic and information engineering and the Ph.D. degree in pattern recognition and intelligent systems from Xidian University, Xi'an, China, in 2008 and 2013, respectively.
He is currently an Associate Professor with Xidian University. His current research interests include image/video quality assessment, cognitive computing, and computational vision.
YANZHE ZHONG received the B.Sc. degree in electronic information engineering from Xidian University, Xi'an, China, in 2017, where he is currently pursuing the M.Sc. degree.
His research interests include visual information processing, quality assessment, and deep learning.
WEN LU received the B.Sc., M.Sc., and Ph.D. degrees in signal and information processing from Xidian University, Xi'an, China, in 2002 China, in , 2006 China, in , and 2009 From 2010 to 2012, he was a Postdoctoral Research Fellow with the Department of Electronic Engineering, Stanford University, Stanford, CA, USA. Since 2009, he has been with the School of Electronic Engineering, Xidian University. He is currently a Professor with the School of Electronic Engineering, Xidian University. He has authored or coauthored more than two books and around 50 technical articles in refereed journals and proceedings, including the IEEE TRANSACTIONS ON IMAGE PROCESSING, the IEEE TRANSACTIONS ON CYBERNETICS, Information Science, and Neurocomputing. His current research interests include multimedia analysis, computer vision, pattern recognition, and deep learning.
Dr. Lu is on the Editorial Boards and serves as a Reviewer for many journals, such as the IEEE TRANSACTIONS ON IMAGE PROCESSING and the IEEE TRANSACTIONS ON MULTIMEDIA. 
