Abstract. The following conditions are necessary and sufficient for an arbitrary càdlàg local martingale to be a uniformly integrable martingale: (A) The weak tail of the supremum of its modulus is zero; (B) its jumps at the first-exit times from compact intervals converge to zero in L 1 , on the events that those times are finite; and (C) its almost sure limit is an integrable random variable.
Introduction
Let (Ω, F , F, P) be a filtered probability space, whose filtration F = (F t ) t≥0 is assumed to be right-continuous, and let S f denote the family of finite-valued stopping times on (Ω, F , F, P). Unless indicated otherwise, stochastic processes are defined on (Ω, F , F, P), and are adapted to F, as well as being real-valued and càdlàg. We denote the family of local martingales by M loc , while M denotes the family of uniformly integrable martingales. Our concept of a local martingale corresponds with that of Jacod and Shiryaev (2003, Definitions I.1.33 and I.1.45) , which implies that E(|M 0 |) < ∞, for all M ∈ M loc .
1 The strict inclusion M M loc gives rise to the following problem, which is the focus of our study. Problem 1.1. Given M ∈ M loc , formulate necessary and sufficient conditions for determining whether M ∈ M .
A promising approach to Problem 1.1 focuses on the weak tails of the suprema of the moduli of local martingales, as well as the weak tails of their quadratic variations. Several previous studies have employed this approach to derive necessary and sufficient conditions under which a given local martingale is a uniformly integrable martingale. However, the results obtained so far are not completely general, since the process in question is always required to satisfy additional regularity and/or integrability conditions. We begin with a brief survey of the relevant literature.
The following argument, which traces its origin to Rao (1969) , represents the starting point. Consider a continuous martingale M = (M t ) t≥0 satisfying sup t≥0 E(|M t |) < ∞. In that case, Doob's martingale convergence theorem ensures that the almost sure limit M ∞ := M ∞− exists and satisfies E(|M ∞ |) < ∞. Let
follows that
Finally, an application of the dominated convergence theorem yields Novikov (1981) independently obtained the same characterisations of uniformly integrable martingales, in the context of first-passage problems. Elworthy et al. (1997 Elworthy et al. ( , 1999 and Takaoka (1999) extended the previous results, by obtaining weak tail characterisations of uniformly integrable martingales within the class of continuous local martingales, provided the processes in question meet certain integrability requirements. Further generalisations were obtained by Novikov (1997) , and Liptser and Novikov (2006) , while Kaji (2007 Kaji ( , 2008 Kaji ( , 2009 ) presented weak tail characterisations of uniformly integrable martingales within the class of locally square-integrable martingales. Once again, the processes under consideration must satisfy a variety of additional integrability conditions for the results to be applicable.
We contribute to the literature surveyed above by deriving a weak tail characterisation of uniformly integrable martingales that solves Problem 1.1 in full generality, without restricting to local martingales of a certain type. In particular, since the suite of conditions we present is both necessary and sufficient for an arbitrary local martingale to be a uniformly integrable martingale, our result is not subject to any restrictive integrability and/or regularity constraints. In detail, we prove the following theorem.
where ∆M := M − M − is the jump process associated with M .
It turns out that Conditions (A)-(C) hold, with ordinary limits instead of limits inferior, if M ∈ M . We may thus replace the limits inferior with ordinary limits in Conditions (A) and (C), without affecting the validity of Theorem 1.2.
Condition (A) falls within the tradition of weak-tail characterisations of uniformly integrable martingales surveyed above, while Condition (C) also appears in Ruf (2015) . There it is shown that a local martingale M is a uniformly integrable martingale if and only if E(|M τ |) < ∞ and E(M τ ) = E(M 0 ), for all τ ∈ S f , and Condition (C) holds. Condition (B) does not appear to have been considered before in the context of Problem 1.1. Theorem 1.2 also provides necessary and sufficient criteria for determining whether a given local martingale is a martingale, or a strict local martingale. To appreciate this, recall that M ∈ M loc is a martingale if and only if M t := M t∧ · ∈ M , for all t ≥ 0. Applying this observation to Theorem 1.2 yields the following corollary. 
for all t ≥ 0.
The remainder of the article is structured as follows. We prove Theorem 1.2 in Section 2, while Section 3 presents several revealing examples. In particular, we construct examples of local martingales that are not uniformly integrable martingales, due to the selective failure of precisely one of Conditions (A)-(C). Finally, Section 4 exploits Theorem 1.2 to present a systematic procedure for constructing uniformly integrable martingales whose suprema are not integrable.
The Proof of Theorem 1.2
In the lead-up to the proof of Theorem 1.2, we first explore some of the consequences of Conditions (A)-(C). To begin with, recall that a continuous local martingale that is stopped when first it leaves a compact interval is a bounded local martingale, and hence also a uniformly integrable martingale. The following lemma generalises this result.
Proof. Condition (B) guarantees the existence of a λ * ≥ 0, such that E
Given λ ≥ λ * , an application of the dominated convergence theorem then yields
In other words, M τ λ is a local martingale that belongs to class (D) (see e.g. Jacod and Shiryaev 2003, Definition I.1.46) , and is thus a uniformly integrable martingale (see e.g. Jacod and Shiryaev 2003, Proposition I.1.47) . On the other hand, if λ ∈ [0, λ * ], then τ λ ≤ τ λ * , whence M τ λ = M τ λ * ∧τ λ ∈ M , since M τ λ * ∈ M and the family of uniformly integrable martingales is stable under stopping.
Of course, a local martingale may satisfy the conclusion of Lemma 2.1 without necessarily satisfying Condition (B). To illustrate this point, consider a non-negative local martingale M ∈ M loc that does not satisfy Condition (B) (see Example 3.2 below), and fix λ ≥ 0. Since M is then a non-negative supermartingale, the random variable M τ λ ≥ 0 is well-defined and satisfies E(M τ λ ) ≤ E(M 0 ) < ∞ (see e.g. Jacod and Shiryaev 2003, Theorem I.1.39). Moreover,
for all t ≥ 0. These two observations imply that
Next, we establish two useful facts about local martingales for which Conditions (A)-(B) hold, one of which is that such processes possess real-valued almost-sure limits.
Moreover, the almost sure limit M ∞ := M ∞− exists and satisfies M ∞ ∈ R.
Proof. Note that the almost sure limit M τ λ ∞ := M τ λ ∞− exists and satisfies M τ λ ∞ ∈ R, for all λ ≥ 0, as a result of Lemma 2.1. Now observe that lim
by virtue of the dominated convergence theorem, and a direct application of Conditions (A)-(B). Given λ ≥ 0, it also follows that
since Condition (A) implies that lim λ↑∞ P(τ λ < ∞) = 0. That is to say, the almost sure limit
Finally, we establish a convergence result that is used in the proof of Theorem 1.2 to show that Conditions (A)-(C) are sufficient for a local martingale to be a uniformly integrable martingale.
Proof. An application of the dominated convergence theorem gives
by virtue of Condition (A), from which it follows that lim λ↑∞ 1 {τ λ <∞} = 0. Another application of the dominated convergence theorem then yields
since Lemma 2.2 and Condition (C) ensure that M ∞ := M ∞− exists and satisfies E(|M ∞ |) < ∞. Finally, we observe that
by virtue of Lemma 2.2 and the previous argument.
The proof of Theorem 1.2 verifies Conditions (A)-(C) directly, for any uniformly integrable martingale, before using Lemma 2.3 to demonstrate that a local martingale satisfying those conditions is a uniformly integrable martingale.
Proof of Theorem 1.2. (⇒) Suppose M ∈ M , in which case Condition (C) holds immediately, since M ∞ := M ∞− exists and satisfies E(|M ∞ |) < ∞. Moreover, |M | is a uniformly integrable submartingale, which implies that
for all λ ≥ 0. Next, by applying the monotone convergence theorem, followed by Doob's maximal inequalities, we obtain
from which lim λ↑∞ 1 {τ λ =∞} = 1 follows. Combining this with (2.1) gives
by an application of the monotone convergence theorem. In other words, Condition (A) holds. Finally, the inequality |∆M τ λ | ≤ 2|M τ λ |, for all λ ≥ 0, together with the fact that |M | is a uniformly integrable submartingale, yield
by virtue of the dominated convergence theorem, since (2.2) implies that lim λ↑∞ 1 {τ λ <∞} = 0, and E(|M ∞ |) < ∞. That is to say, Condition (B) holds.
for all t ≥ 0, by virtue of Fatou's lemma and Lemma 2.3, from which it follows that
Consequently, there exists a non-decreasing sequence (λ n ) n∈N of non-negative F t -measurable random variables, such that lim n↑∞ λ n = ∞ and
for all t ≥ 0, since Lemma 2.1 ensures that M τ λn ∈ M , for each n ∈ N, and lim n↑∞ τ λn = ∞, by (2.2), since
Some Examples
We begin by constructing three examples of local martingales for which precisely one of Conditions (A)-(C) fails (a different one in each case), while the other two hold. In each case, Theorem 1.2 legislates that the process in question is not a uniformly integrable martingale.
This establishes the minimality of Conditions (A)-(C).
A Brownian motion is an obvious example of a local martingale for which Condition (A) fails, while Conditions (B)-(C) hold. However, the class of non-negative time-homogeneous regular diffusions in natural scale provides a more interesting family of examples. All processes of this type are local martingales that satisfy Conditions (B)-(C). However, since the limit in Condition (A) is non-zero for such processes, it follows that they cannot be uniformly integrable martingales.
Example 3.1 (Condition (A) fails). Let X = (X t ) t≥0 be a non-negative time-homogeneous regular scalar diffusion in natural scale, with state-space [0, ∞) or (0, ∞), depending on its behaviour at the origin. Since such a process is continuous, it trivially satisfies Condition (B). Being in natural scale means that the scale function for X is determined by s(x) := x, for all x > 0. This ensures that X is a non-negative P x -local martingale, for all x > 0, and consequently also a non-negative P x -supermartingale. As a result, it satisfies Condition (C). The fact that X is a non-negative supermartingale imposes constraints on its behaviour at the origin. In particular, the origin is either an absorbing boundary or a natural boundary. In the former case the state space of X is [0, ∞), while it is (0, ∞) in the latter case. Either way, we observe that
for all x > 0 and all λ ≥ x, where P x is the probability measure under which X 0 = x.
2
Consequently, we obtain
for all x > 0. That is to say, X is not a uniformly integrable martingale, due to the failure of Condition (A).
The next example constructs a non-negative pure-jump martingale that is not a uniformly integrable martingale, since it satisfies Conditions (A) and (C), but not Condition (B). Starting with an initial value of one, the process jumps only at integer-valued times, while remaining constant over the intervening intervals. Negative jumps take it to zero, where it is absorbed, while the sizes of successive positive jumps grow combinatorially. To ensure that the resulting process is a martingale, the probabilities of positive jumps decrease very quickly. 
for all y ∈ R + and each n ∈ N, as well as a sequence (ξ n ) n∈Z + of Bernoulli random variables, with ξ 0 = 1 and
for each n ∈ N. We assume that Y n is independent of ξ 0 , · · · , ξ n and Y 0 , · · · , Y n−1 , for each n ∈ N. The filtration F = (F t ) t≥0 is determined by F t := σ(ξ n , Y n | 0 ≤ n ≤ ⌊t⌋), for all t ≥ 0, while the process M = (M t ) t≥0 is specified by
for all t ≥ 0. It follows that M is adapted to F, while the boundedness of Y n , for each n ∈ Z + , ensures that E(|M t |) < ∞, for all t ≥ 0. Also note that (3.2) implies that n i=0 ξ i = ξ n , for each n ∈ Z + , so that we may write M t = ξ ⌊t⌋ Y ⌊t⌋ , for all t ≥ 0. This yields the useful identities
for each n ∈ Z + . It also allows us to rewrite (3.2) as follows:
for each n ∈ N. It is now easy to see that M is a martingale, since
for each n ∈ N, by virtue of (3.3), (3.4), and the fact that Y n is independent of σ(ξ n ) ∨ F n−1 . Moreover, since M is non-negative, Condition (C) holds a fortiori. Next, we compute the probability that M is strictly positive at any integer-valued time as follows:
for each n ∈ N, with the help of (3.3), (3.4), and the fact that M is a martingale with M 0 = 1. Consequently, given n ∈ N, we obtain
for all λ ≥ 0, since Y n is independent of ξ n . Now, given λ > 1, let n ∈ N be the unique positive integer such that n! < λ ≤ (n + 1)!. In that case, the previous two identities, together with (3.1), give
,
which establishes that M satisfies Condition (A). Finally, given n ∈ N, we use the identities ξ 2 n+1 = ξ n+1 and ξ n+1 ξ n = ξ n+1
with the help of (3.1), (3.3) and (3.4), and the fact that M is a martingale. Hence,
from which we deduce that M does not satisfy Condition (B). So M is a non-negative martingale that satisfies Conditions (A) and (C), but not Condition (B), and is thus not a uniformly integrable martingale.
The next example presents a continuous local martingale that satisfies Conditions (A) and (B), but not Condition (C). It elaborates on an example originally due to Azema et al. (1980) . Example 3.3 (Condition (C) fails). Let B be a one-dimensional Brownian motion defined on (Ω, F , F, P), and suppose the sigma-algebra F 0 accommodates a discrete random variable Y , whose distribution is determined by
, for each n ∈ N, where 
, for each n ∈ N. The martingale M := B ρ then satisfies Condition (A), since
Moreover, M satisfies Condition (B), by virtue of its continuity. Based on these observations, Lemma 2.2 ensures that M ∞ := M ∞− exists and satisfies M ∞ = B ρ = ±Y . However,
implies that M does not satisfy Condition (C), which implies that it cannot be a uniformly integrable martingale.
Consider a non-negative time-homogeneous regular scalar diffusion X in natural scale, as in Example 3.1. Although we have established that X is not a uniformly integrable martingale, the question of whether it is a martingale or a strict local martingale is often important in applications. First note that X satisfies Conditions (B ′ ) and (C ′ ), for the same reasons that it satisfies Conditions (B) and (C). According to Corollary 1.3, it is thus a P x -martingale, for all x > 0, if and only if it satisfies Condition (A ′ ). Fortunately, it is straightforward to check whether X satisfies Condition (A ′ ) in this setting. First, given α > 0, we recall the identity
for all x > 0 and all λ ≥ x, where ψ α is the unique (up to multiplication by a positive scalar) monotonically increasing solution to the ordinary differential equation
for all x > 0 (see e.g. Borodin and Salminen 2002, Section II.1) .
3 Next, we observe that
for all x > 0 and all λ ≥ 0, by virtue of the maximal inequality for non-negative supermartingales (see e.g. Revuz and Yor 1999, Exercise II.1.15) . Moreover, the Laplace transform of the upper bound above is finite:
for all x > 0. We may thus use the dominated convergence theorem to get
for all x > 0, where the fourth equality follows from the integration by parts formula, and the final equality is an application of L'Hôpital's rule. It follows that this condition is equivalent to ψ ′ α (∞−) = ∞ (see Hulley and Platen 2011, for a formal demonstration of the equivalence). We employ these two criteria below to investigate the martingale properties of two specific non-negative time-homogeneous regular scalar diffusions in natural scale. First we demonstrate that a driftless geometric Brownian motion is a martingale.
Example 3.4 (Condition (A ′ ) holds). Let X be a driftless geometric Brownian motion. That is to say, the state-space of X is (0, ∞), and its scale function and speed measure are given by s(x) := x and m(dx) := 2 x 2 dx, for all x > 0. Furthermore, given any α > 0, the monotonically increasing solution to (3.5) is
implies that X is a P x -martingale, for all x > 0. We arrive at the same conclusion by observing that
or by noting that ∞ is a natural boundary for X.
Our second example is the inverse of a Bessel process of dimension three. We demonstrate formally that such a process is a strict local martingale: Example 3.5 (Condition (A ′ ) fails). Let X be the inverse of a Bessel process of dimension three. Its state-space is (0, ∞), while its scale function and speed measure are given by s(x) := x and m(dx) := 2 x 4 dx, for all x > 0. In that case, the monotonically increasing solution to (3.5) is given by
x , for all x > 0, where α > 0 is given. Since
it follows that X is a strict P x -local martingale, for all x > 0. This is confirmed by observing that
or by noting that ∞ is an entrance boundary for X.
A Remark on H 1 Martingales
Following Dellacherie and Meyer (1982, Section VII.3) , let H 1 denote the family of local martingales M ∈ M loc , for which E
it follows that a local martingale M ∈ M loc belongs to H 1 if and only if it satisfies the condition Example 4.1 (Condition (D) fails). Fix a non-negative local martingale M ∈ M loc \ M that is not a uniformly integrable martingale, and define the non-decreasing sequence (c n ) n∈N ⊂ (1, ∞) by setting
for each n ∈ N. Since M / ∈ H 1 , it follows that lim n↑∞ c n = ∞. Next, suppose that (Ω, F , P) accommodates a discrete F 0 -measurable random variable Y ∈ N that is independent of M , and whose distribution satisfies P(Y > n) = 1 /cn, for each n ∈ N, and let σ := inf{t ≥ 0 | |M t | > Y } (4.2) 4 Dellacherie and Meyer (1982, Section VII.3) actually define H 1 to be the family of martingales satisfying E sup t≥0 |Mt| < ∞. However, it is easy to see that every local martingale satisfying that condition is in fact a (uniformly integrable) martingale (see e.g. Protter 2005 , Theorem I.51). since (c n ) n∈N is non-decreasing and lim n↑∞ c n = ∞. This implies that M σ / ∈ H 1 . On the other hand, the almost sure limit M σ ∞ := M σ ∞− ∈ R exists, since M σ is a non-negative local martingale, and hence also a non-negative supermartingale. Moreover,
where the penultimate equality follows from the fact that M τn ∈ M , for each n ∈ N, by virtue of the discussion following Lemma 2.1. This establishes that M σ ∈ M .
Consider a local martingale M ∈ M loc that belongs to Class (C 0 ), according to the terminology of Nikeghbali and Yor (2006) for each n ∈ N. It is then straightforward to see that lim n↑∞ c n = ∞, which is the crucial ingredient for showing that M σ / ∈ H 1 , where the stopping time σ is given by (4.2).
