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Imbalanced data prevalently exist in the pattern classification problems. There are 
big differences in the amount and distribution of different classes, and the 
misclassification often has sharply different impacts for different classes. Therefore, 
how to handle imbalance data is of high practical significance. Support vector 
machine is believed by some scholars as an ideal tool for dealing with the imbalanced 
problem, because the decision-making process is only dominated by a small number 
of support vectors, rather than other ordinary samples. In other words, the degree of 
overall imbalance has limited impact on the classification results. However, in effect, 
SVM not always can well solve the imbalanced classification problem. In this work, 
base on the observation of data distribution, class imbalance should not simply be 
estimated by the differences of sample size of different classes, but also by the density 
of samples near the decision surface. We analyze the immanent mechanism why SVM 
is not suitable for all imbalanced data. In particular, we estimate the density of 
samples near the decision surface with reverse K nearest neighbor and K nearest 
neighbor density estimation, and this can explain why SVM works in some 
imbalanced data, but fails in others. By choosing the estimated ration as the 
proportion of equalization process, we achieve good performance in most imbalanced 
datasets. 
Another important issue in pattern classification is multiple classification feature 
selection methods，which are designed to seek a common optimal feature subset for 
multiple subclasses. Essentially the multi-classification feature selection is a 
multi-objective optimization problem, and the current study is often based on the 
assumption that the common optimal feature exists. As a result, the optimization 
process is directed by these common features, neglecting some features with better 
discriminate ability in some single-class. In the second part of this work, we seek 
discriminative features for each class and propose classificatory feature selection on 
multi-classification on gene expression data, and combine sub SVM models based on 
probability multi-classification SVM, achieving better classification results. This 
method can reduce the complexity of the original problem. However, there are also 
imbalance problems while using the probability combination multi-classification 
SVM. To address this, we apply density estimation method to the local multiple 















the local feature selection method after equalization processing can lead to better 
accuracy. 
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