In this paper, Biogeography-based optimization (BBO) algorithm has been presented for solving the economic dispatch (ED) problems. An optimal short-term thermal generation schedule for 24 time intervals has been presented for the same purpose. The BBO algorithm has been applied to two different test systems, one consisting of three generators and the other of six generators.The results obtained are compared with the conventional Lagrange multiplier method and the particle swarm optimization (PSO) method. The results show that the presented BBOalgorithm provides comparatively better solutions in terms of total fuel cost as compared to other methods.Also, the global search capability is enhanced and premature convergence is avoided.
INTRODUCTION
Economic Dispatch (ED) is one of the most important issues in power system operation. The main aim of ED is to minimize the operating cost of units, while satisfying the load demand and certain constraints at the same time [1] . Many conventional methods have been developed in the previous years for solving the ED problem. Some of these methods include Lagrange multiplier method, direct search method, Newton-Raphson method, efficient method [1] [2] [3] . In these methods assumption is made that the incremental cost curves of the generators are monotonically increasing piece-wise linear. However, in practical case the cost curves of the generators are highly non-linear and hence, such an assumption may not give accurate results. The nonlinearities in the generator operation are due to valve-point loading effects, prohibited operating zones, etc. [1] .
In recent years certain artificial intelligence (AI) techniques such as Fuzzy Logic (FL) [4] , Artificial Neural Network (ANN) [5] [6] , Genetic Algorithm (GA) [7] [8] , Particle Swarm Optimization (PSO) [11] [12] [13] , Bacteria Foraging Optimization (BFO) [14] , Differential Evolution (DE) [15] [16] etc. have been successfully applied to the ED problems for units having non-linear cost functions. Although the GA model has been employed successfully in various optimization problems, recent researches show some difficulties with its implementation. GA shows quiet a large inefficiency when being implemented to objective functions in which the parameters to be optimized are highly correlated [9] . Also premature convergence is another problem that reduces its searching capability [10] . PSO, inspired by social behavior of bird flocking or fish schooling, has been found to be more robust in solving such nonlinear optimization problems. Therefore, many researchers have tried PSO and its hybrids in solving ED problems [12] [13] . DE is one of the most prominent new-generation AI techniques that exhibits consistent and reliable performance for solving nonlinear problems and has been found to be effective for constrained optimization problems [16] .
In this paper a latest and newly developed Biogeography based optimization (BBO) [17] algorithm has been applied to the ED problems. The BBO algorithm was developed by D. Simon in the year 2008 from the theory of Biogeography as its base. To show the effectiveness of the BBO, the BBO algorithm has been applied to two different test systems, one comprising of three generating units and the other one comprising of six generating units. The results of BBO are compared with the conventional Lagrange multiplier method and PSO method and it has been found that the BBO algorithm shows superior performance. Till now, the BBO technique has been applied to various ED problems [18] [19] only by a few researchers. In this paper, more exhaustive analysis is done taking a 24-hour short-term thermal generation schedule [20] [21] for both the generating systems. Due to lack of space, the 24-hour generation schedule for the six generator system has only been presented.
PROBLEM DESCRIPTION
The objective of the ED problem is to determine the optimal active power output (MW) of each of the generator for a total load demand of (MW). Total fuel cost ($/hr)for generators is minimized subject to the equality and the inequality constraints. The fuel cost curve is approximated as a quadratic function of the active power output from the generators and is represented as [1] :
, , are the fuel cost coefficients of the generator. The ED problem can be defined by the following equation:
subject to the constraints given as: a) the equality constraint -
2) Where, -minimum power output limit of the generator (MW) -maximum power output limit of the generator (MW) The total transmission losses (MW) is a function of unit power outputs that can be expressed using B-coefficients as
0 + 00 (4)
OVERVIEW OF BBO TECHNIQUE
The Biogeography-based optimization algorithm [17] has been developed from the theory of Biogeography as its base. Biogeography is the study of the geographical distribution of biological organisms. Mathematical models of biogeography describe how the biological organisms or species, to be more specific, migrate from one island to another, how new species arise, and how these species become extinct. An island can be defined as any habitat that is geographically isolated from other habitats. The concept of BBO is based on the migration and mutation operations. The concept and mathematical formulation of the migration and mutation operations are briefed below:
Migration
In BBO, the migration operation refers to the process of either entering or leaving of the species into or from an island. Like PSO and other population based search techniques, BBO also uses a population of candidate solutions for optimization purpose. Representation of each candidate solution is done as a vector of real numbers. Here each real number in the population is considered as one suitability index variable (SIV). In ED problem, these SIVs are analogous to the power output of the generators. The SIVs in one array are used to calculate the habitat suitability index (HSI) of a habitat. The HSI is analogous to the objective function as used in other techniques. In ED problem, the HSI is analogous to the generation cost of a generator. Solutions with high HSI represent a superior solution whereas solutions with low HSI represent an inferior solution.
The process of species entering a habitat is known as immigration whereas the process of leaving a habitat is known as emigration. The immigration rate, λ and the emigration rate, μ of each habitat is used to probabilistically share information with other habitats/solutions. Each solution is modified according to probability , known as the habitat modification probability, based on other solutions. If a particular habitat is selected for modification, then its λ is used to probabilistically decide whether or not to modify each SIV of that habitat. If a particular SIV in a given habitat is selected for modification, then μ of other habitats are used to probabilistically decide which of the habitats should migrate a randomly selected SIV from those habitats to that particular habitat. Unlike other AI techniques where the recombination process is used to generate a completely new solution, the migration operation in BBO is used to bring changes within an existing solution. In order to prevent the best solutions from being changed by the migration process, few elite solutions are kept the same in the consequent iterations.
Immigration and emigration rate for habitat containing species is given as [17] 
Where, I, E: the maximum immigration and emigration rates respectively N: maximum number of species that a habitat can contain
Mutation
If some disastrous events happen, the HSI of a habitat can change drastically resulting in the species count to differ from its equilibrium value. In BBO this process is modeled as SIV mutation and the mutation rates of the habitats can be calculated using the species count probabilities [17] given below:
Where, : the probability of the habitat to contain exactly n species Each candidate solution of the population has a probability associated with it, which indicates whether that candidate exists as a solution or not. If the probability of a selected candidate is too low then that candidate is likely to mutate to some other solution. Similarly, if the probability of a given candidate is too high then it has got very little chances to mutate. Therefore, very high HSI solutions and very low HSI solutions are equally improbable to mutate. But medium HSI solutions have a high probability to create better solutions after mutation operation. Mutation rate of each set of solution is calculated in terms of species count probability using the equation given below [17] :
Where, m(n) : the mutation rate for habitat containing exactly n species : user defined parameter max : Largest of all the values With the help of this mutation scheme diversity among the population is increased. Without the mutation operation, the solutions with high probability will try to become more dominant in the population. This mutation scheme helps low HSI solutions to mutate, hence giving them a chance to improve. It also makes high HSI solutions to mutate thereby giving them a chance of further improvement. An elitism approach is also used to save the features of the habitat that contains the best solution in the BBO process. If the HSI of that habitat is ruined due to mutation it can be reverted back to its previous HSI if needed. In ED problem, the mutation operation is performed simply by replacing a selected solution with a randomly generated solution that satisfies the constraints given by (3).
BBO ALGORITHM APPLIED TO ED PROBLEM
The BBO algorithm as applied to ED problem [18] [19] has been summarized below.
Step 1: Initialization of BBO parameters: Choose the number of generators i.e. number of SIVs, number of habitats i.e. population size, power demand, loss coefficients, habitat modification probability = 1, mutation probability = 0.01, maximum mutation rate , maximum immigration rate I = 1, maximum emigration rate E = 1, step size for numerical integration dt = 1, elitism parameter = 2.
Step 2: Initialization of SIVs: Each SIV of a habitat is initialized randomly while satisfying the constraints of (3). Each habitat represents a potential solution to the given problem.
Step 3: Calculation of HSIs: HSI for each habitat is calculated for given immigration and emigration rates. HSI represents the fuel cost of the generators.
Step 4: Identification of elite habitats: Based on the HSI values, elite habitats are identified i.e. those habitats for which the fuel cost is minimum, are selected.
Step 5: Performing migration operation: For each of the nonelite habitats, migration operation is performed. HSI for each habitat is recomputed. SIVs obtained after migration must satisfy the constraints of (3).
Step 6: Performing mutation operation: Species count probability of each habitat is updated using (7). Mutation operation is carried out on the non-elite habitats. HSI value of each new habitat set is recomputed.
Step 7: Stopping criterion: Go to step 3 for next iteration. If the predefined number of iterations is reached, stop the process.
TEST SYSTEMS AND RESULTS
In order to show the effectiveness of the BBO technique, two generating systems have been taken into consideration. The first test system consists of three generating units [1] with a load demand of 300 MW. The second test system has been taken from [11] thatconsists of six generating units with a load demand of 1263 MW. Losses and the effects of prohibited operating zones and ramp rate limits have been neglected in this case.
Case 1: Three Generator System
For this system, population size is 20. Maximum number of iterations is taken as 100.
PSO parameters used are [1] : Minimum inertia weight factor = 0.4 Maximum inertia weight factor = 0.9
Acceleration constants 1 = 2, 2 = 2 Table 1 shows the total generation cost and power output of each generator obtained by Lagrange multiplier, PSO and BBO methods. Convergence characteristics of PSO and BBO are shown in figure 1. The optimal thermal generation schedule for the six generator system is shown in table 3 for a peak demand of 1263 MW.
CONCLUSION
In this paper, the BBO algorithm has been applied to ED problems. The performance of this algorithm has been compared with the conventional Lagrange multiplier method and the PSO algorithm by employing two different test systems and it has been found that BBO algorithm obtains comparative results with respect to these methods. Results obtained through BBO clearly exhibit an improved solution quality and stable convergence characteristics. Global search capability is enhanced and premature convergence is avoided. Also, a 24-hour short-term thermal generation schedule has Been presented for the six generator system to further add to the effectiveness of the BBO algorithm. Table 2 shows the total generation cost and power output of each generator obtained by Lagrange multiplier, PSO and BBO methods. Convergence characteristics of PSO and BBO are shown in figure 2.
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