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Abstract
The image-based 3D reconstruction of real-world objects or scenes has attracted con-
siderable attention in recent years, and several approaches capable of generating high
quality results have been proposed. However, since most of these systems aim at being
fully automatic without the ability to take user input into account, the key problem of
existing image-based 3D reconstruction approaches is the insuﬃcient handling of errors
and failure cases. As a consequence, in practice even low error rates of an automatic
reconstruction algorithm result in considerable and tedious manual post-processing ef-
forts.
To address this issue, in this thesis, we are developing image-based 3D reconstruction
techniques with a focus on interactive systems. For diﬀerent reconstruction scenarios,
we present eﬀective, problem-speciﬁc user-interfaces and demonstrate their practical ap-
plicability at various examples. Clearly, diﬀerent 3D reconstruction scenarios have very
diﬀerent requirements with respect to the image capturing process, the representation
of the model’s geometry, and the actual reconstruction techniques. In order to meet
these requirements, we distinguish three diﬀerent scenarios by the actual size of the
object or scene to be reconstructed, and present suitable geometry representations and
reconstruction algorithms. Speciﬁcally, we discuss approaches for the reconstruction of
individual objects, indoor environments, and complete cities, respectively.
In the ﬁrst part of the thesis, we present two novel techniques for the reconstruction of
individual objects. The ﬁrst is a surface growing approach that employs a greedy expan-
sion of already recovered surface information into unknown regions, with particularly low
requirements on the input data. The second then extends the idea of 3D reconstruction
by surface expansion to an interactive system. Here, the main distinguishing feature is a
user interface which is based on a small set of intuitive 2D painting metaphors to guide
and control the reconstruction process. We demonstrate at various examples that the
interactive approach not only considerably reduces the overall processing time, but is
capable of strongly improving the quality of the resulting models.
The second part of the thesis focuses on the reconstruction of indoor environments.
To be able to cope with complex surface shapes and varying, often completely texture-
less surface materials, we propose a novel active laser-based depth map reconstruction
approach. In contrast to standard laser-based reconstruction techniques that require
the relation between camera and laser to be precisely calibrated, our system is based
on a hand-held laser rig. By recovering the rig’s pose for each frame of the input image
sequence, we enable a ﬂexible reconstruction approach.
Finally, in the third part we consider the reconstruction of entire city regions based on
oblique aerial images. Since standard extrinsic calibration approaches are not applicable
to this image type, we ﬁrst discuss an approach to precisely register a set of oblique
aerial images with a cadastral map. Based on this input data, we then present two
diﬀerent interactive city modeling approaches with a major focus on compact geometry
representations and simple, yet eﬀective user interfaces.
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1. Introduction
Three-dimensional (3D) models of real objects or whole scenes are the key enabler of
a large variety of scientiﬁc and industrial applications in planning, design, simulation,
and visualization. As a consequence, the reconstruction of suitable 3D models is one
of the central problems in computer vision and graphics research, and various diﬀerent
approaches have been developed in recent years. Among these methods, the reconstruc-
tion from images is particularly attractive: Digital images suitable for 3D reconstruction
often can be captured with low-cost consumer cameras. Hence, in contrast to reconstruc-
tion techniques requiring specialized scanning equipment, it is much more cost eﬃcient.
In addition, capturing even large scenes with hundreds of images can be accomplished in
much less time than would be needed for active 3D reconstruction techniques. Further-
more, images not only capture the shape of an object or a scene, but also its appearance.
Hence, the information required to generate realistic and dense textures for the result-
ing 3D models is readily available. Consequently, image-based 3D reconstruction has
attracted considerable attention and several approaches capable of generating high qual-
ity results have been proposed.
A key problem of many existing image-based 3D reconstruction approaches is an insuf-
ﬁcient handling of failure cases resulting from the often-pursued goal of fully automatic
procedures. Such approaches appear as black boxes with a number of user-controlled
parameters such as weight coeﬃcients and thresholds. While fully automatic methods
are certainly desirable, all existing image-based 3D reconstruction techniques are subject
to inevitable errors and failures under various conditions. In case of a failure, the user
is left with two options: either adjust the parameters and re-run the reconstruction in a
trial-and-error process, or manually ﬁx the broken or incomplete result with a standard
3D modeling tool. Since these tools usually are unable to make use of the input images
of the 3D reconstruction process, ﬁxing a broken reconstruction result turns out to be
diﬃcult and time-consuming. Consequently, even for low error rates of an automatic
reconstruction algorithm, both options result in considerable manual eﬀorts.
1
1. Introduction
As a possible solution to this problem, a new class of interactive systems has recently
come into focus in graphics research. In contrast to conventional, completely manual
interactive approaches, these systems aim at taking advantage of the synergy of human
problem solving abilities and the high computation power of commodity PCs: In many
situations, humans are able to quickly understand global aspects of complex problems
and take the correct decisions to solve them. However, determining the actual solution
usually involves precise repetitive operations and large-scale computations which are
much more eﬀectively performed by a computer. Hence, systems of this new class are
characterized by two main components. A specialized algorithm solves subproblems and
merges their results, and a simple user interface provides intuitive interaction metaphors
to control and guide the algorithm. The major challenge in designing such a system is
to enable a ﬂuent interaction dialog between the user and the system. The interaction
metaphors need to be simple and intuitive, yet powerful and ﬂexible enough to solve
even complex problems. In addition, the underlying algorithm is required to run in
real-time and in parallel to the user interactions in order to provide the impression of
true interactivity. When this challenge is met, these systems enable a rapid workﬂow,
and at the same time allow for the immediate detection and eﬀective correction of errors
in intermediate steps.
Following this trend and in contrast to most existing approaches, in this dissertation
thesis we develop image-based 3D reconstruction techniques with a focus on interactive
systems. For diﬀerent reconstruction scenarios, we present eﬃcient algorithms controlled
and guided by eﬀective, problem-speciﬁc user-interfaces. We show that enabling the
user to interact with simple and intuitive interaction metaphors has the potential of
considerably reducing the overall processing time to turn raw input images into a 3D
model, and in many situations strongly improves the quality of the results.
Diﬀerent 3D reconstruction scenarios have very diﬀerent properties and requirements
with respect to the image capturing process, the representation of the model’s geometry,
and the actual reconstruction techniques. Consequently, diﬀerent reconstruction tasks
are most eﬀectively handled by speciﬁc, custom-designed approaches. Accordingly, in
this thesis we distinguish three scenarios that diﬀer by the size of the scene to be recon-
structed. In the three parts of the thesis, we present methods for the reconstruction of
individual objects, indoor scenes, and complete cities, respectively.
Thesis Outline and Contributions
In the ﬁrst part, we focus on the reconstruction of individual objects. In this case, the
image capturing process is particularly simple. With a turntable setup or a hand-held
2
camera, it is possible to quickly generate very dense image sets consisting of hundreds of
images. Furthermore, the limited size of an individual object’s surface enables densely
sampled geometry representations. In Chapter 3 we make use of these speciﬁc properties
with a surface growing approach [HK06a, HK07] based on dense image sets and a dense
geometry representation by unstructured sets of planar surface elements. The surface is
recovered by a greedy strategy that alternates between the construction of seed elements
and the expansion of the surface into unknown regions. An important advantage over
previous systems are the low requirements with respect to the input data: Our approach
does not require any foreground segmentation or initial surface information, but recovers
all geometry, topology and visibility information from scratch. Hence, as input we
merely expect a calibrated but otherwise unmodiﬁed set of input images. An analysis
of the remaining problems of the surface growing approach leads to the development of
the “MeshPaint” reconstruction system [HK09] presented in Chapter 4. In this case,
we employ dense triangle mesh patches to represent the reconstructed surface. The
main distinguishing feature from other reconstruction systems is its interactivity. We
provide a small set of simple 2D painting metaphors in image space to control and guide
the reconstruction system. Thanks to an eﬃcient GPU implementation, the actual
computation of (partial) reconstructions is rapidly performed in parallel to the user’s
editing operations. Hence, the user does not notice any signiﬁcant delay and has the
impression of a ﬂuent workﬂow.
The second part of the thesis focuses on the reconstruction of indoor environments.
While this scenario still allows for the capturing of very dense image sets, the expected
surface geometry is more complex than in the ﬁrst scenario. Particular examples are
cluttered desks and shelves, plants, or thin geometric structure at chairs and table
legs. An even bigger challenge is posed by the textureless appearance of large parts
of the scene’s surface, such as white walls or furniture without surface texture. To
address these challenges, in Chapter 5 we present the active, laser-based reconstruction
approach “LaserBrush” [HK08] for indoor environments. Similar to traditional methods,
our approach reconstructs individual depth maps that need to be aligned and fused in a
post-process. Apart from this similarity, however, our approach is more ﬂexible and more
cost eﬀective than commercial scanning solutions: The LaserBrush system is based on a
hand-held rig with several low-cost laser pointers attached to it. The rig is interactively
operated in a brush-like manner, the resulting laser points that sweep over the scene’s
surface are captured with a stationary camera. By automatically recovering the rig’s
pose for each individual frame of the image sequence prior to triangulating depth values,
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we relax the requirement of a precise a-priori calibration of the lasers with the camera,
thereby enabling a very ﬂexible reconstruction approach.
In the third part, we consider the reconstruction of individual buildings or entire city
regions. Our work in this scenario is based on oblique aerial images. Compared to
street-level images, oblique aerial images have the advantage of not only covering the
facades of buildings, but also their roofs and back sides. Due to the airborne image
capturing process, each individual region of interest is captured from signiﬁcantly less
vantage points than in the previous two scenarios. As discussed in Chapter 6, structure-
from-motion methods or standard registration approaches for orthogonal aerial images
are not applicable to oblique images. Therefore, we present a novel approach that pre-
cisely registers oblique aerial images with a cadastral map [HK10]. In addition to the
registration process, the requirements regarding the geometry representation in the ac-
tual 3D reconstruction also strongly diﬀer from the previous scenarios. To be able to
represent thousands of buildings, a very compact geometry representation (i.e., very low
number of polygons) is required. Furthermore, buildings usually are clearly structured
with planar surfaces and ubiquitous horizontal or vertical element alignments. On the
one hand, these alignment properties have to be correctly recovered in order for the re-
constructed models to be faithful and visually plausible. On the other, by restricting the
design space, these properties stabilize the reconstruction process and can be exploited
to provide simpler user interfaces. In Chapter 7 we present an interactive, distributed
and collaborative city modeling approach [Ope11a, Weu11] based on a geometry repre-
sentation by simple generic blocks. In an interface that overlays the oblique aerial images
with a rendering of the (partially reconstructed) 3D model, these boxes are interactively
adjusted to match the shape of a building. In order to enable users without experience
in 3D modeling to successfully use our system, the available interaction metaphors are
limited to a very small set, custom designed for the case of 3D city modeling. An anal-
ysis of the main limitations of this approach leads to the interactive modeling system
presented in Chapter 8. The central concepts are a direct, sketch-based speciﬁcation of
geometric primitives to speed up the geometry construction process, automatic ﬁtting
procedures that precisely align the 3D model with the underlying images, and an ex-
plicit formulation of alignment constraints (e.g., parallelism, orthogonality, coplanarity,
etc.) in order to promote the quality of the resulting models. The main contribution
of this chapter is a novel constraint resolution approach [HK12] that performs a linear
analysis of the (possibly nonlinear) alignment constraints and seamlessly integrates with
the interactive editing system.
4
2. Foundations
In this chapter, we discuss several theoretical and algorithmic foundations of the tech-
niques presented in the subsequent parts of the thesis. We begin with a brief discussion
of the geometric background including homogeneous coordinates, the projective pinhole
camera model, the related epipolar geometry, and 2D homographies in Section 2.1. This
is followed in Section 2.2 by the discussion of two optimization techniques frequently
used throughout the thesis, RANSAC and nonlinear optimization with the Levenberg-
Marquardt algorithm. After that, we discuss the reconstruction of individual 3D planes
from a set of calibrated images, and then extend this approach to the recovery of a
triangle mesh in Section 2.3. Finally in Section 2.4, we discuss an approach to recover a
rigid transformation in 3D scene space from correspondences between points and lines
in image space.
2.1. Geometry Background
We begin the discussion of the geometric concepts this work is based on by recapitulating
the concept of homogeneous coordinates and a brief discussion of the projective spaces
P
2 and P3. The projective pinhole camera model discussed next is the model of choice
used throughout the entire thesis whenever 3D elements (e.g., points or lines) need to
be projected into 2D image space or, inversely, 2D elements (again, points or lines) are
required to be back-projected (yielding a 3D ray for a 2D point or a 3D plane for a
2D line, respectively). The pinhole camera model is also the basis of the registration
approach for aerial images (cf. Chapter 6), the central goal of which is the calibration of
the aerial images, i.e., the recovery of precise parameters of the pinhole model for each
individual image.
Pairs of pinhole cameras induce the so-called epipolar geometry that describes the
relations between cameras and scene geometry and their projections in image space.
This concept is extensively used in all our interactive editing approaches to reduce the
editing degrees of freedom, thereby simplifying the interaction metaphors. Similar to
5
2. Foundations
the concept of epipolar geometry, homographies (i.e., 2D projective transformations)
describe the relation between elements in diﬀerent 2-dimensional views of the same 3-
dimensional scene. Furthermore, a homography between two image spaces induces a 3D
plane in scene space, and thus is of special interest for our 3D reconstruction techniques
discussed in Chapters 3 and 4. All concepts are only brieﬂy introduced here. A much
broader coverage of this material can be found, for instance, in [HZ03] and [MSKS03].
2.1.1. Homogeneous Coordinates, Projective Spaces, and Notations
As commonly done in Computer Graphics and Computer Vision, we make use of homo-
geneous coordinates and the projective spaces P2 and P3 throughout this thesis. Thus
both concepts are brieﬂy repeated here. In homogeneous coordinates, a 2-dimensional
point (x, y)T is represented by the 3-dimensional vector (x, y, 1)T . Moreover, all scaled
vectors (kx, ky, k)T with k = 0 represent the same point. This generalizes to the repre-
sentation of n-dimensional points by (n+1)-dimensional vectors. In order to obtain the
Euclidean representation of a homogeneous vector (x, y, w)T , a de-homogenization step is
required that divides all components by the last component w, yielding (x/w, y/w, 1)T .
The representation with homogeneous coordinates has several desirable properties
over the standard Euclidean representation: A large class of transformations including
rotation, scaling, translation, and projection can be expressed as linear mappings, that
is, as simple matrix-vector-multiplications. Furthermore, the implicit representation of
lines (in 2-dimensional space) and planes (in 3-dimensional space) nicely integrates with
homogeneous coordinates. For instance, a line in 2-dimensional space can be represented
by the 3-dimensional vector l = (nx, ny, d)
T , with (nx, ny)
T being the normal and d being
the signed distance of the line to the origin. Since points x that lie on a line l satisfy
lTx = 0, again the scale of l does not matter. Given two lines l1 and l2, the intersection
x has to satisfy lT1 x = 0 and l
T
2 x = 0 and thus is computed as x = l1 × l2, where ×
denotes the cross product in R3. Notice the duality of points and lines: As both elements
are represented by homogeneous 3-vectors, they can be used interchangeably. That is,
the line joining two points x1 and x2 is identically computed as l = x1 × x2. Notice
furthermore that the implicit representation and duality holds for points and planes in
3-dimensional space as well, and that both concepts also generalize to higher dimensions.
Homogeneous coordinates (x, y, w) with w = 0 represent ﬁnite points in Euclidean
space R2. This can be extended by allowing the last coordinate to be zero, i.e., (x, y, 0).
Such homogeneous vectors represent points at inﬁnity or directions. The space of all
6
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homogeneous 3-vectors (x, y, w) including w = 0 is the projective space P2. In other
words, the projective space P2 is deﬁned as the set of all equivalence classes in R3 \
{(0, 0, 0)T}, with two vectors being equivalent if they are identical up to a constant,
non-zero scale factor. With the concept of inﬁnity being seamlessly integrated, the
intersection of two parallel lines l1 = (nx, ny, d1)
T and l2 = (nx, ny, d2)
T yields l1 × l2 =
(ny(d2 − d1), nx(d1 − d2), 0)T , i.e., an intersection at inﬁnity. The scaled (and thus
identical) vector (ny,−nx, 0)T furthermore represents the direction of the two parallel
lines l1 and l2. Again, the deﬁnition of P
2 and the corresponding notion of inﬁnity
generalize to higher dimensions.
Common Notations We denote scalars with slanted, non-bold letters (e.g., s, u, α)
and vectors (to represent points, directions, or lines) with upright bold letters (e.g., x,
X, or l). Homogeneous and non-homogeneous vectors are used interchangeably, the
respective type of a vector will become clear from the context. Matrices are denoted by
upright upper-case, non-bold letters (e.g., rotation matrix R, projection matrix P). All
other notations are introduced in the respective parts of the thesis.
2.1.2. Pinhole Camera Model
The pinhole camera model is based on the concept of central projection as illustrated
in Figure 2.1(left): A scene-space point X = (X, Y, Z)T ∈ R3 is projected to the
image plane by intersecting the ray from X to the camera center C with the image
plane. The law of similar triangles (cf. Figure 2.1(right)) yields the projected point
(fX/Z, fY/Z, f)T on the image plane, with f being the focal distance of the camera.
Thus, ignoring the z-coordinate of the projected point, the central projection of a point
in Euclidean 3-space R3 to a point in Euclidean 2-space R2 can be expressed as
(X, Y, Z)T → (fX/Z, fY/Z).
Using homogeneous coordinates, this transformation can easily be written as a linear
mapping in terms of a matrix-vector-multiplication:⎛
⎜⎜⎜⎝
X
Y
Z
1
⎞
⎟⎟⎟⎠ →
⎛
⎜⎝ fXfY
Z
⎞
⎟⎠ =
⎛
⎜⎝ f 0f 0
1 0
⎞
⎟⎠
⎛
⎜⎜⎜⎝
X
Y
Z
1
⎞
⎟⎟⎟⎠
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Figure 2.1.: Left: Schematic representation of the pinhole camera model. Right: A
scene space point X is projected to the image plane by applying the law of similar tri-
angles, yielding the projected point x = (fX/Z, fY/Z, f)T . f denotes the focal distance
of the camera, C is the camera center. Note that for simplicity the camera center coin-
cides with the origin of the world coordinate frame the camera is aligned with the world
coordinate axes.
Intrinsic Camera Parameters The above matrix representation is usually split into
separate matrices
⎛
⎜⎝ f 0f 0
1 0
⎞
⎟⎠ =
⎛
⎜⎝ f f
1
⎞
⎟⎠
︸ ︷︷ ︸
=: K
⎛
⎜⎝ 1 01 0
1 0
⎞
⎟⎠
︸ ︷︷ ︸
= (I|0)
= K(I|0)
with K ∈ R3×3 containing the intrinsic parameters of the camera. One of the intrinsic
parameters, the focal distance f , has already been introduced. The notation (·|·) denotes
a 3× 4 matrix with a 3× 3-block on the left and a 3-vector on the right. The projection
discussed so far yields an image-space coordinate frame that has its origin coincide
with the principal point, i.e., with the intersection of the camera’s principal axis with
the image plane, cf. Figure 2.1(left). Since this often is not the case in practice, two
additional intrinsic parameters p = (px, py) are introduced that account for the shifted
position of the principal point in the image coordinate frame. Furthermore, to take
diﬀerent scales of the image-space x- and y-axes into account, we introduce the aspect
ratio α. Finally, to account for non-orthogonal image-space x- and y-axes, a sensor skew
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parameter s is introduced. The complete intrinsic matrix K with ﬁve degrees of freedom
thus has the form
K =
⎛
⎜⎝ f s pxαf py
1
⎞
⎟⎠ .
Note that for most real digital cameras it is safe to assume square sensor pixels. Hence,
the aspect ratio and sensor skew can be set to α := 1 and s := 0 in most practical
applications.
Extrinsic Camera Parameters Up to now we have implicitly assumed that the camera
center is located in the origin of the world coordinate frame and the camera is further-
more aligned with the world frame coordinate axes. To allow for an arbitrary orientation
and position, we introduce a rotation matrix R ∈ R3×3 and the camera center C ∈ R3
to the above formulation of the projection, and obtain the most general form of the
projective pinhole camera model
P = KR(I| −C).
For many practical applications the distinction between the intrinsic matrix K, the
rotation matrix R and the camera center C is not necessary, enabling a more succinct
notation as
P = (M|m) with M := KR, m := −KRC = −MC.
Since the rotation matrix R and the camera center C both have 3 degrees of freedom,
the general form of the projection matrix has 11 degrees of freedom, i.e., 5 intrinsic and
6 extrinsic parameters. Notice that we will only consider so-called ﬁnite cameras, i.e.,
projection matrices for which the 3 × 3 block M has full rank and thus is invertible.
Furthermore, in most applications we will assume that the images are calibrated, that
is, all extrinsic and intrinsic parameters are known. Only in Chapter 6 the goal of the
aerial image registration approach is the recovery of the extrinsic parameters R, C and,
if not known a-priori, the focal distance f of each aerial image.
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Element Back-Projection As discussed above, when all camera parameter are known,
the projection of a scene point to an image-space point is simply performed by a matrix-
vector-multiplication of the form
⎛
⎜⎝ wxwy
w
⎞
⎟⎠ = (M|m)
⎛
⎜⎜⎜⎝
X
Y
Z
1
⎞
⎟⎟⎟⎠ .
In many situations it is required to perform the reverse operation, i.e., to back-project
elements from image space to scene space. In this thesis, the back-projection of a
2D image point to a scene-space ray that passes through the camera center, and the
back-projection of a 2D line to a scene-space plane containing the camera center are of
particular interest. Expressions for both operations are derived in the following.
Given an image point x := (wx,wy, w)T in homogeneous coordinates, it is easy to see
that the direction of the back-projected ray can be computed by multiplying x with the
inverse of M:
M−1x = M−1(M|m)
(
X
1
)
= M−1(MX+m) = M−1(MX−MC)
= X−C.
Here X = (X, Y, Z)T denotes a scene space point in non-homogeneous coordinates. The
desired back-projected ray thus is constructed as r(λ) = C+ λM−1x.
To derive an expression for the back-projection of lines in image-space, we need to
express them implicitly as l = (nx, ny, d)
T . A point x = (x, y, 1)T lies on the line l if
it satisﬁes the equation xT l = 0. Let’s now consider a scene point X = (X, Y, Z, 1).
Similarly to the implicit form of lines, the desired implicit representation of the back-
projected plane Π ∈ R4 is supposed to satisfy the condition XTΠ = 0. The projection
PX lies on the line l if it satisﬁes the condition
(PX)T l = 0.
After rewriting this equation to
XT (PT l) = 0
it becomes evident that the back-projected plane Π for a line l has the form Π = PT l.
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Real Cameras The pinhole camera model, while allowing for a simple and concise
mathematical formulation of the projection process, is only an approximation of the
imaging process performed by real cameras. In practice, the aperture (that is, the
pinhole) has to be relatively large due to two reasons. First, very small apertures require
long exposure times to let a suﬃcient amount of light energy pass to the sensor, rendering
applications with moving objects or a moving camera impossible. Second, the ubiquitous
physical eﬀect of diﬀraction (i.e., the bending of light rays at the boundary of the
aperture) then dominates the imaging process and thus becomes visible. In order to
enable relatively large aperture openings, complex lens systems are employed in real
cameras that compensate for the deviation from the true pinhole camera model. Such
lenses, however, introduce several undesired eﬀects themselves. Some of these eﬀects
(e.g., chromatic aberration [Hec02]) are usually neglected in practice, others like the
well known and often quite pronounced nonlinear lens distortion (also called “barrel” or
“pincushion” distortion) can be removed by special calibration processes (see for instance
[DF01, Zha00]). In all applications discussed in this thesis we assume that the input
images have been compensated for these eﬀects in a pre-process and hence the projective
pinhole camera model holds with suﬃcient precision.
2.1.3. Epipolar Geometry
The epipolar geometry induced by two projective pinhole cameras is one of the funda-
mental geometric concepts of Computer Vision. In this work, we mainly exploit the
epipolar geometry to implement simple and intuitive user interaction metaphors. Thus,
we only present the basic concept and main properties here and refer the reader to
[HZ03, Chapter 9] for a much more detailed discussion.
As depicted in Figure 2.2, the centers C and C′ of two pinhole cameras together with a
scene point X deﬁne an epipolar plane Πe. The intersection of Πe with the image planes
of the images I and I ′ yields the epipolar lines l and l′, respectively. The line segment that
connects the centers C, C′ is called the baseline of the cameras. Projecting the camera
center C into I ′ yields the epipole e′, the camera center C′ projects to the epipole e
in I. Notice that for a pair of pinhole cameras a 1-parameter family of epipolar planes
exist, i.e., all planes that contain the baseline. Notice further that the corresponding
families of epipolar lines in I and I ′ all pass through the respective epipoles e, e′. In
applications like, for instance, the search for stereo image correspondences, the epipolar
geometry of two cameras can be used to limit the search space: Given an image point
11
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Figure 2.2.: Schematic representation of the epipolar geometry induced by two pinhole
cameras. The two camera centers C and C′, together with a scene point X span the
epipolar plane Πe. This plane intersects the two image planes I, I
′ in the epipolar lines
l and l′, respectively. The projection of the camera centers C, C′ into the respective
other image plane I ′ and I yields the epipoles e′ and e that, by construction, lie on the
epipolar lines. The epipolar geometry allows for the eﬀective restriction of the search
space for corresponding image points: given a point x in image I, an epipolar plane Πe
can be constructed from the back-projected ray v and the baseline that connects C and
C′. The corresponding point x′ in I ′ then lies on the epipolar line l′.
x in image I, the back-projected direction v and the baseline deﬁne an epipolar plane.
By construction, the corresponding image point x′ in I ′ is located on the epipolar line l′.
Consequently, instead of searching in the complete 2-dimensional image I ′, it is suﬃcient
to search for the position of x′ on the 1-dimensional line l′.
While the epipolar line l′ in I ′ corresponding to an image position x in I can be con-
structed explicitly by a back-projection and subsequent projection step, the fundamental
matrix of a pair of cameras (P,P′) provides a more succinct way. The fundamental ma-
trix F is a unique 3 × 3 homogeneous matrix (i.e., deﬁned up to scale only) of rank 2
that satisﬁes
x′TFx = 0
for all corresponding pairs of points x′ ↔ x, with x,x′ ∈ R3 being expressed as homo-
geneous vectors. If F is the fundamental matrix of the camera pair (P,P′), then FT is
12
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the fundamental matrix of (P′,P). The fundamental matrix has the important property
that it maps points in image I to epipolar lines in image I ′ and vice versa:
l′ = Fx and l = FTx′.
Furthermore, the epipoles e and e′ can be recovered as the right and left null-space of
F, respectively:
Fe = 0 and e′TF = 0.
Given two general projection matrices P, P′, the corresponding fundamental matrix
F is computed as
F = [e′]×P′P+,
where P+ is the pseudo-inverse P+ = PT (PPT )−1 and [e′]× is the 3× 3 skew-symmetric
matrix
[e′]× =
⎛
⎜⎝ 0 −e
′
3 e
′
2
e′3 0 −e′1
−e′2 e′1 0
⎞
⎟⎠ .
Notice that multiplication with [e′]× is identical to the cross product, i.e., [e′]×v = e′×v
for v ∈ R3. For a pair of canonical projection matrices P = K(I|0) and P′ = K′(R|t),
the fundamental matrix has the form
F = K′−T [t]×RK−1.
In this thesis, we exploit the concept of epipolar geometry at several occasions with
a focus on simplifying user interactions. To that end, we deﬁne a reference view (im-
age I above) and one or more non-reference or comparison views (image I ′ above). In
the user-interface of the MeshPaint system (cf. Chapter 4), for instance, a new surface
patch is deﬁned by painting a region in the current reference view. In case the auto-
matic initialization of the surface patch fails, the epipolar geometry enables a simple,
1-dimensional user-interaction to specify a rough initial guess of the position of a surface
patch. In the 3D city modeling approach discussed in Chapter 7, the epipolar geometry
of oblique aerial images is exploited to split diﬃcult 3D positioning tasks into much
simpler sequences of 2D and 1D interactions: First the position of a geometric element
is adjusted in the reference view, then its depth (with respect to the reference view) is
corrected in a non-reference view. Furthermore, in our constrained modeling system in
Chapter 8, epipolar geometry leads to the construction of basis vectors that are well
suited for the task of image-based modeling.
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Figure 2.3.: Homographies between planes. (a) Given two planes Π, Π′ and a common
center of projection C, the projection of vertices x on Π to x′ on Π′ can be expressed
by a homography as x′ = Hx. (b) Given two pinhole cameras, a homography between
the images spaces I1 and I2 induces a scene plane Π. Inversely a scene plane Π that
does not contain either camera center induces a unique homography HΠ.
2.1.4. Homographies
A homography is an invertible mapping h : P2 → P2 such that three points x1, x2, x3
lie on a line if and only if h(x1), h(x2), h(x3) also lie on a line. Due to this property,
a homography is also called a collineation. A homography can be represented by a
non-singular 3 × 3 matrix H that maps points in homogeneous coordinates. Since a
homography has eight degrees of freedom, the matrix H is deﬁned up to an arbitrary
scale factor only.
Consider the projection process illustrated in Figure 2.3(a). Points x on the plane Π
are projected to points x′ on Π′ by a central projection with the center of projection C.
Points x and x′ are assumed to be represented in homogeneous coordinates with respect
to arbitrary 2-dimensional coordinate frames in Π, Π′, respectively. Clearly, due to the
central projection, lines in Π are projected to lines in Π′. Thus, the projection is a
homography from Π to Π′ and can be expressed as 3× 3 matrix H.
The relations between projective pinhole cameras with image spaces I0, I1 (and corre-
sponding projection matrices P0, P1) and a scene plane Π is depicted in Figure 2.3(b).
The mapping from the ﬁrst view I0 to the scene plane Π and further to the second view
I1 is called a plane-induced homography. For a plane Π = (n
T , d)T that does not contain
either of the two camera centers, this homography is uniquely deﬁned by the parameters
ofΠ. To derive an explicit expression for the plane-induced homography HΠ, we assume
that the projection matrices have the form P0 = (I|0) and P1 = (M1|m1). A point x in
14
2.2. Optimization Techniques
the ﬁrst view back-projects to the ray (x, ρ), where ρ parameterizes the position on the
ray. Intersecting the ray with Π = (nT , d)T ﬁxes ρ and yields (x,−nTx/d). Projection
with P1 yields the mapping
x → M1x−m1n
Tx
d
,
hence the plane-induced homography has the form
HΠ = M1 − m1n
T
d
. (2.1)
The origin of the world coordinate frame coincides with the center of the ﬁrst camera.
Thus, by construction, Π does not contain the origin. The distance parameter d of Π
can therefore safely be set to d = 1. Consequently the homography HΠ is parameterized
by the three parameters of the (un-normalized) normal n of Π.
The projection matrix of the ﬁrst view usually does not have the required form P0 =
(I|0) but rather is of the general form P0 = (M0|m0). To transform P0 to (I|0), a 4× 4
scene transformation matrix
B :=
(
M−10 −M−10 m0
0T 1
)
(2.2)
is multiplied to all involved projection matrices from the right. Clearly, a plane Π
recovered with respect to the transformed projection matrices has to be transformed
back to the original scene space by B−TΠ.
Due to the direct and minimal parameterization, homographies induced by scene
planes are of special interest to two-view and multi-view stereo reconstruction tech-
niques based on calibrated images. In Section 2.3 we will discuss a technique for the
iterative estimation of individual planes based on this parameterization and an extension
to triangle meshes consisting of many diﬀerent, coupled planes. In Chapters 3 and 4,
these techniques will be used to implement full reconstruction systems.
2.2. Optimization Techniques
In many situations throughout this work we face the problem of ﬁtting a mathematical
model to a set of measurements. In other words, given a model and a set of measure-
ments, the goal is to ﬁnd the instance of the model (i.e., a set of model parameters) that
minimizes a suitable objective function. Since we are dealing with 2- or 3-dimensional
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objects, the objective function in many cases is expressed in terms of the Euclidean dis-
tance of measurements to positions predicted by the model. Speciﬁc examples of model
ﬁtting include the recovery of a rigid transformation in scene space (the model) based on
corresponding 2-dimensional points and lines (the measurements), or the computation
of depth values for the vertices of a triangle mesh (the model) given a set of calibrated
images (the measurements).
When dealing with measured data we can in general distinguish two cases: the set
of measurements may or may not contain outliers, i.e., false measurements. In case the
measurements are guaranteed to be outlier-free, a standard approach to ﬁnd optimal
model parameters is least-squares minimization of the corresponding objective function.
In the many cases throughout this work where the objective function is nonlinear, we ap-
ply the Levenberg-Marquardt algorithm for nonlinear least-squares minimization. This
algorithm is brieﬂy introduced in Section 2.2.2. In case the set of measurements possibly
contains outliers, a simple least-squares minimization is inappropriate, since even a sin-
gle false measurement can strongly bias the resulting solution. The RANSAC algorithm
has become a standard approach to handle such situations. Since we are dealing with
sets of measurements with a potentially large amount of outliers, RANSAC is one of the
core algorithmic foundations of this work and thus will be discussed next.
2.2.1. RANSAC
The RANSAC algorithm (short for RANdom SAmple Consensus) has originally been
proposed by Fischler and Bolles [FB81]. Its goal can be stated as follows: given a set of
measured data points including outliers and a mathematical model, ﬁnd the parameters
of the model that best explain the correctly measured data (i.e., the inliers). Thanks to
its generality, RANSAC has successfully been applied in various diﬀerent applications. In
Computer Vision, for instance, it has become a standard technique to compute projection
matrices, homographies, or fundamental matrices from image-to-image or scene-to-image
point correspondences. The original variant of RANSAC has been modiﬁed and extended
to adapt it to various special cases (cf. [CKY09, SLK09, RFP08]). However, the general
idea presented in the following remains unchanged.
RANSAC basically follows the opposite strategy of general least-squares minimization.
Instead of computing model parameters over all measurements to evenly distribute the
residual error, the basic idea is to consider minimal subsets of the measurements in a
randomized hypothesis-and-test procedure. Speciﬁcally, given a set of measured data
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points S and a model that requires a minimum number of n data points to be uniquely
instantiated, RANSAC iteratively performs three steps:
1. Randomly select n elements Si ⊂ S and compute the model Mi.
2. Evaluate Mi by counting the number of elements in S
∗ ⊆ S that agree with Mi,
i.e., that have an error below a pre-deﬁned threshold with respect to Mi. S
∗ is
called the consensus set of Mi.
3. If |S∗| > |Sbest|, store the current consensus set as Sbest ← S∗.
Finally, the largest consensus set Sbest is used to compute a least-squares model Mbest.
The central idea of RANSAC is that, for a large enough number of trials, eventually the
randomly selected set Si will contain inliers only, such that the resulting model Mi (and
consequently Mbest) is not aﬀected by false measurements.
Given an estimate of the inlier-to-outlier ratio, the required number of iterations to
ﬁnd an inlier-only sample Si with suﬃcient conﬁdence is approximated as follows (cf.
[HZ03, Chp. 4.7]). Let ε be the probability to pick an outlier from S, then (1 − ε)n is
the probability to draw an inlier-only sample Si form S. The opposite case of drawing
a “bad” sample with at least one outlier is 1− (1− ε)n, the probability for doing so N
times is (1− (1− ε)n)N . Hence,
p = 1− (1− (1− ε)n)N
is the probability to draw an inlier-only sample at least once in N iterations of the
RANSAC algorithm. The number of required iterations for a prescribed target proba-
bility p then is
N =
log(1− p)
log(1− (1− ε)n) .
Setting p = 0.99 is a common choice in practice.
In this thesis, RANSAC is a core component of the matching algorithm in Section 2.4,
which in turn is a component of LaserBrush in Chapter 5 and the registration of oblique
aerial images in Chapter 6. It is furthermore utilized during the initialization of newly
created geometric elements in the interactive constrained modeling system described in
Chapter 8.
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2.2.2. Least-Squares Optimization
In this section, we will brieﬂy introduce techniques for linear and nonlinear least-squares
optimization. A much more complete discussion of optimization techniques including
least-squares approaches can be found in [NW06], an introduction to nonlinear least-
squares optimization in Computer Vision is given in [HZ03, Appendix 6].
The general idea of least-squares optimization is to minimize an objective function of
the form
f(x) =
1
2
m∑
j=1
r2j (x), (2.3)
where the rj are smooth functions from R
n to R, often called the residuals. The objec-
tive function f thus also maps from Rn to R. Least-squares optimization is popular in a
large range of applications mainly due to two reasons. First, measured data is inevitably
aﬀected by noise. In case the noise of diﬀerent measurements is independent and identi-
cally distributed (i.i.d.) according to the Gaussian normal distribution, it can be shown
that the least-squares solution yields the maximum likelihood estimate. That is, under
the assumption of independent Gaussian noise, the model parameters recovered by a
least-squares solution are optimal.
The second reason that makes least-squares optimization popular is the fact that
the gradient and especially Hessian of f have simple forms and thus enable simple
optimization algorithms. The Jacobian of the functions ri is deﬁned as
J(x) :=
(
∂rj
∂xi
)
=
⎛
⎜⎝ ∇r1(x)
T
...
∇rm(x)T
⎞
⎟⎠ ∈ Rm×n,
with ∇ri being the gradient of ri in the form of a column-vector (to follow the notation
of [NW06]). Then the gradient ∇f and Hessian ∇2f of f can be expressed as
∇f(x) =
m∑
j=1
rj(x)∇rj(x) = J(x)T r(x) ∈ Rn, (2.4)
where r(x) is the vector of all residual functions, and
∇2f(x) =
m∑
j=1
∇rj(x)∇rj(x)T +
m∑
j=1
rj(x)∇2rj(x)
= J(x)TJ(x) +
m∑
j=1
rj(x)∇2rj(x) ∈ Rn×n. (2.5)
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Thus, given the values and ﬁrst partial derivatives (i.e., the Jacobian J) of the resid-
ual functions rj, the gradient ∇f can easily be computed. Moreover, the ﬁrst partial
derivatives of the residual functions provide an approximation of the Hessian ∇2f of f
without further derivative computations by considering the ﬁrst term JTJ of (2.5) only.
As will be discussed below, this approximation is often exploited to solve the nonlinear
least-squares problem. We will ﬁrst brieﬂy consider the linear case, however.
Linear Least-Squares When the residual functions rj are linear, they have (in vector
notation) the form r(x) := Ax − y, with A being a m × n matrix, y ∈ Rm being the
vector of measurements, and x ∈ Rn being the vector of the desired parameter values.
The least-squares objective function (2.3) then becomes
f(x) =
1
2
‖Ax− y‖2.
Since the ri are linear, the corresponding Jacobian is simply J(x) := A. It is furthermore
easy to verify (cf. (2.4)) that the gradient in the linear case is
∇f(x) = AT (Ax− y).
Since f is convex for linear ri, to ﬁnd the minimum of f it is suﬃcient to set the ﬁrst
derivatives to zero, i.e., to solve
ATAx = ATy. (2.6)
This linear system is known as the normal equations. It yields a unique solution ifm ≥ n
and A has rank n.
Nonlinear Least-Squares Algorithms for general optimization of nonlinear functions
and for the special case of nonlinear least-squares optimization can be derived from the
Taylor approximation of the objective function. Given an objective function f : Rn → R,
we consider the Taylor approximation fˆ up to the second derivative:
fˆ(x+ d) := f(x) + dT∇f(x) + 1
2
dT∇2f(x)d.
Instead of minimizing f , we now minimize fˆ with respect to d. Hence, we compute the
derivative of fˆ with respect to d and set it to zero, yielding ∇f(x) +∇2f(x)d = 0, or
∇2f(x)d = −∇f(x). (2.7)
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The Newton method to minimize general nonlinear functions f is a simple iterative
algorithm based on the approximation (2.7). Given an initial estimate (or starting value)
x0, new parameter values xi are computed according to the update equations
d ← − (∇2f(xi−1))−1∇f(xi−1)
xi ← xi−1 + d. (2.8)
The iteration is stopped either when the length of the update vector is below a pre-
deﬁned threshold, or alternatively when the reduction of the residual error between
subsequent iterations converges. In a region suﬃciently close to the global (or a local)
minimum, the Hessian of f is positive deﬁnite and thus invertible (cf. [NW06, Chapter
3]). In that region, Newton’s method converges quadratically to the minimum. To pre-
vent the iteration (2.8) from diverging in situations where the quadratic approximation
(2.7) does not hold with suﬃcient precision, in practice the update d is usually damped
with some scalar λ ∈ (0, 1). Alternatively, the update d can be interpreted as a di-
rection, and the actual updated position xi then is determined by a 1-dimensional line
search along the ray xi−1 + λd.
The second partial derivatives in the Hessian of f can be quite diﬃcult to compute
in practice. Consequently, the idea of the Gauss-Newton method is to exploit the
simple form of the Hessian (2.5), restricting its applicability to the case of nonlinear
least-squares optimization only. Instead of computing the full Hessian, the second partial
derivatives of the rj are neglected. The Hessian is thus approximated as
∇2f ≈ JTJ.
With the gradient of the least-squares objective function (2.4), the computation of the
Newton-update (2.8) then becomes
d ← − (JTJ)−1 JT r.
Notice that the Gauss-Newton update has exactly the same form as the normal equations
(2.6) to solve the linear case. In practice again a damping of the update step or a line
search along the direction of d is performed. Although the convergence guarantees of the
Newton method do not hold for Gauss-Newton, according to [NW06] the approximation
of the Hessian yields very good results especially for parameter values xi close to the
solution, resulting in similar convergence properties as the original Newton method.
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Instead of computing the update vector d as a solution of the normal equations JTJd =
−JT r, the Levenberg-Marquardt algorithm employs augmented normal equations(
JTJ + λI
)
d = −JT r,
where the scalar value λ varies from iteration to iteration. According to [HZ03], a good
initial value is 10−3 times the average of the diagonal elements of JTJ. Then, in case
the updated position xi = xi−1 + d actually reduces the residual error, λ is decreased
(e.g. by multiplication with 10−1). In the opposite case when the residual error becomes
larger after the update, the updated position xi is discarded and λ is increased (e.g. by
multiplication with 10).
The augmented normal equations have two main advantages. The ﬁrst becomes evi-
dent when considering very large and very small values λ. When λ approaches zero, the
eﬀect of the augmentation becomes insigniﬁcant. The update computation then is iden-
tical to the Gauss-Newton method which has good convergence properties particularly
when the current estimate xi is close to the solution. For large values of λ, the normal
equations are dominated by λI, the system to compute the update thus approximately
has the form λd = −JT r. Since the right-hand side is the gradient of f (cf. (2.4)), the
update step d approaches the negative gradient for large λ. The Levenberg-Marquardt
algorithm hence behaves like a standard gradient descent approach for large λ. It is
thus guaranteed to ﬁnd an update that reduces the residual error once λ has become
suﬃciently large and given the (local) minimum has not yet been reached. By auto-
matically adjusting the value of λ, Levenberg-Marquardt smoothly transitions between
Gauss-Newton and gradient descent update computations, depending on the properties
of the objective function at the current parameter estimate xi. It is thus more robust
than regular Gauss-Newton and consequently does not require damping of the update
or a line-search. The second advantage of the augmented normal equations regards the
numerical stability when solving for the update step d. Depending on the objective func-
tion f , the matrix JTJ may have a bad condition number or may not be positive deﬁnite
for intermediate parameter estimates xi. The augmentation with λI can be interpreted
as regularization of the matrix JTJ to improve numerical stability. Hence, when λ is also
increased in case JTJ is indeﬁnite, the augmented normal equations are guaranteed to
be solvable eventually. The augmentation process introduces little additional computa-
tional overhead compared to regular Gauss-Newton. Due to the advantages discussed
above, Levenberg-Marquardt thus is the method of choice for nonlinear least-squares
optimization in this work.
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The update matrix JTJ + λI is symmetric and, due to the regularizing eﬀect of λI,
guaranteed to be positive deﬁnite. To solve for update vectors d we therefore employ
algorithms based on the Cholesky matrix factorization. In particular, in case the matrix
JTJ+λI is small and/or dense (i.e., it has no or only very few zero elements), we use the
LAPACK package [ABD∗90]. Relatively small update matrices arise, for instance, in the
constrained geometric modeling approach discussed in Chapter 8. In the case of sparse
and possibly very large update matrices, we employ the CHOLMOD [CDHR06] sparse
Cholesky factorization implementation. For instance, the depth map reconstruction
approach based on triangle meshes in Chapter 4 results in sparse update matrices.
An issue of major importance in practice has not been considered so far: the choice
of the initial parameter values x0. All three optimization techniques discussed above
guarantee for global convergence (that is, convergence to the global minimum from
arbitrary initial parameter values) only in case the objective function f is convex. For
non-convex objective functions, the outcome of the algorithms depends on the position x0
the iterative update procedure is started from. Since convex objective functions are rare
in practice, it is of utmost importance to ﬁnd initial parameter values x0 “suﬃciently
close” to the global minimum. Clearly, ﬁnding suitable starting values is one of the
major diﬃculties of nonlinear optimization and no general solution exists. Moreover,
in many cases it is not even possible to check a-posteriori if the global minimum has
been reached. The geometric nature of the problems we are dealing with in this work,
however, often enables simple ways to ﬁnd good initial parameter values x0. Details on
how to ﬁnd these parameters will be discussed in the respective sections.
2.3. Multi-View Stereo Reconstruction of 3D Planes
In Computer Graphics and related ﬁelds, the approximation of arbitrary 3-dimensional
surfaces by piecewise planar representations has become standard. The most common
form of representation is that of polygonal meshes (cf. [BKP∗10]), often in the special
form of triangle meshes, with vertices connected by edges and faces deﬁned by sequences
of edges. A less widespread representation uses sets of disconnected planar surface el-
ements (so-called surfels, cf. [ST92]). Reasons for the successful adoption of piecewise
planar surfaces include the simple explicit representation (compared to the more complex
implicit form of, e.g., B-splines), their ﬂexibility, and their expressive power (the surface
approximation error decreases quadratically with the element size cf. [BKP∗10]). More-
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over, polygonal meshes are natively supported by modern graphics processors (GPUs).
Consequently, even large and detailed polygon models can be rendered with very high
visual quality at interactive frame rates. Due to these advantages, piecewise planar sur-
face representations in general and triangle meshes in particular are the basis for the 3D
reconstruction and modeling applications in this work.
In addition to their ﬂexibility and approximation power, piecewise planar surface
representations are of special interest for multi-view stereo reconstruction from images
due to the tight coupling of planes in scene space with homographies between images
spaces (cf. Section 2.1.4). Reconstruction approaches based on piecewise planar surfaces
are able to exploit the parameterization of plane-induced homographies with just three
degrees of freedom, resulting in stable (in the presence of image noise) and eﬃcient
algorithms. In the following we will consider two approaches particularly important for
this work, a method for the reconstruction of individual 3D planes from sets of calibrated
images in Section 2.3.1 and an extension to complete triangle meshes in Section 2.3.2.
These methods will be extended to complete 3D reconstruction systems in Chapters
Chapter 3 and Chapter 4, respectively.
2.3.1. Reconstruction of Individual Planes
The reconstruction algorithm for individual scene planes is based on the image regis-
tration approach originally presented by Lukas and Kanade [LK81]. The goal of the
Lukas-Kanade-method is, given two images I0, I1 and a region Ω in the ﬁrst image, to
ﬁnd the translation t ∈ R2 such that Ω in I0 and the translated region in I1 match.
More formally, when I0, I1 : R
2 → R are represented as bivariate intensity functions and
Ω ⊂ N2 is deﬁned as a set of pixel positions, the goal is to ﬁnd an optimal translation
such that the matching cost
E(t) = fmatch(I0, I1,Ω, t)
is minimized. Equivalently, the photo-consistency of the respective regions in I0 and I1
is supposed to be maximized with respect to the translation t. Various diﬀerent ways
to compute the matching cost / the photo-consistency between pairs or larger sets of
images have been explored [HS07, HK06c]. Lukas and Kanade in their original work
[LK81] employ a sum of squared intensity diﬀerences to compute the photo-consistency
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between image regions. Thus, with this speciﬁc form of fmatch, the above objective
function becomes
E(t) =
∑
p∈Ω
(
I0(p)− I1(p+ t)
)2
. (2.9)
Since the sum of squared intensity diﬀerences are a well-explored way to compute photo-
consistency values and since it nicely integrates with the concept of least-squares op-
timization, we also employ this method in all occasions that require photo-consistency
computations.
When I0 and I1 show the same scene from slightly diﬀerent vantage points (e.g., when
they are subsequent frames captured with a moving camera), describing the local motion
in image space with simple translations often yields suﬃciently precise results. However,
for larger baselines between the images, or for motions that include rotations about the
camera’s principal axis, the simple translation model breaks down. Consequently, the
original algorithm has been extended to take more general aﬃne [TK91, ST94] and
projective [BAHH92] motion models into account, and to make it robust against slight
illumination changes between the images [HB98, JFS01]. Baker and Matthews [BM04]
provide a thorough analysis of various motion models and the properties of diﬀerent
optimization strategies for the resulting objective functions. For the derivation of the
equations to recover planes from calibrated images, we follow their notation of a general
warping function W (x;p) : R2 → R2. In this formulation, p ∈ R2 is the position that
is actually mapped from one image space to the other, the vector x parameterizes the
warp. The above original form (2.9) with a pure translation thus is expressed as
E(t) =
∑
p∈Ω
(
I0(p)− I1(W (t;p))
)2
. (2.10)
This formulation allows for an easy adaptation to the reconstruction of scene planes
based on plane-induced homographies. As we have seen in (2.1), Section 2.1.4, for
points p = (px, py, 1)
T and projection matrices P0 = (I|0), P1 = (M|m), the warping
function is W (n;p) := (M − mnT )p. Notice that the required dehomogenization of
the mapped point is implicitly assumed here, and remember that the plane normal n is
scaled such that the corresponding plane equation becomes nTx = −1.
In [HK06a] we have presented and evaluated a custom tailored iterative Gauss-Newton-
like scheme to ﬁnd the optimal plane parameters n for the objective function (2.10).
In the following, however, we brieﬂy present the required equations for a standard
Levenberg-Marquardt approach as employed in the later work [SHK11]. To implement
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Levenberg-Marquardt, we need to compute the partial derivatives of the residual func-
tions ri, which in this case are of the form ri(n) := I0(pi) − I1(W (n;pi)), with respect
to the plane parameters n:
∂
∂n
ri(n) = − ∂
∂n
I1(W (n;pi)) = −∇I1(W (n;pi))T ∂
∂n
W (n;pi) (2.11)
with
∂
∂n
W (n;pi) =
∂
∂n
(
wx(n;pi)
wy(n;pi)
)
=
∂
∂n
(
w1(n;pi)/w3(n;pi)
w2(n;pi)/w3(n;pi)
)
∈ R2×3. (2.12)
In the last term, the functions wk, k = 1, 2, 3 denote the three coordinates of the warp
W and the dehomogenization has explicitly been written out. Assuming the elements
M and m of the projection matrix P1 have the form
M =
⎛
⎜⎝ M
T
1
MT2
MT3
⎞
⎟⎠ , m =
⎛
⎜⎝ m1m2
m3
⎞
⎟⎠
with Mk ∈ R3, the per-coordinate functions w1, w2 and w3 can be expressed as
wk(n;pi) = (M
T
k −mknT )pi, k = 1, 2, 3.
With the partial derivatives of wk being
∂
∂n
wk(n;pi) = −mkpTi ∈ R1×3,
the partial derivatives of the warping function W become (continuing (2.12))
∂
∂n
W (n;pi) =
⎛
⎜⎜⎜⎜⎝
−m1(MT1 −m1nT )pipTi +m3(MT3 −m3nT )pipTi(
MT3 −m3nT )pi
)2
−m2(MT2 −m2nT )pipTi +m3(MT3 −m3nT )pipTi(
MT3 −m3nT )pi
)2
⎞
⎟⎟⎟⎟⎠ ∈ R2×3.
In the actual implementation, the gradient ∇I1 in (2.11) is computed by simple central
diﬀerences in image-space x- and y-direction.
The quality of the reconstructed planes, i.e., the deviation from the true object sur-
face, mainly depends on two factors, the quality of the input images (with respect to
noise, consistent illumination, and texture of the object’s surface) and the precision of
the camera calibration parameters. As we have shown in [HK06a], the results of plane
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reconstructions under the inﬂuence of image noise and slight camera calibration errors
strongly beneﬁt from including more than just two images I0,I1 into the reconstruction
process. Thanks to the particular form of the plane-induced homography (2.1), the
extension to more images is straight forward: Instead of computing the intensity diﬀer-
ences between a single pair of images only, we extend the objective function (2.10) to
sum over several images
E(n) =
C∑
c=1
∑
p∈Ω
(
I0(p)− Ic(Wc(n;p))
)2
. (2.13)
In the following, I0 will be called the reference image, the remaining images Ic will be
called comparison images. Notice that the warp Wc depends on the projection matrix
of the actual comparison image c. The parameterization of Wc with respect to the plane
parameters n, however, does not depend on the comparison images and thus remains
unchanged. Consequently, the Jacobian J of the residuals rc,i is extended by additional
rows of the form (2.11), while the matrix JTJ remains to be 3×3. The matching scheme
can be extended to use RGB color images in a completely analogous way by treating
every color channel as an individual intensity image in the outer sum of (2.13). As
demonstrated in [HK06a], the two (discrete) integration steps yield improved robustness
against image noise and calibration errors.
The main problem of image matching based on squared diﬀerences of intensity values
is its well-known sensitivity to illumination changes. If the object surface is not per-
fectly Lambertian, changing camera perspectives lead to changes in the intensity of the
same surface patch. A standard approach to compensate for such lighting changes is to
apply individual photometric normalization to the image regions. To this end, the mean
intensities
μ0 =
1
|Ω|
∑
p∈Ω
I0(p) and μc =
1
|Ω|
∑
p∈Ω
Ic(W (n;p))
of the region Ω in I0 and the warped regions in the comparison images Ic, respectively,
are subtracted from the pixel intensities. The resulting intensities are then divided by
the standard deviations
σ0 =
√
1
|Ω|
∑
p∈Ω
(
I0(p)− μ0
)2
and σc =
√
1
|Ω|
∑
p∈Ω
(
Ic(W (n;p))− μc
)2
of the respective image regions:
E(n) =
∑
c∈C
∑
p∈Ω
(I0(p)− μ0
σ0
− Ic(Wc(n;p))− μc
σc
)2
(2.14)
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Figure 2.4.: Result of the multi-view stereo plane reconstruction algorithm. In this
example, 57 image regions Ω have been manually deﬁned (see left ﬁgure). The ren-
dering of the reconstructed planes over a ground-truth geometry of the warrior statue
demonstrates the high precision of the reconstructed planes.
This allows the plane ﬁtting scheme to work well even in cases of moderate changes in
the lighting conditions. While the values μ0 and σ0 are constant, μc and σc need to be
taken into account during the computation of partial derivatives. However, since both
values are simple combinations of the term Ic(Wc(n;p)) for which partial derivatives
have been computed already, this is an easy task.
Figure 2.4 shows the result of reconstructing 57 individual planes from 5 input images
(i.e., a reference image and 4 comparison images). The reference image, overlaid with
the image regions Ω, is shown on the left of the ﬁgure. In this particular case, all image
regions Ω have been deﬁned manually. The planes have been initialized to be parallel
to the reference image and have manually been placed at depths (with respect to the
reference image) that enabled convergence to the correct positions on the objects surface
in scene space. In Chapter 3 this technique will be extended to a fully automatic 3D
reconstruction approach, including the automatic initialization of plane parameters.
2.3.2. Extension to Triangle Meshes
The idea of reconstructing individual planes by recovering the parameters of a plane-
induced homography has been extended to the reconstruction of complete triangle
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M
M ′
Figure 2.5.: Illustration of the reconstruction process for triangle meshes. For a given
triangle mesh M in image space, the goal is to compute per vertex depth values di. The
back-projected vertices then induce a scene-space triangle mesh M ′.
meshes by Sugimoto and Okutomi [SO07]. Similar to the reconstruction of individ-
ual planes, the extended algorithm takes a reference image I0 and a set of comparison
images I1 . . . IC as input. Furthermore, the reference image I0 is overlaid with a 2D
triangle mesh M . Each triangle in the reference image induces a homography, the image
region covered by a triangle in the reference image is being warped to the comparison
images and used for photo-consistency computations. The goal is to recover a depth
value di for each vertex in M such that the resulting 3D triangle mesh M
′ approximates
the part of the scene visible in the region of I0 covered by M , cf. Figure 2.5. We discuss
the ideas of the original work [SO07] in the following, and present several extensions
during the discussion of the MeshPaint system in Chapter 4.
As before we assume that the images are calibrated, i.e., that for each image Ij a 3×4
projection matrix (Mj|mj) is given. We again pre-transform scene space according the
transformation (2.2) such that the reference camera matrix becomes (M0|m0) = (I|0).
By this transformation, the relation between a point x in scene space (i.e., a vertex of
M ′), its projection p into the reference image (i.e., the associated vertex in M) and
the corresponding depth value d simpliﬁes to x = dp where p = (u, v, 1)T is given in
homogeneous coordinate notation.
For a scene-space triangle S ∈ M ′ we measure photo-consistency by comparing the
pixel colors in the projection of this triangle into reference image I0 with the projec-
tions into comparison images Ic. The actual photo-consistency computation is again
performed as sum of squared intensity diﬀerences. Since the mesh M ′ is parametrized
by a depth ﬁeld over the vertices of M in I0, there is a one-to-one correspondence be-
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tween triangles in M ′ and M . Hence, we can start with a triangle (p1,p2,p3) ∈ M ,
back-project it to S = (d1p1, d2p2, d3p3) ∈ M ′ and then map it to some comparison
image Ic. Clearly, the complete map from I0 to Ic via S can again be written in the
form of a plane-induced homography (2.1) as
Hc(S) = Mc −mcn(S)T
or as a warp
Wc(S;p) = Hc(S)p =
(
Mc −mcn(S)T
)
p
where n(S) is the normal vector of S, scaled such that the equation of the embedding
plane becomes n(S)Tx = 1.
Let xi = di(ui, vi, 1)
T be the corners of a triangle S in scene space, then its normal
vector n(S) can be derived from the three plane equations
(ui, vi, 1)
Tn(S) =
1
di
, i = 1, 2, 3
as
n(S) =
⎛
⎜⎝u1 v1 1u2 v2 1
u3 v3 1
⎞
⎟⎠
−1
︸ ︷︷ ︸
=: L
⎛
⎜⎝1/d11/d2
1/d3
⎞
⎟⎠ . (2.15)
In analogy to the recovery of individual planes (2.13), the objective function sums over
all comparison images Ic and all triangles T ∈ M the pixel intensity diﬀerences between
T and its re-projections, i.e.,
E(d1, . . . , dV ) =
C∑
c=1
∑
T∈M
∑
p∈T
(
I0(p)− Ic(Wc(T ;p))
)2
, (2.16)
where V is the number of vertices in the triangle meshes M and M ′ and the warp Wc is
parameterized by the three respective depth values di of a triangle T .
Sugimoto and Okutomi [SO07] minimize E by applying a Gauss-Newton optimization,
i.e., by computing the Jacobian J of E and by solving JTJΔ = JT r for parameter updates
Δ. The residual vector r here contains the per-pixel intensity diﬀerences, i.e., the inner
term of the above sum of squares. In the MeshPaint system we employ a full Levenberg-
Marquardt optimization by augmenting the linear system to (JTJ + λI)Δ = JT r as
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discussed in Section 2.2.2. The partial derivatives of the warped comparison images
Ic(Wc(T ;p)) = Ic(Wc(n(di1 , di2 , di3);p) are computed as
∂
∂dij
Ic(Wc(n(di1 , di2 , di3);p)) =
∂
∂Wc
Ic
∂
∂n
Wc
∂
∂dij
n.
The ﬁrst two terms are identical to (2.11), the last term is
∂
∂(di1 , di2 , di3)
n(di1 , di2 , di3) = L
⎛
⎜⎝−1/d
2
i1
−1/d2i2
−1/d2i3
⎞
⎟⎠ .
Notice that in this case the matrices J and JTJ are sparse: a depth value di only
inﬂuences its adjacent triangles, thus the partial derivatives with respect to di of all
residual functions that do not belong to di’s triangles are zero. Consequently we employ
the eﬃcient CHOLMOD sparse Cholesky solver [CDHR06]. To compensate for non-
Lambertian lighting conditions, we furthermore apply the simple intensity normalization
(subtraction of per-triangle intensity mean, division by per-triangle intensity standard
deviation) introduced for the reconstruction of individual planes.
Compared with the reconstruction of individual planes, the central idea of the ex-
tension to triangles meshes is the representation of the plane parameters n(S) by the
three depth values di of the corresponding triangle vertices pi in image space. The
main advantage is that this form of parameterization induces a coupling of neighboring
triangles during the minimization process. Thus, in contrast to the previous approach,
neighboring triangles are not reconstructed individually but inﬂuence each other. While
the coupling of neighboring surface elements itself stabilizes the reconstruction process,
in Chapter 4 we will see that this form of parameterization enables the integration of
an explicit smoothness energy to further improve the quality of the resulting triangle
surfaces.
2.4. Estimation of Rigid 3D Transformation by
Matching Points and Lines in 2D
Many applications in Computer Vision are based on the idea to compute higher or-
der information from corresponding low level entities in image- or scene-space. Popular
examples include the computation of homographies between images from sets of corre-
sponding image-space point pairs, or the derivation of projection matrices from 3D-to-2D
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Figure 2.6.: Illustration of the two variants of the image-space point-to-line correspon-
dence problem. In the ﬁrst variant (left) we are given a set of 2D points xi and a bundle
of (rigidly connected) 3D rays Li. The goal is to ﬁnd a rigid transformation T of the
ray bundle such that, after projecting the (transformed) 3D rays into image-space with
projection matrix P, the distance between corresponding points and lines is minimized.
In the second variant (right) we are given a set of 2D line segments li and a set of
(rigidly connected) 3D points Xi. The goal again is to compute a rigid scene-space
transformation T such that the distance between projected points and corresponding
lines in image-space is minimized.
point correspondences (cf. [HZ03]). In this section, we are considering the speciﬁc prob-
lem of computing a rigid transformation (i.e., a rotation and a translation) in scene-space
form corresponding image-space points and lines. This problem will, in two very similar
variants, occur in the LaserBrush system (cf. Chapter 5) and in the registration of cadas-
tral maps with oblique aerial images (cf. Chapter 6). The two variants are illustrated in
Figure 2.6.
2.4.1. Computation of Rigid Transformation
In the ﬁrst variant (called “A” hereafter), we are given a set of image-space points pi ∈ R2
and a bundle of scene-space rays Li(λ) = ci+λri with ci, ri ∈ R3. The rays may or may
not pass through a common center, they are however assumed to be rigidly connected.
We assume that the projection parameters P related to the image are known. For the
time being we furthermore assume that proper correspondences between 2D points and
3D rays have been established. How this is done in the respective applications is outlined
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in the next section. The computation of the rigid transformation T is formulated as a
minimization problem with the objective function
EA(T) =
∑
i
dist2(PT ◦ Li,pi)2, (2.17)
where dist2(·, ·) denotes the Euclidean distance between an image-space point and its cor-
responding line, and PT ◦Li denotes the transformation and projection of a 3D ray into
image space. We again employ the Levenberg-Marquardt algorithm (cf. Section 2.2.2)
to minimize EA.
In the second variant (called “B”) the spaces of the given elements are exchanged.
That is, we are given a set of image-space lines li(λ) = ci + λri, with ci, ri ∈ R2 and a
set of scene-space points xi ∈ R3. The computation of the rigid transformation T that
transforms the scene points such that the distance between corresponding elements is
minimized in image space is formalized by the very similar objective function
EB(T) =
∑
i
dist2(li,PTxi)
2. (2.18)
In case the image-space lines or the scene-space rays pass through a common point,
both above objective functions are under-determined, leading to an open degree of free-
dom in the translation of the transformation T. In variant A, given a transformation
T that minimizes EA, the ray bundle can be moved arbitrarily on a line deﬁned by the
camera center and the common point of the rays in scene-space without changing the
value of EA. Notice the similarity to the classical problem of determining the absolute
distance of two cameras in structure-from-motion computations. In variant B, assume
that all image-space lines pass through a common point. Let the back-projection of this
point be the scene-space direction dv. Translating all scene-space vertices xi along dv
does not alter the value of EB.
In the LaserBrush system (Chapter 5) which makes use of variant A, the rays do not
pass through a common center by construction. Thus, in principle it is not required to
take speciﬁc actions to ﬁx any open degree of freedom. However, due to measurement
noise and the fact that (also by construction) the distance of all rays to a common point
is relatively small, the determination of the translation may become unstable, leading
to systematic surface noise. An important part of the LaserBrush system therefore is a
smoothing operator (cf. Section 5.6) speciﬁcally tailored to the systematic nature of the
surface noise. In the registration of a map with oblique aerial images (Chapter 6), which
makes use of variant B, all image-space lines pass through a common point. To ﬁx the
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open degree of freedom of the transformation T we replace the point-to-line distance
in image space with a point-to-point distance for a single correspondence. Please see
Section 6.3.2 for details.
2.4.2. Determination of Correspondences
The determination of correspondences (3D rays to 2D points in variant A, 3D points
to 2D lines in variant B) is based on RANSAC (cf. Section 2.2.1). Given an initial,
rough estimate of the transformation T, it is possible to construct sets of possible cor-
respondences by pairing nearby elements in image space. We then follow the standard
RANSAC procedure by randomly selecting minimal subsets of correspondences, com-
puting hypotheses Th, and evaluating them with all remaining correspondences. Apart
from this similarity, however, the speciﬁc details of the actual procedures in LaserBrush
and the registration of oblique aerial images diﬀer. For instance, in LaserBrush we are
dealing with only a very small number of lines and points, which enables an eﬀective
approach to determine an initial estimate for T. Due to a much larger number of points
and lines, we have to rely on GPS/INS measurements to initialize T in the image regis-
tration approach. Furthermore, the LaserBrush system deals with sequences of images
in which the points xi can be tracked in order to maintain correspondences. In contrast,
the registration approach considers images taken from strongly varying vantage points
which do not allow for such measures.
The main diﬀerence between the two systems lies in the extend of the image- re-
spectively scene-space lines: In the image registration approach, the lines li have ﬁnite
extend, while in LaserBrush the scene-space rays Li (and their image-space projections)
are inﬁnite. Consequently, the construction of correspondences in LaserBrush is much
more prone to false matches than the procedure in the image registration approach.
Please see the respective chapters for details on how this inﬂuences the designs and
implementations of the respective systems.
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Part I. Object Scale
The reconstruction of 3D objects from images is, compared with the two other re-
construction scenarios, quite likely the scenario that has received most attention in the
vision and graphics research communities in recent years. Reasons for this bias towards
object reconstruction include the relatively easy acquisition of suitable image sequences
using oﬀ-the-shelf digital cameras, and the recent progress in structure-from-motion tech-
niques that are able to calibrate image sequences or unordered image sets taken under
various conditions. Furthermore, a wide spectrum of applications beneﬁts from reliable,
eﬃcient (in terms of overall speed and cost), and easily accessible image-based 3D object
reconstruction methods. Examples include rapid prototyping in product design, online
catalogues, or the content creation for multimedia and entertainment applications. Con-
sequently, in recent years the reconstruction of real-world objects from images has been
a highly active research ﬁeld and several sophisticated techniques have been proposed,
cf. the list of methods compared in the Middlebury multi-view stereo evaluation project
[Mid11] and the discussion of approaches related to our work in Sections 3.1 and 4.1.
While many of the existing 3D object reconstruction systems are capable of generating
impressive reconstruction results, most of them are aﬀected by at least one of the follow-
ing two problems. First, many of the existing methods have rather strict requirements
regarding the input data. Often, a shape prior or exact image silhouettes are required
to initialize the reconstruction process. Furthermore, the quality of the reconstructions
quickly degrades when the scene is not suﬃciently textured. In order to loosen the re-
strictions on the input images, our multi-view stereo reconstruction approach presented
in Chapter 3 combines a surface representation by individual planar surface elements
with a growing strategy in scene space. This combination enables the reconstruction of
3D models from scratch, i.e., without any prior knowledge about the model’s geometry
and topology. Individual surface elements are aligned with the model’s surface by in-
tegrating over their footprints in image space (cf. Section 2.3). The actual sizes of the
integration regions are adjusted automatically according to the level of “texturedness” of
the underlying images, thereby eﬀectively stabilizing the reconstruction process in case
of textureless surface regions. We demonstrate with multiple real-world reconstruction
results – including an evaluation using the Middlebury datasets [SCD∗06] – that our
algorithm produces reconstructions of comparable quality to the current state-of-the-art
techniques while requiring no input other than a set of calibrated images.
As discussed in the introduction, the second, more severe problem of existing 3D ob-
ject reconstruction systems (including our own system in Chapter 3) arises from the fact
that most of these systems aim at fully automatic procedures. Inevitable failures caused
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by various reasons (e.g., insuﬃcient texture or otherwise ambiguous image information,
complex geometry, etc.) are not handled adequately, resulting in 3D models that (lo-
cally) deviate from the true surface or have parts of the surface missing completely. To
address these issues, the MeshPaint system presented in Chapter 4 has been designed
to meet the speciﬁc challenges of an interactive, image-based 3D object reconstruction
system. Its main design goal is the combination of a powerful automatic reconstruction
technique with a very simple and intuitive user interface. It allows for the easy and
immediate validation and correction of the reconstructed surface with the help of the
input images and as an integral part of the actual reconstruction process. The user
interface is based on a simple 2D painting metaphor, and thus requires much less user
skill than a conventional 3D polygon mesh modeling tool. We demonstrate with various
examples, again including the Middlebury datasets, that the models reconstructed with
the MeshPaint system are of very high quality. Though this approach shifts a certain
workload to the user, the user gains immediate control over the reconstruction process.
As a consequence, the total time for the reconstruction of a 3D model, compared to the
running time of an automatic system (even without taking the time for possibly required
manual model ﬁxing into account) is strongly reduced.
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Approach
In this chapter, we discuss the automatic multi-view stereo reconstruction approach
presented in [HK07]. Our method utilizes a geometry representation based on oriented
particles (cf. [KB04, ST92]) and the plane reconstruction approach discussed in Sec-
tion 2.3.1. Speciﬁcally, we use a set of surface elements in the form of planar disks in
scene space to approximate the unknown surface of a scene. Each disk is deﬁned by a
center point, a normal vector, and a radius. Our reconstruction algorithm consists of
two alternating phases. In the ﬁrst phase it computes seed disks by purely image-based
homography matching (i.e. without the integration of camera calibration information) in
an automatically selected pair of images. The seed disks are then corrected by the plane
ﬁtting algorithm of Section 2.3.1. Hence, by taking the known camera calibration into
account and by exploiting a minimal plane parameterization with 3 degrees of freedom,
the seed disks are precisely ﬁtted to the scene’s surface. The second phase expands
the information from the already recovered surface region employing a greedy growing
strategy. New disks are spawned at the boundary of the known region until it cannot
be smoothly expanded any further. The algorithm stops when all visible parts of the
scene are covered with disks, resulting in a dense set of point samples with accurate nor-
mal information. For applications like rendering or new view synthesis, the information
provided by the disks is already suﬃcient. For cases requiring closed, manifold triangle
meshes we can apply oﬀ-the-shelf triangulation techniques. Thanks to the recovered
point and normal information, the publicly available tools of Kazhdan [Kaz05, KBH06]
are especially well suited in our case. Therefore, in our approach we concentrate on
generating point and normal samples for the visible parts of the scene only and let the
mesh generation tools care for a smooth and consistent interpolation for the invisible
parts.
The disk-based surface representation leverages several important advantages, which
in this combination cannot be found in any previous reconstruction method:
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  The sampling density in scene space and size of the disks’ footprint can be varied
arbitrarily and independently. With classical surface representations like polygon
meshes or voxel grids this cannot easily be achieved. In our approach, we vary
both parameters automatically, driven by the texturedness and resolution of the
input images.
  Our algorithm does not need initialization information of any form. All geometry,
topology and visibility information is completely derived from the calibrated but
otherwise unmodiﬁed input images. Speciﬁcally, no visual hull has to be computed.
However, if image silhouettes are available, this additional information can easily
be taken into account.
  We exploit the topological ﬂexibility of point-sampled surfaces. This topology-
free surface representation allows for a simple incremental procedure: All disks
are ﬁtted with visibility information derived from the already recovered surface.
In case new information invalidates existing disks, these disks are erased and the
aﬀected part of the surface is treated as not yet recovered.
This chapter is based on material previously published in [HK07].
3.1. Related Approaches
In what follows we discuss several related reconstruction techniques, many of which
have been shown to produce results of extremely high quality, with a focus on fully
automatic approaches. The slightly dated survey by Seitz et al. [SCD∗06] gives a more
complete overview of many related techniques, the ongoing evaluation and comparison
of multi-view stereo techniques [Mid11] lists results and references to many more recent
reconstruction approaches.
Existing reconstruction methods can, quite roughly, be classiﬁed into either sur-
face oriented or volume oriented methods. Examples for surface-based methods are
[HS04, IS03, ZS01] that use polygon meshes to represent the surface of a scene and
[PKF05, SYJ03] that use level-sets. The mesh-based approach has to deal with sev-
eral diﬃculties: artifacts like self intersections or folded-over polygons either have to
be prevented explicitly or have to be taken care of by artiﬁcial energy terms that are
minimized simultaneously with the evolution of the mesh. Furthermore, the resolution
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of the polygon mesh has to be adjusted by tedious decimation, subdivision, and remesh-
ing algorithms in order to keep the mesh consistent. In contrast, our disk-based surface
representation does not require any consistency constraints since it only keeps track of
loose neighborhood relations instead of strict element connectivity. For the mesh-based
methods the topology of the ﬁnal mesh has to be either known a-priori ([HS04, ZS01]) or
topology changes have to be detected and taken care of during the mesh evolution ([IS03])
which can be an error prone process. Level-set surface representations ([PKF05, SYJ03])
naturally support topology changes but controlling the correct topology is still a diﬃ-
cult issue. Due to the topology-free surface representation with planar disks we neither
require initial knowledge of the topology nor need to take care of topology changes.
Many of the above methods require a good initial surface proxy obtained, e.g., from
the visual hull. Since this can in general be quite far away from the true surface, most
often very small image regions have to be used for correspondence computation (cf.
[HS04]). While an explicit surface representation often enables the easy integration of
smoothness energies to counter the distorting eﬀects of image noise, such additional
energy terms tend to slow down the speed at which a surface evolves. Consequently,
large distances between the initial and the true surface (e.g. in deep concavities) lead
to slow convergence of the deformation process. In our approach, the disks are always
tangential to the true surface of the scene and are ﬁtted in a perspectively correct way.
We can hence allow for relatively large footprints in the images resulting in stable ﬁtting.
Smooth surfaces are achieved in a natural way by increasing the footprint of the disks.
Since new disks are created close to the true surface, in most cases they have to be only
slightly corrected by the ﬁtting process. Hence our method is very eﬃcient in terms of
convergence speed.
The mesh-based reconstruction method of Furukawa and Ponce [FP06] uses aﬃne
matching of image regions between pairs of images to obtain approximate point positions
in scene space. Their approach also contains the idea of expanding the already recovered
information. However, due to the aﬃne matching, the expansion is limited to a grid of
rectangular regions in image space. A similar approach is followed by Lhuillier and Quan
in [LQ05]. The information provided by sparse point matches in image pairs is expanded
in image space to obtain a regular grid of quasi-dense correspondences. In our approach,
we use perspectively correct matching of scene space disks which, instead of being limited
to a pair of images, gains robustness from taking an arbitrary number of images into
account. Furthermore our technique performs a natural expansion of the recovered
surface in scene space. The method in [LQ05] employs a level-set evolution approach to
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compute a surface based on the triangulated quasi-dense point correspondences, image
silhouettes, and photo-consistency measures. In [FP06] the visual hull is deformed to
ﬁt the reconstructed points and in a second step the mesh is further deformed by a
texture-driven force based on tangential surface patches. This is similar to our idea of
ﬁtting planar disks to the surface, but is strictly bound to the resolution of the mesh
and generally suﬀers from the mesh consistency problems mentioned above.
Concurrently to our work, Furukawa and Ponce [FP07, FP08] have developed a very
similar approach to multi-view stereo reconstruction called PMVS. Their system is also
based on the reconstruction of oriented, planar surface elements and performs a very
similar expansion of initial seed elements to unknown surface regions. The main diﬀer-
ence of the two approaches is the actual surface expansion. The expansion employed
by PMVS works in image space, while our expansion is performed in scene space. Fur-
thermore, the strategy of PMVS is to generate a large amount of surface samples and
remove outliers with several ﬁlters in a post-process, while our strategy generates surface
elements much more conservatively. The PMVS system has more recently been extended
to a motion capture approach [FP09] and is a core component of the multi-view stereo
reconstruction approach from Internet photo collections [FCSS10].
Early work in the ﬁeld of volumetric reconstruction includes [SD97] and [KS00]. The
main problem here is that for high resolutions of the voxel grid, the image footprints
used for consistency determination become very small. This often results in noisy re-
constructions in textureless regions or under the inﬂuence of images noise. To overcome
this problem, more recent volumetric methods (e.g. [HK06b, TD06, VTC05]) extract a
smooth surface from the noisy consistency volume using a global optimization technique
like graph cuts. While this works very well for suﬃciently textured objects, it gener-
ally does not solve the problem for objects without texture. For small voxel footprints
large parts of the volume are tagged as consistent with the images such that even global
optimization methods are often unable to extract the correct surface. Enlarging voxel
footprints is diﬃcult since it is unknown in general where exactly the true surface lies.
In our method the sampling density in scene space and especially the footprint size of
the disks is not restricted by a volumetric grid: Due to the surface-aligned disks we are
free to enlarge the footprints in textureless areas until a robust ﬁtting is possible. Tran
and Davis in [TD06] extend the work of Vogiatzis et al. [VTC05] by adding silhouette
constraints to avoid the surface shrinkage that volumetric graph cuts are aﬀected with.
This, however, again requires exact image segmentation and does not work in concave
parts of the surface. In contrast, our method does, due to the localized disk ﬁtting, not
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need to cope with global shrinkage issues and hence does not require any constraints
based on, e.g., object silhouettes.
Zach [Zac08] has presented a volumetric depth map fusion algorithm and demonstrates
its applicability to the case of multi-view stereo reconstruction. Due to a GPU imple-
mentation, the approach achieves very short computation times. The actual quality of
the resulting models, however, strongly depends on the input depth maps. Furthermore,
due to the ﬂat memory layout on the GPU, the maximally possible resolution is rather
limited.
Among the work explicitly using planes for the reconstruction of a scene is [BSA98] by
Baker et al. They use a Levenberg-Marquardt approach to ﬁt planes to a set of images.
However, this system is not fully automated but requires manual plane initialization.
Furthermore, the approach in [BSA98] uses very few large planes with individual per
pixel displacements and hence is more geared towards a classical stereo setup while
we use many planes to densely sample the scene with arbitrarily distributed cameras.
Rothganger et al. [RLSP06] use planes to approximate a scene with the goal of partial
reconstruction and object recognition. Their system is based on aﬃne matching and
an aﬃne camera model, while our method supports more realistic projective matching
and projective cameras. Carceroni and Kutulakos [CK02] use planar elements as well
to represent the surface of a scene. Their work is based on the space carving method
[KS00] and places a planar element in each surface voxel. The correct plane parameters
are computed by an algorithm that ﬁrst exhaustively tests many diﬀerent positions and
orientations and then performs a nonlinear optimization for a set of best candidates.
Their method is again bound to a volumetric grid in terms of sampling density and ele-
ment size, and furthermore is computationally quite expensive. Since none of the above
plane-based methods take part in the Middlebury evaluation [Mid11], a quantitative
comparison to the state-of-the-art is diﬃcult.
3.2. Surface Growing
The surface growing approach to multi-view stereo reconstruction works by alternating
two phases. These two phases, the generation of seed disks and the expansion of surface
regions, will be discussed in Sections 3.2.2 and 3.2.3. After that we go into detail about
how the sampling density in scene space and the size of the disks’ footprint is determined
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(Section 3.2.4) and how visibility information is computed (Section 3.2.5). We begin with
a brief discussion of how the ﬁtting of individual disks is performed.
3.2.1. Disk Fitting
The disks used to approximate surfaces in this approach are deﬁned as tuples (n, c, r).
n is the normal of the disk’s embedding plane, c ∈ R3 is the disk’s center point and r
its radius. All parameters of a disk are deﬁned in scene space.
The plane ﬁtting method discussed in Section 2.3.1 requires the speciﬁcation of a refer-
ence image I0, an arbitrary number of comparison images I1, . . . , In, an initial estimate
of the plane parameters and a set of pixels Ω in the reference image. It then com-
putes correct plane parameters n by minimizing the sum of squared intensity diﬀerences
between images, using the homography induced by the plane n as warping function.
Applied to the current context of ﬁtting disks, we ﬁnd the required information as
follows. For a given disk, we compute a reference and a set of comparison images using
the procedure detailed in Section 3.2.5. The image region Ω is determined by projecting
the disk into the reference image and by rasterizing its footprint. How the actual size
of the footprint is determined is discussed in Section 3.2.4. Finally, the initial plane
parameters of a disk are computed in two diﬀerent ways: In the case of a seed disk the
plane parameters are initialized from a homography matched between a pair of images
(cf. Section 3.2.2), in the case of a disk that expands the already recovered surface
the parameters are inherited from an existing disk (cf. Section 3.2.3). To compute the
updated center c of a disk after ﬁtting, we simply cast a ray from the reference camera
center through the original center position and intersect it with the disk’s updated
embedding plane.
3.2.2. Seed Disks
Seed disks are used to initiate the surface reconstruction process on not yet recovered
parts of the scene. To ﬁnd such a part, we project the currently recovered surface into
all images, and then traverse the images one by one on a regular grid until an image
I with a non-occupied pixel p has been found. More elaborate strategies to, e.g., ﬁnd
the largest not yet recovered image region are possible but we found that the above
method is completely suﬃcient. To generate a seed disk our algorithm then matches an
unconstrained homography H with 8 degrees of freedom using the same SSD matching
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approach (2.10) as the disk ﬁtting with a general homography as warping function W
(cf. [BM04]). This requires an image region Ω in I0 and a second image I1. As region Ω
we use all pixels contained in a circle centered at the pixel p. The radius of the circle
is determined in the same way as the size of the disk footprints, cf. Section 3.2.4. To
be able to initialize the matching homography with the identity matrix, we choose the
second image I1 nearby to the ﬁrst in terms of viewing direction and camera orientation.
Note that, although our algorithm does not require a segmentation of the input images in
principle, the computation time necessary to reconstruct a desired object can be reduced
greatly if a coarse separation of the object and the background is available. Then seed
disks are constructed only for surface parts that the user is really interested in.
Once the 8 parameters of the homography have been computed, we need to generate
the corresponding disk in scene space by initializing the parameters n and d. We apply
the transformation (2.2) to the projection matrices of I0 and I1 with I0 as reference,
and then compute the transformed plane parameters n′ such that the plane-induced
homography (2.1) performs the same transformation on image points x as the matched
homography H:
y := Hx
!
= (M−mn′T )x,
with (M|m) being the transformed projection matrix of I1. After explicitly writing out
the de-homogenization
yi =
(MTi −min′T )x
(MT3 −m3n′T )x
, i = 1, 2
whereMTi is the ith row of M and mi the ith component ofm, we linearize the equations
as
yi · (MT3 −m3n′T )x = (MTi −min′T )x, i = 1, 2,
construct a linear system for all correspondences x ↔ y,x ∈ Ω and compute the least
squares solution. After applying the inverse transformation of (2.2) to obtain the true
plane parameters (nT , d), the disk center is computed as the intersection of the plane
with a ray from the camera center of I0 through the pixel p.
Clearly there is no guarantee that the homography matching does not get stuck in
a local minimum and the resulting seed disk therefore does not lie on the scene’s sur-
face. We employ two simple but eﬀective mechanisms to detect such cases. First, the
Euclidean distance
||Hx− (M−mn′T )x||
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Figure 3.1.: Schematic representation of the surface expansion. Active disks (usually
on the boundary of the recovered region) are colored red. The expansion iteratively
picks an active disk, creates new disks in its tangent plane such that its 6-neighborhood
is complete, and then applies the ﬁtting procedure to each new disk.
between points projected with the originally matched homography H and the homog-
raphy induced by the recovered plane parameters has to be smaller than a threshold.
This way homographies not representable as plane-induced homographies are easily de-
tected. As second check we apply the projective plane ﬁtting of Section 2.3.1 to the
newly constructed seed disk with more than two images taken into account and compare
the original to the ﬁtted disk. If the disk moves or rotates by more than a threshold it
is treated as outlier. As we will demonstrate in the result section, we can choose these
thresholds once for all experiments and do not have to adapt them to each individual
data set. In case object silhouettes are available, they can be used as additional check
for outlying seed disks. If either of these checks fails the sampling procedure starts over
with ﬁnding a new free image position.
3.2.3. Surface Expansion
The disks that are used to approximate the unknown surface of a scene can be classiﬁed as
being either active or inactive, see Figure 3.1. Active disks usually lie on the boundary of
the recovered surface region and are candidates for its further expansion. A disk becomes
inactive either if its geodesic neighborhood on the surface is completely covered with
disks or if it is not possible to smoothly expand the recovered region at this particular
position. The recovered region is expanded as long as active disks are present. Figure 3.2
shows an example of this process. When all disks have become inactive, a new region is
initialized with a seed disk as single active disk (cf. Section 3.2.2).
The main idea of the surface growing approach is to add new disks to complete the
neighborhood of active disks, thus expanding the conquered region in tangential direc-
tion. “Gaps” in the neighborhood of an active (parent) disk are detected using a simple
criterion. The centers of all neighboring disks are projected into the supporting plane
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Figure 3.2.: Example of the surface growing process on the head of a Chinese statue.
Active disks are colored red, inactive disks are grey. The recovered region is expanded
at active disks. A disk becomes inactive when its neighborhood is complete or it is not
possible to smoothly expand the recovered region in this particular area. (The cutout
of the image shown on the left has 2562 pixels. Notice that the actual size of the disks
has been reduced for rendering.)
of the disk in question. Then the angles between the vectors from the disk center to
the projections are computed and sorted. Each gap larger than 60 degrees is ﬁlled by
adding a new disk at the corresponding position in the tangent plane of the parent disk.
A new disk inherits its initial plane parameters from its parent. After correcting the
plane parameters with the ﬁtting algorithm of Section 2.3.1, the ﬁnal disk position is
again computed as a ray-plane intersection with a ray from the reference camera center
through the old disk center.
This strategy guarantees a dense coverage of the whole surface when the process
ﬁnishes (notice that the threshold of 60 degrees corresponds to a dense circle packing).
Moreover it satisﬁes the requirement of the plane matching algorithm for an initial
estimate of the plane parameters: By initializing the normal of a newly added disk
with the normal of its already ﬁtted parent and by moving its center to a new position
in the parent’s tangent plane, the parameters are suﬃciently close to allow for stable
convergence of the plane matching algorithm.
There are, however, two cases in which the above approach is not able to smoothly
expand the recovered region. Firstly, the initialization with the plane parameters of the
parent disk might not be correct at corners or sharp edges, for example. Secondly, the
visibility information might not be correct. As will be discussed in Section 3.2.5, the set
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of images used for the ﬁtting of a disk is determined by the recovered surface information
only. In early stages of the algorithm, occluding geometry simply might not have been
recovered yet, leading to a wrong choice of comparison images and consequently to badly
ﬁtted disks. Both cases are handled by limiting the movement and rotation a disk is
allowed to undergo during ﬁtting: If the assumption of a smooth surface is violated, the
corresponding disk is immediately discarded. If object silhouettes are available, they
can again be used as additional means to detect outlying disks.
3.2.4. Footprint Size and Sampling Density
The image region used to ﬁt a particular disk is its footprint in its reference image. The
position of the footprint is determined by the position of the disk in scene space which,
in turn, is determined by the expansion strategy. The only remaining degree of freedom
is the size of the footprint controlled by the radius of the disk. We adjust the size of the
footprint based on the following idea: For textured parts of an object the ﬁtting process
Figure 3.3.: Variance-driven determi-
nation of disk size. Red colored parts of
the surface are approximated by large
disks due to little image texture, while
green color depicts small disks.
is generally stable. Hence the size of the disks
can be relatively small to allow for the recon-
struction of geometric detail. However, in tex-
tureless parts, the ﬁtting needs to be stabilized
by using larger image regions. Accordingly,
the size of a disk is determined by the inten-
sity variance of the footprint in the reference
image. That is, starting from a minimal foot-
print size fmin the radius of a disk is increased
until the variance of the footprint reaches a
target threshold σ2 (see Section 3.3 for details
about parameter settings). Choosing the tar-
get variance above the image noise level allows
us to eﬀectively adapt the disks’ size to the
quality of the underlying images. This disk
sizing strategy also integrates nicely with the
fact that, under the assumption of Lambertian
illumination, an image region with very sim-
ilar intensities corresponds to a quasi-planar
part of the scene that can extremely well be
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approximated by a large planar disk. Figure 3.3 shows a visualization of the distribution
of disk sizes for the completely textureless Dino model from the Middlebury multi-view
stereo evaluation [SCD∗06]. Red color depicts surface areas with large disks due to little
texture while green colored surface parts are covered with small disks.
The determination of the sampling density in space, i.e. the distribution of disk centers
on the scene’s surface, is part of the surface expansion. Speciﬁcally, the sampling density
is controlled by the distance a new disk is moved away from the center of its parent disk.
The most natural way of adjusting the sampling density would be based on the curvature
of the surface. Unfortunately this is not feasible since the surface is unknown. We hence
decided for a ﬂexible solution that does not require knowledge about the absolute scene
scale: New disks are moved by a user-speciﬁed fraction of the parent disk’s minimal
radius (corresponding to the footprint size fmin). This way the sampling density is
automatically adjusted to the resolution of the images. For images with large camera-
to-object distance the disks are enlarged to project to a footprint of suﬃciently many
pixels. As a result, the sampling in scene space becomes coarser which is a meaningful
reaction to this situation. On the other hand, for close-up images of an object this
approach increases the sampling density allowing for the reconstruction of ﬁne geometric
detail. Note that the sampling density depends on the minimal but not on the actual,
variance adjusted disk radius. We do not use the latter solution since the variance in
many cases does not change suﬃciently smooth as it would be required for a regular
sampling.
3.2.5. Visibility Determination
To perform reliable and correct disk ﬁtting we need to be able to determine a set of
images in which a particular disk is visible. As stated earlier, the visibility information is
derived from the recovered geometry only and hence no shape initialization is necessary.
We apply an approach similar to the z-buﬀers of graphics systems: For each pixel of
each input image we store the ID of a disk and a depth value. Initially all IDs are set
to an invalid value and all depth values are set to inﬁnity.
Whenever a new disk is created (either as seed disk or during the surface expansion)
its footprint is determined in all images. In case the depth of the new disk is less than
the depth stored in a particular image, the disk is classiﬁed as being visible in that
image and the existing depth and ID are overwritten with the new information. From
all images seeing a disk we choose the one with the most perpendicular view as reference.
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Model Images Resolution Regions Disks Time
Dino 363 640×480 91 105k 130 min
Temple 312 640×480 594 111k 91 min
Leo 86 1024×768 8 94k 29 min
Warrior 42 1024×768 51 264k 75 min
Monkey 46 720×576 117 51k 35 min
Table 3.1.: Results of our surface-growing algorithm applied to several image sequences.
The comparison images are chosen from the remaining images that see the disk with a
viewing angle of less than 45 degrees. To prevent a set of only small-baseline comparison
cameras, images with a viewing angle of 30 degrees are preferred most.
The main point of our depth buﬀer approach is its incremental nature. Since the
visibility of a disk is derived from the recovered surface only, it might not be completely
correct (i.e., one or more images might wrongly be classiﬁed as seeing a particular disk).
Such a case is easily detected once the occluding surface part is conquered: When a new
disk has a depth less than the stored depth value, it is checked if the disk corresponding
to the stored ID has used the current image for ﬁtting. If this is the case, this disk is
erased. Furthermore, its neighbors are classiﬁed as active again such that the surface
expansion algorithm is able to ﬁll the hole in the surface eventually – this time with
improved visibility information.
During the expansion of the recovered surface the algorithm requires access to the
geodesic neighborhood of the active disks (a) to determine the uncovered surface areas,
(b) to check the feasibility of a new disk and (c) to re-activate neighbors of erased disks.
This information is also derived from the IDs stored in the reference image of the disk in
question by looking up all IDs in an area with twice the diameter of the disk’s footprint.
3.3. Implementation Details
The reconstruction system we are proposing has several parameters that need to be set.
It turns out, however, that all of them have a natural interpretation and an easy to
understand inﬂuence on the behavior of the algorithm.
To let the algorithm automatically adjust the size of the disks, the user needs to specify
a range fmin, fmax deﬁning the allowed footprint sizes in the reference image, measured in
pixels. Furthermore, a target intensity variance σ2 needs to be speciﬁed that guides the
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Figure 3.4.: Reconstruction from the Middlebury Temple dataset. Although we ﬁt
planar disks to the surface of the temple, we are still able to reconstruct a lot of its
structural detail. Middlebury evaluation result: 90% of our reconstruction is contained
within 0.66mm of the ground truth, and 98% is contained within 1.25mm.
determination of the actual footprint size. Clearly, the size of the footprints on the one
hand inﬂuences the smoothness of the result (larger footprints induce more smoothness)
and on the other hand inﬂuences the running time (larger footprints mean longer ﬁtting
time). In our experiments we set fmin = 100 (with a single exception for the Monkey
model, see next section), fmax = 2000 and σ
2 = 36 (for image intensities in [0, 255])
which lies suﬃciently above the image noise level.
The sampling density δ is, as mentioned above, deﬁned as a fraction of the disk
radius corresponding to the minimal footprint size fmin. The sampling density directly
inﬂuences the level of detail the algorithm is able to reconstruct. It also inﬂuences
the running time since denser sampling requires more computational eﬀort. In the
experiments we set δ to 20%. Consequently, the footprints of neighboring disks have a
large overlap, which promotes the smooth variation of disk orientations and positions.
The next two parameters regard the number of comparison images used during the
disk ﬁtting. Again we specify a range cmin, cmax. When enough images are available then
the cmax best are used for ﬁtting (cf. Section 3.2.5). In case less then cmin cameras see a
disk, the surface expansion is stopped at that particular position. These two parameters
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Figure 3.5.: Reconstruction from the Middlebury Dino dataset. Due to the ﬁtting of
large disks our algorithm is able to compute a smooth reconstruction even in the absence
of object texture. Middlebury evaluation result: 90% of our reconstruction is contained
within only 0.43mm of the ground truth, and 99.7% is contained within 1.25mm.
also directly inﬂuence the stability (more comparison images stabilize the ﬁtting process)
and the running time (more images require more time). In all the experiments we set
the parameters to cmin = 4 and cmax = 10.
Finally, the algorithm requires the speciﬁcation of a threshold regarding the admissible
movement of child disks during the surface expansion. Given a parent disk, we compute
the mean plane parameters over all disks in its two-ring neighborhood. Then the normal
of a child disk is allowed to maximally deviate by an angle tα from the mean normal,
and its center has to lie within a distance td to the mean plane. In our experiments an
angle tα of 15 degrees and a distance td of 1/4 of the parent disk’s radius have proven
to work well. The same values are used to check the correctness of a seed disk.
3.4. Results and Discussion
In the following, several reconstructions from diﬀerent image sets are shown. All ex-
periments have been carried out on an AMD Athlon64 system running at 2.2GHz with
4GB of RAM. Table 3.1 lists the number and resolution of the input images, the number
of reconstructed surface regions, the total number of reconstructed disks, and the total
computation time.
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Figure 3.6.: High-quality reconstruction of a toy leopard. Triangle mesh generated
from the 94k reconstructed disks (left) and close-up of the leopard’s head (right).
The ﬁrst two reconstructions result from the Middlebury [SCD∗06] Temple and Dino
images. In both cases the full datasets with well over 300 images each were used. Fig-
ures 3.4 and 3.5 show the triangle meshes generated from the reconstructed points and
normals using the method of [KBH06]. The main diﬃculty of the Dino model is its
textureless surface that results in almost constant intensity values in large image areas.
Hence, many of the existing methods using small image regions for correspondence com-
putation have trouble reconstructing the Dino (cf. the Middlebury evaluation results
[Mid11]). Due to the adaptively sized disks, our approach computes a faithful recon-
struction that still ranks among the best methods at the time of writing. The Temple
model shows that our method is able to reconstruct objects of non-trivial topology with-
out any a-priori knowledge about the shape and without the need to compute a visual
hull that prescribes the topology. Because the resolution of the input images is only
640 × 480 pixels, ﬁne geometric detail, e.g. on the columns, appears only a few pixels
wide and hence cannot be captured correctly by the planar disks. On the other hand
our result for the Temple can still compete with the state of the art (again cf. [Mid11]).
The reconstruction of the Leopard and Warrior shown in Figures 3.6 and 3.7 are
examples of the high quality our algorithm is able to achieve. The images have been
acquired with a turn-table setup and calibrated using a standard structure from motion
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Figure 3.7.: Chinese warrior statue reconstructed from 43 images. Notice that in this
case more geometric detail is recovered than for the Temple due to the higher image
resolution.
approach. Particularly in the case of the Warrior, our algorithm has been able to re-
produce the geometric detail quite well due to the higher image resolution compared to
the Middlebury data. The last result in Figure 3.8 demonstrates the behavior of our
algorithm for low-quality input data. Several images are aﬀected by motion blur and
limited depth of ﬁeld and hence the calibration obtained via structure from motion is
far from optimal. To improve the robustness of our algorithm, we increased the minimal
footprint size to fmin = 300. Moreover, since all viewpoints for this image sequence lie
within a narrow cone, this example shows that our algorithm is even able to reconstruct
relief-like structures where a shape initialization from object silhouettes is not possible.
The multi-view stereo reconstruction approach discussed in this chapter is based on
two main concepts, robust plane ﬁtting to reconstruct planar surface elements, and a
very ﬂexible point-based surface representation. The main advantages of the resulting
algorithm are the ability to cope with textureless objects due to the surface-aligned,
automatically sized disks and the fact that it does not depend on any a-priori shape,
topology or visibility information. It is furthermore fully automatic and has been shown
to be able to do high quality reconstructions in diverse image capture setups and com-
petitive runtime.
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Figure 3.8.: Reconstruction from low-quality images. Left: First and last image of the
input sequence. Right: triangle mesh.
Due to the speciﬁc form of seed disk generation by homography matching, the current
implementation is targeted at small baseline image sequences to work well. However,
wide-baseline matching techniques (like, e.g., [MS04, Low04]) could easily be integrated
to make the system work with unordered image sets. In theory, due to the more eﬃ-
cient convergence properties of our surface expansion strategy, our method should be
much faster than existing mesh-based approaches. In practice we lose some of the ad-
vantages due to the incremental visibility determination that requires the deletion and
re-computation of already recovered surface regions. However, since the disks are ﬁtted
independently, it is possible to parallelize important parts of the algorithm in a shared
memory environment to exploit modern multi-core CPUs
or GPUs.
From a user’s perspective, the main limitation of the dis-
cussed algorithm is its lack of interactivity. Although the
algorithm has been developed with robustness being a ma-
jor design goal, it may generate undesired results under
certain circumstances. In particular, when the image infor-
mation is ambiguous, the heuristics to stop the growing pro-
cess may fail, resulting in spurious surface parts. This easily
happens, for instance, for the Bahkauv image sequence (cf.
Figure 4.4 and the sample image on the right): Once the
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growing process has reached the upper part of the statue, the surface continues to grow
into the sky since the uniform gray sky color is perfectly photo-consistent from various
vantage points and thus does not induce a signiﬁcant change in disk orientation. Similar
to most other existing automatic multi-view stereo reconstruction systems, there is no
easy way for a user to correct the resulting reconstruction. Erasing outlying disks or
whole surface regions on a per-disk level is cumbersome, ﬁxing the resulting triangle
mesh is even more diﬃcult. To overcome this and similar problems of automatic recon-
structions systems, we have developed the interactive MeshPaint system discussed in
the next chapter.
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The main shortcoming of automatic 3D reconstruction systems, including the one dis-
cussed in the previous chapter, is the user’s lack of inﬂuence on the reconstruction
process. Most of the conventional automatic approaches are controlled by a number of
parameters such as thresholds and weight coeﬃcients. Hence, the only way of inﬂuencing
the reconstruction process is by choosing suitable parameter values. In case the recon-
struction fails, the user is left with two options: manually ﬁx the resulting model with a
standard 3D editing tool, or adjust parameter values according to the previous outcome
and re-run the computation. In practice, both options require a certain level of technical
expertise, and the latter often results in a time consuming and tedious trial-and-error
process.
Only recently, interactive reconstruction techniques have come into focus in computer
graphics and vision research. Using these techniques, the user sketches rough hints
through a graphical user interface, which are used by the system to adjust parameters
and as boundary constraints for the reconstruction. The MeshPaint system [HK09]
presented in this chapter follows this concept. Similar to the automatic approach of
the previous chapter, the system takes a set of calibrated images as input. However,
in contrast to the previous system, it provides a simplistic and intuitive graphical user
interface that enables the user to initiate and control the reconstruction process. The
output is a textured, high quality 3D model that is obtained after just a few minutes of
interaction. The major challenges in the implementation of such a system are:
Intuitive control: We want to keep the interface as simple as possible, without
requiring any technical knowledge from the user. Hence, we restrict the interaction
to 2D as much as possible and provide only a minimum number of diﬀerent modes
(panning, zooming, painting). The only 3D interaction is the rotation of the (partially)
reconstructed model.
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Sketch-based interface: The system does not require precise user input such as
picking feature points or lines. Moreover, it is not necessary to segment foreground from
background. When the user paints over the region to be reconstructed, he can stay away
safely from the object silhouette and choose another image where this surface part is
not near the silhouette for its reconstruction.
Fluent workﬂow: With existing algorithms, it can take several minutes or even
hours of computation time to reconstruct an object of moderate complexity. This is what
makes the parameter tuning for automatic reconstruction algorithms so tedious: the
response times when changing a parameter are too long to give the impression of direct
control. In our system we implemented an incremental, GPU-accelerated reconstruction
scheme that runs in parallel to the user activity. By doing so, computation times are
eﬀectively ”hidden” within the interaction dialog. As a consequence, the user does not
notice any signiﬁcant delay.
The MeshPaint system has previously been published in [HK09]. This chapter is, to
a large extend, based on the content of this publication.
4.1. Related Approaches
In this section, we discuss related reconstruction techniques, with a focus on interactive
approaches. The idea to interactively generate 3D models from digital images has been
explored in several earlier publications and software systems. The Facade system by
Debevec et al. [DTM96] generates 3D models by manually building geometry proxies
and linking related edges in several images. Similarly, the commercial software package
PhotoModeler by Eos Systems and the PhotoMatch component of Google’s SketchUp
allow for the manual creation of 3D models based on images. None of these systems
makes use of precomputed structure or camera poses, they instead shift most of the work
to the user.
Recently, interactive image-based 3D modeling systems have been proposed that ex-
ploit precomputed structure-from-motion information. VideoTrace by van den Hengel et
al. [vdHDT∗07] and the architectural modeling system by Sinha et al. [SSS∗08] allow for
easy, interactive generation of 3D models by ﬁrst sketching polygons in a user-selected
image and then manually adjusting the positions of projected vertices and edges. Both
systems use scene points or automatically detected vanishing points and lines to guide the
user while editing. Their main limitation is the inability to reproduce ﬁne surface struc-
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ture and geometric detail, the reconstructed models consist of a coarse collections of pla-
nar polygons only. In contrast, our system is based on a photo-consistency driven mesh
deformation approach and allows for the recovery of ﬁne surface detail. Thorma¨hlen and
Seidel [TS08] have taken a diﬀerent approach by generating orthographic images from
a calibrated input sequence. Users are then supposed to load these images into their
modeling package of choice and do the actual modeling manually. While this works well
for mechanical and especially symmetric objects, it is diﬃcult to create models where the
symmetry is less apparent or for entire scenes. The level of surface detail is completely
up to the user’s manual eﬀort. The single view modeling approaches by Zhang et al.
[ZDPSS02] and Prasad et al. [PZF06] also follow the idea of user-guided reconstruction.
However, since these methods are limited to single input images, the user interactions
are more complex than the simple 2D painting we employ.
Our approach is also related to earlier work in the ﬁeld of multi-view stereo recon-
struction and depth-map recovery from images based on explicit surface representations
by triangle meshes. Zhang and Seitz [ZS01] as well as Isidoro and Sclaroﬀ [IS03] de-
form a mesh by moving single vertices according to an energy functional; Esteban and
Schmitt [ES04] add surface smoothness and silhouette constraints. More recently, De-
launoy et al. [DPG∗08] have presented a mesh-based multi-view stereo formulation that
rigorously integrates visibility information into the gradients of the error terms. None
of the above methods has been designed for interactivity; they rather function as black
boxes with prohibitively long computation times for an interactive system. In addition,
a good initialization of the complete surface or even exact image silhouettes are required,
which can be diﬃcult to acquire in uncontrolled setups. Similar to the previous surface
growing approach, the MeshPaint system does not rely on any preprocessing or initial
surface and is hence very ﬂexible with respect to the input data.
The idea of region growing reconstruction methods (cf. [FP07, GSC∗07] and our own
system in Chapter 3) is to extend a known part of the surface into unknown regions.
The main beneﬁt is that known surface parts serve well as initialization for the recovery
of unknown surface regions. We integrate this idea into our interactive framework by
enabling the user to actively extend the reconstructed surface through simple 2D painting
interactions. While they often yield results of high quality, automatic surface growing
approaches usually have two disadvantages. First, they generate seeds on a regular grid
of image positions since there is no way to automatically determine which parts of a
scene are supposed to be reconstructed. This results in a large number of seeds that
have to be discarded and requires long computation times. In addition, these methods
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ﬁt surface elements individually rather than integrating a global regularization term.
Our patch-based approach overcomes both weaknesses by only reconstructing what the
user desires and by incorporating a geometrically meaningful surface smoothness term.
It hence gains robustness – especially in the case of regions with little or no texture.
4.2. Interactive Modeling System
The user interface of our modeling system consists of a 2D image viewer and a 3D object
viewer (cf. Figure 4.1). Both viewers are synchronized such that panning or zooming a
2D image triggers the corresponding transformation in the 3D viewer. When rotating the
object displayed in the 3D viewer, the 2D viewer switches to the input image that best
matches the current viewing direction and performs a 2D rotation and scaling according
to the orientation of the camera. Hence the 3D viewer can be considered an image
selection tool similar to the photo viewer of [SGSS08]. However, unlike in their system
we do not apply perspective distortions to the input images to keep them as true 2D
entities. This is done to limit the user interactions to 2D painting on a fronto-parallel
plane and thereby keep the interface as simple as possible.
In addition to the image selection by panning, zooming, and rotation, the system
provides a simple stroke-based interface with the modes paint and erase (un-paint) in
the 2D image viewer for the actual surface reconstruction. For each user-painted region
in a 2D image, the system generates a 3D surface patch by reconstructing a depth map.
Since painting is merely activating pixels in an image, the user can easily switch back
to a previous image and extend or trim the corresponding patch. Extending an existing
image region yields a seamlessly enlarged surface patch. Painting in a new, unpainted
image triggers the generation of a new, individual patch. The system overlays the input
images with 2D projections of the already recovered surface which enables the user to
easily spot uncovered regions. During an interactive modeling session (cf. Figure 4.2),
the user hence incrementally paints the object or scene to be reconstructed with simple
brush strokes in 2D, thereby guiding the surface reconstruction algorithm. Figure 4.3
shows the incrementally generated set of patches for the Warrior statue.
The raw input images are calibrated by 2d3’s Boujou and are loaded into the system
without any further preprocessing such as foreground segmentation. The reconstruction
algorithm runs in parallel to the user interaction. Whenever the user paints a stroke,
the system starts reconstructing the depth values of the corresponding pixels right away.
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(a) (b)
(c)(d)
Figure 4.1.: Surface initialization: For a user-painted image region (a) the modeling
system generates an initial surface patch (b). Optionally and only for the initial patch,
the user can adjust the position of the patch by dragging its projection in the 2D viewer
(c), after which the automatic matching procedure aligns the patch with the scene (d).
As a consequence, the maximum number of depth values that have to be computed
simultaneously is limited by the maximum stroke size. For such small problems, our
hierarchical reconstruction algorithm (cf. Section 4.4) converges in a fraction of a second,
which is about the time the user needs to draw the next stroke. Hence, the user does
not notice the delay caused by the computation, as he is busy with the next stroke. This
gives the impression of a ﬂuent workﬂow similar to traditional modeling or photo editing
systems.
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Figure 4.2.: Several intermediate steps of the interactive reconstruction session of the
Bahkauv statue. The user incrementally paints image regions for which surface patches
are supposed to be reconstructed, the actual reconstruction is performed automatically
and unnoticeable for the user. Changing the input image in the 2D viewer is achieved
by rotating the partial reconstruction in the 3D viewer. Bottom right: complete set of
patches. See Figure 4.4 for the resulting triangle mesh.
The precision requirements in the painting mode are not very strict since no special
features have to be picked. Moreover, no precise painting along the object silhouette
is required since the surface region that is close to the silhouette in one image can be
reconstructed by painting on another image where this region is suﬃciently far away
from the silhouette.
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Figure 4.3.: From left to right: sets of incrementally reconstructed surface patches.
Each patch corresponds to an individual brush stroke of the user in one of the input
images. For the reconstructed triangle mesh, see Figure 4.6.
Manual depth initialization: When a new patch is created, its initial depth values
are estimated from the depth information of neighboring patches or by intersecting the
viewing direction vectors of nearby images. In some cases, this initialization may fail
and the user has to provide an additional hint (similar to VideoTrace [vdHDT∗07]) by
switching to a diﬀerent, nearby image and dragging the projection of the 3D patch to
a better initial position (cf. Figure 4.1b,c). By moving the patch on its viewing ray
(i.e., by employing the epipolar geometry of the two involved images) the manual depth
initialization becomes a simple 1-dimensional problem.
Watertight mesh generation: When the user is satisﬁed with the visual quality
of the reconstructed collection of surface patches, they are turned into a solid triangle
mesh using the method of Kazhdan et al. [KBH06]. Finally, our system automatically
generates a texture atlas for the reconstructed mesh using the painted image regions (cf.
Section 4.5).
4.3. Patch Representation
Surface patches are represented as 2D triangle meshes with per-vertex depth values
attached and embedded in a reference image. Since images are calibrated, each such 2D
mesh induces a 3D surface. For an eﬃcient implementation of the depth reconstruction
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algorithm (Section 4.4), we store a hierarchy of triangle meshes with diﬀerent resolutions
for each input image. For a given resolution we overlay a regular mesh of equilateral
triangles over the entire image. When the user selects a certain region of the image, we
activate all mesh vertices that lie within the painted region and all triangles that contain
at least one active vertex. The reconstruction algorithm is then applied to the active
parts of the mesh only.
In order to propagate the depth information from coarse to ﬁne levels in the mesh
hierarchy, for each vertex in the ﬁne level we store the barycentric coordinates with
respect to the coarse-level triangle into which it falls. This provides the necessary data
for a prolongation operator based on piecewise linear interpolation. By default, we use
three hierarchy levels with edge lengths of 5, 10, and 15 pixels.
4.4. Depth Reconstruction
Given a 2D triangle meshM in image space, we reconstruct per-vertex depth values using
the approach by Sugimoto and Okutomi [SO07] discussed in Section 2.3.2. We extend
the original approach by integrating, for each comparison image Ic and each triangle
T of the mesh M , a visibility term consisting of a binary visibility weight zc,T and a
continuous conﬁdence weight wc,T . The binary weight zc,T is determined by OpenGL
rendering the 3D mesh M ′ and all other previously reconstructed surface patches into Ic.
The continuous conﬁdence weight cc,T is computed as the cosine of the angle between the
face normal and the viewing direction. The objective function (2.16) thus is extended
as
Eimage =
C∑
c=1
∑
T∈M
zc,Twc,T
∑
p∈T
(I0(p)− Ic(Hc(T )p))2 . (4.1)
Furthermore, we add a surface regularization term Esmooth based on a discrete Laplace
operator for triangle meshes
Esmooth =
∑
x∈M ′
L(x)TL(x), L(x) :=
∑
xi∈N(x)
(xi − x) (4.2)
where N(x) denotes the set of 1-ring neighbors of x in M . We then end up with the
complete objective function
E = Eimage + αEsmooth
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that is iteratively optimized using the Levenberg-Marquardt approach (cf. Section 2.2.2).
The global weight α is chosen as
α ∼ C ·
∣∣∣⋃T ∣∣∣ /(|V | · e2avg),
where C is the number of comparison images, |⋃T | is the total number of pixels covered
by projected triangles T in I0, and |V | is the number of vertices in M . The unknown
scale of the scene is compensated for by the average edge length eavg of M
′ in object
space. Since α also depends on the quality of the input images it is diﬃcult to set it
fully automatically. However, by choosing the weight according to the above heuristic,
in our experiments it only had to be slightly adjusted by a constant factor that was kept
ﬁxed for each individual image sequence in our experiments.
In order to signiﬁcantly accelerate the convergence of the iterative solver we run a
hierarchical cascading scheme that ﬁrst computes the best ﬁt for a coarse mesh M0,
prolongates this solution to the next ﬁner level M1, and continues iterating. Since the
sparse linear system solver takes most of the computation time, we only reduce the
mesh resolution but not the image resolution. Our experiments have shown that it has
a positive eﬀect on the overall performance to reduce the number of comparison images
m on coarse levels and only use the complete set of images on the ﬁnest level.
Depth values of a newly created patch are initialized by propagating the depth infor-
mation from neighboring, previously reconstructed patches. This information is obtained
by rendering all front-facing patches into the reference image I0 and reading out the z-
buﬀer. Initial depth values are then propagated to neighboring vertices in M which are
not covered by the rendering of a previously reconstructed surface patch. In case none of
the vertices of a new patch overlaps with an existing part of the surface, our system falls
back to a simple depth estimation heuristic that intersects viewing rays of the current
and a nearby camera.
In addition to an implementation running on the CPU, we have implemented the
complete evaluation of the data term (4.1) and the computation of its partial derivatives
with respect to the vertex depth values in CUDA. In the CUDA-based implementation,
only the evaluation and derivative computation of the smoothness term (4.2) and the
solution of the sparse Levenberg-Marquardt system is implemented on the CPU. The
main diﬃculty of the CUDA implementation is the irregularity of the triangle mesh
patches: Since patch boundaries can be arbitrary, it is not possible to ﬁnd a completely
regular layout for face and vertex data that enables coalesced memory accesses. We hence
introduced a level of indirection by uploading a map (in the form of a linear array) from
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L #ci #f #v #s CUDA CPU Solve
1 10 1000 548 18 1.13 57.34 1.86
2 2 226 135 67 0.70 9.20 0.20
3 2 91 60 148 1.32 8.26 0.07
1 10 8000 4130 18 6.17 464.91 30.00
2 2 1934 1032 67 1.59 79.26 4.36
3 2 832 459 148 1.91 76.35 1.21
1 10 16000 8224 18 12.34 936.84 70.02
2 2 3903 2063 67 3.04 161.40 10.03
3 2 1679 913 148 3.43 154.39 3.39
Table 4.1.: Computation time (in milliseconds) required by the major components of
our system for three surface patches with 1000, 8000, and 16000 triangles on the ﬁnest
resolution level. The column “CUDA” contains the time for the evaluation and partial
derivative computation of the objective function (4.1), the “CPU” column contains the
time of an equivalent implementation on the host processor, and the “Solve” column
contains the time required by the CHOLMOD sparse linear system solver [CDHR06].
Furthermore, L denotes the resolution level with L=1 being the ﬁnest level, #ci denotes
the number of comparison images, #f, #v the number of faces and vertices, and #s the
maximal number of per-face sample points in the reference image.
face indices to the three respective vertex indices of each face. All required face and
vertex data can then also simply be stored as linear arrays. Although this introduces
incoherent memory accesses, we found our CUDA implementation to outperform a the
CPU implementation by a large margin, see Table 4.1 for detailed timings.
4.5. Texture Generation
By painting image regions in selected reference images, the user has explicitly speciﬁed
which part of the surface is best seen in which input image. Similar to the approach of
Sinha et al. [SSS∗08], our system generates textures from the user-painted regions and
hence ensures that no occluded or otherwise invalid image region is used for texturing.
Since the Poisson fusion of the surface patches does not preserve the relation between
surface regions and their respective reference images, we project the surface patches
onto the ﬁnal mesh in normal direction. Small regions on the mesh without reference
66
4.6. Results and Discussion
Figure 4.4.: Reconstruction of the outdoor Bahkauv statue with diﬃcult topology and
changing lighting conditions due to the shiny material illuminated by bright sunlight.
The input images were captured with a low quality, hand-held consumer video camera.
information are closed by a few breadth-ﬁrst propagation steps. We then ﬁnd connected
components of triangles with the same reference image, project them to the respective
images and generate a texture atlas and appropriate texture coordinates.
4.6. Results and Discussion
All experiments have been performed on an Intel Core 2 Duo E6750 system. CUDA was
run on a GeForce 8800 GTX graphics card. Table 4.1 summarizes the times required
by the computation of partial derivatives of (4.1) as well as the solution of the sparse
Levenberg-Marquardt system. The measured times show that the CUDA implemen-
tation is faster than the CPU implementation by a factor of up to 75. Furthermore,
although we employ the very eﬃcient CHOLMOD solver [CDHR06] in the optimization
iteration, solving the linear systems clearly is the bottleneck of the current implementa-
tion for very large patch sizes. For small to medium patches, however, iteration times
are very fast such that the complete optimization converges in less than a second.
The Bahkauv statue, shown in Figure 4.4 has been reconstructed from a sequence
taken with a low quality hand held consumer camera. As noted above, the raw input
images for this and the remaining experiments were calibrated by 2d3’s Boujou but
remained otherwise unmodiﬁed. Despite the specular surface and the changes in lighting
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Figure 4.5.: Monkey sculpture modeled from a sequence of images taken with a high-res
digital SLR. Due to the cluttered background, precise foreground segmentation to e.g.
compute a visual hull for initialization would be diﬃcult.
Model Resolution #Img Time
Bahkauv 720× 576 325 8 min
Monkey 2496× 1664 107 10 min
Room 780× 580 200 3 min
Warrior 1024× 768 127 3 min
Dino 640× 480 363 8 min
Temple 640× 480 312 16 min
Table 4.2.: Details of the image se-
quences and complete modeling times
for all reconstructed models.
conditions, it is an easy task to recover a faith-
ful reconstruction with our interactive system.
For all experiments, the number of input im-
ages, their resolution, and the complete mod-
eling time including all interactions is given in
Table 4.2. The images of the Monkey sculp-
ture (cf. Figure 4.5) were taken with a digital
SLR camera. Due to the higher resolution
(2496× 1664), our method was able to re-
cover much of the ﬁne surface detail. The Chi-
nese Warrior shown in Figure 4.6 also demon-
strates the high quality that our interactive modeling system is able to generate in just
3 minutes of total interactive reconstruction time for this example. Please note that
no foreground segmentation has been applied to any of the input images during our
experiments.
In the example in Figure 4.7 our system has been applied to an indoor scene. Inside-
out capturing scenarios as in this case (in contrast to outside-in capturing for objects)
pose a severe problem to many existing reconstruction systems that rely on, e.g., the
visual hull for surface initialization. Our system, however, does not require a surface
initialization or image preprocessing of any form and hence is ﬂexible enough to cope
with inside-out captured image sequences.
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Figure 4.6.: Detailed reconstruction of a Chinese Warrior statue that demonstrates the
high surface quality our method is able to achieve.
Figure 4.8 shows reconstruction results for the Middlebury [SCD∗06] Dino and Tem-
ple datasets. In both cases the full datasets with more than 300 images each were used.
Our measurement results are: Temple: 90% within 0.6mm, 98.4% within 1.25mm. Dino:
90% within 0.52mm, 99.1% within 1.25mm. With these numbers our method takes an
average rank among all methods that have participated in the full dataset benchmark
(see [Mid11] for comparison). The result for the Dino demonstrates that the MVS com-
ponent of our system is capable of robustly reconstructing almost completely textureless
surfaces due to the integration of a large number of input images and the geometrically
meaningful regularization term. Regarding the computation times (cf. Table 4.2), our
system outperforms almost all other methods, most of them by a large margin. At the
time of writing only the depth map fusion method of Zach [Zac08] was faster than our
interactive system (again, please see [Mid11] for details).
To substantiate our claim that putting the user into the loop signiﬁcantly reduces the
overall reconstruction time and improves the resulting quality, we have not only com-
pared our approach to our own system from the previous chapter, but also to a diﬀerent,
fully automatic MVS system. We chose the method of Furukawa and Ponce [FP07] since
it has been made publicly available and since it is one of the best-rated methods in the
Middlebury benchmark. We applied the system three times to the Bahkauv sequence
with diﬀerent parameter settings, starting with the default parameters. The required
computation times, the actual parameters we used, and the resulting sets of recon-
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Figure 4.7.: Partial reconstruction of an indoor scene that demonstrates the versatility
of our approach. In contrast to many previous MVS systems, our approach does not
rely on initial surfaces derived from, e.g., object silhouettes. It hence easily copes with
inside-out capturing scenarios as in this example.
structed surface patches are shown in Figure 4.9. After more than 36 hours of total
computation time we have not been able to ﬁnd suitable parameters that enable the
automatic reconstruction of the Bahkauv statue. Of course, given the right parameter
settings and precise object silhouettes, the system of Furukawa and Ponce will certainly
generate a higher quality solution. What we want to illustrate with this experiment
is that the search for the right parameter settings in fully automatic reconstruction
techniques can be quite time consuming. Furthermore, specifying object silhouettes for
complex input images usually requires more precise manual work than the rough sketches
in our system.
This experiment, together with our results in the Middlebury benchmark, underline
that our interactive reconstruction approach is able to solve one of the problems of
current MVS systems: What matters most in many real applications is the total eﬀort
it takes to convert raw image data into a textured 3D model. While several hours
of computing time (as required by most of the automatic methods in the Middlebury
benchmark) might be less expensive than a few minutes of human interaction time, the
70
4.6. Results and Discussion
Figure 4.8.: Reconstruction results for the Middlebury [Mid11] Dino and Temple
datasets, generated in about 8 minutes and 16 minutes, respectively.
total eﬀort including manual parameter adjustments and manual post-processing have
to be considered. Our approach aims at minimizing both the user’s manual eﬀort and
the time required for automatic computations, and thus is a well-working solution with
considerable shorter overall processing time for many real-world reconstruction problems.
They key enabler of our solution is the distribution of diﬀerent task to the human user
and the computer based on their respective strengths. By painting image regions, the
user determines which surface parts are best seen in which image, and furthermore
speciﬁes a very rough segmentation of the object. While this is an easy task for a
human, due to their global nature these problems are extremely complex to solve fully
automatically. In contrast, the precise matching and reconstruction of surface detail
is very hard to do manually, however, once a rough estimate of the surface is present
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Run Time num A fullin thresh size minImg
1 14 hrs 325 16 0 0.7 5 3
2 10 hrs 82 5 0 0.5 5 3
3 12 hrs 82 5 0 0.5 5 6
Figure 4.9.: Application of the fully automatic MVS system of Furukawa and Ponce
[FP07] to the Bahkauv sequence. Parameters num, A, fullin, threshold, size, and min-
Image are named as they occur in the publicly available software. The resulting sets of
reconstructed surface patches for three runs of the algorithm with adjusted parameters
are shown from left to right.
this problem can easily be solved automatically. Our interactive image-based modeling
system hence is a particular example of how solving a diﬃcult problem strongly beneﬁts
from putting – at the right place – the user into the loop.
Our system works best for a densely sampled sequence of input images. We do not,
however, consider this a limitation: With today’s capturing hardware and state-of-the-
art structure-from-motion software it is an easy task to quickly generate calibrated
sequences with hundreds of images. In contrast to other systems that are often limited
in the number of input images due to both memory and computation time constraints,
our system is able to handle an arbitrarily large number of input images. The number
of input images does not inﬂuence the overall computation time.
Several previous methods ([vdHDT∗07] and [SSS∗08], for instance) rely on 3D points
from the structure-from-motion process to assist the actual interactive reconstruction.
We chose not to do so since these points may be very sparse for certain regions of the
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surface or may not be given at all, as is the case for the Middlebury data. While the
mesh-based depth recovery has several advantages, like its robustness against image noise
or slight miscalibration, its main limitation is the geometric resolution. Thin structures
below the size of the triangle faces cannot be reconstructed. Furthermore, due to the
simple photo-consistency measure, our current implementation is only able to handle
scenes that do not deviate too much from the Lambertian reﬂectance model.
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Part II. Room Scale
The second part of this thesis considers the reconstruction of indoor environments.
Similar to the two other scenarios addressed in this thesis, the resulting 3D models
have a wide range of applicability, including wireless network simulation to plan the
eﬃcient distribution of wireless access points, simulation and training of ﬁre evacuations,
mobile indoor navigation and augmented reality systems for very large buildings, or the
visualization of new furniture without actually putting it into the real room. Compared
to the previous case of object reconstruction, however, the reconstruction of complete
indoor environments usually is more diﬃcult due to the higher scene complexity. While
individual objects often have a relatively simple shape and consist of only a single surface
material, the geometry and topology of indoor environments is much more complex
(e.g. furniture with thin structure like chairs or tables, cluttered desks, book shelves,
or plants) and the surface material varies strongly (e.g. dark carpets, diﬀuse wooden
furniture, highly specular metal). In addition, a major challenge in reconstructing indoor
scenes are large textureless surfaces like white walls or furniture without texture. As a
consequence, passive image-based reconstruction techniques are often unsuitable for the
case of indoor scenes.
In order to address the challenges of this scenario, in Chapter 5, we present a novel
active depth-map reconstruction approach based on a set of laser pointers attached to
a hand-held rig. Similar to existing laser-based reconstruction techniques, our method
employs a ﬁxed camera, moving laser rays and depth computation by triangulation.
However, due to the automatic recovery of the rig’s pose during the actual reconstruction
process, our approach enables a more ﬂexible interactive workﬂow than is possible with
standard active techniques.
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Reconstruction of Indoor Scenes
In this chapter, we present the LaserBrush [HK08] depth map estimation method tar-
geted at the reconstruction of indoor scenes. The hardware requirements are limited to
an oﬀ-the-shelf digital video camera and a set of low-cost laser pointers. The lasers are
rigidly mounted on a rig such that they cast an irregular set of rays into a scene or onto
an object (cf. Figure 5.1 for a picture of our prototype laser rig with 20 lasers). Similar
to traditional laser scanning techniques, the video camera is positioned on a tripod and
observes the laser points in the scene. Due to the irregular conﬁguration of the laser
rays, the position and orientation of the laser rig does not have to be calibrated a-priori
or precisely controlled during the depth recovery process. We rather let the user move
the laser rig freely through the scene in a brush-like manner and recover its position
and orientation from the observed laser points for each frame. As in standard active
reconstruction techniques, depth values are then computed by triangulation. We do not
impose any constraints on the distribution of the laser rays, the motion of the laser rig,
or the scene geometry, except that in each frame at least six laser points have to be
visible. The main problem of active laser- or light-based reconstruction systems is that
of occlusion: concave parts of the surface can only be reconstructed as long as both, the
camera and the light source have an unoccluded view on the surface. The ﬂexibility of
our approach relaxes this problem signiﬁcantly since the user is free to cast laser rays
from any direction into the scene. Hence, concave parts of the surface can be recovered
as long as the camera has an unoccluded view.
The limited number of lasers, errors in the calibration of the laser rays, as well as
imperfect detection of laser points in the input images may induce a notable level of
noise in the resulting depth maps. We show empirically that a large amount of this
noise has a systematic character and develop a smoothing operator speciﬁcally tailored
to our setting. This operator is able to remove most of the noise without sacriﬁcing
important surface features.
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Figure 5.1.: The hand-held, battery driven laser rig with 20 laser pointers we used for
our experiments.
Our approach has been developed with the following goals in mind which, in this com-
bination, cannot be found in any of the previous scanning and reconstruction methods:
Robustness. By exploiting robust sampling techniques our algorithm is able to cope
with missing and even wrongly detected laser points. Occluded and later reap-
pearing laser points are picked up again and associated with the correct laser ray.
Versatility. Our method does not rely on any speciﬁc structure of the scene like known
angles or additional cues. Hence it is applicable to a wide spectrum of scenarios
ranging from whole scenes to single objects.
Ease of implementation. All image processing, i.e., the detection of laser points and
the calibration pattern, is kept as simple as possible without any thresholds that
require tedious per-scene adjustment. All energy minimizations rely on standard
optimization techniques.
Aﬀordability. All required hardware components are available oﬀ-the-shelf at reason-
able prices (about 100e for the laser rig).
This chapter is an extension of our original publication in [HK08].
5.1. Related Approaches
The surveys presented by Besl [Bes89] and, more recently, by Blais [Bla04] provide a
thorough overview of existing active 3D reconstruction methods. For the ﬁeld of passive,
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purely image-based methods, Scharstein and Szeliski [SS02] have presented an extensive
discussion and evaluation of recent binocular stereo methods. A similar eﬀort has been
published by Seitz et al. [SCD∗06] for recent multi-view stereo reconstruction methods.
In the following we review and compare the subset of reconstruction techniques most
relevant to our work.
A popular class of active reconstruction systems uses structured light. That is, a light
source or a projector casts a regular pattern onto the surface of the scene, one or more
cameras observe the pattern and derive depth information. Examples for structured light
systems based on a single camera have been presented by Rocchini et al. [RCM∗01], who
use a standard video projector as light source and focus on low overall system cost,
and Pipitone and Hartley [PH06] who use a specialized setup with a xenon tube on a
turntable. The main diﬀerence to our method is the requirement of a precise calibration
of the projector’s pose with respect to the camera. This calibration is done oﬀ-line
and has to be repeated every time either the camera or the projector is moved. In
our method, we derive the pose of the laser rig for each input image, allowing for a
much more ﬂexible freehand operation. Hence the constellation of the laser rays in the
rig has to be determined only once. Methods based on stereo cameras exchange the
calibration of the projector with the calibration of the stereo setup and then derive
depth information by determining corresponding pixels in the stereo images with the
help of the projected pattern. Scharstein and Szeliski [SS03] have presented a stereo-
based structured light system for high precision, and more recently Weise et al. [WLG07]
published a system incorporating motion compensation, targeted at the reconstruction of
moving persons and objects. See [RCM∗01] and [WLG07] and the references therein for
more details on monocular and binocular structured light systems, respectively. Usually
structured light systems are targeted at object reconstruction due to the limited range
of the projector and often require dimmed lighting conditions to ensure that the pattern
is detected correctly. In contrast, the standard laser pointers our method is based on
can be faithfully detected at long distances, on diﬃcult surfaces, and under regular
everyday lighting conditions, which enables the snap-shot reconstruction even of large
indoor scenes.
Also related, but requiring an even more constrained environment is the approach
of Bouguet and Perona [BP98]. They compute depth information from the shadow
of a straight object using a calibrated camera and known ground plane. Examples of
methods that work with hand-held laser plane emitters are [WMW06] and [ZG06]. To
determine the pose of the emitter, both methods require additional cues: Winkelbach
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et al. [WMW06] require two planes enclosing an exactly known angle which are both
intersected by the laser plane in every frame, the method of Zagorchev and Goshtasby
[ZG06] is based on a double-frame arranged around the object to be reconstructed.
Hence, both methods are limited to the reconstruction of objects rather then whole
scenes, since such strict requirements on the background or a calibration target cannot
easily be met in practice. The methods presented by Takatsuka et al. [TWVC99] and
Furukawa and Kawasaki [FK03] utilize markers in the form of LEDs attached to a laser
emitter. With the help of the markers the pose of the laser emitter is determined,
allowing for an easy triangulation of depth values, but under the constraint that all
markers have to be visible in the images. More recently, Kawasaki et al. [KFN06] have
presented a calibration-free reconstruction method using two perpendicular laser planes.
They recover the emitter poses from laser plane intersections detected in a sequence of
input images. The main advantage is that, once the parameters of a plane have been
recovered, a whole projected line can be triangulated instead of single image points. The
approach does, however, suﬀer from numerical instabilities especially in the case of non-
detectable plane intersections due to occlusions. In comparison, our method generates
less samples per frame, but robustly copes with occluded laser points.
Probably most related to our work is the Model Camera of Popescu et al. [PBMS06].
It uses a laser rig rigidly mounted to a hand-held video camera. By enabling the user to
freely move the camera through a scene, this method imposes fewer constraints than all
the above systems that rely on a stationary camera. This comes, however, at the cost of
reduced stability since estimating relative changes of the camera pose between successive
frames is an error prone problem which tends to accumulate errors over a sequence of
frames even with the additional information provided by sparse per-frame depth samples.
In the follow-up project by Bahmutov et al. [BPM06], the authors address this problem
and employ a more constrained setup by mounting the Model Camera on a tripod. In
addition, two shaft encoders were used to precisely measure pan and tilt angles, thereby
stabilizing the pose estimation process but requiring an exact synchronization of the
captured images and the angle measurement process. The main drawback, however, is
the reduced number of only two degrees of freedom for the camera motion in comparison
to the six degrees of the original Model Camera. Since the laser rig is still mounted to
the camera, it is diﬃcult to vary the sampling density for diﬀerent parts of a scene and
this setup is subject to the same occlusion problems as standard laser scanners. Hence
we decided to constrain the scene capture process as little as possible and to allow the
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user to operate the laser-brush in a freehand manner in order to be able to deal with
arbitrary scenarios.
Only recently, very compact active depth sensors have become available that enable
new opportunities for ﬂexible 3D applications. While the SwissRanger time-of-ﬂight
systems by Mesa Imaging [Mes11] have a low resolution (QCIF, i.e. 176×144 pixels) and
are rather expensive, the triangulation-based depth sensor of PrimeSense [Pri11] are
available as a mass-market product in the form of Microsoft’s Kinect [Kin11] extension
of the XBox game console. Thanks to the higher resolution of 640×480 pixels and a
sampling rate of 30 frames per second, this new sensor enables a large variety of 3D
applications, including interactive 3D reconstruction of objects or scenes.
5.2. Method Overview
As introduced in Section 2.4, we denote laser rays by Li(λ) := ci + λri, with ci, ri ∈ R3,
and corresponding laser point positions in image space by pi ∈ R2. The index i always
counts per-frame entities, while j is deﬁned to be the frame index. Hence, pi,j denotes the
ith image space point in frame j. Planes in 3-space are represented implicitly asN ∈ R4.
The intrinsic parameters of the camera are given in the form of a matrix K ∈ R3×3,
the back-projected viewing ray of an image point pi is denoted by vi := K
−1pi (cf.
Section 2.1.2). Since the camera is deﬁned to reside in the origin of the world coordinate
frame we do not need to take extrinsic parameters into account. The vertices of the
resulting surface mesh are denoted by xi,j ∈ R3. Finally, images are given as bi-variate
functions I(u, v), with (u, v) being pixel coordinates.
Our method consists of the following steps. First the camera’s intrinsic parameters K
and the laser rig are calibrated as detailed in Section 5.4. We then mount the camera on
a tripod, sweep the laser rays through the scene and capture the resulting laser points pi,j
for each frame j. Given the positions of the laser points in a respective frame, the central
idea of our method is to ﬁnd the pose (i.e., position and orientation) of the laser rig in
space that minimizes the sum of squared Euclidean distances between corresponding
image points pi and laser rays Li, projected to image space lines. Once the pose of the
laser rig is recovered, a depth value can be computed for each detected laser point in
image space by triangulation. Corresponding laser ray to image point pairs are initialized
using a simple heuristic and maintained by tracking laser points over successive frames.
We accumulate the depth information over several hundred frames and compute the
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Delaunay triangulation of all detected points in image space to obtain a quasi-dense
depth map. To reconstruct a surface mesh, we transfer the Delaunay triangulation to
3-space using the reconstructed 3D points xi,j. Finally we apply a smoothing operator
to the surface mesh to remove systematic noise introduced during the estimation of the
laser rig’s pose (cf. Section 5.6).
5.3. Laser Detection and Tracking
The detection of laser points in the input images consists of two main steps. The ﬁrst is
the computation of a diﬀerence image, the second the computation of a cross-correlation
function. For the diﬀerence computation we take a picture Iempty of the scene without
laser points. Then, for each image I containing laser points, we compute the intensity
channel
f(u, v) :=
(
redI(u, v) + greenI(u, v)
)− (redempty(u, v) + greenempty(u, v)), (5.1)
where redI , greenI denote the red and green color channels of I and redempty, greenempty
denote the respective channels of Iempty. We compute the correlation with the sum of
red and green intensities (5.1) since the red lasers that we used during our experiments
produced a strong response not only in the red but also in the green color channel of all
cameras that we tested. Since we are dealing with static scenes and a ﬁxed camera, the
diﬀerence computation is a simple but very eﬀective technique to stabilize the subsequent
laser point detection.
Laser points in images usually do not appear as single bright pixels but rather as
circular or oval regions several pixels in diameter with the intensity maximum in the
middle and intensity quickly decreasing towards the boundary of the region. Since such
an intensity distribution resembles a two-dimensional Gaussian quite well, we chose to
detect laser points by computing the cross-correlation of a Gaussian and the diﬀerence
image. More formally, we compute the cross-correlation of the intensity channel f(u, v)
with the Gaussian
g(u, v) := exp
(− (u2 + v2)/(0.5 · k2)),
centered at each pixel position (u, v). Here k = 11 is our default choice for the width
and height of the cross-correlation patch size. We then detect the positions of a set
of local cross-correlation maxima equal to the number of laser pointers and store them
for further reﬁnement. A simple non-maximum suppression around each detected point
avoids false positives caused by nearby correlation maxima.
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The laser point positions recovered as maxima of the cross-correlation function have
pixel precision only. To reﬁne the points we apply an optimization similar to the KLT
feature tracking algorithm [ST94]. Instead of matching two image regions as in the
original algorithm, we ﬁt a Gaussian of the same shape as above to the sum of the
red and green color channels. That is, given the position p = (up, vp) of a local cross
correlation maximum, we iteratively optimize the function
E(ud, vd) :=
1
2
k∑
u,v=− 1
2
k
(
f(up + u, vp + v) · g(ud + u, vd + v)
)2
.
Laser points are tracked over the image sequence using the correspondence method of
[SLH91] which is brieﬂy summarized in the following. Given the sets of detected laser
points Pj := {ps,j} in image j and Pj+1 := {pt,j+1} in image j + 1 with m := |Pj|,
n := |Pj+1|, a distance matrix D ∈ Rm×n is computed with elements
Ds,t = exp(−||ps,j − pt,j+1||2/2σ2). (5.2)
A value of σ = 20 has proven to work well in all our experiments. Then the singular
value decomposition D = UΣVT is computed, the singular values on the diagonal of Σ
are all set to 1 to obtain Σ′, and the matrices are multiplied back as D′ = UΣ′VT . Now
a maximum in the (s, t)-th element of D′ indicates that point ps,j best corresponds to
pt,j+1. All correspondences are detected by iteratively ﬁnding the maximal element and
canceling out the respective column and row in the matrix D′. For details, see [SLH91].
5.4. Calibration
To be able to perform depth measurements the intrinsic parameters of the camera have
to be known and the constellation of rays in the laser rig needs to be determined. That
is, we need to recover the line equation Li for each laser ray with respect to some
(arbitrary but ﬁxed) world coordinate frame representing the laser rig. Note that we do
not need to calibrate the pose (i.e., position and orientation) of the rig a-priori but rather
recover this information later from the images for the actual surface reconstruction (cf.
Section 5.5). We developed two diﬀerent calibration methods. The ﬁrst is a combined
approach that simultaneously recovers intrinsic camera and laser rig parameters. The
second methods determines the laser rig parameters only for the case of known intrinsic
camera parameters.
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Figure 5.2.: Example frames from a calibration sequence of the combined calibration
method. The laser rig is attached to the camera and moved in front of a wall. The square
calibration pattern is used to obtain estimates of the camera’s intrinsic parameters, the
plane parameters, and to perform the metric upgrade after bundle adjustment.
5.4.1. Combined Calibration Approach
The central idea of the combined calibration approach is to ﬁx the position of the camera
in the origin of the world coordinate frame as well as the positions and orientations of
all laser rays, and to observe the intersections of the laser rays with a varying plane. In
practice, we rigidly attach the laser rig to the camera and move it in front of a wall.
In addition we stick a colored, square piece of paper to the wall which can easily be
detected (cf. Figure 5.2 for example frames of a calibration image sequence). In a ﬁrst
step we then recover estimates of the plane parameters Nj ∈ R4 (one plane for each
frame, recall that j indexes frames) and the camera’s intrinsic parameters K ∈ R3×3
from the detected corners of the square pattern using the method of [Zha00]. Given the
planes, the intrinsic parameters and the detected laser points pi,j in the image sequence,
we compute estimates of the laser rays Li. Note that, since the laser rig is mounted on
the camera, each laser ray together with the camera center deﬁnes an epipolar plane in
space. The laser points of a respective ray therefore move on an epipolar line in image
space, and the epipolar planes can be recovered by determining and back-projecting
these lines. Hence each laser ray can be parameterized by only 2 parameters in its
epipolar plane instead of the 4 parameters required by an unconstrained line in space.
Once the estimates of the lines and planes have been computed, we reﬁne the involved
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parameters by a global bundle adjustment optimization procedure. That is, we minimize
the sum of squared Euclidean image space distances
E(Li,Nj) =
∑
i,j
||pi,j −Kqi,j||2, (5.3)
with qi,j := Nj ∩ Li ∈ R3 being the intersection of plane Nj with laser ray Li in
scene-space. The projection Kqi,j implicitly contains the required dehomogenization.
Since the above optimization does not constrain the world frame and especially may
move the plane at inﬁnity (see, e.g., [HZ03] for details) to an arbitrary position, we
employ the stratiﬁed metric upgrade described in [HZ03, Chap. 10.4]. In the ﬁrst step
(the step from projective to aﬃne space), the plane at inﬁnity is moved to its canonical
position. This is achieved by computing a transformation that moves the intersections of
parallel lines in space to inﬁnity. In our case the square calibration pattern provides two
pairs of parallel edges per frame. The lines in space are generated by transferring the
corners of the pattern to the corresponding plane in space. In the second step (the step
from aﬃne to metric space), the angles at the four corners of the pattern are adjusted
to be 90 degrees.
5.4.2. Separate Laser Rig Calibration
If the intrinsic calibration of the camera is known a-priori, it might be desirable to only
recover the parameters of the laser rays and leave the camera parameters unchanged. For
this case we developed a second calibration method which is again based on the position
of the camera being ﬁxed in the origin of the world coordinate frame. In addition, we
assume an unknown but ﬁxed plane in the scene and varying positions and orientations
of the laser rig. In practice we mount the camera on a tripod in front of a wall with the
viewing direction roughly perpendicular to the wall. We then move the laser rig through
the scene and observe the laser points on the wall with the camera. This setup has the
advantage that it is identical to the setup used for the actual reconstruction and hence
naturally integrates with the overall workﬂow.
Given n calibration frames containing m laser points each, our goal is to recover the
3 parameters of the scene plane, the 6n rig pose parameters, and the 4m parameters of
the laser rays with respect to a local rig coordinate frame. The ray parameters hence
are identical for all frames, the motion of the rig is modeled by 6 per-frame parameters.
Since the laser rays all point into similar directions, we chose to apply a two-plane
parameterization approach to the laser rays. We deﬁne two parallel parameter planes by
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two points c1 = (0, 0, 0)
T , c2 = (0, 0, 1)
T and two directions v1 = (1, 0, 0)
T ,v2 = (0, 1, 0)
T
in the rig coordinate frame. Given four per-ray parameter values αi,1, . . . , αi,4, the i-th
ray in 3-space is constructed as
Li(λ;αi,1, . . . , αi,4) := c1+αi,1v1+αi,2v2+λ
(
(c2−c1)+(αi,3−αi,1)v1+(αi,4−αi,2)v2
)
.
Rig poses Tj are represented by rigid transformations in 3-space, i.e., a rotation and
translation per pose. We represent the unknown plane by N = (nx, ny, 1, d)
T , since it is
assumed to be roughly perpendicular to the z-axis of the world coordinate frame. We
then ﬁnd all unknown parameters by minimizing the objective function
E(nx, ny, d, α1,1, α1,2, . . . , αm,3, αm,4,T1, . . . ,Tn) :=
∑
i=1...m
j=1...n
||pi,j −K(N ∩ (Tj ◦ Li))||2
where N ∩ (Tj ◦ Li) denotes the transformation of laser ray i to the rig pose of frame j
and its subsequent intersection with plane N, resulting in a point in 3-space.
Note that the above formulation of the rig calibration is over-parameterized. On the
one hand, it is not possible to determine the absolute scale of the scene without any
further information apart from the detected laser points in image space. We hence ﬁx
the scale of the scene by setting the distance of N to d := 1. On the other hand,
there are six more degrees of freedom (“gauge freedom”) which need to be ﬁxed since
the two-plane parameterization of a set of rays in 3-space is not unique. It rather is
possible to parameterize the same rays with any member of a 6-dof family of plane
pairs, i.e., with any rotated and translated pair of planes (as long as none of the rays
becomes parallel to the planes). To make the parameterization of the laser rays unique,
we set the ﬁrst rig pose T1 to the identity transform and drop it from the optimization
process. This means that the pose of the rig in the ﬁrst frame is expressed by the two-
plane parameterization alone, only the relative pose changes in the successive frames are
captured by the parameters T2, . . . ,Tn.
Optimization problems like the above require proper initialization of the involved
parameters. In our experiments we found it to be suﬃcient to initialize the plane with
N = (0, 0, 1, 1)T and all rig poses T2, . . . ,Tn with the identity transformation. The
laser ray parameters αi,k are initialized such that the rays pass through the origin of
the world coordinate frame and intersect the initial plane N such that the intersection
points, when projected to image space, yield the detected laser points pi,0 of the ﬁrst
frame. Finally, in order to avoid local minima of the objective function, we perform
the optimization in two passes. In the ﬁrst pass the plane parameters are ﬁxed to their
initial values. Only in the second pass they are allowed to vary.
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5.5. Depth Map Recovery
The depth map recovery consists of two major components. The ﬁrst is the estima-
tion of the laser rig’s pose discussed in Section 5.5.1, the second is the generation and
maintenance of a laser ray to image point mapping presented in Section 5.5.2.
5.5.1. Laser Rig Pose Estimation
As discussed in Section 2.4, we minimize the objective function
E(T) :=
∑
i
dist2(KT ◦ Li,pi)2 (5.4)
to ﬁnd the best ﬁtting rig pose T. Here KT ◦Li denotes the projection of a transformed
ray into image space, dist2(·, ·) denotes the Euclidean distance between a line and a point
in image space. We employ an image space distance measure rather than measuring the
distance between laser rays and viewing rays in object space since the latter measure is
not invariant to the object-to-camera distance: The same amount of image point detec-
tion error would have a stronger inﬂuence on a laser ray far away from the camera than
on a nearby ray. The transformation T is minimally parameterized by 3 parameters for
rotation and 3 parameters for translation. Since the pose of the rig changes only slightly
between frames of the input sequence, we use the transformation of the previous frame
to initialize the optimization for the current frame. For the ﬁrst frame we found that
an initialization with the identity transformation (i.e., no rotation and no translation)
is completely suﬃcient. Once the optimal transformation T has been found, the depth
values for the points pi are computed by determining the point on the viewing ray K
−1pi
with the closest distance to the corresponding laser ray Li.
The geometry of the whole scene is recovered by accumulating the per-image depth
values of the entire input sequence. We then compute the Delaunay triangulation in
image space and transfer it to 3-space by back-projecting all image points and moving
them to their respective depths.
5.5.2. Laser Ray to Image Point Mapping
A consistent mapping that assigns laser rays to detected image points is the major
prerequisite for the above optimization algorithm to converge to the correct pose of the
laser rig. We employ two diﬀerent techniques to recover this mapping for the ﬁrst frame
of the input sequence and for successive frames.
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Figure 5.3.: An example for the result of the greedy pairing algorithm. The green dots
denote the points of the best ﬁtting pattern {oi}∗, generated by intersecting the laser
rays with a plane orthogonal to the z-axis and adjusting its scale and position. The
white lines point towards the nearest detected laser points.
Finding the mapping between laser rays and image points without any a-priori knowl-
edge is quite involved. In our experiments we use 20 laser pointers which means that
there are 20! ≈ 1018 possible mappings in general. Since a complete testing of all map-
pings is impossible, we use a simple yet eﬀective pattern matching heuristic that worked
well in our experiments if we ensure that all laser points are visible in the ﬁrst frame.
Given a set of detected laser points {pi}, the idea is to generate a sequence of patterns
in the form of point sets {oi}k with oi ∈ R2 by intersecting the laser rays Li with a
set of planes at varying positions. The pattern that best matches the pi then induces
the sought initial mapping. The matching quality of a particular pattern {oi} is deﬁned
as the sum of squared distances after greedily paring the sets {pi} and {oi} based on
shortest Euclidean distance.
To construct the sequence of patterns {oi}k we place the 2-plane parameterized rep-
resentation of the laser rig in the origin of the scene’s coordinate frame and orient it
along the z-axis. We then intersect the laser rays Li with a plane perpendicular to the
z-axis, positioned at varying depths in front of the laser rig, and rotate the intersection
points around the z-axis by varying angles. The intuition behind this approach is to
approximate the appearance of the laser points for diﬀerent scene depths and diﬀerent
rotations of the laser rig. Instead of projecting the intersection points to image space
we merely drop the third coordinate to obtain the oi ∈ R2. Diﬀerent positions of the
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sets {pi} and {oi} are compensated for by moving the centers of gravity of both sets to
the origin. Both sets are furthermore scaled to [−1, 1]2. By independently scaling the
x- and y-axes of each set we eﬀectively compensate for perspective foreshortening of the
detected laser points pi due to slanted scene geometry. In all our experiments, we let
the distance of the intersection plane vary between 0 and 5 meters in steps of 10cm and
the rotation angle between 0 and 360 degrees in steps of 10 degrees. Figure 5.3 shows
the result of the greedy paring algorithm for the living room sequence. Green dots mark
the points oi of the winning pattern, white line segments point towards the respective
laser points they have been paired with.
Once the mapping from laser rays to image points has been recovered, it can, in
principle, be maintained from one frame to the next by tracking laser points. To be able
to cope with occluded and later re-appearing laser points, with wrongly detected points,
and with false matches, we employ a robust sampling strategy to determine the correct
mapping for each frame. Given the matched features from the laser point tracker for
a new frame (cf. Section 5.3), we generate a set of candidate laser ray to image point
pairs by simply assigning all tracked points to the laser rays they corresponded to in the
previous frame.
To ﬁnd the correct pose of the laser rig even for unreliable laser ray to image point
mappings we run a RANSAC-based (cf. Section 2.2.1) sampling algorithm that gener-
ates a set of hypotheses for the rig pose, evaluates them, and then keeps the winning
hypothesis as new pose. A hypothesis is generated by randomly selecting 6 pairs from
the set of candidates and by solving the minimization problem (5.4) for the rig pose. To
evaluate a hypothesis we ﬁrst greedily pair all laser rays and points not used to compute
the hypothesis, again based on Euclidean distance in image space, and then compute
the statistically robust error function
E(h) :=
∑
i
log
(
1 + dist2(KTh ◦ Li,pi)
)
(5.5)
where Li, pi denote the current ray and point pairs and Th denotes the hypothetical laser
rig transformation. The winning hypothesis T∗h, i.e., the one with the smallest error (5.5),
is reﬁned by again solving (5.4), this time with all laser to point pairs (Li,pi) that lie
suﬃciently close to each other, i.e., with dist2(KT
∗
h◦Li,pi) < dthresh. In our experiments
we found that a threshold dthresh = 1 pixel works well. We furthermore exclude pairs
(Li,pi) that are ambiguous, i.e., pairs for which more then one image point lies within
the tolerance dthresh to KT
∗
h ◦ Li.
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(a) (b)
Figure 5.4.: Reconstruction of a plane from 20 images before (a) and after (b) appli-
cation of our smoothing operator. This example clearly shows that most of the noise
in the recovered depth values has a systematic character and can hence eﬀectively be
removed. Note that in (b) no per-vertex smoothing has been applied.
5.6. Depth Map Smoothing and Outlier Rejection
Apart from the standard measurement noise common to all laser-based reconstruction
systems, we encountered an additional type of noise during our experiments, caused by
our speciﬁc approach: The optimization procedure (5.4) compensates for sub-pixel laser
point detection errors by determining a slightly wrong laser rig pose, thereby adding noise
to the resulting depth values. However, since the orientation of the rig is rather resilient
to small-scale detection errors, the error compensation mostly moves the position of
the rig towards or away from the camera, i.e., introduces a systematic per-frame depth
error. In other words, the depth values of a respective frame are all aﬀected by the
same oﬀset in roughly the same direction. This observation is veriﬁed by the following
experiment. We applied our method to 20 frames of an image sequence showing only a
single plane and reconstructed a 3D mesh from the image space Delaunay triangulation.
We then computed an individual least squares plane for the vertices recovered from each
single frame. The average Euclidean distance of the vertices to their respective plane
was below 1.05mm, the maximal distance over all frames was 3.72mm. For comparison
we then computed a single least squares plane for all reconstructed vertices. Now the
average distance was 5.49mm and the maximal distance 16.89mm. This shows that,
while the overall reconstruction (cf. Figure 5.4a) is aﬀected by a considerable amount
of noise, the depth values recovered in each individual frame are much more coherent.
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(a) (b)tj
Figure 5.5.: Illustration of the smoothing operator tailored to the systematic noise of
the reconstructed surfaces. (a) given the vertices of a frame j, we compute an update
vectors mj such that the local smoothness around the respective vertices is improved.
The update is then applied to all vertices of frame j and they are projected back to their
respective viewing ray (b).
Moreover, when we compare the normal vectors of the per frame least squares planes,
we see only very little variation. This indicates that the per frame groups of samples
are mostly shifted by a constant depth oﬀset.
To remove noise of the above kind we devised a simple, iterative smoothing technique
for the reconstructed surface mesh. For each frame j, i.e., for all vertices xi,j ∈ R3
corresponding to the same laser rig pose, our goal is to ﬁnd one common update vector
tj ∈ R3 in order to improve simultaneously the local smoothness around all respective
xi,j. (We will drop the index j in the following to simplify the notation.) The vertices
are then updated as
xi ← xi + (tTvi)vi with vi := K−1pi (5.6)
being the viewing ray where xi lies on. Local smoothness at a vertex xi is measured
using the length of the Laplace vector
di :=
1
Ω
∑
yj∈N(xi)
ωj(yj − xi), Ω :=
∑
j
ωj (5.7)
in the surface mesh generated from the Delaunay triangulation of the reconstructed
samples from all frames. Here N(xi) denotes the set of 1-ring neighborhood vertices
around xi, i.e., all vertices that are connected to xi by an edge in the triangulation
no matter from which frame j they have been reconstructed. For the ωi we use the
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(a) (b)
(c) (d)
Figure 5.6.: Renderings of the diﬀerent steps of our outlier rejection and smooth-
ing pipeline. (a) shows the raw reconstructed surface mesh (i.e., without any post-
processing) of the living room sequence. Outliers are removed in (b), and (c) shows
the result of several iterations of the smoothing operator discussed in Section 5.6. The
ﬁnal result in (d) has been obtained by several additional iterations of per-vertex Lapla-
cian smoothing where the vertices are still constrained to lie on their respective viewing
ray. Even though (a) looks very noisy, the noise has a special systematic structure (cf.
Section 5.6) and can therefore be eliminated quite eﬀectively.
cot-weights described, e.g., in [PP93]. Since we seek an update t which simultaneously
improves the smoothness at all vertices xi of a respective frame, we ﬁnd t as the solution
of the minimization problem
E(t) :=
∑
i
||di||2. (5.8)
That is, for the vertices xi recovered from a respective frame, we compute the update
vector t that minimizes the sum of squared Euclidean lengths of the corresponding
Laplace vectors di (see Figure 5.5 for an illustration). One smoothing step of the whole
scene mesh then consists of ﬁrst computing an update tj for each frame j and then
applying all updates to the respective vertices. Figure 5.4b shows the result after the
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application of several smoothing iterations to the mesh of the plane example from above.
Figures 5.6b and 5.6c demonstrate the eﬀect of the smoothing operator on a real-world
reconstruction example. Although the mesh before smoothing may be aﬀected by strong
noise as shown in Figure 5.6b, it still contains the true surface information encoded in
the form of per-frame vertex conﬁgurations. Since these per-frame conﬁgurations are
moved rigidly by the smoothing algorithm, our method is able to faithfully recover the
correct surface up to inevitable measurement noise. The ﬁnal step of the mesh post-
processing (cf. 5.6d) hence consists of a standard Laplacian smoothing operator that
still constrains all vertices xi,j to lie on their respective viewing ray.
Another issue we have to deal with are outlying depth values, which are the result of
wrong laser ray to image point pairs. Wrong pairs may be generated during the greedy
pairing process if a false image point is closer to a projected laser ray than the correct
point either since the correct point is occluded or due to slight detection errors. Outlying
pairs do not harm the laser rig pose estimation: they are only generated since they are
supported by the winning hypothesis for the rig pose and hence do not inﬂuence the ﬁnal
pose reﬁnement (5.4) much because outliers with dist2(·, ·) > dthresh are not taken into
account. They do, however, usually appear as long, thin spikes in the recovered scene
geometry (cf. Figure 5.6). We implemented a simple outlier detection mechanism based
on the length of scene-space edges and on the length ratio of scene-space to image-space
edges of the generated Delaunay triangulation. All faces that contain an edge longer
then lthresh or with a ratio larger than rthresh are erased. After that we erase all connected
mesh components that only consist of 10 or less vertices. In our experiments we found
that thresholds of lthresh = 50cm and rthresh := 4 work suﬃciently well. Outlying vertices
are removed by re-computing the image space Delaunay triangulation without them.
The eﬀect of the outlier removal is demonstrated in Figure 5.6a for the living room
image sequence.
5.7. Results and Discussion
All results and measurements presented in the following have been performed on an Intel
Core2 Duo based system running at 2.66GHz.
The laser point detection takes, on average, 103ms for images of resolution 1024×768,
and 181ms for resolution 1280×960. The laser point tracking algorithm takes below 1ms
per frame for 20 laser points and is hence negligible in comparison to the time required
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(a) (b)
(c)
(d)
(e)
Figure 5.7.: Reconstruction of a bedroom scene. This example exploits the fact that the
pose of the laser rig can be chosen arbitrarily: The resulting surface in (a) is a combina-
tion of two sub-sequences with diﬀerent laser rig poses. The individual reconstructions
of the sub-sequences are shown in (b) and (c), respectively. (d) shows a texture-mapped
rendering and (e) one of the input images.
for the laser point detection. The time required for the estimation of the laser rig pose
strongly depends on the quality of the initialization, i.e., on the distance between the
initial and the optimal pose. In combination with the RANSAC approach, this means
that the required computation time for the hypotheses depends on how many false laser
ray to image point pairs they contain. For the living room scene (see below) the per-
frame estimation (including the random sampling and the ﬁnal reﬁnement) took between
1040ms and 60ms, with the median at 85ms. The long maximal estimation time is caused
by the initialization of the laser rig’s pose transformation in the ﬁrst frame: The identity
transformation is, in general, quite far away from the optimal transformation. Hence the
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(a) (b)
(c) (d) (e)
Figure 5.8.: Partial reconstruction of a living room scene. The recovered triangle mesh
is rendered with ﬂat shading in (a) and with texture in (b). (c) and (d) show textured
renderings from new vantage points and (e) shows one of the input images.
solution of the optimization problem (5.4) requires much more time than for successive
frames where the previous transformation is used for initialization. The generation of the
Delaunay triangulation and the post-processing, i.e., smoothing and outlier detection,
for all examples always took less than one minute.
An issue requiring consideration is the camera setup, especially the shutter speed.
Clearly, if the exposure time is too long, the projections of laser points in the scene result
in short line segments in the input images rather than points. It hence is necessary to
ﬁnd a compromise between too long exposure times and too dark input images. Since the
laser points are usually very bright in regularly illuminated indoor scenes, we found that
it is possible to set the exposure time to small values and still be able to robustly detect
laser points. Concretely, we set the shutter speed to 20ms–10ms (i.e., 1/50s–1/100s) in
all our experiments. These values allow for laser projections without motion blur if the
laser rig is moved at moderate speed.
In the ﬁrst example in Figure 5.7 we have applied our method to a bedroom scene.
The main diﬃculty here is the non-trivial geometry of the curtain and the wrinkles in
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(a)
(b)
(c)
Figure 5.9.: Reconstruction of a scene with strongly reﬂecting surface parts. (a) shows
one frame of the input image sequence, (b) shows a closeup of the tiled surface with
several additional red dots caused by reﬂections. Note that the two bright reﬂections on
the water tap result from the ceiling light, not from laser pointers. The reconstructed
triangle mesh is shown in (c).
the blanket that cause laser points to be occluded and re-appear frequently. Nevertheless
our algorithm is able to ﬁnd a suﬃcient number of correct laser ray and image point pairs
to perform the reconstruction. In this example we have utilized the fact that the user
may choose the pose of the laser rig freely. The complete geometry has been recovered
from two subsequences, one with the laser rig on the left side of the camera and one with
the rig on the right side. The two partial reconstructions (shown in Figures 5.7b and
5.7c, respectively) have been integrated into a single surface by combining the image-
space Delaunay triangulations. Outlier removal and smoothing has been performed on
the combined surface to exploit the increased resolution of the resulting mesh. Note
that the rough appearance of the curtain in the back of the scene is due to triangulation
artifacts caused by the sparse sampling. Better results might be obtained by using a data-
dependent triangulation instead of a simple Delaunay triangulation. The input image
sequence consisted of 1100 images of resolution 1024×768 in total and the reconstruction
took 5.5 minutes, including image loading, point detection and matching, and rig pose
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(a) (b) (c)
Figure 5.10.: Reconstruction of a kitchen, again with reﬂecting surfaces. (a) shows an
input image, (b) and (c) the reconstructed triangle mesh.
estimation. The ﬁnal mesh consists of 17.5k vertices. Figure 5.7d shows a texture-
mapped rendering of the reconstructed mesh from a new vantage point. For texturing
we reuse the image Iempty of the diﬀerence computation in Section 5.3, i.e., an image
taken from the same camera position as the images of the reconstruction phase but
without laser points.
The next example (cf. Figure 5.8) shows the reconstruction of a living room scene. We
took 630 images (resolution 1024×768) of this scene, the overall computation then took
slightly less than 3 minutes. The ﬁnal triangle mesh consists of 10k vertices. The third
example demonstrates the robustness of our algorithm with respect to falsely detected
laser points. The specular white tiles (cf. Figure 5.9b) reﬂect the laser rays to the
other wall, where they produce additional strong local maxima in the cross-correlation
function of the laser point detector. These false positives then easily overrule dull laser
points caused by less reﬂective surface material. However, the robust sampling approach
enables our algorithm to cope well with this situation and the only possible side-eﬀect is,
as discussed above, outlying vertices in the ﬁnal surface which can eﬀectively be detected
and removed. For this example we used 900 input images of resolution 1280 × 960,
resulting in a triangle mesh of 14.1k vertices after a total computation time of 5.5
minutes.
The ﬁnal example (cf. Figure 5.10) shows the reconstruction of a kitchen. Again, our
method had to cope with very reﬂective surfaces of the front panels. We used 1050 input
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images of resolution 1280×960. The computation took 6 minutes, the resulting triangle
mesh consists of 17.5k vertices.
The main advantages of our approach are its ﬂexibility, its versatility and its robust-
ness: The pose and motion of the laser rig is completely unconstrained, allowing the user
to move the lasers freely through the scene and enabling a variety of possible reconstruc-
tion setups. The above examples demonstrate that that our algorithm robustly copes
with occluded, falsely detected or falsely matched laser points. Nevertheless, some of the
problems inherent to other laser-based reconstruction techniques apply to our method
as well: completely transparent or mirroring materials (cf. the water tap in Figure 5.9b)
or materials that completely absorb the laser light cannot be reconstructed. Further-
more and again similar to existing methods, the more parallel the laser rays are to the
viewing rays of the camera, the more severe becomes measurement noise which cannot
be removed with the smoothing operator presented in Section 5.6. Hence our method
works best for a large camera viewing frustum, a large cone of laser rays, and suﬃciently
large angles between viewing and laser rays.
The main disadvantage of our method is its scalability with respect to the number of
laser rays. After projection into image space, the laser rays are still inﬁnite and thus can
only be clipped at the image boundaries to limit their extend. As a consequence, the
matching process between observed laser points and projected laser rays works well for a
suﬃciently small number of lasers only. For larger numbers of laser rays, the number of
ambiguous cases (i.e., more than one observed laser point lies very close to a projected
laser ray) would strongly increase. Due to the heuristic that discards all ambiguous rays
and points, only a small number of tentative correspondences would remain. However,
since the reason for a larger number of laser rays usually is to generate more depth
samples per frame, i.e., to reduce the overall reconstruction time, there is a simple
remedy: In addition to the small number of laser points, a laser plane emitter could
be added. This way we could recover a whole image space line of samples per frame in
addition to the sparse set of samples from the laser pointers. Alternatively, the laser rays
emitted by laser pointers could be replaced by a set of (unordered) laser plane emitters
altogether, since the plane intersections in scene-space and the observed intersections in
image-space could be considered as the scene-space rays and image-space points of the
current setup, respectively. Again, with each laser plane being correctly calibrated, each
observed illuminated pixel would contribute a depth sample.
Additional areas of possible future work include the integration of the current approach
into a real-time system that provides the user with instant feedback on where the scene
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has been suﬃciently “brushed” with laser points already and which parts require more
coverage. Furthermore, our current approach of computing the Delaunay triangulation
in image space in combination with sparse samplings may result in suboptimal surfaces.
Data-dependent triangulation approaches (e.g. [DLR90]) that take the actual depth
values into account may improve the surface quality.
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Part III. City Scale
Precise and detailed models of urban environments are becoming more and more
important in many application areas like city planning, traﬃc simulation, planning of
wireless networks, prediction of environmental phenomena like sunlight, noise distribu-
tion, and impact of weather, as well as for various kinds of visualization purposes (e.g.,
in navigation systems). However, despite the high demand, the creation of precise and
detailed yet compact 3D city models with meaningful semantics is still a challenging
task. Thus, we are considering several aspects of image-based 3D city modeling in the
last part of this thesis.
The main source of information in our work are oblique aerial images. In contrast to
the well-established vertical (or nadir) aerial images, aerial images taken at an oblique
angle with respect to the ground have the important advantage of providing information
on building heights, appearance of facades, and terrain elevation. Thus, they are more
intuitive for untrained viewers [LLW07] and enable new approaches to the generation
[VAB10, Goo10, Gu¨l96] and texturing [FSZ04, DLZ08, WN09] of 3D city models, which
are not possible in this form with vertical aerial images. In recent years oblique aerial
images have been created in large-scale projects even for medium-sized cities [LLW07]
and have become widely available e.g. as “bird’s-eye view” in Microsoft’s internet map
service [Mic10]. Consequently, oblique aerial images are well suited to serve as a basis for
3D city modeling applications. However, since standard approaches are not applicable,
the main obstacle to employing oblique aerial images is their extrinsic calibration. As
a solution to this problem, we present a novel calibration process in Chapter 6 that
registers oblique aerial images with a cadastral map.
Besides the calibration process, the reconstruction of 3D city models from aerial im-
ages diﬀers with respect to several additional aspects from the scenarios discussed in the
previous parts. First, since city models typically consist of thousands of individual build-
ings, compactness (i.e., the representation with as few geometric elements as possible) is
a major concern to enable eﬃcient visualizations and simulations. Thus, dense sample
sets or dense triangle mesh patches, which were useful in the two previous scenarios, are
not appropriate for 3D city models. Second, buildings usually exhibit a clear structure
with ubiquitous horizontal and vertical element alignment as well as pairwise relations
like parallelism, orthogonality, or coplanarity. Correctly recovering these properties is
particularly important to generate visually plausible building models. Third, due to the
low resolution of individual buildings in the input images and the wide baselines caused
by the sparse vantage points, standard multi-view stereo matching approaches such as
the sum of squared intensity diﬀerences (cf. Part I) are not applicable to this scenario.
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To address these aspects, we present two city modeling approaches. Both systems
employ simple interactive interfaces in image overlay, i.e., with the projected 3D model
rendered over the aerial images. The system in Chapter 7 is based on a compact geom-
etry representation by generic building blocks that are combined to form more complex
shapes. To enable the system to scale even to large numbers of buildings, one of the key
concepts is a distributed multi-user modeling approach. In Chapter 8 several restriction
of the former system are relaxed in order to provide more ﬂexibility regarding the build-
ing shapes and at the same time speed up the modeling process. This is achieved by a
more general geometry representation using planar polygons combined with volumetric
extrusion operations, by a simpler sketch-based user interface, and by an explicit han-
dling of alignment properties. Furthermore, the completely manual editing process of
Chapter 7 is replaced by an automatic image matching technique that assists the user
in precisely placing geometric elements in the input images.
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Oblique aerial images have several advantages over vertical images and have therefore
been chosen as basis of our 3D city modeling work. However, the main obstacle for the
application of oblique images is their extrinsic calibration (also called geo-registration
in case the calibration is performed with respect to a geographic reference system).
While a well-established calibration pipeline exists for vertical aerial images, these tools
cannot easily be applied to oblique imagery for a number of reasons. Examples include
the varying scale of pixels across an image caused by perspective foreshortening, the
strongly changing appearance between diﬀerent views, and the inevitable (self-)occlusion
of buildings. Similarly, standard structure-from-motion approaches are not applicable,
since matching features across sparse views from very diﬀerent vantage points is diﬃcult
and error prone without further scene knowledge.
As a solution to the calibration problem, we present an approach to register oblique
aerial images (cf. Figure 6.1a) with a digital cadastral map containing the footprints of
buildings (cf. Figure 6.1b). While providing the desired calibration, the registration of
oblique images with a cadastral map leverages further advantages: It not only simpliﬁes
standard cadastral applications [LLW07] but has the potential of strongly improving
3D city reconstruction techniques [VAB10, Goo10, Gu¨l96] in terms of automation and
speed. Furthermore, similar to [GKVH09, SPF10, PRV∗10] the cadastral map serves as
global reference. This way, an inevitable drift of the resulting camera poses is prevented
that would otherwise be caused by accumulating residual errors when registering images
distributed over large areas or long linear sequences.
While the registration of oblique aerial images with vertical images [SKSC03] and
with LiDAR data [DLZ08, WN09] has been studied before, the precise registration with
cadastral maps and the process of conﬂation [WCF∗07] (i.e., the removal of misalignment
between images and map vector data) is a challenging problem for oblique aerial images
that has not been automated prior to our work. The calibration problem is ampliﬁed by
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(a) (b) (c)
Figure 6.1.: Problem statement: Given a set of oblique aerial images (a) and a cadastral
map (b), we compute the registration of the images with the map as shown in (c). Besides
rough initial registrations, no further information is required. In particular, the cadastral
map does not contain terrain elevation or building height information.
the fact that, instead of a single vertical image, at least four oblique views from diﬀerent
directions are required to fully cover individual objects. Thus, there is a strong need for
a fully automated processing pipeline that includes a robust and precise geo-registration.
In our approach, the set of input images is assumed to be sparse with the viewing
directions being just the four cardinal directions. To allow for a robust registration,
neighboring images are required to overlap by about 30-40%. We furthermore assume
that rough initial estimates of the per-image registrations are known, as they can usually
be acquired using in-ﬂight GPS and orientation measurements. No further information is
required, in particular no information about the terrain elevation. For each input image,
the registration is recovered as parameters of a perspective projection that aligns the
map with the image. If the intrinsic calibration of the input images is not known, it is
recovered during the registration process in addition to the extrinsic calibration. While
the recovery of radial distortion parameters could seamlessly be integrated as well, this
has not been necessary for the images used in our experiments. Due to diﬀerent creation
times and measurement errors during map generation, a certain level of discrepancy
between the digital map and the input images is inevitable. We employ robust sampling
techniques to cope with such cases. In contrast to previous approaches, our system is
fully automatic without the need for user interaction.
Our registration approach has previously been published in [HK10]. This chapter is,
to a large extend, based on the content of this publication.
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6.1. Related Approaches
Geo-registration, the alignment of overlapping images, and conﬂation are well-understood
problems for vertical aerial images and a variety of established techniques exists [FT96,
Men03]. While these processes can often be automated for vertical images, the same
approaches cannot easily be transferred to oblique images due to perspective foreshort-
ening, occlusion of ground points and buildings, and the strongly varying appearance of
e.g. facades for diﬀerent vantage points. Gerke and Nyaruhuma [GN09] explicitly address
the calibration of the extrinsic and intrinsic parameters of oblique aerial images. They
present a method based on manually speciﬁed points, horizontal or vertical lines, and
right angles, and compare their approach to several commercial products. It was shown
that for the case of oblique images, commercially available solutions are still inferior
compared to an approach tailored to the speciﬁc properties of these images. Frueh et al.
[FSZ04] present a system that automatically registers oblique aerial images with a 3D
city model with the goal of texture generation. With the same goal, Ding et al. [DLZ08]
and Wang and Neumann [WN09] register 3D LiDAR models with oblique aerial images.
All three approaches are based on matching line segments between the 3D model and
the images. [FSZ04] matches lines directly, [DLZ08] and [WN09] combine individual
line segments to more complex descriptors for improved matching robustness. While
these methods yield very good registration results, they cannot easily be transferred to
our setting since cadastral maps do not provide a suﬃcient number of edge candidates
for matching. Furthermore, cadastral maps do not provide information about build-
ing heights, roof shapes, and terrain elevation, all of which is contained in LiDAR /
3D model data and which is crucial for the above methods to work. The lack of this
information makes the problem of registration with cadastral maps more challenging.
La¨be and Fo¨rstner [LF06] have demonstrated the feasibility of a general structure-
from-motion approach for the recovery of camera parameters of oblique images. However,
since structure from motion requires a suﬃciently large set of features matched across
the images, this approach only works for densely sampled image sequences. Due to the
strong appearance changes in sparse sets of oblique images as we use them, automatic
feature matching is not feasible. Sheikh et al. [SKSC03] present a technique to register
perspective oblique images to a geo-referenced orthographic vertical image mapped onto
a digital elevation model (DEM). While this works well for images taken at high altitudes
such that the DEM can be considered to be a smooth surface, it cannot be applied to
images taken at lower altitudes where buildings result in considerable relative height
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diﬀerences. Mishra et al. [MOK08] detect inconsistencies in vector data, especially
street data, by projection into oblique images. Their approach is able to detect errors
in the vector data as well as in the calibration. It is, however, not able to correct the
calibration.
An alternative to the traditional approach of geo-registration in a post-process (i.e.,
oﬀ-line) is the direct geo-registration. Here the position and orientation of the camera
is measured during ﬂight. To achieve a suﬃcient level of registration precision, this
approach requires specialized, expensive GPS/INS equipment and a large manual cal-
ibration eﬀort to compensate for the diﬀerent poses of the measurement devices and
the camera. Such systems have been shown to achieve registration precisions of below
1m for vertical [CS02] and for oblique aerial images [GGF08]. However, in the same
work Grenzdo¨rfer et al. [GGF08] also report that the fully automatic texturing of an
existing 3D model has not been possible due to too large registration errors of about 1-3
meters. Similarly, the texturing eﬀorts by Stilla et al. [SKH09], the evaluation of oblique
aerial images for cadastral applications by Lemmens et al. [LLW07], and the textur-
ing approaches [DLZ08, WN09] have shown that the precision of direct geo-registration
solutions is often not suﬃcient without further processing. Furthermore, as discussed
by Gerke and Nyaruhuma in [GN09], the traditional approach of oﬀ-line determination
of camera poses cannot be replaced by direct geo-registration for several reasons: this
technology is not applicable to unmanned airborne vehicles (UAVs) with limited loading
weight, it has a high burden of precise calibration that has to be redone every time
the system is modiﬁed, and the registration information might not be available at all
depending on the source of the images. We hence believe that a combination of direct
and automated oﬀ-line geo-referencing is the simplest, most robust, and most eﬀective
approach.
6.2. Method Overview
The registration process performs the following steps. Similarly to [DLZ08], for each
individual image our algorithm ﬁrst detects the vanishing point that corresponds to the
vertical scene direction (cf. Section 6.3.1). This vanishing point reduces the degrees
of freedom of the extrinsic calibration from 6 to 4, thereby eﬀectively simplifying the
later search for camera parameters. For each image, the algorithm then detects line
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segments that correspond to vertical scene edges, i.e., line segments that pass through
the respective vanishing point.
In the second step, our method estimates the extrinsic and, if not provided, intrinsic
calibration of each image (cf. Section 6.3.2). This process is based on corresponding
pairs of map corner vertices and image line segments detected in the previous step. Since
these correspondences are unknown, we generate a large set of candidates and employ
the RANSAC approach (cf. Section 2.2.1) to ﬁnd a valid subset. Distance measurements
using the Mahalanobis distance and an integrated approximation of the per-image terrain
elevation yield a robust procedure. This step already results in very good alignments of
the oblique images with the map.
Due to the usage of vertex-to-line constraints, however, there is still an unknown
height oﬀset between pairs of images left. Furthermore, due to slight inaccuracies in
the detected vanishing points, the oﬀset usually is not constant for an image but varies
according to an unknown linear height function. To compensate for both eﬀects, in a ﬁnal
step, we detect horizontal (in scene space) edges on building facades, robustly match
them across pairs of images, and solve a bundle-adjustment-like global optimization
problem over all camera parameters (cf. Section 6.3.3). This results in precise and
compatible registrations of all oblique images with the cadastral map.
6.3. Image Registration Pipeline
In the following, the three steps of our registration pipeline are discussed in detail.
6.3.1. Vanishing Point and Vertical Edge Detection
Vanishing points corresponding to the scene’s vertical direction are among the few enti-
ties that can easily be computed in oblique aerial images without further scene knowl-
edge. Even for images with strong occlusion caused by tall buildings, usually a large
number of vertical building edges is visible. Furthermore, although oblique images are
most often captured with long focal distances, there is still enough variation in the
orientation of projected vertical edges to allow for a stable detection of this particu-
lar vanishing point. Following [DLZ08], we exploit these points to ﬁx two degrees of
freedom of the extrinsic camera orientation, thereby stabilizing the estimation of initial
registrations in the next step.
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The detection of vanishing points is accomplished by a very simple yet eﬀective pro-
cedure. We compute edge-pixels using the Canny-operator [Can86] and then extract
straight line segments by least-squares line ﬁtting. We then employ a simple RANSAC-
based procedure that randomly picks two line segments, computes their intersection as
hypothesis of the vanishing point, and evaluates its support using the remaining seg-
ments. By exploiting a-priori knowledge about the position of the vanishing point, this
approach has proven to be extremely robust in our experiments: Since we can safely
assume that the vertical vanishing point lies way below the image, only hypotheses with
a y-coordinate of at least two times the image height are considered for further evalu-
ation. The winning hypothesis is reﬁned by an MLE procedure [LZ98] with all inlying
line segments.
The camera parameter optimizations in the second and third step are based on cor-
respondences between map corner vertices and image line segments that agree with the
vanishing points. While the inlying line segments of the previous step could well be
used for this purpose, we found that additional segments can be detected by a slightly
modiﬁed second detection pass. For each pixel, we compute the derivative along the
direction perpendicular to the line connecting the vanishing point and the pixel’s po-
sition. Applying the Canny-operator (non-maximum suppression and thresholding) to
the directional derivatives eﬀectively suppresses pixels with strong but wrongly oriented
gradients. A low threshold then yields many small connected components that can easily
be discarded, but also preserves line segments distorted by noise or with smaller gradient
magnitude. The ﬁnal line segments are again obtained as ML estimates constrained to
pass through the vanishing point.
6.3.2. Estimation of Initial Registrations
The central goal of this step is the recovery of good estimates of the registration pa-
rameters for each individual image in the form of perspective pin-hole projections (cf.
Section 2.1.2) with 6 extrinsic (rotation and camera center) and 5 intrinsic parameters,
respectively. Due to the known vanishing points, we need to recover 4 extrinsic param-
eters only: the vertical vanishing point of an image determines the orientation of the
camera relative to the scene’s vertical direction. We therefore only need to recover a
single orientation parameter α, yielding an extrinsic orientation parameterized as
T(α, c) := RvanishR(α)(I| − c) ∈ R3×4 (6.1)
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z
c
pvanish
R(α) Rvanishimage plane
Figure 6.2.: Parameterization of the extrinsic camera calibration. z denotes the scene’s
vertical direction and pvanish denotes the vanishing point in image space. R(α) rotates
around z, Rvanish aligns the vanishing direction induced by pvanish with z.
where c is the camera center, R(α) ∈ R3×3 is a rotation around the scene’s vertical axis,
and Rvanish ∈ R3×3 aligns this axis with the vanishing direction induced by the vanishing
point (cf. Figure 6.2). In contrast to [DLZ08] and [WN09], we do not assume a ﬁxed
camera center c in this step to be able to handle cases where the initial registrations are
not provided by GPS measurements and are hence less precise. We assume that a rough
estimate of the focal distance is known at this point and set the remaining intrinsic
parameters to their canonical values (aspect ratio 1, zero skew, principal point in the
image center). A full optimization of all intrinsic parameters is done in the last step (cf.
Section 6.3.3).
As discussed in Section 2.4, the parameter computation is based on correspondences
between image-space line segments l detected in the previous step and scene-space corner
vertices x of the given map. For a set of corresponding lines and map vertices M :=
{(li,xi)}, we ﬁnd the optimal projection parameters by minimizing
E(α, c) :=
∑
i
dist2(li,KT(α, c)xi)
2 (6.2)
with respect to α, c, which is slight variation of (2.18). Here dist2(·, ·) again denotes
the Euclidean distance between a 2D point and the supporting line of an image space
line segment. The varying parameters are optimized using the Levenberg-Marquardt
method, cf. Section 2.2.2. Notice that, if only lines l passing through the vanishing
point are used in (6.2) as assumed so far, the solution would degenerate to a state where
the projections of all map vertices collapse into the vanishing point. In other words, the
recovered camera would be moved up extremely high above the map. To prevent this,
we construct an additional line constraint perpendicular to the ﬁrst line. More precisely,
for the ﬁrst constraint (l0,x0) we add a constraint (˜l0,x0) with l˜0 being perpendicular
to l0 and passing through l0’s center.
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Figure 6.3.: (a) Inlier determination with Euclidean distance to the supporting line
(top) and with Mahalanobis distance (bottom). The latter case eﬀectively prevents false
positive inliers denoted by arrows in the top ﬁgure. (b) Illustration of a linear height
function computed for a random set of vertical lines li (shown in red) in the RANSAC
procedure that ﬁnds initial per-image registration parameters. This approach relaxes
the assumption of a horizontally ﬂat terrain to a planar but arbitrarily oriented terrain.
Since it is not known which are the valid correspondences, we employ RANSAC to
ﬁnd them. If a rough estimate of the focal distance is known, the size of each sam-
pling set is 3 to determine the 4 unknown extrinsic parameters, due to the additional
perpendicular line constraint for the ﬁrst correspondence. Candidate correspondences
are constructed by ﬁrst determining a set of visible (from the initially provided rough
camera perspective) map vertices x, projecting them into image space, and ﬁnding all
nearby line segments l. The search radius in image space has to be chosen according
to the discrepancy between the initially provided registration and the correct solution.
That is, the search space has to be large enough such that the correct matches are con-
tained in the set of candidate correspondences, and as small as possible to speed up the
RANSAC process. In our experiments, we have found that usually a search radius of
80 to 130 pixels (i.e., about 12 to 20 meters in world space) is suﬃcient even for only
rough initial registrations. The RANSAC procedure then works in the usual way by
picking random correspondences, solving for optimal parameters by minimizing (6.2),
and counting all inlying correspondences.
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Figure 6.4.: Result of the initial registration process. Starting from a rough estimate
of the registration parameters (left), our system automatically recovers good initial reg-
istrations for each individual image (right). Vertical line constraints are shown in green.
Depending on the radius of the candidate search space, the number of false positive
inliers can become very large. Here false positives are map vertices x that project close to
the supporting line of a segment l, but do not actually belong to the respective segment
(cf. Figure 6.3a). To counter this problem, the Euclidean distance to a segment’s sup-
porting line is replaced by an elliptical Mahalanobis distance during inlier determination.
As a consequence, by keeping the stretch of the ellipses along the line segment directions
small, it is implicitly assumed that the underlying terrain is horizontally ﬂat, since only
line segments slightly above or below the projection of the map yield a suﬃciently small
Mahalanobis distance. We relax this assumption by approximating the fraction of the
terrain visible in a single image by a plane with arbitrary slope. This is implemented
by computing a linear height ﬁeld for each random set of matching candidates. More
precisely, after the optimization of (6.2), a height value hi is computed for each random
match (li,xi). The least-squares plane of all height values then yields the linear height
function (cf. Figure 6.3b). During the determination of inlying correspondences, all map
vertices x are shifted up or down according to the height function before projection into
the image. In our experiments we have found that both the Mahalanobis distance and
the linear height functions introduce little extra computational eﬀort, but eﬀectively re-
duce the number of false positive inliers. Figure 6.4 shows an example of the alignment
before and after the initial registration process.
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Figure 6.5.: Visualization of height diﬀerences between pairs of images. The map is
projected to compatible positions for a certain region of the map (left). Due to slightly
inaccurate vanishing points, the orientations of the cameras are slightly tilted. This
yields incompatible map projections in other map regions. The expected map position
is marked with a red line on the facade (right). We solve this problem by optimizing
the parameters of all cameras including the vanishing points in the ﬁnal step of the
registration pipeline.
6.3.3. Global Optimization
Up to now, we have considered the separate registration of individual images only. Due
to the additional, arbitrarily chosen height constraints (˜l0,x0) introduced in the previous
step, the registration is not yet globally consistent across all images. In an ideal setting,
the only step missing for a consistent registration of all images would be a height ad-
justment of each image with respect to a common reference, i.e., a translation of all but
one cameras along the scene’s vertical direction. Unfortunately, as shown in Figure 6.5,
this is not suﬃcient most of the time, since the necessary height oﬀset to align pairs of
images is not constant but rather varies over the images.
An analysis of this problem shows that the oﬀset variations are caused by slight
inaccuracies in the detected vanishing points: For a ﬁxed focal distance, the orientation
of the ground plane with respect to the camera is determined by the vanishing point
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Figure 6.6.: (a) Search area for horizontal facade edges deﬁned by the projection of a
map edge. The height of the search area is deﬁned by the expected height of buildings.
We use 20m above and below each edge in all our experiments. (b) Examples of matching
facade edges in two diﬀerent views. (c) Construction of facade edge constraints. The
unknown height values hj are part of the optimization as varying parameters.
only. While the vanishing points detected in Section 6.3.1 yield plausible alignments for
each individual image, comparing the ground plane orientations for overlapping pairs of
images as done in Figure 6.5 reveals slightly incompatible orientations. Due to limited
image quality and resolution, we cannot expect to improve the precision of the vanishing
point detection to a suﬃcient level. We therefore decided to integrate the vanishing
points as varying parameters into the ﬁnal global optimization and thereby recover
compatible orientations of all images with respect to the ground plane.
To be able to do so, we need to deﬁne constraints that act as coupling forces between
diﬀerent images and that are able to capture the orientation diﬀerences we want to
remove. A viable approach is to detect horizontal (in scene space) edges on building
facades and match them across two or more images. While the systematic detection of
horizontal facade edges is diﬃcult without scene knowledge, it becomes feasible due to
the individual registrations of each image with the map: For each image, we can now de-
termine visible map edges, restrict the search for facade line segments to narrow vertical
bands (cf. Figure 6.6a), and discard facade lines with false orientations. To match facade
line segments between images, we need to take the unknown ground plane orientation
diﬀerences into account. From the above analysis follows that the orientation diﬀerence
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between two images can be compensated for by a bivariate linear height function, i.e.,
by a planar oﬀset. We thus determine an appropriate height function for each (but one)
aerial image using a RANSAC procedure. The size of the sampling set is 3, the set
of candidates consists of all possible pairs of line segments on the same facade in both
images which additionally have the same gradient orientation. All pairs of facade edges
that agree with the winning hypothesis are used as constraints in the subsequent global
optimization. Notice that for a single facade several pairs of edges can agree with the
winning hypothesis as depicted in Figure 6.6b.
The global optimization is solely based on constraints measuring the distance between
projections of 3D vertices to 2D lines. We reuse the correspondences between map corner
vertices and vertical image lines and add horizontal line constraints for facade edges
visible in two or more images. Hence, in addition to the correspondences (lki ,xi) from
Section 6.3.2 (with an additional index k counting images), we construct correspondences
of the form (Lj,yj) with Lj being a set of horizontal lines in two or more images
corresponding to the same map edge, and yj being the 3D center point of this edge.
See Figure 6.6c for an illustration of the case of two images. The objective function of
the global optimization over all cameras is
E({Pk}, {hj}) :=
∑
(lki ,xi)
dist2
(
lki ,Pkxi
)2
+
∑
(Lj ,yj)
∑
lkj∈Lj
distz
(
lkj ,Pk(yj + hjz)
)2
. (6.3)
Since the per-constraint height values hj above the map’s supporting plane are unknown,
they are part of the optimization as varying parameters. z denotes the scene’s vertical
direction. Notice that for facade edge terms we do not compute the minimal Euclidean
distance but rather the correct distance along the projection of z, denoted by distz (cf.
Figure 6.6c). In this procedure there is no need for artiﬁcial height constraints anymore.
To prevent the solution from collapsing, we simply ﬁx the ﬁrst height value to h0 := 0.
The parameters are again optimized using the Levenberg-Marquardt algorithm. We
now perform a full optimization of all 6 extrinsic and, if required, also of the intrinsic
parameters of all cameras simultaneously. Please notice that the employed optimization
strategy is prone to converge to a local minimum if not initialized properly. Due to the
good initial per-image registrations obtained in Section 6.3.2, we have, however, never
encountered a case where the optimization converged to a local minimum.
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Figure 6.7.: Left: Registration result for one out of 36 images (3 × 3 for each cardinal
direction) of an urban area. Right: Projection of a 3D building model into 4 images
(out of 11 in which it is visible) to verify the precision of the automatically obtained
registrations. The projections of the model are aligned with the images with only minor
deviations of at most 1-2 pixels, which translates into a maximal positional imprecision
of 15-30cm in scene space.
6.4. Results and Discussion
In the ﬁrst experiment, we have applied our algorithm to a set of 36 oblique images (i.e.,
3×3 for each of the four cardinal directions) of an urban region. The images, which have
been downloaded from [Mic10], have a resolution of 4008× 2672. Neighboring images of
the same cardinal direction have an overlap of about 30-40%. The per-image processing
steps (detection of vanishing point and vertical lines, computation of initial registration,
detection of horizontal facade lines and height oﬀset estimation) take about 20 seconds
for each image on an Intel Core i7 920 CPU. The subsequent full Levenberg-Marquardt
optimization of all parameters for 36 images took 31 seconds with 7× 36 = 252 varying
camera parameters and 10,597 varying height values, as well as 7,619 vertical and 26,871
horizontal line constraints. The resulting RMSE of (6.3) is 0.475 pixels per 3D vertex
to 2D image line projection. Vertical vanishing points move by 150 pixels on average
during the optimization. This translates into an orientation change of the ground plane
by 0.8 degrees.
To validate the accuracy of the recovered registration, we have constructed several
3D building models (with a simple modeling tool similar to the one discussed in the
following chapter) and projected them into various diﬀerent views. The footprint of
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Figure 6.8.: Left: simple 3D building models generated with the system discussed in
the next chapter. Center: the precise alignment computed with our registration method
enables the determination of correct model textures from the aerial images. Right:
Application of our registration approach to aerial images of a sub-urban area. Although
much less vertical and horizontal edges are present in the image, our approach still yields
a correct result.
the highest building in Figure 6.7 has dimensions 30m×12m. Visual inspection (due to
the lack of ground truth registrations) shows a precise alignment of the 3D scene with
the images within 1-2 pixels. This translates into an accuracy in scene space of below
15-30cm. Figure 6.8(left) shows another group of building models rendered over one of
the aerial images. Thanks to the precise registration, correct model textures can easily
be generated by projecting the 3D model into the aerial images.
In a second experiment, our approach was applied to a set of 274 images, again of a
rural area. In this case, the covered city region was captured from 8 diﬀerent directions,
resulting in a higher degree of overlap as in the ﬁrst experiment. Due to the larger
image resolution of 7228× 5428 pixels and the resulting larger number of individual line
segments, the per-image processing steps took about 50 seconds. Since in this particular
case precise intrinsic camera parameters were given, only the 6 extrinsic parameters
were optimized. The optimization process for all images took approx. 20 minutes with
6 × 274=1,644 varying camera parameters and 224,836 varying height values, as well
as 91,168 vertical and 781,571 horizontal line constraints. The resulting RMSE of (6.3)
is 0.864 pixels. We have furthermore applied the automatic registration approach to a
sub-urban region, cf. Figure 6.8(right). Even though much less vertical and horizontal
lines have been detected, our system still works as expected and generates a precise
registration.
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The main sources of information exploited in our work are horizontal and vertical lines
in the input images. Thus, our method only works correctly if a suﬃcient number of lines
is available. During this project we have found, however, that a large number of both
kinds of lines can safely be assumed to be present in images of urban regions: Vertical
edges frequently appear at the corners of buildings or due to the diﬀerent appearances
of neighboring facades; horizontal edges are induced by the rims of roofs, by balconies,
or by windows. We have never encountered a case where the system failed due to too
few available lines. For the detection of vertical vanishing points (cf. Section 6.3.1),
more sophisticated methods like, e.g., [ADV03] are available. However, we use a simpler
approach that exploits a-priori knowledge about the position of the vanishing points
since it has turned out to be extremely robust, and since perfect precision that renders
the adjustment of the vanishing points unnecessary during the global optimization (cf.
Section 6.3.3) cannot be expected for any alternative method.
Our system has a few intuitive parameters that need to be speciﬁed by the user.
Foremost, a threshold is required to distinguish inliers from outliers during the search
for 3D vertex to 2D line correspondences (cf. Section 6.3.2) and for matching horizontal
facade lines (cf. Section 6.3.3). For both cases a distance threshold of 2.0 pixels has
worked well in all our experiments. In the search for vertex-to-line correspondences to
determine per-image registrations, we have found that we usually have to deal with an
inlier ratio of only 6-7%. For a sampling set size of 3 correspondences we therefore
require about 20k RANSAC iterations for a conﬁdence of 99% to ﬁnd an inlier-only
subset at least once. The RANSAC process in Section 6.3.3 is less problematic since
the inlier ratio usually is larger than 13%. Thus, for 3 random correspondences in each
iteration, 2.1k iterations are suﬃcient.
Notice that the search for correspondences between (projected) 3D map vertices and
detected 2D line segments in Section 6.3.2 scales much better than the similar problem
(matching of 3D rays to 2D points) in Section 5.5.2. In contrast to the inﬁnite projected
laser rays, the 2D line segments have limited extend. Hence, the Mahalanobis distance
employed during the search for correspondences strongly reduces the number of false
positive matches. Consequently, the matching process to compute initial image regis-
trations scales to thousands of 2D line segments, enabling a very robust computation of
projection parameters.
If no information about the position and orientation of the input images is known (as
it may be the case for images from the Internet), our approach enables a simple interface
to specify rough initial registrations: Due to the recovered vanishing points, the user
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needs to only specify a one-dimensional orientation α (cf. Figure 6.2) and the rough
translation c of the camera. Both operations can be mapped to simple interactions in an
interface that overlays the input images with the cadastral map. After a precise estimate
of the ﬁrst image’s registration parameters has been computed (cf. Section 6.3.2), these
parameters are used as starting values for neighboring views, thereby turning the process
of providing rough initial registrations into a matter of seconds per image.
From the constraints used in the global optimization, a rough estimate of the ter-
rain’s height map can be derived. Vertical line segments provide height information by
their lower endpoint, for horizontal line segments height values hj have been explicitly
computed (cf. Section 6.3.3). Thus, a height map can be constructed by collecting the
minimal height value for each building footprint and by propagating height information
to buildings without constraints by linear interpolation. While this construction yields
only a very rough approximation, it is able to compensate for large-scale variations of
the terrain elevation.
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Despite being highly in demand, the creation of detailed, precise and compact 3D city
models is still a challenging task. Existing approaches that aim at fully automatic
procedures often support only a limited number of building shapes. Furthermore, such
systems usually require specialized input like ground-level or airborne LiDAR data, or
depth maps recovered from aerial stereo images. Again the main drawback of automatic
systems are inevitable failure cases which in practice require considerable manual eﬀort
to be detected and ﬁxed. However, employing a general interactive 3D modeling system
for the case of city modeling is not suitable either, since existing 3D modeling tools (e.g.,
CAD/CAM systems or Google Sketchup [Goo11]) are much too general to allow for an
eﬃcient, streamlined workﬂow. Interactive systems specialized for architectural models
[DTM96, SSS∗08] are usually targeted at single buildings but do not allow for the rapid
reconstruction of larger neighborhoods.
Following the general idea of interactive systems custom tailored to the requirements
of a speciﬁc problem domain, in this chapter, we present an interactive image-based
modeling system for the creation of 3D city models from aerial images. As input, the
system merely requires a set of oblique aerial images which has been registered with a
cadastral map (cf. Chapter 6). Clearly, in this scenario the scalability of the modeling
system to large models is a major concern. Hence, a key concept of our system is a crowd-
sourcing approach. That is, similar to popular Internet-based projects like Wikipedia
[Wik11] or OpenStreetMap [Ope11b], users without prior knowledge in 3D modeling
should be enabled to take part in the city modeling process. As a consequence, the main
challenge is to provide a simple and intuitive interface that is still ﬂexible enough to
allow for the reconstruction of diverse building shapes. We address this challenge with
an interface that is based on the following major design concepts:
Simple building blocks: Architecture usually consists of simple, repeating struc-
tural elements. Complex buildings are constructed by combining several simple base
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elements. Our modeling system exploits this concept by providing simple, basic build-
ing blocks that can be stacked and attached to one another to form complex and detailed
models. Repetitive structure is supported by simple copy and paste operations.
Dominant directions: Architecture exhibits ubiquitous dominant directions. The
up-direction (z-direction) of the majority of all buildings is perpendicular to the ground.
Furthermore, structural elements are usually horizontally or vertically aligned. Our
system provides extensive user guiding to support and exploit these dominant directions
and to reduce the high number of degrees of freedom of a general 3D modeling system
to a tractable level.
Modeling in image overlay: To enable the reconstruction of correct building di-
mensions, the actual modeling is performed by simple 1D or 2D operations with the
projected model overlaid on the input images. The precise alignment of the aerial im-
ages with the cadastral map supports a simple, easily comprehensible interface.
Multiple images: The determination of absolute building dimensions is often diﬃ-
cult from only one single image. To resolve ambiguous situations, we exploit the epipolar
geometry (cf. Section 2.1.3) of pairs of aerial images that show the same urban region.
The underlying geometric concept is hidden from the user by an interface that splits a
diﬃcult 3D operation into a pair of simple 2D and 1D operations.
7.1. Related Approaches
Due to the complexity of the problem and the diversity of target applications, a large
variety of approaches for the reconstruction of single buildings or whole urban environ-
ments has been developed in recent years. Hu et al. [HYN03] give an overview of related
techniques with input data including images, laser scans, as well as cadastral data. The
report by Vanegas et al. [VAW∗09] reviews graphics-related topics and mainly focuses
on procedural generation, visualization, and simulation of cities.
Procedural approaches to generate buildings, for instance, by Mu¨ller et al. [MWH∗06]
are capable of quickly generating large and detailed models of whole cities. Lipp et al.
[LWW08] focus on interaction metaphors to make the diﬃcult process of editing grammar
rules accessible to non-expert users. The main drawback of procedural approaches is
that, while the resulting models look plausible, they are not able to reconstruct a real
city. Only for the case of single facades has a method been developed to derive procedural
descriptions from photographs [MZWG07].
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Due to recent advances in the solution of large-scale structure from motion problems,
the reconstruction of cities from large image sets has become feasible. The methods of
Cornelis et al. [CCG06] and Pollefeys et al. [PNF∗08] are two particular examples that
utilize video streams captured by moving vehicles to recover dense but unstructured
surface models. Alternatively, Argarwal et al. [ASS∗09] use large numbers of images from
popular tourist sites available in Internet photo communities to recover unstructured
point clouds. In all cases the resulting models are impractically large and without clear
semantics. In addition, they only cover those parts visible from street level and are
hence suitable for visualizations from a very limited range of vantage points only.
A large group of previous approaches focuses on the automatic reconstruction of
buildings from digital elevation models (DEMs) / digital surface models (DSMs) (e.g.
[VD01a, VD01b, FZ03, DT06, LDZPD08, LDZPD09, ZBKB08, PY09, PY11]) or aerial
images (e.g. [FKL∗98, SV04, TD04]). Especially the more recent DEM-based approaches
like the one by Lafarge et al. [LDZPD09] or Poullis et al. [PY11] are capable of generat-
ing impressive results for speciﬁc types of buildings, but the input data requirements are
rather demanding: DSM / DEM or LiDAR data is, compared to simple aerial images,
not as widely available and not as easy to acquire. If detailed roof structures like dormers
or chimneys are desired, the resolution and accuracy of the input has to be very high
(Lafarge et al. report a required resolution of at least 0.1m per pixel). Furthermore, due
to the 2.5D representation of the input, facade structure or simple building properties
like overhanging roofs cannot be reconstructed. By requiring aerial as well as terrestrial
laser scans generated using a scanner on a moving vehicle, Fru¨h et al. [FZ03] require
even more specialized input data. None of the automatic DEM- / DSM- or image-based
approaches is designed to take user input into account; they rather function as black-
boxes. The manual correction of inevitable failures of an automatic system, e.g., in the
case of noise or ambiguous situations, then becomes a tedious post-process in a standard
modeling tool. Since the input data is usually not accessible to these tools, determining
correct building dimension or adding missing objects becomes diﬃcult. Our system is
interactive and designed with a user-friendly workﬂow in mind, hence the user always
has full control over the reconstruction process.
Several existing systems approach the problem of architectural modeling and building
reconstruction by providing interactive interfaces. Tools like Google’s SketchUp [Goo11]
or EOS Systems’ PhotoModeler [Eos11] are able to generate architectural models using
images to guide the user during editing. However, they cannot be applied to the spe-
ciﬁc case of modeling from aerial images and cadastral maps and hence require much
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more manual work for results of comparable complexity. An early example of a system
speciﬁcally targeted at architectural models is Fac¸ade by Debevec et al. [DTM96]. While
only requiring uncalibrated images as input and being very generic with respect to the
reconstructible models, it requires selecting and linking many edges in several images
to be able to generate a reliable result. The system by Werner and Zisserman [WZ02]
automates Fac¸ade, but requires triplets of input images that allow for the automatic
extraction and matching of corresponding lines. Its applicability to more general input
like aerial images is limited. The CC Modeler by Gruen and Wang [GW98] is a generic
modeling tool based on the idea to ﬁt planar faces to precomputed point clouds. Simi-
larly, VideoTrace by van den Hengel et al. [vdHDT∗07] and the system by Sinha et al.
[SSS∗08] let the user draw polygons in input images and determine the correct position
in scene space by exploiting precomputed camera calibration parameters, scene points,
and vanishing directions. Consequently, these approaches require a relatively dense set
of input images in order to enable an automatic structure from motion process and the
extraction of suﬃciently many points and parallel lines. They are targeted at the re-
construction of single objects or single buildings, respectively, but are not applicable to
a sparse set of aerial images for city reconstruction. More closely related to our work
is the method presented by Gu¨lch [Gu¨l96] and Google’s Building Maker [Goo10] which
has been developed simultaneously to our approach. Both methods follow the idea to
interactively extract city models from aerial images by providing various building blocks.
The method by [Gu¨l96] requires a pair of calibrated stereo images as input, [Goo10] is
based on oblique aerial images similar to our system and also employs a crowd-sourcing
strategy to scale the approach to large cities. Both systems do not provide higher-order
editing operations that exploit epipolar geometry and thus require more manual eﬀort
to exactly place elements. Furthermore, Google’s Building Maker does not provide pre-
cisely calibrated input images such that the calibration has to be recovered by the user
during interactive editing, resulting in even more manual eﬀort.
7.2. Modeling System
User Interface The central components of our modeling interface are one or more im-
age viewers that display the input images and overlay them with the 3D model, projected
according to the calibration parameters recovered in Chapter 6. For simple navigation,
the viewers provide the actions panning and zooming. The viewers are synchronized,
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Figure 7.1.: Editing interface in image overlay with ﬁxed vantage point (left) and instant
3D mode (right) that allows for the quick inspection of the current state of a building
from an arbitrary viewing position.
such that they always show the same object the user is currently editing. All modiﬁ-
cations are performed by clicking and dragging vertices, edges and faces in the image
overlay. Highlighting of the item closest to the mouse cursor enables the user to easily
select an item to edit.
Performing all editing operations overlaid on the aerial images eases the reconstruc-
tion process. However, the resulting model can only be seen from very few ﬁxed vantage
points. To enable the user to quickly inspect the current state of a building from ar-
bitrary viewing directions, our system provides an instant 3D mode that lets the user
freely rotate and translate the current building, rendered as solid object with or without
textures generated from the aerial images (cf. Figure 7.1).
Geometric Primitive Our modeling system provides generalized cuboids (in the follow-
ing also named blocks) as the only universal basic building blocks. Blocks consist of a
base-level and a top-level polygon. The vertices of both polygons are always adjusted
to lie on planes, yielding a base-level and top-level plane, respectively. Only if the block
resides directly on the ground, are the vertices of the base-level polygon projected to
the terrain and are hence not necessarily coplanar. When initially created, the base-
level and top-level polygons of a block have an equal number of vertices and a regular
connectivity with quadrilateral side faces (cf. Figure 7.2a). Blocks can then be turned
into various diﬀerent shapes suitable for architectural models (cf. Figure 7.2b). In the
following, edges of the base-level and top-level polygons are denoted as horizontal edges,
and edges connecting vertices of both polygons are called vertical edges.
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(a) (b)
(c)
Figure 7.2.: (a) Regular block after creation and (b) two possible modiﬁcations. (c)
Blocks are combined in a tree-like structure by adding a child block to the face of a
parent block.
Vertices of a block can be removed by collapsing horizontal edges or by removing
vertical edges, in which case a pair of top/base vertices is removed. The edge collapse
operation is accessible to the user by dragging a vertex onto an adjacent one, assisted
by snapping of edge-connected vertices. Vertices can be added by splitting a side face
with a vertical edge, in which case two new vertices are inserted in the corresponding
horizontal edges.
New blocks are created in a tree-like hierarchy such that each block has exactly one
parent block and can have an arbitrary number of child blocks. Child blocks are added
to the faces of a parent block (cf. Figure 7.2c). The base-level polygon of a newly created
block initially is equivalent to the boundary polygon of the face it is created in. For a
ground block, i.e., for blocks residing on the terrain, a footprint of the 2D map acts as
a parent face. Hence, the initial shape of a ground block is derived from the cadastral
map.
Constrained Editing Parallelism and alignment of structures are two important fea-
tures often found in architecture. Vertical edges of a building are usually parallel, hor-
izontal edges of roofs are parallel to the walls below, and chimneys and dormers are
aligned to the edges of the roof, to name just a few examples. To assist the user in
creating and preserving parallelism and alignment of building elements, and to restrict
the modeling degrees of freedom to a tractable level, our interface allows for a small yet
eﬀective set of user interactions to modify the shape and position of a block.
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(a) (b) (c) (d)
Figure 7.3.: Blocks are modiﬁed by (a) moving a face along its normal direction, (b)
moving a horizontal edge in its supporting plane, and moving (c) a vertical edge or (d)
a vertex in its supporting plane.
In order to preserve alignment, faces and edges can only be moved such that their
orientation is retained. Faces are hence moved along the normal direction of their sup-
porting plane. New vertex positions are computed by intersecting the moved plane with
the edges incident to the face (see Figure 7.3a). Horizontal edges are moved in the base-
or top-level plane, respectively. New vertex positions are again computed as intersections
with the two adjacent supporting lines (see Figure 7.3b). For vertical edges, new vertex
positions are computed by intersecting the edge’s supporting line with the base- and
top-level planes (see Figure 7.3c). Vertices are simply moved in the base- or top-level
plane, respectively (see Figure 7.3d).
It is noteworthy that, due to the alignment preservation, moving a face and moving
a horizontal edge are simple 1D operations. Vertices and vertical edges can be moved
freely in their supporting planes, yielding more powerful operations, but at the same
time being more diﬃcult to handle. However, to assist the preservation of alignment,
our system guides the user by snapping vertices and vertical edges to adjacent horizontal
edges. This again eﬀectively yields a 1D modeling operation. In addition to snapping
that preserves element alignment, our system provides snapping to vertices, edges, and
faces of parent and sibling blocks to promote alignment among diﬀerent blocks.
Each building is deﬁned in a local coordinate frame that has its x- and y-axes aligned
with the axes of the 2D cadastral map. Consequently, the z-axis of each building corre-
sponds to the up-direction perpendicular to the ground level. When a block is initially
created, its vertical edges are aligned with the z-axis. Hence, adjusting the height of a
block is achieved by simply moving its top-level face.
Editing in Multiple Images In cases where no reliable reference points are visible in
the aerial images, the determination of correct block dimensions is not possible from a
single image only. Even if more than one image is available, correctly placing vertices
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Figure 7.4.: Epipolar modeling can be activated if two or more aerial images of the same
city region are given. A vertex or an edge is ﬁxed in one of the images (left). The same
item can then only be moved along a line in all other images (right), which eﬀectively
splits a diﬃcult 3D operation into a pair of simple 2D and 1D operations, respectively.
To retain the position of a constrained vertex or constrained horizontal edge in one of the
images, the modeling system adjusts the item’s supporting plane by translation along
the z-axis.
or edges becomes tedious since each new modiﬁcation may invalidate the previous one.
To assist the user in multi-image modeling, our system provides an intuitive interface
to the epipolar geometry (cf. Section 2.1.3) of a pair of aerial images, which is able
to resolve ambiguous situations: After placing a vertex or an edge in one of the input
images, the user can ﬁx its position and enter the epipolar geometry mode. The item
can then only be moved along the epipolar direction in the other images (cf. Figure 7.4,
bottom), which eﬀectively simpliﬁes a diﬃcult 3D placement operation to a pair of one
2D and one 1D operation. To retain the position of a constrained vertex or constrained
horizontal edge in the ﬁrst image, the modeling system adjusts the item’s supporting
plane by translation along the z-axis (cf. Figure 7.4, top). If the item belongs to the
base-polygon, the height of the parent block is also adjusted. Hence, as a desired side-
eﬀect, the epipolar modeling also allows for the determination of correct dimensions of
the parent block even if no reference points of that block are visible in any of the input
images.
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Client-Server Multi User System The main technical challenge of the client-server
system is to provide the users with the required data. The model geometry is stored per
building. Hence, automatic on-demand downloading of the required parts of the model
can easily be implemented. For the aerial images, however, no such intuitive fragmen-
tation exists. Since the images are comprised of about 16GB of data, downloading the
complete dataset is infeasible. To enable automatic on-demand download of image data,
we hence implemented a virtual texture system, cf. [CESL10]. The central idea of virtual
textures is to transfer the concept of virtual memory to the process of texturing: All
image data is fused into one very large virtual texture, which is then split into pages or
tiles. In GPU memory, a single large texture object is allocated and split into frames
of the same size as the tiles. The rendering process then determines which texture tiles
are required to correctly display the currently visible part of the scene. These tiles are
transferred to the GPU and stored in free frames of the texture object. If no frame is
free, a simple “least recently used” approach is applied to determine frames the content
of which is no longer required. The virtual texture ﬁle stored on a hard disk, the pages
in GPU memory and an in-between caching layer in system RAM essentially form a
storage pyramid very similar to classical virtual memory. To enable a multi-user system
with on-demand loading of image data, in our implementation the virtual texture ﬁle is
stored on a central server. Accessing texture tiles from the lowest level of the storage
pyramid thus requires network access.
In addition to the virtual texturing, we have implemented a simple database system
that stores per-building geometry information, editing history and user accounts. To
enable easy maintenance, all server-side components rely on standard software packages
and protocols: The database is stored and managed by MySQL [MyS11], the virtual
texture ﬁle is served via HTTP by an Apache server [Apa11]. Details on the virtual
texturing approach and on the client-server implementation can be found in the thesis
[Weu11].
7.3. Results and Discussion
The reconstruction of the partial city model in Figure 7.5 consists of 150 buildings
and 439 blocks. As input, we used 4 aerial images, one for each of the four cardinal
directions. The interactive reconstruction, done by a single user only, took about 6
hours. All textures haven been derived directly from the aerial images. We use the
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Figure 7.5.: Reconstruction of a city center. Notice the diversity of roof shapes, which
are easy to reconstruct with our interactive approach but are extremely challenging for
automatic systems.
unmodiﬁed input images as textures and utilize the recovered projection matrices for
projective texturing. Each face of a block is assigned to the image in which its projection
has the larges area, i.e., in which it is best visible. The main challenge in this example is
the high variability of roof shapes, which would make this example particularly diﬃcult
for automatic approaches. However, for a human user it usually is trivial to recognize
the shape of buildings and roofs from aerial images taken at oblique angles. Since our
system provides a small but eﬀective set of interaction metaphors, it hence becomes easy
to generate a 3D model for an otherwise very diﬃcult scenario.
The second result in Figure 7.6 shows a single complex building for which we have
reconstructed 28 blocks in about 30 minutes. In this case, the building footprint (cf. Fig-
ure 7.6a) provided by the cadastral map did not resolve most of the individual building
parts. However, due to the simple editing metaphors that allow the user to reduce or
extend blocks by removal or insertion of vertical edges, and due to the extensive guiding
and snapping, it still is an easy task to generate a well-aligned, detailed reconstruction
with correct dimensions.
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Figure 7.6.: 3D model of a single complex building generated with our system. The
cadastral data (top left) does not resolve many of the building parts. However, due
to the editing metaphors speciﬁcally tailored to the recovery of 3D models of buildings
from 2D map data, it is an easy task to generate a result with well-aligned parts that
have correct dimensions.
User Study To verify the validity of our interactive approach and our interface design
decisions, we conducted a small user study with 7 participants, all of which had not
seen our modeling system before. After a 20 minute introduction and demonstration of
the modeling techniques provided by our system, the participants were asked to use our
system and reconstruct buildings for about 1 hour.
All participants quickly got familiar with the user interface and were able to suc-
cessfully model many buildings. Figure 7.7 shows the resulting model that one of the
participants created in about 60 minutes. These images indicate that our interface en-
ables a steep learning curve: After just 20 to 30 minutes of getting used to the interface,
the speed of the participant’s progress noticeably increased so that he was able to model
a considerable amount of buildings in the second half of the study.
The feedback regarding the restricted set of interaction metaphors and the user guiding
was very positive. The interface was perceived as improving productivity by preventing
errors rather than hindering more sophisticated editing. In addition, the synchronized
multiple viewers and the instant 3D mode were perceived as especially helpful.
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Limitations Although the presented custom-designed, interactive system for image-
based 3D city modeling enables the easy reconstruction of correct and accurate building
models, we have identiﬁed several areas for improvement:
  The user interactions, while being constrained to simple 1D or 2D operations,
require relatively high precision by the user, thereby slowing down the modeling
process. Hence, a method to perform automatic, precise ﬁtting of the 3D model to
the underlying aerial images to reduce the manual editing eﬀort would be desirable.
  All provided modeling operations aim at preserving the original alignment of ele-
ments. Global model alignment properties (e.g., alignment to horizontal or vertical
scene directions, parallelism of elements, coplanarity, etc.) can easily be destroyed
and are then hard to re-establish. More complex alignment properties like, for
instance element symmetry, cannot be generated. The quality of the resulting
models thus could be improved by a modeling system that supports global align-
ment constraints.
  Specifying geometry in the current modeling approach is performed indirectly:
General boxes are modiﬁed (specialized) until they match the true shape of a
building. While enabling very rapid modeling in simple and moderately complex
cases, this approach becomes ineﬃcient for more diﬃcult shapes. In such cases, a
more direct way of specifying the actual geometry could strongly improve modeling
eﬃciency.
In the following chapter, we will present a constrained modeling approach that addresses
all of the above limitation.
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after 10 min
after 20 min
after 30 min
after 40 min
after 50 min
after 60 min
Figure 7.7.: Exemplary result of our user study. The images show the progress a
novice user made in about 60 minutes. The resulting 3D model demonstrates that even
untrained users are able to quickly familiarize with the concept of modeling in an overlay
on aerial images and are thereby enabled to rapidly generate 3D city models.
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8. A Constrained Modeling Approach
to 3D City Reconstruction
In the previous chapter, we have discussed a simple, yet powerful system for interactive
3D city modeling based on generic building blocks. Although the conducted user study
has veriﬁed that this modeling approach is well accepted by novice users, we have iden-
tiﬁed several areas that require improvement in order to increase the eﬃciency of the
modeling process and the precision of the results, cf. Section 7.3: The actual placement
of vertices and edges requires rather high eﬀort by the user, element alignment can easily
be destroyed and then is hard to re-establish, and the indirect geometry speciﬁcation by
specializing generic blocks is ineﬃcient for more complex building and roof shapes.
In this chapter, we address these issues with a novel approach to constrained 3D
modeling with nonlinear constraints. This approach has previously been published in
[HK12], this chapter is an extension of the original publication. While being applicable
to other 2D and 3D modeling scenarios, we demonstrate our approach at the example
of an image-based modeling system for 3D building models, i.e., the same problem do-
main as in the previous chapter. Thus, the basic idea of modeling in image overlay to
easily determine the dimensions of real objects or buildings remains unchanged. How-
ever, apart from this similarity, the system discussed in the following exhibits several
important diﬀerences. In particular, it is based on three main concepts: First, we em-
ploy a full constrained modeling approach with nonlinear geometric constraints. Thus,
this approach explicitly handles the generation and preservation of model alignments.
Second, in contrast to the indirect geometry construction of Chapter 7, here we employ
a direct sketch-based user interface. Geometry is speciﬁed by roughly sketching the
outlines of planar surfaces in one of the input images. It is, however, not necessary to
explicitly reconstruct all planar facets of a building. Due to the ubiquitous horizontal
and vertical element alignment, large parts of a building’s surface can be reconstructed
by volumetric extrusion operations, cf. Figure 8.1 for an example. Third, the system
employs automatic ﬁtting techniques to align parts of or the whole 3D model with the
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Figure 8.1.: Left: sparse set of facets constructed on an oblique aerial image with
our interactive modeling system. Right: Building geometry extracted from volumet-
ric representation.
underlying images. Consequently, precision requirements imposed on the user interac-
tions are relatively low. The main contribution of the current system is the interactive
constrained modeling approach, the background of which is discussed in more detail in
the following.
Constrained Modeling Modeling with constraints is an important tool for the con-
struction and modiﬁcation of 3D geometric models. Especially in the case of modeling
man-made structure like architecture or machine parts, geometric constraints are able to
create and preserve ubiquitous alignment properties like element parallelism, collinearity,
ﬁxed angles and distances, or symmetry relations. The automatic satisfaction of these
constraints greatly simpliﬁes the modeling process by reducing the degrees of freedom
and furthermore strongly improves the quality of the results. Consequently, geometric
constraints have a long-standing history in Computational Geometry and CAD/CAM.
Thanks to the high computation power of commodity PCs, several interactive constraint-
based shape editing [ZFCO∗11, GSMCO09, XWY∗09] and resizing [KSSCO08, CLDD09]
approaches have recently been proposed.
The central problem of interactive constrained editing is, given a user modiﬁcation in
the form of re-positioning a set of vertices, to adjust the positions of the remaining ver-
tices such that all constraints are satisﬁed. Various solutions to handle this problem have
been proposed, ranging from simple (weighted) least squares solutions [XWY∗09] over
ad-hoc propagate-and-ﬁx approaches [ZFCO∗11, GSMCO09] to elaborate strategies from
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(a) (b) (c) (d) (e)
Figure 8.2.: Example of a simple modeling operation with nonlinear geometric con-
straints on the building model (a). In addition to the alignments depicted in (b), all red
edges are constrained to be horizontal, and the shaded polygons should be symmetric.
Furthermore, all vertices should stay as close as possible to their original positions in
order to change the model as little as possible. When interactively moving one corner
vertex, optimizing the positions of all remaining vertices with uniform constraint weights
(c) as well as diﬀerent constraint weight classes (d) does not yield a consistent result.
Only when the optimization is performed on a minimal subset of vertices such that all
constraints are guaranteed to be satisﬁable (i.e., when leaving the vertices of the roof
ridge ﬁxed), we obtain the desired result in (e).
the ﬁeld of Computational Geometry [JTNM06, HL01, FASR08]. However, the main
challenge of any incremental editing approach is usually not handled in a satisfying way:
In order to not destroy the results of earlier (manual or automatic) editing operations, it
is of crucial importance to modify the positions of as few additional vertices as possible
during the automatic constraint satisfaction phase. Figure 8.2 illustrates this problem
at a simple example.
The main contribution of the system presented in this chapter is an interactive con-
strained modeling approach with a well-deﬁned strategy that, for an atomic editing
operation, computes as small as possible model updates in terms of the total number of
adjusted vertices. Similar to traditional constraint satisfaction approaches [JTNM06],
our method consists of two phases, an analysis phase that determines a set of vertices
that need to be updated in order to satisfy all constraints, and a solution phase that
computes actual vertex positions. The central idea of our approach is to perform a lin-
ear analysis by considering inﬁnitesimal editing operations, and to take the full editing
operations into account only in the nonlinear solution phase. Inspired by the Inverse
Kinematics approaches [BB04, Lie77], the analysis phase is based on the nullspace of the
constraints’ Jacobian. For this to be feasible, we make three simplifying assumptions:
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1. Editing operations performed by the user are limited to linear displacements of
one or more vertices. That is, the vertices aﬀected by an atomic editing operation
are considered to be simultaneously shifted on straight lines towards their target
positions.
2. Applying a uniform translation to all vertices does not change the value of the
constraint functions, i.e., all constraints are invariant under global translation.
3. We assume that each editing operation is performed on a (input) model instance
that satisﬁes all constraints.
The ﬁrst assumption is quite natural, especially in the case of modeling man-made struc-
ture where it is common to move vertices along existing edges or known scene directions.
Section 8.4 discusses how we integrate this assumption with an interactive modeling sys-
tem that requires the model to be updated for visual feedback before the actual target
position of an element is known. While the third assumption might seem to be rather
strong from a traditional constraint satisfaction point of view, we will demonstrate it to
be easily satisﬁable by an eﬀective, incremental constraint initialization procedure that
is able to “bootstrap” a suitable model instance. Thus, all three assumptions do not
pose limitations in practice.
In our approach we assume the given constraint system is under-constrained. Well-
constrained systems are of little interest for interactive modeling since no degrees of
freedom are left. Over-constrained systems or contradicting constraints can be detected
but we leave the resolution up to the user. Redundant sets of constraints do not pose
a problem to our algorithm. The three above assumptions enable an algorithm that
has several advantages over existing systems: By linearizing the constraint functions
and examining their nullspace, the analysis phase can be formulated as a Cardinality
Minimization Problem [RFP10] for which eﬃcient (approximate) solutions are known
from the ﬁeld of Compressed Sensing [DDEK12]. Furthermore, the solution phase can
be based on a standard nonlinear solver since the initialization required for reliable
convergence is always provided by the model instance satisfying all constraints. Con-
sequently, in contrast to existing image-based constrained reconstruction approaches
[FF09, TW06], our algorithm is able to cope with hundreds of vertices and constraints
in real-time, enabling a truly interactive modeling system.
Combination with Image-Based Technique Two of the three main concepts of the
current approach, enforcing global alignment constraints and ﬁtting the model to the
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input images, are formulated as constraints in a concise, uniﬁed modeling framework.
This combination of a nonlinear constraint framework with an image-based modeling
approach entails several advantages:
  Global alignment constraints eﬀectively reduce the degrees of freedom of a model,
thereby stabilizing the image ﬁtting process. Thus, as will be demonstrated in
Section 8.5, in case of ambiguous or missing image features due to noise or low
image resolution, this combined approach is still able to perform reliable image
ﬁtting.
  In case the automatic ﬁtting process fails, the user is able to perform simple and
intuitive interactions to correct the model without sacriﬁcing previously created
alignments.
  Model components can easily be reused for other objects of diﬀerent dimensions but
with identical shape properties, enabling a very ﬂexible template-based modeling
approach.
The general constrained modeling approach is discussed in Sections 8.2 and 8.3. In
Section 8.4 we present the specialization to the case of image-based modeling with a
focus on architectural 3D models.
8.1. Related Approaches
Constrained Geometric Modeling In Computer Graphics, several methods have
been proposed recently to eﬃciently modify 3D models while preserving important global
features. Two particularly innovative systems are iWires [GSMCO09] and its recent gen-
eralization [ZFCO∗11]. The iWires-system constructs a wire structure for an input model
and derives modeling constraints like parallelism or symmetry. Modeling operations are
propagated over the wire structure resulting in a deformed 3D model with global fea-
tures being preserved. Zheng et al. [ZFCO∗11] generalize this concept by embedding
model components in cage-like controllers, thereby lowering the burden of constructing
a wire structure which can be diﬃcult in case a model does not exhibit clear sharp
features. Both approaches yield very powerful shape editing metaphors. However, the
employed propagate-and-ﬁx constraint resolution strategy in each step has a local view
on a subset of constraints only. Thus, in certain situations (e.g. cyclic dependencies)
it may get stuck in a locally unsolvable conﬁguration although a global solution exists.
141
8. A Constrained Modeling Approach to 3D City Reconstruction
Since our constraint analysis approach has a global view on all constraints, it is not
prone to such failures. Our algorithm could hence be employed as a drop-in replacement
for the constraint solver in both approaches.
Xu et al. [XWY∗09] present a modeling system capable of handling joints naturally
arising in 3D models of man-made, technical objects. After an analysis of joint properties
to construct suitable modeling constraints, this approach performs a global nonlinear
optimization of all joint positions. In addition, a sophisticated constraint weighting
scheme is introduced that requires manual adjustments in order to achieve certain mod-
eling eﬀects. Kraevoy et al. [KSSCO08] and Cabral et al. [CLDD09] present methods
to perform structure-aware resizing of 3D models. The ﬁrst method applies a sizing
ﬁeld that is adapted to model features and structural detail, the second performs an
optimization of vertex positions similar to our approach. However, the available set of
constraints is limited to linear functions. While both approaches are able to preserve
existing alignments, they do not allow for the creation of new relations between elements
of a model. Yang et al. [YYPM11] present a system for the interactive deformation of
constrained polygonal models. Similar to our approach, all model instances satisfying
the constraints are considered to deﬁne a manifold in a high-dimensional space. Editing
operations are mapped to ﬁnding suitable points on this manifold. In contrast to our
goal of ﬁnding a model instance with as few vertices modiﬁed as possible, Yang et al.
perform global model updates and deﬁne additional regularization energies (e.g. surface
fairness) to handle degrees of freedom not ﬁxed by the constraints. GlobFit [LWC∗11]
ﬁts geometric primitives to 3D point clouds and detects their global relations. While
this approach is not concerned with the modiﬁcation of the resulting models, similar
ideas could be used to further automate our target editing applications.
Geometric constraints and various strategies to fulﬁll them are at the core of every
CAD/CAM system. The surveys [JTNM06] and [HL01] give an excellent overview of the
ﬁeld. As outlined by Jermann et al. [JTNM06], traditional constraint satisfaction ap-
proaches usually try to identify solvable subproblems and then incrementally construct
a complete solution. The more powerful bottom-up strategy (as, for instance, in the
image-based 3D reconstruction approach by Trombettoni and Wilczkowiak [TW06]) has
the disadvantage that it is impossible to control which vertices of the solution are free
and which are dependent. Thus it is unclear how to integrate user input. Furthermore,
such approaches are known to have problems with redundant constraints. Similarly,
the image-based reconstruction system by Farenzena and Fusiello [FF09] stabilizes the
reconstruction process by automatically detected constraints, but is not able to incor-
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porate interactive editing. Traditional constraint solution strategies like [TW06, FF09]
often require computation times in the order of at least a few seconds even for mod-
erately complex problems and are thus not applicable to real-time interactive editing
systems. Also related to our work is the Dynamic Geometry system based on geometric
constraints by Freixas et al. [FASR08]. However, this system is able to handle sets of
constraints with exactly one degree of freedom only.
Interactive Image-Based Modeling The Fac¸ade system [DTM96] is an early
image-base reconstruction system. Fac¸ade is based on the manual construction of box-
like geometric elements and the speciﬁcation of links to 2D features in the input images.
The system then recovers correct model dimensions and camera calibration parameters
automatically. Fac¸ade does not, however, provide modeling operations in images space.
Thus, in case a reconstruction fails, the only way of interacting is to add more 3D-to-2D
links. VideoTrace [vdHDT∗07] as well as the architectural modeling system [SSS∗08] are
also based on the user-guided construction of planar polygons. Both require additional
scene information like 3D points or vanishing lines recovered by a pre-process and thus
work for relatively dense image sequences only. While both approaches allow for modi-
ﬁcations of the 3D model in image overlay, the interactions are rather simple thus often
requiring tedious adjustments of many elements.
Inverse Kinematics The problem solved by Inverse Kinematics is strongly related
to the problem of interactive constrained editing: For a robotic component consisting
of joints and limbs, the goal is to ﬁnd joint positions such that an end eﬀector reaches
a desired target. The resulting optimization problem usually is under-constrained. In-
stead of computing simple least-squares solutions, several ideas have been proposed to
exploit the remaining degrees of freedom: For instance, [BB04, Lie77] try to reach sec-
ondary target positions, [DW97] minimize the maximal joint velocity. To our knowledge,
however, the problem of moving as few joints as possible has not been considered.
Compressed Sensing The central insight of Compressed Sensing [DDEK12] in
signal processing is that many real-world signals are sparse, i.e., can be represented as
sparse vector x ∈ Rn with respect to a suitable basis. Given a measurement process
modeled as y = Ax with A ∈ Rm×n, m  n, the goal is to reconstruct the sparse signal
x from the measurement y. We will see in Section 8.2.2 that the constraint analysis
can be formalized in a very similar way, i.e. as the solution of a linear system with
as few non-zero elements as possible. The main diﬀerence of our setting regards the
measurement matrix A: While ﬁnding suitable matrices A with favorable properties is
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a major research topic in Compressed Sensing, in our constraint analysis it is deﬁned by
the modeling constraints and does not allow for adjustments.
8.2. Constraint Resolution Approach
8.2.1. Method Overview
In our modeling system, constraints are encoded as functions cj : R
3n → R with
cj(x1, . . . ,xn)
!
= 0, where n is the total number of vertices and xi ∈ R3 are the ver-
tex positions. Constraint functions cj can be nonlinear, with the only requirement that
the gradients are well deﬁned and |cj| is a meaningful measure of constraint deviation.
We denote by X = (xT1 , . . . ,x
T
n )
T a vector in R3n with all vertex coordinates stacked
upon each other, and by c(X) = (c1(X), . . . , cm(X))
T : R3n → Rm a vector-valued
function that contains all constraints.
As stated earlier, we assume that each editing operation is performed on a model
instance X0 with c(X0) = 0. An editing operation is given in the form of a displacement
d ∈ R3n where d has non-zero elements for the explicitly modiﬁed vertices only. The
central goal of our constraint resolution approach is, for a given editing displacement d,
to ﬁnd a correction displacement d′ such that c(X0 + d+ d′) = 0. Clearly, d′ has to be
chosen in a way such that the non-zero elements of d and d′ are disjoint. More formally,
let I(d) ⊆ {1, . . . , n} be the indices of the vertices aﬀected by the displacement d,
then I(d) ∩ I(d′) = ∅. Otherwise the vertices explicitly placed by the editing operation
would not remain at their user-intended position. Furthermore, d′ should be as sparse
as possible in order to modify as few auxiliary vertices as possible.
We represent the space of possible movements of each vertex xi with a basis {bi,1,bi,2,
bi,3}, bi,k ∈ R3. The canonical basis bi,1 = (1, 0, 0)T , bi,2 = (0, 1, 0)T , bi,3 = (0, 0, 1)T
is a viable choice. However, the basis vectors allow for the integration of application-
speciﬁc knowledge such as local geometric alignment into the constraint analysis phase.
In Section 8.4 we will discuss the construction of a basis speciﬁcally targeted at image-
based modeling. For the sake of notational correctness, we extend the 3-dimensional
basis vectors to vectors Bi,k := (0, . . . , 0,b
T
i,k, 0, . . . , 0)
T ∈ R3n with 3(i − 1) leading
zeros. The correction displacement d′ can then be represented as linear combination
d′ :=
∑
i ∈I(d)
3∑
k=1
αi,kBi,k. (8.1)
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The computation of the correction displacement d′ is split into two parts. In the
analysis phase, only an as small as possible set of basis vectors, i.e., set of non-zero αi,k,
is determined. The actual displacement, i.e., the values of the previously selected αi,k,
are computed in the solution phase.
8.2.2. Analysis Phase
The determination of the basis vectors required to compute a correction displacement
is formulated as a relaxation process. Initially, all vertices xi, i ∈ I(d) are ﬁxed at their
positions deﬁned by the initial conﬁguration X0 by setting all αi,k = 0. The algorithm
then allows for speciﬁc values αi,k to take on non-zero values.
For the analysis, we examine the nullspace of the constraints’ Jacobian Jc ∈ Rm×3n,
where the jth row of Jc contains the gradient of cj. The Jacobian can be considered as a
map from vertex movement directions in R3n to variations of the constraint functions c.
Thus, given that all constraints are satisﬁed at X0, a vertex movement in the nullspace
of Jc(X0) does not violate any constraint. In most cases, the vertex displacement d
is not in the nullspace of Jc(X0). Consequently, our goal is to construct a correction
displacement d′ such that the total displacement d+d′ is in the nullspace again. Clearly,
in general the above argument is valid for inﬁnitesimal displacements d and d′ only, while
actual displacements have ﬁnite extend. However, the nullspace is employed to solve the
combinatorial problem of relaxing vertices (respectively basis vectors) only. The actual
correction displacement is determined by a nonlinear solver in the solution phase. As
discussed in Section 8.2.4, the set of relaxed vertices obtained by this approach is correct
except for a few singular cases which are easy to handle.
An alternative interpretation in analogy to [YYPM11] is derived from the observation
that the vertex positions X of all model instances satisfying c(X) = 0 deﬁne a manifold
M in R3n. The nullspace of the constraint’s Jacobian is the tangent space of M at
X, each non-zero coordinate in d can be considered as an intersection of the tangent
space with a (3n− 1)-dim. hyperplane. Hence, ﬁnding the correction displacement d′ is
equivalent to ﬁnding a point in the intersection space with the least number of non-zero
coordinates.
A straight forward formalization of the search for a total displacement d + d′ in the
nullspace of Jc is to solve the linear system P (d + d
′) = 0 with P := Jc. However,
as discussed in Section 8.5, superior results can often be achieved by exploiting the
projection onto the nullspace of Jc instead of using the Jacobian directly. Let NJ =
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(n1 . . .nl) ∈ R3n×l be the matrix of nullspace basis vectors of Jc(X0). Then NJNTJ is an
orthogonal projection from R3n onto the nullspace, I −NJNTJ yields the residual of the
projection. To ﬁnd the correction displacement d′, we set P := I − NJNTJ and again
solve P (d+ d′) = 0. With (8.1) this expand to
∑
i ∈I(d)
3∑
k=1
αi,kP Bi,k = −P d, (8.2)
which is a linear system in the unknowns αi,k.
Our main goal is to relax as few vertices as possible, i.e., to compute a solution
vector with minimal cardinality. While this problem is known to be NP-hard in general
[RFP10], research in Compressed Sensing has developed several approximate solution
strategies with favorable properties. One that suits our needs particularly well is the
Orthogonal Matching Pursuit (OMP) [TG07]. Its main advantage over more elaborate
techniques is that the actual cardinality does not have to be known a-priori. OMP is
outlined in Algorithm 8.1. It is called with the matrix A = P (··Bi,k ··) and the right-hand
side vector y = −P d. OMP then iteratively increases the cardinality of the solution
by selecting columns of A (that is, by relaxing basis vectors) which best reduce the
residual error. Λ is the set of selected columns of A, A|Λ denotes a matrix that contains
these columns only. The procedure terminates when enough basis vectors have been
relaxed to solve (8.2) with suﬃcient precision. In our implementation, we set ε1 = 10
−6.
For an under- or well-constrained set of constraints, the procedure is guaranteed to
ﬁnd a suitable set Λ since we made the assumption that a uniform displacement of all
vertices satisﬁes all constraints. A solution with all columns of A selected and a non-
vanishing residual indicates that the constraints are contradicting. Please notice that,
while the relaxation of individual basis vectors is possible, it is usually (geometrically)
more meaningful to relax all three basis vectors of a vertex at once. In Section 8.4.2 we
will discuss a speciﬁc strategy for image-based modeling that either relaxes a single or
all three basis vectors of a vertex at once.
The intuition behind the above procedure is to relax the movement direction that
best reduces the residual error, i.e., that brings the total displacement d+ d′ closest to
the nullspace. Due to the greedy nature of the algorithm (and the NP-hardness of the
problem in general), a minimal solution cannot be guaranteed. A simple means to ﬁnd
a smaller set of relaxed vectors is to loop over all (but the last) basis vectors and to try
to individually remove them from Λ again.
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Algorithm 8.1 Orthogonal Matching Pursuit (OMP)
procedure OMP(Matrix A, right-hand side y)
r ← y // Residual vector
Λ = ∅ // Set of column indices of A
while ||r||2 > ε1 do
g ← AT r // Projection onto columns of A
Λ ← Λ ∪ {argmaxl(|gl|)} // Idx of largest col.
solve A|Λx = y // A restricted to columns in Λ
r ← y − Ax // Updated residual
end while
end procedure
8.2.3. Solution Phase
Due to the linearization, the total displacement d+d′ emerging from the analysis phase
often is not a solution of the nonlinear constraint functions, i.e., c(X0 + d + d
′) = 0.
However, the degrees of freedom provided by the relaxed basis vectors allows for the com-
putation of a correct solution (except for rare singular cases discussed in Section 8.2.4).
To ﬁnd a suitable correction d′, we minimize the objective function
E ({αi,k|(i, k) ∈ Λ}) =
∑
j∈C
c2j
(
X0 + d+
∑
αi,kBi,k
)
, (8.3)
with C being the set of all constraint indices that involve the vertices aﬀected by the
displacements d or d′, and Λ being the set of relaxed basis vectors. We employ the
well-established, iterative Levenberg-Marquardt algorithm (cf. [NW06]) to solve (8.3).
Since the number of relaxed vertices (respectively basis vectors) usually is much smaller
than the total number of vertices, the Levenberg-Marquardt iteration can be computed
in real-time to provide visual feedback during interactive editing operations.
The set of relaxed vertices, combined with all aﬀected constraint functions, often
yields a slightly under-constrained system, in particular when the basis vector selection
strategy of Section 8.4 is employed. That is, the number of relaxed basis vectors is
slightly larger than the degrees of freedom of the involved constraint functions. To
ﬁx these redundant degrees of freedom, we add a penalty term for each relaxed basis
vector that drags the respective vertex back to its original position. More formally, let
xi,0 ∈ R3 be the position of vertex i in the initial conﬁguration X0. We then add a
constraint function ω(xi − xi,0)Tbi,k, with bi,k being the relaxed basis vector and ω a
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(a) (b) (c)
Figure 8.3.: Analysis of (a) an orthogonality constraint, (b) two edges with ﬁxed
lengths, and (c) a planarity constraint. (a) and (b) are 2D, (c) is a 3D example. Top: the
arrows depict the gradient directions of the respective constraints, i.e., the directions of
maximal constraint violation (orthogonal to the nullspace). Bottom: red arrows depict
user-speciﬁed displacements d, green arrows the computed corrections d′. In all three
cases, the sum d + d′ is orthogonal to the respective gradients and thus part of the
respective nullspace.
small weight. In our implementation, we set ω = 10−3. This approach has the advantage
that each relaxed vertex, independent of the actual degrees of freedom, stays as close
to its original position as possible. The weight ω is chosen small enough such that all
constraints in c can be satisﬁed with suﬃcient numerical precision.
8.2.4. Discussion and Solution of Singular Cases
As illustrated in Figure 8.3, posing the constraint analysis as a linear problem by consid-
ering inﬁnitesimal displacements works well in practice. Although the initial correction
displacements usually are not a solution of the nonlinear constraints c, in most situations
they correctly determine which vertices need to be relaxed.
In two particular cases, however, the consideration of inﬁnitesimal displacements may
not yield enough relaxed vertices. The ﬁrst case is caused by a user-speciﬁed displace-
ment (or a correction displacement) that happens to exactly lie in the linearization of
an actually curved (e.g., quadratic) nullspace (cf. Figure 8.4a). Notice, however, that
this happens almost never in practice: in the example in Figure 8.4a, the displacement
has to be exactly horizontal while the edge is exactly vertical without being constrained
as such. If the edge was constrained to be vertical, the additional constraint would
cause more vertices to be relaxed. In fact, to provoke such cases in our experiments,
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(a) (b)
Figure 8.4.: Problematic cases caused by the consideration of inﬁnitesimal displace-
ments. Constraints of red edges are not satisﬁed. (a) For a length-constrained edge,
displacements that lie exactly in the linearization of the curved nullspace yield too few
relaxed vertices. (b) Combination of three length-constrained edges. While the relax-
ation of the indicated vertex is correct for an inﬁnitesimal displacement, the length
constraints cannot be satisﬁed for a very far actual displacement. Both cases are solved
by a simple extension of the 2-phase process.
we had to artiﬁcially construct them, e.g. by ﬁrst adding and subsequently removing an
orthogonality constraint from a length-constrained edge.
The second case is caused by the fact that considering inﬁnitesimal displacements does
not take possible length restrictions into account. This happens, for instance, when two
or more length-constrained edges are combined as illustrated in Figure 8.4b. The linear
analysis correctly relaxes the vertex next to the vertex moved by the user. However,
once the displacement becomes too large during the interaction, the length constraints
cannot be satisﬁed anymore.
Both above cases are easily detectable by a non-zero residual of the nonlinear solution
algorithm and allow for a simple solution that seamlessly integrates with the linear
constraint analysis approach. In both cases the (linearized) nullspace is too “permissive”,
i.e., allows displacements which are actually not feasible. Hence, this problem can be
solved by reducing the degrees of freedom of the nullspace by adding more constraints
and then re-run the linear relaxation process. In our implementation, we add stiﬀening
constraints to aﬀected vertices. More speciﬁcally, for two vertices xi1 , xi2 we add a
constraint
cstiﬀ(xi1 ,xi2) = (xi1 − xi2)− (x0,i1 − x0,i2) != 0,
that enforces the vertices to remain in the same relative conﬁguration as inX0. Stiﬀening
is applied to all vertices of the constraint with the largest residual error of the linearly
determined displacement, i.e., to all vertices aﬀected by cmax = argmaxcj(|cj(X0 +
d + d′)|). Notice that the stiﬀening constraints are only considered in the analysis
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Algorithm 8.2 Combination of linear constraint analysis with nonlinear solution.
input: editing displacement d
Λ = ∅
repeat
run nonlinear solver with d, Λ; compute residual r
if ||r||∞ > ε2 then
if Λ = ∅ then
add stiﬀening constraint
end if
run linear analysis on d, extend Λ
end if
until nonlinear residual ||r||∞ ≤ ε2
phase to relax more vertices, but are not used in the solution phase. The resulting
algorithm that interleaves the linear analysis and the nonlinear solution phases is outlined
in Algorithm 8.2. The threshold ε2 to detect unsatisﬁed constraints clearly depends on
the actual implementation of the constraints. In our modeling system, we formulate all
constraints in terms of Euclidean distances and set ε2 = 10
−3, i.e., all constraints have
to be satisﬁed with a precision of at least 1mm.
8.3. Constraint Initialization
To initialize new constraints we basically perform the same procedure as for the regular
editing (linear analysis and nonlinear solution), with a slight modiﬁcation of the linear
system used in the OMP algorithm. We separate all constraints into a set of satisﬁed
constraints csat(X0) = 0 and a set of new, unsatisﬁed constraints cnew(X0) = 0. As
before, the nullspace and the projection P = I − NJNTJ is computed from the satisﬁed
constraints csat only. Since no explicit displacement d is given, we employ the Taylor
expansion
cnew(X0 + d
′) ≈ cnew(X0) + Jnew(X0)d′ != 0
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to construct a suitable right-hand side of the linear system. That is, to compute a
correction displacement d′ that lies in the nullspace of csat and in addition fulﬁlls the
above Taylor approximation, the input to the OMP algorithm is
A =
(
P
Jnew
)
(· ·Bi,k · ·), y =
(
0
−cnew(X0)
)
.
Notice that, similar to the regular analysis phase, in rare cases the relaxed basis vectors
do not allow for the nonlinear computation of a correct solution. We hence employ
Algorithm 8.2 for the initialization of new constraints as well.
8.4. Image-Based Modeling System
In this section, we discuss details of the image-based modeling system that makes use of
the constrained modeling approach presented above. The modeling system enables the
user to construct and edit a (sparse) set of planar facets, cf. Section 8.4.1. All constraints
are deﬁned on the facet’s vertices, adjustments of the general constraint resolution ap-
proach to the speciﬁc case of image-based modeling are discussed in Section 8.4.2. The
initialization of new facets and the process of precisely ﬁtting existing facets to the in-
put images is discussed in Section 8.4.3, Section 8.4.4 presents our volumetric geometry
generation approach.
8.4.1. User Interface
As for most image-based modeling systems, the main source of information is a set of
calibrated input images. From a user’s perspective, the interface of our modeling system
is quite similar to previous systems and the one discussed in Chapter 7: The interface
provides one or more views of the current model, rendered over the images that show
the object to be reconstructed. The actual editing is performed by dragging vertices,
edges, and facets or by adding constraints.
Similar to the previous system, we again exploit epipolar geometry (cf. Section 2.1.3)
to simplify the editing process. During editing, the user declares one view as reference.
In this view, elements of the 3D model are allowed to be moved according to simple
rules: Vertices move on adjacent edges or in a horizontal scene plane, edges move in
their adjacent facet planes while preserving their orientation, and facets can be moved
horizontally, vertically or in normal direction. In contrast, in all other (non-reference)
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(a) (b) (c)
Figure 8.5.: Input metaphors to create planar facets. (a) The user sketches two quasi-
parallel lines. The resulting facet is a planar (general) quad with the two speciﬁed lines
being constrained to be horizontal and parallel. (b) The user sketches a corner that is
orthogonal in object space. The resulting facet is a rectangle, i.e., in addition to the
previous case the second pair of opposite edges is also constrained to be parallel and
orthogonal to the top and bottom edges. (c) Speciﬁcation of a general planar polygon
without any alignment constraints.
views, vertices are restricted to move on viewing rays through the reference camera
center. This enables the precise 3D positioning of a vertex by (at most) a 1D / 2D
operation in the reference image and a subsequent 1D adjustment in any other view.
The creation of new facets is based on a sketch-based interface with three simple,
2-dimensional input metaphors, cf. Figure 8.5. The user either draws two parallel line
segments, a corner consisting of two connected line segments, or a complete 2D polygon.
This does not require perfectly precise input since a subsequent automatic image ﬁtting
step corrects the position and orientation of new facets (cf. Section 8.4.3).
8.4.2. Integration with Constrained Modeling
Basis Construction While the canonical basis works well in many modeling scenarios,
Figure 8.6 illustrates that image-based modeling with the concept of epipolar geometry
requires adjusted basis vectors. For a vertex xi and a reference camera center p ∈ R3
we therefore construct the ﬁrst basis vector as bi,1 = xi − p, and the two remaining
vectors as bi,2 = bi,1×o, bi,3 = bi,1×bi,2, where o is an arbitrary direction not parallel
to bi,1. Clearly, relaxing only bi,1 and keeping bi,2 and bi,3 constrained in the analysis
phase enables the vertex xi to move on its respective viewing ray.
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Figure 8.6.: Epipolar modeling with and without basis vectors aligned to vertex viewing
rays. Left: a polygon correctly aligned with the reference view. Center: moving the
indicated vertex on its viewing ray triggers the relaxation of all three canonical basis
vectors of the blue vertex, resulting in a destroyed alignment. Right: in case of basis
vectors aligned with their respective viewing rays, it is suﬃcient to relax only a single
basis vector of the blue vertex, resulting in the preservation of the alignment in the
reference view.
Basis Vector Relaxation Strategy The above construction implies a simple ba-
sis vector relaxation strategy for image-based modeling. In each relaxation step, we
only consider two possible cases, either {bi,1} is relaxed alone, or all three basis vectors
{bi,1,bi,2,bi,3} of a vertex are relaxed at once. In the actual implementation (cf. Algo-
rithm 8.1), after ﬁnding the basis vector with the largest dot product with the residual
vector, we potentially add two more indices to the set Λ, depending on which basis
vector has been selected in the ﬁrst place.
Interactive Editing Thanks to the interleaved application of the linear analysis and
the nonlinear solution discussed in Section 8.2.4, it is an easy task to extend the algorithm
to a fully interactive editing system. The basic idea is to initialize Λ = ∅ in Algorithm 8.2
only when an interactive editing operation is started. When the displacement d is
updated by the user dragging a model element, we call Algorithm 8.2 again but reuse
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the set of previously relaxed basis vectors. Consequently, in most cases the nonlinear
solver quickly converges to an updated solution. If the residual of any constraint is larger
than ε2, we distinguish two cases. In case the direction of d has not changed (w.r.t. a
small tolerance) since the last run of the linear analysis, we add stiﬀening constraints in
order to trigger the relaxation of more vertices. If the direction has changed, we simply
run the analysis again on the new direction.
Implemented Constraint Types In our modeling system, all facets are con-
strained to be planar by default. In addition, we have implemented the following set of
constraints:
  Plane / edge horizontal,
  plane / edge vertical,
  pair of planes / edges parallel,
  pair of planes / edges orthogonal,
  vertices / planes coplanar,
  vertices / edges collinear,
  ﬁxed vertex distance,
  two vertices symmetric with respect to a vertical symmetry plane,
  “cloned” model components, i.e., groups of vertices with identical shape.
Notice that in this list “planes” can either be the supporting planes of facets (e.g., when
snapping vertices to a facet), but also more general planes (e.g., a vertical plane spanned
by a (non-vertical) edge). Clearly, this list is by no means exhaustive and other modeling
tasks might require diﬀerent constraints. A major advantage of our general constraint
analysis and solution scheme is that it can easily be extended by additional constraints
(for instance, rotational symmetry). For the task of architectural modeling in aerial
images, however, we have found that this set of constraints is suﬃcient.
8.4.3. Fitting to Images
Automatic image ﬁtting procedures are employed to initialize the supporting planes of
new facets and to precisely align existing model components with the underlying images.
Both cases are based on straight 2D line segments detected in the input images.
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The user-input to create a new facet (cf. Figure 8.5) is 2D only. What is missing
essentially are depth values for all vertices with respect to the view in which the user
has speciﬁed the new facet. Since the procedure to automatically ﬁt building elements
to the input images (see below) has local inﬂuence only, it requires the elements to be
located relatively close to their correct positions and thus cannot be used to initialize
a new facet. We therefor employ a more global approach to ﬁnd the initial position
of a new facet based on the reconstruction of 3D line segments. The basic idea is to
reconstruct a set of 3D line segments for the 2D polygon provided by the user. To this
end, the user input for the cases (a) and (b) in Figure 8.5 is ﬁrst turned into a closed 2D
polygon, the input for case (c) has this form already. From the 3D line segments we then
recover a 3D plane onto which all vertices are projected along their respective viewing
ray. Finally, to obtain a model that satisﬁes all alignment constraints and especially the
new constraints provided by the input metaphors (a) and (b), we incrementally add all
new constraints using the procedure outlined in Section 8.3.
The determination of 3D line segments is based on 2D line segments detected in the
input images. We assume a very rough estimate of the volume occupied by a building
(in the form of an axis-aligned bounding box) in order to restrict the image regions
in which 2D line segments are detected. The actual algorithm to determine 3D line
segments then depends on the input metaphor chosen by the user. In the cases (a)
and (b), the additional information of two edges being aligned horizontally strongly
simpliﬁes the problem since it provides a 3-dimensional direction cue. For a 2D line
segment that is known to be horizontal, the corresponding 3D direction is recovered
by ﬁrst back-projecting the 2D segment and then intersecting the resulting plane with
a horizontal plane at arbitrary position. In order to construct 3D line segments, the
horizontal 3D direction is projected into all images that contain the approximate building
volume. Only for 2D line segments that match the projected direction, candidate 3D
segments are constructed. Candidates are validated in the usual way by projection
into the remaining images and counting all matching 2D line segments. Given the
highest-rated 3D line segments for both horizontal polygon edges, the initial plane is
constructed as least-squares plane of the four endpoints. Clearly, due to the perspective
projection of the horizontal 3D direction, in theory the resulting 2D direction in image
space is not constant but depends on the actual position of the projection. However,
since the usually long focal distances of aerial images and the relatively small depth
range of individual building models result in projections that are almost orthographic,
the projected 2D direction can safely be assumed to be constant in practice. In case
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of input metaphor (c) in Figure 8.5, i.e., when no additional alignment constraints are
available, our implementation falls back to a general 3D line reconstruction algorithm
[BSZF99] which is less robust and requires more computational eﬀort. In this case, the
initial 3D plane is extracted by a simple RANSAC procedure.
To compute the precise alignment of a facet (or the whole model) with the input
images, we assume that rough initial vertex positions are given. We then project each
involved edge of the model into the input images and detect nearby 2D line segments
of similar orientation. This process is governed by two thresholds: The projections of
the end vertices vi and vj of an edge eij have to lie within a distance of 0.1deij to a
2D line segment l, with deij being the length of the projection of eij. Furthermore, the
projection of eij and the line segment l are required to have a mutual overlap of 75%.
In case of several candidates l, we pick the closest one. Each 2D line segment is turned
into a ﬁxed scene plane that contains the respective camera center. In a subsequent run
of the nonlinear solution algorithm, all vertices of the involved edges are relaxed and
the ﬁxed scene planes are turned into vertex-to-plane distance constraints with a small
weight ω = 10−3.
Notice that at this point – similar to the assumption of a constant projection of the
horizontal 3D direction above – we sacriﬁce the more correct measurement of distances
in image space in favor of a uniﬁed optimization framework that measures all distances
in object space. However, for the same reason of almost orthographic projections caused
by long focal distances and small depth ranges of individual buildings, the missing
perspective division is negligible in practice.
Fitting individual parts or the complete model to the input images is provided as a
special modiﬁcation tool that is explicitly triggered by the user. This has the advantage
that – in case of matching errors caused by ambiguous image information – the user
is always able to undo the operation or correct the resulting shape. Since the image
matching process usually requires less than a second even for large building structures,
it does not hinder the user’s interactive workﬂow but can rather be considered another
interaction metaphor.
8.4.4. Geometry Generation
For the generation of building surfaces from the sparse set of planar facets, we employ
a volumetric approach based on BSPs, cf. [BF09]. Each facet fi is ﬁrst turned into an
extrusion volume νi as depicted in Figure 8.7. To this end, we construct an empty BSP
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(a) (b)
Figure 8.7.: Generation of extrusion volumes for a planar facet. Each boundary edge
is accompanied by an extrusion direction depicted as arrows. To construct a boundary
representation of the extrusion volume, all planes are inserted into a BSP with suitable
inside / outside labeling. (a) the extrusion direction of each edge is vertical. (b) diﬀerent
extrusion directions allow for more ﬂexible extrusion volumes.
for each facet and insert a plane for each boundary edge with suitable inside / outside
labels. While in most practical cases the extrusion directions of all edges are either
oriented horizontally or vertically (cf. Figure 8.7a), notice that arbitrary orientations
are also possible (cf. Figure 8.7b).
The extrusion volumes are then sequentially inserted into a combined BSP V . For each
respective volume νi, ﬁrst the boundary is inserted. We then also insert the original facet
fi and perform a ﬂood-ﬁlling operation in the BSP (cf. [CK10]) inside the boundary of
νi to apply the correct labels outside and inside of fi. That is, cells in front of fi are
labeled as outside (-), cells behind fi as inside (+). The inside / outside labels are
propagated inside the boundary of νi only, such that cells outside the newly inserted
extrusion volume are not aﬀected. The propagation of labels is performed in a breadth-
ﬁrst manner; it stops when no more cells inside νi need to be re-labeled. Consequently,
the main advantage of the ﬂood-ﬁlling approach over traditional CSG is the locality of
changes applied to the ﬁnal volumetric representation. Although the inserted volumes
νi may be inﬁnite, the ﬂood-ﬁlling operation changes cell labels close to the facet fi only.
Hence, while in traditional CSG it is necessary to explicitly deﬁne the extend of inserted
elements, in our approach the extend along the extrusion direction(s) is determined
automatically. Please see Figure 8.8 for a visualization of this process.
For the extraction of the ﬁnal building geometry, we assume that a coarse polygonal
representation of the terrain surface is available and insert it into the BSP to “cut oﬀ”
the bottom of the building. Notice, however, that this information is not required for
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Figure 8.8.: Construction of building model surface from volumetric BSP representa-
tion. The extrusion volume for each facet is sequentially inserted int the BSP, followed
by a ﬂood-ﬁlling operation depicted by the arrows. The main advantage of the ﬂood-
ﬁlling approach over traditional CSG becomes apparent in the step from bottom right
to bottom center: Although the inserted extrusion volume is inﬁnite, the breadth-ﬁrst
re-labeling of cells aﬀects only a local set of cells close to the respective facet fi.
the general constrained modeling approach, but is rather used to simplify the model
surface generation in the speciﬁc task of architectural modeling from aerial images.
8.5. Results and Discussion
We have performed several experiments to demonstrate the practical applicability of our
approach. Table 8.1 lists the details. Figure 8.9 (examples A1, A2 and A3) demonstrates
three editing operations an a building roof with several dormers. The dormers’ base-
vertices are constrained to be coplanar with the roof. In example A1, the plane to which
the dormers are attached does not change. This situation is correctly recognized and
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Example #V #C #N #rx #fx Alg2 TBa TOMP TUp
A1 116 812 73 9 0 1 227ms 1.2ms 1.1ms
A2 116 812 73 24 0 1 227ms 3.8ms 4ms
A3 116 812 73 51 3 1 227ms 16ms 5ms
B1 45 117 62 90 6 1 16ms 34ms 6ms
B2 45 117 62 22 0 1 16ms 1.9ms 5ms
G5 100 395 41 24 0 1 134ms 3.1ms 1.2ms
G7 196 819 57 36 0 1 1.41s 14.7ms 3.2ms
G10 400 1740 81 54 0 1 13s 85ms 5.3ms
S 11 32 11 3 0 7 1.5ms 1.2ms 4ms
Table 8.1.: Details of the experiments. #V denotes the number of vertices, #C number
of constraint functions, #N the dimension of the nullspace. The columns #rx and
#fx contain the numbers of relaxed and subsequently re-ﬁxed basis vectors. “Alg2”
denotes iterations in Algorithm 8.2, the last three columns contain the times for the
basis construction, the linear analysis, and the nonlinear solution. All experiments were
run on an Intel Core i7 920.
only the required vertices are updated. In contrast, in cases A2 and A3 the orientation
of the roof plane changes and thus the base vertices are required to be adjusted in order
to satisfy all constraints.
Please notice that the minimal set of vertices that are required to be updated in
general is not unique. Furthermore, as demonstrated by examples A2 and A3, in certain
situations editing operations with more relaxed vertices “feel” more natural than the
minimal solution. In A2 the minimal solution relaxes only the top-most base vertices
of each dormer. Consequently, the roof plane rotates about the axis through the ﬁxed
lower pairs of vertices, the two lower vertices of the roof move in opposite direction.
As a simple means to guide the analysis algorithm, our interface allows for the manual
exclusion of vertices from the relaxation process. In particular, the red vertex in example
A3 has been marked for exclusion to achieve a more natural editing operation with more
relaxed vertices.
Examples B1 and B2 (cf. Figure 8.10) show two editing operations on a snake-like
roof structure. While B1 is performed in the reference view, the operation of B2 is
performed in a non-reference view. Hence, in B2 for each of the indicated vertices only
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Example A1
Example A2 Example A3
Figure 8.9.: Modeling of a roof structure with dormers. Top left: original conﬁguration.
Top right: editing operation such that the base-plane of the dormers does not change
its orientation (example A1). Bottom: editing operation that changes the dormers’
base plane (example A2 and A3). Blue vertices are relaxed in the analysis phase and
automatically updated by the editing system. The red vertex in A3 has been manually
ﬁxed to change the behavior of the analysis phase. Please see text for details.
the basis vector aligned with the respective viewing ray is relaxed. Again, in both cases
the correct minimum cardinality solution is found.
In the spring example S depicted in Figure 8.11 all edges are constrained to have
ﬁxed lengths. This case requires the incremental relaxation of additional vertices by
Algorithm 8.2 during the interactive dragging. Our algorithm correctly relaxes one
vertex after the other, enabling the structure to unfold. In Table 8.1 the respective row
contains the values of the last analysis step only. As all previous steps work on smaller
input data sets, their running times are even shorter. Notice that such combinations
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Example B1 Example B2
Figure 8.10.: Editing of a snake-like roof structure. In each quad, the upper and lower
edge are constrained to be parallel, and one edge is constrained to be horizontal. Center:
moving a lower quad-edge downwards in its supporting plane results in the relaxation of
all lower vertices (blue). Right: moving one of the ridge vertices along its viewing ray in
a non-reference view yields the relaxation of only the ﬁrst basis vector (which is aligned
with the respective viewing ray) of all other ridge vertices (blue).
of length-constrained edges are diﬃcult for propagate-and-ﬁx solution strategies such
as employed in iWires [GSMCO09]: When propagating the modiﬁcation from vertex to
vertex, each vertex has (in the 2D case) one degree of freedom. However, by ﬁxing these
degrees of freedom with only local knowledge, it cannot be guaranteed that e.g. a desired
target position is reached.
All experiments in Table 8.1 employ the nullspace projection in (8.2) rather than di-
rectly using the constraints’ Jacobian. This choice inﬂuences the two main computation
steps of the analysis phase, the construction of the transformed basis P Bi,k (TBa in
Table 8.1) and the OMP algorithm (TOMP). While the basis construction usually is
faster for the Jacobian-only approach (e.g. A1: TBa=110ms, B1: TBa=4.6ms), for two
reasons the OMP algorithm performs better with the nullspace projection. First, the
size of the matrix P usually is smaller, leading to faster solutions of the linear system
in Algorithm 8.1. Second, the greedy relaxation often is more eﬀective. The orange
vertices in examples A1 and B1 depict cases in which the respective vertices have been
relaxed during the OMP iteration and then have been ﬁxed again in the ﬁnal pass over
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Figure 8.11.: Unfolding a spring-like structure. All edges are length-constrained. Due
to the incremental relaxation of vertices in Algorithm 8.2, the structure unfolds as
expected.
all relaxed basis vectors. Notice that these are the only such cases for the nullspace
projection. When using the Jacobian in (8.2) directly, in example A1 the algorithm
relaxes #rx=75 and later ﬁxes #fx=27 basis vectors, and thus takes TOMP=72ms. In
example B1, #rx=117, #fx=33, TOMP=58ms. Hence, due to the better performance of
the greedy OMP algorithm, the nullspace projection is the method of choice for inter-
active systems. The main drawback of the nullspace projection is the requirement of
computing the nullspace basis. In our current implementation, the basis is computed
by a standard singular value decomposition (SVD) and thus constitutes the main bot-
tleneck especially for the larger examples. However, notice that the transformed basis
does not depend on the actual editing operation. The basis for editing operation k can
therefore be constructed immediately after operation k−1, thereby eﬀectively hiding its
computation from the user. Furthermore, the Jacobian Jc has a sparse structure which
can be exploited during the nullspace computation [GT08].
Examples G5, G7, and G10 are based on the grid structure depicted in Figure 8.12(a).
G5 has been performed on a grid of 5× 5 quads, G7 on 7× 7 quads, and G10 on 10× 10
quads. Notice that, as in all examples, all vertices of the quads are deﬁned in R3.
All quads are constrained to be coplanar, all neighboring edges (depicted by arrows in
the ﬁgure) are constrained to be collinear. The results in Table 8.1 correspond to the
operation of moving a vertex along an adjacent edge. These artiﬁcial examples clearly are
extremal cases. However, they demonstrate that the OMP algorithm and the nonlinear
solution phase (TOMP and TUp in Table 8.1) can be performed in real-time even for very
large constraint systems.
Figure 8.12(b) compares the behavior of our approach to propagate-and-ﬁx strategies
(like iWires) on the same grid structure with collinear edges. The red vertex is assumed
to be ﬁxed. Our approach detects that the blue vertices have to be relaxed, and then
computes suitable positions in the nonlinear solution phase. In contrast, propagate-and-
ﬁx strategies determine ﬁnal vertex positions for each individual quad. When ﬁxing the
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Figure 8.12.: (a) 3 × 3 example of grid-structure used in examples G5, G7, and G10.
(b) Behavior of our approach (left) and a propagate-and-ﬁx strategy (right). Please see
text for details.
ﬁrst quad (aﬀected by the editing operation), the algorithm is not aware of the ﬁxed
vertex at the end of the propagation chain. It is thus not able to determine the correct
position of the lower left corner in the ﬁrst quad and the propagation strategy gets stuck
in an unsolvable situation eventually.
Column “Alg2” in Table 8.1 demonstrates that in all experiments except the spring
conﬁguration in example S a single iteration of Algorithm 8.2 was suﬃcient. Thus,
in practice the linear analysis ﬁnds suitable sets of vertices, stiﬀening constraints are
required to handle rare cases only.
In its current formulation, the choice of vertices aﬀected by the correction displacement
d′ is dominated by a combinatorial process rather than by the actual geometry of the
model. Due to our goal of altering as few auxiliary vertices as possible, geometric
primitives with low numbers of vertices may be preferred over primitives with many
vertices in the relaxation process. In our interactive modeling system we consider this
behavior a feature: primitives with many vertices usually require more editing eﬀort and
thus should be changed with lower probability. Cases in which this is not desired could,
for instance, be handled with an extended relaxation strategy. Simultaneously relaxing
groups of vertices belonging to the same primitive would reduce the strong combinatorial
inﬂuence of the analysis procedure.
Computing a correction displacement d′ may be achievable by alternative means,
e.g. by optimizing a displacement of all vertices while imposing a l1-norm regularizer.
However, we chose the 2-phase procedure presented in Section 8.2 over such approaches
for two main reasons: Regularizing energies are usually unable to completely prevent
undesired vertex movements. That is, while the majority of d′s “energy” is distributed to
a few vertices only, many other vertices move slightly and thereby compromise previously
generated alignments. Furthermore, such a formulation would require the optimization
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(a) (b) (c) (d)
Figure 8.13.: Demonstration of the requirement to combine alignment constraints and
image constraints to achieve consistent results in low-resolution images. (a) One of the
input images. Notice the very low resolution of the dormers, with edge lengths of just a
few pixels. (b) Result of manual modeling without any constraints. (c) Result of image
ﬁtting, i.e., an optimization with the constraints determined in Section 8.4.3 only. (d)
Result of optimization with alignment and image constraints. Only in the last case, an
acceptable result is obtained.
of all vertices in parallel. Even for only moderately complex models this would contradict
our goal of real-time interactive modeling operations.
Figure 8.13 demonstrates the necessity to combine image constraints and alignment
constraints when working with low-resolution (aerial) images. Figure 8.13b is the result
of manual modeling without any constraints. Clearly, even when all vertices are carefully
placed in the input images, it is impossible to create consistent alignment of all elements.
The result in Figure 8.13c has been generated by performing pure image ﬁtting, i.e., an
optimization with Cimg only. While the alignment of long edges is improved, structure
with short edges is misﬁtted due to the diﬃculty to extract precise information from
images of such low resolution. Only when image constraints are combined with alignment
constraints, it is possible to reconstruct an acceptable model, cf. Figure 8.13d.
Figure 8.14 shows several building models constructed with the system presented in
this chapter. The textures have been generated automatically by a simple procedure
that ﬁnds, for each planar mesh component, the input image in which the projected
area of the respective component is largest. Thanks to the simple user interface that
does not require very precise input, combined with a full constrained modeling approach,
each model has been constructed in just a couple of minutes.
Limitations In contrast to traditional constraint analysis approaches, our algorithm
is based on several (well-established) numerical techniques with two simple thresholds.
Due to inevitable numerical inaccuracies, these thresholds cannot be set arbitrarily low.
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Figure 8.14.: Three exemplary buildings generated with the modeling system discussed
in this chapter.
Hence, all constraints are satisﬁed up to a threshold only (a maximal deviation of 1mm
in our implementation) which might not be acceptable for certain applications.
A further limitation is the scalability of the method to large models with thousands of
vertices and constraints which, even with an improved strategy to compute the nullspace,
cannot be handled interactively anymore. However, since we are aiming at in incremen-
tal modeling system in which individual components are added one by one, this problem
could be solved by an extended notion of ﬁxed vertices. By marking whole components
of a model as “ﬁnal” and excluding the respective vertices from the analysis and op-
timization phases, the number of vertices aﬀected by the analysis would be kept at a
tractable number. While “ﬁnal” model components would not change during interactive
editing, the respective elements could still be used in constraint functions such that the
variable parts of the model correctly align with them.
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9. Conclusion
We conclude the thesis by summarizing the main contributions of our work and by
highlighting some perspectives for future research.
Discussion of Contributions
In this thesis we have proposed several techniques for the image-based reconstruction of
3D models for three diﬀerent applications scenarios: objects, indoor environments, and
cities. While some of the presented methods were designed to work with a minimum of
user intervention (most notably, Chapter 3 and Chapter 6), the main focus of the thesis
lies on interactive image-based 3D reconstruction techniques. For the three reconstruc-
tion scenarios, we have presented intuitive interfaces and developed eﬃcient algorithms
tailored to the speciﬁc problem domains that enable the rapid creation of high quality
3D models.
Part I of the thesis considered the problem of reconstructing individual objects. In
Chapter 3 we have presented a surface growing approach to the problem of multi-view
stereo 3D reconstruction based on planar, disk-shaped surface elements. Novel aspects
of this system include the expansion strategy in scene space, the incremental compu-
tation of visibility information, and the automatic determination of the disks’ size by
inspecting the intensity variance of the corresponding footprints in image space. We have
shown that this approach is capable of recovering all geometry and topology information
from scratch and thus does not require any other input than a set of calibrated input
images. In Chapter 4 we have extended the idea of surface expansion to an interactive
reconstruction system. The main contributions here are the simple interface based on
2D painting metaphors in image space and the GPU implementation of the multi-view
stereo reconstruction algorithm for triangle mesh patches. We have shown that the re-
sulting MeshPaint system is capable of generating high quality 3D models on a par with
the current state of the art. The main advantage of the system over existing approaches
is the possibility of immediate user intervention in case of false reconstructions in inter-
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mediate steps, and the strongly reduced overall processing time from calibrated input
images to a textured 3D model.
In Part II, Chapter 5, we have presented the novel LaserBrush system for the inter-
active reconstruction of depth maps with a main focus on indoor environments. The
main contributions of this system are an approach to recover the pose of the laser rig for
each frame of the input image sequence, and a surface smoothing operator tailored to
the speciﬁc properties of this reconstruction approach. The resulting depth maps cer-
tainly cannot compete with the quality of expensive professional laser scanning devices,
especially in terms of sampling density. However, our system demonstrates that decent
depth information suitable for many visualization tasks can reliably be recovered with a
very simple, low-cost hardware setup that consists of a custom digital camera and a set
of laser pointers only. Furthermore, due to the per-frame computation of the laser rig’s
pose in scene space, our system does not require a precise a-priori calibration of the re-
lation between camera and lasers, thereby enabling a simple and ﬂexible reconstruction
workﬂow.
In Part III we have considered several aspects of reconstructing 3D city models from
oblique aerial images. In Chapter 6 we have developed an automatic approach to register
oblique aerial images with a digital cadastral map. Our approach, for the ﬁrst time,
enables the precise calibration of oblique aerial images without requiring higher-order
input data such as a dense LiDAR point cloud or a full 3D model. Based on a set
of oblique images registered with a cadastral map, we have developed two alternative
interactive 3D city modeling approaches. Both approaches provide simple 2D editing
operations in image overlay to enable the easy recovery of building shapes and dimension.
The central idea of the Open3DCity system presented in Chapter 7 is to employ a crowd
sourcing approach similar to well known distributed collaborative projects like Wikipedia
or OpenStreetMap. As a consequence, the main challenge addressed by this approach is
to provide a simple and intuitive interface that enables even novice users to quickly create
3D building models. A small user study has conﬁrmed that our solution based on generic
building blocks and especially the editing metaphors that exploit the epipolar geometry
of pairs of cameras are perceived as simple yet ﬂexible enough to recover even complex
building shapes. During the evaluation of the Open3DCity system we have identiﬁed
three remaining limitations: a relatively high manual eﬀort to precisely position building
elements, the diﬃculty to create new alignments between elements, and the indirect
geometry speciﬁcation. All three issues were addressed by the interactive image-based 3D
city modeling system presented in Chapter 8. The system is characterized by two major
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novel aspects: (1) the simple sketch-based user interface that, thanks to the extensive
use of image matching techniques, strongly simpliﬁes the geometry generation process,
and (2) a volumetric geometry construction procedure that extracts complete building
models from a sparse, skeleton-like structure. Furthermore, in this system alignment
properties between building elements are explicitly expressed by constraint functions.
The main contribution of Chapter 8 is a constraint analysis scheme based on linearizing
the (possibly nonlinear) constraint functions. By posing the constraint analysis as the
problem of solving a linear system with minimal cardinality and by exploiting an eﬃcient
algorithm known from the ﬁeld of Compressed Sensing, we enable intuitive interactive
editing operations with minimal changes to the existing model. Though demonstrated at
the example of image-based city modeling, this approach can easily be applied to various
other interactive 3D modeling applications in which the model’s shape is controlled by
linear or nonlinear constraint functions. A main insight of Chapter 8 is the fact that
the combination of an image-based editing technique with a full-ﬂedged constrained
modeling system strongly improves the quality of the resulting models, especially in the
case of ambiguous, low-resolution image information.
Perspectives for Future Research
One of the main limitations of current image-based 3D reconstruction approaches (in-
cluding our own work) is the traditional 2-step workﬂow: In the ﬁrst step images are
captured and calibrated, in the second step the actual reconstruction is performed. Miss-
ing images and unseen surface regions can only be detected after the reconstruction is
ﬁnished. This often makes capturing of a completely new sequence inevitable. Though
this is a common problem with all traditional multi-view stereo systems, it becomes
even more apparent with our interactive MeshPaint approach (cf. Chapter 4). Here,
the user gets an impression of the quality and coverage of the input images much more
quickly. The integration of a rapid reconstruction approach like MeshPaint with the
actual capturing process is a very important area of future work. The interactive Pro-
FORMA system by Pan et al. [PRD09b, PRD09a] is an interesting step in this direction.
However, since this approach computes 3D geometry only from a structure-from-motion
point cloud, its applicability is limited to geometrically simple and strongly textured
objects.
A very interesting recent trend in hardware development are small depth sensors that
are capable of generating complete depth maps at high frame rates. Particular examples
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include the SwissRanger [Mes11] time-of-ﬂight cameras and Microsoft’s triangulation-
based Kinect sensor [Kin11, Pri11]. Thanks to their small size, such sensors can easily be
integrated into hand-held camera-like devices to enable interactive applications. Clearly,
depth information at VGA resolution (i.e., 640 × 480 pixels) and 30 frames per second
as in the case of the Kinect strongly simpliﬁes the 3D reconstruction problem compared
to image-only approaches. The main challenge in turning such sensors into robust 3D
reconstruction applications is the signiﬁcant level of noise that aﬀects the depth maps.
Furthermore, suitable data structures as well as ﬁltering and compression algorithms
need to be implemented that are capable of de-noising, aligning, storing and visualizing
the high-bandwidth stream of depth images. With the “KinectFusion” system [IKH∗11],
a ﬁrst example of an interactive 3D reconstruction system for objects and indoor scenes
based on the Kinect has been presented. Since high-resolution small-scale depth sensors
can be expected to become more and more ubiquitous in all kinds of mobile devices in
the near future, eﬃcient algorithms and innovative applications that make use of high
frame rate depth information are one of the most interesting research direction in the
ﬁeld of interactive 3D reconstruction.
In the context of 3D city reconstruction, two main areas require further investigation.
The ﬁrst is a further automation of the geometry generation process in order to im-
prove the scalability of the technique presented in Chapter 8 to larger regions or whole
cities. A possible path for future work includes the automatic recovery of the skeleton-
like building structure, possibly by combining images with depth / LiDAR data, and
the automatic detection of relations between elements to deﬁne suitable constraints, for
instance with a method like GlobFit [LWC∗11]. The second area that requires improve-
ment are the model’s textures. Textures derived from the oblique aerial images have
a realistic appearance when viewed from a distant, bird’s-eye perspective. However,
since the textures generated from aerial images are of rather low resolution and contain
shadows and vegetation, renderings of close-up views show signiﬁcant artifacts. While it
seems straight forward to apply street-level images for texturing, the completely manual
assignment is tedious, and the automatic registration of aerial images with street-level
images (e.g., with SIFT [Low04]) turned out to be very challenging due to diﬀerent
illuminations, viewing directions, and image resolutions. A possible solution could be
a texture synthesis process that ﬁrst detects the structure of a facade (i.e., windows,
doors, wall, etc.) similar to [MZWG07] and then, from a database of predeﬁned texture
tiles, generates a high resolution texture that has a similar appearance like the original
facade.
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