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Abstract. In a previous paper (Part I) we focused our attention on pole solutions that arise in
the context of °ame propagation. The nonlinear development that follows after a planar °ame front
becomes unstable is described by a single nonlinear PDE which admits pole solutions as equilibrium
states. Specically, we were concerned with coalescent steady states, which correspond to steadily
propagating single-peak structures extended periodically over the innite domain. This pattern is
one that is commonly observed in experiments. In order to examine the linear stability of these
equilibrium solutions, we formulated in Part I the corresponding eigenvalue problem and derived
exact analytical expressions for the spectrum and the corresponding eigenfunctions. In this paper,
we examine their properties as they relate to the stability issue. Being based on analytical expressions,
our results resolve earlier controversies that resulted from numerical investigations of the stability
problem. We show that, for any period 2L, there always exists one and only one stable steady
coalescent pole solution. We also examine the dependence of the eigenvalues and eigenfunctions on
L which provides insight into the behavior of the nonlinear PDE and, consequently, on the nonlinear
dynamics of the °ame front.
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1. Introduction. In a previous paper [1], that we shall refer to as Part I, we
were concerned with the periodic solutions of the nonlinear PDE
’t =
1
2
If’;xg+ ’xx + 1
2
’2x(1.1)
over the interval ¡L < x < L. The operator If  ;xg is a linear singular nonlo-
cal operator dened such that If’;xg = ¡Hf’x;xg, where Hf  ;xg is the Hilbert
transform. This equation describes the nonlinear development that follows when a
nominally planar °ame front becomes unstable [2]. Here ’(x; t) denotes the °ame
front displacement, x is the spatial coordinate, and t is the time. The physicochem-
ical parameter  depends primarily on the gas thermal expansion and is responsible
for the Darrieus{Landau instability of the planar front [3, 4]. As noted in Part I, the
problem depends on a single parameter ~ = =L which, for convenience, will be
used interchangeably with its reciprocal ° = 1=~. We note that changes in L, the
parameter used in [5, 6, 7, 8], are proportional to changes in ° and inversely propor-
tional to changes in ~. With this scaling the domain of integration is xed and equal
to 2. For further details the reader should consult Part I. Also, in order to minimize
duplication, we shall use the notation (I-n.m) when referring to equation (n.m) of
Part I; we will state explicitly only the necessary equations.
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The trivial solution ’ = 0 of (1.1) corresponds to the °at °ame front, which is
known to be unstable for ° > °1 = 2. At the same time, for ° > °1 the nonlinear PDE
admits exact pole solutions as equilibrium states. The pole decomposition technique
formally reduces the PDE to a nite set of ODEs which describe the motion of the
poles in the complex plane. There is a natural tendency, implied by these ODEs, for
the poles to align parallel to the imaginary axis. The particular set of solutions thus
obtained is referred to as the family of coalescent states, and the set of equilibrium
solutions obtained when the poles are time independent is referred to as the family
of coalescent steady states. The members of this family are distinguished by the
number of poles they possess such that an N -pole coalescent steady state ’N , with
N = 0; 1; : : : ;1, is a solution made up of N aligned poles. The zero-pole solution
corresponds to a °at front. An N -pole solution with N  1 corresponds to a cusp-like
structure that propagates at constant speed without change in its shape. As the value
of ° increases this solution becomes more singular and develops a real cusp as ° !1.
For a given ° there is an upper bound on the number of poles that a coalescent steady
state possesses, namely, N  N0(°) with N0(°) given by (I-3.24). For given ° and
N  N0(°) there exists one and only one coalescent steady state. The larger N , the
larger the peak of the °ame front. At the critical point ° = °1 at which the °at front
becomes unstable, the one-pole solution is born from the zero-pole solution. At the
critical point ° = °2 = 6, the two-pole solution is born out of the one-pole solution.
And, in general, the N -pole solution bifurcates from the (N ¡ 1)-pole solution at
° = °N = 2(2N ¡ 1).
For a coalescent state, a pole can be uniquely identied by its imaginary part.
We shall therefore use the notation ykn for both the nth pole of the k-pole coalescent
steady state and the imaginary part of this pole. In physical space the imaginary part
represents the depth of the cusp forming on the °ame front; the real part, common to
all poles, represents the location of the cusp along the front. Without loss of generality
it is assumed in this paper that the cusp is located at the origin. In Figure 1.1 we
present the dependence of the poles of the coalescent steady states on °, as calculated
in Part I, in two ways. Each provides a dierent interpretation: the rst is perhaps
the more natural one; the second was found more useful in the discussion below.
The rst way, best illustrated in Figure 1.1(a), is to consider each solution, ’N , as
being composed of N poles. All but one pole of a coalescent steady state ’N bifurcate
from the poles of the parent solution ’N¡1; the last pole is born at innity. Thus, at
° = °N , the rst N ¡ 1 poles yN1 ; : : : ; yNN¡1 bifurcate from the poles yN¡11 ; : : : ; yN¡1N¡1 ,
respectively, whereas the last pole yNN originates at innity. We observe that y
N
n <
yN¡1n , n = 1; : : : ; N ¡ 1, and that all the poles approach zero as ° !1.
The second way, best illustrated in Figure 1.1(b), is to consider each solution, ’N ,
as being composed of an innitely countable number of poles. The rst N poles of
the N -pole solution have nite imaginary parts, i.e., 1=yNn > 0 for n = 1; : : : ; N ; the
remaining \1¡N" poles have innite imaginary parts, i.e., 1=yNn  0 for n = N +
1; : : : ;1. We shall call a pole with a nite imaginary part a pole of type I and a pole
with an innite imaginary part a pole of type II. All the poles of a coalescent steady
state ’N bifurcate from the poles of the parent solution ’N¡1. At the bifurcation
point, all but one pole keep the types of their parent poles, whereas the type of the
Nth pole is the opposite to the type of its parent pole. Thus, the following relations
hold between the poles of ’N and the poles of ’N¡1:
(1) All the poles of ’N bifurcate from the poles of ’N¡1. In other words, 1=yNn =
1=yN¡1n at ° = °N for n = 1; : : : ;1.
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Fig. 1.1. (a) Dependence of the imaginary parts of poles, yn, on ° for N-pole coalescent steady
states, N = 1; : : : ; 4. (b) Dependence of the reciprocals of the imaginary parts of poles, 1=yn, on
° for N-pole coalescent steady states, N = 0; : : : ; 4. The points where the new poles are born are
marked with dots.
(2) The Nth pole of ’N is of the opposite type from the parent pole, the Nth pole
of ’N¡1; while yN¡1N is of type II, y
N
N is of type I. In other words, 1=y
N
N > 1=y
N¡1
N  0
when ° > °N .
(3) The rest of the poles of ’N inherent the types of the parent poles; y
N¡1
n and
yNn with n = 1; : : : ; N ¡ 1 are of type I while yN¡1n and yNn with n = N + 1; : : : ;1
are of type II. In other words, for ° > °N , 1=y
N
n > 1=y
N¡1
n > 0 with n = 1; : : : ; N ¡1
and 1=yNn  1=yN¡1n  0 with n = N + 1; : : : ;1.
Similar to the analyses of [5, 8] and [6, 7], we are concerned here with the linear
stability of the coalescent steady states. In Part I, we formulated the corresponding
eigenvalue problem and derived analytical expressions for the spectrum and corre-
sponding eigenfunctions. It was found that the spectrum of the eigenvalue problem
associated with an N -pole coalescent steady state consists of two types of eigenvalues.
For type I, there are two sets of eigenvalues, the symmetric set
0 > N;s1 > 
N;s
2 >    > N;sN(1.2)
and the antisymmetric set
0 = N;a1 > 
N;a
2 >    > N;aN :(1.3)
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All eigenvalues of the symmetric set are distinct from the eigenvalues of the antisym-
metric set, for all ° > °N . Each eigenvalue of type I is a simple eigenvalue; there
is only one eigenfunction associated with it. The eigenfunction associated with an
eigenvalue of the symmetric set is symmetric with respect to x = 0; the eigenfunction
associated with an eigenvalue of the antisymmetric set is antisymmetric with respect
to x = 0. The eigenfunctions are given in subsection 4.3 of Part I.
For type II, there is only one set that consists of innitely many eigenvalues, given
by
NN+S =
1
2
S

1¡ (S + 2N) 2~ ; S = 1; : : : ;1:(1.4)
Each eigenvalue of type II has multiplicity two so that there are two dierent eigen-
functions associated with it|one symmetric and one antisymmetric. The eigenfunc-
tions are given in subsection 4.3 of Part I.
In this paper we show that for any value of the parameter ° there exists one and
only one asymptotically stable (apart from a trivial lateral translation of the °ame
front) solution from the family of coalescent steady states. The asymptotically stable
solution is the solution with the largest possible (for this particular value of °) number
of poles, N0(°). The same type of bifurcation that takes place at °1 occurs at all other
bifurcation points: at °1 the zero-pole solution becomes unstable while the newborn
one-pole solution is stable and, at °N (N  1), the (N ¡ 1)-pole solution becomes
unstable while the newborn N -pole solution is stable. Therefore, as the parameter
° increases, the equilibrium states of the PDE undergo a cascade of supercritical
bifurcations.
We also show that the (linearized) dynamics of poles of type I are linked to the
eigenvalues of type I and the (linearized) dynamics of poles of type II are linked to the
eigenvalues of type II. As ° crosses the bifurcation point °N the following happens:
(i) The largest eigenvalue of type II of ’N¡1 (which is the Nth eigenvalue) changes
its sign from negative to positive. (ii) The Nth pole (of type I) of ’N , born from
the Nth pole (of type II) of ’N¡1, moves from innity to a nite location. (iii) The
two Nth eigenvalues (both of type I, simple) of ’N , that bifurcated from the Nth
eigenvalue (of type II, multiplicity two) of ’N¡1, move from zero to negative values.
In this way the newborn solution ’N gains stability while its parent ’N¡1 becomes
unstable.
This paper is organized as follows. In section 2 we examine the properties of the
eigenvalues and the eigenfunctions and discuss the implications on the stability of
the steady coalescent pole solutions. In section 3 we discuss the links between poles
and eigenvalues and the dependence of the solution of the PDE on the parameter
°. Concluding remarks that include a discussion on directions for future research are
presented in section 4.
2. Spectrum and stability. In this section we examine the properties of the
eigenvalues and eigenfunctions and the stability of the steady coalescent pole solutions.
As pointed out earlier we assume, without loss of generality, that the common real
part of the poles is zero (one needs to set xc = 0 in all the formulas of subsection 4.3
of Part I).
We denote an eigenfunction in x-space by ˆ(x) and an eigenfunction in k-space as
“k and adopt the following normalization: arbitrary constants are chosen such thatP1
k=1 j“kj2 = 1 in Fourier-space representation and
R L
¡L jˆ(x)j2dx = 1 in physical-
space representation. We note that the quantity j“kj2 can be thought of as the relative
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Fig. 2.1. Dependence of the eigenvalues  on ° for the zero-pole solution (N=0), or the °at
°ame front. At ° = 2 the largest eigenvalue crosses the horizontal axis (the point marked with an
open circle) and the °at °ame becomes unstable.
energy contained in the kth Fourier mode. For further details regarding the notation
used, the reader should consult Part I.
We start by examining the zero-pole solution, which corresponds to a steadily
propagating °at front.
2.1. Zero-pole solution. When N = 0, there are no eigenvalues of type I. The
eigenvalues of type II,
0S =
1
2
S

1¡ 2~S ; S = 1; : : : ;1 ;(2.1)
are plotted in Figure 2.1. Each eigenvalue 0S has multiplicity two; it possesses two
eigenfunctions: a pure cosine ˆ0;sS (x) = cos(
~Sx)=
p
L with wavenumber ~S and a pure
sine ˆ0;aS (x) = sin(
~Sx)=
p
L with wavenumber ~S. The Fourier-space representation
of the eigenfunctions is
“0S;k =
8><>:
1 if k = S;
0 otherwise:
(2.2)
Finally, we point out that the eigenfunctions of the zero-pole solution are independent
of °.
The linear spectrum (2.1) of the °at front solution implies that there exists a
critical value of the parameter °, namely, °1 = 2, such that
(1) for ° < °1 all eigenvalues 
0
S are negative, the zero-pole solution is asymp-
totically stable;
(2) at ° = °1 the rst eigenvalue, 
0
1, becomes zero, at this point the zero-pole
solution becomes marginally stable;
(3) for ° > °1 the rst eigenvalue, 
0
1, is positive, the zero-pole solution is un-
stable.
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Fig. 2.2. Dependence of the eigenvalues  on ° for the one-pole coalescent steady state (N=1)
which exists for ° > 2. At ° = 6 the largest eigenvalue crosses the horizontal axis (the point marked
with an open circle) and the one-pole coalescent steady state becomes unstable.
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Fig. 2.3. Dependence of the rst eight harmonics of the rst eigenfunctions (type I) of the
one-pole coalescent steady state on °.
We have thus recovered the eigenvalues and eigenfunctions of the °at front solution
discussed in the introduction. This eigensystem is the only one associated with the
PDE (1.1) that, prior to this work, has been known analytically.
Next, we examine the properties of the eigenvalues and eigenfunctions associated
with an N -pole coalescent steady state (N > 0), which corresponds to a steadily
propagating cusp-like structure. We start discussing the special cases N = 1; 2 (only
N = 2 is representative of the general case) and then summarize the corresponding
properties for the general N case.
2.2. One-pole solution. When N = 1, there is one symmetric
1;s1 = ¡
~
sinh2 y1
= sinh (ln 2~)(2.3)
and one antisymmetric
1;a1 = 0(2.4)
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Fig. 2.4. k-space representation (left column) and x-space representation (right column) of
the rst (type I) symmetric (row (a)) and antisymmetric (row (b)) eigenfunctions of the one-pole
coalescent steady state, at dierent values of the parameter °: ° = 2:1|the lightest lines; ° = 6:1|
the lines of medium darkness; ° = 100:1|the darkest lines.
eigenvalue of type I. These eigenvalues are plotted in Figure 2.2. Either eigenvalue is
simple. The corresponding eigenfunctions have identical representations in k-space,
given by
“11;k =
8>>><>>>:
q
2
+1 if k = 1;
q
2
+1

¡1
+1
(k¡1)=2
otherwise;
(2.5)
where  = ~1=~ = °=°1. The eigenfunctions depend strongly on the parameter °.
The principal trend in the development of the eigenfunctions of type I, as ° increases
from °1 to 1, is to become more singular.
One observes in Figure 2.3 that the magnitude of the rst Fourier harmonic, “11;1,
decreases monotonically from 1 to 0, while the magnitude of any other harmonic, “11;k
with k  2, rst increases from 0, reaches its maximum value
q
k¡k (k ¡ 1)(k¡1) at
° = °k, and then decreases back asymptotically to 0. Accordingly, one observes
(Figure 2.4, left column) the following changes in the proles of the eigenfunctions in
k-space, as ° increases: The energy concentrated at k = 1, for ° = °1, is redistributed
in such a way that, as ° becomes large, all harmonics become equally signicant. The
energy associated with any wavenumber k decreases and becomes vanishingly small
as ° !1. In x-space (Figure 2.4, right column) the eigenfunctions become more and
more \concentrated" near the origin. For the symmetric eigenfunction, which is a pure
cosine at °1, the width of the bell-shaped prole decreases while its height increases.
In the limit ° ! 1, the height becomes innitely large and the width vanishingly
small; we shall refer to this shape as a \spike." For the antisymmetric eigenfunction,
which is a pure sine at °1, a pair of spikes, pointing in opposing directions, develop
near and on either side of the origin.
There are innitely many eigenvalues of type II given by formula (1.4), where
N = 1, and plotted in Figure 2.2. Each eigenvalue of type II has multiplicity two.
Thus, each possesses two eigenfunctions | one symmetric and one antisymmetric.
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Fig. 2.5. k-space representation (left column) and x-space representation (right column) of the
fourth symmetric eigenfunction (type II) of the one-pole coalescent steady state at dierent values
of the parameter °: (a) ° = 2:1, (b) ° = 4:8, (c) ° = 12:0, (d) ° = 23:8, and (e) ° = 100:1.
The eigenfunctions depend strongly on the parameter °. The principal trend in the
development of the mth eigenfunctions of type II (m = 2; : : : ;1), as ° increases from
°1 to 1, is the transfer of energy from the mth Fourier harmonic to the (m ¡ 1)th
Fourier harmonic: At ° = °1, the symmetric eigenfunction of type II, ˆ
1;s
m , bifurcates
from ˆ0;sm which is a pure cosine with wavenumber m; the antisymmetric eigenfunction
of type II, ˆ1;am , bifurcates from ˆ
0;a
m which is a pure sine with wavenumber m. In
the limit ° ! 1, the eigenfunction ˆ1;sm asymptotically approaches ˆ0;sm¡1 which is
a pure cosine with the wavenumber m ¡ 1; the eigenfunction ˆ1;am asymptotically
approaches ˆ0;am¡1 which is a pure sine with the wavenumber m ¡ 1. This transfer
of energy does not occur directly, but in three stages as illustrated in Figures 2.5{
2.7 for the case m = 4. The development of the eigenfunction proles in k- and
x-spaces are shown in the graphs (a){(e) of Figures 2.5{2.6. During the rst stage,
when values of ° are close to °1, the energy, initially contained in the mth Fourier
mode, is redistributed over a large range of wavenumbers. In k-space representation
the maximum of the mth eigenfunction, initially located at k = m (a), becomes less
pronounced and the contribution of the lower wavenumbers becomes more important.
When the maximum reaches k = 1 (b), the maximum has lost most of its height
and a broad range of relatively signicant wavenumbers has developed. Accordingly,
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Fig. 2.6. k-space representation (left column) and x-space representation (right column) of
the fourth antisymmetric eigenfunction (type II) of the one-pole coalescent steady state at dierent
values of the parameter °: (a) ° = 2:1, (b) ° = 9:1, (c) ° = 12:6, (d) ° = 23:8, and (e) ° = 100:1.
in x-space, the mth eigenfunction is stretched out such that most of the oscillations
disappear leaving behind nearly smooth tails with a localized structure in the vicinity
of the origin; near the origin the prole of the symmetric eigenfunction is bell shaped
and the prole of the antisymmetric eigenfunction is \double bell"-shaped (a pair of
bells placed in the opposite sides of the x-axis). During the intermediate stage, part of
the energy contained in the broad range of harmonics goes into the rst wavenumber
(c), and then from the rst wavenumber into the second wavenumber (d), from the
second wavenumber into the third wavenumber, etc., ending up, in general, in the
(m ¡ 1)th wavenumber. During the last stage, as ° becomes large, the (m ¡ 1)th
wavenumber drains the energy from all the other wavenumbers so that when ° !1
the amplitude of the (m ¡ 1)th harmonic approaches 1 while the amplitudes of all
other harmonics decrease to zero (e). This development is clearly seen in Figure 2.7,
where the continuous dependence of the eigenfunctions on ° is illustrated for the rst
eight harmonics, “14;k with k = 1; : : : ; 8; while most of the energy is initially contained
in the mth harmonic, it is transferred in stages to the (m ¡ 1)th wavenumber as °
becomes large.
2.3. Two-pole solution. When N = 2, there are two symmetric and two an-
tisymmetric eigenvalues of type I. Each eigenvalue of type I is simple. One of the
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Fig. 2.7. Dependence of the rst eight harmonics of the fourth symmetric (a) and antisymmetric
(b) eigenfunctions (type II) of the one-pole coalescent steady state on °.
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Fig. 2.8. Dependence of the eigenvalues  on ° for the two-pole coalescent steady state (N = 2)
which exists for ° > 6. At ° = 10 the largest eigenvalue crosses the horizontal axis (the point marked
with an open circle) and the two-pole coalescent steady state becomes unstable.
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antisymmetric eigenvalues of type I is
2;a1 = 0;(2.6)
the associated eigenfunction is given by (I-4.52) with A1 = A2. The other antisym-
metric eigenvalue is
2;a2 = ¡~
"
sinh¡2

y1 ¡ y2
2

+ sinh¡2

y1 + y2
2
#
= sinh (ln 6~) ;(2.7)
the associated eigenfunctions are given by (I-4.52) with A1 = ¡A2. The two symmet-
ric eigenvalues of type I are
2;s = ¡~ 1
2
("
sinh¡2

y2 ¡ y1
2

+ sinh¡2

y2 + y1
2
#
+
h
sinh¡2 y1 + sinh¡2 y2
i

vuut" sinh¡2y2 ¡ y1
2

¡ sinh¡2

y2 + y1
2
#2
+
h
sinh¡2 y1 ¡ sinh¡2 y2
i2 )
;
(2.8)
the associated eigenfunctions are given by (I-4.51) with A2 =
¡
B pB2 + 1A1,
where
B =
sinh¡2 y1 ¡ sinh¡2 y2
sinh¡2
¡
y2¡y1
2
¡ sinh¡2¡y2+y12  :(2.9)
The eigenvalues are plotted in Figure 2.8. The dependence of the eigenfunctions of
type I of the two-pole solution on the parameter ° is illustrated in Figures 2.9{2.12;
they exhibit a behavior similar to that of the eigenfunctions of type I of the one-pole
solution. The principal trend in the development of the eigenfunctions of type I, as °
increases from °2 to 1, is to become more singular.
There are innitely many eigenvalues of type II given by formula (1.4), where
N = 2, and plotted in Figure 2.8. Each eigenvalue of type II has multiplicity two.
Thus, each possesses two eigenfunctions|one symmetric and one antisymmetric. The
dependence of the eigenfunctions of type II of the two-pole solution on the parameter
° is illustrated in Figures 2.13{2.15. The principal trend in the development of the
mth eigenfunctions of type II (m = 3; : : : ;1), as ° increases from °2 to 1, is the
transfer of energy, which has been initially (at ° = °2) fairly equally distributed over
a wide range of wavenumbers, to the (m¡ 2)th wavenumber.
The character of the dependence of the eigenfunctions of the two-pole solution
on the parameter ° is prototypical for that of a general N -pole solution, with N  2;
the discussion on this dependence is presented in the next subsection.
2.4. N -pole solution. We rst examine the dependence of the eigenfunctions
of an N -pole coalescent steady state (with N  2) on the parameter ° (illustrated for
the case N = 2 in Figures 2.9{2.15) and then address the stability issues.
Eigenfunctions of type I (Figures 2.9{2.12). The principle trend in the de-
velopment of any eigenfunction of type I, as ° increases from °N to 1, is to become
more singular. The energy concentrated mostly near k = 1, at the bifurcation point,
° = °N , is redistributed in such a way that the relative signicance of the higher
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Fig. 2.9. Dependence of the rst eight harmonics of the rst symmetric (a) and antisymmetric
(b) eigenfunctions (type I) of the two-pole coalescent steady state on °.
10 30 50 70 90
γ
0.0
0.5
1.0
Ψ
κ
10 30 50 70 90
γ
0.0
0.5
1.0
Ψ
κ
1
8
1
8
(a)
(b)
Fig. 2.10. Dependence of the rst eight harmonics of the second symmetric (a) and antisym-
metric (b) eigenfunctions (type I) of the two-pole coalescent steady state on °.
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Fig. 2.11. k-space representation (left column) and x-space representation (right column) of
the rst symmetric (row (a)) and antisymmetric (row (b)) eigenfunctions (type I) of the two-pole
coalescent steady state at two values of parameter °: the lighter lines correspond to ° = 6:1 and the
darker lines correspond to ° = 100:1.
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Fig. 2.12. k-space representation (left column) and x-space representation (right column) of
the second symmetric (row (a)) and antisymmetric (row (b)) eigenfunctions (type I) of the two-pole
coalescent steady state at two values of the parameter °: the lighter lines correspond to ° = 6:1 and
the darker lines correspond to ° = 100:1.
harmonics increases at the expense of the lower ones. As ° ! 1, the eigenfunction
in k-space °attens out; in x-space a spike, or a pair of spikes, develops near the origin
for the symmetric/antisymmetric eigenfunctions, respectively. The dierence between
any two eigenfunctions, for example, the mth eigenfunction of an M -pole solution and
the nth eigenfunction of an N -pole solution, is mostly quantitative.
Eigenfunctions of type II (Graphs (a){(c) of Figures 2.13{2.14 and Figure 2.15;
case m = 4 is presented). The principle trend in the development of the mth eigen-
function of type II (m = N + 1; : : : ;1), as ° increases from °N to 1, is the transfer
of energy, which is rst (at ° = °N ) fairly equally distributed over a wide range of
wavenumbers, to the (m¡N)th wavenumber. This transfer of energy does not occur
directly but in two stages, which are similar to the intermediate and last stages in the
development of the type II eigenfunctions of the one-pole solution. At the beginning
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Fig. 2.13. k-space representation (left column) and x-space representation (right column) of the
fourth symmetric eigenfunction (type II) of the two-pole coalescent steady state at dierent values
of the parameter °: (a) ° = 6:1, (b) ° = 16, and (c) ° = 100:1.
1 3 5 7 9
k
−1
0
1−
0
1
Ψ
κ
−
0
1
−3 −1 1 3
x
−1
0
1−
0
1
ψ(
x)
−
0
1(a)
(b)
(c)
Fig. 2.14. k-space representation (left column) and x-space representation (right column) of
the fourth antisymmetric eigenfunction (type II) of the two-pole coalescent steady state at dierent
values of the parameter °: (a) ° = 6:1, (b) ° = 18, and (c) ° = 100:1.
of the rst stage, at ° = °N , the symmetric eigenfunction ˆ
N;s
m bifurcates from ˆ
N¡1;s
m
which has a bell shaped prole and the antisymmetric eigenfunction ˆN;am bifurcates
from ˆN¡1;am which has a \double bell"-shaped prole; in both cases the energy is
fairly equally distributed over a wide range of wavenumbers (a). As ° increases dur-
ing the rst stage most of the energy is rst transferred to the rst wavenumber (b),
and then from the rst to the second wavenumber, from the second wavenumber to
the third wavenumber, etc., ending up in the (m¡N)th wavenumber. At the end of
this stage, the k-space representation is dominated by the maximum (if m¡N is odd)
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Fig. 2.15. Dependence of the rst eight harmonics of the fourth symmetric (a) and antisym-
metric (b) eigenfunctions (type II) of the two-pole coalescent steady state on °.
or minimum (if m¡N is even) at k = m¡N ; though some small contributions from
all the remaining wavenumbers are still recognizable. In x-space, although the mth
eigenfunction is close to a cosine or sine with wavenumber (m¡N), a sharp change oc-
curs near the origin; the singular behavior there is quite obvious in the antisymmetric
case (see Figure 2.14(b), right column) but can be also detected in the symmetric case
(see Figure 2.13(b), right column). In the second stage, when values of ° are large,
the (m¡N)th wavenumber drains the energy from the rest of the wavenumbers; the
energy contained in the (m¡N)th wavenumber increases asymptotically approaching
1 while the energy of all other wavenumbers decrease asymptotically approaching 0
(c). As ° !1 the shape of an antisymmetric eigenfunction in x-space approaches a
pure sine harmonic with the wavenumber m¡N and the shape of a symmetric eigen-
function in x-space approaches a pure cosine harmonic with the wavenumber m¡N .
The singular region near the origin shrinks and disappears in the limit.
We point out that the energy of either a symmetric or an antisymmetric eigen-
function that corresponds to k = 1; : : : ;m ¡ N ¡ 1 decays like °¡2. However, the
energy of a symmetric eigenfunction that corresponds to k = m¡N + 1; : : : ;1, de-
cays like °¡6, while that of an antisymmetric eigenfunction decays like °¡2. For this
reason, the singularity in the gures near x = 0 is more obvious in the antisymmetric
case than in the symmetric case.
The linear stability results for an N -pole solution ’N (x) (N  1) follow immedi-
ately from (1.4) and the fact that all eigenvalues of type I are nonpositive. These imply
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that there exists a critical value of the parameter ° = 1=~, namely °N+1 = 2(2N + 1)
such that
(1) for °N < ° < °N+1 all eigenvalues are nonpositive, the solution ’N (x) is
neutrally stable;
(2) the (N + 1)th eigenvalue, NN+1, becomes zero at ° = °N+1, at this point the
solution ’N (x) is marginally stable;
(3) for ° > °N+1 the (N + 1)th eigenvalue, 
N
N+1, is positive, the solution ’N (x)
is unstable.
By neutrally stable, we mean that, apart from the trivial translational mode, the
solution is asymptotically stable: There is only one eigenfunction (the translational
mode) associated with a zero eigenvalue; all other eigenfunctions are stable, corre-
sponding to negative eigenvalues. The translational mode, related to a lateral shift
of the °ame front with no change in the shape of the front, is of little interest from
the practical point of view. By marginally stable we mean that, apart from the trivial
translational mode, there is at least one other nontrivial eigenfunction corresponding
to the zero eigenvalue. Here, there are two such eigenfunctions, the symmetric and the
antisymmetric ones, both associated with the same eigenvalue NN+1. The eigenspace
of the zero eigenvalue is, therefore, three-dimensional. (Things are dierent with the
°at °ame solution, N = 0, which does not possess a zero eigenvalue with the transla-
tional mode. When this solution becomes marginally stable, the eigenspace of a zero
eigenvalue is two-dimensional.)
3. Poles and eigenvalues; cascading bifurcations. Based on the preceding
results, a clear pattern develops regarding the existence and linear stability of the
family of coalescent steady states. Suppose we carry out an experiment in which °,
the only parameter of the problem, increases from 0 to 1, and observe the changes
in the existence and stability properties of the solutions. As it turns out qualitative
changes occur at the points ° = °N+1, N = 0; : : : ;1, so that it becomes convenient
to focus our attention on the intervals IN = (°N ; °N+1) and in particular on the
transition that takes place as we move from one interval to the adjacent one. As in
Part I, we assumed °0 = 0.
We begin with the rst interval, I0. Only one solution from the family of coales-
cent steady states exists in this interval; it is the zero-pole state ’0. This solution has
an innitely countable number of poles and an innitely countable number of eigen-
values. All the poles are of type II; i.e., they are at innity. All the eigenvalues are of
type II: they are of multiplicity two and, within the interval I0, they are all negative.
The zero-pole state is asymptotically stable in the interval I0. Upon reaching the
end of the interval I0, i.e., at ° = °1, the largest eigenvalue, 
0
1, becomes zero; ’0
becomes marginally stable (see Figure 2.1). However, at this point the one-pole state
’1 bifurcates from the zero-pole state ’0.
Consider now a general interval, IN¡1. There exist N solutions of the family of
coalescent steady states in this interval. The rst N ¡ 1 solutions, ’0; ’1; : : : ; ’N¡2,
are clearly unstable. We thus focus on the last solution, the (N ¡ 1)-pole solution
’N¡1. This solution has an innitely countable number of poles and an innitely
countable number of eigenvalues. Among the poles N¡1 are of type I, i.e., they are at
a nite distance from the real axis, and the rest are of type II, i.e., they are at innity.
Among the eigenvalues N ¡1 are symmetric of type I and N ¡1 are antisymmetric of
type I; the rest are of type II. Each eigenvalue of type I is simple. Each eigenvalue of
type II has multiplicity two. Within the interval IN¡1 all the eigenvalues are negative.
The N -pole state is asymptotically stable in the interval IN¡1. Upon reaching the
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Fig. 3.1. Dependence of the 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pole coalescent steady states, N = 0; : : : ; 4, on °. The points where the eigenvalues of the newborn
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Fig. 3.2. Dependence of the amplitude, ’, of the N-pole coalescent steady states, N =
0; : : : ; 4, on °. The points where the new states are born are marked with dots.
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end of the interval IN¡1, i.e., at ° = °N the largest eigenvalue N¡1N becomes zero;
’N¡1 becomes marginally stable (see, for example, Figures 2.2 and 2.8). However,
at this point the N -pole state ’N bifurcates from the (N ¡ 1)-pole state ’N¡1. The
bifurcation at ° = °N is characterized by the following two properties:
(1) All the poles of ’N bifurcate from the poles of ’N¡1 (see Figure 1.1). The
Nth pole of ’N is of the opposite type from its parent pole. The rest of the poles of
’N inherent the types of their parent poles.
(2) All the eigenvalues of ’N bifurcate from the eigenvalues of ’N¡1 (see Fig-
ure 3.1). In particular:
(i) two simple eigenvalues of ’N , 
N;s
N and 
N;a
N , are born from one double zero
eigenvalue of ’N¡1, N¡1N ;
(ii) the newborn eigenvalues N;sN and 
N;a
N are of type I and, therefore, of the
opposite type from their parent eigenvalue, N¡1N , which is of type II;
(iii) the rest of the eigenvalues of ’N inherent the types of their parent eigen-
values, namely, N;sn and 
N;a
n , as well as 
N¡1;s
n and 
N¡1;a
n , with n = 1; : : : ; N ¡ 1,
are of type I and Nn , as well as 
N¡1
n , with n = N + 1; : : : ;1, are of type II.
Immediately beyond the interval IN¡1, the largest eigenvalue of the (N ¡ 1)-pole
state N¡1N is positive so that ’N¡1 is unstable. However, for the newborn N -pole
state, the two eigenvalues that bifurcated from N¡1N , 
N;s
N , and 
N;a
N are negative.
All the other eigenvalues of ’N , like those of ’N¡1, are negative with the exception of
N;a1  N¡1;a1  0. Thus, apart from a translational mode associated with N;a1 , the
solution ’N is stable. There is a supercritical bifurcation at the point °N illustrated
in Figure 3.2.
From the general pattern just described, it appears that there is a close relation
between the poles and the eigenvalues of the N -pole coalescent steady state ’N . The
(linearized) dynamic of the N poles of type I, located at a nite distance from the real
axis, is linked to the N symmetric and N antisymmetric eigenvalues of type I and the
associated eigenfunctions. The (linearized) dynamic of the \1¡N" poles of type II,
located at innity, is linked to the \1¡N" eigenvalues of type II and the associated
eigenfunctions. At the bifurcation point a pole of type II moves from innity to a
nite location, becoming a pole of type I for the newborn solution. Similarly, an
eigenvalue (with multiplicity two) of type II with a tendency of becoming positive
splits into two simple eigenvalues of type I which are necessarily negative. In this way
the newborn solution gains stability while its parent becomes unstable.
An important conclusion from the above results is that for any value of the pa-
rameter ° there always exists one and only one nonnegative integer N such that the
N -pole solution from the family of coalescent steady states exists and is (apart from a
translational mode) stable. It should be pointed out that this N is the largest possible
N for this particular value of °, i.e., N0(°) dened in (I-3.24).
Next we would like to comment on the energy transfer that takes place at the
bifurcations points as ° increases from 0 to 1. Recall that at ° = °N , an mth
eigenfunction of the N -pole solution ˆNm bifurcates from an mth eigenfunction of the
(N ¡ 1)-pole solution ˆN¡1m , where N;m = 1; : : : ;1. For each eigenfunction the
energy, dened at the beginning of section 2, is a function of °; we shall refer to
its value as ° ! 1 (i.e., when diusion becomes negligibly small) as the limiting
energy. There are three qualitatively dierent types of bifurcations from ˆN¡1m to ˆ
N
m
that occur as long as the distribution of the limiting energy over the wavenumbers is
concerned.
(i) When m = 1; : : : ; N ¡ 1 either eigenfunction is of type I and the limiting
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energy is equally distributed over all wavenumbers.
(ii) When m = N , the parent eigenfunction ˆN¡1N is of type II with its limiting
energy accumulated in the rst, i.e., the lowest, wavenumber. The newborn eigen-
function ˆNN , however, is of type I with its limiting energy equally distributed over all
wavenumbers.
(iii) When m = N + 1; : : : ;1 either eigenfunction is of type II. However, while
the limiting energy of the parent eigenfunction ˆN¡1m is accumulated in the (m¡N +
1)th wavenumber, the limiting energy of the newborn eigenfunction ˆNm is accumulated
in the (m¡N)th wavenumber.
Consider now the changes that occur when an mth eigenfunction undergoes a
cascade of bifurcations. The limiting energy is rst accumulated in one mode. At
each bifurcation the energy remains accumulated but is transferred to a lower mode;
when this is no longer possible it gets redistributed over all modes, and remains so in all
subsequent bifurcations. More precisely, all the limiting energy of ˆ0m is contained in
the mth wavenumber. First, at each bifurcation the limiting energy keeps on shifting
one wavenumber down: at ° = °1 all the limiting energy of ˆ
1
m is contained in the
(m ¡ 1)th wavenumber, at ° = °m¡1 all the limiting energy of ˆm¡1m is contained
in the rst wavenumber. At the next bifurcation ° = °m the limiting energy can
no longer be moved down, instead it gets redistributed over all wavenumbers. The
limiting energy of ˆnm, with n  m, is equally distributed over all wavenumbers.
After innitely many bifurcations, i.e., when N ! 1 (° ! 1), all eigenfunctions
have their energy equally distributed over all wavenumbers; in x-space the shape of
each eigenfunction is singular, it is a single spike (for symmetric eigenfunctions) and
double spikes (for antisymmetric eigenfunctions) as described in section 2.
Consider now a \composite" solution of the PDE which, in terms of °, is composed
of those portions of the solutions that are stable. That is,
’C(x; °) = ’N (x); if ° 2 IN ; N = 0; : : : ;1:(3.1)
We note parenthetically that this \solution" has been examined in [6, 7]. It is obvious
that apart from a trivial translational mode, this solution is asymptotically stable for
all values of °.
The dependence of the reciprocals of the imaginary parts of the poles of the
\composite" solution is shown in Figure 3.3. The number of the nite poles of the
\composite" solution jumps from N ¡ 1 to N at the point °N , N = 1; : : : ;1. To
preserve stability, at the point where the solution ’N¡1 is about to become unstable,
the PDE switches to the stable solution ’N . In other words, a new pole comes down
from innity, changes the structure of the solution, and ensures its stability.
The spectrum corresponding to the \composite" solution is shown in Figure 3.4.
This gure illustrates the peculiar dependence of a typical eigenvalue of the \compos-
ite" solution, N , on °. (To help visualization, the dependence of 6 on ° is singled
out with bold lines.) A typical eigenvalue N (N > 1) increases piecewise smoothly
from ¡1 to 0 as ° increases in the interval (°0; °N ). N has multiplicity two on
this interval; there are two eigenfunctions, one symmetric and one antisymmetric,
associated with it. At the point °N the eigenvalue hits the horizontal axis and then
bounces back splitting into two simple eigenvalues sN and 
a
N , one corresponding to
the symmetric eigenfunction and the other to the antisymmetric eigenfunction. The
eigenvalues sN and 
a
N then decrease piecewise smoothly from 0 to ¡1 as ° keeps on
increasing on the interval (°N ;1). It is always true that sN > aN on this interval.
The rst eigenvalue, 1, exhibits qualitatively the same dependence on the parameter
° with the only exception that a1 stays identical zero on the interval (°1;1).
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Fig. 3.3. Dependence of the reciprocals of the imaginary parts of poles, 1=yn, on ° for the
\composite" solution. Dots indicate the points where the \composite" solution switches from the
N-pole coalescent steady state to the (N + 1)th coalescent steady state.
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The dependence of the amplitude ’, as dened in Part I, of the \composite"
solution on ° is shown in Figure 3.2 with a solid line. It should be pointed out that
the amplitude tends to a constant value as ° ! 1. It is just a consequence of the
fact that the shape of the coalescent steady state tends to a genuine cusp as ° !1:
the limiting value of the amplitude of the \composite" solution is the amplitude of
that cusp.
4. Summary and discussion. Previous studies addressing the linear stability
of steady coalescent pole solutions were reported in [5, 6, 7, 8]. In [6, 7] the innite
linear system (I-4.6) was truncated at some cuto value k and the eigenvalues of the
truncated matrix were sought numerically. The results are summarized in [7, Figure 1]
which shows the spectrum of what is referred to in the present work as the composite
solution (3.1). All eigenvalues appear negative with the exception of some positive
eigenvalues for ° > °9. Without commenting on these seemingly unstable modes the
authors concluded that the N -pole coalescent steady state is neutrally stable for all
positive integral values of N . Their results also imply that the eigenspace associated
with the zero eigenvalue is one-dimensional for all values of ° in the open intervals IN ,
N > 0, but is three-dimensional at the end points of these intervals, i.e., at ° = °N+1.
In [5, 8] the linear PDE (I-4.3) for the °ame front displacement perturbation ˆ(x; t)
was integrated numerically. It was reported that, regardless of the initial conditions,
an asymptotic state of the form ˆ(x; t) = e
~t“(x) was always reached, with ~ a real
number. When ~ was positive the steady state was considered unstable with “(x)
corresponding to the most linearly unstable mode and ~ its growth rate. The steady
state was considered stable when ~ was negative and neutrally stable when ~ was zero.
As reported by the authors in [5] their results contradict those of [6, 7] listed above in
two ways: (i) The N -pole coalescent steady state is neutrally stable in the interval IN
for N = 1; 2; 3, but is unstable for N  4 for all values of °. (ii) For those values of
° for which the N -pole coalescent steady state is reported to be neutrally stable, the
eigenspace associated with the zero eigenvalue, ~ = 0; is (at least) two-dimensional.
The conclusions of [6, 7] agree, in principle, with the results of our exact solutions
except for inaccuracies and interpretation. The conclusions drawn in [5, 8], on the
other hand, do not agree with our exact results; we have proved unequivocally that
the N -pole coalescent steady states are neutrally stable in the intervals IN for all
positive integral values of N . We believe that the erroneous positive growth rates ~
reported in [8] for N  4 result from the relatively low number of modes included
in their calculations for the relatively large values of ° associated with these cases.
This will be further discussed below. Furthermore, it is straightforward to conclude
from our results that the eigenspace associated with the zero eigenvalue of the N -pole
coalescent steady state (N  1) is one-dimensional for all values of ° in the open
interval IN with the exception of the end point of the interval, °N+1. At this point
the largest eigenvalue of type II (with multiplicity two) crosses the horizontal axis so
that the eigenspace associated with the zero eigenvalue is three-dimensional.
After properly rescaling the variables, [7, Figure 1] agrees with our Figure 3.4 (c)
except for the positive eigenvalues appearing for ° > °9. It is clear from the present
work that these growing modes could result from an accumulated error originating
from a cuto value k that is too small. The choice k = 4kmax was adopted in [7],
with kmax = °=2 the largest wavenumber k for which the °at front solution is linearly
unstable. Although this number is large enough to compute the spectrum of a °at
front (N = 0) for any value of °, it is not suciently large for accurately computing
the spectrum of an N -pole solution, with N > 0, for large enough values of °. We
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recall that the eigenfunctions of the zero-pole solution are the only ones that do not
depend on °; for all the other solutions the eigenfunctions (especially of type I) in
Fourier space °atten out as ° or N increases. Thus, the number of modes needed
to represent such eigenfunctions adequately increases drastically with ° and/or N .
It should be pointed out that, although the results in [7] for relatively small values
of ° are suciently accurate, the interpretation of the data as presented in their
Figure 1 is not correct. The interpolation between the numerically computed points
in [7, Figure 1], which was purely speculative, led the authors to conclude that the
eigenvalues of the \composite" solution oscillate periodically with a dependence on
L like L¡2. Note that in their gure ~L2 was plotted against L, where L  ° is
the size of the domain of integration. It is clear from our exact representation of
eigenvalues shown in Figure 3.4 that the eigenvalues of the composite solution do
not oscillate, but rather increase monotonically from ¡1, hit the horizontal axis
and bounce back decreasing monotonically to ¡1. Indeed, by connecting points
associated with dierent eigenvalues one may be led to the erroneous conclusion that
the eigenvalues oscillate. Furthermore, as can be easily seen from the formulas (I-4.24)
and (I-4.37), the dependence of ~ on L is somewhat more complex than just being
 L¡2.
It is instructive to elaborate on the special cases discussed in [5, 8]. In [5], the
linear stability of the rst three steady coalescent pole solutions was examined. The
cases studied were (a) one-pole solution (N = 1) in the interval L = 6, corresponding
to ° = 3; (b) two-pole solution (N = 2) in the interval L = 14, corresponding to
° = 7; and (c) three-pole solution (N = 3) in the interval L = 23, corresponding to
° = 23=2. In each of the three cases the calculated growth rate ~ was zero, implying
that the steady state is neutrally stable. In each of the three cases only one nontrivial
eigenmode was found; these were plotted in their Figure 7. The authors also pointed
out that the shape of the eigenmodes in all three cases was strikingly similar. As the
number of poles in the solution increased, the maximum and minimum of eigenmodes
got closer to the boundaries of the interval. Since the values of ° in the three cases
considered belong to the intervals I1, I2, and I3, respectively, our results show that the
one-, two-, and three-pole solutions are indeed neutrally stable. The largest eigenvalue
in each of the three cases (the rst two cases are shown in Figures 2.2 and 2.8) is the
rst antisymmetric eigenvalue N;a1  0 (N = 1; 2; 3) which is a simple eigenvalue
(being of type I). Each eigenvalue possesses only one antisymmetric eigenfunction
which corresponds to the translational mode ˆN;a1 (x) = const
d
dx’N (x). The steady
states ’N (x) are all similar in shape except for the depth of their cusp; the larger N ,
the deeper the cusp or the more \singular" is the solution at x = 0. It is therefore
not surprising that the shapes of all three eigenmodes are similar. As the number of
poles increases the extrema of the eigenmodes move towards the boundaries of the
interval and become sharper; see Figures 4.1 (a){(c). We note that, although in this
paper we work with the domain (¡L;L), the eigenfunctions in Figures 4.1 and 4.2 are
presented on the interval (0; 2L) for easy comparison with [5, 8]. There is a complete
agreement between the numerical calculations of [5] and our exact solutions in these
cases.
In [8], the linear stability of the three steady coalescent pole solutions with N =
6; 8; 10 was examined. The cases studied were (d) six-pole solution (N = 6) in the
interval L = 52, corresponding to ° = 26; (e) eight-pole solution (N = 8) in the
interval L = 68, corresponding to ° = 34; and (f) ten-pole solution (N = 10) in the
interval L = 82, corresponding to ° = 41. In each of these three cases the solution
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Fig. 4.1. x-space representation of the rst antisymmetric eigenfunctions (translational modes)
(a) for the one-pole coalescent steady state, ˆ1;a1 , at ° = 3; (b) for the two-pole coalescent steady
state, ˆ2;a1 , at ° = 7; (c) for the three-pole coalescent steady state, ˆ
3;a
1 , at ° = 23; (d) for the
six-pole coalescent steady state, ˆ6;a1 , at ° = 26.
was reported to be unstable. This conclusion was based on the computed growth
rates, which were found to be 2~ = 0:647  10¡3 for case (d), 2~ = 2:13  10¡3 for case
(e), and 2~ = 9:409  10¡3 for case (f). It was also pointed out by the authors that,
in each of these three cases, only one nontrivial eigenmode was found. The shapes
of these eigenmodes were similar to each other and to the shapes of the eigenmodes
(associated with ~ = 0) found in the three cases (a){(c) examined in [5] and discussed
above. We rst point out that the values of ° in cases (e) and (f) correspond exactly
to the bifurcation points °6 and °8. In case (f) the value of ° is within the interval
I10: The steady solutions in all three cases are therefore neutrally stable. The results
of the numerical computations of [8] do not agree with our exact solutions in this
case. Our exact solutions show that for the rst two cases, (d) and (e), the largest
eigenvalue is a zero eigenvalue of multiplicity three; one of the eigenvalues is the rst
antisymmetric eigenvalue of type I, N;a1  0, and the other is the double eigenvalue
NN+1 (for N = 6; 8) of type II, which vanishes at exactly ° = 26 and ° = 34. For
the last case (f), the largest eigenvalue is the rst antisymmetric eigenvalue of type I,
N;a1  0, and it is a simple eigenvalue. Thus, at least one of the eigenmodes is the
antisymmetric eigenfunction that corresponds to the translational mode discussed
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above. The shape of these eigenmodes are expected to be similar, and similar to
those shown in Figure 4.1 (a){(c). Now, however, the peaks near the boundaries
would be sharper, as expected, because of the larger values of N considered. We have
included the eigenmode corresponding the case (d), which exhibits this behavior, in
Figure 4.1 (d). From the striking similarity between the eigenmodes calculated in [8]
in the three cases just discussed one may have anticipated that ~ must be zero, as it
actually is. There could be several reasons that led to the small positive values of ~
obtained in the calculations, instead of exact zeroes. In the computations the growth
rate was determined from ~ = limt!1f 12t lnR(t)g with R(t) =
R L
¡L (ˆ(x; t))
2
dx.
For neutrally stable states, ~ = 0, a slight imperfection in the calculated value of
R(t), resulting, for example, from using an insuciently small number of Fourier
modes, can lead to the erroneous small growth rates. Another possible reason could
be linked to the high degeneracy (multiplicity three), and therefore high sensitivity
to perturbations, of the zero-eigenvalue in cases (d) and (e). In the last case (f),
although the value of ° is not at one of the bifurcation points, the value is suciently
small, requiring a large number of harmonics to properly resolve the solution of the
PDE by means of spectral methods. As we have already pointed out the reason lies
in the fact that the eigenfunction proles in k-space representation become too °at
(especially eigenfunctions of type I) as ° increases.
Apart from resolving the controversy between the results of [6, 7] and [5, 8],
the simple exact structure of the spectrum that we have derived sheds light on the
behavior of the solutions of the linearized PDE (I-4.3) and, to some extent, on the
solutions of the nonlinear evolution equation (1.1). For example, it is possible to
examine the departure of the solution from an equilibrium state and its evolution to
a dierent state if the latter exists. To this end we examine in detail a case which
was also treated in [5]. We consider an interval of length L = 23 (corresponding
to ° = 23=2) and assume that the initial condition is the one-pole coalescent steady
state. We know that the one-pole solution is unstable for this value °. The linearly
most unstable mode at this point (see Figure 2.2) is the third eigenvalue 13, which
can be evaluated from (1.4), with ° = 23=2, N = 1, and S = 2, to be 13 = 7=23.
To translate this value to ~ used in [5], we divide the former by ° and nd the exact
value of the growth rate 2~ = 213=° = 28=529  0:05293. The calculations in [5] led
to 2~ = 0:052914, i.e., accurate up to the fourth digit. It was also noted in [5] that
two eigenmodes, one symmetric and one antisymmetric, correspond to that ~. The
two modes are obviously a consequence of the fact that 13 is of type II (of multiplicity
two) so that there is one symmetric and one antisymmetric eigenfunction associated
with it. Employing the exact formulas for eigenfunctions given in subsection 4.3 of
Part I we have plotted in Figure 4.2 the two exact eigenmodes, which show that the
results in [5, Figure 6] are well within computational errors. At ° = 23=2, one sees
from Figure 2.2 that there are three pairs of unstable directions in phase space. The
pair of the most unstable eigenmodes is the one associated with 13 which should,
therefore, be seen in the initial stage of the evolution of the solution. As suggested
in [5], the two-dimensionality of the eigenspace explains the observation (from the
numerical simulation) that, starting with a coalescent one-pole state, two additional
poles appear simultaneously and the solution of the nonlinear PDE (1.1) jumps to a
noncoalescent three-pole solution. Since the noncoalescent state is unstable the poles
eventually align themselves into a three-pole coalescent state. A similar development
occurs in the evolution of wrinkles on a nominally curved °ame (see, e.g., [9, 10]).
It has been observed that when one starts with a one-pole coalescent state as an
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Fig. 4.2. x-space representation of the third eigenfunctions for the one-pole coalescent steady
state at ° = 23=2: (a) antisymmetric, ˆ1;a3 (x); (b) antisymmetric, ˆ
1;s
3 (x).
initial condition, the solution jumps, after some time, to a three-pole coalescent state
and then, after another interval of time, to a ve-pole coalescent state, and so on.
In this case the parameter °, proportional to the radius of curvature of the °ame
front, increases continuously in time. Intuitively, as the °ame grows outwards, its
radius increases so that the domain size L and, therefore, the value of ° increase.
When ° reaches the value °N , the largest eigenvalue that crosses °-axis is of type II
(of multiplicity two) and the eigenspace associated with it is two-dimensional. As a
consequence there are always two new modes that start growing.
We point out that in this paper, and starting with subsection 4.2 in Part I, we
have only considered explicitly the stability of solutions with r = 1. This is because
N -pole coalescent steady states with r > 1 appeared to be always unstable. This was
veried by solving the eigenvalue problem for the system (I-4.6) numerically, using
the techniques illustrated in section 5 of Part I. This result is in agreement with the
conclusions drawn in [5].
In this work we have conned our attention to the stability of coalescent steady
states, showing that, for any value of ° the steady coalescent N0-pole solution is
(apart from the trivial translational mode) asymptotically stable. As directly follows
from (I-3.13) and (I-3.24), N0  Nmax and, with the exception of the case N0 = 1, the
strict inequality holds. This implies that there could be other, noncoalescent, steady
pole solutions of the system (I-3.6). Their existence and stability is an important
question that remains to be addressed.
The results of this work provide all the information needed to understand the
dynamics of the linearized evolution equation (I-4.3) or, equivalently, of the nonlinear
PDE (1.1) for initial conditions that are suciently near a coalescent steady state.
A question of interest is the evolution of the °ame front from arbitrary initial data.
Whether, for a given value of the parameter °, the long time behavior of the solu-
tion of (1.1) is the steady coalescent N0-pole solution state depends of course on the
domain of attraction of this state. For initial conditions within this domain the solu-
tion will eventually converge to the N0-pole solution; otherwise a dierent, possibly
noncoalescent state could be attained or the solution could continuously vary in time
without reaching a steady state. The numerical results on the °ame evolution starting
with arbitrary initial conditions reported in [5, 8] seem to suggest that the long time
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behavior may depend on the value of the parameter ° (or the size of the domain of in-
tegration L). However, the numerics leading to this conclusion is likely to be aected
by the deciencies similar to the ones leading to the erroneous results regarding linear
stability. In summary, the nonlinear stability and dynamics still remain an important
open question.
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