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I N T R O D U C T I O N
Electrical microstimulation of the brain is an important research tool for establishing causality between neural activity and behavior (for reviews, see Cohen and Newsome 2004; Romo and Salinas 1999) and serves as the basis for supplying sensory inputs in neural prosthetics (Bradley et al. 2005; Fernandez et al. 2005; Girvin 1988; McIntyre and Grill 2000; Middlebrooks et al. 2005; Normann et al. 1999; Tehovnik and Slocum 2007; Troyk et al. 2003) . Both of these applications rely on the assumption that microstimulation can generate percepts that are reasonably similar to those produced by naturally occurring stimuli.
Many past behavioral studies suggest that microstimulation of cortical sensory areas is equivalent to natural inputs in its ability to influence sensory perception (Bisley et al. 2001; Carey et al. 2005; Celebrini and Newsome 1995; de Lafuente and Romo 2005; DeAngelis and Newsome 2004; Ditterich et al. 2003; Hanks et al. 2006; Liu and Newsome 2005; Murasugi et al. 1993; Nichols and Newsome 2002; Romo et al. 1998 Romo et al. , 2000 Salzman et al. 1990 Salzman et al. , 1992 Uka and DeAngelis 2006) . In these experiments, however, microstimulation was usually applied for hundreds of milliseconds to seconds, which differs from the high temporal variability of natural sensory stimuli.
In contrast to these behavioral studies, neural activity measured in response to microstimulation in both in vitro and in vivo preparations has usually been characterized as a short excitatory response followed by a long period of inhibition (Berman et al. 1991; Butovas and Schwarz 2003; Butovas et al. 2006; Chung and Ferster 1998; Contreras et al. 1997; Burkhalter 1996, 1999) . Thus microstimulation can produce a "temporal spread" of neural activity that is fundamentally different from normal neurophysiological responses. We do not know the extent to which the temporal spread of neural activity produced by microstimulation influences perception. If microstimulation is to be used to probe the causality between sensory activity and perception or supply sensory input for neural prosthetics, it is important to understand how its temporal properties affect functioning neural circuits. In this study, we asked whether microstimulation and visual inputs generate different percepts.
To explore these differences, we measured the time course that brief microstimulation in area middle temporal (MT) had on the perception of a motion stimulus. Importantly, we designed our experiment so that we could compare the temporal effect of microstimulation on behavior with that of a visual input of equivalent duration. We found the ability of brief microstimulation to influence the detection of the motion stimulus was weaker and decayed more slowly compared with the control visual input. A computer model linked our behavioral results to the long-lasting electrophysiological effects of microstimulation that have been observed in the previous studies cited above. Overall, our results suggest that the temporal spread of microstimulation affects perceptual behavior and may raise design challenges for its use in a cortical visual prosthesis and for probing the relationship between cortical activity and behavior on fast time scales.
M E T H O D S

Behavioral task
Two male monkeys (Macaca mulatta) were trained to detect a brief pulse of coherent motion in a random dot patch. The trial began when the monkey depressed a lever and fixated on a central point. Eye movements were recorded with a video-based eye tracking system and the trial ended if the monkey's eye position deviated by Ͼ1.5°from the fixation point. After the lever was depressed, 0% coherent motion began in a random dot patch. A 33 ms coherent motion signal was presented to the monkey at a random time from 500 to 8,000 ms after the start of the trial (flat hazard function). For some trials, 33 ms of subthreshold coherent motion (visual probe) or 33 ms of electrical microstimulation (microstimulation probe) was also presented at various times relative to the motion signal (Fig. 1, A and C) . The monkey was rewarded if he released the lever from 150 to 650 ms after the end of the motion signal or after the end of the probe.
The strength of the coherent motion signal was adjusted for each experimental session so that the monkey detected the motion signal ϳ50% of the time and the strength of both the visual and microstimulation probes were set so that they were detected ϳ5% of the time. The strength of the signal and the probes were adjusted before data collection began by running probe-only and signal-only trials. For this, we tried several levels of coherence (for the signal and visual probe) and micostimulation current set by hand to determine the final vales used in the experimental session. This initial adjustment period usually required several hundred trials. Our threshold estimates were fairly accurate based on the behavioral results from subsequent signal and probe only trials interleaved throughout the main experimental session.
The time intervals between the visual probe and the visual motion signal (given by the start of the visual motion signal minus the end of the probe) were 0, 25, 50, 75, 100, 150, 250, 350, or 450 ms. For the microstimulation probe, the intervals were -100, - 75, -50, -25, 0, 50, 150, 250, or 350 ms . Negative values indicate the probe was presented after the signal. The length of the time between the visual motion signal and probe was denoted by (Fig. 1C) . Other trials consisted of only a visual motion signal or only a visual or microstimulation probe. In all, there were 21 possible trial types: 9 different microstimulation probe plus signal trials, 9 different visual motion probe plus signal trials, a microstimulation probe only trial, a visual probe only trial, and a visual motion signal only trial. These 21 different trial types were presented to the subject in a random order with approximately equal proportions.
Visual stimulus
The monkey was positioned 62 cm from a computer monitor (34°ϫ 26°of visual angle; 1,600 ϫ 1,200 pixels; 120 Hz refresh). The stimuli consisted of a random dot patch of white dots (each dot, 0.25°d iam) on a dark gray background with a dot density of 2.1 dots/deg 2 . The location, radius, speed, and direction of the random dot patch was matched to the preferences of the site in area MT that we were recording and stimulating for that experiment (Fig. 1B) . The preferred location and radius of the MT site were determined by manual mapping, whereas the speed and direction were determined by recording multiunit activity in response to 100% coherent motion in different directions and speeds. On every frame update, dots were assigned to either move in the preferred or null direction. The ratio of dots moving in the preferred and null direction determined the coherence level of the motion. Thus for 0% coherent motion, an equal number of dots moved in the preferred and null directions. All dots moved the same distance (preferred speed) each frame update. If a dot moved outside the receptive field, it was replotted in a random position in the opposite side of the receptive field. This stimulus constrained motion to the preferred/null axis. When 0% coherent motion was viewed, there was no net or transparent motion perceived.
Electrical microstimulation
All animal care and procedures followed guidelines set forth by McGill University's Animal Care Committee and the Canadian Council for Animal Care. The monkeys received head-posts and recording chambers under aseptic surgeries following standard techniques (Cook and Maunsell 2002) . Structural MRI brain scans (1.5 T) and the neurophysiological properties of the recording sites confirmed our electrode placement in area MT.
Electrical microstimulation was delivered to an area of MT with low-impedance (250 -1,000 K⍀ at 1 KHz) tungsten microelectrodes using a constant-current biphasic stimulator (Bak Electronics). The microstimulation probe consisted of eight biphasic pulses (250 Hz with a 200-s pulse width; Fig. 1B , inset) over 33 ms (Fig. 1C) . The current amplitude was set at the beginning of an experiment so that the animal detected the microstimulation probe alone ϳ5% of the time. The current values used ranged from 3 to 50 A with a median of 12 A.
Determining the behavioral time course of microstimulation
The behavioral time course expresses the ability of the monkey to detect the signal plus the probe together compared with how well the monkey detected the signal alone as a function of . During each experimental session, the monkey was presented with trials consisting of either a visual motion signal only, a visual probe only, a microstimulation probe only, a visual probe plus a visual motion signal, or a microstimulation probe plus a visual motion signal (Fig. 1C) . The probability of a correct detection in these five conditions was A: 2 monkeys were trained to detect a brief (33 ms) coherent motion signal in a moving random dot patch. The coherent motion occurred at a random time and the strength of the motion was set to produce threshold detection performance. The animals had a reaction time window from 150 to 650 ms to release a lever once the coherent motion occurred. B: microstimulation was applied to a site in area middle temporal (MT) whose preferred direction, speed, size, and location matched the motion stimulus. It was assumed that neural activity in area MT was linearly integrated to support the animal's detection of the coherent motion signal. C: some trials contained a probe that preceded the coherent motion signal. The probe was either 33 ms of subthreshold microstimulation or coherent motion. The separation between the signal and the probe is denoted by . Microstimulation consisted of eight 250-Hz biphasic pulses (200-s width for each phase as shown in B, inset) with amplitudes that ranged from 3 to 50 A (median, 12 A). D: results from an example experiment. The animal's probability of detecting the motion signal as a function of is shown on the vertical axis (visual probe in blue and microstimulation probe in red). The horizontal dashed black line was the monkey's probability of detecting the coherent motion signal alone and the dashed blue and red lines represent the probability of detecting the visual and microstimulation probes alone, respectively. For any correct trial, there was always a chance that the monkey simply guessed correctly instead of actually perceiving coherent motion. To account for this, we calculated the rate at which the monkey false alarmed (released the lever before any probe or coherent motion signal occurred) for each experimental session to first modify the probability of a correct detection
where FA is the probability that the monkey would false alarm in a 500 ms interval, which was the length of the response window. For a trial with a probe plus visual motion signal, the monkey was rewarded if he released the lever after the probe or after the signal. Thus the response window was adjusted according to . No value was adjusted below zero, and the mean FA across experimental sessions was 2.8%.
It is important to emphasize that FA is the true false alarm rate during our experiment, whereas p probe V and p probe M represent the probability that the monkey detected either probe presented alone.
This modification was based on the assumption that a false alarm and correct signal detection are mutually exclusive events. Although this assumption is only an approximation, the modifications were small and were applied equally to both visual and microstimulation results, and the overall results were left unchanged if no adjustments for false alarm rates were performed.
Next, we defined two values that were the probabilities of correctly detecting a signal or a probe assuming the two were independent
Although detecting the probe and detecting the signal are most likely not independent events, the differences approach zero as the probability of a probe detection becomes small and the same modifications are performed to both visual and microstimulation trials.
Because our detection task results in a binomial distribution (correct/failed), we can calculate the means
where IRF V () and IRF M () denote the behavioral time course measured with the visual and microstimulation probes, respectively. We use the term IRF because, under assumptions of linearity, the behavioral time course is related to the impulse response function of the microstimulation.
Because there is a delay before visual motion signals reach area MT, we shifted the microstimulation time course to compensate for this delay. To compute the neural latency, we computed the average neural activity from multiunit activity in response to only the visual motion signal. The neural response was smoothed with a Gaussian with an SD of 4 ms, and the latency was defined as the point in time where the average neural activity crossed 3 SD above baseline activity after coherent motion onset. Because the neural response was smoothed with a noncausal filter, this slightly lowered our estimate of the latency.
Overall, the average latency was 53.6 Ϯ 18.7 (SD) ms. To compensate for this latency, we shifted our microstimulation temporal effect 50 ms. Thus the original interval time between the microstimulation probe and the signal of -100, -75, -50, -25, 0, 50, 150, 250, and 350 ms were shifted to -50, -25, 0, 25, 50, 100, 200, 300 , and 400 ms, respectively. We did not include the microstimulation probe at negative intervals in our analysis, which corresponded to the visual motion signal reaching MT on average before the microstimulation probe. It should be noted, however, that the effect of the microstimulation probe at negative intervals was on average excitatory but weaker than the effect of the microstimulation probe at 0 ms.
Significance tests for comparing the two probes
The significance test for the strength of the probe for Յ 50 was calculated by averaging the effects of the probes at ϭ 0, 25, and 50. We performed a two-sided t-test between these averages for the microstimulation and visual probes.
Bootstrap analysis was used to compute significance when comparing how quickly the effects of the probes decayed. It was performed on both fitted and unfitted data. Given n experimental sessions in our population, we resampled at random n experimental sessions with replacement. We generated 20,000 of these boostrap samples.
For example, the entire data set consists of 53 experimental sessions. When performing a bootstrap analysis on the entire data set, we generated 53 random integers from 1 to 53. We would analyze the effect of the probes using the experimental sessions given by these random numbers. Thus some experimental sessions might be included more than once and some might not be included at all. This was repeated 20,000 times.
For each bootstrap sample we calculated the decay rate in two different ways. In the first, we divided the effect of the probe averaged between ϭ 50 and 100 ms by the effect of probe averaged between ϭ 0 and 25 ms. In the second method, we fit the average effect of the probes at all time points with a single exponential function and determined its time constant. If a fit was essentially flat with a time constant Ͼ1,000 ms, it was discarded and a new bootstrap sample was generated. However, we only rejected four bootstarp samples for the performance data and one bootstrap sample for the RT data and thus did not appreciably bias the bootstrap analysis. These calculations were performed simultaneously for both electrical and visual probes so that both were calculated using the same n experimental sessions. The average values reported in the text refer to the average of the 20,000 values calculated during the bootstrap. The P value is the proportion of times that the microstimulation time constant was greater than the visual time constant calculated from the same sample set of n experimental sessions.
Principal component analysis
To show that the differences between the visual and microstimulation time courses were consistent on an experiment-by-experiment basis, we used principal component analysis. This was because individual experiments had considerable noise and thus could not be reliably fit by our single exponential function. Principal component analysis was used to reduce the noise by lowering the dimensionality of the data set.
Because the time intervals () used for the visual and microstimulation temporal effects did not perfectly match, we first interpolated missing quantities by averaging adjacent values to obtain an identical set of time intervals for both sets of temporal effects. The time intervals used were 0, 25, 50, 75, 100, 150, 200, 250 , and 300 ms. From the population averages, there did not seem to be much difference between visual and microstimulation probes after 300 ms. Next, we computed the covariance matrix of all microstimulation and visual temporal effects combined together and found the two eigenvectors with the two largest associated eigenvalues. We reconstructed the temporal effects (from 2 to 9 dimensions) by multiplying the twodimensional (row) vector with the 2 by 9 matrix of the two principal eigenvectors.
Modeling the time course of a single microstimulation pulse
We used a simple model of the motion detection task to estimate the effect a single microstimulation pulse had on MT activity. In other words, we wanted to model the time course of the microstimulation effect on the neural activity that could account for the behavioral time course measured in our experiments.
The model's structure is shown in Fig. 7A . The input to the model was simulated MT activity that was convolved by a leaky integrator (* indicates the convolution operator in Fig. 7 ). The peak output of the leaky integrator was assumed to be proportional to the behavioral performance (Fig. 7A, arrow b) . This model structure is based on previous studies that show a threshold applied to integrated MT responses account for behavioral performance in a motion detection task (Cook and Maunsell 2002) , as well as more general models of motion-based decision making (Huk and Shadlen 2005) .
MT activity in response to the visual inputs was modeled as a 33 ms pulse corresponding to the length of the probe and signal coherent motion (Fig. 7A ). Although using a pulse was a simplification, our results were unaffected when we included onset and offset dynamics to the MT activity. We assumed the temporal integrator was fixed and did not change depending on whether the probe was visual motion or microstimulation. We also assumed that microstimulation only affected MT activity. This latter assumption is based on the many previous experiments that have studied the effects of MT microstimulation using similar stimulation parameters as used in our study (for a review, see Cohen and Newsome 2004) . Because we were only interested in the relative changes in amplitude of the output under our various conditions (i.e., signal only, probe only, or probe and signal together), the units of the model's response were arbitrary.
The amplitude of the MT response to the visual probe was set to be one sixth of the response to the coherent motion signal and the time constant of the temporal integrator was set to 60 ms. These parameters produced a model that mimicked the behavioral effect of the visual probe condition (compare the blue curves in Figs. 3B and 7C ). The blue curve in Fig. 7C is an exponential fit to the model's peak response (blue points) during the visual probe and has a time constant of 61 ms.
Once the model reproduced the effects of the visual probe, we next wanted to determine the time course of the microstimulation that would account for the behavioral effects of the microstimulation probe. We modeled the time course of a single microstimulation pulse, m(t), as a sum of exponentials
where n is the number of terms, A i is the amplitude, and T i is the time constant of the ith term. To describe the effect of our 33 ms microstimulation burst used during the experiments, we assumed linearity and convolved m(t) with a 33 ms pulse train containing eight unitary pulses occurring every 4 ms. The result of this convolution was added to the modeled MT response aligned to reproduce the temporal separation between the microstimulation probe and visual signal ().
For a given set of exponential terms in Eq. 6, we used the built-in nonlinear optimization routine lsqnonlin in Matlab (R2008a) to find the parameters A i and T i that best approximated the experimental effects of the microstimulation probe in a least-squares sense. To accomplish this, we required the model to match the red curve in Fig.  3B and to also produce the same peak response as the visual probe when the microstimulation was presented alone (Fig. 7A, arrow a) . We ran 1,000 fits with different random starting values for A i and T i and examined the best fits (those that had the least mean-square error). None of the fits using either one or two exponential terms for m(t) reproduced the behavioral data. However, using three exponential terms produced excellent fits to the behavioral data when the microstimulation time course was described by a triphasic waveform. An example time course of a single microstimulation pulse is shown in Fig. 7B and the effect of the microstimulation probe on the peak response of the model is shown by the red data points in Fig. 7C . The red curve in Fig. 7C is the best fit exponential (time constant of 174 ms).
R E S U L T S
We wanted to know how a brief pulse of microstimulation interacted with the behavioral detection of a coherent motion signal. We first trained two monkeys to perform a simple motion detection task (Fig. 1A) . The visual stimulus was 0% coherent random dot motion and the monkey had to quickly release a lever after the occurrence of a brief (33 ms) coherent motion pulse. The selection of such a brief stimuli was important because it allowed us to easily determine how the motion information was integrated in time. The coherent motion (referred to as the signal) occurred at a random time and its strength was set to produce threshold performance of ϳ50% correct.
We applied microstimulation to area MT because this area has been shown to be highly selective for coherent motion (Albright et al. 1984; Maunsell and Van Essen 1983; Van Essen et al. 1981; Zeki 1974) , and its activity is linked to motion detection (Cook and Maunsell 2002) . The stimulus location, motion speed, and motion direction were matched to that preferred by the location of MT containing the microelectrode (Fig. 1B) . In this way, the microstimulated region of MT would contribute to the monkey's detection of the coherent signal (Bisley et al. 2001; Ditterich et al. 2003; Murasugi et al. 1993; Nichols and Newsome 2002; Salzman et al. 1992 ). To measure the temporal effect of microstimulation on behavior, we briefly microstimulated on some random trials for 33 ms (referred to as the probe) at various times relative to the main visual motion signal (Fig. 1C, top) . We denote the time between the probe and the signal as . This experimental design is similar to the "two-pulse interaction" approach developed to psychophysically measure temporal integration of visual stimuli in humans (Rashbass 1970; Simpson 1994) . It is important to point out that the animals were rewarded for responding to either the visual motion signal or probe.
To determine how the effect of microstimulation differs from that of a normal visual input, on some trials we used a 33 ms probe of subthreshold visual coherent motion (Fig. 1C,  bottom) . Comparing the animal's ability to detect the coherent motion signal as a function of for both types of probes showed the temporal differences between microstimulation and visual motion. Including a visual probe was an important control because it allowed us to separate the natural time course of sensory integration in the brain from any unique contributions due to the microstimulation.
Trials containing visual and microstimulation probes were randomly interleaved and was shifted by 50 ms for the microstimulation probe trials to account for the neural latency of MT. Although neural latency varied between recording sites, our results were unaffected when we controlled for any differences in latency (see Supporting Material Figs. S1 and S2).
1 By comparing the probability that the monkey detected the visual motion signal and probe for each to the probability the monkey detected the visual motion signal only, we could estimate the underlying time course of the effect that each type of probe had on motion perception. Figure 1D shows the proportion of trials that the animal correctly detected the visual motion as a function of the separation between the probe and signal during a single experimental session. For this example, both microstimulation (red) and visual probes (blue) presented just before the signal (small ) increased the monkey's ability to detect the coherent motion signal compared with the trials where we presented only the signal (horizontal black dashed line). Probes further in time from the signal (large ) had little or no effect on behavioral performance.
Effects of probe strength
To compare the temporal effects of our two probe types, it was important that the strength of both the visual and microstimulation probe was the same. At the beginning of each experiment, we adjusted both to be approximately equivalent by presenting trials consisting of only the probes. During the experiment, we continued to monitor their strength by occasionally presenting probe only trials. Figure 2A shows the pairwise difference between the probability of detecting the visual and microstimulation probes for all experiments. These probabilities have been modified to account for the monkey detecting the probe by chance (see Eq. 1 in METHODS). Although there was an appreciable amount of variability, on average, the animals detected the visual and microstimulation probes with similar probability (visual: 5.2 Ϯ 0.6%; microstimulation: 4.5 Ϯ 0.7%; P ϭ 0.37, all P values are pairwise differences, two-sided t-test).
We do not believe that the variability in probe strength across experimental sessions was a factor in our results (see Supporting Material). The average reaction times (RTs) for detecting the visual and electrical probe only trials were also similar after accounting for the 50 ms difference in latency (Fig. 2B , visual: 390.3 Ϯ 7.1 ms; microstimulation ϩ 50 ms: 397.5 Ϯ 10.0 ms; P ϭ 0.55). Thus both the visual and microstimulation probes presented alone were weak (i.e., subthreshold) and, on average, produced relatively equivalent effects on behavior.
Population results
To combine results across experimental sessions, we normalized the effect of the visual and microstimulation probes (see METHODS). This normalization procedure had several steps. We first accounted for the probability of detecting the probes using the probe-only trials. The red and blue dashed lines in Fig. 1D are the raw probe detects for our example experimental session. These values were first adjusted by the false alarm rate to produce an estimate of the probe-detect rate (p probe M and p probe V , Eq. 1 in METHODS). Probe-only trials were interleaved with other conditions during the experimental session. The false alarm adjusted probe-detect rate for each experiment was used to estimate the probability of the monkey detecting the signal motion given a probe had previously occurred (p signal I probe V and p signal I probe M , Eq. 2 in METHODS).
We converted the probe-detect-adjusted data to a t-score that indicated how effective a probe was at influencing the detection performance compared with the visual motion signalonly condition. The raw signal only detection rate is shown by the black dashed line in Fig. 1D for our example experiment. Equations 3-5 describe how the t-score conversion was computed. Figure 3A shows the normalized data for our example experiment and plots the t-score detection performance for each separation of the probe and signal (). Both the visual and electrical probes initially enhanced the detection of the visual motion signal for small but had no or a slight inhibitory effect on behavior for longer .
To compare the effects between visual and microstimulation probes, we averaged the normalized t-scores of the probes at each across all experiments (Fig. 3B) . This was done sepa- 1 The online version of this article contains supplemental data. rately for each type of probe. Although somewhat similar, the behavioral time courses of the microstimulation and visual probes on motion perception were significantly different in two ways. First the effect of the microstimulation probe on detection of the motion signal was, on average, weaker than the effect of the visual probe for short Յ 50 ms (P Ͻ 0.001, 2-sided t-test, see METHODS). This was notable because the two probe types had equal detection (ϳ5%) when they were presented alone. At first glance, this result seems paradoxical. However, when one considers that brief microstimulation can produce a series of excitatory and inhibitory effects on cortical activity (see, for example, Fig. 2 in Butovas and Schwarz 2003) , this observation seems less surprising. Using a computer model (below), we will later explore the link between the neurophysiological effects of microstimulation and our behavioral results in more detail.
Second, the decay rate of the behavioral time course caused by microstimulation was significantly longer than the visual probe. We compared the decay rate of the behavioral time courses using a bootstrap analysis on both fitted and raw data. When we fit the behavioral time courses with single exponentials, the time constant for the microstimulation probe was much longer (visual probe time constant: 61.5 Ϯ 12.9 ms, microstimulation probe time constant: 170.9 Ϯ 91.5 ms, P ϭ 0.002, bootstrap, see METHODS). The inset in Fig. 3B clearly shows the difference in decay rates between the two curves normalized at time 0.
We also calculated the decay rate of the two time courses using the raw data (i.e., not fit with an exponential). For this analysis, we compared the effect of the probe averaged between ϭ 50 and 100 ms to the effect averaged between ϭ 0 and 25 (see METHODS). For the microstimulation probe, the effect averaged between ϭ 50 and 100 ms decayed to 68% from the effect averaged between ϭ 0 and 25 ms. On the other hand, the effect of the visual probe for these same time points decayed to 35% (P ϭ 0.002, bootstrap). Thus both the exponential fits and decay rates computed using raw data suggest the microstimulation probe had a longer effect on the detection of the motion signal.
The average effect of the visual and microstimulation probes on the animals' RT for correct trials showed a similar trend (Fig. 3C) . Microstimulation probes were weaker for Յ 50 ms (P Ͻ 10 Ϫ5 , 2-sided t-test). The time constant for the microstimulation probe was greater than the time constant for the visual probe, although the difference was not significant (visual probe time constant: 174.1 Ϯ 23.2 ms, microstimulation probe time constant: 250.9 Ϯ 64.2 ms; P ϭ 0.089). The inset of the normalized fitted time courses highlights this difference. Furthermore, the effect of the microstimulation probe averaged between ϭ 50 and 100 ms increased to 112% of the average effect from ϭ 0 and 25 ms, whereas the effect of the visual probe for these same time points decayed to 76% (P ϭ 0.005, bootstrap).
Taken together, the performance and RT data suggest that the microstimulation probe had an overall weaker effect that lasted longer compared with the visual probe. These differences between the two probes were consistent for both monkeys (see Fig. S4 in Supporting Material).
Principal component analysis
To further show that microstimulation had a weaker and longer lasting effect on behavior, we compared the behavioral time courses of microstimulation to that of visual motion on an experiment-by-experiment basis using principal component analysis (see METHODS) . Principal component analysis is a widely used technique to extract the most salient features of the data. We chose this analysis because there was considerable variability within many of our experiments, and we were not able to reliably fit exponentials to each experiment individually. The time course of either probe is measured at nine time points, and we used principal component analysis to project these nine values down to two data points.
In Fig. 4A , we show the projections of the visual and microstimulation time courses from the example experiment shown in Figs. 1D and 3A . The coordinates of each projection are the dot product between the time course and the two vectors Fig. 1D . The effect of the visual and microstimulation probes on the animal's ability to detect the motion signal was normalized to a t-score. Positive/negative values indicated that the probe enhanced/suppressed the monkey's ability to detect the motion signal. B: the average time course of the probes on normalized performance (n ϭ 53). Averages were fit with a single exponential. For comparison, the inset shows the exponential fits normalized to the peak. C: same as in B but using the probes' effect on reaction time instead.
(i.e., eigenvectors) that capture the most variance out of all microstimulation and visual time courses combined from all experimental sessions. We shifted both projections by equal amounts so that the projection of the visual time course is at the origin. In Fig. 4A , the microstimulation projection (red dot) is above the visual projection (blue square), but the meaning of this difference is not evident from this two-dimensional representation. To show how the visual and microstimulation time courses differ, we reconstructed the time courses from these two-dimensional projections (Fig. 4B) . The reconstructed time courses are linear combinations of the two vectors (eigenvectors) that capture the most variance. Comparing the reconstructed time courses in Fig. 4B with the original data in Fig.  3A shows that that the reconstructed time courses are effectively smoothed versions of the originals. Figure 5 summarizes the results of applying principle component analysis to all experiments. In Fig. 5A , we project the microstimulation (red dots) and visual (light blue square) time courses of each experimental session and shift the values so that the projection of the visual time course is at the origin. Hence, all light blue squares overlap at the origin. For most experimental sessions, the microstimulation projections were to the right of the visual projections. This is quantified by the histogram of angles between the visual and microstimulation projections (Fig. 5B) , where the angle is calculated as shown Fig. 4A . The thick blue-to-red line in Fig. 5A shows the average direction between the microstimulation and visual projections. The distribution of angles between the visual and microstimulation projections (Fig. 5B ) was significantly different from uniform (Rayleigh test for nonuniformity, P ϭ 0.0032). This implies that there was a consistent difference between the visual and microstimulation time course.
To better show the meaning of the difference between microstimulation and visual projections, we reconstructed the time courses as was done in Fig. 4B . This was accomplished by reconstructing time courses (shown in Fig. 5C ) from points along the blue-to-red line in Fig. 5A that points in the average direction between the two types of projections. Positions along the thick blue-to-red line in Fig. 5A correspond to the reconstructed time courses of matching color in Fig. 5C . As one moves from blue to red along the thick line in Fig. 5A , the reconstructed time courses in Fig. 5C become weaker and decay more slowly. This shows that moving rightward in the two-dimensional representation in Fig. 5A corresponds to microstimulation becoming weaker at short and decaying more slowly. Because most microstimulation projections (red dots) are in the rightward direction relative to the blue square in Fig.  5A , microstimulation time courses were consistently weaker at short and decayed more slowly.
We repeated this analysis for the effect of the probes on the RT and found similar results (Fig. 5, D-F) . The distribution of directions between the microstimulation and visual projections is shown in Fig. 5E and was not uniform (P ϭ 0.0003). Figure  5F shows the reconstructed time courses as one moves along the average direction (thick blue-to-red line) in Fig. 5D . All together, the analysis in Fig. 5 confirms the population results in Fig. 3 , B and C, that the effect of the microstimulation probe on behavior was weaker and longer lasting compared with the visual probe.
Effects of the microstimulation probe on MT multiunit activity
Our analysis thus far suggests that the visual and microstimulation probes had different effects on the behavioral detection of the motion signal. We next wanted to examine the mechanism of how the probes enhanced detection performance. One possibility is that the temporal effects of both probes were caused, in part, by the integration of MT activity as shown in Fig. 1B and proposed in many neural models of decision-making (Cook and Maunsell 2002; Huk and Shadlen 2005) . An alternative possibility is that there was no integration of MT activity and the temporal effects of the probes were simply because the probes altered how area MT responded to the motion signal. To differentiate between these possibilities, we recorded multiunit activity in area MT in response to the visual probes and signal in 47 of 53 experiments. Because we could not record and stimulate simultaneously, this was done only for a small number of visual probes before we began the main microstimulation component of the experiment.
In Fig. 6 , we show the average normalized neural response to the motion signal when preceded by the different visual probes. Responses were normalized to the neural activity produced by the motion signal alone and expressed as the mean from 40 to 90 ms after the onset of the coherent motion signal (the peak neural response occurred on average 65 ms after stimulus onset). When the visual probe was adjacent to the signal ( ϭ 0 ms), the neural response to the motion signal was significantly greater (P ϭ 0.01). However, the rest of the probe times did not consistently change the neural response in area MT to the motion signal (all other probe times, P Ͼ 0.3). The time constant of decay as a function of the separation between the probe and signal in Fig. 6 was 26.4 ms and much shorter than the behavioral time constants in Fig. 3 , B and C. Thus the temporal effects of the probes on behavior cannot be solely explained by their effects on the neural responses to the motion signal. We conclude that the behavioral effects of both types of probes are at least partly because of the integration of MT activity by upstream brain areas, which then forms the basis of the decision to release the lever (shown in Fig. 1B) . and 3A were projected on the 2 eigenvectors that capture the most variance. The projection of the microstimulation time courses is given by the red circle, whereas the visual projection is given by the light blue square. Both projections have been shifted by equal amounts so that the visual projection is at the origin. The angle between the 2 projections used in Fig. 5, B and E, is shown. B: time courses of the effect of the probes were reconstructed from the 2 projections. The reconstructed microstimulation time course is shown in red, whereas the visual reconstruction is shown in blue. The reconstruction is the sum of the eigenvectors weighted by the coordinates of the projection.
Modeling the time course of a single microstimulation pulse
Our behavioral time course in Fig. 3 , B and C, qualitatively agree with past electrophysiological results that suggest short microstimulation produces complex and long-lasting effects on cortical networks (Berman et al. 1991; Butovas and Schwarz 2003; Butovas et al. 2006; Chung and Ferster 1998; Contreras et al. 1997; Burkhalter 1996, 1999) . We next wanted to further explore the link between our behavioral data, and these other studies by modeling the effect of microstimulation on MT activity that would account for our experimental observations.
Although at first glance this might seem a trivial exercise, the effect of microstimulation on behavior had three aspects that are not easily reconciled. First, the microstimulation and visual probes had similar effects on behavior when presented alone. Second, the effect of the microstimulation probe was weaker than that of the visual probe when combined with the visual motion. Third, the time constant of the effect of the microstimulation probe on motion detection was longer than that of the visual probe. What would the time course of the microstimulation in area in MT have to be to duplicate all three behavioral observations?
To answer this question, we constructed a simple detection model that assumed the brain linearly integrated the activity in area MT to detect the coherent motion pulse (Fig. 7A, see  METHODS) . We further assumed that detection performance is proportional to the integrated activity. Although we do not know how the brain integrates the activity of area MT, this type of model has been shown to link MT activity with behavioral performance in a motion detection task (Cook and Maunsell 2002) . In addition, this structure forms the basis of more general models of decision making that temporally integrate sensory information (Gold and Shadlen 2007; Huk and Shadlen 2005) .
MT activity was modeled as a 33 ms pulses that corresponded to the duration of the coherent motion probe and signal. The time constant of the leaky integrator in the model was determined by the behavioral effects of the visual probe and was modeled as a exponential with a 60 ms time constant. Figure 7A shows the models response to an example stimulus for visual (blue) or microstimulation (red) probes occurring 80 ms before the coherent visual signal. MT activity was linearly convolved (* indicates the convolution operator) with the leaky integrator and the peak response (arrow b) was considered to be proportional to the detection performance. The effect of the probe (arrow a) produced a smaller response that overlapped the integrated response to the visual signal. A: microstimulation (red dots) and visual temporal effects (light blue square) for each experiment were projected onto the 1st 2 eigenvectors. Each pair of microstimulation and visual projections from the same experimental session was shifted so that the visual projection was always centered at the origin (light blue square). The thick line changing from blue to red indicates the average direction between the visual and microstimulation projections. B: distribution of the angles between the projections of visual and microstimulation probes. C: reconstruction of the time course of the effect of the probe on detection of the motion signal using the projections. The thick dark red and blue lines are the reconstruction of the projections of the average microstimulation and visual impulse-response functions, respectively. The thin light blue-to-red lines are the reconstructions of the projections of points along the thick blue-to-red line in A of matching color. Thus as one moves along the average direction going from visual to microstimulation projections, the reconstructed temporal effects becomes weaker at short time intervals and decays more slowly. D-F: same as above, except that the probe effects on reaction times are used instead of the effect on detection performance. Visual probe trials only FIG. 6. The time course of MT activity after the visual probe. In a subset of experiments (n ϭ 47), multiunit activity in area MT was recorded in response to the motion signal and visual probes. The neural response was defined as the average spike count in a 50 ms window centered on the peak of the neural response, which was 65 ms after the coherent motion signal. The spike count to the motion signal presented alone was assigned a value of 1, and all other values are relative to this baseline. The solid line is the best fit signle exponential.
For the visual probe condition, the relative strength of the probe and signal were adjusted to reproduce the average behavioral effects shown in Fig. 3B . The effect of the visual probe, occurring at different times before the visual signal (), on the peak responses of the model is shown in Fig. 7C (blue) . Relative to the signal only condition (horizontal black dashed line), the visual probe had the same relative enhancement on the model as observed in the behavior (data points are the model's response and the solid curve is the best fit exponential with a 61 ms time constant).
Once the model reproduced the effects of the visual probe, we next wanted to model the effects of the microstimulation probe. Because we did not know in advance the time course of the microstimulation that would account for the behavioral effects, we used nonlinear optimization to search for a solution. During our experiments, the microstimulation consisted of eight pulses delivered over 33 ms. Thus we modeled the microstimulation probe as a function m(t), which represented the impulse response function of a single microstimulation, convolved with eight similarly spaced unitary impulses (Fig.  7B ). We expressed m(t) as a sum of exponentials (Eq. 6 in METHODS). Our modeled microstimulation probe was added to the modeled activity in MT and convolved with the temporal integrator to produce the response (Fig. 7A, red curve) .
Starting with a single exponential, we increased the number of exponential terms in the impulse response function, m(t), until the model accounted for the behavioral effects of the microstimulation. In all cases, we normalized m(t) so that the microstimulation probe alone produced the same peak as the visual probe alone (Fig. 7A, arrow a) . The full details of our optimization are described in the METHODS. We found that when the microstimulation impulse response function was modeled as a single or double exponential, the effect of the microstimulation probe on the model's peak response did not reproduce our observed experimental results. Only when we added a third exponential term to m(t) could we account for the behavioral effects of the microstimulation. An example of this impulse response function is shown in Fig. 7B and its effect on peak response for various separations between probe and signal is shown in Fig. 7C (red curve). It is important to emphasize that the only form of the impulse response function that accounted for the experimental results was one that had a strong initial excitatory component (Fig. 7B , arrow c) followed by a longer weaker inhibitory component (arrow d) followed by a long-lasting very weak excitatory component (arrow e). Comparing Figs. 3B and 7C shows that our simple model was able to qualitatively capture the effects of both the visual and microstimulation probes.
There are two notable aspects of the estimated impulse response function of the microstimulation in Fig. 7B . First, the triphasic form makes intuitive sense in light of the behavioral results in Fig. 3B . Without a relatively long negative component (arrow d), it would not be possible to reproduce the weaker effect of the microstimulation probe when combined with the visual signal. However, this negative component alone would not reproduce the long-term excitatory effect of the microstimulation and thus a weak, very long "positive rebound" is needed (arrow e).
The second notable aspect is that the triphasic form of our optimized impulse response function is qualitatively similar to the observed effects of brief microstimulation on cortical electrophysiology. For example, Butovas and Schwarz (2003) found in rat cortex that microstimulation with magnitudes comparable to that used here, produced an initial strong excitatory period lasting a few milliseconds followed by an inhibitory period of ϳ100 ms followed by a weak rebound lasting several hundred milliseconds. Thus our modeling results suggest that the triphasic physiological time course of microstimulation in cortex provides a reasonable explanation for our observed temporal effects of MT microstimulation on motion detection.
D I S C U S S I O N
We measured the behavioral time course of brief microstimulation in area MT. A novel aspect of our experimental design was matching the strength of the visual and microstimulation probes, which allowed us to compare the time course of Computer model to reproduce the behavioral effects of the visual and microstimulation probes. The goal of the modeling was to estimate the time course of the neural response of a single microstimulation pulse that could account for the behavioral data. A: structure of the model. MT activity was modeled as 33 ms pulses corresponding to the visual probe and signal. The effect of microstimulation on MT activity was modeled as an impulse-response function, m(t), convolved with 8 unitary impulses to mimic the microstimulation delivered during the experiments. MT activity was convolved (indicated by *) with a leaky integrator modeled as a single exponential (60 ms time constant). The peak of the convolution (arrow b) was assumed to be proportional to the animals' ability to detect the coherent motion signal. The example response shows the output of the model for visual (blue) and microstimulation (red) probes that preceded the motion signal by 80 ms (). The amplitude of the microstimulation, m(t), was normalized to produce the same peak as the visual probe (arrow a) to mimic the animals' ability to equivalently detect the visual and microstimulation probes alone. The 60 ms time constant of the leaky integrator was set to mimic the behavioral enhancement to the visual probes in Fig. 3B . B: example of the an impulse-response function, m(t), that captured the behavioral effects of the microstimulation. Shown here, m(t) was modeled as the sum of three exponentials (Eq. 6, A 1 ϭ 120, T 1 ϭ 0.01 ms, A 2 ϭ -2.9, T 2 ϭ 25 ms, A 3 ϭ 0.6, T 3 ϭ 137 ms). The triphasic form of m(t) that was able to reproduce the behavioral effects of the microstimulation had an immediate very strong excitatory component (arrow c), a longer weak inhibitory component (arrow d) and a long-lasting very weak excitatory "rebound" component (arrow e). C: peak response of the model for both the visual probe (blue) and microstimulation model shown in B (red). The model captured the experimental behavioral performance as a function of probe and signal separation () in Fig. 3B . The dashed line is the peak response of the model for the signal only. AU, arbitrary unit. the microstimulation to that of an equivalent visual stimulus. This was important because it allowed us to separate the temporal integration naturally present in the brain from the unique temporal effects caused by the microstimulation. We found that the effect of the microstimulation probe on motion perception was weaker and decayed more slowly compared with the effect of the equivalent visual probe. Together with previous electrophysiological studies that also suggest microstimulation has a unique and long-lasting time course, a growing body of evidence is forming that suggests there are important differences between the effects of microstimulation and natural activation of cortical circuits.
Understanding the temporal effects of microstimulation on behavior is important because the sensory environment, along with the perception it generates, is highly dynamic (Hegde 2008; Simoncelli and Olshausen 2001) . Animals can perceive (Thorpe et al. 1996) and react to changes in their environment on very short time scales (Rieke et al. 1999) , and sensory perception itself evolves over time to even static stimuli (Hegde 2008) . Although highly informative, previous studies probing the causality between neural activity and perception have usually examined the effects of microstimulating for much longer periods of hundreds or thousands of milliseconds. Recent studies have begun to show how sensory areas encode natural stimuli (Butts et al. 2007; David et al. 2004; Felsen et al. 2005; Lesica and Stanley 2004; Nemenman et al. 2008; Sharpee et al. 2004; Simoncelli and Olshausen 2001) , and it is useful to know the extent to which microstimulation can be used to show the causality between sensory activity and perception on these fast timescales. Furthermore, microstimulation will be the basis for future advanced sensory neural prosthetics (Bradley et al. 2005; Fernandez et al. 2005; Girvin 1988; McIntyre and Grill 2000; Middlebrooks et al. 2005; Normann et al. 1999; Tehovnik and Slocum 2007; Troyk et al. 2003) . Thus it is imperative we understand the effects of microstimulation in the same temporal regimen as natural sensory inputs. In addition to neural prosthetics, deep brain stimulation has shown therapeutic promise for a range of neurological conditions (Perlmutter and Mink 2006) . All of these applications will benefit from a precise description of how current injected from microelectrodes is translated into behavior and perception.
Several studies have previously examined the temporal spread of microstimulation on cortical activity, both in vitro Burkhalter 1996, 1999) and in anesthetized, in vivo preparations (Berman et al. 1991; Butovas and Schwarz 2003; Butovas et al. 2006; Chung and Ferster 1998; Contreras et al. 1997) . These studies showed that microstimulation induced long-lasting suppression in neural activity, potentially mediated by GABA B receptor synaptic inhibition (Butovas et al. 2006) . Our modeling results suggest that this long-lasting inhibitory component contributed to the reduced effect of the microstimulation probe compared with the visual probe. Thus these electrophysiology studies combined with our behavioral study provide a consistent picture that microstimulation affects perception for several hundred milliseconds after it stops.
There has been a great deal of effort to understand the spatial spread of cortical activity in response to microstimulation (Ranck 1975; Salzman et al. 1992; Stoney et al. 1968; Tehovnik et al. 2003 Tehovnik et al. , 2005 Tolias et al. 2005) . Outside the electrophysiological studies cited above, few behavioral studies have investigated the temporal properties of microstimulation. In an elegant study, Brecht et al. (2004) showed that eye movements produced by two stimulating electrodes in the superior colliculus were sensitive to temporal offsets of Ͻ10 ms. In addition, in vivo results have shown that the precise timing of stimulation pulses can result in measurable changes in neural plasticity (Baranyi and Feher 1981; Jackson et al. 2006) .
In agreement with our results, Tehovnik et al. (2004) showed that the effect of microstimulation on the latency of visually guided saccades decayed over a time course of ϳ200 ms. However, their experiment could not determine whether the long interaction time between microstimulation and saccade latency was caused by the natural temporal integration of the cortex or the unique temporal properties of the microstimulation. This long integration time is perhaps best exemplified in a study that observed that weak 100 ms pulses of motion perturbed both motion perception and neural activity in area LIP, believed to integrate activity from MT, over a period of 800 ms (Huk and Shadlen 2005) . By using a visual probe as a control, we were in a good position to isolate the long time course of the temporal spread of microstimulation that cannot be fully explained by the natural temporal integration mechanisms of the brain.
We believe that the microstimulation used in our study only activated a single cortical column involved in encoding the motion stimulus. Although we could not test this assumption directly, past results clearly indicated that our microstimulation parameters (low amplitude and very short duration) likely produced activity that was tightly localized around the tip of our electrode (Murasugi et al. 1993; Salzman et al. 1992) . The low detection rate (ϳ5%) of the probes also suggests our microstimulation parameters produced subthreshold behavioral effects. Our amplitudes were similar to recently reported detection thresholds in MT (Murphey and Maunsell 2007) ; however, this other study used stimulation durations that were eight times longer.
Although there is good reason to think our microstimulation activated a local cortical column in MT, the notion that we were always activating neurons representing "coherent motion" may be oversimplistic. DeAngelis and Newsome (2004) suggested that stimulating areas in MT that are also strongly tuned to disparity can reduce the effect of microstimulation in a motion discrimination task. Born et al. (200) also showed that the effectiveness of microstimulation may depend on the center surround properties of the column surrounding the electrode. That MT is not a homogeneous motion encoding area provides a likely explanation of why many studies have found behavioral thresholds for the amplitude of microstimulation vary from site to site. However, it seems unlikely that the particular sensory representation of a cortical column in MT would influence how the effect of microstimulation spreads across time.
Our study was different from many previous studies that measure the effect of microstimulation on behavior in that we used a detection paradigm as opposed to a two-alternative forced choice or discrimination paradigm (Bisley et al. 2001; Celebrini and Newsome 1995; de Lafuente and Romo 2005; Ditterich et al. 2003; Hanks et al. 2006; Liu and Newsome 2005; Romo et al. 1998; Salzman et al. 1990 ). Our motivation for this task design was to ensure the visual and microstimulation probes were equally, yet rarely detected because the probes could occur at any time during a 10 s period. Our detection task required the animals to adopt a low guess rate and allowed us to quickly measure the effects of the both types of probes (because the variance of a binomial distribution is smallest at the extremes). These constraints on our paradigm meant that we could not consider several variants of our experiment that might otherwise have been interesting. For example, it has previously been shown microstimulation in an area of MT that is not behaviorally relevant does not affect the perceptual decision of the subject (Salzman et al. 1992 ). However, because we rewarded the monkey for detecting either probe, the monkey could always use the microstimulation to help detect the visual motion, no matter its origin within area MT.
Was the difference between the behavioral effects of the two probes the result of a difference in how they were processed by the brain? For example, the visual probe might have provided sensory evidence toward a coherent motion percept, whereas the microstimulation probe might have acted to cue the subject to the upcoming motion stimulus. Studies have shown that longer periods of microstimulation to MT provide sensory evidence toward coherent motion perception (Ditterich et al. 2003; Nichols and Newsome 2002; Salzman et al. 1990 ). However, if microstimulation acted to cue the subject to the upcoming motion stimulus, one must also believe that the visual motion probe must have done the same; both probes were subthreshold stimuli that generated neural responses in the same cortical area. Even if the visual system did not process the two probes in the same fashion, this would only serve to strengthen the notion that brief microstimulation is not equivalent to a sensory stimulus of similar duration.
Finally, our computer simulations suggest a link between the known physiological properties of cortical microstimulation and our observed effects of micorstimulation on behavior. Although we did not know in advance what the modeling would show, the triphasic structure of the estimated time course of a single microstimulation pulse made intuitive sense given the pattern of changes in behavioral performance after the microstimulation. In addition, the modeled impulse-response function to a single microstimulation pulse qualitatively agreed with past electrophysiologically observed effects of microstimulaiton and captured most of our behavioral data. This was somewhat surprising because our model was essentially linear and did not include the likely nonlinearities that occur in the neural responses to the coherent motion and microstimulation. For example, the nonlinear interaction between the visual probe and signal at short time separations (Fig. 6) was not captured by our model. Thus we feel the model provides, at best, a parsimonious link between the physiology of cortical microstimulation and behavior. 
