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§ 1. Let K be a global field, that is, an algebraic number field or an 
algebraic function field of one variable over a finite constant field k of 
characteristic * 2. Let Q be the set of all inequivalent valuations of K. 
Let I be a non-empty finite set of Q, containing all the archimedean 
primes, if K is a number field. Let o be the Hasse domain of all elements 
of K which are integral outside I. Let d =Mu(K) be the algebra of g x g 
matrices over K. LetS be a non-singular symmetric matrix of d. The 
group F8 (g, o) of matrices M with elements in o satisfying M'SM =Sis 
called the orthogonal group of S over o. An important problem is the one 
concerning finite generation of Fs(g, o). In the case of number fields, 
this problem is completely solved. In case K is a function field, because 
of the Artin-Chevalley theorem, there exists a non-singular 0 in d such 
that 
(1) (0 En 0) 0' SO= En 0 0 =Jn,T 
0 0 T 
where En is the unit matrix of order n, T is a non-singular symmetric 
matrix of order t, O.;;;;t.;;;;4, g=2n+t and has index zero(§ 7, Ch. 1, [3]). 
The integers n and t depend only on S. Since o is a Hasse domain, the 
orthogonal groups of S and Jn,T are commensurable. Hence, it suffices 
to solve the finite generation problem for the orthogonal group of J n,T· 
Our object in this paper is to prove 
MAIN THEOREM: Let K be a function field. Then Fs(g, o) is finitely 
generated if 
i) g.;;;;4 and S is of index zero, 
ii) g.;;;;4, Sis of index ;;;;. 1 and I contains at least two primes if g= 3, 4. 
and 
iii) g;;;;. 5 and t= 0, 1 or 2. 
The proof of (i) depends on some properties of adele groups over 
function fields, ii) is proved using isomorphisms of classical groups of 
.....o'fHii!K HATM!Mlf V'A 
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lower dimension and a theorem of O'Meara concerning finite generation 
of SL(2, o) and iii) is proved in an elementary way by using induction 
on n and reducing to the case n = 3. The latter is proved by using iso-
morphisms of classical groups and some theorems already proved by us 
on the finite generation of Symplectic and Unitary groups [10]. Though 
we will be mainly interested in the function field case, we 'Shall give a 
unified account that includes the number field case also. 
E 11 will stand for the unit matrix of order n and 0 for the zero matrix 
of order evident from the context. A column vector of n elements x1 , ••• , x11 
;, denoted by x~ G:)· If G ;, a group of matrices w;th' element. ;n o 
and of determinant ± 1, we denote by G(a), for any ideal a Co, the 
principal congruence subgroup of matrices V in G with V == E (mod a). 
For a prime divisor t) E Q, K'CJ will denote the t)-adic completion of K 
and o'CJ will be the valuation ring in K'CJ. lV(2n, t, o) will denote the orthogonal 
group of Jn,T· When there is no confusion about o, we will denote it 
by l!J(2n, t). 
The author wishes to express her deep gratitude to Professor K. G. 
Ramanathan for his generous encouragement and valuable guidance in 
connection with this work. 
§ 2. In this section, we will discuss the finite generation of the groups 
Fs(g, o), g..;;;4 and Sa non-singular symmetric matrix of index zero. Let 
Gx be the special orthogonal group of SinK, namely the group of matrices 
V in Mu(K), such that V'SV =S, determinant of V = 1. Let GA be the 
adele group attached to Gx in the sense of WElL (see [12]). Gx is, in a 
natural way, a discrete subgroup of GA. Let o be the Hasse domain, 
o = {,x E Kj,x E o'CJ, t) rf= I}. Then G0 is of finite index in Fs(g, o), Fs(g, o) 
being defined as in § 1. Put 
(2) GA(I) = II Gx'CJ x II Go'CJ 
t}EI t}f/=1 
Then GA<I> is an open subgroup of GA and G0 is a discrete subgroup of 
GA(I)· We then have the following theorem due to A. WElL [12]. 
THEOREM (A. Weil). If S has index zero, then GA/Gx is compact. 
Let now U be an open subgroup ofGA and H =ll n Gx. We now prove: 
LEMMA 1: There exists a compact subset 01 of U satisfying 
Proof. From Weil's theorem, there exists a compact set 0 containing 
the identity element 1 of GA, such that GA=Gx·O. Now U CGA implies 
U C (U·0-1 n Gx)·O. Since 0-1 is compact, there exist Xt, 1..;;;i.;;;;;1, E0-1 
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such that U·0-1 C U U·xi. Hence we have 
1~i~l 
U C (U·0-1 n GK)·O C ( U (Uxi n GK))·O. 
I<i<Z 
Choose Yi E Uxi n GK, 1 <,i<,l. Then it follows that 
Then 01 is a compact subset of U and U = H · 01 as required. 
Our lemma is proved. 
Let, in particular, U=GA(I) as in (2). Using the lemma above, we get 
(3) 
for a compact subset 01 of GA<I>· 
We shall now prove the first part of our main ·theorem. 
THEOREM 1 : If S has index zero, the group T 8 (g, o), g < 4, is finitely 
generated. 
Proof. Let G0 C Ts(g, o), be as above and GA(l)=G0 ·01 (from 3)). 
consider the groups GKt:J' t) E I. These groups are compactly generated 
for every t) E I. In case of number fields, this is proved for instance in 
BoREL and TITS (see [2]). We shall however give an elementary proof 
of this in the Appendix valid for any locally compact non-archimedean 
field. Using a method of KNESER1) ([5]) we will now prove that G0 is 
finitely generated. 
Let 0' be an inequivalent system of representatives of GA(I) mod G0 , 
chosen from 0'. Moreover, we may assume that 0' contains e, the unit 
element of GA(I)· Since GKt:J' t) E I are compactly generated, and G0 t) is 
compact for t) ¢=I, it follows that GA(I) = II GKtJ x IT G0 tJ is also 
t)EJ t)rtJ 
compactly generated. Let D be a compact system of generators of G A(I)· 
Let x E G0 • We then have, 
(4) 
Since GA(l)=G0 ·01, there exist si EG0 , l<,i<,m, satisfying the following 
relations, 
Let 80 = C0 = e and let Xi= si--\si, 1 < i < m. Then we get, 
Xi= si-=-.\si = Ci-ldici-l E 01D0;: 1 n G0 • 
Yoreover, 
1) "\Ve are indebted to Professor M. Kneser for suggesting this. 
104 
Since x EG0 , 
(5) 
Hence OtD0;:1 () G0 is a system of generators for G0 • Since G0 is discrete 
in GA<I> and OtD0;: 1 is compact in GA(I), it follows that OtD02 1 () G0 is 
a finite set. This proves that G0 is finitely generated. Hence Fs(g, o) is 
finitely generated. 
We will now deduce 
CoROLLARY. If S has index zero in K, then G0 is finite if and only if 
S has index zero at all the prime divisors t) E I, 0 = ( n OtJ) () K. 
t)r$1 
Proof. Let G0 be finite. From (3) we have, 
GA(J)= rr GK'q X rr Go'q=Go ·Ot 
t)E1 t)¢1 
where 01 is a compact subset of GA<I>· Hence GA<I> and therefore GKtJ is 
compact for every t) E I. Hence it follows from a theorem of ONo (See [8]) 
that S has index zero at all t) E I. 
Conversely, let S have index zero at all t) E I. Then GKtJ is compact 
for all t) E I. Since GA(I) = rr GKt) X rr Go and Got) is compact, 
t)E1 t)¢1 
it follows that G A(l) is compact. Since G0 is a discrete subgroup of G A(Ih 
G0 is finite. 
We remark that the theorem 1 is true even if one considers orthogonal 
groups over involutorial division algebras with the function field K as 
the centre. Because of the theorems of Witt and Albert (see RAMANATHAN 
[9]), their structure is similar to that for number fields. In the case of 
involutions of the first kind, S will have elements in K or a quaternion 
division algebra. In the case of quaternion division algebras, by the results 
of RAMANATHAN (P. 252-256, [9]) and SPRINGER [11], if S has index 
zero then its order g = 1 provided S is symmetric, and g.;;;: 3 in case S is 
antihermitian. In the case of involutions of the second kind g.;;;: 2. 
§ 3. We will discuss now the finite generation of the orthogonal groups 
lV(2n, t), n = 1, 2 and t being 0, 1 or 2. For this purpose we need the following 
LEMMA 2: Let G and G' be two orthogonal groups defined over a global 
field K and f a K -isomorphism of G onto G'. This defines an isomorphism 
/A: GA-+ G~, which maps GKtJ onto G~tJ for every t) ED. Then /A(GA<I>) is 
commensurable with G~m for any finite subset I of Q. Consequently, f(G0 (1)) 
is commensurable with G~m· 
REMARK: Lemma 2 is actually proved in the case of number fields in 
greater generality by A. BoREL (1.7 [1]). It is not difficult to see that, 
in a similar way, Lemma 2 holds for function fields also. 
We will now state the following result due to O'MEARA [7]. 
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LEMMA 3. SL(2, o) is finitely generated except when K i8 a function 
field and o=( n OtJ) n K, card (I)=l. In the exceptional case, it is 
t)ED-I 
not in general finitely generated. 
Let t=O and n= 1, so that Jn,T= (~ ~).In this case, it is well known 
that the group £D(2, 0) has a subgroup of index 2 which is isomorphic to 
the group of units of o. Hence we have 
PROPOSITION 1: £D(2, 0) is finitely generated. 
Let t = 0 and n = 2 or t = 1 and n = 1. Using the isomorphism theorems 
of classical groups (§ 8, Ch. 4, [3]) and lemma 2 we have, 
LEMMA 4: £D(4, 0) (resp. £D(2, 1)) has a subgroup of finite index which 
is isomorphic to a subgroup of finite index of SL(2, o)Q9SL(2, o) (resp. 
SL(2, o)). 
Using lemmas 3 and 4 we get 
PROPOSITION 2: lV(4, 0) and lD(2, 1) are finitely generated except when$ 
is a function field and o = ( n OtJ) n K, Card (I)= 1. In the exceptional 
D-1 
case, it is not in general finitely generated. 
Let t = 2 and n= 1. Then J n,T is the matrix 
J ••• ~ c 0 ~ ~ 0 ~). 
it Eo, -it is not a square in K. Let J be the matrix 
J= (~ -u ~)· 
! 0 0 0 
(6) 
Then the orthogonal group FJ(4, o) of J is commensurable with the group 
£D(2,2) of Jn,T, n= 1, t=2. Let K1=K(JI -it) and 01 the Hasse domain 
in K1 obtained by taking the integral closure of o in K1. Let 01 = ± E2 
and 02= ± E 4 be the centres of the groups SL(2, K1) and FJ(4, K) 
respectively. Let PSL(2, Kt) and P FJ(4, K) be the corresponding pro-
jective groups. We define a homomorphism f: SL(2, K1)--+ FJ(4, K) as 
follows. Let a*identity be the K-automorphism a--+ ii of K 1 with 
a(V- it)=-V- it. We identify Kt with the space M2(K1). Now we associate 
to every U ESL(2, Kt), the matrix f(U) E FJ(4, K), which corresponds to 
the transformation X--+ UXU of M2(K1) onto itself with respect to the 
basis e~, 1.;;;i.;;;4, obtained from the canonical basis e,, 1.;;;i.;;;4 in the 
following manner. 
e~ =e1, e~=(V -it e2 +e3)/2V -it, e~=V -it e2 -e3 j2V -it, e~=e4 • 
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It is easy to verify that f(U) =P(U 0 U')P-1, where P is given by 
I 0 0 0 
1 
0 ! 2V-l 0 
P= 
-1 
0 t 2V::X 0 
0 0 0 I 
Then by (§ 8, Ch. 4, [3]) we have, 
(7) f : PS£{2, K1) ~ P FJ(4, K) 
is an isomorphism, J being the induced map of f. 
We will now prove 
PROPOSITION 3: S£{2, 01) has a subgroup of finite index which is iso-
morphic to a subgroup of finite index of FJ(4, o). 
Proof. We first choof'!e <X Eo such that ,xP, ,xP-1 have elements in o1 
and (,x) f (2). Then it is easy to deduce that the congruence subgroup 
SL(2, 01. (,x5)) of SL(2, 01) does not contain -E2. Hence the restriction 
map /R: S£{2, 01. (,x5)) ~ FJ(4, o) off above is one-one. We assert that 
/R(S£(2, 01. (,x5)) is a subgroup of finite index of FJ(4, o). Clearly, 
/R(S£(2, o1, (,x5)) is contained in the congruence subgroup FJ(4, o, (,xB)) 
of FJ(4, o). Hence, to prove our assertion, it is enough to show that 
f-1(FJ(4, o, (,xB)) is contained in the group S£(2, 01). 
Let M ESL(2, K1) with f(M) E FJ(4, o, (,x3)). Then P(M 0 M')P-1 E 
E FJ(4, o, (,x3)) by choice of <X. Hence M 0 M' = E mod (<X). From this, 
it follows that M E SL(2, 01). This proves that /R(S£(2, 01, (,x5)) is a sub-
group of finite index of FJ(4, o) and /R: S£{2, 01. (,x5)) ~ /R(S£(2, o1, (,x5)) 
is an isomorphism. 
As an immediate consequence of this, we have 
. CoROLLARY: l!J(2, 2, o) is finitely generated if and only if S£(2, 01) is 
finitely generated. 
Using lemma 3; we have 
PROPOSITION 4: (!){2, 2, o) is finitely generated except when K is a 
function field, o = ( n OtJ) n K, 1 contains only one prime spot and 
t)E.O-I 
the determinant IJ2,TI of J2,T is not a square at this place. 
Propositions I-4 prove part ii) of the Main theorem stated in § I. 
§ 4. We shall now state without proof, some lemmas from [IO] which 
will be used in the sequel. 
LEMMA 5. (Hurwitz): :Let <X1, ... , <Xk, k;;;;. 3, be a finite set of elements of 
I07 
a Dedekind domain o such that ~X1~0. Then there exist ih, ... , A~c-2 such.that 
(~Xl, ... ' IXTc) = (~Xl, 1%2 + All%3 + ... + ATc-21XTc) 
as ideals in o. 
Let vii denote the additive group of all skew-symmetric matrices of 
n-rows, n:;;;.3, with elements in a Hasse domain o. Let G=SL(n, okn;;;a.3, 
be the linear group defined over o. For U E G, S Evil, USU' is again in 
vii and so we can consider vii as a G-module. We have, 
LEMMA 6: Let n > 3. The G-module vii is. monogene i.e. there exists an 
element 81 E vii such that every S in J( can be written as a finite sum 
(8) S= E ±gS1g', 
LEMMA 7: (O'Meara). SL(n, o), n:;;;.3, is finitely generated. 
Let now 
(0 En 0) Jn,T= En 0 0 , 
0 0 T 
En being the unit matrix of .order n, T a t-rowed diagonal matrix, t = 0:, 
I or 2. When t=2, Tis a matrix of the type G ~). A E 0, -A not a 
square inK. We denote by lV(2n, t), the orthogonal group of J n,T consisting 
of the g x g matrices, g = 2n + t, 
(9) (A· B G) M= 0 D H 
L' F' A 
such that 
(IO) 
where A, B, 0, DE Mn(o), L, F, G, Haren x t matrices with elements in o 
and A E Mt(O). We make a convention that if t=O, L, F, G, H, do not 
exist and M, Jn,T E M2n(o). From. (IO) we ~ave, 
(II) 
I ' 
( 
A'O +O'A.+LTL' =0 
A'H+O'G+LTA =0 
A'D+O'B+LTF'=En 
B' D + D' B + FT F' = 0 
B'H+D'G+FTA =0 
G'H+H'G+A'TA=T 
lV(2n, t) contains matrices of the following types: 
I) ( u o o) (E s U * = 0 0 0 , 2) TS = 0 E 
0 0 Et 0 0 
~·)· Ts=(; ~ ~) 
Et 0 0 Et 
'(E -!PTP' PT) 
3) Xp= 0 E 0 , 
0 -P' Et 
4) (; ~ ~) 
0 0 Et 
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where U ESL(n, o), (J = U'-1, Sis a skew-symmetric matrix E Mn(o) and 
P is an n x t matrix with elements in o such that iPTP' E Mn(O). We 
shall denote by Hn,t the subgroup of lD(2n, t) generated by matrices of 
the types 1), 2), 3) and 4). We shall now prove: 
LEMMA 8: Let ME lD(2n, t), n> 3. Then there exist matrices Q1, Q2 E Hn,t 
such that 
Q,MQ,~ (I } 
Proof. I"'t M ~ G: ) with L ~ ( • J} n;;, 3. Sinoo o is a 
Dedekind domain, there exist d1, d2 E o such that the ideal (b1, ... , bn) = 
=(db d2). Hence there exists U ESL(n, o) with 
(b1, ... , bn)U = (0, ... , 0, d1, d2). 
Then 
(i) MU*= 
n 
Using {11), we have 2 L aiCi +e2= 0 and the ideal (a1, ... ,an, C1, ... , Cn, e)= 
i~l 
=(1). Now there exists e1, e2 Eo such that (e1, e2)=(c1, ... , Cn). Thus there 
exists V E SL(n, o) such that 
v(I)~G)-
(ii) 
11: l ; l Then 
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where as before V = V'-1. Now by Hurwitz's lemma, there exist A., p. Eo 
such that 
Then 
r P1 P1 
Pn-1 0 -A. 
Pn Pn+Ae1 +p.e2 * -p. 
e1 * 
(iii) ps e1 where S= 0 e2 
' e2 
0 
0 0 
'Ap.o 0 
e 
e 
0 
0 
2 
By (11) we have 2 L Piei+e2 =0 and (p1, ... ,pn-l>P~, e)=(1) where 
i~l 
p~ =pn+A.e1 + p.e2. Hence it follows that (Pl> ... , Pn-1, p~, 2) = (1) and conse-
quently, (p1, ... , Pn-1, p~, 2e) = (1). Using Hurwitz's lemma, there exists 
1J E o such that 
(p1, ... ,pn-1,p~+21]e)=(p1, ... ,pn-1,p~, 2e)=(Pl> ... ,pn-l>P~,e)=(1). 
Thus 
P1 
Pn-1 
p~ * 
e1 (iv) Xp 
e2 
0 
e 
0 
P1 
P2 
Pn-1 
p~+21Je 
e1 
e2 
0 
e 
0 
* 
' 
where P= 
0 0 
0 0 
0 
21] 0 
Since (Pl> ... ,pn-1,p~+21]e)=(1), there exists v1 ESL(n, o) such that 
P1 l 
P2 0 
p~+21Je * 0 
e1 Z1 * (v) vl* e2 Z2 
0 
Zn 
e e 
0 0 
..1 
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From (11), we have 2 z1 +e2=0. Hence z1 =:__!e2Eo. 
Theri 
(vi) 
e 0 
0 0 
0 0 
From (11) again, we have 111;1=0. Let 
Then 
1 "'\ 1 
0 0 
0 
0 0 
(vii) Ts2 m2 
* 
mn 
0 0 
\..0 0 
Our lemma is completely proved. 
l 1 
0 0 
0 
Zl * 
Zn mn 
e o 
0 0 
* 
REMARK: If t=O or 1, the step (i) in the proof abQVe can be omitted. 
Hence there exists Q eHn t such that QM satisfies the equation 
l ' 
l 
0 
QM= * 
0 
We will reformulate this in the following way, 
Ill 
Let t~o or I. Let x ~G) be a column of 2n+t element.. of o 
(al) (b1) · with a= ; , b = : satisfying the following property. 
an bn · 
.. 
(12) 2! a,b,+to2 =0 and (a1, ... ,an, b1. ... , bn, o)=(l} 
i=l 
If ME lD(2n, t), the column Mx also satisfies (12). This defines a left action 
of the group lD(2n, t) on the set f/ of columns {x} satisfying (12). It follows 
from Lemma 8, 
CoROLLARY: Let t = 0 or l and n > 3. Then the set f/ consists of a single 
orbit under the action of Hn,t· i.e. given x, y E !/, there exists Q E Hn,t such 
that 
Qx=y. 
Let now M = (~ ~ ~) be any element of lD(2n, t}, n ~ 3. Then 
L' F' A 
by the lemma 8 proved above, there exist Q1. Q2 E Hn,t such that 
Ao= (~ 
L~= (~ 
Mo = Q1MQ2 = (~; ~; ;:) , with 
· L 0 F 0 Ao 
From (11}, it can be easily verified that 
N1 = (~: ~~ ~~) E lD(2(n-l}, t). 
L~ F~ Ao 
Now let 
A2= (~ ~J, B2= (~ ~J. 02= (~ 0} e 01 ' D2= 0 
L~= (~ L~). F; = (~ F~). G~= (~ a~). H~ = (~ 
Then the matrix (A' B2 G,) M1= 02 D2 H2 ElD(2n,t) 
L' F' Ao 2 2 
~J 
n;). 
ll2 
and we have, 
M11 M 0 = (~ ~ ~) 
0' X' Et 
Now it is easy to check that M1 1Mo E Hn,t· From the form of M1, we 
see by induction, that there exist matrices R, Q E Hn,t such that 
with 
A (En-2 0 ) B (0 0 ) O (0 0 ) (En-2 0 ) 
n-1= 0 p2 ' n-1= 0 Q2 ' ·n-1= 0 R2 'Dn-1= 0 Sz 
L~-1 = (0 W~), F~- 1 = (0 X~), G~_ 1 = (0 Y~), H~_1 = (0 M~) 
and E l0(4, t). 
Hence we have proved, 
PROPOSITION 5: l0(2n; t), n:;;;.3, t.;;;2, is generated by the matrices 
1) U.= (~ g ~) 2} TS= (:; ~), Ts= (~ ~ ~) 
0 0 Et 0 0 Et 0 0 Ee 
3) Xp= (~ -1PTP' :T) 4) (~ ~ ~) 
0 -P' Et 0 0 Et 
with UESL(n,o), V=U'-1, S=-S'EMn(O), Pis an nxt matrix with 
elements in o such that !PTP' E Mn(o), and the matrices 
En-2 0 0 0 0 
5) 
0 A 0 B G 
0 0 En-2 0 0 
0 0 0 D H 
( A B G) with 0 D H E l0(4, t). 
L' F'A 
0 L' 0 F' A 
We will now prove: 
PROPOSITION 6: Let n:;;;.3 and t.;;;2. Then the subgroup Hn,t is finitely 
generated. 
Pro of. Consider matrices of the type 1 ). They form a group isomorphic 
to SL( n, o) n > 3. Let U 1, ... , U" be a finite system of generators of SL( n, o) 
(Lemma 7). Then u~., 1.;;;i.;;;v, generate matrices of the type 1). 
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Let .A' be the G-module of all skew-symmetric matrices of Mn(O), where 
G=SL(n, o), n> 3. Then .A' is generated by 
0 0) 0 -1 
1 0 
as a G-module. Let S E.A'. Then by Lemma 6 we have 
TS= II (Ui* T±Sl U;-/). 
i 
Further 
(0 E 0) Ts= E 0 0 TS E 0 0 . (0 E 0) 
0 0 Et 0 0 Et 
This shows that matrices of the types 1), 2) and 4) generate a finitely 
generated subgroup cP1 of Hn,t· 
Let f!J = {XP!P an n x t matrix with elements in ( 4o )}. To prove that 
Hn,t is finitely generated, it is clearly enough to show that f!J is contained 
in a finitely generated subgroup of Hn,t· We will prove this for n=3, 
t = 2. It can be easily extended to the case n > 3 and t < 2. Let f denote 
the finite set of matrices 
where o=Fo[x1, ... , x1], F 0 being the ring Z of rational integers or the 
finite field k of characteristic 7'= 2 according as K is a number field or a 
function field. Then we will prove that f!J is contained in the finitely 
generated group cP2generated by {Xp, P E /}and @1• We have the following 
equations 
1) X~=X2P 
2) U*XpU;; 1 =Xup, U ESL(3, o). 
(0 0) (0 0 1) (" 0) (0 0) (0-1 0) (" 0) 3) 0 o = o -1 o o o , ,t o = 1 o o o o , .A.E(2o) 
.A.O 100 00 00 001 00 
( 2AXi 0) (1 4) 0 0 = 0 0 0 0 .A. 0) ( 0 0) ( 0 0) 1 0 2xt 0 - 2xi 0 . 0 0 0 0 0 0 
Now it is easy to see that our contention is an immediate consequence 
8 Series A 
114 
of the equations l)-4) and the formulae (A), (B) given below: 
A) XrXp1 ·X;1 ·X;/=Ts with S=P1TP'-PTP~ 
B) X2P+2P1 = (XP)2 • (Xp1 )2· (XrXp1 ·X;1 ·X;11)-2. 
This completes the proof of the Proposition 6. 
We will now prove the part iii) of the main theorem stated in § l. 
THEOREM 2: Let t<;2 and g=2n+t. Then l!J(2n, t), g;;;.5, are finitely 
generated. 
Proof. Let t= 0, n> 3. From Proposition 5, l!J(2n, 0) is generated by 
Hn,o and the matrices 
(
En-3 0 0 0) ~ ~ E:_3 ! , (~ ~) El!i(6,0). 
0 0 0 D 
Since Hn,o n;;;.3,is finitely generated (Proposition 6), it is enough to 
prove that (!)(6, 0) is finitely generated. Using the isomorphism theorem 
of (§ 8, Ch. IV, [3]) and Lemma 2, it follows that (!)(6, 0) has subgroup 
of finite index which is isomorphic to a subgroup of finite index of SL( 4, o ). 
Using Lemma 7, we conclude that l!J(2n, 0), n > 3, are finitely generated. 
Let t=l, 2, n;;;.2. Using the finite generation of Hn,t n;;;.3 and Propo-
sition 5, we have only to prove the finite generation of l!J(4, l) (resp. l!J(4, 2)). 
From the isomorphism theorems (§ 8, Ch. iV, [3]) and Lemma 2, we 
deduce that l!J(4, l) (resp. l!J(4, 2)) has a subgroup of finite index which 
is isomorphic to a subgroup of finite index of SP(4, o) (resp. U(4, o1)), 
where 01 is the Hasse domain obtained by taking the integral closure of 
o in K(V- A.). Since SP( 4, o) and U( 4, 01) are finitely generated (Theorem 4, 
[10]), we have l!J(2n, t), t=l, 2 and n;;;.2, are finitely gene:r;ated. 
Our main theorem stated in § l is completely proved. 
APPENDIX 
Let K be a discretely valuated, complete, locally compact field of 
characteristic =1= 2. Let o be the valuation ring inK and m, u be the maximal 
ideal and the group of units of o respectively. Let :n; be a generator of m, 
J:n;J < l. Since K is locally compact, it follows that o and u are compact. 
Moreover, K* =U x (:n;), hence K* has a compact system of generators. 
LetS beag-rowed, non-singular, symmetric matrix with elements inK. 
Let F8 (g, K) be the orthogonal group of S over K. It is the group of 
matrices ME Mu(K), satisfying M'SM =S. The main purpose of this 
Appendix is to prove that Fs(g, K) are compactly generated groups. 
We state a theorem proved by 0No (Theorem 2, [8]). 
115 
THEOREM ( 0No) : Let K be a locally compactly valuated field of charac-
teristic =1= 2. Then Fs(g, K) is compact if and only if S is of index zero. 
Let now g;;;. 3 and Shave index v, v > l. Then there exists a non-singular 
matrix C E Mu(K) such that 
(12) (0 1 0) T=C'SC= 1 0 
o s1 
where S1 is again a non-singular, symmetric matrix of Mu-2(K). Clearly, 
FT(g, K) and Fs(g, K) are isomorphic. Using an argument similar to that 
in the proof of Proposition 5, it is easy to deduce. 
LEMMA A. rT(g, K), g> 3, is generated by the matrices 
0 ) (X E K* ii) 
Eu-2 ' 
(
1 -! p'S1p 
Xp= 0 1 
0 -p 
p'S1) 
0 ' 
Eu-2 
(~ ~ 0 ) and the matrices iv) (:2 ;;) , ME Fs1(g-2, K), 
0 Eu-2 
iii) 
S1 being defined as in (12) and p a column of g-2 elements of K. 
Using the results stated above, we will prove 
THEOREM A. Fs(g, K), g;;;. 1 are compactly generated. 
Proof. We will prove this by induction on g. If g= 1, Fs(g, K) being 
of order 2, the statement is trivial. Let g = 2. If S has index zero, then 
Fs(2, K) is compact by Ono's theorem and hence compactly generated. 
If S has index 1 then Fs(2, K) has a subgroup of index 2, which is iso-
morphic to K*. Since K* is compactly generated, it follows that Fs(2, K) 
is compactly generated. Let us assume, as induction hypothesis that, 
Fw(go, K) are compactly generated for all go-rowed non-singular, sym-
metric matrices W, 2 < g0 <g. We will now prove the statement for g-rowed 
matrices S. If S has index zero, Fs(g, K) are compact by 0No's theorem. 
Hence we may assume that S has index v> l. Using (12), there exists 
C E Mu(K) such that T =C'SC, 
T= (~ ~ 0). 
o s1 
It is therefore sufficient to show that FT(g, K) is compactly generated. 
Now, FT(g, K) is generated by matrices of the type i), ii), iii) and iv) 
as in Lemma A. Using the induction assumption and the fact that K* 
is compactly generated, it follows that the matrices of the type i), iii) 
and iv) are contained in a compactly generated subgroup H of FT(g, K). 
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Hence to prove the theorem, it is enough to show that the matrices of the 
type ii) are contained in a compactly generated subgroup of FT(g, K). 
Now matrices of the type ii) form an abelian group as can be seen from 
Formula A in the proof of Proposition 6. Let us consider the following g- 2 
row vectors, p~ =(1, 0, ... , 0), ... , p;_2 =(0, 0, ... , 0, 1). We assert that the 
group Xp', pis a column of g-2 elements of K is contained in the group 
generated by Hand Xp',, 1 .;;;i <;g- 2. Let p' = (.x1, ... , <Xg-2}, not all <Xi are 
zero. Then 
Xp' = II (.xi* Xp'i .xi·;,t), 
i 
the product being taken over all those i, 1 < i < g- 2, for which <Xi =F 0. 
This proves that FT(g, K) is generated by a compactly generated sub-
group H and the matrices X p',, 1 < i < g- 2. Hence FT(g, K) is compactly 
generated. 
Our theorem is completely proved. 
REMARK. It is clear from the proof above that theorem A holds when 
K is either the field of real numbers or the field of complex numbers. 
Tata Institute of Fundamental Research, 
Bombay 
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