Polynomial stability of exact solution and modified truncated Euler-Maruyama method for stochastic differential equations with time-dependent delay are investigated in this paper. By using the well known discrete semimartingale convergence theorem, sufficient conditions are obtained for both bounded and unbounded delay δ to ensure the polynomial stability of the corresponding numerical approximation. Examples are presented to illustrate the conclusion.
Introduction and main result
Asymptotic stability of stochastic differential delay equations has attracted more and more attention in recent years [4, 8, 11] . Since the exact solution is usually difficult to obtain, properties of the corresponding numerical simulations become more and more hot topics. There are plenty of papers devoted to the exponential stability of the different types of numerical solutions. For example, [18] considered the almost sure exponential stability of Euler and backward Euler methods for stochastic delay differential equations, [1] investigated exponential mean-square stability of two-step Maruyama methods for stochastic delay differential equations, [17] studied delay-dependent exponential stability of the backward Euler method for nonlinear stochastic delay differential equations. One can also refer to other literatures for exponential stability of numerical solutions, see e.g. [2, 7, 14, 19] and references therein. When there is no delay, [9] obtained the polynomial stability of the classical and backward Euler method under given conditions. However, as far as we know, there are few papers concerning about the polynomial stability of the numerical solution for the underlying stochastic differential equations with unbounded delay except [15] .
Recently, Mao [12] introduced truncated EM method for stochastic differential equation without delay, and then he obtained sufficient conditions for the strong convergence rate of it in [13] . Motivated by these two works, we have introduced in [5] a new numerical simulation (which we called modified truncated Euler-Maruyama method) and obtained the strong convergence rate of it. Then we investigated p-th moment exponential stability of it in [6] .
In this paper, we will first extend modified truncated Euler-Maruyama method for stochastic differential equations to that of stochastic differential equations with time dependent delay (both bounded and unbounded cases), and then we will investigate the almost sure and mean square polynomial stability of the given modified truncated Euler-Maruyama method.
Let (Ω, F , P ) be a complete probability space with a filtration {F t } t≥0 satisfying the usual conditions (i.e. it is right continuous and F 0 contains all P-null sets). Consider the following stochastic differential delay equations:
with the initial value
Borel measurable vector and matrix valued functions, respectively.
Notice that stochastic pantograph equation is a special case of the above stochastic delay differential equation (1.1) with unbounded memory (i.e. δ(t) = t − qt, 0 < q < 1 and x 0 = x(0) ∈ R n is a F 0 measurable random variable).
We always assume that f (0, 0, t) ≡ 0, g(0, 0, t) ≡ 0, which implies that X ≡ 0 is the trivial solution of equation (1.1). And we assume that
Here the norm of a matrix A is denoted by |A| = trace(A T A).
It is obvious that for any fixed t, L R,t is an increasing function with respect to R. Assumption 1.2 There exist positive constants K and λ i , i = 1, 2, 3 such that
for any t ≥ 0 and x, y ∈ R n . Now let us give the modified truncated Euler-Maruyama method for equation (1.1).
Without loss of generality, for the given τ ≥ 0, we can choose the step size ∆ ∈ (0, 1) suitably such that there exists a positive integer m such that τ = m∆.
For ∆ * > 0, let h(∆) be a strictly positive decreasing function h : (0,
We now define f ∆ for any ∆ > 0
g ∆ is defined in the same way as f ∆ . Now, we can define the modified truncated EM (MTEM) method X ∆ k ≈ x(k∆) by setting X ∆ k = ξ(k∆) for every integer k = −m, · · · , 0 , and
for every integer k = 1, 2, · · · , where [x] is the integer part of x and ∆B k = B((k + 1)∆) − B(k∆).
Definition 1.3
The solution x(t, ξ) to equation (1.1) is said to be p-th moment exponentially stable if there exists γ > 0 such that
If p = 2, it is said mean square polynomially stable. It is said to be almost surely polynomially stable if for almost all ω ∈ Ω, lim sup t→∞ log |x(t)| log(1 + t) < −γ.
Definition 1.4
We say that the MTEM approximation X ∆ k (1.7) is p-th moment polynomially stable if there exist ∆ * > 0 and γ > 0 such that for any 0 < ∆ ≤ ∆ * lim sup 
Moreover, if δ ≤ τ , or δ is unbounded, then the solution x(t) is also almost surely and mean square polynomially stable. That is, for any γ ∈ (0, γ * ),
s., and lim sup
where γ * = λ 0 ∧γ 0 if δ ≤ τ , here γ 0 is the unique positive solution to 
Then the MTEM approximation (1.7) is both almost surely and mean square polynomially stable. Precisely, for any 0 < ε <
, there exists ∆ * > 0 andC > 0 such that
s., and lim sup 12) whereC =C 0 ∧ λ 0 , andC 0 is the unique positive solution of the following equatioñ
The second main result about MTEM method (1.7) is for unbounded δ.
Theorem 1.7 Let all assumptions in Theorem 1.6 hold. If δ(t) is unbounded, then the MTEM approximation (1.7) is both almost surely and mean square polynomially stable. That is, for any
there exists ∆ * > 0 andC > 0 such that for any ∆ ∈ (0, ∆ * ] and C ∈ (0,C),
Then (2.5), (2.6) of condition 2.3 in [9] implies this special cases if we take K 1 = λ 1 = (λ 0 + 1)/2, and we do not need the linear growth condition (2.4) there. So our results cover that of [9] . We also remark that Theorem 1.7 can not cover Theorem 1.6 since in Theorem 1.6 the rate of polynomial stability could be larger than 1 while in Theorem 1.7 it must be smaller than 1. Moreover, since The rest of the paper is organized as follows. In Section 2, Theorem 1.5 will be proved. Section 3 gives some lemmas which will play important roles in the proof of Theorem 1.6 and 1.7. We will then prove in Section 4 the almost sure and mean-square polynomial stability of the given numerical approximation when δ ≤ τ . Section 5 deals with the unbounded δ. The last section gives numerical examples and simulations to illustrate the conclusion.
2 The existence, uniqueness and polynomial stability of the exact solution
Before proving Theorem 1.5, we give the following continuous semimartingale convergence theorem established in [10] , which is critical in the proof of almost sure polynomial stability of the exact solution.
Lemma 2.1 Let A(t), U(t) be two continuous F t adapted increasing processes on t ≥ 0 with A(0) = U(0) = 0 a.s. Let M(t) be a real-valued continuous local martingale with M(0) = 0 a.s. Let ξ be a nonnegative F 0 -measurable random variable. Assume that {X(t)} is a nonnegative semimartingale with the Doob-Meyer decomposition
If lim i→∞ A(t) < ∞ a.s., then
Proof of Theorem 1.5 Since local Lipschitz condition holds, it follows that for any
where τ e is the explosion time. Let k 0 > 0 be sufficiently large such that
It is obvious that τ k is increasing as k → ∞. Then τ ∞ := lim k→∞ τ k exists and τ ∞ ≤ τ e a.s. So we only need to prove τ ∞ = ∞ which implies that the solution x(t), [−δ(0), ∞) does not explode in finite time.
By Itô formula and Assumption 1.2, for any k ≥ k 0 , it follows that
Then taking expectation on both sides, we obtain for every t ≥ 0,
Since δ ′ (t) ≤ η < 1, then there exists a unique positive t 0 such that t 0 = δ(t 0 ). Thus,
Letting k → ∞ we have
Taking t = T in (2.3), we have
which is impossible since x(τ ∞ ) = ∞. So P (τ ∞ = ∞) = 1, as required. Now let us prove the almost sure and mean square polynomial stability.
By using Itô formula and Assumption 1.2 again, for any 0 < γ < λ 0 , we have 
Here a ∨ b = max{a, b}.
Therefore, for any γ ∈ (0, λ 0 )
Since λ 1 − λ 2 1−η > 0, then there exists a unique γ 0 > 0 such that for any γ ∈ (0, γ 0 ),
Consequently, for any γ ∈ (0, λ 0 ∧ γ 0 )
Case 2: If δ is unbounded, then for any γ < 1, similar to (2.1), we have
Thus for any γ < 1 ∧ λ 0 ,
So by Lemma 2.1, the exact solution x(t) is almost surely polynomially stable in both cases. For mean square polynomial stability, we only need to take expectation on both sides of the above equation, then
We complete the proof.
Some useful lemmas
To prove our main results, let us present some useful lemmas.
We first introduce the so called discrete semimartingale convergence theorem (cf. [11, 18] ), which is essential in proving the main results in this paper.
Lemma 3.1 Let {A i }, {U i } be two sequences of nonnegative random variables such that both A i and U i are F i−1 -measurable for i = 1, 2, · · · , and A 0 = U 0 = 0 a.s. Let M i be a real-valued local martingale with M 0 = 0 a.s. Let ξ be a nonnegative F 0 -measurable random variable. Assume that {X i } is a nonnegative semimartingale with the Doob-Meyer decomposition
that is, both X i and U i converge to finite random variables.
Now let introduce the following lemma, which reveals completely the significance of the constant η introduced by (1.2) For any given τ > 0, we can choose ∆ > 0 such that τ ∆ = m, where m is a positive integer. Then
We have
where #S denotes the number of elements of the set S.
The proof of Lemma 3.2 can be found in [16] .
For the modified truncated function f ∆ and g ∆ , we have the following global Lipschitz continuity. 
Proof For any x, y,x,ȳ ∈ R d , there are three cases: (|x| ∨ |y|) ∨ (|x| ∨ |ȳ|) ≤ h(∆), (|x| ∨ |y|) ∧ (|x| ∨ |ȳ|) > h(∆) and one of |x| ∨ |y| and |x| ∨ |ȳ| is no greater than h(∆) and the other of them is greater than h(∆).
If |x| ∨ |y| ∨ |x| ∨ |ȳ| ≤ h(∆), then (3.2) holds naturally by (1.3).
Now assume (|x| ∨ |y|) ∧ (|x| ∨ |ȳ|) > h(∆).
Since
then by (1.3), we have
Here and from now on, (a(x, y), t) := (ax, ay, t).
Since ||x| ∨ |y| − |x| ∨ |ȳ|| = |x| + |y| + ||x| − |y|| 2 − |x| + |ȳ| + ||x| − |ȳ|| 2 ≤ 1 2 (|x −x| + |y −ȳ| + ||x| − |y| − |x| + |ȳ||)
≤ |x −x| + |y −ȳ|,
Finally, without loss of generality, suppose that |x| ∨ |y| ≤ h(∆) < |x| ∨ |ȳ|. Then we have
Since |x| ∨ |y| ≤ h(∆) < |x| ∨ |ȳ|, then |h(∆) − |x| ∨ |ȳ|| ≤ ||x| ∨ |y| − |x| ∨ |ȳ|| ≤ |x −x| + |y −ȳ|
Similarly, we can prove that g ∆ is globally Lipschitz continuous with the same Lipschitz constant 5L h(∆),t . We complete the proof. 
Proof On the one hand, (3.3) holds naturally by (1.4) and the definitions of f ∆ and g ∆ if |x| ∨ |y| ≤ h(∆).
On the other hand, if |x| ∨ |y|
where a = h(∆) |x|∨|y|
. Then by using (1.4), it follows that 
where
, k∆ ,
, k∆ , and
Then by using (3.2) and (3.3), we have
By (1.11), if we set R = h(∆) and t = k∆, then for ∆ → 0 (thus R → ∞),
) for any fixed k. Since h(∆) → ∞ as ∆ → 0, then for any sufficiently small ε > 0, there exists a ∆ * ∈ (0, 1) small enough such that for all
Observe that, for an arbitrary constant C > 0, if we multiply both sides by (1 + (k + 1) ∆) C , then
.
Thus,
It is obvious that for any ∆ > 0, {M k , F k∆ } k≥0 is a local martingale with M 0 = 0. by (1.2) , there exists unique t 0 ≥ 0 such that t 0 = δ(t 0 ). Then for any fixed ∆ there exists a unique i 0 (independent of k) such that
Notice that
1 is a nonnegative F 0 measurable random variable. And
,
and y i := δ(i∆) ∆ are both nonnegative.
Moreover, since for any x, y ≥ 0
Therefore, Lemma 3.2 yields that
Now by (4.2), it follows that 5) where
is also a nonnegative F 0 measurable random variable and
Notice that since
On the other hand, since for any fixed
. Then there exists a uniqueC 0 > 0 such that
Thus for any C ∈ (0, λ 0 ∧C 0 ),(4.2) implies
Consequently, the well known discrete semimartingale convergence theorem (Lemma 3.1) yields that, for almost all ω ∈ Ω, lim sup
which implies (1.12).
For mean square polynomial stability, taking expectation on both sides of (4.6) yields that
and it is obvious that EY is independent of k, then lim sup
as required.
5 Polynomial stability of X ∆ k when δ is unbounded
Proof of Theorem 1.7: The idea is same as the proof of Theorem 1.6. We will first obtain an inequality similar to (4.6), then use the discrete semimartingale convergence theorem.
Even if δ is unbounded now, by repeating the proof of Theorem 1.6 word by word, we have for any C > 0
, and
C m i is a {F k∆ } k≥0 martingale and M 0 = 0.
Since δ is unbounded in this case, then the inequality (4.4) does not hold any more. Thus we have to estimate
in another way.
Notice that (4.3) still holds in this case, and Then we have
(1 + (i + 1)∆)
The following is same as that of Section 3. We complete the proof.
Examples
Now let us present some examples to interpret our conclusion.
Example 1 Let n = 1, τ > 0. Consider the following scalar SDDE:
x(t − δ(t)) − x 3 (t) − x(t)x 4 (t − δ(t)) 1 + t dt + 2x 2 (t)x 4 (t − δ(t)) + x 2 (t − δ(t)) + 2x 4 (t) 1 + t dB t (6.1) with initial value x 0 = {ξ(θ), θ ∈ [−τ, 0]} ∈ C([−τ, 0], R n ) and δ(t) = τ +
