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Abstract—Massive multiuser (MU) multiple-input multiple-
output (MIMO) is foreseen to be a key technology in future
wireless communication systems. In this paper, we analyze
the downlink performance of an orthogonal frequency division
multiplexing (OFDM)-based massive MU-MIMO system in which
the base station (BS) is equipped with 1-bit digital-to-analog
converters (DACs). Using Bussgang’s theorem, we characterize
the performance achievable with linear precoders (such as
maximal-ratio transmission and zero forcing) in terms of bit
error rate (BER). Our analysis accounts for the possibility of
oversampling the time-domain transmit signal before the DACs.
We further develop a lower bound on the information-theoretic
sum-rate throughput achievable with Gaussian inputs.
Our results suggest that the performance achievable with 1-bit
DACs in a massive MU-MIMO-OFDM downlink are satisfactory
provided that the number of BS antennas is sufficiently large.
I. INTRODUCTION
Massive multiuser (MU) multiple-input multiple-output
(MIMO) is foreseen to be one of the key technologies in
fifth-generation (5G) cellular systems. Massive MU-MIMO
deploys a large number of antennas at the base station (BS),
which enables significant improvements in terms of spectral
efficiency, energy efficiency, reliability, and coverage compared
to traditional small-scale MIMO [1], [2].
However, increasing the number of BS antennas by orders
of magnitude may lead to a significant growth in the circuit
power consumption, system costs, and hardware complexity. To
compensate for this, it is necessary to deploy practical massive
MU-MIMO systems with cheap, power-efficient, and low-
complexity hardware components. However, such inexpensive
and energy-efficient analog circuitry may fundamentally limit
the capacity of the system, due to hardware imperfections.
One of the most dominant sources of power consumption
in massive MU-MIMO architectures are the data converters
at the BS. Today’s state-of-the-art multi-antenna BSs deploy
high-resolution (e.g., 10-bit or more) digital-to-analog convert-
ers (DACs) at each radio frequency (RF) port for downlink
transmission. However, scaling up this approach to massive
MU-MIMO systems with hundreds or thousands of BS antenna
elements seems infeasible. Indeed, apart from system costs
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and power consumption, such an approach may also result
in a bandwidth overload on the fronthaul link connecting the
baseband processing unit to the RF ports. A natural approach
to address all of these issues is to reduce the resolution of
the DACs used at the BS. In this paper, we shall consider the
extreme case of a BS equipped with 1-bit-resolution DACs and
investigate the downlink performance achievable with linear
precoders over frequency-selective fading channels.
Relevant prior art: The performance achievable in the
massive MU-MIMO uplink (users communicate to the BS)
when the BS is equipped with 1-bit analog-to-digital converters
(ADCs) has been investigated recently in [3]–[6]. These results
have shown that 1-bit-ADC massive MU-MIMO architectures
yield high information-theoretic sum-rate throughput despite
the severe nonlinearity introduced by the 1-bit ADCs, provided
that the number of BS antennas is sufficiently large.
In contrast to these results, far less is known about the
impact on performance of the use of 1-bit DACs in the
massive MU-MIMO downlink (BS communicates to users). For
the frequency-flat case, the performance of linear precoders such
as maximal-ratio transmission (MRT) and zero-forcing (ZF) in
the massive MU-MIMO downlink with 1-bit DACs at the
BS has been analyzed in [7]–[9]. Similarly to the uplink
case, it has been shown that it is possible to achieve low
bit error rates (BERs) and high sum-rate throughput despite the
nonlinearity introduced by the 1-bit DACs. More sophisticated
nonlinear precoders were proposed recently, again for the
frequency-flat case, in [9]–[14]. These nonlinear precoders
yield significant performance gains over linear precoders, at
the cost of an increased signal-processing complexity. It is,
however, an open question whether the nonlinear precoders
proposed in the literature can be extended to frequency-selective
channels while maintaining a low computational complexity.
All results reviewed so far deal with single-carrier modu-
lation over a frequency-flat channel. To our knowledge, the
only work that considers 1-bit DACs combined with orthogonal
frequency division multiplexing (OFDM)—the setup we shall
focus on in the present paper—is [15]. There, using an
approximate model for the distortion caused by the 1-bit DACs
at the BS, it is shown that MRT precoding yields a manageable
distortion level at the user equipments (UEs), provided that
the number of BS antennas is sufficiently large. However,
the analysis in [15] is limited to symbol-rate sampling DACs
and the performance of this architecture in terms of BER or
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Fig. 1. Overview of the proposed quantized massive MU-MIMO-OFDM downlink system. Left: a B-antenna BS that performs linear precoding in the
frequency-domain, transforms the precoded vector into time domain, and quantizes its entries using 1-bit DACs. Right: U single-antenna UEs.
achievable rates is not discussed.
Contributions: We characterize the performance achievable
in the MU-MIMO-OFDM downlink for systems in which
the BS is equipped with 1-bit DACs. In contrast to previ-
ous works [7]–[13], we assume OFDM transmission over a
frequency-selective channel. Furthermore, our analysis supports
oversampling DACs. In contrast, the results available in the
literature apply only to the case of symbol-rate sampling.
Using Bussgang’s theorem [16], we develop a closed-form
expression for the signal-to-interference-noise-and-distortion
ratio (SINDR) of linear precoders. We then use this expression
to obtain (i) an accurate approximation of the uncoded BER
achievable with QPSK signaling and (ii) a lower bound on the
achievable sum-rate downlink throughput. This lower bound
corresponds to the rate achievable using Gaussian signaling
and mismatched nearest-neighbor decoding at the UEs. We use
numerical simulations to demonstrate that the use of 1-bit DACs
and linear precoders in a massive MU-MIMO-OFDM system
operating over a frequency-selective Rayleigh-fading channel
yields high downlink sum-rate throughput and low BER.
Notation: Lowercase and uppercase boldface letters desig-
nate column vectors and matrices, respectively. For a matrix A,
we denote its transpose and its Hermitian transpose by AT ,
and AH , respectively. The entry on the kth row and on the `th
column of the matrix A is denoted as [A]k,`. Furthermore, the
kth entry of a vector a is denoted as [a]k. The main diagonal
of A is diag(A). The matrix diag(a) is a diagonal matrix with
the elements of a along its main diagonal. The M×M identity
matrix and the M × N all-zeros matrix are denoted by IM
and 0M×N , respectively. The real and imaginary parts of a
complex-valued vector a are <{a} and ={a}, respectively. We
use sgn(·) to denote the signum function, which is applied
entry-wise to vectors and is defined as sgn(a) = 1 if a ≥ 0
and sgn(a) = −1 if a < 0. The multivariate complex-valued
circularly-symmetric Gaussian probability density function with
covariance matrix K is denoted by CN (0,K). We use Ex[·] to
denote expectation with respect to the random variable x and
Q(x) = 1√
2pi
∫∞
x
exp
(−y2/2) dy to denote the tail probability
of the standard normal distribution.
II. SYSTEM MODEL
We consider the downlink of a single-cell massive MU-
MIMO-OFDM as depicted in Fig. 1. The BS, which is equipped
with B antennas, serves U single-antenna UEs simultaneously
and in the same frequency band. At the BS, a precoder
maps the data symbols into precoded symbols to be sent to
the RF ports. Since the system is assumed to operate over
a frequency selective channel, OFDM is used. Specifically,
the frequency-domain precoded vector is transformed into a
time-domain vector by performing an inverse discrete Fourier
transform (IDFT) at each RF port. Then, the resulting signal is
generated by a pair of 1-bit DACs, one operating on the real
part and one on the imaginary part of the time-domain signal.
At the UEs, the received time-domain signal is mapped back
to the frequency domain through a DFT.
A. OFDM Numerology
Each OFDM symbol consists of S data symbols and N
subcarriers. Let ∆f be the subcarrier spacing and fs = N∆f
the sampling rate of the DACs. We use the disjoint sets Sd and
Sg to denote the set of subcarriers designated for data symbols
(occupied subcarriers) and for guard subcarriers, respectively.
The number of occupied subcarriers is |Sd| = S, and the
number of guard subcarriers is |Sg| = N − S. Let sk denote
the U -dimensional data vector associated with the kth (k =
0, . . . , N − 1) subcarrier. We shall assume that E[sksHk ] = IU
if k ∈ Sd and that sk = 0U×1 if k ∈ Sg. Note that the case
S = N corresponds to symbol-rate sampling whereas setting
S < N yields an oversampling ratio (OSR) of N/S > 1.
B. Time-Domain Channel Input-Output Relation
For simplicity, we assume that all RF hardware components
other than the DACs (e.g., local oscillators, mixers, power
amplifiers, etc.) are ideal and that the ADCs at the UEs have
infinite resolution. We also assume that the sampling rate fs
of the DACs at the BS is equal to the sampling rate of the
ADCs at the UEs and that the system is perfectly synchronized.
Under these assumptions, the received discrete-time baseband
vector yn ∈ CU containing the samples at discrete time n of
the signals received at the U UEs can be written as
yn =
L−1∑
`=0
H`xn−` +wn, n = 0, . . . , N − 1. (1)
Here, xn ∈ CB is the quantized time-domain precoded vector
at time n, the matrix H` ∈ CU×B is the time-domain channel
matrix associated with the `th channel tap of the frequency-
selective channel (` = 0, . . . , L − 1). This matrix has en-
tries [H`]u,b ∼ CN (0, 1/
√
L). We further assume the entries of
the matrices {H`} to be independent and to remain constant for
the duration of an OFDM symbol. Note that these assumptions
yield a spatially white frequency-selective Rayleigh-fading
channel with uniform power-delay profile. An extension to
spatially correlated channels and to other power-delay profiles is
straightforward. Finally, wn ∼ CN (0U×1, N0IU ) denotes the
additive white Gaussian noise (AWGN) at the UEs. Here, N0
stands for the noise power spectral density (PSD).
At time n, the quantized time-domain precoded vector xn
is obtained by passing the infinite-resolution time-domain
precoded vector zn ∈ CB through a set of 1-bit DACs.1 Specif-
ically, let X = √PS/(2BN){1 + j,−1 + j,−1 − j, 1 − j},
where P stands for the average transmit power at the BS.
We have that xn = Q(zn) where the nonlinear function
Q(·) : CB → XB , which captures the operation of the 2B
DACs, is defined as
Q(zn) =
√
PS
2BN
(sgn(<{zn}) + j sgn(={zn})) . (2)
A cyclic prefix of length L − 1 is prepended to the time-
domain precoded vector zn and is later discarded at the receive
side. We shall not explicitly prepend the cyclic prefix to zn to
keep notation compact. The cyclic prefix makes the channel
matrix circulant and, hence, diagonalizable through IDFT and
DFT operations at the BS and UE sides.
C. Frequency-Domain Channel Input-Output Relation
Let X = [x0, . . . , xN−1] ∈ XB×N and Y =
[y0, . . . , yN−1] ∈ CU×N be the time-domain transmitted and
received matrices over the N time instants, respectively. Fur-
thermore, let Xˆ = XFT and Yˆ = YFT be the corresponding
frequency-domain matrices. Here, F stands for the N × N
DFT matrix, which satisfies FFH = IN . Finally, let
Hˆk =
L−1∑
`=0
H` exp
(
−jk 2pi
N
`
)
, k = 0, . . . , N − 1 (3)
be the U × B frequency-domain channel matrix associated
with the kth subcarrier. After discarding the cyclic prefix, we
can write the frequency-domain input-output relation at the
kth subcarrier as
yˆk = Hˆkxˆk + wˆk. (4)
Here, xˆk and yˆk are the kth column of Xˆ and Yˆ, respectively.
Furthermore, wˆk ∼ CN (0U×1, N0IU ) is the kth column of
the matrix Wˆ = WFT , where W = [w0, . . . ,wN−1].
D. Linear Precoding
In this paper, we shall focus exclusively on linear precoding
strategies. We assume that the BS has perfect knowledge of the
realizations of the frequency-domain channel matrices {Hˆk}
1In Section II-D, we shall describe how this vector is obtained from the
data symbols {sk} for k ∈ Sd.
for k ∈ Sd (a relaxation to the case of imperfect channel-state
information will be considered in future works). We further
assume that the time-domain precoded vector zn is obtained
from the data symbols {sk} as follows:
zn =
1√
N
N−1∑
k=0
Pˆksk exp
(
jk
2pi
N
n
)
(5)
for n = 0, . . . , N − 1. In words, the data symbols on the kth
subcarrier are multiplied with the frequency-domain precoding
matrix Pˆk ∈ CB×U . The resulting frequency domain vector is
then converted into time domain through an IDFT. We use the
convention that Pˆk = 0B×U on all guard subcarriers, i.e., for
all subcarriers that satisfy k ∈ Sg .
We focus on two linear precoders that are commonly used
in the infinite-resolution case, namely MRT and ZF. With
MRT, the BS maximizes the power directed towards each
UE, ignoring MU interference. This is done by setting the
precoding matrix equal to the Hermitian transpose of the
channel matrix. With ZF, the BS avoids MU interference by
setting the precoding matrix equal to the pseudo-inverse of the
channel matrix. Mathematically, we have
Pˆk =

1
βMRTB
HˆHk , for MRT
1
βZF
HˆHk
(
HˆkHˆ
H
k
)−1
, for ZF.
(6)
Here, βMRT and βZF are scaling factors chosen to ensure that
the power constraint is satisfied in the infinite-resolution case.
III. PERFORMANCE ANALYSIS
In the infinite-resolution case, the frequency-domain received
signal yˆk can be written as
yˆk = HˆkPˆksk + wˆk. (7)
In words, the received signal on subcarrier k ∈ Sd depends
only on sk and not on the data symbols transmitted on
other subcarriers. Hence, each subcarrier can be analyzed
separately. In the 1-bit-DAC case, however, the received
signal on one subcarrier depends, in general, on the data
symbols transmitted on all other subcarriers. For a performance
analysis, it is convenient to use the Kronecker product property
vec(ABC) =
(
CT ⊗A) vec(B) and to write the frequency-
domain received signal Yˆ in vectorized form yˆ = vec(Yˆ) ∈
CUN as
yˆ = Hˆ(F⊗ IB)x+ wˆ. (8)
Here, x = vec(X) ∈ XBN , wˆ = vec(Wˆ) ∈ CUN , and
Hˆ is the UN × BN block-diagonal matrix that has the
matrices Hˆ0, . . . , HˆN−1 on its main diagonal. In (8), the
quantized time-domain precoded vector x is given by x = Q(z)
where z = vec(Z) ∈ CBN and where Z = [z0, . . . , zN−1].
Now let Pˆ ∈ CBN×UN denote the block-diagonal matrix that
has the matrices Pˆ0, . . . , PˆN−1 on its main diagonal. We can
write the time-domain precoded vector z as
z =
(
FH⊗ IB
)
Pˆs (9)
where s = vec(S), and where S = [s0, . . . , sN−1]. Now,
using (9) in (8), we obtain
yˆ = Hˆ(F⊗ IB)Q
((
FH⊗ IB
)
Pˆs
)
+ wˆ. (10)
Next, we use Bussgang’s theorem [16] to decompose (10)
in a form that enables analytic analysis. Bussgang’s theorem
has previously been used in, e.g., [5]–[9], to characterize the
performance of the quantized single-carrier massive MU-MIMO
uplink and downlink on frequency-flat channels. Here, we
generalize these analyses for the downlink to the frequency-
selective case.
A. Decomposition Using Bussgang’s Theorem
The 1-bit DACs introduce an error Q(z)−z that is correlated
with z. For Gaussian inputs, Bussgang’s theorem [16] allows
us to decompose Q(z) into two components: a linear function
of z and a distortion that is uncorrelated with z. Specifically,
let sk ∼ CN (0U×1, IU ) for all k ∈ Sd. By using Bussgang’s
theorem, the quantized time-domain precoded vector x can be
written as [9], [17]
x = Q(z) = Gz+ d (11)
where d ∈ CBN is a distortion that is uncorrelated with z.
Furthermore, G = IN ⊗ diag(g) ∈ RBN×BN is a diagonal
matrix, where (cf. [9, Eq. (14)])
diag(g) =
√
2PS
piBN
diag
(
1
N
N−1∑
k=0
PˆkPˆ
H
k
)−1/2
. (12)
Inserting (11) into (10) we obtain
yˆ = Hˆ(F⊗ IB)
(
G
(
FH⊗ IB
)
Pˆs+ d
)
+ wˆ (13)
= HˆGPˆs+ Hˆ(F⊗ IB)d+ wˆ. (14)
The last step follows because (F⊗ IB)G
(
FH⊗ IB
)
= G.
B. Achievable Sum-Rate with Gaussian Inputs
Let yˆu,k = [yˆk]u denote the received signal on the kth
subcarrier at the uth UE. It follows from (14) that
yˆu,k =
[
Hˆk diag(g) Pˆk
]
u,u
su,k
+
∑
v 6=u
[
Hˆk diag(g) Pˆk
]
u,v
sv,k
+ [Hˆ(F⊗ IB)d]u+kU + wˆu,k. (15)
The first term on the right-hand side of (15) corresponds to the
desired signal; the second term captures the MU interference;
the third term describes the distortion introduced by the
quantizer; the fourth term represents AWGN.
Let now γu,k(Hˆ) be the SINDR on the kth subcarrier for
the uth UE. Using (15), we can express γu,k(Hˆ) as
γu,k(Hˆ) =
[∣∣Hˆk diag(g) Pˆk∣∣2]
u,u∑
v 6=u
[∣∣Hˆk diag(g) Pˆk∣∣2]
u,v
+Du,k(Hˆ) +N0
(16)
where we have defined
Du,k(Hˆ) =
[
Hˆ(F⊗ IB)Cd
(
FH⊗ IB
)
HˆH
]
u+kU, u+kU
(17)
where Cd = E
[
ddH
] ∈ CBN×BN . Let now
Cz =
(
FH⊗ IB
)
PˆPˆH(F⊗ IB) . (18)
Since z and d are uncorrelated, it follows from (11) that
Cd = Cx −GCzG (19)
where Cx = E
[
xxH
] ∈ CBN×BN has the following closed-
form expression for the case of 1-bit DACs [18]:
Cx =
2PS
piBN
(
arcsin
(
diag(Cz)−
1
2 <{Cz} diag(Cz)− 12
)
+j arcsin
(
diag(Cz)−
1
2 ={Cz} diag(Cz)− 12
))
. (20)
Through standard manipulations of the mutual information
(see, e.g., [9]), we can obtain a lower bound Rsum on the sum-
rate throughput that is explicit in the SINDR (16) as follows:
Rsum =
1
S
EHˆ
[∑
k∈Sd
U∑
u=1
log2
(
1 + γu,k(Hˆ)
)]
. (21)
This lower bound corresponds to the rate achievable with a
Gaussian codebook and a mismatched nearest-neighbor decoder
at the UEs [19], [20].
IV. NUMERICAL RESULTS
We focus on a MU-MIMO-OFDM system in which the
number of BS antennas is B = 128 and the number of UEs
is U = 16. We consider a frequency-selective Rayleigh-fading
channel with L = 4 taps and a uniform power delay profile.
The OFDM numerology is inspired by an LTE system [21].
Specifically, we assume that the number of occupied subcarriers
is S = 300. The subcarrier spacing is ∆f = 15 kHz and the
total number of subcarriers (the size of the DFT) is N =
512. Hence, the sampling rate of the DACs is fs = N∆f =
7.68 MHz and the OSR is N/S = 512/300 ≈ 1.7.
A. Spectral Emissions
In Fig. 2, we plot the normalized PSD of the transmitted
signal (averaged over the BS antennas and the channel
realizations) and the PSD of the received signal (averaged
over the UEs and the channel realizations). We assume that the
BS uses MRT precoding and that the data vector s contains
uncoded QPSK symbols. Furthermore, we assume that the
occupied carriers are the first 150 to the left and to the right
of the DC carrier (the DC carrier is not occupied). This results
in a one-sided bandwidth of 2.25 MHz (the available one-
sided bandwidth is instead 3.84 MHz). Numerical simulations
are compared with analytic results obtained by computing the
PSD of x and of the corresponding output vector using (20).
We see from the figure that the nonlinearity introduced by
the 1-bit-DAC causes severe out-of-band (OOB) distortion
at the BS. Interestingly, however, the OOB distortion of the
received signal at the UE is roughly 9 dB smaller than the OOB
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(a) PSD of the transmitted signal.
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(b) PSD of the received signal in the noiseless case.
Fig. 2. PSD of the transmitted and received signal. The markers correspond
to simulated values and the solid lines correspond to analytical results.
distortion of the transmitted signal at the BS. This is because
the distortion adds up incoherently at the UEs whereas the
useful signal is beamformed to the UEs. Hence, even though the
1-bit DACs cause significant spectral distortions per antenna,
the distortion levels at the UEs are not as severe. Nevertheless,
the OOB distortion caused by the 1-bit DACs is a significant
issue in practical systems as it may cause interference to UEs
in adjacent frequency bands.
B. Error-Rate Performance
1) Uncoded BER: In Fig. 3, we plot the uncoded BER
with QPSK for MRT and ZF precoding as a function of the
SNR P/N0. Both the case of 1-bit DACs and of infinite-
resolution DACs are considered. The simulated BER values
are compared with an analytical approximation for the BER
obtained by assuming that the overall noise at the UEs (which
includes MU inteference and quantization errors) is Gaussian.
Under this assumption, the uncoded BER with QPSK can be
approximated by
1
US
EHˆ
[
U∑
u=1
∑
k∈Sd
Q
(√
γu,k(Hˆ)
)]
(22)
where γu,k(Hˆ) is given in (16). We see from Fig. 3 that MRT
suffers from a relatively high error floor, which is mainly
due to residual MU interference, whereas ZF yields better
performance, although the gap at 10−4 from the performance
obtainable with infinite-resolution DACs is about 8 dB. The
approximation (22) is accurate over the entire range of SNR
values considered in the figure. This suggests that the overall
noise per subcarrier at the UEs can indeed be modeled
accurately as a Gaussian random variable.
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Fig. 3. Uncoded BER with QPSK; U = 16, B = 128, S = 300, N = 512.
The markers correspond to simulated values and the solid lines correspond
to the approximation in (22). We note that an uncoded BER below 10−4 is
possible with ZF and 1-bit DACs.
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Fig. 4. Coded BER with QPSK for a rate-1/2 convolutional code, and with
hard-decision decoding at the UEs; U = 16, B = 128, S = 300, N = 512.
Low coded BERs are achievable with ZF and 1-bit DACs.
2) Coded BER: In Fig. 4 we show the coded BER for
MRT and ZF, for the case of QPSK modulation and rate-1/2
convolutional code. The length of the codewords is 6000 bits
and the QPSK symbols are randomly interleaved over 10 con-
secutive OFDM symbols. The UEs perform symbol-wise
nearest-neighbor decoding and hard-input Viterbi decoding
(extension to soft-input decoding is part of ongoing work). With
ZF, the gap to the infinite-resolution performance is 4.5 dB for
a target BER of 10−6. As in the uncoded case, MRT is limited
by MU interference; the error floor is, however, below 10−5.
C. Achievable Rate
In Fig. 5, we show the sum-rate throughput (21) achievable
with Gaussian inputs and mismatched nearest-neighbor decod-
ing as a function of the SNR. We observe that, similarly to
the frequency-flat case [9], a high sum-rate throughput can be
achieved. Specifically, a sum-rate throughput exceeding 64-bits
per channel use (corresponding to 4 bits per channel use per
UE) can be achieved for SNR values beyond 13 dB.
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Fig. 5. Achievable sum-rate with Gaussian inputs; U = 16, B = 128,
S = 300, N = 512. High sum rates are achievable with ZF and 1-bit DACs.
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Fig. 6. Impact of the OSR on the uncoded BER; SNR= 10 dB, U = 16,
B = 128, S = 300. Increasing the OSR improves the uncoded BER.
D. Impact of Oversampling
In Fig. 6, we investigate the impact of the OSR on the
uncoded BER. Specifically, we plot the uncoded BER for the
case of uncoded QPSK as a function of the OSR for both MRT
and ZF. The SNR, defined as P/N0, is set to 10 dB. We note
that, for ZF, the uncoded BER can be considerably improved by
operating the DACs at a sampling rate higher than the symbol
rate. Indeed, the uncoded BER with ZF can be decreased by
an order of magnitude compared to the symbol-rate sampling
case (OSR= 1) by operating the DACs at twice the symbol
rate. However, further increasing the sampling rate yields only
marginal performance gains.
V. CONCLUSIONS
We have characterized the performance in terms of BER
and achievable rate of a MU-MIMO-OFDM downlink system,
where the BS is equipped with 1-bit DACs and uses linear
precoding. Using Bussgang’s theorem, we have obtained a
closed-form expression for the SINDR, which we have then
used to obtain a lower bound on the achievable sum-rate with
Gaussian inputs and an accurate approximation for the uncoded
BER with QPSK. Through numerical simulations, we have
illustrated that low uncoded and coded BERs and high sum-
rates are achievable despite the severe nonlinearity introduced
by the 1-bit DACs, at the cost of unwanted OOB emissions.
Extensions of our analysis to the case of multi-bit DACs
and to nonlinear precoders is part of ongoing work. Devel-
oping methods for reducing OOB emissions is also part of
ongoing work.
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