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Resum
En este proyecto se desea desarrollar una aplicación basada en una arquitectura 
P2P  que  permita  compartir  ficheros  entre  los  usuarios  así  como  ofrecer 
funcionalidades de presencia y de mensajería instantánea.
Para  ello  será  necesário  estudiar  primero  las  APIs  que utilizaremos para  su 
desarrollo, FreePastry y PlaceLab así como el funcionamiento de las DHT.
FreePastry  nos  ofrece  una  muy  buena  implementación  de  las  DHT  y  nos 
proporciona  un  conjunto  de  protocolos  y  servicios  que  nos  permite  crear 
aplicaciones  distribuidas  de  una  forma  fácil  y  eficiente.   Además  usaremos 
también SCRIBE para crear la estructura de grupos y PAST para la compartición 
de ficheros.
Una vez estudiadas las APIs y la tecnología DHT se ha diseñado mediante UML 
una aplicación propia que nos permitiera ofrecer las funcionalidades, y utilizando 
el lenguaje de programación JAVA.
Finalmente se ha implementado el diseño y realizado una batería de pruebas 
para comprobar que todo funciona tal y como se requería al principio, así como 
el rendimiento que nos ofrecen las APIs empleadas en un escenario púramente 
wireless.
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Overview
In  this  project  we  have  the  aim  to  develop  an  application  that  uses  P2P 
architechture  and offers  some services  like  file-sharing,  presence and instant 
messaging between users.
First of all we need to study the APIs that we'll use for the implementation of the 
application, FreePastry and PlaceLab. We need to know also how to use the 
DHT technology.
FreePastry offers a very nice implementation of the DHT techonology and a sort 
of protocols and services to build a distributed aplication in a simple and eficient 
way.  Also  we'll  use  SCRIBE  to  build  the  group  structure  and  PAST for  file-
sharing.
After we know all the tools we'll use we begin the design of the aplication using 
UML and once this design is finished we will start implementing the application 
using JAVA.
Finally we implement the aplication in JAVA and make a sort of tests to evaluate 
the correct implementation of the designed application and their yield Also we'll 
evaluate the yield of the APIs used in a pure Wireless sceneario.
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Capítulo 1 Introducción
El  objetivo  de este  proyecto  es  el  de evaluar  la  funcionalidad de un 
programa que ofrezca servicios  de  mensajería  instantánea,  compartición  de 
ficheros  y  servicios  de  presencia  en  un  entorno  Wireless  de  una  empresa 
privada.
Para  ello  se  utilizará  una  implementación  de   la  tecnología  DHT1 
(Distributed Hash Table), tecnología que será necesario analizar previamente.
A lo largo de la memoria se analizarán diferentes herramientas para el 
desarrollo de la aplicación y se describirá el proceso de diseño seguido, previo 
a la implementación del mismo utilizando en lenguaje de programación JAVA.
1.1. Estructura de la memoria
En este primer capítulo se explicarán las razones y motivaciones por las 
cuales se ha escogido este proyecto así como los objetivos principales que se 
desean  conseguir  a  su  finalización.  Del  mismo  modo  se  describirá  una 
planificación del proyecto tanto a nivel temporal como de costes.
En el segundo capítulo se introducirán las tecnologías y API2s utilizadas 
para implementar el proyecto. Se explicará su funcionamiento y se comenzará 
a perfilar  la manera en que estas nos pueden ser útiles y el  motivo de su 
elección.
En  el  tercer  capítulo  se  realizará  el  diseño  de  la  aplicación  que 
deseamos crear mediante UML3. Se presentarán las clases principales de este, 
explicando su  función  utilizando  Diagramas  de Clases,  y  las  acciones  más 
críticas de la aplicación mediante Diagramas de Secuencia.
En el cuarto capítulo se realizará una pequeña guía para el correcto uso 
de la  Aplicación  desarrollada en el  capítulo  tercero.  Mediante explicaciones 
escritas y Screenshots se mostrarán los pasos a seguir para entrar al sistema, 
conocer que usuarios se encuentran dentro, crear nuevos Tópicos y publicar 
ficheros. También se explicará como suscribirse a Tópicos creados por otras 
personas y descargar los ficheros que estas publiquen.
1 DHT: Distributed Hash Table - http://en.wikipedia.org/wiki/Distributed_hash_table 
2API: Application Programing Interface - http://en.wikipedia.org/wiki/API  
3 UML: Unified Modeling Language - http://en.wikipedia.org/wiki/Unified_Modeling_Language  
10                                                                                                                                   LocationAware en aplicacions P2P  
En el quinto capítulo se mostrarán algunas pruebas de carga realizadas 
en el sistema. Creemos que es muy importante observar el comportamiento de 
la  aplicación  creada  ante  un  funcionamiento  normal  de  esta,  así  como  el 
comportamiento cuando se utiliza sobre una red puramente WiFi4.
Finalmente en el sexto y último capítulo se presentarán las conclusiones 
finales una vez terminado el proyecto, se evaluarán los resultados obtenidos 
tomando los objetivos iniciales y se describirán algunas mejoras que creemos 
se  podrían  agregar  al  sistema.  También  se  valorará  el  rendimiento  que  ha 
ofrecido realmente FreePastry5 y PlaceLab6 en el entorno para el cual hemos 
decidido utilizarlo.
1.2.  Razón y oportunidad del proyecto
Las  conexiones  entre  máquinas  dentro  de  las  empresas  han 
experimentado un aumento cada vez más grande, del mismo modo, cada vez 
son más las empresas que trabajan con dispositivos móbiles conectados a la 
red  mediante  conexiones  inalámbricas.  Estas  máquinas  deben  estar  en 
contínua comunicación  entre  ellas  y  muchas veces es  interesante el  poder 
comunicarse con todas ellas de una manera eficiente. También es importante el 
poder realizar ciertas cosas dependiendo el lugar en que estos dispositivos se 
hayan, por ejemplo descargar la información necesaria para una presentación 
al entrar en la sala donde se realizará, o recibir comunicados internos cuando 
el trabajador se encuentra en su puesto de trabajo.
También es importante que la información que se desea compartir con 
los dispositivos no se encuentre centralizada en ningún lugar, ya que la caída 
de una máquina no debe impedir que los contenidos degen de ser accesibles, 
ni se deben sufrir retardos en la adquisición de los datos por sobrecarga de la 
máquina que los almacena o porque la red a la que se encuentra conectada se 
encuentre saturada de peticiones.
Una arquitectura P2P7 es la más conveniente para llevar a cabo esto así 
como el uso de DHT para almacenar la información, por último es necesaria la 
identificación de Zonas por parte de la aplicación para que se puedan llevar a 
cabo acciones sensibles a la posición del dispositivo en el mundo.
4WiFi: http://en.wikipedia.org/wiki/Wifi  
5FreePastry: http://freepastry.org/  
6PlaceLab:  http://www.placelab.org/  
7P2P: Peer-to-Peer - http://en.wikipedia.org/wiki/P2p  
Introducción                                                                                                                                                                       11  
1.3.  Objetivos
Se  pretende  crear  una  aplicación  que  nos  permita  poner  en 
comunicación diversos dispositivos móbiles creando una red FreePastry. Estos 
nodos  deberán  poder  comunicarse  entre  ellos  así  como  compartir  ficheros 
entre  ellos.  Los  dispositivos  móbiles  deberan  situarse  en  Zonas  distintas 
identificando su posición mediante PlaceLab y los diversos Access Points que 
hay en el Campus de la EPSC.
Para ello será necesario familiarizarse primero con todas las APIs que se 
utilizarán, FreePastry y PlaceLab. Realizar diversas pruebas para comprobar el 
correcto funcionamiento de estas en una red WiFi y finalmente realizar pruebas 
de carga de la aplicación desarrollada.
1.4.  Planificación
El  TFC comenzará a desarrollarse durante el  mes de Septiembre de 
2005, no obstante no será posible dedicarle muchas horas durante este mes ya 
que se compaginará con la realización de una beca en la universidad a tiempo 
completo. A partir de Octubre ya se podrá trabajar directamente en el proyecto.
La duración estimada del  proyecto será de 435 horas durante las 15 
semanas comprendidas entre Octubre de 2005 y Enero de 2006.
A continuación se detallan las diferentes fases de las que se compondrá 
el proyecto.
1.4.1.  Estudio de FreePastry y PlaceLab
Para comenzar será necesario conocer las APIs que se utilizarán en el 
desarrollo  de  la  aplicación.  Para  ello  se  recopilará  información  de  ambas 
estudiando  sus  JavaDoc,  el  código  fuente  y  los  ejemplos  que  se  puedan 
encontrar en las diferentes Webs y artículos que hagan referéncia a ellas.
Tiempo estimado: 110 horas
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1.4.2.  Diseño de la Aplicación
Una vez se conozcan las APIs que se utilizarán para el desarrollo de la 
aplicación  será  necesario  realizar  el  diseño  de  la  misma  previo  a  su 
implementación. Se realizará un diagrama genérico de las clases necesarias y 
diagramas de secuencia de las acciones principales, para todo ello se utilizarán 
diagramas UML.
Tiempo estimado: 70 horas
1.4.3.  Implementación de la aplicación
Cuando tengamos listo el diseño de la aplicación se pasará a realizar la 
implementación de esta. Para ello se utilizará el IDE Eclipse. Durante la fase de 
implementación se irán realizando periódicamente pruebas para comprobar el 
correcto funcionamiento de cada una de las partes del proyecto por separado. 
Esto facilitará mucho las labores de integración de las diferentes partes.
Tiempo estimado: 180 Horas
1.4.4.  Pruebas de carga de la aplicación
Una vez finalizada la  aplicación se realizará una pequeña batería  de 
pruebas que nos permita evaluar el funcionamiento de la misma en un entorno 
real.
Tiempo estimado: 20 horas
1.4.5.  Redacción de la memoria
En este momento se procederá a recopilar toda la información obtenida 
durante las fases anteriores  y se redactará el documento final que dará cuerpo 
a la memoria final del TFC.
Tiempo estimado: 25 horas
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1.4.6.  Presentación
Finalmente  se  preparán  las  diapositivas  necesarias  para  la  defensa 
pública del TFC y el guión que se seguirá para la presentación final del TFC.
Tiempo estimado: 30
1.4.7.  Diagrama de Gantt
A continuación se muestra el Diagrama de Gantt con la planificación del 
proyecto.
Fig. 1.1 Diagrama de Gantt 1/3
Fig. 1.2 Diagrama de Gantt 2/3
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Fig. 1.3 Diagrama de Gantt 3/3
 
1.5. Costes
Los costes asociados al desarrollo del proyecto:
Valor Número Coste Horas Sub-Total
Access Point 2 50 € N/A 100 €
Portátiles con WiFi 3 800 € N/A 2400 €
Ingeniéro  Técnico  de 
Telecomunicaciones
1 12 € /Hora 435 5220 €
TOTAL 7720 €
Fig. 1.4 Costes de desarrollo.
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Capítulo 2 Entorno del Proyecto
En este  capítulo  se  describirán  las  diferentes  APIs  utilizadas para  el 
desarrollo del proyecto, así como el funcionamiento básico de una red Peer-to-
Peer. Las APIs utilizadas son FreePastry y PlaceLab.
2.1.  La tecnología Peer-to-Peer
2.1.1.   Definición de red Peer-to-Peer.
Peer-to-Peer (también conocido con el acrónimo P2P que utilizaremos a 
partir de ahora) define una red de máquinas que siguen una arquitectura de red 
totalmente  descentralizada.  En  dicha  red  las  máquinas  presentes,  también 
llamadas nodos,  comparten una serie de recursos y servicios distribuidos a 
través de toda la red. Estos recursos pueden ser de cualquier tipo, desde algo 
tan sencillo como una impresora compartida hasta la realización de cálculos de 
manera conjunta o intercambio de información de cualquier tipo.
Las máquinas que conformen una red P2P no necesitan encontrarse 
bajo  una  arquitectura  física  de  red  determinada,  ya  que  P2P  es  una 
arquitectura de tipo lógica, únicamente necesitan poder “verse” las unas a las 
otras. Por tanto en una misma red P2P pueden estar máquinas situadas en 
puntos  muy  distantes  físicamente  y  que  pertenezcan  a  redes  y  dominios 
totalmente distintos. Esto hace que P2P sea una arquitectura perfecta para ser 
utilizada tanto en entornos de redes LAN privadas como de Internet, pudiendo 
existir en ambas al mismo tiempo.
Una red P2P es muy diferente de una de las arquitecturas más utilizadas 
antes  de  la  aparición  de  esta,  la  arquitectura  Servidor-Cliente.  En  esta 
arquitectura centralizada los nodos que entran pasan a ocupar un papel muy 
pasivo en el cual se limitan a enviar solicitudes al nodo Servidor y procesar sus 
respuestas. En una red P2P, en cambio, las máquinas que entran en el sistema 
toman un papel mucho más activo. Al no existir una máquina central que ejerza 
funciones de servidor, y de que los servicios ofrecidos por la red se encuentren 
distribuidos  por  todos  sus  miembros,  todas  las  máquinas  pasan  a  ser 
elementos activos de esta.
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Fig. 2.1 Comparativa
Como se puede apreciar en  Figura 2.1  en el caso de la Estructura Servidor-
Cliente  en  el  momento  en  que  el  nodo  central,  que  actúa  como  servidor, 
abandona el sistema el resto de nodos pierden toda la conectividad entre ellos 
así  como la posibilidad de realizar  funciones conjuntas.  En el  caso de una 
estructura P2P la caída del  nodo central  no afecta en absoluto al  resto de 
máquinas,  que  pueden  seguir  realizando  sus  funciones  ya  que  están 
conectadas  entre  sí.  Además  como  los  servicios  que  se  utilizan  no  se 
encuentran  centralizados en el  nodo principal,  si  no  que se  encuentran  en 
todos los nodos, el sistema continúa en perfecto funcionamiento.
2.1.2.  Características de P2P
En  este  punto  pasaremos  a  detallar  las  características  básicas  que 
ofrece un servicio P2P.
● Balanceo de Carga
● Escalabilidad
● Compartición de Recursos
● Privacidad
● Dinamismo
En un sistema P2P no existe un nodo central por lo que no hay ningún 
problema si los nodos caen, ya que existen nuevos nodos que pueden ofrecer 
los  mismos  servicios.  Como  todos  los  nodos  del  sistema  son  a  la  vez 
demandadores y ofrecedores de servicios, y que cada nuevo nodo proporciona 
nuevos recursos, el sistema no se resiente si el número de nodos presentes es 
muy grande. Esto da una gran escalabilidad y robustez al sistema, ya que la 
caída de un nodo no implica la desaparición de los servicios que ofrecía.
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En las redes P2P todos los nodos son iguales a los ojos del resto. Por 
tanto los usuarios que entran al  sistema lo hacen de una forma totalmente 
anónima no proporcionando ningún tipo de información sobre ellos mismos. No 
obstante si que es posible identificar las máquinas mediante algún tipo de nick 
o identificador, estos datos, no obstante, pueden cambiar y no ser siempre los 
mismos  si  no  existe  un  sistema  de  autenticación,  cosa  que  es  totalmente 
opcional pero no incompatible.
2.2. Distributed Hash Table
Las  primeras  DHT  se  crearon  prácticamente  de  manera  simultánea 
durante  el  año  2001  y  son  CAN,  Chord,  Tapestry  y  Pastry,  que  es  la  que 
utilizamos nosotros.
2.2.1.  Características de las DHT
Las principales características de una DHT son:
● Descentralización:   La información está compartida entre todos los 
nodos que forman el sistema, no se requiere ningún nodo central 
que almacene toda la información.
● Escalabilidad:   El  sistema  mantiene  un  funcionamiento  eficiente 
independientemente de la cantidad de elementos en el sistema, 
ya sean unos pocos o millones de ellos.
● Tolerancia a los fallos:   El sistema debe funcionar correctamente 
aún cuando los nodos entren y salgan del  sistema de manera 
continua. La información no debe perderse si un nodo abandona 
el sistema.
Si recordamos el funcionamiento de FreePastry y más concretamente el 
funcionamiento de PAST podemos ver que todas estas premisas se cumplen 
totalmente.  La  información  almacenada  mediante  PAST  se  encuentra 
totalmente distribuida entre nodos independientes situados de manera aleatoria 
en  el  mundo  físico  lo  que  nos  garantiza  que  la  información  se  encuentra 
descentralizada. Es muy escalable ya que al no existir ningún nodo central que 
deba coordinar el acceso a los datos hace que el sistema no se resienta en 
situaciones con muchos nodos dentro del sistema. Del mismo modo también se 
implementa un funcionamiento tolerante a fallos en lo que respecta a la entrada 
y salida de nuevos nodos al sistema y la reestructuración de como se almacena 
la información en dichos nodos.
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2.2.2.  Funcionamiento de una DHT
Las  DHT  son  una  implementación  de  las  Tablas  de  Hash  (HT)  en 
entornos distribuidos y no centralizados como el utilizado en el escenario en el 
que  nos  movemos  en  este  proyecto.  Su  función  es  la  de  almacenar 
información,  de  cualquier  tipo,  realizando  una  asociación  Llave-Dato.  Para 
acceder a la información, los datos, únicamente necesitamos conocer la Llave 
que tiene asociado dicho dato.
Como ya se ha explicado anteriormente FreePastry almacena los datos 
en los N nodos que rodean al identificador, que en este caso actuará como 
llave, de la información que deseamos almacenar o recuperar. Cuando un nodo 
determinado desea recuperar dicha información, envía una solicitud utilizando 
dicho  identificador  como  destino,  utilizando  el  enrutamiento  por  defecto  de 
FreePastry. 
2.3.  FreePastry
FreePastry es una API de Java destinada al desarrollo de aplicaciones 
P2P siguiendo la estructura de una DHT. Cumple con todas las características 
de una red P2P que hemos comentado anteriormente pese a no utilizar una 
arquitectura  P2P  pura.  Al  mismo  tiempo  que  FreePastry  se  utilizarán  2 
aplicaciones, desarrolladas sobre FreePastry, PAST y SCRIBE.
2.3.1.  Estructura de la red P2P
Ofrece un conjunto de protocolos propios que se encargan de mantener 
una red P2P activa y procesar los cambios realizados por la entrada o salida de 
nodos de una forma totalmente transparente al usuario. Dicha red P2P se sitúa 
por encima de redes ya existentes, ya sean LAN privadas o la propia Internet, 
realizando conexiones directas entre los nodos del sistema. Por tanto la red 
creada por FreePastry se sitúa por encima del nivel de Transporte en la pila de 
protocolos OSI de la ISO.
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Fig. 2.2 Red FreePastry en OSI
Para ello define una arquitectura de anillo donde los nodos se conectan 
entre sí, por lo que no sigue una estructura P2P pura. En el momento que un 
nuevo nodo entra al sistema, FreePastry le da una posición dentro del Anillo y 
reestructura a los nodos que se encuentran a ambos lados del nuevo nodo. En 
el  caso  de  que  un  nodo  abandone  el  sistema  se  encarga  de  poner  en 
comunicación a los nodos que se encontraban a ambos lados del nodo que ha 
abandonado  el  anillo  manteniendo  así  la   conectividad  entre  todos  los 
elementos del sistema.
La estructura  de  dichos  nodos  se  realiza  de  una  manera  totalmente 
aleatoria.  Al  iniciar  la  aplicación,  FreePastry  genera  un  identificador 
Hexadecimal  de  manera  aleatoria.  Dicho identificador  es  el  responsable  de 
identificar al nodo dentro de la red. Cuando un nodo desea entrar al sistema lo 
notifica  y  el  sistema  le  indica  cuales  son  los  nodos  con  identificadores 
directamente “mayor” y “menor”, entre estos 2 nodos será donde el nuevo nodo 
se insertará dentro del anillo. Los identificadores de los nodos se encuentran 
distribuidos de manera uniforme, ya que son generados de manera totalmente 
aleatoria,  por  lo  que  se  entiende  que  nodos  adyacentes  de  manera  lógica 
pueden  estar  separados  cientos  de  kilómetros.  Esto  garantiza  la 
heterogeneidad del anillo, haciendo que si por ejemplo 5 nodos de una misma 
red  abandonan  el  servicio  a  la  vez,  por  la  caída  de  un  enlace,  las 
reestructuraciones sean en distintas partes del anillo corrigiendo únicamente la 
ausencia de un nodo en cada caso.
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Fig. 2.3 Anillo FreePastry
FreePastry  utiliza  un  identificador  de  40  caracteres  en  formato 
hexadecimal(0-9 y A-F) . También es posible obtener una versión reducida de 
menos caracteres que es la que utilizaremos de ahora en adelante. Un ejemplo 
de ambos:
● Largo:  D55E3CA0C1A2251A003B68F32C7049817F50A024
● Corto:  D55E3CA
Como  ejemplo  tomemos  que  un  anillo  simple  de  4  nodos  tiene  los 
siguientes  nodos con sus identificadores :
Nodo 1:> D55E31A
Nodo 2:> D55E32A
Nodo 3:> D55E3AA
Nodo 4:> D55E3CA
Se puede ver como los identificadores son exactamente iguales salvo en 
un valor. Dichos nodos estarían conectados de la siguiente manera, Nodo 1 
conectado a Nodo 2 y 4, Nodo 2 conectado a 1 y 3, Nodo 3 Conectado a Nodo 
2 y 4, finalmente Nodo 4 conectado a Nodo 3 y 1. Como se puede ver los 
nodos se conectan entre ellos siguiendo el orden de sus identificadores.
Entorno del Proyecto                                                                                                                                                         21  
Fig. 2.4 Ejemplo de Anillo
Si Nodo 3 abandonase el sistema Nodo 2 y Nodo 4 pasarían a estar 
conectados entre ellos para mantener la coherencia del anillo. Del mismo modo 
si  un nuevo nodo con identificador  D55E34A  deseara entrar al  sistema se 
situaría entre el Nodo 2 y el 3 que cambiarían sus conexiones en consecuencia 
para mantener el anillo cerrado.
2.3.2.  Comunicación entre Nodos
Como se ha explicado FreePastry no sigue una estructura de red P2P 
pura,  ya  que  no existe  una  conectividad  directa  entre  todos  los  nodos  del 
sistema. La comunicación entre nodos adyacentes es bastante fácil, pero no 
entre nodos separados por más de 2 nodos entre sí, en el ejemplo anterior la 
comunicación entre Nodo 1 y Nodo 3 por ejemplo.
Para esta comunicación FreePastry mantiene una tabla de rutas basada 
en los identificadores de los nodos, aunque no de todos los nodos dentro del 
sistema. La tabla de rutas de un nodo contiene un total de O(Log(N)) entradas 
siendo N el total de nodos dentro del sistema. Es decir, que el número de rutas 
que contiene un nodo no crece de manera proporcional al número de nodos, si 
no al logaritmo del total de nodos en el LeafSet.
 Cuando necesita enviar un mensaje a un nodo, al que no tiene ruta 
directa, lo envía al nodo cuyo identificador está, numéricamente, más cercano 
al  del  nodo destino,  este lo procesa e intenta enrutarlo siguiendo el  mismo 
proceso, de esta forma, y siempre que no haya habido una reestructuración del 
anillo muy grande durante este proceso se consigue llegar al nodo destino en 
menos de Log N saltos, siendo N el número total de nodos en el sistema.
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Fig. 2.5 Ejemplo de Enrutado
En la figura se ve un ejemplo de enrutado para un mensaje destinado al 
nodo AF355 desde el nodo 65454. El nodo mira su tabla de rutas y se lo envía 
al  nodo  AF121,  que  tiene  los  mismos  2  valores  en  la  primera  parte  del 
identificador, este a AF350 y así hasta llegar al nodo destino. 
De  esta  forma  se  consigue  llegar  a  todas  las  partes  del  anillo  sin 
necesidad de mantener rutas con todos los nodos del sistema ni de pasar por 
todos ellos. 
2.3.3.  Entidades dentro del sistema
Hemos  dicho  que  en  P2P  no  existen  nodos  centrales,  no  obstante 
siempre es necesario establecer un punto de partida, este punto de partida en 
FreePastry es denominado Bootstrap Node. 
2.3.3.1. Bootstrap Node
Este nodo es el responsable de darnos la bienvenida dentro del sistema. 
Para conectarnos a la red necesitamos conocer la existencia de al menos 1 
nodo  que  ya  se  encuentre  dentro.  Dicho  nodo  será  su  Bootstrap  Node. 
Cualquier nodo del sistema puede ser Bootstrap Node de un nuevo nodo.
Entorno del Proyecto                                                                                                                                                         23  
Una  vez  realizada  la  conexión  con  el  Bootstrap  Node  pasaremos  a 
insertar nuestro nodo en la posición que nos toque dentro del anillo, y crear una 
tabla de rutas para el resto de nodos del sistema.
En nuestro sistema utilizaremos siempre el mismo nodo como Bootstrap 
Node, no obstante si este nodo dejara el sistema, cualquier otro nodo podría 
asumir el papel, por lo que para entrar al sistema solo necesitamos conocer la 
dirección IP de uno de los nodos.
2.3.3.2. Nodo
Cualquier nodo del sistema siempre que no desempeñe funciones de 
Bootstrap Node para un nuevo nodo.
2.3.4.  SCRIBE
Scribe es una aplicación desarrollada para permitir el envío de mensajes 
multicast  utilizando  FreePastry  como  base,  para  ello  genera  grupos  de 
usuarios. Dichos grupos son formados por árboles (spanning tree) de usuarios 
que son los encargados de realizar las funciones de multicast mediante varios 
mensajes unicast normales.
2.3.4.1. Estructura de los grupos
Para formar  los  árboles  que forman los  grupos se sigue la  siguiente 
estructura. Un nodo determinado decide crear un nuevo grupo. Una vez creado 
Scribe le asocia un identificador, igual al usado por los nodos llamado GroupId. 
Dicho identificador ocupa el espacio de un nodo nuevo dentro del sistema pero 
únicamente existe a nivel lógico. 
Cualquier interacción que desee realizarse con el grupo, formar parte de 
él, abandonarlo o publicar contenido se realiza tomando dicho GroupId como 
destinatario  de  los  mensajes.  Dicho GroupId  se genera  de manera  pseudo 
aleatoria,  utilizando como semilla   el  nombre  que se  le  da al  grupo y  otra 
información del propio nodo. De esta forma se garantiza que si dos usuarios 
crean  un grupo  con  el  nombre  “Mi  Grupo”,  por  ejemplo,  se  formen  grupos 
separados y no existan colisiones.
Una  vez  creado  el  nuevo  grupo  el  nodo  envía  un  mensaje  de  tipo 
CREATE utilizando el  enrutado por  defecto de FreePastry  y  teniendo como 
destino el GroupId, dicho nodo pasará a ser el nodo raíz de dicho árbol. Para 
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entrar dentro de un grupo se enviará un mensaje de tipo JOIN del mismo modo, 
y un mensaje de tipo LEAVE para abandonarlo.
Fig. 2.6 Ejemplo de formación de árbol de un grupo.
Tomemos Figura 6 como base para un ejemplo de como se crea el árbol 
de un grupo con GroupId d46a1c. En este caso los nodos  65a1fc y  98fc35 
desean agregarse al  grupo, de manera secuencial y no simultánea, el nodo 
d462ba actuará como nodo raíz.
El  nodo  65a1fc  envía  el  mensaje  JOIN  utilizando  el  GroupId  como 
destino, dicho mensaje es enrutado mediante FreePastry y llega a d13da3. El 
nodo  d13da3  toma  a  65a1fc  como  hijo,  lo  apunta  en  una  tabla  interna, 
asociando el NodeId con el GroupId, y enruta el mensaje, como propio, en este 
caso a  d4213f.  Cuando  d4213f recibe el mensaje realiza el  mismo proceso. 
Esto se repite hasta llegar finalmente a d462ba, el nodo raíz del sistema, una 
vez llegados al nodo raíz no se reenvían más mensajes, en este momento el 
nodo 65a1fc a pasado a formar parte del grupo. Posteriormente el nodo 98fc35 
desea también suscribirse, enruta un mensaje JOIN y en este caso llega al 
nodo  d4213f,  no  obstante  el  comportamiento  en  este  caso  es  diferente. 
Anteriormente ningún nodo se encontraba dentro del árbol, únicamente el nodo 
raíz, por lo que era necesario llegar hasta este para estar realmente dentro del 
grupo.  En  cambio  ahora  hemos  llegado  a  un  nodo,  el  d4213f que  sí  se 
encuentra en el  árbol,  por tanto el  nodo añadirá a su lista  al  nodo  98fc35, 
asociándolo al GroupId, y no reenviará el mensaje a nadie más. 
En el  caso de que deseemos abandonar un grupo, y tengamos otros 
nodos, del mismo grupo, en la tabla de hijos descrita anteriormente, se marcará 
a  si  mismo  como  nodo  no  existente  en  el  grupo  pero  no  enviará  ningún 
mensaje y seguirá enrutando los mensajes que reciba de sus nodos hijos. En 
caso de no tener a ningún hijo asociado a ese grupo en su tabla, enviará un 
mensaje LEAVE a su nodo padre para que este lo borre de su lista. 
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En  el  ejemplo  anterior  si  el  nodo  65a1fc desease  dejar  el  grupo 
notificaría a d13da3 de ello, ya que no existe ningún nodo que tenga a 65a1fc 
como padre. En este mismo caso, el nodo d13da3 se encontraría con una tabla 
de hijos vacía, por lo que notificaría a d4213f que desea abandonar el grupo. 
Cuando d4213f recibe el mensaje borra a d13da3 pero no realiza nada más ya 
que él sí tiene un nodo hijo en el grupo,  98fc3. Este proceso de agregación 
desagregación de ramas de manera recursiva hace que los árboles sean muy 
rápidos de generar y fáciles de modificar adaptándose a la cantidad de nodos 
en el sistema, además de hacerlos muy escalables.
Fig. 2.7 Estructura lógica del árbol
En la  figura se aprecia  la  estructura  del  árbol  creada en el  ejemplo. 
Resaltado en color verde tenemos al nodo raíz, y de color amarillo los 2 nodos 
que han deseado formar parte del grupo. Como vemos existen en el árbol 2 
nodos (d13da3 y d4213f) que no están realmente en el grupo, pero que son 
dos nodos intermedios para llegar al “nodo” representado por el GroupId.
2.3.4.2. Uso de SCRIBE
Una vez creado el árbol hay que usarlo. Para publicar algo en el grupo 
SCRIBE  envía  un  mensaje  con  destino  el  GroupId  utilizando  el  enrutado 
convencional de FreePastry. El nodo que lo recibe mira en su tabla, si dicho 
mensaje tiene como objetivo un GroupId del que él forme parte, ya sea como 
suscriptor o como nodo de enlace. En ese caso busca su tabla de hijos los hijos 
suscritos a dicho GroupId y les envía el mensaje, una vez terminados todos los 
envíos,  añade  su  identificador  al  mensaje,  borrando  el  de  sus  hijos,  para 
notificar los nodos que ya han sido visitados y lo enruta siguiendo el enrutado 
convencional de FreePastry. 
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Siguiendo el ejemplo si  65a1fc desea publicar algo envía un mensaje 
que llega a  d13da3 este lo procesa, ve que el identificador de su hijo ya se 
encuentra por lo que lo borra y añade el suyo. Enruta el mensaje que llega a 
d4213f este detecta que forma parte de su árbol, lo envía a 98fc35, pero no a 
d13da3, añade su identificador y lo enruta. Al final el mensaje llega al nodo raíz, 
que lo procesa, no lo reenvía a nadie ya que el único hijo que tiene,  d4213f 
está añadido como “nodo visitado” y deja de enlutar el mensaje ya que es el 
nodo raíz.
De esta forma se puede ver de manera fácil que a pesar de que existan 
multitud de nodos suscritos a un grupo,  el  uso de esta estructura de árbol 
facilita el envío de mensajes a muchos nodos, sin tener que sobrecargar ningún 
nodo en concreto. 
2.3.5.  PAST
Past es una aplicación desarrollada sobre FreePastry que tiene como 
objetivo  el  permitir  un  sistema  a  gran  escala  para  el  almacenamiento  de 
ficheros  de  forma  remota.  Al  igual  que  SCRIBE  y  FreePastry  persigue  el 
objetivo de convertirse en una manera fácil y rápida de crear un sistema muy 
escalable, balanceado,  resistente a los fallos y de alta disponibilidad.
2.3.5.1. Funcionamiento de PAST
Una vez hemos entrado dentro de la red de FreePastry e iniciado PAST 
deseamos publicar un fichero en el  sistema. PAST se encarga de crear  un 
identificador único (fileId), de 160 bits, para dicho fichero mediante funciones de 
HASH, de esta forma no existirán nunca 2 ficheros con el mismo identificador, y 
un fichero modificado dará como resultado un identificador diferente al original.
Una vez creado dicho identificador PAST se encargará de enviar copias 
del fichero a los N nodos que se encuentre numéricamente más cercanos a los 
128  bits  más  significativos  del  fileId,  siendo  N  el  número  de  réplicas  que 
deseamos poner en el sistema. 
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Fig. 2.8 Ejemplo de PAST
Este proceso garantiza que el fichero se encontrará disponible siempre 
que  al  menos  1  de  los  N  nodos  que  lo  han  almacenado  como  réplica 
permanezca en el sistema. Si tenemos en cuenta el modo en que se asignan 
los identificadores de los nodos podemos presuponer que dicho fichero estará 
distribuido de una manera muy uniforme, por lo que evitamos sobrecargar la 
red haciendo que dichos ficheros sean fácilmente accesibles y también que 
diferentes  ficheros  estarán  distribuidos  de  manera  uniforme  a  lo  largo  del 
espacio de nombres del anillo FreePastry. 
No obstante puede suceder que alguno de los nodos no disponga de 
suficiente capacidad para almacenar la información requerida. En este caso 
PAST presenta dos posibles soluciones, Replica Diversion y File Diversion.
Replica Diversion
En este caso, el nodo 1 que no puede almacenar el fichero pide a otro 
(nodo 2), situado fuera de los K nodos originales, que almacene el fichero. En 
caso de que d nodo 2 pueda almacenar de manera satisfactoria el fichero nodo 
1 almacenará un puntero a dicho nodo. La función de dicho puntero es la de 
redirigir  las peticiones que reciba nodo 1 para un fichero que debería tener, 
pero que no tiene. Para mejorar la fiabilidad de este sistema, se añade un 
segundo puntero a nodo 2. Dicho puntero será añadido en la tabla del nodo 
más  cercano,  tomando  como  referencia  el  identificador,  a  nodo  2  que  se 
encuentre dentro de los K nodos originales.
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File Diversion
En este caso la solución pasa por cambiar el lugar donde almacenar los 
ficheros. Se vuelve a calcular el fileId del fichero, este variará en base a los 
parámetros  aleatorios  necesarios  para la  generación del  fileId,  y  se  intenta 
insertar en los K nodos más cercanos. Tras 3 File Diversion fallidos PAST lanza 
un mensaje advirtiéndonos de que ha sido imposible realizar la acción.
La funcionalidad de Replica Diversion es utilizada también a medida que 
la estructura del anillo varía. En el caso de que un nuevo nodo entre y pase a 
formar parte del grupo de K nodos situados a izquierda y derecha del “nodo” 
identificado  con  el  FileID.  En  este  caso,  dicho  nodo  pasa  a  contener  un 
puntero, como los explicados anteriormente, apuntando a uno de los nodos que 
poseen el fichero. Este puntero es temporal ya que el archivo será añadido de 
manera  gradual  al  nuevo nodo,  de  esta  forma garantizamos  que todos los 
nodos situados que deban ser capaces de servir el fichero lo hagan. Del mismo 
modo cuando un nodo abandona el sistema se escoge un nuevo nodo, situado 
en los bordes de los K nodos originales, y se realiza el mismo proceso, primero 
adición de puntero y subida paulatina del fichero al nuevo nodo.
Para  finalizar,  puede  darse  el  caso de  que  sea totalmente  imposible 
añadir la información al nuevo nodo, tras la caída de uno de los K nodos. En 
este caso uno de los K nodos pregunta a los 2 nodos más alejados en su 
leafset,  en  sentido  horario  y  antihorario,  conocen  algún  nodo  que  pueda 
albergar el fichero, en caso positivo se crea una serie de punteros enlazados 
hasta el nodo que alberga los datos. En un muy poco frecuente caso de que 
tras esto tampoco sea posible garantizar las K copias requeridas el sistema 
determina que es imposible mantener las K copias y se espera a la adición de 
nuevos nodos o a que se libere espacio en alguno de los ya existentes. 
Otro de los puntos a comentar sobre PAST es que no posee, al menos 
no de forma fiable, mecanismo de borrado de ficheros. Existe la posibilidad de 
que el usuario que añade un fichero al sistema pueda retirarlo, no obstante lo 
que se hace es notificar que dicho fichero ya no se comparte, pero los datos no 
son borrados de las réplicas de manera automática.
2.4.  PlaceLab
PlaceLab  es  un  software,  desarrollado  en  JAVA,  que  permite  la 
obtención de datos de posicionamiento a partir de diferentes tipos de datos. Se 
presenta  como  una  alternativa  al  GPS8 de  bajo  coste  y  fácil  implantación, 
además de proporcionar la ventaja de poder funcionar en entornos indoor, lugar 
en  el  cual  GPS no  puede  funcionar.  No  obstante  también  tiene  carencias, 
8GPS: Global Positioning System - http://en.wikipedia.org/wiki/GPS  
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mientras  que  GPS  da  un  margen  de  error  aproximado  de  5-10  metros, 
PlaceLab, utilizando WiFi, da un margen de error de entre 15 y 20 metros y eso 
en un lugar con una densidad medio-alta de Acess Points (AP9).
La base de PlaceLab es la de utilizar diferentes señales de dispositivos 
estáticos,  Access  Points,  antenas  de  telefonía  o  hipotéticos  repetidores  de 
redes  Bluetooth.  Obteniendo  la  información  de  dichos  dispositivos,  y 
conociendo  la  posición  de  estos  se  realizan  una  serie  de  cálculos  que 
determinan  la  posición  del  dispositivo.  Evidentemente  cuanto  mayor  sea  la 
cantidad de dispositivos  de los cuales  recibamos información  mejor  será el 
posicionamiento que obtendremos.
En  nuestro  caso  hemos  aprovechado  la  funcionalidad  de  poder 
“escuchar” las señales enviadas por los Access Points, las denominadas Radio 
Beacons. Dichas señales, en el caso de los Access Points, son los mensajes 
que van enviando de manera periódica anunciando la existencia del  AP,  su 
dirección MAC10, SSID11 y demás datos necesarios para ser “descubiertos” por 
los equipos que desean conectarse. PlaceLab recibe estos datos y la potencia 
de la señal recibida. Estos datos son comparados con la base de datos de AP y 
a partir de las posiciones de estos determina la nuestra.
Por tanto es fácil sacar 2 conclusiones:
• Cuantos más AP tengamos a nuestro  alrededor  mejor  será el 
posicionamiento que obtendremos
• Si los AP que detectamos no existen en la  base de datos no 
obtendremos información alguna.
Se podría pensar que no existen suficientes AP para obtener siempre 
datos fiables, pero la cantidad de AP existentes en las grandes ciudades crece 
a un ritmo muy rápido. Los desarrolladores de PlaceLab hicieron una medición 
de la densidad de AP, con el protocolo 802.11b, en el centro de la ciudad de 
Seattle y obtuvieron una densidad media de 1200 AP por km2. En el caso de 
Barcelona no existen mediciones del mismo tipo, pero en páginas Web como 
IWE-X se pueden apreciar  mapas de Barcelona en las que muchas de las 
calles  están  llenas  de  AP,  de  particulares  o  empresas,  concentrándose  en 
zonas  especialmente  importantes  como  la  Diagonal,  Paseo  de  Gracia.... 
realmente una muy buena base a tener en cuenta.
2.4.1.  Elementos de un cliente PlaceLab
9AP: Access Point -    http://en.wikipedia.org/wiki/Access_Point 
10MAC: Media Access Control address  -  http://en.wikipedia.org/wiki/MAC_address  
11SSID: Service Set Identifier - http://en.wikipedia.org/wiki/SSID  
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Un  programa  que  utilice  PlaceLab  para  su  posicionamiento  necesita 
utilizar  3  clases  de  Java  básicas  para  su  funcionamiento,  los  Spotters,  los 
Mappers y los Trackers.
2.4.1.1. Spotters
Son los “ojos” del sistema. Se dedican a rastrear, de manera continua o 
discreta según los requerimientos, el aire en búsqueda de información. Dicha 
información,  en el  caso de WiFi,  es  la  dirección MAC del  AP el  essid  y  la 
potencia de la señal.
2.4.1.2. Mappers
Son  los  encargados  de  procesar  la  información  obtenida  por  los 
Spotters.  Una vez recibida la información del AP esta es procesada por los 
Mappers  que  consultan  los  datos  en  sus  Bases  de  Datos  para  obtener  la 
información  relativa  a  dicho  AP.  Generalmente  se  reciben  datos 
correspondientes a la situación del AP en el mundo, mediante coordenadas de 
longitud y latitud. De manera extra también se pueden recibir otros datos, uno 
de los más importantes es el de la potencia de emisión de dicho AP, ya que 
sabiendo  la  potencia  básica  es  más  fácil  obtener  nuestra  posición  que 
utilizando un valor por defecto.
2.4.1.3. Trackers
Finalmente este es el elemento responsable de determinar la posición en 
el mundo. Tomando los datos proporcionados por los Spotters y los Mappers 
determina la posición. Por defecto PlaceLab utiliza un proceso básico, y de bajo 
coste computacional, tomando como referencia la posición de los diversos AP y 
la potencia que recibimos de ellos.  Utilizando fórmulas de atenuación de la 
señal,  tiempo entre  Beacons,  porcentaje  de Beacons perdidas…, determina 
nuestra  distancia  con  respecto  a  cada  AP y  finalmente  nos  indica  nuestra 
posición, también en coordenadas de longitud y latitud. 
No obstante existen implementaciones de Trackers más precisos, pero 
también de mayor coste computacional, que utilizando diversos filtros, como 
por ejemplo el de partículas Bayesianas, permiten mejorar la precisión de las 
medidas,  así  como  obtener  aspectos  extra  como  nuestra  velocidad  de 
desplazamiento, en caso de que nos estemos moviendo.
Entorno del Proyecto                                                                                                                                                         31  
2.5. UML
Para el diseño de la aplicación se utilizará una herramienta de diseño 
llamada UML(Lenguaje Unificado de Modelado). Es un lenguaje gráfico para 
visualizar,  especificar,  construir  y  documentar  un  sistema  de  software. 
Principalmente se utilizarán 2 tipos de los diagramas que nos permite UML, los 
Diagramas de Clases y los Diagramas de Secuencia.
Para esto se utilizará OMONDO un Plug-In para Eclipse en su versión 
gratuita.
2.5.1. Diagramas de Clases
Los Diagramas de Clases son una forma muy gráfica de mostrar  las 
clases y de mostrar las relaciones entre ellas. De un rápido vistazo se pueden 
ver los métodos y atributos que tiene cada una de las clases así como las 
relaciones de instanciación, import y heréncia.
2.5.2. Diagramas de Secuencia
Mediante los Diagramas de Secuencia se puede ver la forma en la cual 
las clases, y sobretodo sus métodos, interactúan entre sí para realizar acciones 
mediante las invocaciones que se realizan en los métodos de las clases.
2.6. Patrones de Diseño
Antes del diseño de la aplicación se comentará el uso de dos patrones 
de diseño que se utilizarán. Los patrones de diseño son soluciones ya creadas 
para problemas recurrentes de la programación. Su conocimiento nos facilita 
en muchos casos el  diseño y  la  programación  ya  que no debemos buscar 
soluciones  a  problemas  que  nos  podamos  encontrar.  En  concreto  en  esta 
aplicación utilizaremos “Command” y “Singleton”.
2.6.1. Command
Command es un patron que permite realizar una opreación sin conocer, 
a la hora de la implementación, que tipo de operación se debe realizar. En este 
caso se aplicará a los mensajes, que pueden ser de distintos tipos, ya que el 
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sistema  debe  reaccionar  de  manera  diferente  dependiendo  del  mensaje 
recibido.
2.6.2. Singleton
El uso de Singleton nos permite controlar la cantidad de  instáncias de 
una clase que deseamos tener. Su funcionamiento se basa en la creación de 
una nueva instáncia de la clase siempre y cuando no exista ya una anterior, en 
cuyo  caso  se  devuelve  la  instáncia  que  ya  existía.  En  nuestro  caso  nos 
encontramos con varias aplicaciones que deseamos que sean únicas, como la 
aplicación responsable del envío de mensajes y las clases contenedoras de las 
DHT
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Capítulo 3  Diseño de la Aplicación
Una vez definidas las herramientas que utilizaremos para desarrollar la 
aplicación pasaremos a diseñar la aplicación que se desea implementar. Para 
explicar  el  diseño  se  utilizarán  diversos  diagramas  UML.  UML  es  una 
metodología  que  permite  explicar  de  una  forma  rápida  y  muy  detallada  el 
funcionamiento de un sistema previo a su implementación. 
Para ello utilizaremos dos de los diagramas que nos permite UML. Los 
diagramas de clases que nos muestran la relación de las distintas clases entre 
sí.  El  otro  tipo  de  diagramas  que  utilizaremos  serán  los  diagramas  de 
secuencia en los cuales se observa la interacción de las distintas clases, y sus 
métodos entre sí.
3.1.  Funcionalidades P2P aplicadas al proyecto
En  el  presente  proyecto  se  van  a  utilizar  prácticamente  todas  las 
funcionalidades  que  nos  ofrece  P2P,  a  continuación  comentaremos  como 
afecta a nuestro proyecto cada uno de los puntos mencionados anteriormente.
3.1.1.  Balanceo de Carga
Nuestro  proyecto  tiene  como  fin  la  creación  de  un  sistema  de 
compartición  de  ficheros.  Si  utilizáramos  una  arquitectura  convencional, 
Servidor-Cliente,  nos  encontraríamos  que,  dependiendo  del  tamaño  de  los 
ficheros y de los usuarios que desean obtenerlos, el servidor se encontraría 
desbordado  y  no  podría  procesar  las  peticiones  de  nuevos  usuarios  que 
entrasen al sistema. En cambio al utilizar una arquitectura P2P, los ficheros se 
distribuyen entre todos los usuarios del sistema y son estos los que los sirven. 
De este modo es muy difícil que el sistema pueda sobrecargarse por un exceso 
de peticiones, ya que un usuario tras descargar el archivo, no necesariamente 
el  archivo  completo,  pasa  a  ser  un  nuevo  punto  activo  desde  el  cual  los 
usuarios pueden descargarse la información. 
Esto se puede ver muy claramente en redes de intercambio de archivos 
como la red eDonkey o la red Kademlia.
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3.1.2.  Escalabilidad
El  objetivo  es  que  el  sistema soporte  una  cantidad  muy  variable  de 
usuarios, ya que estos se encuentran en constante movimiento y nos podemos 
encontrar con que una gran cantidad de nodos desean utilizar el sistema al 
mismo  tiempo.  Por  eso  la  gran  escalabilidad  que  nos  proporciona  una 
arquitectura P2P es uno de los pilares fundamentales del proyecto.
3.1.3.  Independencia entre nodos
En  nuestro  sistema  cada  nodo  debe  funcionar  como  una  entidad 
separada. Los servicios ofrecidos por el sistema deben de ser independientes, 
es decir tenemos que ser capaces de descargar un fichero independientemente 
de la cantidad de nodos existentes o de si el nodo que publicó dicho fichero 
sigue  en  el  sistema.  Si  no  fuera  así  estaríamos  siempre  supeditados  a 
determinados nodos que serían los responsables de mantener los archivos que 
deseamos obtener.
3.1.4.  Compartición de recursos
Como ya hemos comentado cada nodo actúa de forma activa una vez 
dentro del sistema. Por lo tanto cuando deseamos acceder a los servicios, en 
este  caso solicitar  un  archivo  para  su  descarga,  es  conveniente  que  dicha 
petición  no  sea  siempre  respondida  por  el  mismo  nodo.  Al  encontrarse  el 
archivo distribuido entre todos los usuarios que lo han solicitado, y pudiendo 
descargarlo de cualquiera de ellos hacemos el sistema mucho más robusto.
3.1.5.  Privacidad
En nuestro caso esta parte es de menor importancia. No obstante se 
menciona ya que los nodos no serán totalmente anónimos.  Cada uno será 
identificado mediante un Nick. Este Nick no siempre tiene que ser el mismo ni 
tan solo debe de ser único, es decir pueden existir nodos con el mismo Nick en 
el sistema. Únicamente es una vía para obtener información de los usuarios 
presentes  realizada  para  el  servicio  de  mensajería  instantánea  que  se 
implementa en el proyecto.
3.1.6.  Dinamismo
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Al igual que en el apartado de Escalabilidad y el de Independencia entre 
nodos el escenario en el cual funcionará el sistema  hace que este punto sea 
muy  importante.  Nos  encontramos  en  un  escenario  móvil  donde  los  nodos 
entran  y  salen  del  sistema  de  manera  regular.  Por  tanto  necesitamos  una 
arquitectura que nos permita mantener coherencia en el  sistema con nodos 
móviles.
3.2. Aplicación de las APIs en nuestro proyecto
3.2.1. FreePastry 
Utilizaremos FreePastry como elemento de comunicación entre todos los 
nodos que deseemos que formen parte de nuestro sistema. Servirá como base 
para el uso de SCRIBE y de PAST así como para la creación de nuestra propio 
sistema para el envío de mensajes de forma Unicast entre nodos, utilizando el 
sistema de enrutamiento de FreePastry.
3.2.2. Scribe en nuestro proyecto
Las funcionalidades de Scribe en nuestro proyecto serán las de permitir 
la generación de “árboles multicast”,  de tamaño variable,  que nos permitan 
comunicar una misma información a varios usuarios de manera simultánea. En 
nuestro  caso  los  mensajes  típicos  que  se  enviarán  serán  de  tipo  texto, 
habilitando la posibilidad de mantener un chat entre varios miembros, y la de 
publicación de nuevos ficheros.
La estructura de Scribe y su funcionamiento son perfectos para nuestros 
propósitos.
3.2.3. Past en nuestro proyecto
Utilizaremos Past  para varias funciones en nuestro  proyecto.  Una de 
ellas será la de almacenar la información de los usuarios que entran al sistema. 
Cada usuario, tras ingresar de manera satisfactoria en el anillo, publicará en 
una DHT (Distributed Hash Table)  los datos correspondientes a él.  De esta 
forma cuando el resto de nodos se den cuenta de la existencia de un nuevo 
elemento en el anillo podrán recuperar la información de dicho nodo a partir de 
su Identificador, que será el campo “Key” de dicha DHT.
La otra funcionalidad será la de almacenar los ficheros que se deseen 
compartir. El funcionamiento será similar al descrito anteriormente. Cuando un 
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usuario desee poner a disposición del resto de usuarios un fichero, lo agregará 
a  otra  DHT  utilizando  un  Identificador,  que  el  resto  de  usuarios  deberán 
conocer, como clave. Dicho Identificador se generará siguiendo los procesos 
convencionales descritos anteriormente.
3.2.4. PlaceLab en nuestro proyecto
Utilizaremos las librerías de PlaceLab para poder crear nuestros propios 
Spotters Trackers y Mappers. La información correspondiente a los AP situados 
en la  EPSC no se encuentran disponibles en la  base de datos general  de 
PlaceLab por lo que también será necesario incluirla en los clientes.
En un primer acercamiento se crearán zonas independientes para cada 
AP, sin tomar en consideración ningún apartado más. A posteriori se observará 
la posibilidad de declarar zonas más acotadas, por ejemplo una habitación en 
concreto, dependiendo de los resultados que obtengamos y de la precisión de 
estos. Aspectos como la movilidad de los dispositivos no son considerados ya 
que no es nuestro objetivo determinar como se mueven los dispositivos si no 
en que zona se encuentran. Esta información será mostrada en un mapa de la 
universidad integrado en la propia aplicación.
3.3.  Descripción de la aplicación
Deseamos crear una aplicación que nos permita conectarnos a una red 
FreePastry  y  realizar  actividades  de  Mensajería  Instantánea  así  como  de 
compartición de ficheros. Además los nodos deben ser capaces de ubicar su 
posición física en el mundo mediante diferentes zonas determinadas por los 
Access Points.
Se desea que dicha aplicación tenga las siguientes funcionalidades:
● Conectividad dentro del anillo FreePastry
● División del anillo FreePastry en grupos de usuarios independientes.
● Posibilidad de listar los usuarios dentro de nuestra zona.
● Posibilidad  de  comunicarnos  con  dichos  usuarios  tanto  en 
conversaciones  privadas  como  en  comunicaciones  con  varios 
usuarios simultáneamente.
● Posibilidad  de  compartición  de  ficheros  entre  los  usuarios  del 
sistema.
Una  vez  establecidos  los  requisitos  de  la  aplicación  y  entendido  el 
funcionamiento  de  las  tecnologías  que  utilizaremos  necesitamos  diseñar  el 
funcionamiento de los nodos. Todos los nodos del sistema desempeñan las 
mismas funcionalidades por lo que en este caso no es necesario realizar un 
diseño de elementos diferentes, típica estructura donde existen un servidor y 
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distintos clientes, por lo que se ha diseñado e implementado únicamente un 
elemento, los nodos del sistema.
3.4.  Diagramas de Clases
A continuación se mostrarán diversos Diagramas de Clases. Para hacer 
más sencilla la comprensión de la aplicación no se mostrará ningún Diagrama 
de Clases que englobe a todas las clases del sistema, si no que lo haremos 
separándolo por zonas que consideramos de especial interés para el desarrollo 
del proyecto.
3.4.1.  Entidades del sistema.
Para facilitar el uso de la aplicación se han creado diversas Entidades 
Lógicas que relacionadas entre sí crean una Entidad que denominamos Cliente 
y que es la representación de nuestro programa en el sistema. Un Cliente está 
formado por:
● Un Nodo
● Un Usuario
● Una lista de Contactos
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Fig. 3.1 Diagrama de Clases para Cliente
La  clase  NodeUser  contiene  la  información  relativa  al  usuario,  su 
identificador dentro del anillo, la zona, o zonas, a las que pertenece, y datos 
extra como su Nick.
La  clase  NodoP2P  contiene  información  referente  al  PastryNode 
asociado con el cliente.
La clase ContacList contiene el  LeafSet del nodo así como un vector 
donde se almacenan los usuarios que van entrando al sistema. Dicho vector 
está  formado  por  instancias  de  la  clase  NodeUser,  una  para  cada  nuevo 
usuario.
3.4.2.  Comandos Internos
El funcionamiento interno del sistema se basa en Comandos, siguiendo 
el patrón de diseño “Command”. Cuando se recibe un mensaje por parte de un 
nodo del sistema se procesa el mensaje y mediante instanciación automática 
se ejecuta una acción u otra dependiendo del tipo de mensaje. Este tipo de 
implementación es muy eficiente y cómoda, ya que únicamente es necesario 
definir una sintaxis de mensajes que se debe respetar. Una vez hecho esto 
añadir  nuevos  mensajes,  y  nuevas  funcionalidades  al  sistema,  es  algo 
realmente sencillo siempre que se respeten los pasos descritos.
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En nuestro caso tenemos 3 tipos diferentes de Comandos:
● Nuevo tópico: Para la notificación de un nuevo tópico (Ntop).
● Mensaje Normal: Para el envío de mensajes entre usuarios (Norm).
● Nuevo Archivo: Para notificar que existe un nuevo fichero disponible 
(NFile).
La estructura que se debe respetar, en los mensajes, para la creación de 
un nuevo comando es la siguiente:
<NOMBRE>#!#<PARAM1>#@#<PARAM2>#@#...#@#<PARAMX>
Por ejemplo para el envío de un mensaje de Texto entre 2 nodos:
Norm#!#D55E3CA4C1A2251A003B68F32C7049817F50A024#@#HOLA
En este ejemplo el  NOMBRE es Norm que es el  mismo nombre que 
recibe  el  comando  asociado.  Posteriormente  tenemos  los  parámetros 
necesarios, separados mediante “#@#” que son, el identificador del nodo y el 
texto a enviar.
Fig. 3.2 Estructura de Commands
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3.4.3.  Aplicaciones
En  nuestra  aplicación  hemos  creado  2  aplicaciones  extras  para  el 
correcto funcionamiento.
● Mensajero: Encargado de enviar los mensajes normales punto a punto 
entre los nodos.
● TopicsScribeClient: Implementación de ScribeClient para el manejo de 
los mensajes multicast.
El primero de ellos, Mensajero, es una implementación de  Application. 
Cualquier aplicación que deseemos crear y que utilice las funcionalidades de 
FreePastry  debe  implementar  Applicaction y  los  métodos  responsables  de 
enviar, y procesar los mensajes.
TopicsScribeClient es una implementación tanto de ScribeClient como de 
Application.  Además  de  implementar  Application  es  necesario  implementar 
ScribeClient  para utilizar las funcionalidades de Scribe  para la creación de 
nuevos tópicos y la suscripción a ellos.
Ambas siguen el patrón de diseño “Singleton” comentado anteriormente.
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Fig. 3.3 Aplicaciones de nuestro programa
3.4.4.  Mensajes
Una vez definidos los Comandos y las Aplicaciones es necesario que las 
Aplicaciones  puedan  comunicarse  entre  ellas,  para  ello  se  declaran  los 
mensajes que se enviarán entre ellas. Dichos mensajes deben implementar la 
clase  Message  de  FreePastry.  Por  el  mismo  motivo  que  se  ha  descrito 
anteriormente para las aplicaciones, aprovechar las funciones que FreePastry 
nos ofrece. Se definen 3 tipos de mensajes:
● MensajeTexto: Para texto simple
● MensajeNewFile: Para avisar que existe un nuevo fichero
● MensajeNewTopic: Para avisar que existe un nuevo Topic.
Los  mensajes  siguen  la  estructura  explicada  anteriormente  en  el 
apartado 3.5.2.
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Fig. 3.4 Mensajes
3.4.5.  DHTs
Para almacenar los ficheros es necesario utilizar PAST y en concreto 
crear una clase que almacene la implementación de DHT que nos ofrece PAST. 
Se crearán 2 clases diferentes cada una de estas clases será responsable de 
almacenar uno de los datos que deseamos almacenar, la información de cada 
usuario, y los ficheros a compartir. 
Cada una de estas clases almacenará una instancia  de  PAST (una 
PastImpl) encargada de almacenar y recuperar los datos en las DHT. Por eso 
será necesario que solo exista una instancia de cada una por lo que estas 
clases funcionarán siguiendo el modelo Singleton.
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Fig. 3.5 DHTs
3.5.  Diagramas de Secuencia
A continuación se presentarán Diagramas de Secuencia que ayudarán a 
entender  la  forma  en  que  se  realizan  diversas  actividades  críticas  para  el 
sistema.
3.5.1.  Entrar al sistema
Para entrar al sistema se realizan un total de 3 pasos generales. Primero 
se  crea  un  Spoter  encargado  de  localizar  al  cliente  en  la  zona  WiFi 
correspondiente. Una vez localizado se crea un nuevo nodo y se realiza el login 
mediante  un  BootStrap  Node.  Una  vez  que  el  nodo  ha  entrado  de  forma 
satisfactoria este agrega sus datos a la DHT de Usuarios para que el resto de 
usuarios puedan identificarle y añadirle a su lista o no.
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Fig. 3.6 Entrada al sistema.
3.5.2.  Crear nuevo Nodo
El primer paso para entrar en el sistema es crear un nodo. Para ello se 
sigue el proceso que se puede ver en  Fig. 3.7.  Se crea una nueva entidad 
Cliente, y esta se encarga de crear un nuevo NodeUser y un nuevo NodoP2P. 
La parte más crítica es la de la creación del NodoP2P que es el responsable de 
crear el PastryNode.
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Fig. 3.7 Creación de un nuevo nodo.
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3.5.3.  Publicar Fichero
A continuación  se  explicarán  los  pasos  necesarios  para  publicar  un 
fichero, los pasos para publicar un nuevo usuario son análogos salvo que en 
este  caso  el  PastContent  es  del  tipo  UsersPastContent y  no  es  necesario 
obtener el fichero a publicar.
Para  publicar  un  fichero  debemos  primero  obtener  dicho  fichero  del 
sistema, y una vez obtenido utilizar el método INSERT de la DHT responsable 
de almacenar los ficheros.
Fig. 3.8 Publicar Archivos en el sistema
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Capítulo 4 Implementación de la aplicación
Una  vez  realizado  el  diseño  se  pasó  a  implementar  la  aplicación 
siguiendo el diseño realizado previamente. 
4.1. Herramientas utilizadas
Para ello se utilizó la IDE12 Eclipse13  y la Java SDK14 1.5. Como librerías 
necesarias para el desarrollo se utilizaron:
● Log4J15 : Para Logs
● FreePastry
● Placelab
● XMLPull: Requisito de FreePastry
● XPP3.1.1.3.4: Requisito de FreePastry
4.2. Interfaz Gráfica
Se dotó a la aplicación de una interfaz gráfica(GUI16) que permitiera el 
uso de  la  aplicación de  una manera  sencilla  y  que nos permitiera  además 
realizar las simulaciones del capítulo 5. 
12 IDE: Integrated Development Environment - http://en.wikipedia.org/wiki/Integrated_development_environment 
13Eclipse: http://www.eclipse.org/  
14SDK: Software Development Kit - http://en.wikipedia.org/wiki/SDK  
15Log4J: Log for Java - http://logging.apache.org/log4j/docs/index.html  
16GUI: Graphical User Interface - http://en.wikipedia.org/wiki/GUI  
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Fig. 4.1 Ejemplo de la GUI
Para ello se utilizó un sistema de pestañas que nos permite acceder de 
manera fácil y sencilla a las distintas partes de la GUI, si bien muy reducida y 
simple tiene como objetivo único facilitar la interactividad con el usuario a la 
hora de realizar los tests del capítulo 5. 
Si se desea se puede encontrar una muestra más detallada, así como 
una  explicación  del  uso  de  la  misma en  el  anexo  situado  al  final  de  esta 
memoria.
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Capítulo 5 Pruebas de Carga
Se  ha  decidido  realizar  2  tipos  de  pruebas  básicas  a  la  aplicación, 
pruebas de funcionalidad, para comprobar que la aplicación cumple con los 
objetivos iniciales, y pruebas de carga de la red, para comprobar el rendimiento 
de la aplicación en un entorno exclusivamente Wireless.
5.1. Pruebas funcionales
Al inicio del proyecto se determinó que la aplicación debería ofrecer los 
siguiente servicios:
● Conectividad de usuarios dentro del anillo
● Formación de grupos de usuarios determinados por el Acess Point (AP) 
al que se hayan conectados.
● Envío de mensajes  entre  usuarios,  tanto punto a  punto como punto-
multipunto.
● Compartición de ficheros entre los usuarios.
A continuación  pasamos  a  valorar  si  la  aplicación  ofrece,  de  forma 
satisfactória todos los servicios.
5.1.1. Conectividad entre usuarios
La conectividad entre los usuarios dentro del anillo se cumple de manera 
satisfactoria. Una vez creado el primero nodo de la red el resto de usuarios 
pueden conectarse al anillo a través de él o de otro nodo que ya se encuentre 
en el  sistema. El  resto de nodos son notificados de manera correcta de la 
entrada de un nuevo nodo al sistema.
5.1.2. Formación de grupos de usuarios
PlaceLab  realiza  sus  funciones  de  manera  correcta  identificando  los 
diferentes AP a los que los nodos tienen acceso. Para esta implementación se 
ha decidido utilizar la dirección MAC y el SSID del AP que recibimos con mayor 
potencia para determinar la zona. Los nodos que se encuentran en la misma 
zona tienen visibilidad completa en la lista de contactos obviando a los nodos 
fuera de ella.
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5.1.3. Envío de mensajes
El envío de mensajes, punto a punto y punto a multipunto se realiza de 
manera correcta.  En el  primer caso se utiliza una aplicación propia llamada 
“Mensajero” y los mensajes siguen, por defecto, el enrutamiento de FreePastry. 
En el caso de los mensajes punto a multipunto se utiliza SCRIBE.
5.1.4. Compartición de ficheros
La  compartición  de  ficheros  entre  los  usuarios  se  realiza  de  forma 
correcta.  Tras  recibir  la  notificación  de  que  un  nuevo  fichero  se  encuentra 
disponible y solicitarlo, se envía un mensaje, mediante PAST, para la obtención 
del fichero. Una vez encontrado se realiza la descarga directa desde uno de los 
nodos que lo hospedan.
5.2. Pruebas de carga de la red
Se realizarán pruebas para determinar la carga que sufre la red. Todas 
las  simulaciones se han realizado en escenarios de 2 nodos,  los  datos de 
tamaño de los mensajes se refieren siempre a la carga útil, payload, de los 
mensajes.
Si se desean consultar en el CD se encuentran las capturas realizadas 
mediante Ethereal17.
5.2.1. Nuevo Nodo
Al entrar un nuevo nodo a la red el nodo que ejerce de BootStrap Node 
se encarga de dar la bienvenida al nuevo y solicitarle su Identificador mediante 
un  mensaje  IDRequest  (293  Bytes).  Este  mensaje  es  respondido  por  un 
IDReply,  con  el  identificador  del  nodo  (456  Bytes),  tras  esto  se  termina  la 
conexión.
En el siguiente punto el nuevo nodo pide el LeafSet al BootStrap Node 
mediante un mensaje de LeafSetRequest (294 Bytes). Mensaje respondido por 
el BootStrap con un LeafSetResponse con los datos solicitados, (1510 Bytes).
17Ethereal: A network protocol analyzer -  http://www.ethereal.com/  
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Inmediatamente  después  vemos  un  mensaje  del  tipo  PingMessage 
(1033  Bytes)  seguido  de  un  PingResponse  (1036  Bytes).  El  mensaje  es 
enviado por el BootStrap node  y forma parte de la rutina para observar al resto 
de nodos, por lo que no se tendrá en consideración a la hora de calcular el 
tamaño total de los paquetes intercambiados.
A continuación el  nuevo nodo solicita una tabla de rutas mediante el 
mensaje  RouteRowRequest  (305  Bytes)  respondido  por  un 
RouteRowResponse (1336 Bytes). Este intercambio se realiza un total de 10 
veces y los mensajes son prácticamente iguales.  No termino de entender esta 
gran cantidad de mensajes. Los mensajes son muy similares los unos a los 
otros, variaciones a nivel de 1 byte por mensaje, por lo que suponemos que 
son las direcciones de una tabla de rutas, pero únicamente hay 2 nodos en el 
sistema.
A continuación  intercambian  mensajes  de  enrutado.  Estos  mensajes 
varían de tamaño  siendo 1460 Bytes, 2453 Bytes 1426 Bytes  y 1460 Bytes.
Tras esto el nodo intenta realizar un Join al anillo, ya que con los datos 
anteriores ya sabe cual es su posición, con un mensaje de 1460 Bytes  y otro 
de  203  Bytes  respondido  por  un  mensaje  de  1669  Bytes  confirmando  su 
correcto acceso al anillo.
Todo  este  proceso da un  total  de  25762 Bytes.  No es  una cantidad 
excesiva de información apenas 25 Kbytes pero teniendo en cuenta que se 
realizan  múltiples  conexiones  desconexiones  y  encontrándonos  en  un 
escenario  púramente  Wireless  hacen  que  si  existen  muchos  nodos  en  el 
sistema  este  contínuo  intercambio  de  mensajes  puedan  hacer  que  se 
sobrecargue  el  medio  molestando  a  otros  nodos  del  sistema  o  a  otras 
máquinas presentes en el mismo AP.
5.2.2. Funcionamiento normal del sistema
Durante el funcionamiento normal del sistema los nodos se intercambian 
entre  sí  mensajes  con sus respectivos LeafSets.  Estos mensajes  son de 2 
tipos,  LeafSet  Request  y  LeafSetBroadcast,  1068  y  1366  Bytes 
respectivamente.  Dicho  intercambio  se  realiza  aproximadamente  cada  9 
segundos. Es una pequeña carga para la red ya que la cantida de información 
intercambiada no es muy grande. Todo este intercambio se hace mediante una 
única conexión TCP18.
18TCP: Transmission Control Protocol - http://en.wikipedia.org/wiki/Transmission_Control_Protocol  
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5.2.3. Nodo abandona la red
En este caso no se observan mensajes ya que únicamente existen 2 
nodos.  No  obstante  deducimos  que  al  caer  un  nodo  se  realizaría  un 
intercambio de información entre  los nodos que han quedado huérfanos.  Al 
observar las tablas de enrutamiento se puede apreciar que la información de 
nodos distantes es pequeña, pero la de nodos con identificadores próximos es 
la necesária como para poder reestructurar el nodo tras la caída de uno de 
ellos. Dicha reestructuración quedaría informada al resto de nodos con el envío 
de los mensajes del punto 5.2.2 por lo que no supondría un exceso de carga 
significativo en la red.
5.2.4. Descarga de un fichero.
En este caso se observa como primero se envía el  mensaje de que 
existe nuevo fichero disponible, para ello se utiliza SCRIBE. Primer se envía un 
paquete de 1460 Bytes seguido de el mensaje propiamente dicho, en este caso 
635 Bytes. El nodo que recibe el mensaje lo procesa y envía una solicitud de 
fichero mediante PAST (659 Bytes).  El nodo que tiene el fichero responde con 
un mensaje indicándole que forma parte del grupo de nodos con una réplica del 
fichero (1460 Bytes+865Bytes), al encontrarse el propio nodo dentro de ese 
rango no se observa la descarga del fichero ya que se hace de manera local. 
No obstante se puede observar como se realiza la carga del fichero, el envío 
por parte del nodo que publica el fichero. Para un fichero de 340 Bytes  envía 
un total de 360 Bytes, aproximadamente.
No  obstante  hemos  tenido  muchos  problemas  a  la  hora  de  publicar 
ficheros de un tamaño grande, superiores al Mega. Dichos problemas creemos 
que vienen derivados del uso de recursos y de memoria, tanto a la hora de 
almacenar la información en una clase java como de serializarla para su envío. 
5.2.5. Envío de mensajes de Texto
El envío de mensajes de texto funciona de forma muy correcta. Se envía 
de forma serializada, como en los casos anteriores, generando, en este caso y 
para el texto “Hola :D” un total de 167 Bytes de datos.
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Capítulo 6 Balances y Conclusiones
Tras  realizar  la  implementación  de  la  aplicación  y  las  pruebas  para 
evaluar la aplicación y las librerías utilizadas se pasa a evaluar los resultados 
obtenidos.
Se valorará que objetivos se han conseguido y cuales no, así como los 
motivos que han hecho que no sea posible conseguirlos. Del mismo modo se 
valorará  si  las  tecnologías  utilizadas  han  ofrecido  los  resultados  que  se 
esperaba de ellas y en caso de no ser así se determinarán algunas acciones 
que  podrían  tomarse  de  cara  a  mejorar  dicho  rendimiento.  Por  último  se 
plantearán posibles mejoras de cara al futuro y las conclusiones personales 
obtenidas tras la realización del proyecto.
6.1.  Seguimiento de la planificación
El planteamiento inicial del proyecto tenía su comienzo durante el mes 
de Septiembre de 2005  para su finalización durante el mes de Enero de 2006. 
No obstante dicha planificación se encontraba condicionada a la realización de 
una Beca en la Universidad, durante los meses de Julio-Septiembre y Octubre, 
que en principio iba a ser de 8 horas durante los 2 primeros meses y de 4 
durante el mes de Octubre. Esto retardaba un poco el desarrollo del proyecto, 
ya que durante el mes de Septiembre no se dispondría de tiempo para realizar 
grandes  avances.  No  obstante  como  durante  las  primeras  semanas  del 
desarrollo de un TFC el principal trabajo es el de documentarse sobre el tema y 
de lectura no se presentaba como algo demasiado importante. 
Finalmente la Beca consumió 8 horas durante los 3 meses que duró, 
hasta finales de Octubre de 2005, por lo que el proyecto sufrió un retardo no 
esperado que hizo  que se  comenzara  a  desarrollar  de  forma continua y  a 
tiempo completo a partir de la primera semana de Noviembre de 2005, este 
retardo ha hecho que la finalización del proyecto sea en Febrero de 2006 en 
lugar de la fecha prevista de Enero del mismo año.
6.2.  Objetivos cumplidos
Inicialmente  se  deseaba  desarrollar  una  aplicación  que  permitiera  la 
conectividad  de  dispositivos  móviles  mediante  conexión  WiFi.  Dichos 
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dispositivos  debían  conectarse  mediante  P2P  y  disponer  de  servicios  de 
mensajería  instantánea  así  como  de  compartición  de  ficheros.  De  forma 
adicional se agregaba un servicio de “presencia” que permitía a los usuarios 
organizarse en pequeños grupos cerrados de usuarios determinados por su 
posición geográfica, también se deseaba estudiar las tecnologías necesarias 
para ofrecer dichos servicios. Estos objetivos se han conseguido en parte.
La conectividad de los dispositivos móviles mediante una red P2P así 
como la posibilidad de realizar comunicación de mensajería instantánea entre 
ellos ha sido desarrollada sin ningún tipo de problemas. Tanto FreePastry como 
SCRIBE  se  han  comportado  tal  y  como  se  esperaba  ofreciendo  unos 
resultados muy positivos tras su implementación.
En la parte de compartición de ficheros es donde hemos encontrado más 
problemas. Pese a que la base de PAST es muy buena y eficiente no termina 
de acomodarse a las necesidades de nuestro proyecto. La idea inicial era la de 
crear grupos pequeños de usuarios dependiendo en que zonas se encontraran 
y hacer que cada zona tuviera sus propios ficheros. Si observamos la forma en 
que PAST “publica” los archivos vemos que esto no es posible. Al situar los 
ficheros  como  un  “nodo  virtual”  que  ocupa  una  posición  del  espacio  de 
Identificadores  de  un  anillo  FreePastry,  utilizando  un  número  N  de  nodos 
adyacentes a dicho Identificador como máquinas donde alojar la información, 
nos  encontramos  con  el  problema  que  el  “nodo  virtual”  puede  situarse  en 
cualquier parte del anillo lo que no era nuestra idea principal. 
También  se  han  encontrado  problemas  a  la  hora  de  almacenar  la 
información. PAST utiliza la serialización de JAVA para almacenar los ficheros, 
este es un sistema que  nos ha dado muchos problemas de memoria derivados 
de la JVM (Java Virtual Machine).
La  implementación  de  PlaceLab ha  sido  muy  sencilla,  al  utilizar  una 
pequeña  parte  de  las  posibilidades  que  nos  ofrece  esta  API  solo  ha  sido 
necesario trabajar con la parte correspondiente a los Spotters. 
Como único problema encontrado es que al necesitar como referencia la 
situación geográfica de los AP y que estos se encuentran dentro del edificio, su 
localización en coordenadas ha sido menos precisa que si se hubiera podido 
realizar mediante medidas precisas mediante GPS. Pese a que PlaceLab no 
proporciona información  referente  a  la  altitud  de los  dispositivos,  y  que las 
pruebas eran realizadas en un edificio de varias plantas donde encontrarse en 
una u otra es muy importante, se ha realizado una asociación de zonas con AP, 
algo que no es del todo exacto pero que sí sirve como aproximación para su 
posterior desarrollo cuando PlaceLab sí soporte dicha funcionalidad, algo que 
está pensado para futuras versiones.
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En  la  implementación  del  proyecto  nos  hemos  encontrado  con  un 
problema a la hora de rescatar la información de los nodos. Ya que FreePastry 
asocia un identificador aleatorio a los nodos, nos era imposible determinar su 
posición dentro de nuestra zona de una manera rápida. La idea inicial era la de 
mantener las zonas separadas, de manera que pese a detectar la existencia de 
nodos fuera de nuestra zona, no ejerciéramos ningún tipo de interacción con 
ellos. Para solventar dicho problema se pensó inicialmente en que la creación 
de dichos Identificadores no fuera tan aleatoria como es por defecto. 
Se podrían declarar ciertos prefijos que situados en el Identificador del 
nodo nos indicaran en que zona se encontraba el nodo. Por ejemplo hacer que 
los 5 primeros dígitos de dicho identificador fueran el indicativo de la zona en la 
que se encontraba el nodo, de forma que únicamente interaccionáramos con 
los nodos que tuvieran dicho prefijo. Esto nos permitía definir  de una forma 
rápida los nodos dentro  de una misma zona sin  necesidad de intercambiar 
información innecesaria entre nodos. Al final se desestimó dicha idea debido a 
que de realizarse rompería todo el  funcionamiento tanto de SCRIBE como, 
sobretodo, de PAST. La solución que se ha terminado implementando es la de 
añadir,  a  la  información  de  cada  usuario,  un  campo  extra  con  dicho 
identificador. Esto añade la necesidad de solicitar a cada usuario nuevo si se 
encuentra en “nuestra zona”, cosa que genera una cantidad de mensajes extra 
cada vez que un nuevo nodo entra al sistema, pero lo hemos estimado como 
una  solución  viable  en  entornos  pequeños,  con  un  número  de  nodos  no 
demasiado grande, como es la Universidad o una empresa pequeña.
6.3.  Posibles mejoras
La forma en que se crean los grupos de usuarios, dependiendo de la 
zona en la que se encuentren, no es todo lo eficiente que habríamos deseado. 
Actualmente  cada  vez  que  un  nuevo  nodo  entra  al  anillo  todos  los  nodos 
descargan, utilizando PAST, la información de dicho nodo para comprobar si 
este  es  perteneciente  a  su  zona.  Esto  implica  un  gran  volumen  de  tráfico 
cuando la cantidad de nodos es grande, no obstante no se consiguió encontrar 
una  mejor  manera  de  solucionar  este  problema  sin  comprometer  las 
funcionalidades ofrecidas por FreePastry.
Tampoco es posible publicar contenido en más de un Tópico, pese a que 
el usuario permanece suscrito a un Tópico cuando se suscribe a uno nuevo, el 
sistema  no  está  diseñado  para  elegir  en  que  Tópico  se  desea  publicar  la 
información, haciéndose en el último Tópico al  que un usuario se encuentra 
suscrito.
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6.4.  Líneas futuras
Aprovechando las posibilidades de PlaceLab podrían añadirse servicios 
de valor  añadido,  como la  monitorización de la  posición de algunos nodos, 
enviando la posición de los nodos de manera periódica a un Tópic de SCRIBE 
determinado. Debido a la propia estructura en que los mensajes de SCRIBE se 
propagan por la red la información no sería puramente en tiempo real pero sí 
que podría servir como un indicativo aproximado de la posición de los nodos. 
También podrían añadirse funciones automáticas, enviar determinado mensaje 
al llegar a una zona, suscribirse a un Tópic existente, publicar un archivo…..
Uno de los “defectos” que tiene FreePastry para su uso con servicios de 
Mensajería Instantánea es la de que la información no viaja directamente de un 
nodo a otro,  si  no que pasa por diferentes nodos.  Si añadimos la “falta de 
seguridad” de un medio compartido, como es WiFi, el que los mensajes sean 
procesados por usuarios a los cuales no van destinados podemos ver un gran 
fallo  de  seguridad.  Una  persona  con  una  versión  modificada  del  programa 
podría obtener información para la cual no está autorizada. Como solución se 
podría añadir un módulo de encriptado, mediante un par clave pública-privada, 
que cifrase los mensajes intercambiados por los usuarios si estos lo desean.
Finalmente,  y  tras  ver  que  PAST no  ha  cumplido  nuestros  objetivos 
iniciales,  podría  rehacerse  totalmente  la  parte  correspondiente  a  la 
compartición de ficheros. No obstante PAST sí  se ha comportado de forma 
eficiente  a  la  hora  de  almacenar  y  obtener  información  de  clases  JAVA 
serializadas, en nuestro caso las instancias correspondientes a la información 
de cada usuario, por lo que podría seguir desarrollando dicha funcionalidad, y 
se le podría añadir la de repositorio de las claves públicas necesarias para la 
encriptación comentada en el punto anterior.
6.5.  Repercusiones Medioambientales
El proyecto en sí no tiene ningún tipo de impacto medioambiental en el 
sentido estricto  del  desarrollo  e  implementación del  mismo en un ambiente 
normal de oficinas. Si bien se requiere una cantidad de máquinas y de AP en 
funcionamiento permanente,  no considero que esto implique un aumento lo 
suficientemente considerable en el gasto de energía como para que sea digno 
de mención.
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6.6. Valoración de FreePastry y Placelab
6.6.1.  FreePastry
Tras utilizarlo FreePastry se ha mostrado como una API muy potente y 
muy bien  diseñada.  Se encuentra  aún en desarrollo  pero  me ha  sido  muy 
sencillo trabajar con ella y una vez te familiarizas con el proceso inicial y las 
bases descritas en el  tutorial  es muy sencillo  implementar  aplicaciones que 
utilicen FreePastry como base.
El uso de SCRIBE también ha sido muy sencillo y creo que es un muy 
buen ejemplo de una aplicación eficiente para un problema muy complejo. Si 
no se hubiera dispuesto de SCRIBE la comunicación punto-multipunto habría 
sido muy costosa tanto a nivel computacional como de excesiva carga de la red 
de los nodos que desearan comunicarse con muchos otros nodos, haciendo el 
sistema poco escalable, algo que se deseaba evitar a toda costa.
El uso de Past en cambio no ha terminado de ser todo lo bueno que 
esperaba  inicialmente.  Si  bien  es  una  buena  implementación  el  uso  de  la 
serialización de Java para el almacenamiento de los datos y el sistema que 
utiliza para enviar la información, mediante mensajes, hace que el tiempo que 
se tarda trabajando con archivos grandes, mayores de 10 megas, sea bastante 
grande y lo haga menos eficiente de lo que es para otros aspectos como clases 
Java, datos con los cuales se ha comportado perfectamente. Otro aspecto que 
no termina de gustarme es que al almacenar los datos en nodos existentes de 
la red sin pedir su consentimiento para ello hace que sea un poco intrusivo para 
las máquinas.  No obstante lo  considero una herramienta perfecta para,  por 
ejemplo,  mantener  un  conjunto  de  repositórios  de  información  para  una 
empresa  privada,  siendo  todas  las  máquinas  propiedad  de  la  empresa  y 
situadas en diferentes posiciones de la geografía.
6.6.2.  PlaceLab
Esta  API  me  ha  sorprendido  muy  gratamente  ya  que  utilizando  una 
buena base de datos es posible realizar cosas impresionantes con ella. En el 
proyecto realizado solo he utilizado una muy pequeña parte de ella pero existen 
aplicaciones en su página Web realmente interesantes.
Como  única  pega  encuentro  es  que,  en  algunas  arquitecturas  como 
Centrino,  no  funciona  correctamente  de  manera  automática.  Existe  la 
necesidad de instalar un nuevo protocolo en la tarjeta de red que se desee 
utilizar así como la inclusión de un archivo .DLL en el directorio System32 de 
Windows,  cosa  que  puede  hacer  complicado  su  uso  para  usuarios  no 
familiarizados con los sistemas operativos.
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6.7.  Valoración Personal del TFC
La realización de este trabajo ha sido muy satisfactoria  a nivel personal 
ya que me ha permitido conocer dos APIs muy interesantes así como poder 
seguir su desarrollo. Desde el comienzo del TFC hasta su finalización se han 
hecho algunas variaciones en el código de FreePastry que me han permitido 
ver el desarrollo de un código “vivo”.
Del mismo modo al tratarse, tanto FreePastry como PlaceLab, de dos 
proyectos en desarrollo he podido comunicarme con los desarrolladores, para 
solventar algunas dudas que tenía, mediante las listas de correo, algo que no 
había hecho nunca antes.
No obstante también me he encontrado con problemas a la  hora  de 
implementar la aplicación, sobretodo en el funcionamiento de PAST, ya que los 
tutoriales de esta parte no se encontraban disponibles cuando se realizó el 
estudio  inicial  por  lo  que  tube  que  analizar  el  código  fuente.  No  obstante 
grácias a la comunicación con los desarrolladores ha sido posible avanzar en 
ese aspecto y finalizar esa parte de la aplicación.
Además de todo ello también me ha permitido para poner en práctica y 
terminar de aprender conceptos que aprendí durante el Bloque Optativo como 
son el  uso de patrones de diseño y los diagramas UML. Realizar el  diseño 
inicial  desde  0  conociendo  estas  herramientas  desde  el  principio  me  ha 
ayudado a ver su verdadera utilidad y, sobretodo, las facilidades para resolver 
problemas recurrentes en la programación.
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Anexo
En  este  anexo  se  hará  una  breve  muestra  de  la  aplicación 
implementada. Mediante Screenshots se mostrarán las diferentes simulaciones 
que se pueden llevar a cabo. Se han implementado interfaces gráficas para la 
entrada  al  sistema,  listado  de  usuarios,  creación  de  nuevos  tópicos  y 
publicación de archivos. La parte de mensajería instantánea no ha sido creada 
ya  que  se  ha  creído  que  las  simulaciones  de  tópicos  y 
almacenamiento/descarga de ficheros eran más interesantes, no obstante la 
funcionalidad de envío de mensajes tanto a usuarios como a grupos multicast 
se encuentra habilitada.
1 - Menu Principal
Una vez iniciada la  aplicación nos apareceré una interfaz basada en 
pestañas. Gracias a dicha interfaz podremos realizar todas las funciones de 
una manera rápida y observar toda la información necesaria de una manera 
eficiente. En total se nos presentan 3 pestañas:
● Opciones  de  Usuario:  Para  especificar  los  datos  del  usuario  que  se 
desea conectar así como la dirección destino del BootStrap Node.
● ListaContactos:  Se  nos  mostrará  la  lista  de  contactos  en  el  sistema 
pertenecientes a nuestra zona.
● Simulaciones: Panel  encargado de mostrarnos las interfaces para las 
simulaciones de creación de tópico y publicación de ficheros.
Fig. 1 Pestañas del Panel Principal
2 - Entrada al sistema
Para poder entrar al sistema deberemos rellenar los datos pertinentes 
los  atributos  de  usuario  así  como  los  de  conexión,  para  ello  tenemos  2 
Pestañas “Datos Personales” y “Datos de Conexión”. Una vez rellenados cada 
uno de los campos se deberá pulsar el botón  “ENVIAR” en cada una de las 
pestañas. Finalmente entraremos al sistema pulsando el botón “CONECTAR”
Fig. 2 Datos de Usuario
Fig. 3 Datos de Conexión
3 - ListaContactos
En  esta  pestaña  podremos  observar  la  lista  de  Usuarios  que  se 
encuentran en nuestra misma zona.
Fig. 4 Lista de Contactos
4 - Simulaciones
En este último panel  será donde podremos realizar  las simulaciones. 
Podremos  crear  un  nuevo  Tópic  para  que  otras  personas  se  suscriban  y 
también podremos  crear  nuevos ficheros  para  compartirlos  con el  resto  de 
usuarios. 
4.1 - Topics
La aplicación ha sido diseñada para que los Tópics nos sirvan como 
medio para informar al resto de usuarios de la existencia de un nuevo archivo, 
de  este  modo  podemos  utilizar  las  propiedades  del  envío  de  mensajes 
multicast mediante SCRIBE. Por tanto será necesario crear un nuevo Tópic, 
enviar a los usuarios con los que deseemos compartir el fichero un mensaje de 
que se a creado un nuevo Tópic y posteriormente publicar el fichero. Es posible 
publicar distintos ficheros utilizando un mismo Tópic, pero debemos tener en 
cuenta  que  siempre  que  nos  suscribamos  a  un  nuevo  Tópic  publicaremos 
ficheros para ese Tópic, independientemente de que hayamos creado nosotros 
uno anteriormente.
Fig. 5 Crear Topic
Para crear un nuevo Tópic deberemos introducir el nombre en la caja de 
texto,  pulsar  en  “ENVIAR” y  posteriormente “hacer  click”  en el  nombre del 
usuario al que deseemos invitar al Tópic.
4.2 - File
En este caso podremos publicar los ficheros. Para ello, y siempre tras 
habernos  suscrito  o  creado  un  Tópic,  teclearemos  el  nombre,  extensión 
incluida, del fichero que deseemos compartir. Los ficheros deberán encontrarse 
en la ruta especificada por defecto, que es “./Origen”. Una vez rellenado dicho 
campo solo nos restará pulsar en “ENVIAR” para publicar el fichero y que el 
resto de usuarios puedan descargarlo.
Fig. 6 Publicar nuevo Fichero
4.3 - Menús Emergentes
Tanto cuando recibamos un mensaje de nuevo Tópico, como de nuevo 
fichero  disponible  para su  descarga nos aparecerá una ventana emergente 
notificándonos de ello y preguntándonos si deseamos suscribirnos al Tópic o 
descargar el  fichero, respectivamente. Pulsando  Sí   se realizará la acción y 
pulsando No no se realizará.
Fig. 7 Diálogo emergente para suscribir nuevo Tópico
Fig. 8 Diálogo emergente para descargar nuevo Fichero
