Predictive modelling relies on the assumption that observations used for training are representative of the data that will be encountered in future samples. In a variety of applications, this assumption is severely violated, since observational training data are often collected under sampling processes which are systematically biased with respect to group membership. Without explicit adjustment, machine learning algorithms can produce predictions that have poor generalization error with performance that varies widely by group. We propose a method to pre-process the training data, producing an adjusted dataset that is independent of the group variable with minimum information loss. We develop a conceptually simple approach for creating such a set of features in high dimensional settings based on a constrained form of principal components analysis. The resulting dataset can then be used in any predictive algorithm with the guarantee that predictions will be independent of the group variable.
were used to train a model for pneumonia screening, the model learned to associate these hospital-specific characteristics to the outcome of interest. The model's heavy reliance on such associations jeopardizes the generalizability of the results. This issue is also detrimental for in-sample evaluation, since regarding such associations as risk factors for the outcome of interest is clearly misleading.
Another area in which unwanted associations arise is in criminal justice data. For example, there has been much recent attention on the use of criminal risk assessment models, many of which use demographic, criminal history, and other information to predict whether someone who has been arrested will be rearrested in the future. These predictions then inform decisions on pre-trial detention, sentencing, and parole. In practice, the data used to train the models are based on arrest records, which are well known to be subject to racial bias (Simoiu et al., 2017; Rudovsky, 2001; Bridges and Crutchfield, 1988; Lum, 2017) . When risk assessment models are trained using these data, the end result is that racial minority groups tend to be systematically assigned to higher risk categories on average (Lum and Johndrow, 2016; Angwin et al., 2016) .
In this article we focus on developing data pre-processing methods to remove the influence of group membership variables, such as hospital id or racial group. There are several application areas in which datasets are pre-processed in order to remove or obscure specific information. For example, in data confidentiality, there is strong interest in releasing synthetic datasets which minimise the probability to disclose respondents' identities (Reiter, 2005; Raghunathan et al., 2003) . Our work is also closely related to recent methods on data pre-processing in the "algorithmic fairness" literature, where one of the crucial aims is to create datasets which produce predictions that are independent of sensitive variables, such as race or ethnicity or gender (e.g. Feldman et al., 2015; Kamiran and Calders, 2012; Lum and Johndrow, 2016) The main advantage of our contribution is its simplicity and scalability to a large number of covariates (p), particularly when p is greater than the number of observations n. In this sense, it is particularly wellsuited to applications like brain imaging, in which the observed covariates are high-dimensional. It also has significant advantages in the case of highly collinear predictors, which is very common in applications.
Moreover, we will show that the solution we propose has theoretical guarantees, both in terms of optimal dimension reduction and statistical parity under a linearity condition.
Our method is motivated by the reliance on very high-dimensional data, such as medical imaging and "omic" data, for an increasing number of prediction tasks. As previously described, such type of data may encode unnecessary or detrimental correlations that threaten the generalizability of models trained with the data. Removing these associations will be important to ensure that complex prediction models are relying on reliable features that will generalize across a wide variety of patient populations, not just artifacts of the data collection process.
GENERATING DATA ORTHOGONAL TO GROUPS

Notation and setup
Let X denote an nˆp data matrix of p features measured over n subjects, and let Z denote an additional group membership variable; for example ethnicity, gender or clinical facility. We focus for simplicity on a scalar Z. We seek to estimate r X, an nˆp reconstructed version of the data matrix that is orthogonal to Z with minimal information loss. In our setting, the reconstructed version is used to produce a prediction ruleŷpr xq that returns a prediction of y for any inputx. Our aim is to guarantee thatŷpr xq is uncorrelated with the group variable. In the sequel, we refer to this condition generically as "independent".
We will focus on statistical models linear in the covariates, such as generalised linear models, support vector machines with linear kernels, and many others. It is easy to check that whenŷpxq is a linear function ofx, covpŶ, Zq " 0 naturally follows from covpX, Zq " 0. A natural procedure to transform the original data, then, consists in imposing orthogonality between r X and Z, while attempting to preserve as much of the information in X as possible. The former requirement is geometrically analogous to requiring that the projection of z onto the range of the reconstructed covariates r X is null.
In terms of the geometry of least squares estimation, the orthogonality condition guarantees that the columns of r X provide no information about the variable Z ). This assumption implies that it is not possible to predict the group membership using the transformed variables as covariates in a statistical model which is linear in the covariates. Potentially, non-linear dependencies could still be present in the transformed matrix r X, and hence affect predictions of non-linear models.
Our method can be motivated as a second-order adjustment, which attempts to accommodate for effects that are simple to measure and generally more relevant. As we will illustrate, in our experience higher order dependencies are often relatively modest in concrete applications, and our procedure also performs well when non-linear models are employed.
In high-dimensional settings, it is often assumed that large collections of variables have approximately a low-rank representation, meaning that observations lie close to a lower-dimensional subspace that captures the most salient properties of the data. We express the reduced rank approximation as r X " SU T , where U is a pˆk matrix of k linear orthonormal basis vectors and S is the nˆk matrix of associated scores.
The problem of preprocessing the data to ensure Orthogonality to Groups (henceforth OG) can be expressed as a minimization of the Frobenius distance between the original data and the approximated version, }X´r X} 2 F , under the constraint x r X, Zy " 0. Given the particular structure assumed for r X, this leads to the following optimization problem:
arg min
where G p,k is the Grassman manifold of orthonormal matrices.
Since the constraints are separable, it is possible to reformulate Equation (1) as p distinct constraints, one over each column of r X. Moreover, since any column of r X is a linear combination of the k columns of S, and U is orthonormal, the p constraints over r X can be equivalently expressed as k constraints over the columns of the score matrix S. The matrix U is forced to lie on the Grassman manifold to prevent degenerate conditions, such as basis vectors being identically zero or solutions with double multiplicity.
The optimisation problem admits an equivalent formulation in terms of Lagrange multipliers, arg min
with the introduction of the factor 2{n for ease of computation.
Theoretical support
The following Lemma characterizes the solution of the Orthogonal to Groups (OG) optimization problem, which can be interpreted as the residual of a multivariate regression among left singular values and a group variable. Let V k Σ k U T k denote the rank-k singular values decomposition of X.
Lemma 2.1. The problem stated in Equation (1) can be solved exactly, and admits an explicit solution in terms of singular values. The solution is equal to r
All proofs are given in Appendix A. The computational cost of the overall procedure is dominated by the cost of the partial singular value decomposition. This can computed with modern methods in Opnk 2 q (Golub and Van Loan, 2012) . The procedure outlined in Lemma 2.1 is simple and only involves matrix decomposition and least squares theory; hence we can fully characterise the solution and its properties. The following Lemma characterises the proposed solution within the class of constrained low-rank representations.
Lemma 2.2. The solution r X of the orthogonal to group algorithm is the best rank-k approximation, in
Frobenius norm, of the data matrix X under the OG constraint.
The singular value decomposition achieves the minimum error in Frobenius distance among all matrices of rank-k (e.g., Golub and Van Loan, 2012) . Naturally, the introduction of additional constraints reduces the accuracy of the approximation, with respect to the optimal one. The following result allows us to bound the additional error analytically.
denote the best rank-k approximation of the matrix X obtained from the partial singular value decomposition of rank k. The reconstruction error of the OG algorithm is lower bounded by the optimal error rate of r X k , and the amount of additional error is equal to ||P z V k D k || 2 F , where
The additional reconstruction error can be interpreted as a measure of the collinearity between the subspace spanned by Z and the left singular vectors of the data X. The more collinear the singular vectors are with the group variable, the greater is the amount of additional error with respect to the solution without the OG constraint. When these quantities are already orthogonal, then the solution is identical to the truncated singular value decomposition and the reconstruction achieves the minimum error.
Sparse OG procedure
In order to reduce the solution to a more interpretable structure, common methods in multivariate analysis impose constraints over the elements of a matrix decomposition, usually through an 1 -norm penalty to favour sparsity (e.g. Zou et al., 2006; Jolliffe et al., 2003; Witten et al., 2009) . Besides improving the interpretability of the results, constraints improve the numerical estimation of the eigenvectors, which can be problematic in very high-dimensional applications (Johnstone, 2001 ).
To make the OG problem tractable and stable when the number of features is very large -potentially larger than the number of observations -we introduce additional constraints in the algorithm. We will build our method on a standard procedure to perform sparse matrix decomposition (e.g. Hastie et al., 2015, Chapter 8) , and adapt the computations to introduce the orthogonality constraint. We define the sparse orthogonal to group (SOG) optimization problem as follows.
for j " 1, . . . , k and l ‰ j. The problem in Equation (3) includes sparsity constraints over the vectors u j and imposes orthogonality constraints among the score vectors s j and the group variable, since the reconstructed version of r X " SU T is a linear combination of the vectors s j .
Focus now on the case of rank-1 approximation. As outlined in Witten et al. (2009) , it is possible to show that the solutions in s and u for Equation (3) when k " 1 also solve arg max
Although the minimisation in Equation (4) is not jointly convex in s and u, it can be solved with an iterative algorithm. Since the additional constraints do not involve the vector u, when s is fixed the minimisation step is mathematically equivalent to a sparse matrix decomposition with constraints on the right singular vectors, and takes the following form.
arg max
with b " s T X and solution equal to
where S θ is the soft threshold operator, defined as S θ pxq " signpxqp|x|´θqIp|x| ě θq and applied over every element separately. The value of θ is 0 if ||b|| 1 ď t, and otherwise θ ą 0 is selected such that Hastie et al., 2015; Witten et al., 2009 ).
When u is fixed, the problem is similar to the solution described in Section 2.2, after arranging Equation (4) as follows.
with a " Xu. The solution to Equation (6) is directly related to the method outlined in Section 2.2, and is given by the following expression.
s " a´βZ ||a´βZ|| 2 ,
Solutions with rank greater than 1 are obtained by consecutive univariate optimisation. For the jth pair pu j , s j q, j " 2, . . . , k, the vector a of the partial problem outlined in Equation (4) is replaced with P k´1 Xu T j , where P k´1 " I nˆn´ř k´1 l"1 s l s T l projects Xu T j onto the complement of the orthogonal subspace spanps l , . . . , s k´1 q, thus guaranteeing orthogonality among the vectors s j , j " 1, . . . , k. A detailed description of the algorithm outlined above is given in the Appendix A.
SIMULATION STUDY
We conduct a simulation study to evaluate the empirical performance of the proposed algorithms. The focus of the simulation is on assessing the fidelity in recovering a high-dimensional data matrix and success in removing the influence of the group variable from predictions for future subjects. We set n " 5000, p " 200, k " 10, and construct a loading matrix S, with size pn, kq, and a score matrix W with size pk, pq, with entries sampled from independent normal distributions. A group variable Z of length n is sampled from independent Bernoulli distributions with probability equal to 0.5. Each p-dimensional row of the nˆp data matrix X is drawn from a p-variate standard normal distribution with mean vector
. . , n. Lastly, a synthetic continuous response y i , i " 1, . . . , n is sampled from independent Normal random variables with mean ps i´2 z i 1 T k qβ and elements of β sampled uniformly in p´5, 5q. We evaluate two aspects of performance: accuracy of the approximation of X by r X and success in achieving xŶ, Zy « 0, whereŶ is the prediction for Y estimated from r X.
The left-panel (a) of Figure 1 illustrates the relative error between the reconstructed and original data, measured in terms of Frobenius distance for increasing values of the approximation rank k, and normalised with the Frobenius norm of X. As expected, for every value of k, the truncated SVD provides the reconstruction with minimum error. The approximation provided by the OG algorithm is competitive 
APPLICATION
Human connectome project
Our motivating application is drawn from a study of the Human Connectome Project (HCP) on n " 1056 adult subjects (Glasser et al., 2016 (Glasser et al., , 2013 . The study provides, for each individual, information on the structural interconnections among the 68 brain regions characterizing the Desikan atlas (Desikan et al., 2006) , measured through a combination of diffusion and structural magnetic resonance imaging (Zhang et al., 2018) . Many different features are also available, covering a wide range of biographical, physiological and behavioural information at the individual level and technical information related to the specific session in which brain scans were collected. For an extended description of the Humane Connectome Project, the tools involved in the collection process and the aims of the study see Zhang et al. (2018) ; Glasser et al. (2016 Glasser et al. ( , 2013 . For our purposes, it is enough to characterize the outcomes of interest as physiological and behavioural traits and the covariates as data on the presence and strength of connections between the 68 brain regions.
Recent developments in neuroscience and novel preprocessing pipelines have stimulated considerable interest in analysing the relation among brain structure/activity and subject-specific traits, with the main focus on detecting if variations in the brain structure are associated with variation in phenotypes (e.g. Genovese et al., 2002; Zhang et al., 2018; Durante and Dunson, 2018) . Our specific focus is on investigating the relation between brain structural connectivity patterns and "hard" drug consumption, in order to establish whether the latter can be predicted on the basis of information recorded in the brain scans. There is evidence for the existence of brain differences across subjects with severe drug addictions, both in terms of functional connectivity (Wilcox et al., 2011; Kelly et al., 2011) and volumes (Beck et al., 2012; Goldstein et al., 2009) . As discussed in Section 1, a fundamental problem with observational medical data is the presence of spurious or nuisance associations. In neuroscience, harmful factors that can negatively impact on predictive modelling include subject motion, eye movements, different protocols and hardware-specific features, among many others (Basser and Jones, 2002; Sandrini et al., 2011) .
In the motivating application, a binary variable y i indicates a positive result for subject i to a drug test for at least one among Cocaine, Opiates, Amphetamines, MethAmphetamine and Oxycontin. We regard the machine on which the data were gathered as the group variable whose influence we want to remove.
For every observation, a binary variable z i indicates which scanner had recorded the i-th observation.
In order to apply our proposed method, the brains scans were vectorised into a nˆp matrix X, with p " 2278 corresponding to the vectorised numerical data on the strength of connection among all pairs of brain regions.
Predictive performance for the different approaches is evaluated over an independent test set, randomly sampled from the original data. In order to reduce the randomness from a single split, the results are averaged over 300 different splits into training and test. As a preliminary approach, analyses are conducted with two different naive approaches: using the original covariates, and including the scanner id variable z as a covariate. The first and second columns of Section 4.1 represent, respectively, results for a logistic regression using standard sparse SVD with 30 components (SVD) as covariates, and the same covariates including scanner as an additional covariate (SVD,Z). The third and fourth columns compare predictive performance for Lasso (Lasso(u)) and random forest (RF(u)), using all the unadjusted available covariates.
Results suggest that predictions differ markedly across the two different scanners, and this issue equally affects both linear and non-linear models. This problem is exacerbated when the scanner id is used as a covariate. For example, classification error for observations in the second scanner is roughly two times greater than for the first one, suggesting that predictions are strongly related with the scanner used to collect data.
The right half of Section 4.1 shows results for the adjusted procedures. The fifth and sixth columns refer to predictions for a logistic regression estimated over 30 covariates extracted from the OG algorithm and its sparse version SOG, respectively. Predictions are now more similar across different scanners.
For example, false negative rates are almost identical, and the global performance is comparable to the unadjusted setting. In addition, our methodology allows estimation of any baseline model on our preprocessed data. In the seventh column, a Lasso model has been estimated using data from the OG algorithm, although the results are worse than for the other baseline models. Although the proposed methods provide strong guarantees only for models which are linear in the covariates, the last column of Section 4.1 suggests that also a highly non-linear model (such as random forest) can obtain strong benefit from our methods. In this case, predictions across scanners are more similar, although less precise.
As a concluding check, we conducted separate Mann-Whitney tests to evaluate if the distribution of Y is statistically different across different scanners. The null hypothesis of independence was not rejected for all the adjusted methods, and rejected for the unadjusted. We also conducted sensitivity analysis for different values of the approximation rank ranging in t10, 50, 100u, and results were consistent with the main empirical findings.
COMPAS recidivism data
As outlined in Section 1, another important area in which it is fundamental to remove unwanted association is criminal risk assessment. We will focus here on the COMPAS dataset, a standard dataset in the fairness literature which includes detailed information on criminal history for more than 6000 defendants over a time range of two years (Angwin et al., 2016) . For each defendant, several features of criminal history are available, such as the number of past felonies, misdemeanors, and juvenile offenses. The defendants sex, age and race are also available. The focus of this example is on predicting two-year recidivism, with particular interest on providing predictions that are independent of race/ethnicity.
The design matrix X was constructed including the available features and all the interaction terms, for a total of 64 variables. Although the number of features is only moderately large, and considerably smaller than in the previous example, the use of approaches that requires manual intervention, such as Lum and Johndrow (2016) , is burdensome. Moreover, the inclusion of every interaction term induces collinearity in the design matrix, thus motivating an approximation through a lower-dimensional structure. Predictive performance for different competitors is evaluated over an independent test set, randomly sampled from the original data. Figure 2 compares the out-of-sample predictive distribution for four logistic regressions, trained on different data. The first two panels show unadjusted predictions, the first excluding racial information and the second using it as a covariate. Results show that Caucasian individuals (light continuous line) are systematically assigned lower probabilities of recidivism, at any level of the predicted risk. The third and fourth panels correspond, respectively, to predictions obtained from the OG and SOG algorithms, with k " 10. The gap between the two curves is notably reduced, both with the standard OG and the sparse implementation, leading to predictions which are more similar across different racial groups. Table 2 reports results for the model previously described and other competitor approaches. The first and second columns of Table 2 represent, respectively, results for a logistic regression using all the available original covariates (OR) and all the variables and race (OR,Z). The third column (OR Z 0 ) corresponds to one approach discussed in Pope and Sydnor (2011) , which consists in the estimation of a complete model with all the variables and race, and then setting to 0 the coefficient associated with group membership when predictions are performed. An alternative approach suggested in Pope and Sydnor (2011) consists in a full model estimation, and predictions obtained replacing z with its mean valuez in the test data. In this application, such approach leads to metrics identical to column (OR Z), and has not been reported.
The fourth and fifth columns compare predictive performance for Lasso (Lasso (u)) and random forest (RF(u)) respectively, using all the unadjusted available covariates. Numerical results suggest that predictions are strongly different across ethnic groups, and this issue affects both models linear and nonlinear in the covariates. For example, the proportion of reoffenders correctly classified (TPR, true positive rates) is roughly 1.5 times higher for white than for non-white subjects, and this issue holds for all the unadjusted approaches. Conversely, the True Negative Rate (TNR) is significantly lower for whites than for non-white individuals, suggesting that models estimated on the unadjusted features disproportionately assign low probabilities of recidivism to white subjects.
The second part of Table 2 illustrates results for the adjusted procedures. The sixth and seventh columns show results for a logistic regression estimated over 10 covariates extracted from the OG algorithm and its sparse version SOG, respectively, also reported in the third and fourth panel of Figure 2 . The discrepancy in prediction metrics across racial group is less severe under these approaches. For example the True Positive Rate is increased and more similar across groups. Similarly to the brain scan application, results seems satisfactory also when a highly non-linear model is employed, such as a random forest in column (RF); predictive performance using the adjusted data is also on par with other articles that have analysed the same dataset (e.g. Dieterich et al., 2016; Lum and Johndrow, 2016) .
These empirical findings also highlight a compelling argument for using of the proposed method in risk assessment. Considering predictive performance of models with and without OG pre-processing, the values for Area Under the Roc curve and classification error before and after adjustment are very similar, in particular for the logistic regressions reported in Figure 2 and in the columns OR and OG, SOG in Table 2 . This result suggests that, when interest is on predicting two-year recidivism, predictions from our methods achieve orthogonality from groups without large effects on the global accuracy.
DISCUSSION
In this article we proposed an efficient method to pre-process high-dimensional datasets to remove the influence of groups in predictive modelling. Our approach is simple, scalable, and has theoretical guarantees regarding approximation error and orthogonality from the group variables. Although the theoretical properties of the methods hold on models linear in the covariates, the empirical findings suggest that also when non-linear models are employed, the methods still work well, provide reasonable global predictive performance and predictions that are more similar across groups.
A promising future extension for the proposed method involves generalisation to more complex multidimensional data structures. For example, in the neuroscience application considered in Section 4.1, brain scans for multiple subjects can be represented as a 3-dimensional array, where every slice corresponds to (Zhang et al., 2018) . The inclusion of constraints on orthogonality to groups can be accomplished adapting the contribution proposed in this article to some methods in tensor decompositions (e.g. Kolda and Bader, 2009) .
A APPENDIX
Proof of Lemma 2.1. Focus on the case k " 1, where the approximation of the original set of data consists of finding the closest rank-1 matrix (vector). Equation (2) is reformulated as arg min
and some algebra and the orthonormal condition on u 1 allows us to express the loss function to be minimized as
The function is quadratic, and the partial derivative in s i1 leads to
with stationary point given by s i1 " x i u T 1´λ 1 z i . The optimal score for the i-th subject is obtained by projecting the observed data onto the first basis, and then subtracting λ 1 -times z. The constraint does not involve the orthonormal basis u 1 , hence the solution of Equation (7) for u 1 is equivalent to the unconstrained scenario. A standard result of linear algebra states that the optimal u 1 for Equation (7) without constraints equivalent to the first right singular vector of X, or equivalently to the first eigenvector of the matrix X T X (e.g., Hastie and Tibshirani, 2009 ). Plugging in the solution for u 1 and setting the derivative with respect to λ 1 equal to 0 leads to
a least squares estimate of Xu T 1 over z.
Consider the complete problem formulated in Equation (2). The derivatives with respect to the generic element s ij can be calculated easily due to the constraint U P G k,p , which simplifies the mixed products among the u j s. The optimal solution for the generic score s ij is given by
since u T i u j " 0 for all i ‰ j and u T j u j " 1 for j " 1, . . . , k. The solution has an intuitive interpretation, since it implies that the optimal scores for the j-th dimension are obtained projecting the original data over the j-th basis, and then subtracting λ j -times the observed value of z. Moreover, since the OG constraints do not involve any vector u j , the optimization with respect to the basis can be derived from known results in linear algebra. The optimal value for the vector u j , with j " 1, . . . , k, is equal to the first k right singular values of X, sorted accordingly to the associated singular values (e.g., Bishop, 2006; Hastie et al., 2015) .
The global solution for λ " pλ 1 , . . . , λ k q can be derived from least squares theory, since we can interpret Equation (9) as a multivariate linear regression where the k columns of the projected matrix XU T are response variables and z a covariate. The general optimal value for λ k is then equal to the multiple least squares solution
Proof of Lemma 2.2. Since the optimization problem of Equation (1) is quadratic with a linear constraint, any local minima is also a global minima. The solution performed via the singular value decomposition and the least squares constitute a stationary point, that is also global minimum.
Proof of Lemma 2.3. Let V k D k U T k define the rank-k SVD decomposition of the matrix X, using the first k left and right singular vectors, and the first k singular vales. Let r X OG define the approximated reconstruction obtained by the OG algorithm. The reconstruction error between the original data matrix X and its low-rank approximation r X OG can be decomposed as follow.
The Frobenius-inner product term vanishes due to the orthogonality of the singular vectors, and rearranging terms the following expression is obtained.
Since the optimal value for λ is equal to the least squares solution of Z over V k D k , it follows that ||Zλ|| 2 F " ||ZpZ T Zq´1Z T V k D k || 2 F , and the proof is complete. Update u j P R p as
where S θ pxq " signpxqp|x|´θqIp|x| ě θq and if ||X T s j || 1 ď t then Set θ " 0 else Set θ ą 0 such that ||u j || 1 " t end end end Output: Set d j " s T j Xu j . Let S denote the nˆk matrix with columns d j s j . Let U denote the pˆk sparse matrix with rows u j , j " 1, . . . , k. Return r X " SU T
