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STABILITY OF METRIC MEASURE SPACES WITH INTEGRAL
RICCI CURVATURE BOUNDS
CHRISTIAN KETTERER
Abstract. In this article we study stability and compactness w.r.t. mea-
sured Gromov-Hausdorff convergence of smooth metric measure spaces with
integral Ricci curvature bounds. More precisely, we prove that a sequence of
n-dimensional Riemannian manifolds subconverges to a metric measure space
that satisfies the curvature-dimension condition CD(K,n) in the sense of Lott-
Sturm-Villani provided the Lp-norm for p > n
2
of the part of the Ricci curva-
ture that lies below K converges to 0. The results also hold for sequences of
general smooth metric measure spaces (M, gM , e
−f volM ) where Bakry-Emery
curvature replaces Ricci curvature. Corollaries are a Brunn-Minkowski-type
inequality, a Bonnet-Myers estimate and a statement on finiteness of the funda-
mental group. Together with a uniform noncollapsing condition the limit even
satisfies the Riemannian curvature-dimension condition RCD(K,N). This im-
plies volume and diameter almost rigidity theorems.
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2 CHRISTIAN KETTERER
1. Introduction
A family of n-dimensional Riemannian manifolds satisfying a uniform estimate
on the Lp-norm of the part of their Ricci curvature that lies below a given treshold
K ∈ R with p > n2 behaves similarly as a family of Riemannian manifolds with
Ricci curvature bounded from below by K. More precisely, the crucial quanitity
for compact manifolds is the integral curvature excess(
(diamM)2p
volM (M)
∫
(κ−K)p−d volM
) 1
p
=: k[M ](κ, p,K)
where ricM ≥ κ for κ ∈ C(M), p >
N
2 and dimM ≤ N < ∞. The integral
curvature excess is invariant under rescaling the metric and under metric measure
space isomorphisms. Throughout the article we denote by [X ] the isomorphism
class of a metric measure space X .
Over the last decades there have been many publications that study Riemannian
manifolds with uniformly bounded integral curvature excess, e.g. [Gal88, Yan92a,
Yan92b, PW97, PW01, PSW97, DPW00, DW04, Aub07, Ros17, DWZ18, RW20].
Remarkable properties for instance are pre-compactness under Gromov-Hausdorff
convergence, effective diameter and volume growth estimates and estimates on the
spectral gap. These results resemble corresponding statements for lower Ricci curva-
ture bounds and typically involve error terms that depend on the integral curvature
excess provided it is sufficiently small. One can construct examples by gluing small
cusps of arbitrary negative curvature on Riemannian manifold with a lower Ricci
curvature bound. These cusps can be constructed such that the curvature excess
is arbitrarily small and a subsequence will converge in Gromov-Hausdorff sense to
the original manifold.
In general the precompactness property suggests that there is a theory of non-
smooth limit spaces with integral curvature bounds. Moreover, the effective esti-
mates indicate some stability property under measured Gromov-Hausdorff conver-
gence. One conjectures that the limit of a sequence with vanishing integral curva-
ture excess k[M ](κ, p,K) is a nonsmooth metric measure space with Ricci curvature
bounded from below by K in a generalized sense. Such a theory of lower Ricci
curvature bounds for metric measure spaces is in fact provided by the celebrated
work of Lott, Sturm and Villani [Stu06a, Stu06b, LV09].
In this article we confirm the previous conjecture. Our main result reads as
follows.
Theorem 1.1. Let D ≥ 0, N ≥ 2 and K ∈ R.
For every ǫ > 0 there exists δ > 0 such that the following holds. Let (M, gM ) be a
Riemannian manifold such that ricM ≥ κ for κ ∈ C(M), diamM ≤ D, dimM ≤ N
and
k[M,dM ,volM ](κ, p,K) < δ for p >
N
2 and p ≥ 1 if N = 2.
Then there exists a metric measure space X that satisfies the curvature-dimension
condition CD(K,N) and
D([M, dM , volM ], [X ]) < ǫ.
Here D is the so-called transport distance introduced by Sturm in [Stu06a]. It is a
distance on the family of isomorphism classes of metric measure spaces and metrizes
the notion of measured Gromov convergence that was introduced in [GMS15]. We
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emphasize that the theorem does not follow from the standard compactness prop-
erty of a family of metric measure spaces that satisfy a lower Ricci curvature bound
in the sense of Lott-Sturm-Villani since there is indeed no uniform lower bound for
the Ricci curvature assumed.
Now let us recall that a bound of the form ricM ≥ κ for κ ∈ C(M) together
with N ≥ dimM can be characterized in terms of a curvature-dimension condition
CD(κ,N) that was introduced by the author in [Ket17]. For smooth metric mea-
sure spaces (M,dM ,mM ), that is a Riemannian manifold equipped with a smooth
measure e−f volM =: mM such that f ∈ C∞(M), the same characterization holds
with ricM replaced by the so-called N -Bakry-Emery curvature. In [Ket17] it was
observed that the condition CD(κ,N) for a continuous function κ makes sense for
any metric measure space (X, dX ,mX) and generalizes the theory of Lott-Sturm-
Villani.
Then Theorem 1.1 is a special case of the following theorem for sequences of
pointed, smooth, metric measure spaces (M, o) where o is a fixed base point in M .
For this setup we consider the integral curvature excess centered at o with radius
R > 0: (
R2p
volM (B1(o))
∫
BR(o)
(κ−K)p−d volM
) 1
p
=: k[M,o](κ, p,K,R).
We say a pointed metric measure space (X, o) is normalized if mX(B1(o)) = 1. We
can prove the following result.
Theorem 1.2. Let N ∈ [2,∞) and K ∈ R.
Let {(Mi, oi)}i∈N be a sequence of smooth, normalized, pointed metric measure
spaces that satisfy a condition CD(κi, N) for κi ∈ C(Xi) and
k[Mi,oi](κi, p,K,R)→ 0 when i→∞ ∀R > 0, p >
N
2
and p ≥ 1 if N = 2.
Then the isomorphism classes {[Mi, oi]}i∈N subconverge in pointed measured Gro-
mov sense to the isomorphism class of a pointed metric measure space (X, o) that
satisfies the condition CD(K,N).
The assumption p > N2 for N > 2 is sharp: Aubry showed in [Aub07] that
compact N -dimensional Riemannian manifolds with k[M ](κ,
N
2 ,K) < ǫ are dense
w.r.t. Gromov-Hausdorff convergence among all compact length spaces for any
ǫ > 0.
Instead of requiring that the part of the Ricci curvature below K is in some
Lp-space for p > N2 , one can also assume that it satisfies a Kato condition. This
condition is strictly weaker than the previous Lp-condition but Riemannian man-
ifolds satisfying such a condition still have similar properties, e.g. [RS17, RS18].
Hence, an extention of our theorem in this direction seems to be tangible.
As part of the proof of Theorem 1.2 we also have the following precompact-
ness result for general non-branching metric measure spaces that was proved for
Riemannian manifolds in [PW97].
Theorem 1.3. Consider the family X (p,K,N) of isomorphism classes of essen-
tially nonbranching pointed metric measure spaces (X, o) satisfying a condition
CD(κ,N) for some κ ∈ C(X) such that k[X,o](κ, p,K,D) ≤ f(D) for all [X.o] ∈
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X (p,K,N), for all D ≥ 1, p > N2 and some function f : [1,∞) → R. Then
X (p,K,N) is precompact in the sense of pointe measured Gromov convergence.
The precompactness indicates that there might exist a version of our main the-
orem for general metric measure spaces with variable lower curvature bounds and
uniformily bounded integral curvature excess. A limit space then presumably sat-
isfies a generalized CD(κ,N) condition with κ ∈ Lp(mX) rather than κ ∈ C(X).
We have the following conjecture.
Conjecture 1.4. There is a compact class of metric measure spaces X that satisfy
a curvature-dimension condition CD(κ,N) for a κ ∈ Lp(mX) and p >
N
2 . A
subset of metric measure spaces that admit a uniform bound on the Lp-norm of κ
is compact w.r.t. pointed measured Gromov convergence and the lower curvature
bound κ is stable w.r.t. Lp-weak convergence in the sense of [GMS15].
In this respect we also mention recent work by Sturm [Stu19] where a class
of metric measure spaces with lower curvature bounds in distributional sense is
introduced.
As part of the proof of the main theorem we derive a displacement convexity
inequality that implies the following Brunn-Minkowski inequality.
Corollary 1.5 (Brunn-Minkowski inequality). Let M be a smooth, normalized
mm space that satisfies CD(κ,N) for κ ∈ C(M) and N ≥ 2. Let p > N2 such that
k[M](p, 0) <∞ and let A0, A1 ⊂M . Then
mM(At)
1
N ≥ (1− t)mM(A0)
1
N + tmM(A1)
1
N
− 2C
1
N(2p−1) k[M ](p, 0)
p
N(2p−1) ∀t ∈ (0, 1)
where At = {γ(t) : γ ∈ G(M), γ(0) ∈ A0, γ(1) ∈ A1}.
In [TZ16] Tian and Zhang develop a regularity theory for limits of n-dimensional
Riemannian manifolds M such that
ricM ≥ κ, k[M ](κ, p, 0) ≤ Λ <∞ with p >
n
2 .(1)
They introduce the following uniform (and infinitesimal) noncollapsing condition:
There exists κ > 0 such that
volMi(Br(x)) ≥ κr
n ∀x ∈Mi, ∀r ∈ (0, 1) and ∀i ∈ N.(2)
This property is then used to develop a Cheeger-Colding-Naber type theory for
limits of a sequence of manifolds satisfying (1) and (2). An example by Yang
[Yan92a] shows that a noncollapsing condition on a definite scale is not sufficient and
the splitting theorem fails. Assuming the uniform noncollapsing condition (2) Tian
and Zhang develop a satisfying regularity theory for limits that arise from manifolds
satisfying k[M ](κ, p, 0) ≤ Λ < ∞. In particular they prove an almost splitting
theorem and an almost-volume-cone-implies-almost-metric-cone theorem. One can
apply these results to our situation. The almost splitting theorem translates to
a splitting theorem of the limit space in Theorem 1.2. We therefore obtain the
following theorem.
Theorem 1.6. Let {(Mi, oi)}i∈N be a sequence of n-dimensional, pointed Riemann-
ian manifolds that satisfy the condition CD(κi, N) for κi ∈ C(Xi) such that
k[Mi,oi](p,K,R)→ 0 when i→∞ ∀R > 0
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with K ∈ R, p > N2 , p ≥ 1 if N = 2 and (2) holds. Then {[Mi, oi]}i∈N subcon-
verges in pointed measured Gromov sense to the isomorphism class of a pointed
metric measure space (X, o) satisfying the Riemannian curvature-dimension condi-
tion RCD(K,N).
Corollary 1.7. Let X be a measured Gromov-Hausdorff limit of a sequence of
Riemannian manifolds satisfying (1) and (2). Then every tangent space TxX for
x ∈ X satisfies the condition RCD(0, N). In particular, TxX is an Euclidean cone
over some RCD(N − 2, N − 1) space Y .
We note that the example in [Yan92a] does not satisfy k[M ](p,K)→ 0. Therefore
we expect that our main theorem can be improved. We raise the following question.
Question 1.8. In Theorem 1.2 can we replace the condition CD(K,N) with the
Riemannian condition RCD(K,N), or, equivalently, in Theorem 7.4 can we remove
assumption (2).
A theorem for RCD(K, 2) spaces by Lytchak and Stadler [LS18] also yields the
following corollary.
Corollary 1.9. Let {(Mi, oi)}i∈N be a sequence of 2-dimensional, pointed Rie-
mannian manifolds that satisfy the condition CD(κi, 2) for κi ∈ C(Xi) such that
k[Mi,oi](1,K,R)→ 0 when i→∞ ∀R > 0
with K ∈ R and (2) holds. Then {[Mi, oi]}i∈N subconverges in pointed Gromov-
Hausdorff sense to a pointed 2-dimensional Alexandrov space with curvature bounded
from below by K.
Let us briefly explain the main idea in the proof of Theorem 1.2. Assume for
simplicity K = 0. At the core of our proof is a new displacement convexity inequal-
ity for the N -Renyi entropy functional (Theorem 6.1). This inequality is similar
to correponding inequalities under lower Ricci curvature bounds but involves an
error term that explicitly depends on the integral curvature excess. The proof
of this result consists of three steps. First, we analyse carefully the 1-dimensional
model case. This allows us to prove estimates for the modified distortion coefficiants
τ
(t)
κ,N(θ) (before Definition 2.11) that are crucial in the definition of the condition
CD(κ,N). Second, we will apply the Area and Co-area formula to a transport
Kantorovich potential. Finaly, starting from the localized version of the CD(κ,N)
condition we apply the previous steps to obtain the desired inequality.
1.1. Applications. Here we present some immediate consequences that derive
from the main theorems and its corollaries. First, we can prove a Bonnet-Myers
diameter type bound that improves and generalizes a result by Aubry [Aub07].
Corollary 1.10. Let {(Mi, oi)}i∈N be a sequence of smooth, normalized pmm spaces
that satisfy the condition CD(κi, N) for κi ∈ C(Xi) such that
k[Mi,oi](p,K,R)→ 0 as i→∞ ∀R > 0
with K > 0 and p > N2 . For every ǫ > 0 there exists iǫ ∈ N such that Mi is compact
for every i ≥ iǫ and diamMi ≤ πK/(N−1) + ǫ.
A Bonnet-Myers type estimate for a Riemannian manifold satisfying a Kato
condition was obtained in [Ros19, CR18].
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As a consequence from the previous corollary we also obtain the following state-
ment on finiteness of the fundamental group.
Corollary 1.11. There exists δ > 0 such that the following holds. IfM is a smooth,
compact, normalized metric measure space that satisfies the condition CD(κ,N) for
κ ∈ C(Xi) and
k[M ](κ, p,K) ≤ δ
with K > 0 and p > N2 , then M has finite fundamental group.
Proof. Assume the statment fails. Then, there exists a sequence of smooth metric
measure spaces Mi satisfying CD(κi, N) such that k[Mi](κi, p,K) → 0 for i → ∞
and such that the fundamental group is not finite. Let M˜i be the Riemannian
universal cover ofMi equipped with the pull back measure mM˜i under the convering
map pi : M˜i → Mi. For every i ∈ N we choose a base point oi ∈ M˜i. Since the
fundamental group is not finite, it follows diam M˜i = ∞. Moreover it follows that
the metric measure space M˜i satisfies the condition CD(κi ◦ pi, N) and
k[M˜i,oi](κi ◦ pi, p,K,R)→ 0 as i→∞ ∀R > 0.
By the previous corollary there exists iǫ ∈ N such that diamM˜i ≤ πK/(N−1) + ǫ for
i ≥ iǫ. Hence, M˜i is compact. That is a contradiction. 
A theorem on finiteness of the fundamental group of Riemannian manifold under
an integral curvature condition appears in [Aub07] and under a Kato conditon in
[CR18, Ros19]. A result for weighted graphs satisfying the Kato conditon appears
in [MR19].
1.1.1. Almost rigidity results. Recall the following definitions. For K > 0 and
N > 1 the 1-dimensional model space is
IK,N =
([
0, πK/(N−1)
]
, 1[0,πK/(N−1)] sin
N−1
K/(N−1) L
1
)
where [0,πK/(N−1)] is equipped with the restriction of the standard metric | · | on R.
The metric measure space IK,N satisfies CD(K,N) [Stu06b, Example 1.8].
Let (M, g,m) = M be a weighted Riemannian manifold with m = Φvolg and
Φ ∈ C∞(M\∂M). The warped product IK,N ×
N−1
f M between IK,N and M w.r.t.
f : IK,N → [0,∞) is defined as the metric completion of the weighted Riemannian
manifold (IK,N ×M,h,mC) where h = 〈·, ·〉2 + f2g and mC = fN−1L1|IK,N ⊗m.
In [Ket13] it was proved that if the warping function f satisfies
f ′′ +
K
N − 1
f ≤ 0 and (f ′)2 +
K
N − 1
f2 ≤ L on IK,N
and (M,dg,m) satisfies CD(L(N−2), N−1) then IK,N×
N−1
f M satisfies CD(K,N).
This applies in particular when f = sinK/(N−1) and L = 1. Then the corre-
sponding warped product is a spherical suspension. For instance, we can choose
M = IN−2,N−1. If n ∈ N we can chooseM = S
n−1
1 and we get that IK,n×
n−1
sinK/(n−1)
Sn−11 = S
n
K/(n−1).
More generally, one can define warped products in the context of metric measure
spaces. In [Ket15] it was proved that IK,N−1 ×
N−1
sinK/N−1
Y satisfies the condition
RCD(K,N) if and only if Y = (Y, dY ,mY ) satisfies the condition RCD(N−2, N−
1).
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Rigidity statements for RCD spaces together with Theorem 7.4 yield the fol-
lowing almost rigidity statements for smooth metric measure spaces with integral
curvature bounds.
Corollary 1.12. For every ǫ > 0 there exists δ > 0 such that the following holds.
If Mn is a compact Riemannian manifold that satisfies (2), k[M ](p, n− 1) < δ for
p > n2 and diamM ≥ π − δ, then there exists an RCD(n− 2, n− 1) space Y such
that
D([M,dM , volM ], [0, π]×
n
sin Y ) ≤ ǫ.
Corollary 1.13. For every ǫ > 0 there exists δ > 0 such that the following holds.
If (Mn, o) is a pointed Riemannian manifold that satisfies (2), k[M ](p, 0) < δ for
p > n2 and
volM (B2r(o))
volRn(B2r(0))
≥ (1− δ)
volM (Br(o))
volRn(Br(0))
for some r > 0, then there exists an RCD(n− 2, n− 1) space Y such that
D([M,dM , volM ], [0, r]×
n
t Y ) ≤ ǫ.
Instead of the noncollapsing condition one can also add an upper curvature
bound. This will also force the limit to become RCD by [KK19a, KK19b, KKK19]
Corollary 1.14. Let {(Mi, oi)}i∈N be a sequence of n-dimensional, pointed Rie-
mannian manifolds that satisfy the condition CD(κi, N) for κi ∈ C(Xi) such that
k[Mi,oi](p,K,R)→ 0 when i→∞ ∀R > 0
with K ∈ R, p > N2 , p ≥ 1 if N = 2 and Mi satisfies a CAT (K¯) condition with
K¯ ∈ R. Then {[Mi, oi]}i∈N subconverges in pmG sense to the isomorphism class of a
pmm space (X, o) satisfying the mixed curvature condition RCD(K,N)+CAT (K¯).
1.2. Plan of the paper. In section 2 we recall preliminaries on convergence of
metric measure spaces and various notions of convergence together with some gen-
eral results. We introduce the curvature-dimension condition CD(κ,N) for general
metric measure spaces and κ ∈ C(X) and give a self-contained proof that this con-
dition is equivalent to ricM ≥ κ for Riemannian manifolds. We also introduce the
Riemannian curvature-dimension condition RCD(K,N) for K ∈ R.
In section 3 we prove that uniform bounds on the integral curvature quanitity
k[X](κ, p,K) for CD(κ,N) spaces with p >
N
2 yields precompactness under mea-
sured Gromov-Hausdorff and measured Gromov convergence. A similar statement
holds for the pointed case.
In section 4 we derive estimates for the case of 1-dimensional metric measure
spaces.
In section 5 we present some technical obeservations that derive from the Area
and the Co-Area formula.
In section 6 we use the 1-dimensional estimates and the technical lemma from
the previous section to derive a displacement convexity inequality for smooth metric
measure spaces with integral curvature bounds.
In section 7 we prove the main theorem where we consider the cases K ≤ 0 and
K > 0 separately. We finisch with a list of straightforward applications.
1.3. Acknowledgments. I want to thank Robert Haslhofer for useful comments
and remarks on an earlier version of this paper.
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2. Preliminaries
2.1. Metric measure spaces. Let (X, dX) be a complete and separable metric
space. We denote by Mloc(X) the collection of Borel measures on X which are
finite on bounded sets, by M(X) the subset of finite Borel measures, and by P(X)
the collection of Borel probability measures. We say a sequence (µi)i∈N of measures
in Mloc(X) converges weakly to µ∞ ∈Mloc(X) if
lim
i→∞
∫
fdµi =
∫
fdµ∞ for every f ∈ Cbs(X)(3)
where Cbs(X) is the set of bounded continuous functions with bounded support. If
(µi)i∈N¯ ⊂ P(X), then this is equivalent to require (3) with f ∈ Cb(X), the set of
bounded continuous functions.
Let mX ∈ Mloc(X). We call the triple (X, dX,mX) a metric measure space (mm
space). The case mX(X) = 0 is excluded.
If A ⊂ X is measurable with mX(A) < ∞, we set mA := mX |A and m¯A =
mX(A)
−1mA. If mX(X) = 1, we say the mm space X is normalized. If we fix a
point o ∈ suppmX , we call (X, o) a pointed metric measure space (pmm space).
Two mm spaces Xi, i = 0, 1, are called isomorphic if there exists an isometric
embedding ι : suppmX0 → X1 such that ι⋆mX0 = mX1 . For pmm spaces (Xi, oi),
i = 0, 1 we further require ι(o0) = o1. We shall denote by [X ] the corresponding
isomorphism class of an mm space X , and with [X, o] the isomorphism class of a
pmm space (X, o).
The isomorphism class [X ] is invariant under mX 7→ r · mX, r ∈ R. Hence,
as a represenative of [X ] we will usually pick one with mX(X) = 1. We call X
normalized. Similar for the isomorphism class of [X, o] we pick (X, o) such that
mX(B1(o)) = 1. In this case we call (X, o) normalized.
2.2. Convergence of metric measure spaces. Set N¯ = N ∪ {∞}. We collect
some results on convergence of mm spaces that will be needed.
Definition 2.1. A sequence (Xi, dXi)i∈N of compact metric spaces converges in
Gromov-Hausdorff (GH) sense to a compact metric space (X∞, dX∞) if there is a
compact metric space (Z, dZ) and isometric embeddings ιi : Xi → Z, ι : X → Z
such that ιi(Xi) converges in Hausdorff sense to ι(X).
A sequence of compact mm spaces (Xi)i∈N with finite mXi converges in measured
Gromov-Hausdorff (mGH) sense to a compact mm space
X∞ if there exists a compact metric space (Z, dZ) and distance preserving em-
beddings ιi, ι : Xi, X → Z as before such that the corresponding metric spaces
converge in Gromov-Hausdorff sense and (ιi)⋆mXi → (ι)⋆mX weakly in M(Z).
Definition 2.2. We say pointed mm spaces (Xi, oi), i ∈ N, converge in pointed
measured Gromov-Hausdorff (pmGH) sense to a pointed mms space (X∞, o∞) if
for every R > 0 and every ǫ > 0 there exists iR,ǫ such that for i ≥ iǫ,R there are
measurable maps fR,ǫi : Xi → X∞ such that
(i) fR,ǫi (oi) = o∞,
(ii) supx,y∈BR(oi) | dXi(x, y)− dX∞(f
R,ǫ
i (x), f
R,ǫ
i (y))| < ǫ,
(iii) BR−ǫ(o∞) ⊂ Bǫ(f
R,ǫ
i (BR(oi))),
(iv) (fR,ǫi )⋆mBR(oi) converges weakly to mBR(o∞) as i→∞.
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Let (X, dX) be a metric space and ǫ > 0. A subset S ⊂ X is called an ǫ-net of
A ⊂ X if A ⊂
⋃
x∈S Bǫ(x).
A family of metric spaces X is called uniformily totally bounded if the following
two statements hold. There exists D such that for all X ∈ X diamX ≤ D. For
every ǫ > 0 there exists N(ǫ) ∈ N such that every X ∈ X contains an ǫ-net of not
more than N(ǫ) points.
A family of pointed metric spaces X0 is called uniformily totally bounded if for
every R > 0 and for every ǫ > 0 there exists N(R, ǫ) ∈ N such that the ball BR(o)
admits an ǫ-net of not more than N(R, ǫ) points for all (X, dX, o) ∈ X0.
Theorem 2.3. A sequence of mm spaces (Xi)i∈N such that the corresponding family
of metric spaces is uniformily totally bounded and supi∈NmXi(Xi) ≤ C <∞ admits
a subsequence that converges in mGH sense to a mm space X∞.
A sequence of pmm spaces (Xi, oi)i∈N such that the corresponding family of
pointed metric spaces is uniformily totally bounded and
sup
i∈N
mXi(BR(oi)) ≤ C(R) <∞ ∀R > 1,
subconverges in pmGH sense to pmm space (X∞, o∞).
Definition 2.4. A sequence of isomorphism classes [Xi]i∈N of mm spaces with
finite mXi converges in measured Gromov (mG) sense to the isomorphism class
[X∞] of an mm space if there exists a complete and separable metric space (Z, dZ)
and isometric embeddings ιi : Xi → Z, ι : X → Z such that (ιi)⋆mXi → (ι)⋆mX
weakly in M(Z).
In [Stu06a] Sturm introduces a distance D on the space of isomorphism classes
of normalized mm spaces that metrizes convergence in mG sense: Consider [X ] and
[Y ] for mm spaces X and Y , normalize the measures mX and mY and define
D([X ], [Y ]) = inf
iX ,iY :X,Y→Z
WZ ((ιX)#mX, (ιY )#mY ) .
The infimum is w.r.t. all distance preserving embeddings ιX , ιY into a complete
and separable metric space (Z, dZ), and WZ is the Wasserstein distance in (Z, dZ)
that is introduced in the next subsection.
Definition 2.5. Let (Xi, oi)i∈N be a sequence of pmm spaces. We say that the cor-
responding sequences of isomorphism classes converges in pointed measured Gro-
mov (pmG) sense to the isomorphism class of a pmm space (X∞, o∞) provided
there exists a complete and separable metric space (Z, dZ) and isometric embed-
dings ιi : Xi → Z for i ∈ N¯ such that (ιi)⋆mXi → (ι∞)⋆mX∞ weakly in Mloc(X),
and ιi(oi)→ ι∞(o∞) in (Z, dZ).
Theorem 2.6 ([Stu06a], [GMS15]). If a sequence (Xi) of mm spaces converges in
mGH sense to a mm space X, then the corresponding equivalence classes converge
in mG sense.
If pmm spaces (Xi, oi) converge in pmGH sense to (X∞, o∞) then the equivalence
classes converge in pmG sense.
Theorem 2.7. If [Xi, oi]i∈N converges in pmG sense to [X∞, o∞] and (Xi, oi)i∈N
is uniformly totally bounded, then (Xi, oi)i∈N converges in pmGH sense to a pmm
space (X, o) such that [X, o] = [X∞, o∞].
In particular, if suppmX∞ = X∞, then (Xi, oi) converges in pmGH to (X∞, o∞)
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2.3. Wasserstein space. Let (X, dX) be a complete and separable metric space.
The set of constant speed geodesics γ : [0, 1] → X is denoted by G(X), and it is
equipped with the topology of uniform convergence. et : γ 7→ γ(t) denotes the
evaluation map at time t.
The L2-Wasserstein space of Borel probability measures with finite second mo-
ment and the Wasserstein distance are denoted by P2(X) and WX , respectively.
P2b (X) and P
2(mX) denote the subset of probability measures with bounded sup-
port and the family of mX-absolutely continuous probability measures, respectively.
We call a set Γ ⊂ X2 12d
2
X-monotone or just monotone if for any finite collection
(x1, y1), . . . , (xk, yk) ∈ Γ, k ∈ N, we have
k∑
i=1
1
2
d2
X
(xi, yi) ≤
k∑
i=1
1
2
d2
X
(xi, yσ(i))(4)
for any permutation σ of {1, . . . , k}. The support suppπ of an optimal coupling π
is a monotone set. If we replace 12d
2
X in (4) by a continuous function c : X
2 → R,
we call Γ a c-monotone set.
A coupling or plan between probability measures µ0 and µ1 is a probability
measure π ∈ P(X2) such that (pi)⋆π = µi where (pi)i=0,1 are the projection maps.
We denote by Cpl(µ0,m1) the set of couplings between µ0, µ1 ∈ P
2(X). A coupling
π ∈ Cpl(µ0, µ1) is called optimal if∫
X2
dX(x, y)
2dπ(x, y) = WX(µ0, µ1)
2.
A probability measure Π ∈ P(G(X)) is called an optimal dynamical coupling if
(e0, e1)⋆Π is an optimal coupling between its marginal distributions. Let (µt)t∈[0,1]
be a Wasserstein geodesic in P2(X). We say an optimal dynamical coupling Π is a
lift of µt if (et)⋆Π = µt for every t ∈ [0, 1]. If Π is the lift of a Wasserstein geodesic
µt, we call Π itself a Wasserstein geodesic.
2.4. Curvature-dimension condition. Let X be a mm space. Given N ≥ 1 the
N -Re´nyi entropy functional SN : P2(X)→ (−∞, 0) with respect to mX is given by
µ = ρmX +ν
∗ 7→ SN(µ) := SN(µ|mX) = −
∫
ρ1−
1
N (x)dmX .
In the case N = 1 the 1-Re´ny entropy is S1(µ) = −mX(supp ρ). If mX is finite,
then −mX(X)
1
N ≤ SN(·) ≤ 0. Moreover, if N > 1 then (µ, ν) ∈ P(X)× P(X) 7→
SN(µ|ν) is lower semi-continuous w.r.t. weak convergence.
Definition 2.8 (generalized sin-functions). Let κ : [0, L] → R be a continuous
function. The generalized sin function sinκ : [0, L]→ R is the solution of
v′′ + κv = 0.(5)
such that sinκ(0) = 0 and sin
′
κ(0) = 1. The generalized cos-function is cosκ = sin
′
κ.
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Definition 2.9 (Distortion coefficients). Consider κ : [0, L]→ R that is continuous
and θ ∈ [0, L]. Then
σ(t)κ (θ) =
{
sinκ(tθ)
sinκ(θ)
if sinκ(t) > 0 for all t ∈ (0, θ]
∞ otherwise .
If σ(t)κ (θ) <∞, t 7→ σ
(t)
κ (θ) is a solution of u
′′(t)+κ(tθ)θ2u(t) = 0 satisfying u(0) = 0
and u(1) = 1. We set σ(t)κ (1) = σ
(t)
κ and σ
(t)
κ (θ) = σ
(t)
κθ2 .
We also define
πκ := sup{θ ∈ (0, L] : sinκ(r) > 0 ∀r ∈ (0, θ]}.
Consider a metric space (X, dX) and a continuous function κ : X → R. We set
κγ = κ ◦ γ¯ where γ : [0, 1] → X is a constant speed geodesic and γ¯ its unit speed
reparametrization. We denote by γ−(t) = γ(1 − t) the reverse parametrization of
γ, and we also write γ = γ+, and κ−/+γ := κγ−/+ .
Proposition 2.10. Let κ : [a, b] → R be continuous and u : [a, b] → R≥0 be an
upper semi-continous. Then the following statements are equivalent:
(i) u′′ + κu ≤ 0 in the distributional sense, that is∫ b
a
ϕ′′(t)u(t)dt ≤ −
∫ b
a
ϕ(t)κ(t)u(t)dt(6)
for any ϕ ∈ C∞0 ((a, b)) with ϕ ≥ 0.
(ii) There is a constant 0 < L ≤ b− a such that
u(γ(t)) ≥ σ(1−t)
κ−γ
(θ)u(γ(0)) + σ(t)
κ+γ
(θ)u(γ(1))(7)
for any constant speed geodesic γ : [0, 1] → [a, b] with θ = |γ˙| = L(γ) ≤ L.
We set κγ = κ ◦ γ¯ : [0, θ] → R. γ¯ : [0, θ] → [a, b] denotes the unit speed
reparametrization of γ. We use the convention ∞ · 0 = 0.
(iii) The statement in (iii) holds for any geodesic γ : [0, 1]→ [a, b].
The modified distortion coefficient along γ : [0, 1] → X w.r.t. κ ∈ C(X) and
N ∈ [1,∞) is given by
(t, κ,N) 7→ τ (t)κγ ,N (|γ˙|) =
{
∞ · |γ˙| if N = 1 and κ > 0,
t
1
N
[
σκγ/(N−1)(|γ˙|)
]1− 1N otherwise
where r ·∞ =∞ for r > 0, 0 ·∞ = 0 and∞α =∞ for α > 0. By the Sturm-Picone
comparison theorem τ (t)κ,N(|γ˙|) is non-decreasing in κ and non-increasing in N .
The following definition was introduced in [Ket17].
Definition 2.11. We say that an mm space X satisfies the curvature-dimension
condition CD(κ,N) for κ ∈ Cb(X) andN ≥ 1 if for each pair ν0, ν1 ∈ P2b (mX) there
exists an L2-Wasserstein geodesic (νt)t∈[0,1] ⊂ P
2(mX) and a dynamical optimal
coupling Π with (et)⋆Π = νt such that
SN ′(νt) ≤ −
∫ [
τ (1−t)
κ−γ ,N ′
(|γ˙|)̺0 (e0(γ))
− 1
N′ + τ (t)
κ+γ ,N ′
(|γ˙|)̺1 (e1(γ))
− 1
N′
]
dΠ(γ)(8)
for all t ∈ [0, 1] and all N ′ ≥ N where [νi]ac = ρi, i = 0, 1.
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For x→ κ(x) =: K ∈ R the definition is exactly the curvature-dimension condi-
tion as introduced by Lott-Sturm-Villani in [Stu06a, Stu06b, LV09].
As consequence of the monotinicity of the distortion coefficients we obtain the
following property.
Proposition 2.12. Let (X, dX,mX) be a metric measure space which satisfies the
condition CD(κ,N) for a continuous function κ : X → R and N ≥ 1.
If κ′ : X → R is a continuous function such that κ′ ≤ κ, and if N ′ ≥ N , then
(X, dX,mX) also satisfies the condition CD(κ
′, N ′).
Since we assume κ ∈ Cb(X), the condition CD(κ,N) implies the Lott-Sturm-
Villani curvature-dimension condition CD(K,N) for K ∈ R with κ ≥ K. In
particular, Bishop-Gromov volume growth estimate holds [Stu06b, EKS15, Ket17],
the space is locally compact and bounded sets have finite measure. Moreover, the
(suppmX , dsuppmX ) is a geodesic metric space.
Proposition 2.13. Let X be a metric measure space which satisfies the condition
CD(κ,N) for κ ∈ Cb(X) and N ≥ 1.
(i) If there is an isomorphism ψ : (X, dX,mX) → (X ′, dX′ ,mX′) onto a met-
ric measure space (X ′, dX′ ,mX′) then (X
′, dX′ ,mX′) satisfies the condition
CD(ψ⋆κ,N) with ψ⋆κ = κ ◦ ψ.
(ii) For α, β > 0 the rescaled metric measure space (X ′, α dX′ , βmX′) satisfies
CD(α−2κ,N).
(iii) For each geodesically convex subset U ⊂ X the metric measure space
(U, dX |U×U ,mX |U ) satisfies CD(κ|U , N).
Let (M, gM , e
−V volM ) be a weighted Riemannian manifold with V ∈ C∞(M).
We recall that for each real number N > n the Bakry-Emery N -Ricci tensor is
defined as
ricN,V (v) = ric(v) −∇2V (v, v)−
1
N − n
〈∇V, v〉2
where v ∈ TMp. For N = n we define
ricN,V (v) :=
{
ric(v) +∇2V (v, v) dV (v) = 0
−∞ else.
For 1 ≤ N < n we define ricN,V (v) := −∞ for all v 6= 0 and 0 otherwise.
We define ̺(x) ∈ R ∪ {−∞} as the smallest eigenvalue of ricN,Vx . If ̺ > −∞,
then ̺ is a smooth function.
The following theorem appears in [Ket17].
Theorem 2.14. Let (M, gM , e
−V d volM) be a weighted Riemannian manifold for
V ∈ C∞(V ). Let κ :M → R be continuous and N ≥ 1.
Then, the mm space (M, dM , e
−V d volM) satisfies the condition CD(κ,N) if and
only if it has N -Ricci curvature bounded from below by κ.
Proof. For completeness we give a self-contained proof based on the Monge-Mather
principle. This allows us to introduce some concepts that will be used later again.
Theorem 2.15 (Monge-Mather principle, [Vil09] Corollary 8.2). Let (M, gM ) be a
Riemannian manifold, and let E ⊂ M be a compact subset. Let γ1, γ2 : [0, 1]→ E
be two minimizing geodesics that satisfy
d(γ1(0), γ1(1))2 + d(γ2(0), γ2(1))2 ≤ d(γ1(0), γ2(1))2 + d(γ2(0), γ1(1))2.
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Then, there exists a constant CE > 0 such that for any t0 ∈ (0, 1) we have
d(γ1(t), γ2(t)) ≤
CE
min(t0, 1− t0)
d(γ1(t0), γ
2(t0)), ∀t ∈ [0, 1].
1. We set m := e−V volM and let µ0, µ1 ∈ P2b (m). We find R > 0 such that
µ0 and µ1 are supported in BR/2(o) for some o ∈ M . We set BR := BR(o) and
B¯R := B¯R(o).
We first recall some general facts about L2-optimal transport.
There exists a dynamical optimal plan Π ∈ P(G(X)) such that t ∈ [0, 1] 7→
(et)#Π is aW2-geodesic in P
2(M). Let suppΠ = Γ. The measures µt are supported
in (BR)t := (et)(Γ) ⊂ BR.
2. Claim. It holds µt ∈ P2(m).
We fix t0 ∈ (0, 1). (e0, e1) ◦ e
−1
t0 ((BR)t0) is a monotone subset of BR/2(o) ×
BR/2(o). Hence, for t ∈ [0, 1] the map et◦e
−1
t0 : (BR)t0 →M is Lipschitz continuous
by the Monge-Mather principle. Let t = 0 and by the Kirzbraun theorem e0 ◦ e
−1
t0
admits a Lipschitz extension T 0t0 : B¯R(o)→M .
Then, the optimal plan π0t0 = (et0 , e0)#Π between µt0 and µ0 is induced by the
Lipschitz map T 0t0 . Hence we get
µt0(A) = π
0
t0(A,M) = π
0
t0(A, T
0
t0(A)) ≤ π
0
t0(M,T
0
t0(A)) = µ0(T
0
t0(A)).
If R is a set with m(R) = 0, then we get volM (R) = 0. By Lipschitz continuity
of T 0t0 it follows that volM (T
0
t0(R)) = 0, hence m(T
0
t0(R)) = µ0(T
0
t0(R)) = 0 and
therefore µt0(R) = 0. Since t0 ∈ (0, 1) was arbitrary so far, we see that µt0 ∈ P
2(m)
for all t0 ∈ (0, 1).
3. There exists a 12d
2-convex function φ : B¯R → R such that the following holds.
The Hamilton-Jacobi shift of φ is given by
φt(x) = inf
y∈M
{
1
2t
d(x, y)2 − φ(y)
}
, x ∈ B¯R, t ∈ (0, 1].
The function φt : B¯R → R is
1
2td
2-concave and hence Lipschitz continuous and semi-
convex. Let t0 ∈ (0, 1) be as above. Then the pair (φt0 , φs) is a solution for the
dual Kantorovich problem w.r..t. µt0 and µs for s ∈ [0, t0), and similar (−φt0 , φs)
is a solution of the dual Kantorovich problem w.r.t. µt0 and µs for s ∈ (t0, 1]. Let
Mt0 be the set of full m-measure in BR where φt0 is differentiable. By a theorem
of McCann [?]
γx(t) = expx(−(t0 − t)∇φt0 |x) =: T˜
t
t0(x), x ∈Mt
is an optimal map between µt0 and µs for all s ∈ [0, 1]\{t0}. By uniqueness of
optimal maps it holds T tt0 = T˜
t
t0 µt0 -a.e. where T
t
t0 = et ◦ e
−1
t0 from before. In
particular, T tt0 :Mt →M is Lipschitz.
Since φt is semi-convex, there is a set M
′
t0 ⊂Mt0 of full m-measure where φt0 is
twice differentiable in Alexandrov sense, and T tt0 admits a weak differential DT
t
t0
on M ′t0 for every t ∈ [0, 1].
4. Monge-Ampe´re inquality.
By the area formula we obtain∫
U
detDT tt0(x)ρt(T
t
t0(x))e
−V (T tt0 (x))d volM (x) =
∫
T tt0 (U)
H0((T tt0)
−1(x))ρt(x)dm(x)
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for every measurable subset U and t ∈ [0, 1] and t0 ∈ (0, 1). On the other hand, by
the measure theoretic transformation formula we deduce∫
T tt0 (U)
ρt(x)dm(x) =
∫
T tt0 (U)
d(T tt0)#µt0(x) =
∫
U
dµt0(x) =
∫
U
ρt0(x)e
−V (x)dm(x).
Since U was arbitrary, we obtain the Monge-Ampere inequality
ρt0(x)e
−V (x) ≤ detDT tt0(x)ρt(T
t
t0(x))e
−V (T tt0 (x)) for x ∈M ′t0
for t0 ∈ (0, 1) and t ∈ [0, 1] with equality if t ∈ (0, 1).
We set DT tt0(x) =: At(x).
5. Let us fix a transport geodesic γx = T
t
t0(x) for some x ∈M
′
t0 . The vector field
Jv : t ∈ [0, 1] → DT tt0(x)v ∈ Tγx(t)M along γx is smooth and satisfies the Jacobi
equation for any vector v ∈ TxM with initial value Jv(t0) = v. If v ∈ (γx(t0))⊥
then Jv ∈ (γx(t))⊥ for every t ∈ [0, 1]. Hence, one can define a symmetric linear
map Bx(t) := DT
t
t0 |γx(t0)⊥ : γx(t0)
⊥ → γx(t)⊥. Then Jacobi field calculus yields
that log detBx(t) =: yx(t) solves
y′′x(t) +
1
n− 1
(y′x(t))
2 + ricγx(t)(γ˙x, γ˙x) ≤ 0.
Moreover, it is easy to check that yx(t)− v ◦ γx(t) =: zx(t) solves
z′′x(t) +
1
N − 1
(z′x(t))
2 + ricN,Vγx(t)(γ˙x, γ˙x) ≤ 0.
Hence, with ricN,V ≥ κ we deduce that detBx(t)e−V ◦γx(t) =: Ix(t) solves
d2
dt2
Ix(t)
1
N−1 +
κ
N − 1
|γ˙x|
2Ix(t)
1
N−1 ≤ 0
and by Proposition 2.10 it follows
Ix(t)
1
N−1 ≥ σ(1−t)
κ−γx/(N−1)
(|γ˙x|)Ix(0)
1
N−1 + σ(t)
κ+γx/(N−1)
(|γ˙x|)Ix(1)
1
N−1 .
6. On the other hand, we can consider Jx(t) = detAt(x)e−V ◦γx(t) and Lx(t) =
Jx(t)/Ix(t). In [Stu06b, Proof of Theorem 1.7 (c)] it was shown that Lx(t) is
concave. Following part (d) in the proof of Theorem 1.7 in [Stu06b] we obtain
Jx(t)
1
N ≥ τ (1−t)
κ−γ ,N
(|γ˙x|)Jx(0)
1
N + τ (t)
κ+γ ,N
(|γ˙x|)Jx(1)
1
N .
7. Thus together with the previous Monge-Ampere inequality and the measure
theoretic change of variable formula we obtain
−SN(µt|m) =
∫
M
(ρt(x))
− 1N dµt(x) =
∫
M
(
ρt(T
t
t0(x))
)− 1N dµt0(x)
≥
∫
M
detAx(t)
1
N e−
1
N V (T
t
t0
(x))e
1
N V (x)ρt0(x)
1− 1N dm(x)
=
∫
M
Jx(t)e
1
N V (x)ρt0(x)
1− 1N dm(x)
≥
∫
M
[
τ (1−t)
κ−γ ,N
(|γ˙x|)ρ0(γx(0))
− 1N + τ (t)
κ+γ ,N
(|γ˙x|)ρ1(γx(1))
− 1N
]
dµt0(x).
Note that γx(i) = ei ◦ e
−1
t0 (x), i = 0, 1. This proves the forward direction. The
backward direction is easy to check. 
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Example 2.16. Let I ⊂ R be an interval, let κ : I → R be a lower semi-continuous
function and let u : I → [0,∞) be a non-negative solution of u′′ + κN−1u = 0 for
N > 1. Then, the metric measure space (I, | · |2, uN−1dL1) satisfies the curvature-
dimension CD(κ,N).
Remark 2.17. The proof of the previous theorem actually shows more. If (M, gM ,m)
is a weighted Riemannian manifold, the condition CD(κ,N) holds iff for each pair
µ0, µ1 ∈ P
2(mX) with bounded support there exists a Wasserstein geodesic Π with
(et)⋆Π = µt such that
̺t(γt)
− 1N ≥ τ (1−t)
κ−γ ,N′
(|γ˙|)̺0(γ0)
− 1N + τ (t)
κ+γ ,N
(|γ˙|)̺1(γ1)
− 1N .(9)
for all t ∈ [0, 1] and Π-a.e. γ ∈ G(X) where ̺tmX = µt.
2.5. The measure contraction property.
Definition 2.18 ([Oht07, Stu06b]). We say a mm space X satisfies the measure
contraction property MCP (K,N) for K ∈ R and N ∈ (1,∞) if for every x0 ∈ X
and A ⊂ X (A ⊂ BπK/(N−1)(x0)) with m(A) ∈ (0,∞) there exists an optimal
dynamical plan Π such that (e0)#Π = δx0 , (e1)#Π = mA and
m ≥ (et)#
(
τ
(t)
K,N (|γ˙|)
N−1m(A)Π
)
.
Ohta shows the following in [Oht07].
Theorem 2.19. Let X be a mm space that satisfies the MCP (K,N) for K > 0
and N > 1. Then diam suppmX ≤ πK/(N−1).
Let X satisfy the MCP (K,N) for K > 0 and N > 1. We say y ∈ X is opposite
to x ∈ X if dX(x, y) = πK/(N−1).
Theorem 2.20 (Ohta, [Oht07]). If X satisfies the MCP (K,N) for K > 0 and
N > 1, then each point x ∈ X has at most one opposite point.
2.6. Riemannian curvature-dimension condition. Let (X, dX) be a metric
space. For a function u : X → R the local slope is
Lipu(x) =
{
lim supy→x
|u(x)−u(y)|
dX (x,y)
if x ∈ X is not isolated,
∞ otherwise.
For u ∈ L2(mX) the Cheeger energy is defined in [AGS13, AGS14a] via
ChX(u) =
1
2
inf
{
lim inf
h→∞
∫
X
(Lipuh)
2
dmX : ‖uh − u‖L2(mX) → 0
}
.
Then the L2-Sobolev space is given by D(ChX) =
{
u ∈ L2(mX) : Ch
X(u) <∞
}
,
and we say that a mm space X is infinetimally Hilbertian if the associated Cheeger
enegery is quadratic.
Definition 2.21 ([AGS14b, Gig15, EKS15, AGMR15, AMS19, CM16]). LetX be a
metric measure space, K ∈ R and N ≥ 1. We say that X satisfies the Riemannian
curvature-dimension condition RCD(K,N) if X is infinitesimally Hilbertian and
satisfies the condition CD(K,N).
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We say that an mm space X is essentially nonbranching if for any optimal
dynamical coupling Π there exists A ⊂ G(X) such that Π(A) = 1 and for all γ, γ′ ∈
A we have that γ(t) = γ′(t) for all t ∈ [0, ǫ] and for some ǫ > 0 implies γ = γ′.
In [RS14] Sturm and Rajala showed that RCD(K,N)-spaces are essentially non-
branching.
2.7. Integral Ricci curvature quantities. Let X be a mm space, let κ : X → R
be a continuous function such that X satisfies CD(κ,N). Consider
‖(κ−K)−1A‖Lp(mX ) =
(∫
A
(κ−K)p−dmX
) 1
p
∈ [0,∞].
where (κ−K)− = −min(κ−K, 0). If mX(A) <∞, we set
‖(κ−K)−‖Lp(m¯A) =
(∫
(κ−K)p−dm¯A
) 1
p
∈ [0,∞].
In particular, if mX(X) <∞, for the isomorphism class [X ] we define
k[X](κ, p,K) = (diamX)
2 ‖(κ−K)−‖Lp(m¯X) .
We note that k[X](κ, p,K) is under scaling and under transformations by mm space
isomorphisms in the following sense. If ψ : X → X ′ is an mm space isomorphism,
by Proposition 2.13 we have that X ′ satisfies CD(κ′, N) for κ′ = κ ◦ ψ and we
compute
κ[X](κ, p,K)
p
(diamX)2p
=
∫
(κ−K)p−dm¯X
=
∫
(κ ◦ ψ −K)p−dψ#m¯X
=
∫
(κ′ −K)p−dm¯X′ =
κ[X′](κ
′, p,K)p
(diamX ′)2p
.
Similar, if rX = (X, rdX ,mX) is a rescaling of X by r ∈ R, one can check that
k[X](κ, p,K) = k[rX](rκ, p, rK).
Let o ∈ X . Recall that for [X, o] we pick the represenative such that mX(B1(o)) = 1.
We define
k[X,o](κ, p,K,R) = R
2
∥∥(κ−K)−1BR(o)∥∥Lp(mX )
that is also scaling invariant and invariant under pmm space isomorphisms.
3. Precompactness
Let X be a metric measure space that is essentially nonbranching and satisfies
CD(κ,N) for some admissible function κ : X → R.
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Spherical disintegration. We fix a point x0 ∈ X , and consider the disjoint de-
composition X =
⋃
r>0Xr where Xr = ∂Br(x0). According to this decomposition
the measure mX can be disintegrated as follows
mX =
∫
m¯r s(dr)
where m¯r ∈ P2(X) and s is a measure on (0,∞). The condition CD(κ,N) implies
that r 7→ mX(B¯r(x0)) is weakly differentiable. Hence, the measure s is L
1-absolutely
continuous (for instance, see the proof of Theorem 5.3 in [Ket17]). With slight abuse
of notation we write s(dr) = s(r)L1(dr) and set mr = s(r)m¯r. Note that
mX(B¯R(x0)) =
∫ R
0
mr(B¯R(x0))dr =: v(R) &
d
dr
mX(B¯r(x0)) = mr(B¯r(x0)) =: s(r).
Example 3.1. Let IK/(N−1) be the model space ([0, π K
N−1
], sin K
N−1
rdr). In this situ-
ation we choose x0 = 0, and we have
mK,N(B¯R(x0)) =
∫ R
0
sinN−1K/(N−1) rdr &
d
dr
mX(B¯r(x0)) = sin
N−1
K/(N−1) r.
We set vK,N(r) = mK,N(B¯r(0)) and sK,N−1(r) = sin
N−1
K/(N−1)
r.
Proposition 3.2. Let X be a mm space that is essentially nonbranching and satifies
the condition CD(κ,N). Let x0 ∈ suppmX and assume that∫
BD(x0)
(κ−K)p−dm <∞
for some p > N2 , K ≤ 0 and D > 0.
Then, there exists a constant C(K,N, p,D) > 0 such that
d
dR
log
(
mX(BR(x0))∫ R
0 wK,N−1(r)dr
)
≤ C(K,N, p,D)
(
R
mX(BR(x0))
∫
BR(x0)
(κ−K)p−dm
) 1
2p−1
for every R ∈ (0, D].
Proof. 1. Consider the sperical disintegration {mr}r∈(0,∞) w.r.t. x0 ∈ X . Let
R ∈ (0,∞), and let (µr)r∈[0,R] be the constant speed L
2-Wasserstein geodesic that
connects δx0 = µ0 and m¯R = µR. Let Π be the induced optimal dynamical plan.
Then the (et)#Π =: µtR is supported on ∂BtR(x0).
Provided X satisfies a curvature-dimension condition for κ = const Cavalletti
and Sturm prove that µr is absolutely continuous w.r.t. mr [CS12, Lemma 3.2].
It is easy to check that their argument also applies in our context. We write
dµr = hˆrdmr. We denote by Γ the support of Π. Π-almost every γ ∈ Γ has the
length R and we define hr : Γ→ R with hr(γ) := hˆr(γr). Following again arguments
of Cavalletti and Sturm [CS12, Theorem 5.2] one proves for r0, r1 ∈ (0, R)
h(1−t)r0+tr1(γ)
−1
N−1 ≥ σ
(1−t)
κ−σ /(N−1)
(|ς˙ |)hr0(γ)
−1
N−1 + σ
(t)
κ+σ /(N−1)
(|ς˙ |)hr1(γ)
−1
N−1(10)
for Π-a.e. γ ∈ G[0,R](X) where ς(t) = γ((1− t)r0 + tr1).
We set r ∈ (0, R] 7→ ω(r) := hr(γ)−1 and g(r) = logω(r). In particular, it
follows ω(t)g′(t) = ω′(t) and (10) is equivalent to
g′′ + 1N−1g
2 + κ ◦ γ ≤ 0 on (0, R] for Π-a.e. γ.(11)
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In the following we omit the dependence on γ ∈ Γ. We have equality in (10) and
(11) if hr(γ)
−1 =: hr,K,N−1(γ)
−1 = sK,N−1(r). In this case we write gK,N−1 and
ωK,N−1 for g and ω respectively. Then we compute
d
dr
ω(r)
ωK,N−1(r)
=
ω′(r)
ωK,N−1(r)
−
ω′
K,N−1
(r)ω(r)
ωK,N−1(r)2
=
[
g′(r)− g′K,N−1(r)
] ω(r)
ωK,N−1(r)
≤ ψK,N−1(r)
ω(r)
ωK,N−1(r)
.(12)
where ψK,N−1(r) := max
{
0, g′(r)− g′
K,N−1
(r)
}
. Note that ψ depends also on κ ◦ γ.
2. Integration of (12) w.r.t. r from r0 ∈ (0, R) to R yields
ω(R)
ωK,N−1(R)
−
ω(r0)
ωK,N−1(r0)
≤
∫ R
r0
ψK,N−1(r)
ω(r)
ωK,N−1(r)
dr.
Since K ≤ 0, we have that r ∈ [0,∞) 7→ ωK,N−1(r) is monotone increasing (and
positive). Hence, multiplication with ωK,N−1(R) and ωK,N−1(r0) yields
ω(R)ωK,N−1(r0)− ω(r0)ωK,N−1(R) ≤ ωK,N−1(R)
∫ R
r0
ψK,N−1(r)ω(r)dr
≤ ωK,N−1(R)R
∫ 1
0
ψK,N−1(τR)ω(τR)dτ.(13)
Recall that∫
ω(R)dΠ = mR(X) &
∫
ω(τR)dΠ =
∫
{hˆτR>0}
hˆτR(x)
−1dµτR(x) ≤ mτR(X).
Therefore, integration of (13) w.r.t. Π and application of Fubini’s theorem yield∫
ω(R)dΠ︸ ︷︷ ︸
=mR(X)
ωK,N−1(r0)−
∫
ω(r0)dΠ︸ ︷︷ ︸
≤mr0 (X)
ωK,N−1(R)
≤ ωK,N−1(R)R
∫ ∫ 1
0
ψK,N−1(τR)ω(τR)dτdΠ.
Oberserve
R
∫ ∫ 1
0
ψK,N−1(τR)ω(τR)dτdΠ
≤
(
R
∫ ∫ 1
0
ψ2p−1K,N−1(τR)ω(τR)dτdΠ
) 1
2p−1
(
R
∫ 1
0
∫
ω(τR)dΠdτ
)1− 12p−1
.
where R
∫ 1
0
∫
ω(τR)dΠdτ ≤
∫ R
0 mr dr = m(BR(x0)). Hence
mR(X)ωK,N−1(r0)−mr0(X)ωK,N−1(R)
≤ ωK,N−1(R)m(BR(x0))
1− 12p−1
[∫ R
0
∫
ψ2p−1K,N−1(r)ω(r)dΠdr
] 1
2p−1
.
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Another integration w.r.t. r0 from 0 to R yields
mR(X)
∫ R
0
ωK,N−1(r0)dr0 −mX(BR(x0))ωK,N−1(R)
≤ RωK,N−1(R)m(BR(x0))
(
1
mX(BR(x0))
∫ ∫ R
0
ψ2p−1
K,N−1
(r)ω(r)drdΠ
) 1
2p−1
.
The left hand side actually is[∫ R
0
wK,N−1(r)dr
]2
d
dR
mX(BR(x0))∫ R
0
wK,N−1(r)dr
.
Hence(
mX(BR(x0))
∫
R
0
wK,N−1(r)dr
)−1
d
dR
mX(BR(x0))
∫
R
0
wK,N−1(r)dr
≤
RωK,N−1(R)
∫
R
0
wK,N−1(r)dr
×
(
1
mX(BR(x0))
∫ ∫ R
0
ψ2p−1
K,N−1
(r)ω(r)drdΠ
) 1
2p−1
We estimate
RωK,N−1(R)∫R
0
ωK,N−1(r)dr
by maxR∈[0,D]
RωK,N−1(R)∫R
0
ωK,N−1(r)dr
=: Ξ(K,N,D).
3. Recalling Proposition 4.1 we obtain
d
dR
log
(
mX(BR(x0))∫ R
0
wK,N−1(r)dr
)
≤ C(K,N, p,D)
(
1
mX(BR(x0))
∫ R
0
∫ ∫ 1
0
R(κ(γtR −K)
p
−ω(tR)dtdΠdr
) 1
2p−1
where C†(K,N, p,D) = Ξ(K,N,D)C(p,N)
1
2p−1 . Recall that ω(τ) = hτ (γ)
−1 and
therefore∫
(κ(γτR)−K)
p
−ω(τR)dΠ =
∫
(κ−K)p−h
−1
τ d(eτR)⋆Π(x) ≤
∫
(κ−K)p−dmτR .
Hence
d
dR
log
(
mX(BR(x0))∫ R
0 wK,N−1(r)dr
)
≤ C(K,N, p,D)
(
R
mX(BR(x0))
∫
BR(x0)
(κ−K)p−dm
) 1
2p−1

Remark 3.3. In the case of CD(K,N) where K = const we get that
d
dr
mX(Br(x0))∫ r
0
sinN−1
K/(N−1)
τdτ
≤ 0.
This is the classical Bishop-Gromov volume comparison.
Corollary 3.4. Let C be a mm space that is essentially nonbranching and satifies
the condition CD(κ,N). Let R > 0, r ∈ (0, R) and x0 ∈ suppmX such that∥∥(κ−K)−1BR(x0)∥∥Lp(mX) <∞ for some p > N2 , and K ≤ 0. Then
mX(BR(x0))
vK,N (R)
≤
mX(Br(x0))
vK,N (r)
e
C(K,N,p,D)
(
R2p
mX (BR(x0))
∫
BR(x0)
(κ−K)p
−
dm
) 1
2p−1
.
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Corollary 3.5. Let (X, o) be a normalized pmm space that is essentially non-
branching and satifies the condition CD(κ,N). Let D ≥ 1 and p > N2 . Then
mX(BR(x))
vK,N (R)
≤
mX(Br(x))
vK,N (r)
eC(K,N,p,D)(k[X,o](p,K,D))
p
2p−1
.
for each x ∈ BR
2
(o) ∩ suppmX and 0 < r < 1 ≤
1
2R ≤ 2R ≤ D.
Proof. Let x ∈ BR/2(o). It holds
B1(o) ⊂ BR/2(o) ⊂ BR(x) ⊂ B2R(o) ⊂ BD(o)
Therefore
R2p
mX(BR(x0))
∫
BR(x0)
(κ−K)p−dm ≤ D
2p
∫
BD(o)
(κ−K)p−dm = k[X,o](p,K,D)
p.
and together with the previous Corollary the claim follows. 
Corollary 3.6. Consider the family X (p,K,N) of isomorphism classes of essen-
tially nonbranching pmm spaces (X, o) satisfying a condition
CD(κ,N) for some κ ∈ C(X) such that k[X,o](p,K,D) ≤ f(D) for all [X.o] ∈
X (p,K,N), for all D ≥ 1, p > N2 and some function f : [1,∞) → R. Then
X (p,K,N) is precompact in the sense of pmG convergence.
Proof. Consider [X, o] ∈ X (p,K,N, k), and let D > 0. Let (X, o) be a normalized
representative of [X, o]. Let 0 < r < 1 ≤ 12R ≤ 2R ≤ D. By the previous corollary
the number of r-balls with center in BR/2(o) is bounded by constant that depends
only on K,N, p, r and D ≥ 2R. Hence the family of pmm spaces with isomorphism
class contain in X (p,K,N) is uniformily totally bounded. Moreover
sup
[X,o]∈X (p,K,D)
mX(BR(x)) ≤
vK,N (R)
vK,N (r)
eC(K,N,p,2R)(f(2R))
p
2p−1
.
Hence, the family of mm spaces such that the corresponding isomorphism class
is contained in X (p,K,N) is precompact w.r.t. pmGH convergence according to
Theorem 2.3. Hence, the corresponding isomorphism classes are precompact w.r.t.
pG convergence. 
4. 1-dimensional estimates
Let K ∈ R and N ∈ [2,∞), and let κ : [0, L]→ R. We set ω(r) = sinN−1κ/(N−1)(r).
The function g(r) = logω(r) solves
g′′ +
1
N − 1
(g′)2 + κ = 0 on [0, πκ/(N−1)].(14)
Let gK,N−1 : [0, L]→ R be defined as gK,N−1 = log sin
N−1
K/(N−1). The function gK,N−1
is a solution of
g′′
K,N−1
+
1
N − 1
(g′
K,N−1
)2 +K = 0 on [0, πK/(N−1)].
Let ψK,N−1(r) = max
{
0, g′(r) − g′
K,N−1
(r)
}
that solves
ψ′
K,N−1
+
ψ2
K,N−1
N − 1
+
2ψK,N−1gK,N−1
N − 1
≤ κ & lim
r→0
ψK,N−1(r) = 0.
The following Theorem by Petersen/Wei/Aubry in [PW97, Lemma 2.2] and
[Aub07, Lemma 3.1] is fundamental in the theory of integral Ricci curvature bounds.
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Proposition 4.1. Let ω and ψK,N−1 be as above. Then
ψK,N−1(r0)
2p−1ω(r0) ≤ C
′(p,N)
∫ r0
0
(κ(r) −K)p−ω(r)dr.
where r0 ∈ [0, L ∧ πκ/(N−1)] ∩ [0,
1
2πK/(N−1)] and
sinK/(N−1)(r0)
4p−n−1ψK,N−1(r0)
2p−1ω(r0) ≤ C
′(p,N)
∫ r0
0
(κ(r) −K)p−ω(r)dr.
where r0 ∈ [0, L] ∩ (
1
2πK/(N−1), πK/(N−1)) and C
′(p,N) = (2p− 1)p
(
N−1
2p−N
)p−1
.
Remark 4.2. Note that C′(p, 2) = (2p− 1)p
(
1
2p−2
)p−1
→ 1 as p→ 1.
Remark 4.3. For K > 0, ǫ > 0, L ∈ (0, πK/(N−1) − ǫ) and r0 ∈ (0, L] it holds that
ψK,N−1(r0)
2p−1ω(r0) ≤ C
′′(p,N,K, ǫ)
∫ r0
0
(κ(r) −K)p−ω(r)dr.
where C′′(p,N,K, ǫ) = max{C′(p,N), sinK/(N−1)(ǫ)−4p+n+1}.
We set
C := C(p,N,K, ǫ) :=
{
C′(p,N) if K ≤ 0,
C′′(p,N,K, ǫ) if K > 0.
Corollary 4.4. For K ∈ R, N ∈ [2,∞), p > N2 , ǫ > 0 and θ ∈ (0, L∧ πκ/(N−1))∩
(0, πK/(N−1) − ǫ) it holds∫ θ
0
ψK,N−1(r)
2p−1ω(r)dr ≤ Cθ
∫ θ
0
(κ(r) −K)p−ω(r)dr.
Remark 4.5. Recall the distortion coefficient
r ∈ [0, θ] 7→ σ
(r/θ)
κ/(N−1)(θ) =
sinκ/(N−1)(r)
sinκ/N−1)(θ)
for θ ∈ [0, πκ/(N−1)) and ∞ otherwise. For p >
N
2 and θ ∈ (0, L ∧ πκ/(N−1)) ∩
(0, 12πK/(N−1) − ǫ) we have the inequality∫ θ
tθ
ψK,N−1(r)σ
(r/θ)
κ/(N−1)(θ)
N−1dr ≤
(
Cθ2p−1
∫ θ
0
(κ(r) −K)p−σ
(r/θ)
κ/(N−1)(θ)
N−1dr
) 1
2p−1 (∫ 1
t
σ
(s)
κ/(N−1)(θ)
N−1ds
) 2p−2
2p−1
.
(15)
Indeed, the transformation t 7→ tθ and Ho¨lder’s inequality yield∫ θ
tθ
ψK,N−1(r) sin
N−1
κ/(N−1)(r)dr ≤
∫ 1
t
θ · ψK,N−1(sθ) sin
N−1
κ/(N−1)(sθ)ds
≤
(∫ 1
t
(
θ · ψK,N−1(sθ)
)2p−1
sinN−1κ/(N−1)(sθ)ds
) 1
2p−1
(∫ 1
t
sinN−1κ/(N−1)(sθ)ds
)1− 12p−1
≤
(
θ2p−2
∫ θ
0
·ψK,N−1(r)
2p−1 sinN−1κ/(N−1)(r)dr
) 1
2p−1 (∫ 1
t
sinN−1κ/(N−1)(sθ)ds
)1− 12p−1
.
Then, we can apply Corollary 4.4 and devide by sinN−1K/(N−1)(θ) to obtain (15).
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Lemma 4.6. Let K ∈ R, N ≥ 2, κ : [0, L]→ R, N and ǫ > 0 be as before, and let
θ ∈ (0, L ∧ πK/(N−1) − ǫ). Then
τ
(t)
K,N(θ) ≤ τ
(t)
κ,N(θ) + Λ
1
N
[
tθ
∫ 1
t
ψK,N−1(sθ)σ
(s)
κ/(N−1)(θ)
N−1ds
] 1
N
.(16)
where the constant Λ is given by
Λ := Λ(K,N, ǫ) := 1 + max
r∈[ 12πK/(N−1),πK/(N−1)−ǫ]
1
sinK/(N−1)(r)N−1
.
Note that πK/(N−1) =∞ if K ≤ 0. In this case we set Λ = 1.
Proof. Recall that by definition τ
(t)
κ,N (θ) =∞ if θ ≥ πκ/(N−1). Then the inequality
holds. So we assume that L < πκ/(N−1).
We observe that log sinN−1κ/(N−1) = g solves
d
dr
sinN−1κ/(N−1) = sin
N−1
κ/(N−1)
d
dr
g.
Then, we compute
d
dr
[
sinκ/(N−1)
sinK/(N−1)
]N−1
≤ ψK,N−1
[
sinκ/(N−1)
sinK/(N−1)
]N−1
where ψK,N−1 = max
{
0, g′ − g′K/(N−1)
}
as before. Integration w.r.t. r from tθ ∈
(0, θ) to θ yields[
sinκ/(N−1)(θ)
sinK/(N−1)(θ)
]N−1
−
[
sinκ/(N−1)(tθ)
sinK/(N−1)(tθ)
]N−1
≤
∫ θ
tθ
ψK,N(r)
[
sinκ/(N−1)(r)
sinK/(N−1)(r)
]N−1
dr.
Crossmultiplication gives
σ
(t)
K/(N−1)(θ)
N−1 − σ
(t)
κ/(N−1)(θ)
N−1 ≤
∫ θ
tθ
ψK,N(r)
[
σ
(r/θ)
κ/(N−1)(θ)
sinK/(N−1)(tθ)
sinK/(N−1)(r)
]N−1
dr.
Let us consider the left hand side of the previous inequality, and recall that r ∈
[0, L ∧
πK/(N−1)
2 ] 7→ sinK/N(r) is monotone increasing. It follows that∫ θ
tθ
ψK,N(r)
[
σ
(r/θ)
κ/(N−1)(θ)
sinK/(N−1)(tθ)
sinK/(N−1)(r)
]N−1
dr ≤ Λ
∫ θ
tθ
ψK,N(r)σ
(r/θ)
κ/(N−1)(θ)
N−1dr.
Therefore it follows
σ
(t)
K/(N−1)(θ)
N−1 ≤ σ
(t)
κ/(N−1)(θ)
N−1 + Λθ
∫ 1
t
ψK,N−1(sθ)σ
(s)
κ/(N−1)(θ)
N−1ds
Multiplication with t yields
τ
(t)
K,N(θ)
N ≤ τ
(t)
κ,N(θ)
N + tθΛ
∫ 1
t
ψK,N−1(sθ)σ
(s)
κ/(N−1)(θ)
N−1ds.(17)
Since (α + β)1/N ≤ α1/N + β1/N , α, β > 0, the claim follows. 
We note that
t
∫ 1
t
σ
(s)
κ/(N−1)(θ)
N−1ds ≤
∫ 1
t
τ
(s)
κ,N(θ)
Nds.
Then, by Remark 4.5 and Lemma 4.6 we obtain the following.
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Corollary 4.7. Let K ∈ R, N ≥ 2, p > N/2, κ : [0, L] → R, ǫ > 0 and θ ∈
(0, L ∧ πK/(N−1) − ǫ) as before. Then
τ
(t)
K,N(θ)− τ
(t)
κ,N(θ) ≤
Λ
1
N
(
Ctθ2p
∫ 1
0
(κ(sθ)−K)p−σ
(s)
κ/(N−1)(θ)
N−1ds
) 1
N(2p−1)
(∫ 1
t
τ
(s)
κ,N(θ)
Nds
) 2p−2
N(2p−)
.
5. An application of Area and Co-area formula
For this section we consider the following setup. Let Π be a dynamical optimal
plan with (et)#Π = µt, t ∈ [0, 1] and µi ∈ P2(m), i = 0, 1 such that µi, i = 0, 1, are
supported in BR(o) for some o ∈M . Then µt is supported in BR(o) =: BR for all
t ∈ [0, 1]. Let us fix t0 ∈ (0, 1). Recall from paragraph 3 in the proof of Theorem
2.14 that there exists a Lipschitz map e−1t0 : BR → G(M) such that e
−1
t0 (BR) ⊂
G(M) is a monotone set, (e−1t0 )#µt0 = Π and e
−1
t0 (x) = γx(·) = T
(·)
t0 (x) is given by
γx(s) = expx(−(t0 − s)∇φt0(x)) where φt0 : B¯R → R is the Hamilton-Jacobi shift
of a 12d
2-convex function φ : B¯R → R. Let Mt be the set of differentiability of φt.
Since the map (e0, e1)◦ e
−1
t0 :Mt →M ×M is Lipschitz continuous, the function
x ∈ B¯R 7→ lt0(x) := L(e
−1
t0 (x)) = L(γx) = dM (γx(0), γx(1)) = |∇φt0 |(x)
is Lipschitz continuous as well. Hence U := l−1t0 ((0,∞)) ∩ BR is an open set and
volM (U) > 0. We also recall from paragraph 3 in the proof of Theorem. 2.14 that
M ′t0 ⊂ BR where φt0 is twice differentiable, is a set of full m-measure in BR. In
particular, for x ∈M ′t0∩U there exists a unique gradient∇φt0 (x) and ∇φt0(x) 6= 0.
M ′t0 ∩ U is a measurable set.
Theorem 5.1. Let M be an n-dimensional Riemannian manifold and let φ :M →
R be Lipschitz continuous.
(i) (Coarea formula): Let A ⊂ M be Hn-measurable. Then, A ∩ φ−1(y) is
Hn−1-measurable for L1-a.e. y ∈ R, the map y 7→ Hn−1(A ∩ φ−1(y)) is
L1-measurable, and it holds∫
A
|∇φ|(x)dHn(x) =
∫
R
Hn−1(A ∩ f−1(y))dL1(y).
(ii) (Level set integration): Let g be Hn-integrable. Assume essinf |∇φ| > 0.
Then, g|φ−1(y) is H
n−1-integrable for L1-a.e. y ∈ R, and∫
{φ≥t}
g(x)|∇φ|(x)Hn(x) =
∫ ∞
t
[∫
{φ=s}
g(x)dHn−1(x)
]
ds.
We apply the coarea formula to φ = φt0 and A = M
′
t0 ∩ U . It follows that for
L1-a.e. a ∈ R the set {φt0 = a} ∩M
′
t0 ∩ U is H
n−1-measurable. In other words,
there exists a set Q ⊂ R of full L1-measure such that {φt0 = a} ∩ M
′
t0 ∩ U is
Hn−1-measurable for all a ∈ Q.
Lemma 5.2. Let g :M → [0,∞) be measurable. Then it hold∫
M ′t0∩U
gd volM =
∫
Q
∫
{φt0=a}
1M ′t0∩U
g
1
|∇φt|
dHn−1da.
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Proof. We consider Uη = {|∇φt0 |(x) > η}. Then by level set integration we get∫
M ′t0∩Uη
gd volM =
∫
Q
∫
{φt=a}
1M ′t∩Uηg
1
|∇φt|
dHn−1da.
Since Uη ↑ U =
⋃
λ>0 Uλ for η ↓ 0, by an application of the monotone convergence
theorem we obtain the desired statement. 
Lemma 5.3. Let a ∈ Q. There exists a countably Hn−1-rectifiable set Σa ⊂ {φt0 =
a} such that Hn−1(({φt0 = a} ∩M
′
t0 ∩ U)\Σa) = 0.
Proof. Recall the following Theorem that appears in the Appendix of [McC95,
Theorem 17] where the teorem is stated for the case M = Rn.
Theorem 5.4 (Non-smooth implicite function theorem). Let φ :M → R be semi-
convex. If ∇φ(x0) 6= 0 for some x0 ∈ M and φ(x0) = a, then there exists δ > 0
such that Hn−1({φ = a} ∩Bδ(x0)) <∞ and {φ = a} ∩Bδ(x0) is countably H
n−1-
rectifiable.
We pick x0 ∈ {φt0 = a} ∩ M
′
t0 ∩ U for a ∈ Q. Since x0 ∈ Mt0 , φt0 is twice
differentiable in x0. In Therefore there exists a unique, non-zero gradient ∇φt0(x0).
By Theorem 5.4 for every δ > 0 that is sufficiently small Bδ(x0) ∩ Σa is Hn−1-
rectifiable. The collection of all such balls Bδ(x0) with x0 ∈ {φt0 = a} ∩M
′
t0 ∩ U
is a Vitali covering of Σa. Therefore, the Vitali covering theorem for H
n−1 implies
that we can choose a countable subfamily {Bδi(xi)}i∈N that still covers {φt0 =
a} ∩M ′t0 ∩ U up to a set of H
n−1-measure 0. We define Σa :=
⋃
i∈NBδi(xi). By
construction Σa is countably Hn−1-rectifiable. This yields the claim. 
We define the map F : Σa × [0, 1]→M via (x, t) 7→ γx(t) = T tt0(x). Recall that
F (x, t0) = x for x ∈ Σa.
Lemma 5.5. F is Lipschitz continuous.
Proof of the lemma. Not that {(γx(0), γx(1)) : x ∈ Σa} is a
1
2d
2-monotone set.
Hence, we see by the Monge-Mather principle that
dM(F (x, t), F (y, s)) ≤
CE
min(1− t0, t0)
dM (x, y) +R|t− s|.
This proves the claim. 
By Rademacher’s theorem there exists a measurable set N ⊂ Σa×[0, 1] such that
HnΣa×[0,1](N) = 0 and the differential DF (x, t) exists for ∀(x, t) ∈ (Σa × [0, 1])\N .
In particular, DF (x, t)v exists for every (x, t) ∈ (Σ× [0, 1])\N and v ∈ TxΣa.
Recall that M ′t0 is the set where φt0 is twice differentiable. If x ∈ M
′
t0 then
DT tt0(x) = Ax(t) exists for all t ∈ [0, 1]. Hence
DF (x, t)v = DT tt0v = Ax(t)v, v ∈ TxΣa
∀(x, t) ∈ (Σ′a × [0, 1])\N = S
where Σ′a = Σa ∩ {φt0 = a} ∩M
′
t0 ∩ U .
The vectorfield t ∈ [0, 1] 7→ Ax(t)v is the Jacobi field J with initial conditions
J(0) = v and J ′(0) = ∇2φt0v. Moreover
DF (x, t)
d
dt
= γ˙x(t) ∀(x, t) ∈ S.
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Proposition 5.6. The following holds
HnM (F (S)) =
∫ 1
0
∫
Σ′a
| detBx(t)||γ˙x(t)|dH
n−1(x)dt
If g is a volM -integrable, non-negative function, it holds∫
F (S)
g(p)d volM (p) =
∫ 1
0
∫
Σ′a
g(γx(t))| detBx(t)||γ˙x(t)|dH
n−1(x)dt.
Proof. Recall the area formula.
Theorem 5.7 (Area formula). Let R be a Hn-rectifiable set and let F : R → M
be Lipschitz continuous.
(i) Let A ⊂ R be Hn-measurable. Then∫
A
JF (x)dHn(x) =
∫
M
H0(A ∩ F−1(y))dHn(y).
(ii) (Change of variable formula): Let g : R → R be Hn-integrable. Then
∫
g(x)JF (x)dHn(x) =
∫
M

 ∑
x∈f−1(y)
g(x)

 dHn(y).
JF (x) = | detDF (x)| denotes the Jacobian of the map F .
In our case we have R = Σa× [0, 1], F := F (x, t) = γx(t) and A = S. For (x, t) ∈
S we observe that DF (x, t)v = DAt(x)v and DF (x, t)
d
dt = γ˙x(t) are perpendicular
since DAx(t)v is a Jacobi field along γx with initial value v ∈ TxΣa ⊥ γx(t0). Hence
JF (x, t) = | detDF (x, t)| = | detAx(t)| = | detBx(t)||γ˙x(t)|
where Bx(t) = Ax(t)|TxΣa : TxΣa → Tγx(t)Σa. By the area formula it follows∫ 1
0
∫
Σ′a
| detBx(t)||γ˙x(t)|dH
n−1(x)dt =
∫
S
JF (x)dHn(x)
=
∫
M
H0(S ∩ F−1(p))d volM (p).
Of course the formula also holds when Σ′a = ∅. In this case all integrals become 0.
Note that e−1t0 (Σ) ⊂ e
−1
t0 (M) = Γa is
1
2d
2–monotone and hence contained in
the 12d
2-differential of the 12d
2-convex function tφt. One of the key observations in
[Cav14] is that Γa is a d-monotone set ([Cav14, Proposition 4.1]). And as corollary
of this observation Cavalletti obtains that the family of transport segments is a
partition of e(Γa × [0, 1]) ⊂M up to set L of volM -measure 0.
Hence, we obtain∫ 1
0
∫
Σ′a
| detBx(t)||γ˙x(t)|dH
n−1(x)dt =
∫
F (S)\L
d volM .
The second formula can be derived similar. 
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6. Displacement convexity
Theorem 6.1. Let (M, o) be a smooth, normalized, pointed metric measure space
that satisfies CD(κ,N) for κ ∈ C(X) and N ≥ 2. Let K ∈ R, p > N2 and
R ≥ 1 such that k[M,o](p,K, 2R) < ∞. Let µ0, µ1 ∈ P
2(mM) with µi(BR) = 1 and
[µi]ac = ρi, i = 0, 1. Let Π be the dynamical optimal plan between µ0 and µ1. Let
ǫ > 0 and assume Π({γ ∈ G(M) : L(γ) ≤ πK/(N−1) − ǫ}) = 1. Then
SN((et)#Π) ≤ −
∫ [
τ
(1−t)
K,N (|γ˙|)ρ0(γ0)
− 1N + τ
(t)
K,N(|γ˙|)ρ1(γ1)
− 1N
]
dΠ(γ)
+ 2mM(B2R(o))
1
N Λ
1
N C
1
N(2p−1) k[M,o](p,K, 2R)
p
N(2p−1) ∀t ∈ (0, 1).(18)
Proof. By the CD(κ,N) condition there exists a Wasserstein geodesic Π such that
ρt(γt)
− 1N ≥ τ (1−t)
κ−γ ,N
(|γ˙|)ρ0(γ0)
− 1N + τ (t)
κ+γ ,N
(|γ˙|)ρ1(γ1)
− 1N for Π-a.e. γ ∈ G(M)(19)
where (et)⋆Π = ρtmM is concentrated in B2R. In the following we omit the depen-
dence on γ and write κ
+/−
γ = κ+/−. First we consider
τ (t)
κ+γ ,N
(|γ˙|)ρ1(γ1)
− 1N
Recall that the unique Wasserstein geodesic is given by µt = (T
t
t0)#µt0 for t0 ∈
(0, 1) and T tt0(x) = expx(−(t− t0)∇φt0 ) where φt0 is the Hamilton-Jacobi shift of
c-convex function φ : M → R. The dynamical plan is given by (et0)#µt0 = Π.
Since µi(BR) = 1, i = 0, 1, it follows that µt(B2R) = 1 for all t ∈ (0, 1).
By Corollary 4.7 we have
τ (t)K,N(|γ˙|)ρ1(γ1)
− 1N − τ (t)
κ+γ ,N
(|γ˙|)ρ1(γ1)
− 1N ≤(
1
ρ1(γ1)
) 1
N
(
ΛCt|γ˙|2p
∫ 1
0
(κ(γ(s)) −K)p−σ
(s)
κ+/(N−1)(|γ˙|)
N−1ds
) 1
N(2p−1)
×
(∫ 1
t
τ
(s)
κ+,N(|γ˙|)
Nds
) 2p−2
N(2p−1)
(20)
for Π-a.e. γ ∈ G(M) where Λ and C are the constants introduced in Section 3..
Integrating (20) w.r.t. Π and using first Jensen’s and then Ho¨lder’s inequality
yields∫ [
τ (t)K,N(|γ˙|)ρ1(γ1)
− 1N − τ (t)
κ+γ ,N
(|γ˙|)ρ1(γ1)
− 1N
]
dΠ(γ)
≤ Λ
1
N
(
C t
∫
|γ˙|2p
∫ 1
0
(κ(γ(s))−K)p−σ
(s)
κ+/(N−1)(|γ˙|)
N−1ρ1(γ1)
−1dsdΠ(γ)︸ ︷︷ ︸
=:(I)
) 1
N(2p−1)
×
(∫ ∫ 1
t
τ
(s)
κ+,N(|γ˙|)
Nρ1(γ1)
−1dsdΠ(γ)︸ ︷︷ ︸
=:(II)
) 2p−2
N(2p−1)
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In the following we will estimate (I) and (II) separately. First, we consider (II).
It follows
(II) =
∫ ∫ 1
t
τ
(s)
κ+,N(|γ˙|)
Nρ1(γ1)
−1dsdΠ(γ) ≤
∫ 1
t
∫
ρs(es(γ))
−1dΠ(γ)ds
(es)#Π=µs
=
∫ 1
0
∫
ρs(x)
−1dµs(x)ds =
∫ 1
t
m({ρs > 0})ds ≤ m(B2R(o)).
Now, we consider (I). We write Π = (e−1t )#µt and e
−1
t (x) = γx. First, we decom-
pose Π into Π1+Π2 = Π where Π1 = Π|{γ∈G(M):γ˙ 6=0} and Π
2 = Π|{γ∈G(M):γ˙=0}. (I)
is linear w.r.t. Π and vanishes on Π2. Therefore it is sufficient to assume Π1 = Π
and µt = (et)#Π, t ∈ (0, 1), is concentrated in the open set U = Ut = l
−1
t {(0,∞)}
as was considered in the previous section.
From step 4 and 6 in the proof of Theorem 2.14 we have the Monge-Ampere
equality
ρs(T
s
t (x))
−1 = Jx(s)ρt(x)
−1
= detAx(s)e
−V ◦T st (x)ρt(x)
−1
= detBx(s)e
−V ◦T st (x)Lx(s)ρt(x)
−1 ∀s, t ∈ (0, 1), ∀x ∈M ′t(21)
and by step 6 in the proof of Theorem 2.14 it also holds
detBx(s) ≥ σ
(s)
κ+/(N−1)(|γ˙x|)
N−1 detBx(1) & Lx(s) ≥ sLx(1)(22)
∀s ∈ [0, 1], ∀x ∈M ′t .
Therefore
(I) =t
∫
|γ˙x|
2p
∫ 1
0
(κ(γx(s))−K)
p
−σ
(s)
κ+/(N−1)(|γ˙x|)
N−1ρ1(γx(1))
−1dsdµt(x)
=t
∫
|γ˙x|
2p
∫ 1
0
(κ(γx(s))−K)
p
−σ
(s)
κ+/(N−1)(|γ˙x|)
N−1ρ1(T
1
t (x))
−1dsdµt(x)
≤
∫
M ′t∩U
∫ 1
0
(κ(γx(s)) −K)
p
−|γ˙x|
2p
{
σ
(s)
κ+/(N−1)(|γ˙x|)
N−1 detBx(1)e
−V (T 1t (x))
}
× tLx(1)e
V (x)ρt(x)
−1dsdµt(x)
≤
∫
M ′t∩U
(∫ 1
0
(κ(γx(s))−K)
p
− detBx(s)e
−V (γx(s))ds
)
× |γ˙x|
2pLx(t)e
V (x)ρt(x)
−1dµt(x)
=
∫
M ′t∩U
1{ρt>0}
(∫ 1
0
(κ(γx(s))−K)
p
− detBx(s)e
−V (γx(s))ds
)
|γ˙x|
2peV (x)dm(x)
=
∫
M ′t∩U
(∫ 1
0
(κ(γx(s))−K)
p
− detBx(s)e
−V (γx(s))ds
)
|γ˙x|
2pd volM (x) = (I)
′
where we used (21) for s = 1 in the first inequality, (22) in the second inequality,
detAx(t) = detBx(t)Lx(t) = 1 in the second last equality and (21) again for the
last equality.
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We apply Lemma 5.2 to disintegrate volM . It holds
(I)′ =
∫
Q
∫
Σ′a
(∫ 1
0
(κ(γx(s))−K)
p
−e
−V (γx(s)) detBx(s)ds
)
|γ˙x|
2p
×
1
|∇φt|(x)
dHn−1(x)da.
where Σ′a := M
′
t ∩ U ∩ {φt = a} ∩ Σa as was introduced in the previous section.
Recall that γ˙x(t) = ∇φt(γx(t)) for Π-a.e. γ ∈ G(M). It follows that
(I)′ =
∫
Q
∫
Σ′a
∫ 1
0
(κ(γx(s))−K)
p
−e
−V (γx(s)) detBx(s)|γ˙x|
2p−1dHn−1(x)dsda
≤ (2R)2p−2
∫
Q
∫ 1
0
∫
Σ′a
(κ(γx(s))−K)
p
−e
−V (γx(s)) detBx(s)|γ˙x|dH
n−1(x)dsda
=: (I)′′.
We can apply Proposition 5.6. It yields
(I)′′ = (2R)2p−2
∫
Q
∫
F (S)
(κ(x)−K)p−e
−V (x)d volM (x)da
≤ (2R)2p−2
∫
Q
∫
B2R(o)
(κ(x)−K)p−dm(x)da
= (2R)2p−2L1(Q) ‖(κ−K)−‖
p
Lp(m |B2R(o))
.
It is not difficult to see that for φt : B¯2R → R it holds L1(Q) ≤ L1(Imφt) ≤ 4R2.
It follows
(I)′′ ≤ (2R)2p ‖(κ−K)−‖
p
Lp(m |B2R(o))
We conclude that∫
τ (t)K,N(|γ˙|)ρ1(γ1)
− 1N dΠ(γ)−
∫
τ (t)
κ+γ ,N
(|γ˙|)ρ1(γ1)
− 1N dΠ(γ)
≤
[(
ΛCR2p
∫
(κ−K)p−dm
) 1
2p−1
(m(B2R(o)))
1− 12p−1
] 1
N
≤

m(B2R(o))ΛC 12p−1
(
R2
(∫
(κ−K)p−dm
) 1
p
) p
2p−1


1
N
= m(B2R(o))
1
N Λ
1
N C
1
N(2p−1) k[X,o](p,K, 2R)
p
N(2p−1) .
The same inequality holds in the case when we replace κ+γ by κ
−
γ and t by 1 − t.
Therefore∫
ρ
− 1N
t dµt ≥
∫ [
τ
(1−t)
K,N (|γ˙|)ρ0(γ0)
− 1N + τ
(t)
K,N(|γ˙|)ρ1(γ1)
− 1N
]
dΠ(γ)
− 2Λ
1
N m(B2R(o))
1
N C
1
N(2p−1) k[X,o](p,K, 2R)
p
N(2p−1) .
That was to prove. 
Following the prove of Theorem 6.1 we also obtain
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Theorem 6.2. Let M be a smooth, normalized mm space that satisfies CD(κ,N)
for κ ∈ C(M) and N ≥ 2. Let K ∈ R and p > N2 such that k[M](p,K) < ∞. Let
µ0, µ1 ∈ P2(mM) with [µi]ac = ρi, i = 0, 1. Let Π be the dynamical optimal plan
between µ0 and µ1. Let ǫ > 0 and assume Π({γ : L(γ) ≤ πK/(N−1)− ǫ}) = 1. Then
SN((et)#Π) ≤ −
∫ [
τ
(1−t)
K,N (|γ˙|)ρ0(γ0)
− 1N + τ
(t)
K,N(|γ˙|)ρ1(γ1)
− 1N
]
dΠ(γ)
+ 2C
1
N(2p−1) k[X,o](p,K)
p
N(2p−1) ∀t ∈ (0, 1).(23)
As an immediate corollary we also derive Corollary 1.5
Remark 6.3. The proof of Theorem 6.1 also yields the following. Let (M, o) be as
in Theorem 6.1. Let x0 ∈ BR(o) and µ ∈ P(mM) be a measure supported in Br(x0)
for r ∈ (0, πK/(N−1) − ǫ) ∩ (0, R) and ǫ > 0. Let Π be the dynamical optimal plan
such that (e1)#Π = µ and (e0)#Π = δx0 . Then it holds
SN((et)#Π) ≤ −
∫
τ
(t)
K,N(|γ˙|)ρ1(γ1)
− 1N dΠ(γ)
+ mM(B2R(o))
1
N Λ
1
N C
1
N(2p−1) k[M,o](p,K, 2R)
p
N(2p−1) ∀t ∈ (0, 1).(24)
7. Stability
Theorem 7.1. Let {(Mi, oi)}i∈N be a sequence of smooth, normalized pmm spaces
that satisfy the condition CD(κi, N) for κi ∈ C(Xi) such that
k[Mi,oi](κi, p,K,R)→ 0 when i→∞ ∀R > 0
with K ∈ R and p > N2 . Then {[Mi, oi]}i∈N subconverges in pmG sense to the
isomorphism class of a pmm space (X, o) satisfying the condition CD(K,N).
Proof. We first consider the case K ≤ 0. We set (Mi.oi) = (Xi, oi), i ∈ N.
1. Our assumptions allow to extracting a subsequence (Xi, oi) that converges
in pmGH sense to a pmm space (X∞, o∞). The corresponding isomorphism classes
[Xi, oi] converge w.r.t. pmG convergence to [X∞, o∞]. Since (Xi, oi) are length
spaces, (X∞, o∞) is a length space too. In particular, B¯R(oi) converges in GH sense
to B¯R(o∞) for all R > 0 ([BBI01], Remark 3.2.9 in [GMS15]) and [B¯R(oi),mBR(oi)]
converge to [B¯R(o∞),mBR(o∞)] in mG sense.
For i ∈ N¯ and R > 0 we set BiR = B¯R(oi), d
i
R = d
i
B¯R(oi)
, miR = mB¯R(oi),
m¯iR := m(B¯R(oi))
−1miR and m
i
R(Xi) = α
i
R. It holds supi∈N α
i
R <∞ and α
i
R → α
∞
R
as i→∞ for all R > 0.
Let (Z, dZ) be a compact metric spaces where mGH convergence of (B
i
2R)i∈N is
realized. Then, also mGH convergence of (BiR)i∈N is realized in Z.
2. Consider R = n ∈ N. Note that for µ ∈ P2(mXi) with µ(B
i
n) = 1 we have
µ ∈ P2(m¯in). We denote by ρ the density w.r.t. mXi and with ρ¯n the density w.r.t.
m¯in that is ρ¯n = mXi(B
i
n)ρ.
Since [Bin, d
i
n, m¯
i
n] → [B
∞
n , d
∞
n , m¯
∞
n ] in mG sense, we find optimal couplings q
i
n
between m¯in and m¯
∞
n such that
WZ(m¯
i
n, m¯
∞
n )
2 =
∫
d2
Z
(x, y)dqin(x, y) = d
2
i,n → 0.
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As in the proof of Theorem 4.20 in [Stu06a] we define Qin : P
2(m¯∞n )→ P
2(m¯in) by
Qin : ρ¯nm
∞
n 7→ Q
i
n(ρ¯n)m
i
n where Q
i
n(ρ¯n)(y) =
∫
ρ¯n(x)Q
i
n(y, dx)
where Qin(y, dx) is a disintegration of q
i
n w.r.t. m¯
i
n. One can check that
SN(Q
i
n(µ)|m¯
i
n) ≤ SN(µ|m¯
∞
n ) & dZ,W (Q
i
n(µ), µ)→ 0 as i→∞.
Similar, we define P in : P
2(m¯in)→ P
2(m¯∞n ) by
P in : ρ¯nm
i
n 7→ P
i
n(ρ¯n)m
∞
n where P
i
n(ρ¯n) =
∫
ρ¯n(x)P
i
n(y, dx)
where P in(y, dx) is a disintegration of q
i
n w.r.t. m
∞
n . Again, one can check that
SN(P
i
n(µ)|m¯
∞
n ) ≤ SN(µ|m¯
i
n) & dZ,W (P
i
n(µ), µ)→ 0 as i→∞.
3. Let µj ∈ P2(mX∞) with density ρj and µj(Bn(o)) = 1 for j = 0, 1. Assume
0 ≤ ρj ≤ r < ∞. We will remove this assumption at the end of the proof. In
particular, µ0, µ1 ∈ P2(m¯∞n ) and the m¯
∞
n -densities are ρ¯n,j , j = 0, 1. Clearly
ρj = α
∞
n ρ¯n,j & ρ¯n,j =
α∞2n
α∞n
ρ¯2n,j .
Consider Qin(µj) =: µ
i
n,j, j = 0, 1, and its densities Q
i
n(ρ¯j,n) w.r.t m¯
i
n. Let ρ
i
n,j be
the densitiy of Qin(µj) w.r.t. mXi . Then
ρin,j = α
i
nQ
i
n(ρj) & Q
i
n(ρj) =
αin
αi2n
Qi2n(ρj).
Let Πi be the unique optimal dynamical plan between µin,j , j = 0, 1 with (et)#Π
i =
µin,t ∈ P(m¯
i
n). It holds that µ
i
n,t(B
i
n) = µ
i
n,t(B
i
2n) = 1. By Theorem 6.1 for
the L2-Wasserstein geodesic Πi between Qin(µj)j=0,1 with (et)⋆Π
i = ρitmMi = µ
i
t,
(et)⋆Π
i(Bi2n) = 1 and (e0, e1)⋆Π
i = πi such that∫
ρit(x)
− 1N dµit(x) ≥
∫ [
τ
(1−t)
K,N (|γ˙|)ρ
i
n,0(γ0)
− 1N + τ
(t)
K,N(|γ˙|)ρ
i
n,1(γ1)
− 1N
]
dΠi(γ)
− 2Λ
1
N (αi2n)
1
N C
1
N(2p−1) k[Mi,oi](p,K, 2n)
p
N(2p−1)(25)
4. The right hand side in the last inequality is −SN(µit|mMi). Changing the
reference measure yields
−SN(µ
i
t|mMi) = −(α
i
2n)
− 1N SN(µ
i
t|m¯
i
2n).
Then, we map µit with P
i
2n to B
∞
n and obtain
(
αi2n
α∞2n
)− 1N
SN(P
i
2nµ
i
t|mX∞) = (α
i
2n)
− 1N SN(P
i
2nµ
i
t|m¯
∞
2n) ≤ (α
i
2n)
− 1N SN(µ
i
t|m¯
i
2n).
(26)
Similar, the first term in the left hand side of (25) equals
(αin)
− 1N
∫ [
τ
(1−t)
K,N (d(x, y))Q
i
n(ρ0)(x)
− 1N + τ
(t)
K,N(d((x, y))Q
i
n(ρ1)(x)
− 1N
]
dπi(x, y)
That is exactly (αin)
− 1N times the expression T
(t)
K,N(π
i|m¯in) in step (v) of the proof
of Theorem 3.1 in [Stu06b]. In our context the reference measure is m¯in. Therefore,
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following (v) in the proof of Theorem 3.1 in [Stu06b] and using the maps P in and
Qin we obtain
(αin)
− 1N T
(t)
K,N(π
i|m¯in) ≤ (α
i
n)
− 1N T
(t)
K,N(π¯
i|m¯∞n ) + (α
i
n)
− 1N CˆWZ(m¯
∞
n , m¯
i
n)
≤
(
αin
α∞n
)− 1N
T
(t)
K,N(π¯
i|mX∞) + (α
i
n)
− 1N Cˆ d2n,i(27)
if i ≥ iǫ for iǫ sufficiently large. The constant Cˆ does not depend on i. The measure
π¯i ∈ P(X2
∞
) is a coupling between µ0 and µ1 (not necessarily optimal) such that
π¯i → π weakly if i→∞ for an optimal coupling π between µ0 and µ1. Hence, (25),
(26) and (27) together imply(
αi2n
α∞2n
)− 1N
SN(P
i
2nµ
i
t|mX∞) ≤
(
αin
α∞n
)− 1N
T
(t)
K,N(π¯
i|mX∞) + (α
i
n)
− 1N Cˆ d2n,i
+ 2Λ
1
N (αi2n)
1
N C
1
N(2p−1) k[Xi,oi](p,K, 2n)
p
N(2p−1) .
5. As in step (vi) in the proof of Theorem 3.1 in [Stu06b] one checks that P i2nµ
i
n,t
converges weakly to a probability µt for every t ∈ [0, 1], and µt is as geodesic
between µ0 and µ1 in P
2(X), and the limit is mX-absolutely continuous. Weak
convergence of m¯in and m¯
i
2n for i→∞ yields α
i
n → α
∞
n for every n ∈ N. Moreover,
by Lemma 3.3 in [Stu06b] we have
lim sup
i→∞
T
(t)
K,N(π¯
i|min) ≤ T
(t)
K,N(π|m
i
n).
and by lower semi-continuity of the N -Reny entropy
lim inf
i→∞
SN(P
i
2nµ
i
t|mX∞) ≥ SN(µt|mX∞).
Hence, letting i→∞ and using again lower (upper) semi-continuity of SN(µt|mX∞)
(T (t)K,N(π|mX∞), we obtain a geodesic (µt)t∈[0,1] and a optimal coupling π such that
SN(µt|mX∞) ≤ T
(t)
K,N(π|mX∞).
6. Finally, we want to remove the assumption that ρj ∈ L
∞(mX∞) for j = 0, 1.
Therefore, consider general probability measures µ0, µ1 ∈ P2(mX∞) with densities
ρj , and µj(B
∞
n (o)) = 1 for j = 0, 1. Fix an arbitrary optimal coupling π˜ between
µ0 and µ1, and set for r ∈ (0,∞)
Er :=
{
(x0, x1)) ∈ X
2
∞
: ρ0(x0) ≤ r, ρ1(x1) ≤ r
}
, αr = π˜(Er), π˜
r :=
1
αr
π˜|Er .
The coupling π˜r is an optimal coupling between its marginals µr0 and µ
r
1 such that
for j = 0, 1
WX∞(µj , µ
r
j) ≤ ǫ if r > 0 sufficiently large.(28)
Depending on r > 0 we can construct µrt and π
r as before such that
SN(µ
r
t |mX∞) ≤ T
(t)
K,N(π
r|mX∞).
From (28) we obtain - after choosing subsequences - that µrt converges weakly to a
probabiltiy µt for t ∈ [0, 1]∩Q. Then, again as in step (vi) of the proof of Theorem
3.1 in [Stu06b] µt extends to geodesic between µ0 and µ1 and
lim inf
i→∞
SN(µ
r
t |mX∞) ≥ SN(µt|mX∞)
for t ∈ [0, 1].
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Set τ (1−t)K,N (|γ˙|)ρ0(γ0)
− 1N + τ (t)K,N(|γ˙|)ρ1(γ1)
− 1N = ψ(γ). ψ is integrable w.r.t. π˜, since
the distortion coefficients are bounded ρ0 and ρ1 are probability densities for µ0
and µ1 respectively, and π˜ is an coupling between µ0 and µ1. Therefore, if we set
πǫ = αrπ
r + π˜|X2\Er , it follows that
lim
ǫ→0
∣∣∣T (t)K,N(πǫ|mX∞)− T (t)K,N(πr|mX∞)∣∣∣ = 0.
Now, by compactness we can choose subsequence ǫi such that π
ǫi converges weakly
to an optimal coupling π between µ0 and µ1. Since π
ǫ is a coupling between µ0
and µ1 for every ǫ > 0, we can apply again Lemma 3.3 from [Stu06b] for upper
semi-continuity of T
(t)
K,N(π|mX∞) in π. Hence
SN(µt|mX∞) ≤ lim inf
i→∞
SN(µ
r(ǫi
t |mX∞) ≤ lim sup
i→∞
T
(t)
K,N(π
ǫi |mX∞) ≤ T
(t)
K,N(π|mX∞).
This finishes the proof for K ≤ 0.
For K > 0 we first prove the following preliminary result.
Proposition 7.2. Let {(Mi, oi)}i∈N be a sequence of smooth, normalized pmm
spaces that satisfy the condition CD(κi, N) for κi ∈ C(Xi) such that
k[Mi,oi](p,K,R)→ 0 as i→∞ ∀R > 0
with K > 0 and p > N2 . Then {[Mi, oi]}i∈N subconverges in pmG sense to the
isomorphism class of a pmm space (X, o) satisfying the MCP (K,N).
Proof of the Proposition. We already know that a limit pmm space (X∞, o∞) exists.
We fix R ≥ πK/(N−1) and x∞ ∈ B
∞
R ⊂ X∞, and let µ ∈ P(mX∞) such that for
some ǫ > 0 it holds µ(BπK/(N−1)−ǫ(x∞)) = 1.
Let (Z, dZ) be a metric space where the mGH convergence of B
i
2R to B
∞
2R is
realized. Then, we can find a sequence xi ∈ Bi2R such that xi → x∞ in Z and
B¯πK/(N−1)−ǫ(xi) converges in Hausdorff sense to B¯πK/(N−1)−ǫ(x0) in Z. In particular
[B¯πK/(N−1)−ǫ(xi)] converges in mG sense. Moreover, for i ∈ N sufficiently large
it holds B¯πK/(N−1)−ǫ(x0) ⊂ B
i
2R. We set B¯πK/(N−1)−ǫ(xi) = B
i, mi = mXi |Bi ,
m¯i = mi(Bi)−1mi for i ∈ N¯.
As in step 2. of the proof for K ≤ 0 we construct Qi : P2(m¯∞)→ P2(m¯i) by
Qi : ρ¯nm
∞ 7→ Qi(ρ¯)mi where Qi(ρ¯)(y) =
∫
ρ¯(x)Qi(y, dx)
The measure Qi(µ) = µi that is concentrated in B¯πK/(N−1)−ǫ(xi). By Remark 6.3
it holds
SN((et)#Π
i) ≤ −
∫
τ
(t)
K,N(|γ˙|)ρ1(γ1)
− 1N dΠi(γ)
+ mM(B2R(o))
1
N Λ
1
N C
1
N(2p−1) k[M,o](p,K, 2R)
p
N(2p−1) ∀t ∈ (0, 1).(29)
where Πi is the unique optimal dynamical plan between δxi and µ
i.
At this point we can essentially repeat the steps from before and it holds
SN((et)#Π
∞) ≤ −
∫
τ
(t)
K,N(|γ˙|)ρ1(γ1)
− 1N dΠ∞(γ) ∀t ∈ (0, 1).(30)
for an optimal dynamical plan Π∞ between δx∞ and µ that is the limit of (Π
i)i∈N.
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By another limiting process we also obtain this inequality for measures µ with
µ(BπK/(N−1)(x∞)) = 1.
Inequality (30) is a version of the measure contraction property that was used in
[CM17]. It implies the measure contraction property in the sense of Ohta by work
of Rajala [Raj12]. 
Corollary 7.3. Let (Mi, oi) be as in the previous proposition. For every ǫ > 0
there exists iǫ ∈ N such that diam suppmMi < πK/(N−1) + ǫ for all i ≥ iǫ.
Proof. We can argue by contradiction. Assume the statement is false. Then there
exists a subsequence that is also denoted by (Mi, oi) and points xi, yi ∈ suppmMi
such that dMi(xi.yi) > πK/(N−1)+ ǫ. By the previous proposition we can extract a
subsequence that converges in pmG convergence to some MCP (K,N) space X . In
particular, dMi(xi, yi)→ dX(x, y) for points x, y ∈ X . That is not possible because
of the Bonnet-Myers theorem for MCP (K,N) spaces. 
Now we can proceed with the proof of Theorem 6.1.
7. Let ǫ > 0. By relabeling the sequence we can assume diammMi ≤ πK/(N−1)+
1
i .
Let i ≥ iǫ such that
1
i ≤ ǫ < 1. We go back to step 2 from before and pick
N ∋ n = R ≥ πK/(N−1) + 1. Then B
i
n =Mi and m¯
i
n = m¯Mi . We replace mMi with
its normalisation m¯Mi and we can assume that [Mi] converges in Gromov sense to
[X∞].
We define the map Qi = Qin : P(mX∞)→ P(mMi) as in step 2 before. We set
Ξ(ǫ) = {γ ∈ G(M) : L(γ) ≤ πK/(N−1) − ǫ}.
Then we can follow the proof of the case K ≤ 0. As in 3. let µj ∈ P2(mX∞)
with density ρj for j = 0, 1. Assume 0 ≤ ρj ≤ r < ∞ on suppµj . We consider
Qi(µj) = µ
i
j with density ρ
i
j w.r.t. mMi . Then∫
(ρit)
− 1N dµt ≥
∫
Ξ(ǫ)
[
τ
(1−t)
K,N (|γ˙|)ρ
i
0(γ0)
− 1N + τ
(t)
K,N(|γ˙|)ρ
i
1(γ1)
− 1N
]
dΠi(γ)
− 2Λ(ǫ)
1
N C
1
N(2p−1) k[Mi](p,K)
p
N(2p−1) .
where Πi is the dynamical optimal plan between µ0 and µ1, and (et)#Π
i = ρitmMi .
We estimate the first term in the right hand side. Let ǫ0 ≥ ǫ. Since K > 0, the
map θ 7→ τ
(t)
K,N(θ) is monoton increasing and it holds∫
Ξ(ǫ)
τ
(1−t)
K,N (|γ˙|)ρ
i
0(γ0)
− 1N dΠi(γ)
≥
∫
Ξ(ǫ)
τ
(1−t)
K,N (|γ˙| ∧ (πK/(N−1) − ǫ0))ρ
i
0(γ0)
− 1N dΠi(γ)
=
∫
τ
(1−t)
K,N (|γ˙| ∧ (πK/(N−1) − ǫ0))ρ
i
0(γ0)
− 1N
− τ
(1−t)
K,N (πK/(N−1) − ǫ0)
∫
(ρi0)(γ0)
− 1N dΠ(γ)
We define Πˆi := Πˆiǫ = Π(G(M)\Ξ(ǫ))
−1Π|G(M)\Ξ(ǫ). It holds
µi0 = (e0)#Π = (e0)#(ΠΞ(ǫ))+(e0)#Π|G(M)\Ξ(ǫ) ≥ (e0)#Π|G(M)\Ξ(ǫ) = Π(G(M)\Ξ(ǫ)µˆ
i
0.
Hence
Πi(G(M)\Ξ(ǫ))−1ρi0 ≥ ρˆ
i
0 mMi -a.e. .
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Therefore, it follows∫
G(M)\Ξ(ǫ)
(ρi0)(γ0)
− 1N dΠ(γ) = Πi(G(M)\Ξ(ǫ))
∫
(ρi0)
− 1N (γ0)dΠˆ
i
≤ Πi(G(M)\Ξ(ǫ))1−
1
N
∫
(ρˆi0)
− 1N (γ0)dΠˆ
i(γ)
≤ −SN((e0)#Πˆ
i).
We obtain
∫
(ρit)
− 1N dµt ≥
[
τ
(1−t)
K,N (θˆ(γ))ρ
i
0(γ0)
− 1N + τ
(t)
K,N(θˆ(γ))ρ
i
1(γ1)
− 1N
]
dΠi(γ)
− 2Λ(ǫ)
1
N C
1
N(2p−1) k[Mi](p,K)
p
N(2p−1) + Cˆ(ǫ0)SN((e0)#Πˆ
i)
where θˆ(γ) = |γ˙| ∧ (πK/(N−1) − ǫ) and Cˆ(ǫ0) = τ
(t)
K,N(πK/(N−1) − ǫ0) for any ǫ0 ≥ ǫ.
8. Let ǫi =
1
i . We study the sequence of dynamical optimal plans Πˆ
i
ǫi . After
going to a subsequence Πˆiǫi converges weakly in P(G(Z)) to a dynamical optimal
plan Πˆ ∈ P(X∞). Πˆ is supported on Ξ0 = {γ ∈ G(X∞) : |γ˙| ≥ πK/(N−1)}. Now
1
2d
2
X∞
-monotonicity yields
2π2K/(N−1) = d(γ0, γ1)
2 + d(γˆ0, γˆ1)
2 ≤ d(γ0, γˆ1)
2 + d(γˆ0, γ1)
2 ≤ 2π2K/(N−1).
Therefore, any coupling between µˆ0 = (e0)#Πˆ and µˆ1 = (e1)#Πˆ is optimal and
supported on Ξ0. By uniqueness of opposite points we conclude that µˆj = δxj
for opposite points x0 and x1. Hence SN(µˆj |mX∞) = 0, j = 0, 1, and by lower
semi-continuity of SN it follows
lim inf
i→∞
SN((e0)#Πˆ
i
ǫi |mMi) ≥ 0
9. At this point we can follow verbatime the proof for K ≤ 0 to obtain the following
estimate for µ0, µ1 and dynamical optimal plan Π in X∞:
SN((et)#Π|mX∞) ≤ −
∫ [
τ
(1−t)
K,N (θˆ(γ))ρ0(γ0)
− 1N + τ
(t)
K,N(θˆ(γ))ρ1(γ1)
− 1N
]
dΠ(γ)
where θˆ(γ) = |γ˙| ∧ (πK/(N−1) − ǫ0). To finish the proof we use monotonicity of
θ 7→ τ
(t)
K,N(θ) for K > 0 and the monotone convergence theorem to let ǫ0 → 0.
Theorem 7.4. Let {(Mi, oi)}i∈N be a sequence of n-dimensional, pointed Riemann-
ian manifolds that satisfy the condition CD(κi, N) for κi ∈ C(Xi) such that
k[Mi,oi](p,K,R)→ 0 when i→∞ ∀R > 0
with K ∈ R, p > N2 , p ≥ 1 if N = 2 and (2) holds. Then {[Mi, oi]}i∈N subcon-
verges in pmG sense to the isomorphism class of a pmm space (X, o) satisfying the
Riemannian curvature-dimension condition RCD(K,N).
Proof. We need to check that X is infinitesimal Hilbertian. By [KK19a, Proposition
6.7] it is enough to prove that for mX-a.e. point x ∈ X a blow up tangent space
exists that is isometric to Rd for some d ∈ N.
To see this we can follow the same strategy as in the proof of [KK19a, Theorem
6.2] based on a theorem of Preiss that says for mX-a.e. point x ∈ X an iterated
tangent space at x shows up as tangent space a x, and an isometric splitting theorem
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for tangent spaces of X . The splitting theorem follows by the almost splitting
theorem by Tian and Zhang in [TZ16]. For x ∈ X and a tangent space TxX at
X there exists a blow up sequence (ǫiMi, xi) that converges in measured Gromov-
Hausdorff sense to TxX . If TxX contains a geodesic, in a small ball around xi we
can find points p+i , p
−
i such that
dMi(p
+, xi) + dMi(p
−
i , xi)− dMi(p
+
i , p
−
i ) ≤ δidMi(p
+
i , p
−
i ).
for δi → 0. By the almost splitting theorem [TZ16, Theorem 2.31] given ǫ > 0
we can choose δi > 0 sufficiently small such that dGH(Bδ(xi), Bδ(0)) ≤ ǫ where
Bδ(0) ⊂ R × Y for some metric space Y with diamY ≤ π. Hence, after rescal-
ing appropriately and taking the limit for ǫ → 0, we see that TxX splits off R
isometrically.
By Preiss’s theorem for mX-a.e. we can iterate this process and obtain some
tangent cone Zx at x that is isometric to R
k for some k ≤ n. This finishes the
proof. 
Corollary 7.5. Let X be a measure Gromov-Hausdorff limit of sequence of Rie-
mannian manifolds satisfying (1) and (2). Then every tangent space TxX for x ∈ X
satisfies the condition RCD(0, N). In particular, TxX is an Euclidean cone over
some RCD(N − 2, N − 1) space Y .
Proof. By [TZ16, Theorem 2.33] (blow up) tangent cones are always Euclidean
cones. For a blow up sequence (ǫiMi, oi) we can compute that
k[ǫiMi,oi](ǫiκi, p, ǫiK,R) = k[Mi,xi](κi, p,K, ǫiR)
=
(ǫiR)
2p
ǫni
∫
(κi −K)
p
−dmMi → 0.
Hence, by the previous theorem ToX satisfies RCD(0, N). The last part follows
from [Ket15]. 
References
[AGMR15] Luigi Ambrosio, Nicola Gigli, Andrea Mondino, and Tapio Rajala, Riemannian Ricci
curvature lower bounds in metric measure spaces with σ-finite measure, Trans. Amer.
Math. Soc. 367 (2015), no. 7, 4661–4701. MR 3335397
[AGS13] Luigi Ambrosio, Nicola Gigli, and Giuseppe Savare´, Density of Lipschitz functions
and equivalence of weak gradients in metric measure spaces, Rev. Mat. Iberoam. 29
(2013), no. 3, 969–996. MR 3090143
[AGS14a] , Calculus and heat flow in metric measure spaces and applications to spaces
with Ricci bounds from below, Invent. Math. 195 (2014), no. 2, 289–391. MR 3152751
[AGS14b] , Metric measure spaces with Riemannian Ricci curvature bounded from below,
Duke Math. J. 163 (2014), no. 7, 1405–1490. MR 3205729
[AMS19] Luigi Ambrosio, Andrea Mondino, and Giuseppe Savare´, Nonlinear diffusion equations
and curvature conditions in metric measure spaces, Mem. Amer. Math. Soc. 262
(2019), no. 1270, v+121. MR 4044464
[Aub07] Erwann Aubry, Finiteness of pi1 and geometric inequalities in almost positive Ricci
curvature, Ann. Sci. E´cole Norm. Sup. (4) 40 (2007), no. 4, 675–695. MR 2191529
(2010a:53047)
[BBI01] Dmitri Burago, Yuri Burago, and Sergei Ivanov, A course in metric geometry, Gradu-
ate Studies in Mathematics, vol. 33, American Mathematical Society, Providence, RI,
2001. MR 1835418 (2002e:53053)
36 CHRISTIAN KETTERER
[Cav14] Fabio Cavalletti, Decomposition of geodesics in the Wasserstein space and the glob-
alization problem, Geom. Funct. Anal. 24 (2014), no. 2, 493–551. MR 3192034
[CM16] Fabio Cavalletti and Emanuel Milman, The Globalization Theorem for the Curvature
Dimension Condition, arXiv e-prints (2016), arXiv:1612.07623.
[CM17] Fabio Cavalletti and Andrea Mondino, Optimal maps in essentially non-branching
spaces, Commun. Contemp. Math. 19 (2017), no. 6, 1750007, 27. MR 3691502
[CR18] Gilles Carron and Christian Rose, Geometric and spectral estimates based on spectral
Ricci curvature assumptions, to appear in Journal fu¨r die reine und angewandte
Mathematik (2018), arXiv:1808.06965.
[CS12] Fabio Cavalletti and Karl-Theodor Sturm, Local curvature-dimension condition im-
plies measure-contraction property, J. Funct. Anal. 262 (2012), no. 12, 5110–5127.
MR 2916062
[DPW00] Xianzhe Dai, Peter Petersen, and Guofang Wei, Integral pinching theorems,
Manuscripta Math. 101 (2000), no. 2, 143–152. MR 1742252
[DW04] Xianzhe Dai and Guofang Wei, A heat kernel lower bound for integral Ricci curvature,
Michigan Math. J. 52 (2004), no. 1, 61–69. MR 2043396
[DWZ18] Xianzhe Dai, Guofang Wei, and Zhenlei Zhang, Local Sobolev constant estimate for
integral Ricci curvature bounds, Adv. Math. 325 (2018), 1–33. MR 3742584
[EKS15] Matthias Erbar, Kazumasa Kuwada, and Karl-Theodor Sturm, On the equivalence
of the entropic curvature-dimension condition and Bochner’s inequality on metric
measure spaces, Invent. Math. 201 (2015), no. 3, 993–1071. MR 3385639
[Gal88] Sylvestre Gallot, Isoperimetric inequalities based on integral norms of Ricci curvature,
no. 157-158, 1988, Colloque Paul Le´vy sur les Processus Stochastiques (Palaiseau,
1987), pp. 191–216. MR 976219
[Gig15] Nicola Gigli, On the differential structure of metric measure spaces and applications,
Mem. Amer. Math. Soc. 236 (2015), no. 1113, vi+91. MR 3381131
[GMS15] Nicola Gigli, Andrea Mondino, and Giuseppe Savare´, Convergence of pointed non-
compact metric measure spaces and stability of Ricci curvature bounds and heat flows,
Proc. Lond. Math. Soc. (3) 111 (2015), no. 5, 1071–1129. MR 3477230
[Ket13] Christian Ketterer, Ricci curvature bounds for warped products, J. Funct. Anal. 265
(2013), no. 2, 266–299. MR 3056704
[Ket15] , Cones over metric measure spaces and the maximal diameter theorem, J.
Math. Pures Appl. (9) 103 (2015), no. 5, 1228–1275. MR 3333056
[Ket17] , On the geometry of metric measure spaces with variable curvature bounds,
J. Geom. Anal. 27 (2017), no. 3, 1951–1994. MR 3667417
[KK19a] Vitali Kapovitch and Christian Ketterer, Cd meets cat, Journal fuer die reine und
angewandte Mathematik (2019), no. 0.
[KK19b] Vitali Kapovitch and Christian Ketterer, Weakly noncollapsed RCD spaces with upper
curvature bounds, Anal. Geom. Metr. Spaces 7 (2019), no. 1, 197–211. MR 4034631
[KKK19] Vitali Kapovitch, Martin Kell, and Christian Ketterer, On the structure of RCD
spaces with upper curvature bounds, arXiv e-prints (2019), arXiv:1908.07036.
[LS18] Alexander Lytchak and Stephan Stadler, Ricci curvature in dimension 2, arXiv e-
prints (2018), arXiv:1812.08225.
[LV09] John Lott and Ce´dric Villani, Ricci curvature for metric-measure spaces via optimal
transport, Ann. of Math. (2) 169 (2009), no. 3, 903–991. MR 2480619 (2010i:53068)
[McC95] Robert J. McCann, Existence and uniqueness of monotone measure-preserving maps,
Duke Math. J. 80 (1995), no. 2, 309–323.
[MR19] Florentin Mu¨nch and Christian Rose, Spectrally positive Bakry-E´mery Ricci curvature
on graphs, arXiv e-prints (2019), arXiv:1912.06438.
[Oht07] Shin-ichi Ohta, On the measure contraction property of metric measure spaces, Com-
ment. Math. Helv. 82 (2007), no. 4, 805–828. MR 2341840 (2008j:53075)
[PSW97] P. Petersen, S. D. Shteingold, and G. Wei, Comparison geometry with integral curva-
ture bounds, Geom. Funct. Anal. 7 (1997), no. 6, 1011–1030. MR 1487752
[PW97] P. Petersen and G. Wei, Relative volume comparison with integral curvature bounds,
Geom. Funct. Anal. 7 (1997), no. 6, 1031–1045. MR 1487753
[PW01] Peter Petersen and Guofang Wei, Analysis and geometry on manifolds with integral
Ricci curvature bounds. II, Trans. Amer. Math. Soc. 353 (2001), no. 2, 457–478.
MR 1709777
STABILITY OF METRIC MEASURE SPACES WITH INTEGRAL RICCI CURVATURE BOUNDS37
[Raj12] Tapio Rajala, Interpolated measures with bounded density in metric spaces satisfying
the curvature-dimension conditions of Sturm, J. Funct. Anal. 263 (2012), no. 4, 896–
924. MR 2927398
[Ros17] Christian Rose, Heat kernel upper bound on Riemannian manifolds with locally uni-
form Ricci curvature integral bounds, J. Geom. Anal. 27 (2017), no. 2, 1737–1750.
MR 3625171
[Ros19] Christian Rose, Almost positive Ricci curvature in Kato sense – an extension of
Myers’ theorem, arXiv e-prints (2019), arXiv:1907.07440.
[RS14] Tapio Rajala and Karl-Theodor Sturm, Non-branching geodesics and optimal maps in
strong CD(K,∞)-spaces, Calc. Var. Partial Differential Equations 50 (2014), no. 3-4,
831–846. MR 3216835
[RS17] Christian Rose and Peter Stollmann, The Kato class on compact manifolds with in-
tegral bounds on the negative part of Ricci curvature, Proc. Amer. Math. Soc. 145
(2017), no. 5, 2199–2210. MR 3611331
[RS18] Christian Rose and Peter Stollmann,Manifolds with Ricci curvature in the Kato class:
heat kernel bounds and applications, arXiv e-prints (2018), arXiv:1804.04094.
[RW20] Christian Rose and Guofang Wei, Eigenvalue estimates for Kato-type Ricci curvature
conditions, arXiv e-prints (2020), arXiv:2003.07075.
[Stu06a] Karl-Theodor Sturm, On the geometry of metric measure spaces. I, Acta Math. 196
(2006), no. 1, 65–131. MR 2237206 (2007k:53051a)
[Stu06b] , On the geometry of metric measure spaces. II, Acta Math. 196 (2006), no. 1,
133–177. MR 2237207 (2007k:53051b)
[Stu19] Karl-Theodor Sturm, Distributional Valued Ricci Bounds for Metric Measure Spaces,
Singular Time Changes, and Gradient Estimates for Neumann Heat Flows, arXiv
e-prints (2019), arXiv:1910.13712.
[TZ16] Gang Tian and Zhenlei Zhang, Regularity of Ka¨hler-Ricci flows on Fano manifolds,
Acta Math. 216 (2016), no. 1, 127–176. MR 3508220
[Vil09] Ce´dric Villani, Optimal transport, old and new, Grundlehren der Mathematischen
Wissenschaften [Fundamental Principles of Mathematical Sciences], vol. 338, Springer-
Verlag, Berlin, 2009. MR 2459454 (2010f:49001)
[Yan92a] Deane Yang, Convergence of Riemannian manifolds with integral bounds on curva-
ture. I, Ann. Sci. E´cole Norm. Sup. (4) 25 (1992), no. 1, 77–105. MR 1152614
[Yan92b] , Convergence of Riemannian manifolds with integral bounds on curvature. II,
Ann. Sci. E´cole Norm. Sup. (4) 25 (1992), no. 2, 179–199. MR 1169351
Department of Mathematics, University of Toronto, 40 St George St, Toronto On-
tario, Canada M5S 2E4
E-mail address: ckettere@math.toronto.edu.
