We give a self-contained proof of the strongest version of Mason's conjecture, namely that for any matroid the sequence of the number of independent sets of given sizes is ultra log-concave. To do this, we introduce a class of polynomials, called completely log-concave polynomials, whose bivariate restrictions have ultra log-concave coefficients. At the heart of our proof we show that for any matroid, the homogenization of the generating polynomial of its independent sets is completely log-concave.
Introduction
Matroids are combinatorial structures that model various types of independence, such as linear independence of vectors in a linear space or algebraic independence of elements in a field extension. For an inspiring recent survey, see [Ard18] . There have been several recent breakthroughs proving inequalities on sequences of numbers associated to matroids. While the proofs in this paper are self-contained, we build off several of these ideas to study the following conjecture of Mason [Mas72] . (ultra log-concavity) . Note that (i) to (iii) are written in increasing strength. Adiprasito, Huh, and Katz [AHK18] proved (i) using techniques from Hodge theory and algebraic geometry. Building on this, Huh, Schröter, and Wang [HSW18] proved (ii). Prior to our work, (iii) was only proven to hold when n ≤ 11 or k ≤ 5 [KN11] . We refer to [Sey75; Dow80; Mah85; Zha85; HK12; HS89; Len13] for other partial results on Mason's conjecture. Here, we give a self-contained proof of (iii). Theorem 1.2. For a matroid M on n elements with I k independent sets of size k, the sequence I 0 , I 1 , . . . , I n is ultra log-concave. That is, for 1 < k < n,
.
We prove Theorem 1.2 in Section 5. The main tool we use will be polynomials that are logconcave as functions on the positive orthant. For i ∈ [n], let ∂ i or ∂ z i denote the partial derivative operator that maps a polynomial f to its partial derivative with respect to z i . For a vector v ∈ R n , we let D v denote the directional derivative operator in direction v,
We call a polynomial f ∈ R[z 1 , . . . , z n ] log-concave over R n ≥0 if f is nonnegative and log-concave as a function over R n ≥0 , or in other words if for every u, v ∈ R n ≥0 and λ ∈ [0, 1], we have f (u), f (v) ≥ 0 and
Note that the zero polynomial is also log-concave. If f (v) is positive for some v ∈ R n ≥0 , then we call f log-concave at z = v if the Hessian of its log at v is negative semidefinite. It is easy to see from the definition that for any fixed d and n, the set of polynomials of degree at most d in n variables that are log-concave on R n ≥0 is closed in the Euclidean topology on R[x 1 , . . . , x n ] ≤d . Also, a nonzero polynomial is log-concave over R n ≥0 if and only if it is log-concave at every point of R n >0 . Definition 1.3. A polynomial f ∈ R[z 1 , . . . , z n ] is completely log-concave if for every set of nonnegative vectors v 1 , . . . , v k ∈ R n ≥0 , the polynomial D v 1 . . . D v k f is nonnegative and log-concave over R n ≥0 .
Completely log-concave polynomials were introduced in [AOV18] based on similar notions of strongly log-concave and Alexandrov-Fenchel polynomials first studied in [Gur09] . In this paper, we prove the properties of complete log-concavity necessary for Theorem 1.2 and defer a more detailed treatment of completely log-concave polynomials to a future article.
The main ingredient of the proof of Theorem 1.2 is to show that the homogenization of the generating polynomial of all independent sets of M is completely log-concave, namely that the polynomial
is completely log-concave. Then, we use this to show that the bivariate restriction f M (y, z) = ∑ r k=0 I k y n−k z k is completely log-concave. Finally, we derive Theorem 1.2 from the latter fact based on an observation of Gurvits [Gur09] on the coefficients of completely log-concave polynomials.
Independent work
In a related upcoming work, Brändén and Huh have independently developed methods that overlap with our work. In particular they also prove the strongest version of Mason's conjecture.
Spectral negative dependence
It is well-known that the uniform distribution over all spanning trees of a graph is negatively correlated and more generally negatively associated, see [Pem00] for background. This fact more generally extends to regular matroids. Prior to our work many researchers tried to approach Mason's conjecture through the lens of negative correlation [SW75; Wag08; BBL09; KN10; KN11]. However, for many matroids the uniform distribution on bases is not negatively correlated and furthermore, negative correlation does not necessarily imply log-concavity of its rank sequences [Wag08] .
Consider the polynomial p M = ∑ B ∏ i∈B z i , where the sum is over all bases of the matroid M. Then the negative correlation property is equivalent to all off-diagonal entries of the Hessian of log p M being non-positive when evaluated at the all-ones vector 1 = (1, . . . , 1), i.e.
This inequality holds for regular matroids but not necessarily for even linear matroids. In [AOV18] it was observed that for any matroid M, the polynomial p M is completely logconcave. This means that even though ∇ 2 log p M (1) can have positive entries, all of its eigenvalues, and eigenvalues of Hessian of the log of all partials of p M , are non-positive. We call this property, spectral negative dependence. In this paper, we show that for any matroid, the homogenization of the generating polynomial of all independent sets, namely g M also satisfies spectral negative dependence. Furthermore, spectral negative dependence is enough to prove the strong form of log-concavity of rank sequences as conjectured by Mason. 
Preliminaries
We will use ∇ f to denote the gradient of f and ∇ 2 f to denote its Hessian matrix.
We use [n] to refer to {1, . . . , n}. When n is clear from context, for a set S ⊆ [n], we let 1 S ∈ R n denote the indicator vector of S. For variables z 1 , . . . , z n and S ⊆ [n], we let z S denote the monomial ∏ i∈S z i . Similarly, for an integer vector α = (α 1 , . . . , α n ) ∈ Z n ≥0 or a subset S ⊆ [n], we denote differential operators
and
A symmetric matrix Q ∈ R n×n , alternatively viewed as a quadratic form z → z ⊺ Qz, is positive semidefinite if v ⊺ Qv ≥ 0 for all v ∈ R n and negative semidefinite if v ⊺ Qv ≤ 0 for all v ∈ R n . If these inequalities are strict for v = 0, then Q is positive or negative definite, respectively. There are several equivalent definitions. In particular, a matrix is positive semidefinite if and only if all of its eigenvalues are nonnegative, which occurs if and only if the all its principal minors are nonnegative. Since Q is negative semidefinite if and only if −Q is positive semidefinite, these translate into analogous characterizations of negative semidefinite-ness.
Matroids
Formally, a matroid M = ([n], I) consists of a ground set [n] and a nonempty collection I of independent subsets of [n] satisfying the following two conditions:
(1) If S ⊆ T and T ∈ I, then S ∈ I.
(2) If S, T ∈ I and |T| > |S|, then there exists an element i ∈ T \ S such that S ∪ {i} ∈ I.
The rank, denoted by rank(S), of a subset S ⊆ [n] is the size of the largest independent set contained in S and the rank of M is defined as rank ([n] ). An element i ∈ [n] is called a loop if {i} / ∈ I, and two elements i, j ∈ [n] are called parallel if neither is a loop and rank({i, j}) = 1. One can check that parallelism defines an equivalence relation on the non-loops of M, which partitions the set of non-loops into parallelism classes.
For a matroid M and an independent set S ∈ I, the contraction, M/S, of M by S is the matroid on ground set [n] \ S with independent sets {T ⊆ [n] \ S | S ∪ T ∈ I}. In particular, the rank of M/S equals rank(M) − |S|. See [Oxl11] for more details and general reference.
Log-concave polynomials
In [AOV18] , it was shown that a homogeneous polynomial f ∈ R[z 1 , . . . , z n ] with nonnegative coefficients is log-concave at a point z = a if and only if its Hessian ∇ 2 f has at most one positive eigenvalue at z = a. One can relate this directly to the negative semidefinite-ness of the Hessian of log( f ). (1) f is log-concave at z = a,
z → z ⊺ Qz is negative semidefinite on some linear space of dimension n − 1, and
For d ≥ 3, these are also equivalent to the condition
One can check that this condition is also equivalent to Q having at most one positive eigenvalue, but we do not rely on this fact and leave its proof to the interested reader.
Proof. Euler's identity states that for a homogeneous polynomial
We can also conclude that
and that the vector Qa is nonzero.
(1 ⇒ 2) If f is log-concave at z = a, then the Hessian of log( f (z)) at z = a is negative semidefinite. Restricted to the linear space (Qa) ⊥ = {z ∈ R n | z ⊺ Qa = 0}, the formula above simplifies to
Let b ∈ R n and consider the n × 2 matrix P with columns a and b. Then
If P has rank one, then so does P ⊺ QP, meaning that det(P ⊺ QP) = 0. Otherwise P has rank two and its column-span intersects L nontrivially. This means there is a vector v ∈ R 2 for which Pv ∈ L is nonzero and (Pv) ⊺ Q(Pv) ≤ 0. From this we see that P ⊺ QP is not positive definite. On the other hand, since the diagonal entry a ⊺ Qa is positive, P ⊺ QP is not negative definite. In either case, we then find that (a ⊺ Qa) 2 results in ∇ 2 (log( f )) z=a , as above, which must therefore also be negative semidefinite.
(3 ⇔ 4) Both conditions depend only on the matrix Q. We can then use the equivalence (2 ⇔ 3) for the point z = b and the quadratic polynomial f (z) = 1 2 z ⊺ Qz, whose Hessian at any point is the matrix Q.
( 
Completely log-concave polynomials
One of the basic operations that preserves complete log-concavity is an affine change of coordinates. This was first proved in [AOV18] , but for completeness we include the proof here. Proof. First, we prove that if f is a log-concave polynomial, then f • T = f (T(y 1 , . . . , y m )) is also log-concave. By assumption for any u, v ∈ R m ≥0 , we have T(u), T(v) ∈ R n ≥0 . Thus for any 0 ≤ λ ≤ 1,
Therefore f • T is log-concave. Now suppose that f is completely log-concave and let v 1 , . . . ,
and T is affine, T(x) = Ax + b for some A ∈ R n×m ≥0 and b ∈ R n ≥0 . In particular, Av 1 , . . . , Av k ∈ R n ≥0 , which means that D Av 1 . . . D Av k f is log-concave over R n ≥0 . By the chain rule for differentiation, we have
Since composition with T preserves log-concavity, this polynomial is log-concave over R m ≥0 .
Reduction to quadratics
As the main result of this section we will show that, under some mild restrictions, to check whether a homogeneous polynomial is completely log-concave, it suffices to check the conditions in Definition ii) For all α ∈ Z n ≥0 with |α| = d − 2, the quadratic polynomial ∂ α f is log-concave over R n ≥0 .
The converse of the above statement is also true, namely, every completely polynomial is indecomposable, but we defer the proof of this fact to a future article.
We build up to the proof of this theorem with a series of lemmas. The first is a criterion for the sum of two log-concave polynomials to be log-concave. We will then use this to prove that if a polynomial f is indecomposable and all of its partial derivatives ∂ i f are log-concave, then it itself must be log-concave. The proof of Theorem 3.2 then follows by an induction on the degree. 1 ⇒ 3) and the log-concavity of f and g, each quadratic form z → z ⊺ Q i z ⊺ is negative semidefinite on (Q 1 b) ⊥ = (Q 2 c) ⊥ . It follows that their sum z → z ⊺ (Q 1 + Q 2 )z given by the matrix Q 1 + Q 2 = ∇ 2 ( f + g) z=a is also negative semidefinite on this (n − 1)-dimensional linear space, so by Lemma 2.1 (4 ⇒ 1), f + g is log-concave at z = a. Proof. If ∂ i f is identically zero for some i, then we can consider f as a polynomial in the other variables. Without loss of generality, we can assume that ∂ i f is nonzero for all i, and if necessary relabel z 1 , . . . , z n so that that for every 2 ≤ j ≤ n, there exists i < j for which ∂ i ∂ j f is non-zero. The latter follows from indecomposability. Fix a ∈ R n >0 . We will show that D a f is log-concave on R n ≥0 . We show by induction on k that for any 1
. The case k = 1 follows by assumption. For 1 ≤ k < n, let b denote the truncation of a to its first k coordinates, b = (a 1 , . . . , a k , 0, . . . , 0) and let c denote the vector a k+1 1 {k+1} . By induction both D b f and D c f are log-concave, and
Since the coefficients of each summand are nonnegative and ∂ i ∂ k+1 f is non-zero for some 1 ≤ i ≤ k, this sum is also non-zero. Then by Lemma 3.3,
Taking closures then shows that D a f is log-concave on R n ≥0 for all a ∈ R n ≥0 . By taking closure, it suffices to show that for vectors v 1 , . . . , v k ∈ R n >0 , the polynomial
Proof of Theorem 3.2. We induct on
f is either identically zero or linear with nonnegative coefficients, in which case it is log-concave on R n ≥0 , so we take 0 ≤ k ≤ d − 2. If k = 0, then to show that f is log-concave at a point a ∈ R n ≥0 , by Lemma 2.1 (6 ⇒ 1), it suffices to show that D a f is log-concave at z = a. This reduces the case k = 0 to the case k = 1.
Suppose 1 ≤ k ≤ d − 2. By induction ∂ j f is completely log-concave for all j = 1, . . . , n, and
Complete log-concavity of independence polynomials
In this section, we use Theorem 3.2 to prove that the homogenization of the generating polynomial of the independent sets of a matroid is completely log-concave. In the following section we use a restriction of this to derive Mason's conjecture. Proof. After taking derivatives and rescaling, we see that
Let Q denote the Hessian ∇ 2 q of q. Note that columns and rows of ∇ 2 q corresponding to loops in M are zero, and the log-concavity of q only depends on the principal submatrix of Q indexed by non-loops. In this spirit and in a slight abuse of notation, we use 1 within this proof to denote the indicator vector of the non-loops of M. Then we find that
where B is an n × n matrix with B ij = 1 when {i, j} has rank two in M and B ij = 0 otherwise. Since q is quadratic, its Hessian does not depend on any evaluation, so q is log-concave on R n+1 ≥0
if and only if it is log-concave at the point a = (1, 0, . . . , 0). By Lemma 2.1 (1 ⇔ 5), this happens if and only if the matrix
is negative semidefinite. Thus it suffices to show that nB − (n − 1)11 ⊺ is negative semidefinite. As M is a matroid, the matroid partition property tells us that the nonloops of M may be partitioned into equivalence classes of parallel elements P 1 , . . . , P c . This lets us rewrite the matrix B as
and nB − (n − 1)11
We can now check that this matrix is negative semidefinite. Let x ∈ R n and consider
Since P 1 , . . . P c partition the non-loops of M, 1 equals ∑ 
i . This then gives that
For the last inequality, we use the fact the number of equivalence classes c of nonloops of M is at most n. It follows that x ⊺ (nB − (n − 1)11 ⊺ )x ≤ 0 for all x and by Lemma 2.1, q is log-concave on R n+1 ≥0 .
Proof of Theorem 4.1. We will use the criterion in Theorem 3.2 to show complete log-concavity.
Here we use ∂ i to mean
i . We need to show that for every k ∈ Z ≥0 and α ∈ Z n ≥0 with k + |α| ≤ n − 2, the polynomial ∂ k y ∂ α g M is indecomposable and that for k + |α| = n − 2 it is log-concave.
Note that if α i ≥ 2 for any i, then ∂ α g M is zero, so we may consider
Therefore is suffices to consider α = 1 J for J ∈ I. In this case, the derivative ∂ J g M equals the polynomial g M/J of the contraction M/J, namely 
Proof of Mason's conjecture
We use the following proposition, which was first observed by Gurvits [Gur09] , and give a short proof for the sake of completeness. .
Remark 5.2. In [Gur09] , Gurvits assumes strong log-concavity and also shows the converse. In a future article, we show the equivalence of strong and complete log-concavity for homogeneous polynomials.
Proof. Since f is completely log-concave, for any 1 < k < n, the quadratic q(y, z) = .
Using this for m = k − 1, k, k + 1, we can write the Hessian of q as
Since q is log-concave on R 2 ≥0 , by Lemma 2.1 its Hessian cannot be positive or negative definite. Its determinant is therefore non-positive. This gives the desired inequality:
The strong version of Mason's conjecture, Theorem 1.2, then follows from Corollary 4.3.
