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TORSION FUNCTORS, SMALL OR LARGE
FRED ROHRER
Abstract. Let a be an ideal in a commutative ring R. For an R-module M ,
we consider the small a-torsion Γa(M) = {x ∈ M | ∃n ∈ N : an ⊆ (0 :R x)}
and the large a-torsion Γa(M) = {x ∈ M | a ⊆
√
(0 :R x)}. This gives rise to
two functors Γa and Γa that coincide if R is noetherian, but not in general. In
this article, basic properties of as well as the relation between these two functors
are studied, and several examples are presented, showing that some well-known
properties of torsion functors over noetherian rings do not generalise to non-
noetherian rings.
Introduction
Throughout the following, let R be a ring and let a ⊆ R be an ideal. (Rings
are always understood to be commutative.) The a-torsion functor and its right
derived cohomological functor (i.e., local cohomology) are useful tools in com-
mutative algebra and algebraic geometry. They behave nicely if the ring R is
noetherian, and they are mostly studied in this situation (cf. [4] for a comprehens-
ive treatment from an algebraic point of view). If we wish to extend the theory
of local cohomology to non-noetherian rings, then we face several challenges. For
example, torsion functors need not preserve injectivity of modules ([10], [14]), and
local cohomology need not be isomorphic to Cˇech cohomology ([1], [14]). But
even more fundamental, the two definitions of torsion functors that are usually
used and that are equivalent over a noetherian ring turn out to be not equivalent
anymore in a non-noetherian setting. Namely, for an R-module M we consider its
sub-R-modules
Γa(M) = {x ∈M | ∃n ∈ N : an ⊆ (0 :R x)}
and
Γa(M) = {x ∈M | a ⊆
√
(0 :R x)}.
Then, Γa(M) ⊆ Γa(M), but these two modules need not be equal. These definitions
can be extended to two preradicals Γa and Γa; we call the first one the small
a-torsion functor and the second one the large a-torsion functor, reflecting the
aforementioned inclusion between them. It is the aim of this article to study
and compare these two functors over arbitrary rings. Its goal is twofold. First,
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it provides a collection of basic results on torsion functors over arbitrary rings;
considering the ubiquity of noetherian hypotheses in the literature, this seems
useful. Second, it shall serve as a warning: When leaving the cosy noetherian
home for the non-noetherian wilderness, one has to be very careful, since one may
lose properties of torsion functors one got used to.
We briefly mention now some of the questions we will discuss.
A) For an ideal b ⊆ R, how can we compare a-torsion and b-torsion functors?
It was shown in [11] that the comparison of Γa and Γb may be delicate, and in
particular that Γa and Γ√a need not coincide. Large torsion functors behave better:
Γa = Γb if and only if
√
a =
√
b.
B) When do we have Γa = Γa?
This holds if R is noetherian, but not in general. We show that Γa = Γa if and
only if a is half-centred, i.e., if an R-module M fulfills Γa(M) = M if and only if
its weak assassin is contained in Var(a).
C) When are the a-torsion functors radicals?
The functor Γa is a radical, and hence Γa is a radical in case R is noetherian.
In general, Γa need not be a radical. It is moreover possible that Γa is a radical
without coinciding with Γa.
D) When do the a-torsion R-modules form a Serre class?
The R-modulesM with Γa(M) =M form a Serre class, but those with Γa(M) = M
need not do so.
E) When do a-torsion functors commute with flat base change?
If a is of finite type, then Γa = Γa commutes with flat base change. In general this
need not be the case. On the positive side, Γa commutes with flat base change to
an R-algebra whose underlying R-module is Mittag-Leffler.
F) What exactness properties do a-torsion functors have?
The functors Γa and Γa are left exact and commute with direct sums. In general,
they are not exact, and they commute neither with infinite products nor with right
filtering inductive limits.
The first two sections are of a preliminary nature. Section 1 contains some
results on nilpotency and idempotency, for in the examples and counterexamples
in later sections we often consider ideals that are nil or idempotent, and we also
give some specific results for these cases. In Section 2 we collect some basics on
Mittag-Leffler modules, a notion which pops up in our investigation of the flat
base change property. The study of torsion functors starts with Section 3.
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In a subsequent work ([13]) we will extend the results on the interplay of assassins
and weak assassins with small torsion functors from [12] and generalise them to
large torsion functors. A further step should be an investigation of the relation
between small and large local cohomology, i.e., the right derived cohomological
functors of the small and the large torsion functor. For this, a study similar to
[10] about the behaviour of injective modules under large torsion functors will be
necessary.
Notation. We denote by Mod(R) the category of R-modules. For a set I we
denote by R[(Xi)i∈I ] the polynomial algebra in the indeterminates (Xi)i∈I over R.
We denote by Idem(R) the set of idempotent elements of R, by Var(a) the set of
prime ideals of R containing a, and by
√
a the radical of a. For an R-module M
we denote by ZDR(M) the set of zerodivisors on M , by SuppR(M) the support of
M , by AssR(M) the assassin of M , and by Ass
f
R(M) the weak assassin of M . If
h : R → S is a morphism of rings and no confusion can arise, then we denote by
aS the ideal 〈h(a)〉S ⊆ S and by • ↾R : Mod(S) → Mod(R) the scalar restriction
functor with respect to h. In general, notation and terminology follow Bourbaki’s
E´le´ments de mathe´matique.
1. Preliminaries on nilpotency and idempotency
(1.1) The ideal a is called nilpotent if there exists n ∈ N such that an = 0,
quasinilpotent (or nil of bounded index ) if there exists n ∈ N such that for every
r ∈ a we have rn = 0, T-nilpotent if for every sequence (ri)i∈N in a there exists
n ∈ N such that ∏ni=0 ri = 0, and nil if for every r ∈ a there exists n ∈ N such
that rn = 0.
(1.2) We say that a has a power of finite type if there exists n ∈ N∗ such that
an is of finite type. Ideals of finite type and nilpotent ideals clearly have powers
of finite type, but an ideal that has a power of finite type need neither be of finite
type nor nilpotent ([5, Section 3]).
(1.3) It is readily checked that
a is nilpotent +3

a is quasinilpotent

a is T-nilpotent +3 a is nil,
and that these four properties are equivalent if a has a power of finite type. The
zero ideal has all of these properties, while – provided R 6= 0 – the ideal R has
none of them.
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(1.4) A) A quasinilpotent ideal need not be T-nilpotent. Indeed, let K be a field
of characteristic 2, let
R := K[(Xi)i∈N]/〈X2i | i ∈ N〉,
let Yi denote the canonical image of Xi in R for i ∈ N, and let a := 〈Yi | i ∈ N〉R.
For r ∈ a there exist n ∈ N and (ai)ni=0 ∈ K with r =
∑n
i=0 aiYi, implying
r2 =
∑n
i=0 a
2
iY
2
i = 0. Therefore, a is quasinilpotent. Furthermore,
∏n
i=0 Yi 6= 0 for
every n ∈ N, hence a is not T-nilpotent. Note that R is a 0-dimensional local ring
with maximal ideal a. (This example is taken from [8, III.4.4].)
B) A T-nilpotent ideal need not be quasinilpotent. Indeed, let K be a field, let
R := K[(Xi)i∈N]/〈{XiXj | i, j ∈ N, i 6= j} ∪ {X i+1i | i ∈ N}〉,
let Yi denote the canonical image of Xi in R for i ∈ N, and let a := 〈Yi | i ∈ N〉R. If
there exists a sequence (ri)i∈N in a such that for every n ∈ N we have
∏n
i=0 ri 6= 0,
then there exists such a sequence where all the ri are monomials in (Yj)j∈N, and
as YiYj = 0 for i, j ∈ N with i 6= j, there exists k ∈ N such that all the ri
are monomials in Yk, implying the contradiction
∏k+1
i=0 ri = 0. Therefore, a is T-
nilpotent. Furthermore, Y nn 6= 0 for every n ∈ N, hence a is not quasinilpotent.
Note that R is a 0-dimensional local ring with maximal ideal a. (This example is
taken from [10, 2.12].)
C) It follows from A) and B) that the only implications between the four prop-
erties in 1.3 are the ones given there and their obvious composition.
(1.5) A quasinilpotent and T-nilpotent ideal need not be nilpotent. Indeed, let
K be a field of characteristic 2, let
R := K[(Xi)i∈N]/〈{X2i | i ∈ N} ∪ {XiXj | i, j ∈ N, 2i < j}〉,
let Yi denote the canonical image of Xi in R for i ∈ N, and let a := 〈Yi | i ∈ N〉R.
If n ∈ N, then for i, j ∈ [n + 1, 2n] we have 2i ≥ j, implying 0 6= ∏2ni=n+1 Yi ∈ an.
Thus, a is not nilpotent. Moreover, the same argument as in 1.4 A) shows that a
is quasinilpotent. Finally, if there exists a sequence (ri)i∈N in a such that for every
n ∈ N we have ∏ni=0 ri 6= 0, then there exists such a sequence where all the ri
are monomials in (Yj)j∈N, and thus we can suppose that ri = Yji for every i ∈ N,
where (ji)i∈N is an injective family in N. Injectivity of (ji)i∈N implies that there
exists k ∈ N with jk > 2j0, yielding the contradiction
∏k
i=0 ri = 0. Therefore, a
is T-nilpotent. Note that R is a 0-dimensional local ring with maximal ideal a.
(This example was pointed out by Yves Cornulier.)
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(1.6) A) The ideal a is said to be generated by a single idempotent if there exists
e ∈ Idem(R) with a = 〈e〉R, generated by idempotents if there exists E ⊆ Idem(R)
with a = 〈E〉R, and idempotent if a2 = a.
B) The ideal a is generated by a single idempotent if and only if the canonical
injection a →֒ R is a section in Mod(R) ([2, I.8.11 Proposition 10]).
(1.7) A) Clearly, we have
a is generated by
a single idempotent
+3 a is generated
by idempotents
+3 a is idempotent.
B) If a is of finite type, then the three properties in A) are equivalent. Indeed, if
a is of finite type and idempotent, then by Nakayama’s Lemma ([9, Theorem 2.2])
there exists x ∈ (0 :R a) with 1−x ∈ a, hence (1−x)2 = 1−x−x(1−x) = 1−x,
and therefore 1 − x ∈ Idem(R). For y ∈ a we have y = y − xy = y(1− x), hence
y ∈ 〈1 − x〉R. It follows a ⊆ 〈1 − x〉R ⊆ a. So, a = 〈1 − x〉R is generated by a
single idempotent.
C) None of the converses in A) holds. Indeed, let K be a field, let R :=
K[(Xi)i∈Z], and consider the ideals a := 〈Xi | i ∈ Z〉R, b := 〈X2i − Xi | i ∈ Z〉R
and c := 〈X2i −Xi+1 | i ∈ Z〉R. The canonical image of a in R/b is generated by
idempotents, but not by a single idempotent, and the canonical image of a in R/c
is idempotent, but not generated by idempotents.
D) The ring R/b from C) is absolutely flat. Indeed, let Yi denote the canonical
image of Xi in R/b for i ∈ Z. If p ∈ Spec(R) and i ∈ N, then Yi(1− Yi) = 0 ∈ p,
hence Yi ∈ p or 1− Yi ∈ p. This shows
Spec(R) = {〈Yi | i ∈ I〉R + 〈1− Yi | i ∈ J〉R | (I, J) is a partition of N}.
So, if p, q ∈ Spec(R) with p ( q, then we get the contradiction
{i ∈ N | Yi ∈ p} $ {i ∈ N | Yi ∈ q}, N \ {i ∈ N | Yi ∈ p} $ N \ {i ∈ N | Yi ∈ q},
thus dim(R) = 0. It is readily checked that R/b is reduced and hence absolutely
flat.
E) The ring R/c from C) is a 1-dimensional Bezout domain. (Recall that a
Bezout domain is a domain whose ideals of finite type are principal, and that
filtering unions of Bezout domains are Bezout domains ([3, VII.1 Exercice 20]).)
Indeed, let Yi denote the canonical image of Xi in R/c for i ∈ Z. If n ∈ Z,
then K[Yn] is a polynomial algebra in one indeterminate over K, hence a prin-
cipal ideal domain, and we have K[Yn] ⊆ K[Yn−1]. So, R/c =
⋃
n∈NK[Y−n] is a
filtering union of principal ideal domains and therefore a Bezout domain. Now,
we consider the extension K[Y0] ⊆ R/c. For i ∈ N we have Y 2i−i − Y0 = 0, hence
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Y−i is integral over K[Y0]. Therefore, the extension K[Y0] ⊆ R/c is integral, and
thus dim(R/c) = dim(K[Y0]) = 1 ([3, VIII.3 The´ore`me 1]) as claimed. (This is
essentially [7, Example 39].)
(1.8) Proposition The following statements are equivalent: (i) Every ideal of
finite type of R is generated by a single idempotent; (ii) Every ideal of R is gen-
erated by idempotents; (iii) Every ideal of R is idempotent; (iv) R is absolutely
flat.
Proof. “(i)⇒(ii)⇒(iii)” is clear. “(iii)⇒(i)” follows from 1.7 B). “(i)⇒(iv)”: If
a ⊆ R is an ideal of finite type, then the canonical injection a →֒ R is a section
(1.6 B)), hence the induced morphism a ⊗R M → R ⊗R M is a monomorphism
for every R-module M ([3, I.2.1 Lemme 2]), and thus R is absolutely flat ([3, I.2.3
Remarque 1]). “(iv)⇒(iii)”: If a ⊆ R is an ideal, then tensoring the exact sequence
of R-modules 0 → a →֒ R → R/a with the flat R-module R/a yields an exact
sequence of R-modules 0→ a/a2 → R/a IdR/a−→ R/a, and thus a = a2 is idempotent.
(This argument is essentially [10, 1.10].) 
2. Preliminaries on Mittag-Leffler modules
Throughout this section, let M be an R-module.
(2.1) A) For a family N = (Ni)i∈I of R-modules there is a canonical morphism
of R-modules
εM,N : M ⊗R
(∏
i∈I
Ni
)→
∏
i∈I
(M ⊗R Ni)
with εM,N(x ⊗ (yi)i∈I) = (x⊗ yi)i∈I for x ∈ M and (yi)i∈I ∈
∏
i∈I Ni, which need
neither be a mono- nor an epimorphism ([15, 059I]).
B) Let I be a set. For an R-module N we consider the constant family N =
(N)i∈I and get by A) a canonical morphism of R-modules
εM,N,I := εM,N : M ⊗R (N I)→ (M ⊗R N)I ,
which need neither be a mono- nor an epimorphism. (It need not be a mono-
morphism by the first example in [15, 059I] together with 2.4 below, and it need
not be an epimorphism by the second example in loc. cit.)
(2.2) A) The canonical morphism εM,N is an isomorphism for every N if and only
if M is of finite presentation, and it is an epimorphism for every N if and only if
M is of finite type ([15, 059K, 059J]).
B) The R-module M is called Mittag-Leffler if the canonical morphism εM,N
is a monomorphism for every N. (By [15, 059M] this is equivalent to the usual
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definition of Mittag-Leffler modules (cf. [15, 0599]).) IfM is of finite presentation,
then it is Mittag-Leffler by A). If M is projective, then it is Mittag-Leffler by [15,
059R].
(2.3) Let N = (Ni)i∈I be a family of R-modules. Taking the products of the
canonical injections ιi : Ni ֌
⊕
j∈I Nj for i ∈ I and keeping in mind [2, II.1.5
Proposition 5] we get a canonical monomorphism of R-modules
∆N :
∏
i∈I
Ni ֌
∏
i∈I
⊕
j∈I
Nj.
(2.4) Proposition Let M be flat and let I be a set. The following statements
are equivalent:
(i) εM,N is a monomorphism for every family N = (Ni)i∈I of R-modules;
(ii) εM,N,I is a monomorphism for every R-module N .
Proof. Clearly, (i) implies (ii). Conversely, suppose that (ii) holds, let N = (Ni)i∈I
be a family of R-modules, let N :=
⊕
i∈I Ni, and let M ⊗R N := (M ⊗R Ni)i∈I .
There is a commutative diagram of R-modules
∏
i∈I(M ⊗R Ni) //
∆M⊗RN //
∏
i∈I
⊕
j∈I(M ⊗R Nj)
∼= // ∏
i∈I(M ⊗R (
⊕
j∈I Nj))
M ⊗R (
∏
i∈I Ni)
M⊗R∆N //
εM,N
OO
M ⊗R (
∏
i∈I
⊕
j∈I Nj),
OO
εM,N,I
OO
where the unmarked isomorphism is the canonical one ([2, II.3.7 Proposition 7]).
As ∆N is a monomorphism (2.3) and M is flat, it follows that M ⊗R ∆N is a
monomorphism, hence εM,N is a monomorphism, and thus (i) holds. 
(2.5) Corollary A flat R-module M is Mittag-Leffler if and only if εM,N,I is a
monomorphism for every R-module N and every set I.
Proof. Immediately from 2.4. 
(2.6) Proposition Let R be absolutely flat. The following statements are equi-
valent:
(i) M is Mittag-Leffler;
(ii) There exists a cardinal κ ≥ Card(R) such that εM,R,κ is a monomorphism;
(iii) M is pseudocoherent.
Proof. By [6, Theorem 1 Corollary], (i) and (ii) are equivalent, and they are equi-
valent to sub-R-modules of finite type of M being projective. Since an R-module
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of finite type is projective if and only if it is of finite presentation ([2, X.1.5 Pro-
position 8 Corollaire]), this last condition is equivalent toM being pseudocoherent
(i.e., sub-R-modules of M of finite type are of finite presentation). 
3. Definition of torsion functors
(3.1) A preradical is a subfunctor of IdMod(R). A radical is a preradical F such
that F (M/F (M)) = 0 for every R-module M . Being subfunctors of the R-linear
functor IdMod(R), preradicals are R-linear.
(3.2) For an R-module M we set
Γa(M) := {x ∈ M | ∃n ∈ N : an ⊆ (0 :R x)}
and
Γa(M) := {x ∈M | a ⊆
√
(0 :R x)},
thus obtaining sub-R-modules
Γa(M) ⊆ Γa(M) ⊆M.
By restriction and coastriction, a morphism of R-modules h : M → N induces
morphisms of R-modules
Γa(h) : Γa(M) → Γa(N) and Γa(h) : Γa(M)→ Γa(N).
So, there are subfunctors
Γa →֒ Γa →֒ IdMod(R).
In particular, Γa and Γa are preradicals and hence R-linear (3.1). We call Γa the
small a-torsion functor and Γa the large a-torsion functor.
(3.3) A) If M is an R-module, then
Γa(M) = {x ∈M | SuppR(〈x〉R) ⊆ Var(a)}.
Indeed, if x ∈ M , then SuppR(〈x〉R) = Var(0 :R x) ([3, II.4.4 Proposition 17]),
and thus we have a ⊆ √(0 :R x) if and only if SuppR(〈x〉R) ⊆ Var(a) ([3, II.4.3
Proposition 11 Corollaire 2]).
B) It follows from A) and [3, II.4.4 Proposition 16] that for an R-module M we
have M = Γa(M) if and only if SuppR(M) ⊆ Var(a).
C) By [4, 1.2.11] (in whose proof noetherianness of R is not used), there is a
canonical isomorphism of functors
Γa(•) ∼= lim−→
n∈N
HomR(R/a
n, •)
from Mod(R) to itself.
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D) For an ideal b ⊆ R, it is readily checked that
Γa+b = Γa ∩ Γb = Γa ◦ Γb and Γa+b = Γa ∩ Γb = Γa ◦ Γb.
(3.4) Let b ⊆ R be an ideal. Then, Γa is a subfunctor of Γb if and only if there
exists n ∈ N with bn ⊆ a. In particular, Γa = Γan for every n ∈ N∗. If Γa = Γb,
then
√
a =
√
b, but the converse need not hold; it does hold if there exist m,n ∈ N
with
√
a
m ⊆ a and √bn ⊆ b, hence in particular if √a and √b are of finite type.
Similarly, we have Γa = Γ√a if and only if there exists n ∈ N with
√
a
n ⊆ a, but
this need not hold in general ([11, 2.2, 2.3, 3.4]).
(3.5) Proposition Let b ⊆ R be an ideal.
a) Γa is a subfunctor of Γb if and only if b ⊆
√
a.
b) Γa = Γb if and only if
√
a =
√
b.
c) Γa = Γ√a.
Proof. a) If Γa is a subfunctor of Γb, then R/a = Γa(R/a) ⊆ Γb(R/a), and therefore
b ⊆
√
(0 :R 1 + a) =
√
a. Conversely, suppose that b ⊆ √a. If M is an R-module
and x ∈ Γa(M), then a ⊆
√
(0 :R x), hence b ⊆
√
a ⊆ √(0 :R x), and therefore
x ∈ Γb(M). b) and c) follow immediately from a) and b), resp. 
(3.6) Proposition a) Γa = 0 if and only if Γa = 0 if and only if a = R.
b) Γa = IdMod(R) if and only if a is nilpotent.
c) Γa = IdMod(R) if and only if a is nil.
Proof. a) follows from the facts that Γa is a subfunctor of Γa and that Γa(R/a) =
R/a. b) and c) follow by considering Γa(R) and Γa(R), resp. 
(3.7) A) If h : R→ S is a morphism of rings, then
Γa(•↾R) = ΓaS(•)↾R and Γa(•↾R) = ΓaS(•)↾R
as functors from Mod(S) to Mod(R).
B) Let b ⊆ R be an ideal. Considering the canonical morphism of rings R→ R/b
and setting a := (a+ b)/b ⊆ R/b, we get from A)
Γa(•↾R) = Γa(•)↾R and Γa(•↾R) = Γa(•)↾R
as functors from Mod(R/b) to Mod(R).
4. Coincidence
(4.1) If a is nil but not nilpotent, then Γa 6= Γa (3.6); concrete such examples will
be discussed in 5.4. As there exists ideals that are idempotent and nil, but not
nilpotent (e.g. the maximal ideal of the 0-dimensional local ring T constructed in
9
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[10, 2.2]) it follows that even if a is idempotent, then Γa and Γa need not coincide;
a concrete such example with an idempotent non-nil ideal will be discussed in 5.5
B).
(4.2) Proposition For an R-module M we have
Γa(M) =M +3 Ass
f
R(M) ⊆ Var(a) ks +3 Γa(M) =M.
Proof. The first implication holds by [12, 4.2]. If AssfR(M) ⊆ Var(a) and x ∈ M ,
then a ⊆√(0 :R x), hence x ∈ Γa(M), implying Γa(M) =M . Conversely, suppose
that Γa(M) = M and let p ∈ AssfR(M). Then, there exists x ∈ M with p ∈
min(0 :R x). For r ∈ a there exists n ∈ N with rnx = 0, hence rn ∈ (0 :R x) ⊆ p,
yielding r ∈ p, and therefore p ∈ Var(a). 
(4.3) The first implication in 4.2 need not be an equivalence. If it is an equival-
ence for every R-module M , then a is called half-centred ([12, 4.3]). The notion of
half-centredness will be put in a larger framework in [13].
(4.4) Proposition a) a is half-centred if and only if an is so for some n ∈ N∗.
b) If b ⊆ R is a half-centred ideal with a ⊆ b ⊆ √a, then a is half-centred.
c) If a has a power of finite type, then it is half-centred.
d) If a is generated by idempotents, then it is half-centred.
Proof. a) holds since Var(a) = Var(an) and Γa = Γan (3.4). b) holds since Var(a) =
Var(b) and Γb is a subfunctor of Γa (3.4). c) follows from a) and [12, 4.3 C)]. d) Let
M be an R-module with AssfR(M) ⊆ Var(a). If x ∈ M , then a ⊆
⋂
AssfR(M) ⊆⋂
min(0 :R x) =
√
(0 :R x), and as a is generated by idempotents it follows a ⊆
(0 :R x), hence x ∈ Γa(M). 
(4.5) Theorem We have Γa = Γa if and only if a is half-centred.
Proof. If Γa = Γa, then a is half-centred by 4.2. Conversely, suppose that a is
half-centred. Let M be an R-module. If x ∈ Γa(M), then Γa(〈x〉R) = 〈x〉R, so 4.2
implies Γa(〈x〉R) = 〈x〉R and therefore x ∈ Γa(M). It follows Γa(M) = Γa(M) and
thus the claim. 
(4.6) Corollary a) If a has a power of finite type or is generated by idempotents,
then Γa = Γa.
b) If R is noetherian or absolutely flat, then Γa = Γa.
c) If b ⊆ R is an ideal with a ⊆ b ⊆ √a and Γb = Γb, then Γa = Γa.
d) If M is a noetherian R-module, then Γa(M) = Γa(M).
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Proof. a) and c) follow from 4.5 and 4.4. b) follows from a) and 1.8. d) follows from
3.7 B) and b) by considering M as a module over the noetherian ring R/(0 :R M)
([2, VIII.1.3 Proposition 6 Corollaire]). 
(4.7) A) If b ⊆ R is an ideal with a ⊆ b ⊆ √a that has a power of finite type,
then Γa = Γa by 4.6 a) and c). This hypothesis is strictly weaker than a having
a power of finite type. In fact, there exists an ideal without powers of finite type
whose radical is principal. Indeed, let p be a prime number, let
S := Z[(Xi)i∈N]/〈pXi+1 −Xi | i ∈ N〉,
let Yi denote the canonical image of Xi in S for i ∈ N, let c := 〈Yi | i ∈ N〉S, let
m := 〈p〉S + c, and let a := 〈p2〉S + c. Then, R := Sm is a 2-dimensional valuation
ring whose maximal ideal mm = 〈p〉R is principal, and Spec(R) = {0, cm,mm} ([10,
2.9]). Clearly, am ⊆ mm. If am ⊆ cm, then p2 ∈ cm, and as cm is prime it follows
that p ∈ cm, yielding the contradiction cm = mm; therefore, am 6⊆ cm. This implies
that Var(am) = {mm}, thus √am = mm is principal.
We assume now that there exists n ∈ N∗ such that anm is of finite type. Then,
there exists k ∈ N such that anm is generated by
n⋃
j=1
{p2j ·
n−j∏
l=1
Yil | i1, . . . , in−j ∈ [0, k]}.
Now we consider Y nk+1 ∈ anm. There exist h ∈ S \m, f ∈ S and g ∈ 〈Yi | i ∈ [0, k]〉S
with hY rk+1 = p
2f + g. We write the elements h, f and g of S as classes of
polynomials in indeterminates whose indices are at least k + 1, and then compare
the coefficients of Y nk+1 in these two classes of polynomials in S. On the left side,
since h /∈ m, this coefficient is not a multiple of p. On the right side, the coefficients
of Y nk+1 in fp
2 and in g are multiples of p. This is a contradiction, and thus no
power of am is of finite type.
B) If b ⊆ R is an ideal generated by idempotents with a ⊆ b ⊆ √a, then a = b.
Therefore, combining 4.6 a) and c) yields no further criterion for Γa and Γa to
coincide.
5. Radicality
(5.1) Proposition a) The functor Γa is a radical.
b) If a is half-centred or idempotent, then Γa is a radical.
Proof. a) LetM be an R-module, and let x ∈M with x+Γa(M) ∈ Γa(M/Γa(M)).
For r ∈ a there exists n ∈ N with rnx ∈ Γa(M), hence there exists m ∈ N with
rmx = 0. This implies x ∈ Γa(M) and thus the claim. b) If a is half-centred,
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then this is clear from a) and 4.5. Suppose that a is idempotent. Let M be an
R-module, and let x ∈ M with x + Γa(M) ∈ Γa(M/Γa(M)). Then, ax ⊆ Γa(M),
hence ax = a2x = 0, thus x ∈ Γa(M), and so we get the claim. 
(5.2) Proposition Let b ⊆ R be an ideal, and let a := (a + b)/b ⊆ R/b. If Γa
is a radical, then so is Γa.
Proof. If M is an R/b-module, then 3.7 B) implies
Γa(M/Γa(M))↾R= Γa(M ↾R /Γa(M ↾R)) = 0
and hence we get the claim. 
(5.3) Lemma If b ⊆ R is an ideal with (a + b)/b ⊆ Γa(R/b) 6= R/b, then
Γa((R/b)/Γa(R/b)) 6= 0.
Proof. As Γa(R/b) 6= R/b we have (1 + b) + Γa(R/b) ∈ ((R/b)/Γa(R/b)) \ 0.
Moreover, a((1 + b) + Γa(R)) = (a + b) + Γa(R/b) = 0 ∈ (R/b)/Γa(R/b), hence
(1 + b) + Γa(R/b) ∈ Γa((R/b)/Γa(R/b)) \ 0. 
(5.4) A) Let R and a be as in 1.4 A). Let b :=
∑
i∈N a
iYi ⊆ R. If i ∈ N, then
aiYi ⊆ b, hence Yi + b ∈ Γa(R/b), and thus a/b ⊆ Γa(R/b). Moreover, ai contains
every squarefree monomial with i factors, hence ai 6⊆ b, because in every squarefree
monomial with i factors in b occurs Yi−1. It follows that Γa(R/b) 6= R/b, and hence
Γa is not a radical by 5.3. (More precisely, since a is the unique maximal ideal of
R we get Γa(R/b) = a/b, and therefore Γa((R/b)/Γa(R/b)) = Γa(R/a) = R/a.)
(This example is due to Pham Hung Quy.)
B) Let R and a be as in 1.4 B). Clearly, Γa(R) = a, so 5.3 (applied with b = 0)
implies Γa(R/Γa(R)) 6= 0, and thus Γa is not a radical.
C) Let R and a be as in 1.5. Let i ∈ N. Let J ⊆ N be a subset of cardinality
2i + 2, so that we may write J = {m1, . . . , m2i+2} with mj < mj+1 for every j ∈
[1, 2i + 1]. Then, 2i < m2i+2, hence Ym2i+2Yi = 0, and therefore (
∏
j∈J Yj)Yi = 0.
It follows that a2i+2Yi = 0, and therefore Yi ∈ Γa(R). This shows a ⊆ Γa(R). As a
is the unique maximal ideal of R but not nilpotent, we get Γa(R) = a. As in B) it
follows that Γa is not a radical.
D) Let K be a field, let
R := K[(Xi)i∈N]/〈X i+1i | i ∈ N〉,
let Yi denote the canonical image of Xi in R for i ∈ N, and let a := 〈Yi | i ∈ N〉.
Factoring out b := 〈YiYj | i, j ∈ N, i 6= j〉, it follows from B) and 5.2 that Γa is not
a radical. (For a direct proof on use of 5.3 we may observe that a/b ⊆ Γa(R/b) 6=
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R/b.) (Note that R is a 0-dimensional local ring whose maximal ideal a is neither
quasinilpotent nor T-nilpotent.)
(5.5) A) Let R, a and b be as in 1.7 C). Then, a/b ⊆ R/b is generated by
idempotents, hence Γa/b = Γa/b is a radical (4.6 a), 5.1 a)).
B) Let R, a and c be as in 1.7 C). Let R := R/c, let a := a/c, and let Yi denote
the canonical image of Xi in R for i ∈ Z. Then, a ⊆ R is idempotent, hence Γa
is a radical (5.1 b)). We consider the R-module M := R/〈Y0〉R. For i ∈ N we
have YiM = 0 and Y
2i
−i = Y−i+i = Y0, hence Y
2i
−iM = 0, implying Γa(M) =M . We
assume now that there exists g ∈ R \ 〈Y0〉R with ag ∈ 〈Y0〉R. Then, there occurs
in g a monomial t that is not a multiple of Y0, but such that Yit is a multiple of
Y0 for every i ∈ Z<0. So, there exists a strictly increasing sequence (lj)kj=0 in Z<0
with t =
∏k
j=0 Ylj , and choosing i < l0 we get the contradiction that Yi ·
∏k
j=0 Ylj
is a multiple of Y0. This shows that Γa(M) = 0, and thus it follows that Γa 6= Γa.
(5.6) A) We saw in 5.5 B) that Γa may be a radical but Γa 6= Γa. Therefore, Γa
need not be the smallest radical containing Γa in the sense of [16, VI.1.5].
B) It may happen even for a nil ideal that Γa is a radical but Γa 6= Γa. Indeed,
if a is idempotent, nil and nonzero, then Γa is a radical (5.1 b)), but Γa(R) =
(0 :R a) 6= R = Γa(R) (3.6 c)), hence Γa 6= Γa. An example of a 0-dimensional
local ring whose maximal ideal fulfils these conditions is given in [10, 2.2].
(5.7) Question The preceding results give rise to the following question:
(∗) For which ideals a is Γa a radical?
6. Serre classes
(6.1) A class S of R-modules is called a Serre class if 0 ∈ S and for every exact
sequence 0 → N → M → P → 0 of R-modules we have M ∈ S if and only if
N,P ∈ S.
(6.2) We set
Ta := {M ∈ Ob(Mod(R)) | Γa(M) =M}
and
T a := {M ∈ Ob(Mod(R)) | Γa(M) =M}.
Clearly, 0 ∈ Ta ⊆ T a.
(6.3) Proposition The class T a is a Serre class.
Proof. This follows immediately from 3.3 B) and [3, II.4.4 Proposition 16]. 
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(6.4) Proposition Let 0 → N h→ M l→ P → 0 be an exact sequence of R-
modules.
a) If M ∈ Ta, then N,P ∈ Ta.
b) If N is noetherian and N,P ∈ Ta, then M ∈ Ta.
Proof. a) Suppose that M ∈ Ta. If x ∈ N , then h(x) ∈ Γa(M), hence there exists
n ∈ N with h(anx) = anh(x) = 0, thus with anx = 0, and therefore x ∈ Γa(N). If
x ∈ P , then there exists y ∈ Γa(M) with l(y) = x, hence there exists n ∈ N with
any = 0, implying anx = anl(y) = l(any) = 0, and thus x ∈ Γa(P ).
b) Suppose that N is noetherian and N,P ∈ Ta. Let x ∈ M . Then, there
exists n ∈ N with l(anx) = anl(x) = 0, implying anx ⊆ h(N). So, there exists
a sub-R-module U ⊆ N with h(U) = anx. Since U is of finite type, there exists
m ∈ N with amU = 0, implying am+nx = amh(U) = h(amU) = h(0) = 0, and thus
x ∈ Γa(M). 
(6.5) Proposition If a is half-centred or idempotent, then Ta is a Serre class.
Proof. If a is half-centred, then this follows from 4.5 and 6.3. Let a be idempotent,
and let 0→ N h→M l→ P → 0 be an exact sequence of R-modules with N,P ∈ Ta.
If x ∈ M , then al(x) = 0, hence ax ⊆ h(N), thus ax = a2x ⊆ ah(N) = h(aN) =
h(0) = 0, and therefore x ∈ Γa(M). The claim follows now from 6.4 a). 
(6.6) In general, Ta need not be a Serre class, not even if a is quasinilpotent and
T-nilpotent. Indeed, if 0 6= a = Γa(R) 6= R (e.g. as in 1.5 (cf. 5.4 C))), then
Γa(a) = a and Γa(R/a) = R/a, but Γa(R) 6= R.
(6.7) Question The preceding results give rise to the following question:
(∗) For which ideals a is Ta a Serre class?
7. Bounded torsion and zerodivisors
(7.1) A) Let M be an R-module. We say that M is of strongly bounded large
a-torsion if there exists n ∈ N with anM ∩ Γa(M) = 0, and of strongly bounded
small a-torsion if there exists n ∈ N with anM ∩Γa(M) = 0. Furthermore, we say
that M is of bounded large a-torsion if there exists n ∈ N with anΓa(M) = 0, and
of bounded small a-torsion if there exists n ∈ N with anΓa(M) = 0.
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B) It is readily checked that
M is of strongly
bounded large a-torsion
+3

M is of strongly
bounded small a-torsion

M is of bounded
large a-torsion
+3 M is of bounded
small a-torsion.
C) All four properties in A) are inherited by sub-R-modules.
D) The R-module M is of bounded large a-torsion if and only if Γa(M) is of
bounded large a-torsion if and only if Γa(M) is of strongly bounded large a-torsion.
Similarly, M is of bounded small a-torsion if and only if Γa(M) is of bounded small
a-torsion if and only if Γa(M) is of strongly bounded small a-torsion.
(7.2) A) If n ∈ N, then the R-module R/an is of strongly bounded large a-torsion.
B) Noetherian R-modules are of strongly bounded large a-torsion by 4.6 d) and
the Artin–Rees Lemma.
C) If a is nilpotent, then every R-module is of strongly bounded large a-torsion;
we will see in 7.5 b) that the converse need not hold.
D) In general, an R-module need not be of bounded small a-torsion, not even if
a is quasinilpotent and T-nilpotent or if R is noetherian. Indeed, if R and a are as
in 1.4 B) or 1.5, then a is not nilpotent and Γa(R) = a (5.4 B), C)), hence no power
of a annihilates Γa(R). Similarly, if R, a and b are as in 1.4 A) or 5.4 D), then no
power of a is contained in b and Γa(R/b) = a/b (5.4 A), D)), hence no power of a
annihilates Γa(R/b). For an example with a noetherian ring, let R be a noetherian
integral domain that is not a field, let a 6= 0, and let M := ⊕n∈NR/an. Then,
Γa(M) = M , and for n ∈ N we have an 6= an+1 (1.7 B)), hence an(R/an+1) 6= 0,
and therefore anΓa(M) 6= 0.
(7.3) A) An R-module of strongly bounded small a-torsion need not be of bound-
ed large a-torsion. Indeed, if a is idempotent, nil, nonzero and fulfils (0 :R a) = 0,
then Γa(R) = 0 6= R = Γa(R) (5.6 B)), hence R is of strongly bounded small
a-torsion, but not of bounded large a-torsion. The proof of [12, 3.9] shows that
the maximal ideal of the 0-dimensional local ring T constructed in [10, 2.2] fulfils
these conditions. (A further such example will be given in 7.6.)
B) An R-module of bounded large a-torsion need not be of strongly bounded
small a-torsion, not even if R is noetherian. Indeed, let R := K[X, Y ] be the
polynomial algebra in two indeterminates over a field K, and let a := 〈X, Y 〉R.
Note that Γa = Γa (4.6 a)) and Γa(a) = 0. We consider the free R-module F with
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basis (ei)i∈N and the R-module
M := F/〈{Xe0, Y e0} ∪ {Xe2i+1 + Y e2i+2 − e0 | i ∈ N}〉R.
Note that aM = M . For i ∈ N we denote by ai the canonical image of ei in M ,
and consider the sub-R-module Mi := 〈aj | j ∈ [0, 2i]〉R ⊆ M and the canonical
inclusion fi : Mi →֒ Mi+1. Then, M =
⋃
i∈NMi. Note that M0 = 〈a0〉R, hence
aM0 = 0, and therefore Γa(M0) =M0 and aΓa(M0) = 0. It follows that Γa(M) 6= 0,
and as aM =M we see that M is not of strongly bounded small a-torsion.
For i ∈ N there is an isomorphism of R-modules Coker(fi)
∼=−→ a with aj 7→ 0 for
j ∈ [0, 2i], a2i+1 7→ Y and a2i+2 7→ −X , implying Γa(Coker(fi)) = 0 and therefore
Γa(Mi) = Γa(Mi+1). Inductively, we get Γa(Mi) = M0 for every i ∈ N, and thus
it follows that Γa(M) = M0 (directly or by 9.2). Now, aΓa(M) = aM0 = 0, and
therefore M is of bounded large a-torsion. (This example was pointed out by Will
Sawin.)
C) It follows from A) and B) that the only implications between the four prop-
erties in 7.1 B) are the ones given there and their obvious composition.
(7.4) A) If an R-module M is of bounded large a-torsion, then Γa(M) = Γa(M).
The converse need not hold. Indeed, let R and a be such that there exists an
R-module N that is not of bounded small a-torsion (e.g. as in 7.2 D)), and let
M := Γa(N). Then, Γa(M) = M , hence Γa(M) = Γa(M). For every n ∈ N
we have anΓa(N) 6= 0, hence anΓa(M) 6= 0, and thus M is not of bounded large
a-torsion.
B) An R-module of bounded large a-torsion and of strongly bounded small a-
torsion is of strongly bounded large a-torsion, as follows from A).
(7.5) Proposition a) If a is idempotent, then every R-module is of bounded
small a-torsion, but not necessarily of bounded large a-torsion or of strongly boun-
ded small a-torsion.
b) If a is generated by idempotents, then every R-module is of strongly bounded
large a-torsion.
Proof. a) The first statement is clear from the definition, and the second one follows
from 7.3 A). For the third one, let K be a field, let Q denote the additive monoid
of positive rationals, let K[Q] be the algebra of Q over K, let {er | r ∈ Q} denote
its canonical basis, let m := 〈er | r > 0〉K[Q], let R := K[Q]/〈er | r > 1〉K[Q], and
let · : K[Q]→ R denote the canonical projection. Then, m is an idempotent ideal
of R and (0 :R m) = 〈e1〉R, implying m ∩ (0 :R m) = 〈e1〉R 6= 0, and thus the
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R-module R is not of strongly bounded small m-torsion. (This example is due to
Pham Hung Quy.)
b) Let E ⊆ Idem(R) with a = 〈E〉R. Let M be an R-module. For x ∈
aM ∩ Γa(M) there exists a finite subset F ⊆ E with x ∈ 〈F 〉RM ∩ Γa(M) ⊆
〈F 〉RM ∩ Γ〈F 〉R(M) (3.5 a)). So, keeping in mind 1.7 B), we can suppose that
a = 〈e〉R with e ∈ Idem(R). Now, if x ∈ aM ∩ (0 :M a), then there ex-
ists y ∈ M with x = ey, implying 0 = ex = eey = ey = x. This shows
aM ∩ Γa(M) = aM ∩ (0 :M a) = 0 (4.6 a)), and thus the claim is proven. 
(7.6) Let R, a andM be as in 5.5 B) (cf. 1.7 C)). Then, a is idempotent, and thus
M is of bounded small a-torsion (7.5 a)). Moreover, 0 = Γa(M) 6= Γa(M) = M
(5.5 B)) and a 6⊆ 〈Y0〉R, so that M is of strongly bounded small a-torsion but not
of bounded large a-torsion.
(7.7) If a is nil, then an R-module is of strongly bounded large a-torsion if and
only if it is of bounded large a-torsion (3.6 c)). The analogous statement for small
a-torsion does not hold, as can be seen by noting that the ideal m in the proof of
7.5 a) is nil.
(7.8) A) Let M be an R-module. Then, we clearly have
Γa(M) 6= 0 +3 Γa(M) 6= 0 +3 a ⊆ ZDR(M).
B) If AssR(M) is finite and ZDR(M) =
⋃
AssR(M), hence in particular if M is
noetherian, then the implications in A) are equivalences ([4, 2.1.1]).
C) None of the converses in A) holds. Examples with Γa(M) = 0 and Γa(M) 6= 0
were given in 7.3 A) and in 7.6. For a counterexample to the converse of the second
implication (even with a noetherian ring) we consider the factorial ring R := Z[X ].
Let P denote the set of prime elements of R, let M :=
⊕
p∈P R/〈p〉R, let p, q ∈ P
with p 6= q and a := 〈p, q〉R 6= R. Then, every non-unit of R is a zerodivisor on
M , hence a ⊆ ZDR(M), and Γa(M) = Γa(M) = 0 (4.6 a)).
8. Flat base change
Throughout this section, let h : R→ S be a flat morphism of rings.
(8.1) A) Composing the exact functor S ⊗R • from Mod(R) to Mod(S) with
Γa →֒ Γa →֒ IdMod(R)
yields monomorphisms
S ⊗R Γa(•)֌ S ⊗R Γa(•)֌ S ⊗R •
of functors from Mod(R) to Mod(S).
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B) LetM be an R-module. Let m ∈ Γa(M) and s ∈ S. If r ∈ a, then 1⊗r ∈ aS,
and there exists n ∈ N with rnm = 0; we get (1 ⊗ r)ns ⊗ x = s ⊗ (rnm) = 0. It
follows that s⊗m ∈ ΓaS(S⊗RM). Therefore, the monomorphism S⊗R Γa(M)֌
S ⊗R M induces by coastriction a monomorphism of S-modules
ρha (M) : S ⊗R Γa(M)֌ ΓaS(S ⊗R M).
C) Let M be an R-module. Let m ∈ Γa(M) and s ∈ S. There exists n ∈ N with
anm = 0, hence (aS)n(s⊗m) = s⊗(anm) = 0. It follows that s⊗m ∈ ΓaS(S⊗RM).
Therefore, the monomorphism S ⊗R Γa(M)֌ S ⊗R M induces by coastriction a
monomorphism of S-modules
ρha (M) : S ⊗R Γa(M)֌ ΓaS(S ⊗R M).
D) The monomorphisms ρha (M) and ρ
h
a (M) in B) and C) are natural in M .
Thus, we obtain a commutative diagram
S ⊗R Γa(•) // //

ρha

S ⊗R Γa(•)

ρha
ΓaS(S ⊗R •)   // ΓaS(S ⊗R •)
of functors from Mod(R) to Mod(S).
(8.2) If S ⊆ R is a subset and η : R→ S−1R denotes the canonical epimorphism
of rings, then, as a special case of 8.1, we get canonical monomorphisms of functors
ρηa : S
−1Γa(•)֌ ΓS−1a(S−1•) and ρηa : S−1Γa(•)֌ ΓS−1a(S−1•).
(8.3) A) It follows from 3.6, 4.6 a) and 8.1 that ρha is an isomorphism if a is nil,
and that ρha = ρ
h
a is an isomorphism if a is nilpotent.
B) In general, neither ρha nor ρ
h
a need be an isomorphism, not even if a is
generated by idempotents and h is the canonical epimorphism of a ring of frac-
tions obtained by inverting a single element. Indeed, let K be a field, let R :=
K[(Xi)i∈N]/〈X2i − Xi | i ∈ N∗〉, let Yi denote the canonical image of Xi in R for
i ∈ N, let a := 〈Yi | i ∈ N∗〉R, let b := 〈Y i0Yi | i ∈ N∗〉R, and let M := R/b. We
consider the subset S := {Y i0 | i ∈ N} ⊆ R and the canonical epimorphism of rings
η : R → S−1R. Then, a ⊆ R and S−1a ⊆ S−1R are generated by idempotents,
hence ρηa = ρ
η
a (4.6 a)). Moreover, Γa(M) = 0, hence S
−1Γa(M) = 0. The ca-
nonical epimorphism M ։ R/a induces an isomorphism S−1M
∼=−→ S−1R/S−1a.
Therefore, HomS−1R(S
−1R/S−1a, S−1M) 6= 0, hence ΓS−1a(S−1M) 6= 0 (3.3 C)).
It follows that ρηa(M) = ρ
η
a(M) is not an isomorphism.
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(8.4) A) There is a canonical monomorphism
σha : S ⊗R HomR(R/a, •)֌ HomS(S/aS, S ⊗R •)
of functors from Mod(R) to Mod(S); it is an isomorphism if a is of finite type ([3,
I.2.10 Proposition 11]).
B) Applying A) to an for every n ∈ N, taking inductive limits of the morphisms
σhan thus obtained for n ∈ N, and keeping in mind 3.3 C) and [2, II.6.3 Proposition
7 Corollaire 3], we get a monomorphism
S ⊗R Γa(•)֌ ΓaS(S ⊗R •)
of functors fromMod(R) toMod(S), equal to the monomorphism ρha in 8.1. Clearly,
if σhan(M) is an isomorphism for infinitely many n and some R-module M , then
ρha (M) is an isomorphism, and if σ
h
an is an isomorphism for infinitely many n, then
ρha is an isomorphism.
(8.5) Proposition Let κ be a cardinal such that infinitely many powers of a
have generating sets of cardinality at most κ. Let M be an R-module such that
εS,M,κ : S⊗R (Mκ)→ (S⊗RM)κ is a monomorphism. Then, the canonical mono-
morphism of S-modules
ρha (M) : S ⊗R Γa(M)֌ ΓaS(S ⊗R M)
is an isomorphism.
Proof. Let b be a power of a with a generating set of cardinality at most κ. Then,
there is an exact sequence of R-modules
R⊕κ → R→ R/b → 0,
hence an exact sequence of S-modules
S⊕κ → S → S/bS → 0.
Applying S ⊗R HomR(•,M) to the first and HomS(•, S ⊗R M) to the second
sequence yields a commutative diagram of S-modules with exact rows
0 // S ⊗R HomR(R/b,M) //
σh
b
(M)

S ⊗R M // S ⊗R HomR(R⊕κ,M)
τ

0 // HomS(S/bS, S ⊗R M) // S ⊗R M // HomS(S⊕κ, S ⊗R M).
There are canonical isomorphisms
S ⊗R HomR(R⊕κ,M) ∼= S ⊗ (Mκ)
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and
HomS(S
⊕κ, S ⊗R M) ∼= (S ⊗R M)κ,
so that, up to isomorphism, τ is equal to the monomorphism εS,M,κ. So, σ
h
b (M) is
an isomorphism by the Five Lemma, and 8.4 B) yields the claim. 
(8.6) Corollary a) If a has a power of finite type, then ρha = ρ
h
a is an isomorph-
ism.
b) If M is a noetherian R-module, then ρha (M) = ρ
h
a(M) is an isomorphism.
c) If the R-module S is Mittag-Leffler, then ρha is an isomorphism.
Proof. a) follows from 4.6 a) and 8.4. b) follows from 3.7 B) and a) by considering
M as a module over the noetherian ring R/(0 :R M) ([2, VIII.1.3 Proposition 6
Corollaire]). c) follows from 2.5 and 8.5. 
(8.7) A) If the R-module S is projective, hence in particular if it is free or of finite
presentation, then it is Mittag-Leffler (2.2 B)), and thus ρha is an isomorphism by
8.6 c).
B) If S = R[M ] is the algebra of a commutative monoid M over R, or if R is
perfect, then ρha is an isomorphism by A). (Recall that a ring is perfect if its flat
modules are projective.)
C) If R is absolutely flat and the R-module S is pseudocoherent, then ρha = ρ
h
a
is an isomorphism by 2.6, 4.6 b) and 8.6 c).
D) Let S ⊆ R be a subset, let η : R → S−1R be the canonical epimorphism
of rings, and let M be an R-module with ZDR(M) = {0}. Then, εS−1R,M,κ is a
monomorphism for every cardinal κ ([17, 3.1]), and thus ρηa(M) is an isomorphism
by 8.5.
E) If ρha is an isomorphism for every ideal a (e.g., if R is noetherian (8.6 a))), then
the R-module S need not be Mittag-Leffler. Indeed, the canonical bimorphism of
rings Z→ Q yields a counterexample ([15, 059U]).
(8.8) Question The preceding results give rise to the following question:
(∗) For which h and which a is ρha or ρha an isomorphism?
9. Exactness properties
(9.1) A) Let F be a preradical. By [16, VI.1.7], the following statements are
equivalent: (i) F is left exact; (ii) if M is an R-module and N ⊆ M is a sub-R-
module, then F (N) = F (M) ∩N ; (iii) F is idempotent, and if M is an R-module
and N ⊆ F (M) is a sub-R-module, then N = F (N).
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B) Let F be a left exact preradical. Then, F commutes with unions and with
intersections. Indeed, let I be a set, let M be an R-module, and let (Mi)i∈I be
a family of sub-R-modules of M . For y ∈ F (⋃i∈I Mi) ⊆
⋃
i∈I Mi there exists
j ∈ I with y ∈ Mj , so A) implies y ∈ Mj ∩ F (
⋃
i∈I Mi) = F (Mj) and hence
y ∈ ⋃i∈I F (Mi). Therefore, F commutes with unions. Applying A) twice yields⋂
i∈I F (Mi) =
⋂
i∈I(F (M) ∩Mi) = F (M) ∩
⋂
i∈I Mi = F (
⋂
i∈I Mi). Therefore, F
commutes with intersections.
(9.2) Proposition The functors Γa and Γa are left exact and idempotent, and
they commute with unions, intersections, and direct sums.
Proof. Both preradicals satisfy condition (ii) in 9.1 A), hence are left exact and
idempotent, and thus commute with unions and intersections by 9.1 B). Concern-
ing the claim about direct sums, it is readily checked directly that for any family
(Mi)i∈I of R-modules, the canonical morphisms
⊕
i∈I
Γa(Mi)→ Γa
(⊕
i∈I
Mi
)
and
⊕
i∈I
Γa(Mi)→ Γa
(⊕
i∈I
Mi
)
are isomorphisms. 
(9.3) By general nonsense and 9.2, the functors Γa and Γa commute with project-
ive limits if and only if they commute with infinite products, and they commute
with inductive limits if and only if they are right exact.
(9.4) Proposition a) If a is nilpotent, then Γa = Γa commutes with projective
limits.
b) If a is nil, then Γa commutes with projective limits, but Γa need not do so.
c) If a is idempotent, then Γa commutes with projective limits, but Γa need not
do so.
d) If a is generated by idempotents, then Γa = Γa commutes with projective
limits.
e) If R is absolutely flat, then Γa = Γa commutes with projective limits.
f) If R is noetherian, then Γa = Γa need not commute with projective limits.
Proof. a) follows from 3.6.
b) The first claim follows from 3.6 c). For the second one, let R and a be as
in 1.5. As Γa(R) = a (5.4 C)), we have (Yi)i∈N ∈ aN = Γa(R)N. If n ∈ N,
then
∏2n
i=n+1 Yi ∈ an and
∏2n
i=n+1 Yi · Yn 6= 0, hence an(Yi)i∈N 6= 0. Therefore,
the canonical morphism Γa(R
N) → Γa(R)N is not surjective. (Note that a is
quasinilpotent and T-nilpotent.)
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c) If a is idempotent, then Γa(•) ∼= HomR(R/a, •) (3.3 C)), and the latter
functor commutes with projective limits. For the second claim, let R and a be as
in 5.5 B) (cf. 1.7 C)), so that a is idempotent, and let Ni := R/〈Yi〉R for i ∈ Z.
Then, Γa(Ni) = Ni for every i ∈ Z, hence
∏
i∈Z Γa(Ni) =
∏
i∈ZNi. We consider
x = (1 + 〈Yi〉R)i∈Z ∈
∏
i∈ZNi. If j ∈ Z and k ∈ N, then for i ∈ Z with j + k < i
we have Y 2
k
j = Yj+k /∈ 〈Yi〉R, hence Y 2kj x 6= 0. It follows that x /∈ Γa(
∏
i∈ZNi) and
thus the claim.
d) follows from c) and 4.6 a).
e) follows from 1.8 and d).
f) Let R := Z, let a := 2Z, and let Mm := Z/2
m
Z for m ∈ N. Then, Γa(Mm) =
Mm for m ∈ N, hence
∏
m∈N Γa(Mm) =
∏
m∈NMm. For every n ∈ N there exists
m ∈ N with 2n /∈ 2mZ, hence (1 + 2mZ)m∈N ∈
∏
m∈N Γa(Mm) \ Γa(
∏
m∈NMm),
and thus Γa = Γa does not commute with products (4.6 b)). 
(9.5) Proposition a) If a is idempotent, then the following statements are equi-
valent: (i) Γa commutes with inductive limits; (ii) Γa commutes with right filtering
inductive limits; (iii) a is of finite type.
b) If a is generated by idempotents, then the following statements are equival-
ent: (i) Γa commutes with inductive limits; (ii) Γa commutes with right filtering
inductive limits; (iii) a is of finite type.
c) If R is absolutely flat, then the following statements are equivalent: (i) Γa =
Γa commutes with inductive limits; (ii) Γa = Γa commutes with right filtering
inductive limits; (iii) a is of finite type.
d) If a is idempotent and Γa commutes with inductive limits, then a need not be
of finite type.
Proof. a) As a is idempotent, we have Γa(•) ∼= HomR(R/a, •). If HomR(R/a, •)
commutes with right filtering inductive limits, then R/a is of finite presentation
([16, V.3.4]), thus a is of finite type. If a is of finite type, then it is generated by
a single idempotent (1.7 B)), hence R/a is projective ([15, 05KK]), thus Γa(•) ∼=
HomR(R/a, •) is exact and therefore commutes with inductive limits (9.3). This
yields the claim.
b) follows from 4.6 a) and a).
c) follows from 1.8 and b).
d) If a is idempotent, nil and nonzero (e.g. as in [10, 2.2]), then a is not of finite
type, and the claim follows from 3.6 c). 
(9.6) Proposition a) If a is nilpotent, then Γa = Γa commutes with inductive
limits.
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b) If a is nil, then Γa commutes with inductive limits, but Γa need not commute
with right filtering inductive limits.
c) If a has a power of finite type, then Γa = Γa commutes with right filtering
inductive limits.
d) If R is noetherian, then Γa = Γa commutes with right filtering inductive
limits, but need not commute with inductive limits.
Proof. a) follows from 3.6.
b) The first claim follows from 3.6. If a is idempotent, nil and nonzero (e.g. as
in [10, 2.2]), then a is not of finite type, hence 9.5 a) yields the second claim.
c) Let I be a right filtering small category, and let D : I → Mod(R) be a functor.
By [16, V.3.4] and our hypothesis, HomR(R/a
n, •) commutes with I-limits for
infinitely many n ∈ N. Keeping in mind that inductive limits commute with
inductive limits, it thus follows
Γa(lim−→
I
D) ∼= lim−→
n∈N
HomR(R/a
n, lim−→
I
D) ∼= lim−→
n∈N
lim−→
I
HomR(R/a
n, D) ∼=
lim−→
I
lim−→
n∈N
HomR(R/a
n, D) ∼= lim−→
I
(Γa ◦D).
It is readily checked that the composition of these isomorphisms equals the canon-
ical morphism Γa(lim−→I D) → lim−→I(Γa ◦ D), and therefore the claim is proven. (A
proof on foot of this statement is given in [4, 3.4.4].)
d) The first claim follows from c). For the second one, we observe that applying
Γ2Z to the exact sequence of Z-modules 0 → Z 2·→ Z → Z/2Z→ 0 does not yield
an exact sequence. 
(9.7) Proposition If Γa commutes with inductive limits, then it is a radical and
R = Γa(R) + a.
Proof. Suppose that Γa commutes with inductive limits. If M is an R-module,
then applying Γa to the exact sequence of R-modules
0→ Γa(M) →M → M/Γa(M)→ 0
yields an exact sequence of R-modules
0→ Γa(M) Id−→ Γa(M)→ Γa(M/Γa(M)) → 0,
hence Γa(M/Γa(M)) = 0. Thus, Γa is a radical. Furthermore, applying Γa to the
exact sequence of R-modules
0→ a →֒ R→ R/a → 0
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and keeping in mind 9.1 A) and 9.2 yields an exact sequence of R-modules
0→ a ∩ Γa(R)→ Γa(R)→ R/a → 0,
hence (Γa(R)+a)/a ∼= Γa(R)/(a∩Γa(R)) ∼= R/a, and therefore R = Γa(R)+a. 
(9.8) Proposition a) Suppose that a is prime. Then, Γa commutes with induct-
ive limits if and only if a = 0.
b) Suppose that the R-module R is of bounded small a-torsion. Then, Γa com-
mutes with inductive limits if and only if a has a power that is generated by a
single idempotent.
c) Suppose that R is local, or that R is semilocal and a has a power of finite type.
Then, Γa commutes with inductive limits if and only if a = R or a is nilpotent.
Proof. a) Suppose that Γa commutes with inductive limits, so that R = Γa(R) +
a by 9.7. Applying •a and keeping in mind 8.2 we get Ra = Γa(R)a + aa ⊆
Γaa(Ra) + aa ⊆ Ra, hence Ra = Γaa(Ra) + aa. As aa is the unique maximal ideal of
Ra, we get Γaa(Ra) = Ra. Therefore, aa is nilpotent, hence aa = 0, and thus a = 0.
The converse is clear by 3.6 b).
b) Suppose that Γa commutes with inductive limits. There exists n ∈ N with
anΓa(R) = 0. Then, a
n = anR = an(Γa(R) + a) = a
nΓa(R) + a
na = an+1 (9.7),
hence an is idempotent. It follows from 3.4, 9.5 a) and 1.7 B) that an is generated
by a single idempotent. The converse is clear by 3.4 and 9.5 a).
c) Suppose that Γa commutes with inductive limits and that a 6= R. First, we
consider the case that R is local, and we denote its maximal ideal by m. Applying
Γa to the exact sequence of R-modules
0→ a →֒ R→ R/a → 0
yields an exact sequence of R-modules
0→ Γa(a)→ Γa(R)→ R/a→ 0.
So, there exists x ∈ Γa(R) with x − 1 ∈ a ⊆ m, implying x /∈ m, hence x ∈ R∗,
and therefore Γa(R) = R. It follows that a is nilpotent. Next, we consider the
case that R is semilocal and that a has a power of finite type. If m is a maximal
ideal of R with a ⊆ m, then am 6= Rm and Γa(•)m ∼= Γam(•) (8.6 a)), hence Γam(•)
is exact, and thus what we have shown already implies that am is nilpotent. So,
as R is semilocal, there exists m ∈ N such that for every maximal ideal m of R we
have (am)
m = (am)m = 0, and it follows a
m = 0. The converse is clear by 3.6. 
(9.9) A) If Γa commutes with inductive limits, then a need not be of finite type,
as exemplified by a nilpotent ideal that is not of finite type (3.6).
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B) If Γa commutes with inductive limits, then a need not have a power of finite
type, as exemplified by a nil ideal that is not nilpotent (3.6).
(9.10) A) We know from [10, 3.7] that Grothendieck’s Vanishing Theorem for
small local cohomology, i.e., the right derived cohomological functor of the small
torsion functor (cf. [4, 6.1.2]), need not hold over a non-noetherian ring. We
can use 9.5 to reach the same conclusion for small and large local cohomology.
Indeed, let R be absolutely flat and non-noetherian, and suppose that a is not
of finite type. Note that dim(R) = 0. By 1.8 and 9.5 c), the functor Γa = Γa
does not commute with inductive limits and hence is not exact. So, there exists
an epimorphism of R-modules h such that Γa(h) is not an epimorphism, implying
H1a (Ker(h)) 6= 0 (where H1a denotes the first right derived functor of Γa). Thus,
Grothendieck’s Vanishing Theorem does not hold over R.
B) Hartshorne’s Vanishing Theorem for small local cohomology (cf. [4, 3.3.3])
need not hold over a non-noetherian ring, for it would imply that if a is nil, then
Γa is exact, contradicting 9.6 b).
(9.11) Questions A) The preceding results give rise to the following questions
(whose answers will probably require a study of small and large local cohomology):
(∗) For which a does Γa or Γa commute with projective limits?
(∗∗) For which a does Γa or Γa commute with (right filtering) inductive limits?
B) The above results 9.8 and 9.9 give rise to the following more specific question:
(∗) Suppose that Γa commutes with inductive limits. Does a need to have a power
of finite type?
I conjecture its answer to be negative but was not able to find a counterexample.
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