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As an approximation to optimum control of certain processes which are 
described by differential equation models, it has been suggested that recur- 
rence equation models be considered. The study of the control of these 
equations is of value in its own right owing to the connection with various 
physical phenomena such as biological and economic processes. The degree 
of approximation to differential equation models is not known and is perhaps 
most easily determined by experiment. We are concerned here only with the 
development of procedures for constructing the control function after the 
problem has been suitably set and only for the linear recurrence equation. 
We shall assume that the evolution of the physical system satisfies the real 
linear recurrence equation: 
where1 
d(Y + 1) = A:(Y) d(Y) + B:(Y) U”(Y) (1) 
k = 1, 2, **a, m 
i, j = 1, 2, *.*, n 
Y  = 0, 1, 2 ..‘. 
In vector form we write X(Y + 1) = A(Y) X(Y) + B(Y) u(r); Y  = 0, 1 *a*. Here 
X(Y) is an n-vector which denotes the state of the system at the rth stage of 
its evolution and U(Y) is an m-vector denoting the control which can be used 
to alter the system evolution. We shall assume that the control vector is 
restricted to the m-dimensional cube 
Q : 1 U"(Y) 1 5 1; k = 1,2, -.. m, for Y  = 0, 1, 2 .*.. 
* This work was done at the Minneapolis-Honeywell Regulator Co., under spon- 
sorship of NASA contract NASr 27. 
1 Repeated index indicates simmation with respect to that index. 
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The problem we study is how to select the sequence of points U(Y) E Q; 
Y = 0, 1, +** so that X(Y) moves from an initial state, x(O), to an intersection 
with a prescribed set G in the minimum number of stages Y. G is a given 
constant, compact, convex, nonempty subset of the real number space Rn. 
This problem is restated and rephrased later in the text. Note that X(T) can be 
written as 
x(y) = W(Y) c + W(r) 2 W-l(j) B(j - 1) u(j - I), 
j=l 
where x(0) = c and W(Y) is an n x n real matrix with W(Y + 1) = A(Y) W(Y), 
W(0) = I. (Note that 
and 
W(Y) = A(Y - 1) * A(Y - 2) *a* A(0) 
W(Y) W-l(j) = A(Y - 1) * A(Y - 2) a** A(O) * a-r(o) *** A-l(j - 1) 
= A(Y - 1) . A(Y - 2) *a* A(j)) 
Where the target, G, is just a point the above problem was solved pre- 
viously. The discrete time optimal control problem was first studied by 
Krasovskii [l]. Desoer and Wing [2], Kalman [3], and Neustadt [4] and 
others have also treated certain parts of this problem. The results here 
extend most of the previously known results for control to a point to that 
of controlling to a target set. We derive the form of the optimum control 
and indicate results which enable construction of a feedback control in 
certain cases by the technique of evolving backwards from the target set. 
The results are similar to those for time optimal control of systems described 
by differential equations [5]. 
The problem of hitting a target set arises, for example, if we require that 
S(Y) goes to zero and remains at zero thereafter. Such problems are discussed 
in [6] for differential equation systems and will not be examined here. The 
problem of hitting a target set has merits of its own. 
UNIQUENESS RESULTS FOR OPTIMUM CONTROL 
Consider 
(a) The real linear recurrence equation X(Y + 1) = A(r) X(Y) + B(Y) U(Y); 
[A(Y), B(Y) bounded and det A(Y) # 01, Y = 0, 1, 2, **.. 
(b) The restraint on the control QZ 
Ie)l < 1, K = 1, 2, *se, m, Y  = 0, 1, 2, ***. 
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(c) The initial data 
x0 = x(0) = (xl(O), x2(O), .a*, P(0)). 
(d) The target set G as a convex, compact, nonempty subset:of R”. 
(e) The cost functional of control C(U) = Y. 
The problem of optimum control is to select the sequence of points u(r); 
Y  = 0, 1, 2, **., from Q at each stage r so that X(Y) with x(O) = x0 is a point 
of G for minimum C(U) = r. Later an equivalent definition of 
control is given which will provide a method for constructing the 
control for this problem. 
Let W(Y) be a fundamental matrix for the homogeneous 
X(Y + 1) = A(r) x(r), with W(0) = I. 
DEFINITION. The set of points 
K(Y, x0) = [X : x = W(Y) x0 + We W-l(j) B(j - 1) u(j - 1); 
i=l 
optimum 
optimum 
equation 
u(j) allowable 
I 
is called the set of attainability from x,, in r stages, r = 0, 1, 2, *mm. K(Y, x0) has 
the following properties: 
LEMMA 1. qy, x0), y = 0, 1, *** is a compact, convex, nonempty subset of 
R”. 
PROOF. Obviously K(Y, x0) is a nonempty subset of Rn. To show that it is 
convex, let [u(O), u(l), .-a, u(r - l)] and [i(O), Ei(l), a**, EZ(Y - l)] be two 
controls with corresponding responses (x(l), x(2), e-v, X(Y)> and (S(l), S(2), 
h-e, a(r)}. Consider the points on the line between X(Y) and S(Y); i.e., 
g(y) = Ax(r) + (1 - A) Z(Y), 0 5 h 5 1. Each of these points belong 
to K(Y, x,,) by use of the control sequence [Au(O) + (1 - A) d(O), 
AU(l) + (1 - A) zi(l), **., hn(r - 1) + (1 - A) zi(~ - l)]. Therefore K(r, x,,) 
is convex. 
To show that K(r, x0) is compact, consider the compact set 
A=Q x Sz x !2... x QinRrm. 
Each point of A defines a control sequence [u(O), a**, u(r - l)] = U. Con- 
sider the linear functionfon A to R” 
f(u) = W(r)% IV-l(j)B(j- 1) u(j - 1) + W(r)x,. 
j=l 
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Then K(r, x0) = f(fl) C R” is compact by a well-known theorem about 
continuous functions (see, for example [7, p. 1411). 
Let 
(’ indicates transpose). 
LEMMA 2. Consider 7,. = [W-l(r)]’ rlo any nonxero vector in Rn, then 
r/r - 4rlo) I r/r * 5 for all 5 fE Q-9 20). 
PROOF. 
‘Ir * 470) - VT * 5 
= 70 * x0 + $ VYd B(j - 1)l’ rlo . w WW> B(j - I)]’ ~~1 j=l 
- 710-~o +@WjP~j- 1)1’r)04j- 1) 
= 2 ( [W-l(j) B(j - l)]’ 
j=l 
rlo I - & W-l(j) B(j - 111’ TO + uo’ - 1). 
But term by term,2 
) [W-l(j)B(j- l)]‘?lo( 2 [W-l(j)B(j- l)]‘~o.~(j- 1) for 1 u(j)] 5 1. 
Therefore 
rlr * 470) 2 77r * t all 5 E fqy, %>. 
Remark. If 
vw~)l’ 7: . +?:I = W-W’ 17: *QJ@ 
for any two unit n-vectors 7: and & then 
w PWI W - IN 5$> = sgn WW> Xi - 111’ $1 
j = 1, 2, ***, r, except possibly when 
[W-l(j) B(j - l)]’ 7: = 0. 
2 By sgn {[W-l(j) B(j- l)]’ Q,} we mean the m vector with components 
sgn {[W-l(j) B(j - 11’ 7j0}k; k = 1, 2, .*a, m. 
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This shows that to go the farthest in any direction in Rn, an extremal control 
must be used; that is, equal to sgn [ ] whenever [ ] f 0, and arbitrary in .Q 
at other stages. 
DEFINITION. Equation (1) is called irrational of degree N if every n 
collection of the vectors [W-l(j) B(j - l)lk; k = I, 2, ..a, m; j = 0, 1,2, .a., N, 
has span equal to Rn. 
THEOREM 1. I f  Eq. (1) . 1s irrational, there is a one-to-one correspondence, 
for 0 5 r 2 N, between points of3 aK(r, x,,) and the extremal controls: 
u”(j - 1) = I if V-V) w - 111’ rid” > 0 
=a if {[W-l(j) B( j - l)]’ Q)” = 0 
=-1 if {[W-l(j) B( j - l)]’ Q}~ < 0 
for j = 1, 2, a**, Y, k = 1, 2, ..a, m /I Q, /I = 1, and j a 1 5 1. 
PROOF. That each extremal control leads to a point on aK(r, x0) is proved 
by extending Lemma 2. Suppose u = [U(O), u(l), **a, u(r - l)], depending 
on T,, was an extremal control which led to an interior point W(Q) of K(r, x,,). 
Consider rlr = [W-l(r)]’ vo. By Lemma 2, 7r * w($s) 2 77 * 5 for ail 
5 E: K(r, x,,). Therefore, ~(7~) cannot be an interior point and must then be 
on aK(r, x,,). 
To show that the control u which leads to X(Y) E aK(r, x,,) is necessarily 
extremal, let r be any support plane to the convex set K(r, x,,) at 
X(Y) E ~K(Y, x0). Choose vr to be a nonzero vector normal to r and directed 
into the half-space not containing K(Y, x,,). Compute 
Therefore, 
70 * x0 + 2 W-V) B(j - 11’1 q. . sgn ([W-l(j) B(j - l)]’ 70> 
j=l 
- 7. . x0 + 2 PWj> W - I)‘1 170 . u(j - 1) 
j=l 
= $ ( [W-l(j) B(j - l)]’ v. 1 - 2 [W-l(j) B(j - l)]’ rlo * u(j - 1). 
j=l j=l 
s aK(r, x0) = Boundary of K(r, x0). 
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Since u(j - 1) is in each component bounded by one, it is necessary that 
whenever 
u”(j - 1) = sgn {[W-l(j) B(j - l)]’ Q}~ 
wf-l(d w - 1)l’ %JY f 0 k = 1, 2, ..., m 
in order to obtain zero for the above difference. Therefore, all controls which 
lead to x(r) E aK(r, x,,) are necessarily extremal. 
Because each extremal control leads to a unique response it leads to only one 
point of the boundary of K(T, x,,). It must now be established that for each 
point X(Y) E X(Y, x0) there is only one extremal control. Let r, as above, be 
any support plane to K(r, x0) at X(Y) E tX(r, x0) and 7,. = [W-l(r)]’ 7s be a 
nonzero normal vector to r directed into the half-space not containing 
K(r, x,,). Consider 
44 = W(r) 30 + Wr) 2 PWd W .- l)L w WVd W - 1>1’ d” 
hi : {[W-WW-l)l’@ #O) 
+ W(r) 2 [W-l(j)B(j - l)],a”(j- 1), ] &(j- 1) 1 s 1. 
(u,j:{)%O 
Since X(r) E aK( Y, x,,) such a representation for X(Y) is always possible. Also 
if4 7,. * w(rio) = Q * am), ~(7~) = w(?~), then from the remark following 
Lemma 2 
sgn W-V> B(j - 111’ rioI” = sgn {W-W B(j - 111’ 70)” 
except when 
{[Vi) B(j - 1)l’ rloP = 0, 
where 
rlr = Pw~)l’ 70 and 4, = PT)l fo 
are both exterior normals to the support planes v and 7; at 
drlo) = 47jo) = 44 E WY, 20). 
It then only remains to establish that the equation 
w-l(Y) X(Y) - x0 - z W-V) W - l)lv w WWj) B(j - 
v,i:{y#o 
= 2 [W-W B(j - l)lv @(j - 11, 
V,j:{y=o 
]a”(j-l)]Il; 8=1,2;.*,m; j=l,2, 
* II 90 II = II ilo II = 1. 
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has a unique solution in terms of the @(j - 1). Because the system is irra- 
tional, it is a system of n linear equations in I -2 n - 1 unknowns. Since a 
solution exists, it is only necessary to show that it is unique. This is obviously 
true since any n collection of vectors [W-l(j) B(j - l)lk K = 1, 2, ..., m, 
j = 1, 2, a**, iV forms a basis for R” and therefore any 1 5 n - 1 collection 
of these same vectors forms a basis for an I-dimensional linear subspace 
of R”. 
To construct optimum control based on the previous theorem, it is advan- 
tageous to modify the original definition of optimum control. To do so the set 
of attainability is made dependent on a parameter (Y. Let 
K(% r, XIJ) = [X : X = W(Y) X0 + W(Y) j; W-l(j) B(j - 1) u(j - 1); 
j=l 
/ u”(j - 1) 1 I ol; K = 1, 2, *“, m 
I 
for 0 < 01 5 1; Y = 0, 1, 2, **.; x0 E R” -- G. 
K(a, r, x,,) has the same properties as the set K(r, xt,) for each fixed 012 0. 
Moreover, K(c~r, r, x0) C K(o1a, r, x,,) for 0 I 01~ I 01~ < 1, and K(0, r, x,,) 
is just the homogeneous solution of Eq (I). Note K(oI, Y, x0) is continuously 
dependent on 01, that is, given an E > 0 there exists a 6 > 0 such that 
/ a1 - aa 1 < 6 implies d(K(a,, r, x0), K(~ya, Y, x,,)) < E, where d is the 
Hausdorff metric distance between two compact sets of R” 
DEFINITION. The control u = [u(O), u(l), **. u(r - l)] which steers X(Y) 
from x0 to G is considered optimum in case the corresponding cost functional 
e(u) = Y + (a/2) is a minimum. 
THEOREM 2. Consider Eq. (I) irrational (N > Y*). Let 
u = [u(O), u(l), ..’ u(r - l)] and d = [d(O), G(l), a*’ a@ - l)] 
be two controls which steer X(Y) f rom x,, to G optimally. If 8G contains no line 
segments parallel to any of the vectors [W-l(j) B( j -- l)lk, k = 1, 2, *.a m; 
j = 1, 2, ... r* (r* is the optimum) then u = 6, that is, u(0) = d(O), 
u(1) = zi(l), *.. u(r - 1) = ti(r - I). 
PROOF. Let r* be the first r > 0 for which K(1, Y, x,,) n G # 4. Clearly 
this is the optimum Y. Then by construction K(1, r* - 1, x0) I-J G = $. 
Because of the ordering K(ol,, r*, x,,) C K(az, r*, x,,) for 0 < 01~ I 01~ < 1, 
the minimum of C(U) occurs with the smallest 0 5 01 2 1 for which 
K(a, r*, x,,) n G # 4. Call the optimum value 01*. Since the closed convex 
set K depends continuously on cy, K(a*, r*, x,,) and G have only boundary 
points in common if 01* > 0. This intersection of K(oL*, Y*, x0) and G con- 
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tains only one point x(r*) when 01* > 0 because the 3G contains no line 
segments parallel to line segments of aK(ol*, T*, x0) for the irrational 
system (1). According to Theorem 1 for each point x(7*) E X(a?*, r*, ~a) 
there is only one control for irrational systems. Therefore u = ti when LY* > 0. 
If 01* = 0 the optimum control must be u =: 0, and the uniqueness is esta- 
blished. 
THEOREM 3. Consider irrational Eq. (I) with aG containing no line seg- 
ments parallel to any of the vectors [W-l(j) I?( j - l)lk; K = 1, 2, ..., m; 
j = 1, 2, -, r*. Let the control u = [u(O), u(l) **a u(r f  I)] which steers x(r) 
from x0 to G be such that 
1. u is an extremal control, that is, 
uk(j - 1) = 01* if ([W-l(j) B(j - I)] vo}" .> 0 
=a if Uw-l(j) W - 1)lrld” = 0 
=--a * if VW> Wj - 1)l rid” -< 0 
for j = 1, 2, *..; k = 1, 2, a** m; 1 a / 5 a*. 
2. ‘IT = W-W’ 709 II 70 II = 1, is normal to a supporting hyperplane of G 
at X(T) on aiqa*, r, x,,), 01* > 0, and directed into the half-space containing G 
(if@ = 0, choose u = 0, 01* is the optimum G), and 
3. Gn [K(a*, r, x0) -- aK(a*, r, x0)] # 4 all r > r*, then u is the unique 
optimum control. 
PROOF. Consider all 0 5 r for which K(cll*, r, x0) and G have a common 
support plane with K(ol*, r, x0) on one side and G on the other side. Since 
G n [K(ty*, r,~o) - a3+*, Y, x0)] # +, r > r*; there exists no such support 
plane for r > r* because yr is an exterior normal to K(a*, r, x0) by Lemma 2. 
Therefore r 5 r*. But T* is the first T > 0 for which K(a*, r, x0) n G + 4. 
Hence, only for I = r* does such a support plane exist. Let 7r* be a common 
support plane for K(oI*, r*, x0) and G. BG contains no line segments parallel 
to line segments of X(ol*, r*, x0); therefore, 
qa*, r*, x0) f-7 G = x(r*) E azqa*, r*, x0). 
Choose qr* = [IV-l(r*)]’ q,, /I rlo 11 = 1, normal to V* and directed into the 
half-space containing G. By Lemma 2 and Theorem 1, corresponding to any 
such 7, there is only one extremal control which leads to x(Y*) E aK(oL*, r*, x0). 
Therefore the extremal control u -= uVO is optimum and, by Theorem 2, 
unique. 
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Remarks. 
G n [&a*, Y, x0) - alqa*, r, .x0)] # cj5 for Y .; 0 if there exists 
1 U”(Y) 1 < cd*, k = 1, 2, ..., m such that S(T + I) CC (G - 8G) for each 
x(r) E c?G, r = 0, 1, 2, . . . . 
Theorem 3 can be used in constructing the optimum feedback function 
u = U(X) when the matrices A and B are constant and, for example, G is such 
that G n [K(O,r,x,) - X(0, r, .Q] f 4 for I > 0. In this case the method 
indicated previously [5] can be used to run the system backward to generate 
optimum trajectories using the largest values of 01 to start with (a = I first). 
This procedure also defines the domain of controllability, i.e., the set of 
points of R” from which the target G can be reached. In any case the theorems 
can be used to limit the possibilities involved in finding optimum control. 
If the system is not irrational we can still characterize the optimum controls 
as being extremal and we can equally well apply the above theory. All we 
lack is uniqueness. 
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