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Abstract 
Glenoid reaming is a technically challenging step during total shoulder arthroplasty surgery 
that may be improved through frequent practice and exposure to simulation training. At our 
institution, a vibration haptic glenoid reaming simulator is being developed that simulates the 
vibrations felt during glenoid reaming. This thesis presents the development of a force-based 
reamer vector measurement system that allows the simulator to measure the user’s net 
applied force and reamer angle of approach. This capability allows for the simulation of 
eccentric reaming maneuvers commonly used to adjust the glenoid orientation. The system 
error was characterized and evaluated using a robot to operate a surgical reaming tool. 
Finally, a study was performed that assessed the ability of surgeons to correct glenoid 
retroversion while using the haptic vibration simulator. Overall, the surgeons were able to 
correct glenoid orientation within 1 degree of the target orientation, according to the 
simulator’s reaming vector measurement system. 
Keywords 
Total Shoulder Arthroplasty, Surgical Simulation, Glenoid Reaming, Glenoid Retroversion 
Correction, Haptic Vibration Simulation 
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Chapter 1  
1 Introduction 
Overview: This chapter discusses relevant background information 
and the motivation for this research. Relevant anatomy is 
discussed and surgical training and simulation are introduced. 
Current orthopaedic simulator technologies are reviewed and the 
current state of development of a surgical simulator from our 
institution is presented. The rationale and the specific objectives 
for this research are also described. 
1.1 Shoulder Anatomy 
The glenohumeral joint is a ball-and-socket joint commonly referred to as the shoulder 
(Figure 1.1). The shoulder is formed by the articulation between the proximal head of the 
humerus and the shallow cavity of the scapula called the glenoid fossa [1]. For this 
research, the focus will be on the glenoid fossa of the scapula. 
 
Figure 1.1: Glenohumeral Joint Anatomy
 
Scapula 
Glenoid 
Fossa 
Humeral 
Head 
The major components of the glenohumeral joint are shown and include the proximal 
head of the humerus and the glenoid fossa of the scapula. 
2 
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The glenoid fossa, commonly called the glenoid, is a shallow cup-like structure that 
allows for large relative motion between the humerus and the scapula giving the shoulder 
the largest range of motion of any joint in the human body. The glenoid articular surface 
is composed of cartilage and covers a layer of dense cortical bone called subchondral 
bone. Beyond the subchondral bone is cancellous bone, also known as trabecular bone.  
Since the glenoid structure allows for a large range of motion, numerous muscular and 
ligamentous structures are required to maintain joint stability [2]–[4]. However, the 
shoulder is susceptible to instability, injury and pathology that may require surgical 
intervention [5], [6]. 
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1.2 Glenohumeral Arthritis 
Osteoarthritis is characterized by the loss of cartilage in synovial joints and is associated 
with bone osteophyte formation, hardening of the subchondral bone and thickening of the 
joint capsule [7]. The prevalence of osteoarthritis increases with age [7] and is the most 
common cause of disability among adults [8]. It has been estimated to affect 27 million 
adults in the United States in 2005 [9]. When arthritis occurs in the shoulder it can cause 
significant pain and, in some cases, results in posterior erosion of the glenoid and 
posterior subluxation of the humeral head as illustrated in Figure 1.2 [10]. In the 
occurrence of severe glenohumeral osteoarthritis, surgical intervention may be required 
to reduce pain and improve patient quality of life. 
 
 
Figure 1.2: Glenoid Erosion Morphologies (classified by Walch et al.) 
 
 
A1 
A2 
B1 
B2 
C 
Walch et al. classified glenoid erosion morphology. Type A is characterized by even 
wear of the glenoid and type B is classified by posterior subluxation of the humeral 
head that can result in posterior wear of the glenoid (B2). Type C is characterized by 
glenoid retroversion of more than 25 degrees 
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1.3 Total Shoulder Arthroplasty 
Total shoulder arthroplasty (TSA) is a commonly performed procedure that is increasing 
in prevalence for the treatment of severe glenohumeral osteoarthritis [11]–[13]. TSA 
involves replacing the proximal head of the humerus with a metal ball-and-stem implant 
and resurfacing the glenoid with a polyethylene implant [14] (Figure 1.3). Overall, TSA 
has shown to have a 90 percent success rate [15] with complications occurring in 10-15 
percent of cases [16]–[18]. Of these complications, the largest contributor is loosening of 
the glenoid component which accounts for 32-38 percent of complications and occurs in 
4-5 percent of all TSA cases [16], [17], [19]. When glenoid component loosening occurs, 
a revision surgery is often required to reduce patient pain and discomfort. The process of 
preparing the glenoid to receive the polyethylene implant is the focus of this research. 
 
Figure 1.3: Total Shoulder Arthroplasty Glenoid Component
 
Glenoid 
Component 
In total shoulder arthroplasty, the glenoid is resurfaced with a polyethylene 
prosthesis. 
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1.4 Glenoid Reaming 
To prepare the glenoid surface for the implant, a surgeon often uses a surface reamer to 
remove the cartilage layer and expose the subchondral bone. This procedure is 
technically challenging and is critical to the success of the implant [20], [21]. When a 
patient has even wear of the glenoid, the surgeon will likely ream perpendicular to the 
glenoid to prepare the surface; this is called concentric reaming. However, if there is 
posterior wear of the glenoid, the surgeon may ream at a non-perpendicular angle to 
correct glenoid retroversion; this is called eccentric reaming. By reaming eccentrically, 
the surgeon can remove bone material from the anterior edge of the glenoid and correct 
the glenoid orientation [22]. If glenoid retroversion is not corrected then the glenoid 
component is more susceptible to loosening [19], [23], [24]; however, studies have also 
shown that high degrees of version correction should be avoided to ensure that there is 
sufficient bone stock to achieve proper implant fixation [25], [26]. This battle to preserve 
bone stock but correct glenoid orientation is a large motivation for the use of augmented 
implants [27], but these implants often require more sophisticated tooling to prepare the 
glenoid surface. There are many factors that a surgeon must consider when performing 
glenoid reaming to achieve proper implant fixation which makes this procedure 
technically challenging. Importantly, technical surgical tasks such as glenoid reaming can 
be difficult for trainees to learn [28].  
1.5 Surgical Training 
Historically, surgical training programs have operated with the mantra, “see one, do one, 
teach one” [29]. This training structure is a time and volume-based training program 
where surgical residents work many hours and are exposed to many procedures. 
However, the introduction of resident duty hour limits and an emphasis on patient safety 
[30] has begun to shift training programs from emphasizing time and volume-based 
training to competency-based training [29]. Although the duty hour restrictions are an 
attempt to prevent medical errors due to sleep deprivation and improve resident quality of 
life [31], some believe that the reduced hours will negatively impact clinical exposure for 
residents [30]. This is a legitimate concern knowing that the development of complex 
psychomotor skills in surgery requires frequent exposure and practice [32]. Studies have 
6 
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shown that technical errors in surgery can cause patient disability and even death  [33]–
[36], and some of these errors have been linked to the inexperience of trainees [37]. With 
the reduction in resident work hours and a focus on patient care, more structured training 
programs with surgical assessments that objectively track resident proficiency are needed 
[38].  
1.6 Surgical Simulation 
A simulator is a device that recreates an aspect of a real-world system and allows the user 
to interact with that system [39]. Simulation is a tool that has been implemented in 
training program curriculums in industries such as aviation [40]. In the field of medicine, 
surgical simulators recreate surgical situations for trainees to practice specific skills 
related to surgery [41]. This method of training is advantageous because it can provide 
objective measures of trainee performance [38] while distancing the trainee from the 
patient until the necessary skills are acquired [33]. Simulation has shown to be a 
successful training modality in surgery as skills developed through simulation have been 
shown to translate to the operating room [42]–[44]. 
There are two main classes of simulators; low- and high- fidelity systems. Low-fidelity 
simulators allow for the practice of a single skill such as knot tying while high-fidelity 
simulators replicate an entire operative procedure.[41] Within each of these classes there 
are several types of simulators; live animals, cadavers, bench-top and laparoscopic box 
simulators, virtual-reality (VR) simulators, augmented reality (AR) simulators, and robot 
assisted laparoscopic surgery (RAS) simulators [41], [45].  
Animal Models 
Animal models are high-fidelity simulators and share many of the features of human 
surgery. They allow residents to work as a team and practice communication skills during 
a procedure which trains residents on skills beyond the required technical and motor 
skills. Animal models have also been shown to improve technical skills of trainees [46]. 
However, because of the anatomical differences between animals and humans and the 
associated ethical concerns, this method of simulation is not always preferred. 
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Cadaver Models 
Cadaver models are considered the gold standard in surgical simulation for some 
disciplines [47] because they allow trainees to train with high-fidelity simulation with 
accurate representation of anatomy. Although cadaver models use dead tissue, in some 
instances the cadaveric tissues can be perfused with blood adding to the realism of the 
simulation [47]. The drawbacks to cadaver models include high cost and limited 
availability. 
Bench-top Simulators 
Bench-top simulators are commonly used for training in laparoscopic surgery and the 
skills acquired through this simulation method have shown to be correlated with 
performance in the operating room [45]. These trainers are commonly low-fidelity and 
simulate simple tasks like cutting, suturing and transferring of objects [48]. However, 
high-fidelity bench-top simulators exist that incorporate synthetic and animal tissues [41]. 
The downsides to these simulators are that they are expensive and there is a limit to the 
degree of realism possible when using synthetic materials. 
VR Simulator 
VR simulators allow trainees to manipulate and interact with a virtual surgical 
environment. Some of the advantages of VR simulation are the high accuracy of 
anatomical details, simulator reusability and simulator versatility. Unlike cadaver models 
or live animal models, the simulator can be used to repeat a procedure multiple times 
until a trainee is comfortable with the procedure. Secondly, a single simulator can be used 
to simulate several surgical procedures. VR simulators are able to provide objective 
measures to score the proficiency of trainees [49] and can provide feedback to the trainee 
which may remove the need for supervision [41]. The downsides of VR simulation are 
the high cost, lack of high-fidelity haptic feedback, and limited realism when compared 
to live animal and cadaver models. 
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AR Simulator 
AR simulators are similar to VR simulation however they combine the virtual 
environment with the physical environment by using real physical materials, instruments 
and feedback to produce higher fidelity haptic feedback [50]. Like VR simulation, AR 
simulation is limited by its high cost. 
RAS Simulation 
RAS simulation is a relatively new development that incorporates VR simulation into 
training on a surgical robot such as the da Vinci system. There are multiple simulators 
that are used for the da Vinci system and are generally low-fidelity systems that train 
basic motor and hand-eye coordination skills [41]. These systems are still in their infancy 
and require further validation studies. A major drawback to these systems is the highly 
specialized application and high cost. 
1.7 Simulation in Orthopaedics 
1.7.1 Simbionix ARTHRO Mentor 
Simbionix ARTHRO Mentor (3D Systems, Littleton, USA) was the first available 
arthroscopy training simulator (Figure 1.4). It is a virtual reality simulator for training 
orthopaedic residents on knee, hip and shoulder arthroscopic diagnostic procedures. It is 
equipped with anatomical models, surgical instruments and a haptic device to apply 
resistance to user motion according to user input. The simulator can simulate a variety of 
procedures and provide performance metrics for training assessment. The onboard screen 
shows the virtual environment where the procedure is being performed. The system has 
been validated for its effectiveness as a training tool [51], [52]. 
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Figure 1.4: Simbionix ARTHRO Mentor1
 
1.7.2 Sim-Ortho 
OSSimTech Sim-OrthoTM (OSSimTech, Montreal, Canada) is a virtual reality simulator 
that provides a complete training curriculum for a number of knee, spine and trauma open 
surgery procedures (Figure 1.5). Among the available procedures is partial and total knee 
replacement with hip arthroplasty planned to be added in 2019. The system is equipped 
with a haptic device for force feedback and a 3D anatomy viewer [53].  
                                               
1
 Modified from Simbionix ARTHRO Mentor [Internet]. 3D Systems., Littleton, USA; cited [March 14, 
2019]. Available from https://www.3dsystems.com/medical-simulators/simbionix-arthro-mentor 
Simbionix ARTHRO Mentor (3D Systems, Littleton, USA) virtual reality arthroscopy 
training simulator. 
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Figure 1.5: OSSimTech Sim-OrthoTM 2
 
1.7.3 VirtaMed ArthroS 
VirtaMed ArthroSTM (VirtaMed, Zurich, Switzerland) is a virtual reality arthroscopy 
surgical simulator (Figure 1.6). With this simulator, trainees use original operating room 
instruments equipped with magnetic sensors to interact with the system’s anatomical 
models. There is no active force feedback provided by the simulator, but passive 
feedback is provided as the surgical tool interacts with the tissue model. Various training 
modules can be accessed with the simulator. This system has been validated for its 
effectiveness as a training tool [54]. 
                                               
2
 Modified from Medical EXPO  [Internet]. cited [March 14, 2019]. Available from 
http://www.medicalexpo.com/prod/ossimtech/product-119826-829001.html 
OSSimTech Sim-OrthoTM (OSSimTech, Montreal, Canada) virtual reality simulator 
for training on a number of knee, spine and trauma open surgery procedures. 
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Figure 1.6: VirtaMed ArthroS3
 
1.7.4 TraumaVision 
TraumaVision (Swemac, Linköping, Sweden) is a virtual reality simulator designed to 
simulate orthopedic trauma surgeries such as hip fracture repair (Figure 1.7). The system 
includes two screens that show simulated views of the patient and fluoroscopy imaging. 
Haptic feedback is provided through the simulators instruments as the trainee interacts 
with different tissues and drills through different bone layers. TraumaVision is equipped 
with training modules and provides performance metrics so that trainees can learn based 
on their performance scores [55], [56].  
                                               
3
 Modified from OSET 2018, Las Vegas [Internet]. VirtaMed AG., Zurich, Switzerland. cited [March 14, 
2019]. Available from https://w3.virtamed.com/oset2018 
VirtaMed ArthroSTM (VirtaMed, Zurich, Switzerland) virtual reality arthroscopy 
surgical simulator. 
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Figure 1.7: Swemac TraumaVision4
 
1.7.5 ArthroVision 
ArthroVision (Swemac, Linköping, Sweden) is a virtual reality box-trainer simulator 
designed to teach basic arthroscopy skills (Figure 1.8). Unlike some lower fidelity box-
trainer simulators, the ArthroVision includes haptics and force feedback to make the 
training experience more realistic; however, the virtual environment does not simulate 
anatomical structures but only simulates an empty box. The simulator has training 
modules for simple tasks like tracking a moving object and steady camera motion [57]. 
                                               
4
 Modified from TraumaVision [Internet]. Swemac Innovation AB, Linköping, Sweden. cited [March 14, 
2019]. Available from http://www.swemac.com/simulators/traumavision 
TraumaVision (Swemac, Linköping, Sweden) virtual reality orthopedic trauma 
simulator. 
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Figure 1.8: Swemac ArthroVision5
 
1.7.6 Precision OS 
Precision OS (Precision OS Technology, Vancouver, Canada) is a fully immersive VR 
simulation trainer and pre-operative planner (Figure 1.9). The user wears a VR headset 
with two handheld controllers to visualize and manipulate the surgical environment. The 
system can generate some haptic feedback but due to the controller design, no force 
feedback is generated. The system is equipped with educational modules to improve 
surgical skill of novice surgeons. Precision OS can also be used as a pre-operative 
planning tool where surgeons can upload a peri-articular fracture and develop a pre-
operative plan. The trainee/surgeon is then able to perform the surgery virtually before 
                                               
5
 Modified from ArthroVision  [Internet]. Swemac Innovation AB, Linköping, Sweden. cited [March 14, 
2019]. Available from http://www.swemac.com/simulators/arthrovision 
ArthroVision (Swemac, Linköping, Sweden) virtual reality arthroscopy skills box-
trainer simulator. 
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performing the procedure in the operating room [58]. In December of 2018, Precision OS 
released a training module that will instruct trainees how to implant an augmented 
glenoid baseplate for reverse shoulder arthroplasty [59]. 
 
Figure 1.9: Precision OS - VR headset and controllers (left)6, VR simulation (right)7 
 
1.7.7 Osso VR 
Similar to the Precision OS system, Osso VR (Osso VR, Palo Alto, USA) is a fully 
immersive VR system that creates a virtual operating room that the user visualizes using 
a VR head set and interacts with using two handheld controllers. The system provides 
haptic feedback through the two controllers and actively measures performance metrics 
to assess the trainee’s proficiency. A unique feature that this system incorporates is the 
ability to train a team of surgeons in one virtual environment from any location. This 
allows for surgeons to practice team communication in an operating room setting [60]. 
                                               
6
 Modified from VRfocus [Internet]. cited [March 14, 2019]. Available from 
https://www.vrfocus.com/2018/11/precision-os-secures-2-3-million-investment-for-vr-orthopedic-surgical-
education/ 
7
 Modified from VRroom [Internet]. cited [March 14, 2019]. Available from https://vrroom.buzz/vr-
news/tech/precision-os-makes-surgical-vr-training-thing 
Precision OS immersive VR simulation trainer and pre-operative planner. The 
simulator uses a headset and two handheld controllers (left). The simulator replicates 
an immersive surgical environment (right). 
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1.8 Glenoid Reaming Simulator 
At St. Joseph’s Hospital in London, Canada, the first glenoid reaming simulator (GRS) is 
being developed. The first stage of development is described by Kusins et al.[61]. Kusins 
et al. determined that as a surgeon removes bone with a surgical reamer, the vibration felt 
through the reamer is correlated with the bone layer being removed (ie. cartilage, 
subchondral and cancellous bone) [61]. This vibration information is believed to be a 
valuable tool for training novice surgeons how to perform glenoid reaming. Therefore, 
the GRS simulates glenoid reaming by reproducing the vibrations that a surgeon would 
feel during reaming. The simulator measures the force applied by the trainee over time 
and uses this information to calculate a “virtual depth” of ream. Knowing the depth of 
ream, the simulator can determine what bone layer the user is reaming and provide 
vibrational feedback according to that bone layer. 
The GRS is composed of three main components, the force measurement system, the 
vibration transduction system and the user interface (shown in Figure 1.10). The force 
measurement system consists of a uniaxial load cell mounted to the support wall of the 
simulator and the simulator housing is mounted onto the load cell. Inside of the simulator 
housing is the vibration transduction system. This system consists of a haptic vibration 
transducer (Model TST329, Clark Synthesis Inc.,Colorado, USA) encased in foam 
mounted to a metal rod. The foam surrounding the transducer is used to dampen the 
acoustic vibrations produced by the transducer and simulate the passive motion of the 
scapula that occurs when a surgeon applies a force to the glenoid during reaming. The 
metal rod fixed to the vibration transducer is fastened on the opposite end to a metal base 
plate. The simulator user interface consists of a truncated 3D printed scapula model from 
a patient CT image mounted to the base plate of the simulator. To interact with the 
system, the user is provided with a fully functional pneumatic surgical reamer that is 
fitted with a non-fluted 3D printed reaming tip so that the reamer does not remove any 
material when engaged with the 3D printed scapula. The load cell is oriented so that its 
measurement axis is normal to the face of the 3D printed glenoid mounted to the 
simulator. This enables the simulator to measure force normal to the glenoid face and 
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simulate concentric reaming cases; however, the simulator cannot measure off-axis forces 
and therefore cannot simulate off-axis or eccentric reaming.  
When a user reams on the glenoid surrogate, the simulator measures the force applied by 
the user and determines what vibration profile to play. This profile is sent to the vibration 
transducer that causes the scapula to vibrate. The vibrations translate through the reamer 
shaft and into the hands of the user. This vibration feedback is used as the main source of 
feedback to train novice surgeons to perform glenoid reaming. 
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Figure 1.10: Glenoid Reaming Simulator [61]
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The glenoid reaming simulator was equipped with a 3D printed shoulder model (top) 
and a uniaxial load cell (middle). The user reams on the shoulder model using a fully 
functional surgical reamer (middle) and a vibration transducer reproduces reaming 
vibrations (bottom).   
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1.9 Tracking Systems 
1.9.1 Encoded Linkage 
In many existing simulators, including the ARTHO Mentor, Sim-Ortho TraumaVision 
and ArthroVision, a serial linkage device is used to measure the orientation of the user 
instruments (similar to what is shown in Figure 1.11). Each joint of the linkage system 
contains an encoder that measures the joint angle. From the measured joint angles, the 
system can calculate the position and orientation of the surgical instrument. These 
linkages can allow the user to interact with instruments that resemble surgical tools, but 
they have limited maneuverability because they are attached to the simulator. The linkage 
systems can also function as force feedback tools by providing resistance to motion of the 
tool. 
 
Figure 1.11: Touch 3D Systems Serial Linkage Haptic Device8
 
                                               
8
 Modified from Touch [Internet]. 3D Systems., Rock Hill, USA. cited [March 15, 2019]. Available from 
https://www.3dsystems.com/haptics-devices/touch 
Serial linkage device has encoded joints that measure the position and orientation of 
the instrument. 
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1.9.2 Electromagnetic Tracking 
Another method of tracking that is used with some simulators such as VirtaMed ArthroS 
is electromagnetic (EM) tracking. EM tracking consists of an electromagnetic transmitter 
that emits an electromagnetic field and sensors that are free to move within the generated 
field. The magnetic field induces a current in a wire coil inside of the sensors that cues 
the tracking system to know the position and orientation of the sensor within the 
magnetic field. In the case of surgical simulation, the transmitter would likely be attached 
to the simulator platform and a sensor would be placed on the surgical tool to track its 
position and orientation with respect to the simulator platform. When using these 
systems, care needs to be taken with the materials that are placed within the 
electromagnetic field since ferritic materials can interfere with the field and introduce 
errors [62] as can other equipment used within the simulator that emit an electromagnetic 
field [63]. Electromagnetic tracking systems allow for unrestricted motion of the surgical 
tool but cannot serve as a method of haptic feedback like a serial linkage arm. To 
generate haptic feedback additional systems are required. Fully immersive VR systems 
like Precision OS and OssoVR often use a combination of electromagnetic tracking, 
accelerometers and gyroscopes. 
1.9.3 Optical Tracking 
Optical tracking systems are less common in surgical simulation applications but are very 
prevalent in surgical settings [64]. An optical tracking system consists of an optical 
camera and trackers. The system can use either active or passive trackers and may utilize 
multiple cameras. Optical tracking systems often have higher accuracy than 
electromagnetic systems and they not susceptible to magnetic interference, but since 
these systems use cameras, there must always be a line-of-sight between the camera and 
the trackers [64]. For this reason, implementation of optical systems can be difficult when 
a line-of-sight is difficult to establish. Similar to electromagnetic tracking systems, 
optical devices are not capable of generating haptic feedback so additional systems are 
required when active haptic feedback is desired. Some commercial optical tracking 
systems include Stryker NAV3i, Northern Digital Inc. Polaris and Optotrak Certus, and 
Medtronic StealthStation system. 
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1.10 Force Measurement Systems 
Forces cannot be seen or touched and therefore cannot be measured directly. Force is 
measured by measuring a physical response to the presence of a force. The most common 
way of measuring force is by measuring deflection or strain. When a force acts on an 
object, the object changes shape in response to the force, this change is shape is called 
strain. In one dimension, strain is the ratio of the change in length of a body to the initial 
length of the body. When considering a volume, strain (volumetric strain) is the ratio of 
the change in volume of a body to the original volume of the body. 
Strain Gauges 
To measure strain, a thin-film electrical resistive device called a strain gauge is often 
used. This device operates under the principle that a change in length of a conductive 
wire will cause a change in resistance. This is demonstrated by equation (1.1 where 𝑅 is 
the resistance, 𝜌 is the resistivity of the material, 𝑙 is the length of the material, and 𝐴 is 
the cross-sectional area of the material. 
𝑅 =
𝜌𝑙
𝐴
 
(1.1) 
The gauge structure consists of two leads connected by a long wire arranged in a grid 
pattern. This grid pattern makes the gauge sensitive to strain in a single direction while 
being insensitive to strain in the perpendicular directions.  
 
Figure 1.12: Strain Gauge Schematic
 
Lead Tabs Grid Pattern 
A strain gauge is composed of a grid pattern and lead tabs. The grid pattern causes 
the strain gauge to be sensitive to strain in a single direction. 
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A common circuit used to measure strain is a Wheatstone bridge circuit. This circuit is a 
voltage divider circuit containing four branches with a resistor on each branch (shown in 
Figure 1.13). Depending on the application, a quarter, half or full Wheatstone bridge 
circuit can be made by replacing one, two or four of the resistors in the bridge with strain 
gauges, respectively. Different bridge configurations and strain gauge orientations are 
used to isolate for different strain types (such as bending strain or axial strain). Once a 
system has been designed and is measuring strain, the Wheatstone bridge circuit can be 
calibrated to convert the measured strain into force applied.  
 
Figure 1.13: Wheatstone Bridge Circuit
 
Load Cells 
Load cells are calibrated commercial devices that use internal strain gauges to measure 
loads and torques. These devices come in a variety of form factors with varying 
measurement ranges and measurement resolutions. A load cell is designed with a certain 
number of degree-of-freedom (DOF) that defines the number of independent load and 
moment measurements. A single DOF load cell measures the forces along a single axis 
Vexcite Vout 
R1 R3 
R4 R2 
A Wheatstone bridge is a voltage divider circuit with four branches; each containing 
a resistive device. A strain gauge can be insert into one, two or four branches of the 
bridge. 
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whereas, multi-axis load cells such as a six degree-of-freedom (6DOF) load cell can 
measure forces along 3 perpendicular axes and the moments about each of these three 
axes.  
1.11 Rationale 
Glenoid reaming is a complex psychomotor skill and is a crucial part of a total shoulder 
replacement procedure contributing significantly to the performance and longevity of the 
prosthesis. Complex skills, like reaming, are difficult for novice surgeons to learn and 
with the introduction of resident work hour restrictions, the acquisition of these skills will 
become more difficult using historical training methods. Surgical simulation has been 
introduced as a training modality that can assist trainees in developing required surgical 
skills by providing objective progress measures while distancing the trainee from patients 
until they are considered proficient. 
As described above, in orthopaedic surgery, there have been several simulators developed 
that train surgeons on basic laparoscopic techniques, bone fracture fixation and lower 
extremity arthroplasty. Most recently, an immersive virtual reality simulator has 
introduced a training module that instructs trainees on the installation of an augmented 
base plate for reverse total shoulder arthroplasty; however, other than the simulator being 
developed at our institution no simulator exists that uses tactile vibrations to simulate 
glenoid reaming for total shoulder arthroplasty.  
Previous development of the glenoid reaming simulator at our institution utilized a 
uniaxial load cell to measure the forces applied perpendicular to the glenoid surface. This 
enabled the simulator to simulate concentric reaming but prevented it from simulating 
off-axis or eccentric reaming maneuvers. To simulate eccentric reaming, the simulator 
must be able to measure the user applied net force vector magnitude and orientation as 
well as the reamer’s angle of approach. Therefore, a reamer vector measurement system 
capable of measuring the reamer’s angle of approach and net force vector is required. 
The developed reamer vector measurement system should continue to allow the user to 
use a fully functional reamer with full maneuverability of the instrument and should not 
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be hindered by line-of-sight issues or be susceptible to electromagnetic interference. This 
thesis will discuss the development of a reamer vector measurement system that can be 
easily incorporated into the simulator set-up. This system will not rely on optical or 
electromagnetic tracking but will use forces to measure the reamer’s angle of approach 
and the net force vector magnitude applied by the user. With the addition of a reamer 
vector measurement system, the glenoid reaming simulator’s capabilities will be 
expanded and allow for eccentric reaming simulation in the future. 
1.12 Objectives and Hypotheses 
The aim of this work is to develop a single measurement system that uses forces to 
measure both the reamer angle of approach and net force magnitude and integrate this 
system with the current glenoid reaming simulator.   
Objective 1: To design and calibrate a reamer vector measurement system capable of 
measuring reamer angle of approach and net force magnitude. 
Studies have shown that the typical “just” noticeable difference for forces applied during 
various movements is 5-10 percent of the force being applied [65] and that the ability to 
differentiate between force magnitudes decreases in the presence of low frequency haptic 
noise [66]. It has been shown that typical reaming forces lie between 50 N and 100 N 
[61] so a force measurement accuracy of 1 N is sufficient for a glenoid reaming 
application. A study has reported that arm angle proprioception error ranges from 0.5 to 
2.5 degrees [67] and given that glenoid retroversion measurements are typically reported 
to the nearest degree [68], a reamer angle of approach accuracy of 0.5 degrees is 
sufficient. 
Hypothesis 1: The reamer angle of approach absolute error will be less than 0.5 degrees 
and the force magnitude absolute error will be less than 1 Newton. 
Objective 2: To use the reamer vector measurement system to assess surgeon’s ability to 
correct glenoid version according to a pre-operative plan. Moreover, to compare these 
results to expected surgeon performance from the literature, in order to validate the 
simulator. 
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A previous glenoid retroversion correction study has reported that of all the cases 
presented, 100 percent of the cases with pre-operative retroversion of under 10 degrees 
were corrected within 10 degrees of the ideal orientation and 67% of cases were corrected 
within 5 degrees of the ideal orientation [68]. 
Hypothesis 2: The average difference between a surgeon’s ideal post-operative glenoid 
orientation and the actual post-operative orientation will be less than 5 degrees and the 
average difference will increase as the initial glenoid retroversion angle increases. 
1.13 Thesis Overview 
Chapter 2 describes the development of the reamer vector measurement system. This 
includes the system design, calibration and error reduction. The overall error of the 
system at different force targets is reported. 
Chapter 3 describes the system error characterization protocol and results. This includes a 
description about the systems and testing protocol used to characterize the reamer vector 
measurement system error. The error for reamer angle of approach and net force 
magnitude measurements are reported as a function of reamer angle of approach. 
Chapter 4 presents a study conducted using the reamer vector measurement system to 
assess surgeon’s ability to correct glenoid retroversion according to a pre-operative plan. 
The chapter describes a simulated CT generation method for repeatable measures and the 
overall study protocol. The difference between surgeon’s pre-operative targets and the 
actual reamed correction are reported and discussed. 
Chapter 5 gives the conclusions from this research and proposes future work. 
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Chapter 2  
2 Development of a Force-based Reaming Vector 
Measurement System 
Overview: This chapter outlines the design and calibration of a 
force-based reamer vector measurement system to be used with a 
glenoid reaming surgical simulator. The scope of the chapter 
includes the definition of relevant coordinate systems and desired 
measurands, system design and instrumentation, and calibration. 
General performance of the measurement system is also presented. 
2.1 Anatomical and Simulator Coordinate System Definition 
2.1.1 Defining a Glenoid Coordinate System and Desired 
Measurands 
A clinically relevant coordinate system was defined to determine the required 
measurands for the force-based measurement system. The constructed coordinate system 
is a glenoid centered system formed from three anatomical land marks; the glenoid center 
(GC), the inferior scapular angle point (AI) and the trigonum spinae (TS) as shown in 
Figure 2.1A. Collectively, these three points defined the scapular plane and an axis 
through GC and TS defined the neutral inclination axis. The glenoid coordinate system is 
depicted in Figure 2.1B showing an origin at the glenoid center and three orthogonal 
axes. The coordinate system axes were defined by the scapular plane and the neutral 
inclination axis. The SI axis was oriented parallel to the scapular plane and normal to the 
neutral inclination axis in the superior – inferior direction. The AP axis was oriented 
normal to the scapular plane in the anterior – posterior direction and the ML axis was 
oriented collinear with the neutral inclination axis in the medial-lateral direction.  
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Figure 2.1: Glenoid-Centered Coordinate System Definition
 
Glenoid Centre (GC) 
Scapular Plane  
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A 
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An anatomical coordinate system was defined to determine clinically relevant 
measurands [A] The glenoid center (GS), trigonum spinae (TS), and inferior scapular 
angle (AI) were used to define the scapular plane, neutral inclination axis and the 
glenoid-centered coordinate system. [B] Coordinate system origin is located at the 
glenoid center and the three orthogonal axes (positive directions) were defined 
relative to the scapular plane and neutral inclination axis. 
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To expand the simulator’s capabilities and incorporate off-axis reaming, the simulator 
was calibrated to measure the user’s applied net force and the reamer’s angle of 
approach. To measure the reamer’s angle of approach in three-dimensional space, the 
angle was separated into two angles on orthogonal planes; inclination angle of approach 
and version angle of approach as shown in Figure 2.2. Version angle was defined as the 
angle between the reamer shaft and the ML axis in transverse plane. Inclination angle 
was defined as the angle between the reamer shaft and the ML axis in the coronal plane. 
 
 
Figure 2.2: Angle of Approach Definition
 
 
A B 
α 
β 
The reamer angle of approach was divided into two orthogonal angles. [A] Version 
angle (α) is the angle of approach contained within the transverse plane. Positive 
direction is from the positive ML axis towards the positive AP axis. [B] Inclination 
angle (β) is the angle contained in coronal plane. Positive direction is from the 
positive ML axis to towards the positive SI axis. 
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2.1.2 Defining a Glenoid Reaming Simulator Coordinate System 
A simulator coordinate system was defined to measure the reamer angle of approach and 
net force magnitude relative to the simulator construct. The simulator coordinate system 
orientation was defined by three orthogonal axes (SI axis, AP axis and ML axis) as 
depicted in Figure 2.3. The SI axis was oriented in the vertical direction parallel to the 
base plate. The AP axis was oriented in the horizontal direction parallel to the base plate 
and the ML axis was oriented normal to the base plate. The coordinate system origin was 
located so that the ML axis passed through the center of the base plate but was offset 
from the base plate along the ML axis by 71.2mm. This offset corresponds with the 
distance between the base plate and glenoid center of the shoulder model that was used 
with the simulator. The simulator coordinate system was fixed to the base plate. 
 
 
Figure 2.3: Simulator Coordinate System Definition
 
71.2 mm 
Base Plate SI Axis 
ML Axis 
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The anatomical coordinate system was defined within the context of the reaming 
simulator hardware. This coordinate system was used as the frame of reference for the 
force-based reamer vector measurement system calibration. 
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2.2 System Design for Force Triangulation 
2.2.1 System Hardware Design 
Multiple designs were considered for the reamer vector measurement system; however, a 
few design constraints limited possible design solutions. The first constraint was that the 
developed system needed to continue to allow the user to interact with the simulator 
using a fully functional surgical reamer. This constraint prevented modifications from 
being made to the reamer. Secondly, the added system could not alter the vibrations felt 
by the user during simulation. This constraint prevented the developed reamer vector 
measurement system from being placed between the vibration transducer and the 3D 
printed scapula mounted to the front of the simulator since this could alter the 
transmission of vibrations to the user. Additionally, it was advantageous to place the 
reamer vector measurement system outside of the vibration environment to reduce signal 
noise caused by vibrations. Given these constraints, the force measurement system was 
placed between the simulator housing and the support wall similar to the previous 
uniaxial force measurement system (shown in Figure 2.4D). 
To measure the desired measurands defined in section 2.1.1, multiple solutions composed 
of a combination of multi-axis and single-axis load cells were considered. The simplest 
potential system consisted of a single multi-axis load cell. However, due to the high 
anticipated torsions, commercially available multi-axis load cells with the required 
measurement range and resolution are expensive. Additionally, since the load applied by 
the user to the simulator would not be applied at the origin of the multi-axis load cell, 
calibration algorithms would need to be included to transform the forces to the simulator 
coordinate system defined in section 2.1.2. The need for additional calibration algorithms 
minimized the advantage of having a commercially calibrated device. Due to cost and the 
minimized benefit of a commercial system, multiple single-axis load cells were chosen 
over a single multi-axis load cell. To further reduce costs, single-axis cantilever load cells 
were fabricated from stock materials and instrumented with strain gauges instead of 
purchasing commercial load cells. The design of the cantilever load cells used has been 
previously described [70]. To measure reamer angle of approach and net force applied 
using single-axis load cells, a minimum of three single-axis load cells were required. 
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The developed force-based measurement system consisted of three aluminum cantilever 
load cells mounted to the wall support of the simulator in a tripod configuration as shown 
in Figure 2.4A. These three cantilevers replaced the uniaxial load cell previously used 
with the simulator. The simulator housing was mounted to the cantilevers using rubber 
standoffs so that the simulator housing was a cantilevered system only supported by the 
three cantilever load cells (show in Figure 2.4C and Figure 2.4D).  With this design, any 
external load applied to the simulator caused a change in the reaction forces at each 
cantilever and with the addition of rubber standoffs the vibrations produced by the 
simulator were dampened so that there would be less vibration induced noise in the force 
measurements. To measure the change in reaction force, a full Wheatstone bridge strain 
gauge circuit (configuration type II) using two ‘T’ rosette strain gauges (MICRO-
MEASUREMENTS MMF315026) was instrumented onto each cantilever (shown in 
Figure 2.4B). This bridge configuration allowed for isolated measurement of surface 
bending strain resulting from a normal force applied perpendicular to the rubber standoff 
while compensating for temperature and poison effects.   
2.2.2 Force Data Acquisition System 
All strain measured by the strain gauge circuits was supplied to a C series strain/bridge 
input module (NI 9237, National instruments Corporation, Austin, Texas). The input 
module was connected to the simulator computer through a USB chassis (NI USB-9162, 
National instruments Corporation, Austin, Texas) shown in Figure 2.5. All Data was 
collected using NI LabVIEW software.  
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Figure 2.4: Force-based Measurement System Design and Instrumentation
 
A 
B 
C 
A 
C 
B 
D 
Strain Gauge 
Fbend 
[A] Three aluminum cantilever load cells (A, B & C) were oriented in a tripod 
configuration mounted to the simulator support wall. [B] Each cantilever was 
instrumented with a full Wheatstone Bridge strain gauge circuit. A bending force, 
Fbend, acts normal to the cantilever top face and caused bending strain that was 
measured by the strain gauges. An additional ‘T’ rosette strain gauge wass mounted 
to the underside of the cantilever (not depicted in figure) [C] The simulator housing 
was mounted onto the cantilevers. [D] The simulator housing and cantilever load 
cells were a cantilevered system.  
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Figure 2.5: Data acquisition system
 
 
2.3 Cantilever Load Cell Calibration 
A commercial six degree-of-freedom (6DOF) load cell (Nano25, ATI Technologies, 
Markham, Ontario) was used to develop a calibration curve for each cantilever load cell. 
This load cell was used because it was easily accessible; however, measurements were 
only taken from a single axis to calibrate the cantilevers. This curve was used to convert 
measured bending strain into normal force applied. Each cantilever was mounted to the 
Cantilevers (with 
Wheatstone 
bridge circuit)  
 
ATI Nano25 Load 
Cell 
ATI Signal 
Conditioner 
NI USB-6210 Data 
Acquisition Unit 
 
NI 9237 module and 
NI USB-9162 chassis 
Data Acquisition Unit 
 
Simulator Computer 
 
Three cantilever load cells were used to measure the simulator user’s applied force 
and angle of approach. A commercial load cell was used to calibrate the system. All 
transducers were sampled via NI-USB data acquisition units using NI LabVIEW 
software. 
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simulator wall support prior to calibration. The load cell was mounted onto one of the 
cantilevers as shown in Figure 2.6. As shown in Figure 2.5, the load cell was connected 
to an ATI signal conditioner and was routed to the simulator computer using an USB-
6210 data acquisition unit (National Instruments Corporation, Austin, Texas). A custom 
NI LabVIEW program was used to simultaneously collect strain measurements from the 
cantilever being calibrated and force measurements from the load cell. The loading 
protocol for calibration involved applying a steadily increasing and decreasing 
compressive load followed by an increasing and decreasing tensile load normal to the 
face of the load cell.  
 
 
Figure 2.6: Cantilever Load Cell Calibration Setup
 
ATI Nano25 Load Cell 
Fcalibrate 
An ATI Nano25 load cell was mounted onto each cantilever to calibrate the cantilever 
to convert measured bending strain into force applied normal to the cantilever. A 
ramped compressive and tensile load (Fcalibrate) was applied to the load cell while 
recording measurements from the load cell and cantilevers simultaneously.  
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A plot was generated with bending strain as the independent variable and force applied as 
the dependent variable. A first order regression was fit to the plotted points to generate 
the calibration curve. The developed calibration curves are shown in Figure 2.7 through 
Figure 2.9. The simulator was mounted onto the three cantilever load cells after they were 
calibrated. 
 
 
Figure 2.7: Cantilever A Calibration Curve
 
 
𝑦 = −0.4801𝑥 − 28.642 
R2 = 0.998 
Calibration data from the commercial load cell and the Wheatstone bridge of 
cantilever A were plotted on a scatter plot. A line was fit to the points to develop the 
calibration curve that would allow for the conversion from measured bending strain 
into force applied.  
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Figure 2.8: Cantilever B Calibration Curve
 
𝑦 = −0.5369𝑥 − 10.412 
R2 = 0.997 
Calibration data from the commercial load cell and the Wheatstone bridge of 
cantilever B were plotted on a scatter plot. A line was fit to the points to develop the 
calibration curve that would allow for the conversion from measured bending strain 
into force applied. 
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Figure 2.9: Cantilever C Calibration Curve
 
 
2.4 Force-based Measurement System Calibration 
To calibrate the reamer vector measurement system, a custom mount was used to attach 
the  load cell to the simulator base plate that aligned the measurement axes of the load 
cell with the simulator coordinate system defined in section 2.1.2 (shown in Figure 
2.10A). To apply controlled loads to the load cell, a KUKA 7 axes light weight robot 
(LWR) (KUKA Robotics Canada Limited, Mississauga, Ontario) was used with a 
surgical reamer mounted to the effector end of the robot shown in Figure 2.11. A plate 
with a pilot hole was mounted to the front of the load cell to serve as a guide for the 
reamer tip (shown in Figure 2.10B). A data acquisition system as shown in Figure 2.5 
Calibration data from the commercial load cell and the Wheatstone bridge of 
cantilever C were plotted on a scatter plot. A line was fit to the points to develop the 
calibration curve that would allow for the conversion from measured bending strain 
into force applied. 
𝑦 = −0.519𝑥 + 520.09 
R2 = 0.999 
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was used with a custom LabVIEW program to simultaneously measure load cell data and 
cantilever data.  
 
 
Figure 2.10: Commercial Load Cell Setup for Force-based Measurement System 
Calibration
 
A B 
Custom 
Mount 
 
Guiding Plate 
[A] A custom mount was used to align the measurement axes of the load cell to the 
simulator coordinate system axes. [B] A plate with a pilot hole was mounted to the 
load cell to guide the reamer tip during the loading protocol. 
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Figure 2.11: KUKA 7 Axes Light Weight Robot and Reamer Mount
 
The robot was actuated using position control to apply specific loads to the load cell 
mounted to the front of the simulator. After recording force data, relationships between 
the load cell and cantilever data was used to develop calibration equations that would 
transform measured cantilever forces into net force applied at the user-tool interface and 
the reamer angle of approach. 
To calibrate the system using force magnitudes, an assumption about the reamer angle of 
approach was needed. Specifically, the orientation of the force vector applied by a 
surgeon during glenoid reaming was considered collinear with the reamer shaft. 
Consequently, the reamer orientation is equivalent to the orientation of the force vector 
applied to the simulator. Using this assumption, the commercial load cell can be used as 
the gold standard for calibration of the cantilever force-based reamer vector measurement 
system.  
Surgical 
Reamer 
 
A surgical reamer was mounted to a KUKA 7 Axes light weight robot using a custom 
clamp. The robot was used to apply consistent loads to the commercial load cell 
mounted to the front of the simulator. 
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2.4.1 Measurand Calibration 
2.4.1.1 Version Angle Calibration 
To develop the version angle calibration algorithm, the KUKA robot was oriented so that 
the reamer shaft was collinear with ML axes of the load cell and simulator coordinate 
systems. The robot was advanced into the load cell along the ML axis until a target force 
was reached. Once the target was reached, the robot was actuated side-to-side along the 
AP axis to generate a horizontal force component acting on the simulator. This affected 
the force vector version angle of approach while holding the inclination angle of 
approach at zero. For each test, the robot was used to gradually sweep through the desired 
version angle measurement range. The sweep started with a version angle of zero degrees 
that was increased to +15 degrees of version and then decreased to -15 degrees. Finally, 
the robot was actuated to bring the version angle back to zero degrees. This version angle 
sweep was completed for target loads of 20, 40, 60, 80, 100, and 120 N. Using multiple 
target loads decreased any effect of force magnitude on the calibration curve. To develop 
the main calibration curve, the collected data for all target loads was plotted on a scatter 
plot with version angle measured by the load cell as the dependent variable and the 
version cantilever load ratio (VLR), defined in equation 2.1, plotted as the independent 
variable as shown in Figure 2.12.  
 
𝑉𝐿𝑅 =
𝐶𝑎𝑛𝑡𝑖𝑙𝑒𝑣𝑒𝑟𝐴
𝐶𝑎𝑛𝑡𝑖𝑙𝑒𝑣𝑒𝑟𝐶
 (2.1) 
By inspection, the data points were noted to approach one vertical and one horizontal 
asymptote. For this reason, a curve of the following form was chosen for the curve fit 
operation: 
 𝑦 =
𝑎
𝑥 + 𝑏
+ 𝑐 (2.2)  
Where 𝑥 is the independent variable, 𝑦 is the dependent variable and 𝑎, 𝑏 and 𝑐 are the 
coefficients that are determined by the curve fit. MATLAB was used to fit a curve to the 
data points using the nonlinear least squares method with the trust-region algorithm. The 
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plot and curve fit can be seen in Figure 2.12 and the resulting calibration equation is 
shown in equation 2.3. 
 
𝑉𝑒𝑟𝑠𝑖𝑜𝑛𝐴𝑛𝑔𝑙𝑒 =  
−28.3
𝑉𝐿𝑅 + 1.011
+ 15.04 (2.3) 
 
 
Figure 2.12: Calibration Curve for Version Angle Calculation
 
 
 
𝑦 = −
28.3
𝑥 + 1.011
+ 15.04 
R2 = 0.999 
Version angle measured by the load cell was plotted on the vertical axis and the 
version cantilever load ratio was plotted on the horizontal axis. MATLAB was used to 
fit a curve of the form of equation 1.2 to the version calibration data using a nonlinear 
least squares method with a trust-region algorithm. This curve formed the main 
calibration curve for version angle calculation.  
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The calibration curve is expected to have this form. When a target load is applied along 
the ML axis, both cantilever A and C measure a similar reaction force. Once a force 
component along the AP axis is introduced, the force measured by either cantilever A or 
cantilever C increases while the other decreases. For negative version angles the force on 
cantilever A approaches zero while the force on cantilever C increases. This causes the 
VLR to approach zero as the version angle becomes more negative. For positive version 
angles there is an increase in the force measured by cantilever A and a decrease in the 
force measured by cantilever C. This causes the VLR to diverge to infinity as the 
denominator approaches zero. 
2.4.1.2 Inclination Angle Calibration 
The calibration algorithm for inclination angle was developed similarly to the version 
angle calibration algorithm. The robot was advanced into the load cell along the ML axis 
with the reamer shaft collinear with the ML axis until a target load was reached. Once 
reached, the robot was actuated along the SI axis of the simulator coordinate system to 
apply a net force vector with a vertical force component. This caused the inclination 
angle to change while maintaining a zero degree version angle of approach. The robot 
was used to sweep through the desired inclination angle measurement range. This 
involved actuating the robot along the SI axis until an inclination angle of 15 degrees was 
reached. Following this, the robot was actuated in the opposite direction along the SI axis 
until -15 degrees was reached. Lastly, the robot was brought back to a neutral position 
where the inclination angle was zero degrees. This process was repeated for target loads 
of 20, 40, 60, 80, 100, and 120N. Data for all target loads were plotted together on a 
scatter plot with inclination angle measured by the load cell plotted as the dependent 
variable and the inclination cantilever load ratio (ILR), defined in equation 2.4, plotted as 
the independent parameter.   
 
𝐼𝐿𝑅 =
𝐶𝑎𝑛𝑡𝑖𝑙𝑒𝑣𝑒𝑟𝐵
𝐶𝑎𝑛𝑡𝑖𝑙𝑒𝑣𝑒𝑟𝐴 + 𝐶𝑎𝑛𝑡𝑖𝑙𝑒𝑣𝑒𝑟𝐶
∙ 2 (2.4) 
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A calibration equation in the form of equation 2.2 was fit to the collected data points 
using a nonlinear least squares line fit with a trust-region algorithm in MATLAB. The 
output curve had the equation: 
 
𝑖𝑛𝑐𝑙𝑖𝑛𝑎𝑡𝑖𝑜𝑛 𝑎𝑛𝑔𝑙𝑒 =  
89.44
𝐿𝑜𝑎𝑑 𝑅𝑎𝑡𝑖𝑜 + 2.276
− 22.47 (2.5) 
 
 
Figure 2.13: Calibration Curve for Inclination Angle Calculation
 
 
𝑦 =
89.44
𝑥 + 2.276
− 22.47 
R2 = 0.999 
Inclination angle measured by the load cell was plotted on the vertical axis and the 
inclination cantilever load ratio was plotted on the horizontal axis. MATLAB was 
used to fit a curve of the form of equation 2.2 to the version calibration data using a 
nonlinear least squares method with a trust-region algorithm. This curve formed the 
main calibration curve for inclination angle calculation. 
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A calibration curve of this form is expected for inclination angle calibration. When a 
target force is applied along the ML axis of the simulator, the cantilevers measure similar 
reaction forces. But when a force component along the SI axis is applied, either the ILR 
denominator or numerator increases while the other decreases. When there is a positive 
inclination angle the numerator approaches zero and so does the ILR. When there is a 
negative inclination angle the denominator approaches zero and the ILR diverges to 
infinity. 
2.4.1.3 Net Force Calibration 
The net force magnitude, 𝐹𝑛𝑒𝑡, was calibrated using trigonometric relationships and force 
balance equations. The net force vector is a vector in 3-dimensional space; therefore, it 
can be represented as the root sum of squares of three orthogonal force vectors along the 
simulator coordinate system axes as shown in equation 2.6. 
 
𝐹𝑛𝑒𝑡 = √𝐹𝑆𝐼
2 + 𝐹𝐴𝑃
2 + 𝐹𝑀𝐿
2  (2.6)  
Where 𝐹𝑆𝐼, 𝐹𝐴𝑃, and 𝐹𝑀𝐿 are force acting along the SI, AP and ML axes, respectively. 
This can be represented in terms of  𝐹𝑀𝐿 and version (𝑣𝑒𝑟𝐴𝑛𝑔𝑙𝑒) and inclination 
(𝑖𝑛𝑐𝐴𝑛𝑔𝑙𝑒) angles using trigonometric relationships.  
 
𝐹𝑛𝑒𝑡 = √(𝐹𝑀𝐿 ∙ tan (𝑖𝑛𝑐𝐴𝑛𝑔𝑙𝑒))2 + (𝐹𝑀𝐿 ∙ tan (𝑣𝑒𝑟𝐴𝑛𝑔𝑙𝑒))2 + 𝐹𝑀𝐿
2  (2.7) 
By extracting the common factor, equation 2.8 is obtained. 
 𝐹𝑛𝑒𝑡 = 𝐹𝑀𝐿 ∙ √(tan2(𝑖𝑛𝑐𝐴𝑛𝑔𝑙𝑒) + tan2(𝑣𝑒𝑟𝐴𝑛𝑔𝑙𝑒) + 1) (2.8) 
The force applied normal to the base plate can be calculated from the measured cantilever 
loads using a force balance equation. By summing the forces along the ML axis, the 
following equation is obtained: 
 𝐹𝑀𝐿 = 𝐹𝑐𝑎𝑛𝑡𝐴 + 𝐹𝑐𝑎𝑛𝑡𝐵 + 𝐹𝑐𝑎𝑛𝑡𝐶  (2.9) 
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Where 𝐹𝑐𝑎𝑛𝑡𝐴 , 𝐹𝑐𝑎𝑛𝑡𝐵  and 𝐹𝑐𝑎𝑛𝑡𝐶  are the forces measured by cantilever A, B and C, 
respectively. Substituting equation 2.9 into equation 2.8 results in a calibration equation 
containing measured and calibrated terms of the reamer vector measurement system. 
 𝐹𝑛𝑒𝑡 = (𝐹𝑐𝑎𝑛𝑡𝐴 + 𝐹𝑐𝑎𝑛𝑡𝐵 + 𝐹𝑐𝑎𝑛𝑡𝐶)                             
∙ √(tan2(𝑖𝑛𝑐𝐴𝑛𝑔𝑙𝑒) + tan2(𝑣𝑒𝑟𝐴𝑛𝑔𝑙𝑒) + 1) 
(2.10) 
2.4.1.4 Initial Calibration Performance Assessment 
To assess the performance of the calibration, the KUKA robot was used to sweep across 
the calibrated measurement range of the system. The robot and load cell were used in the 
same configuration described earlier in section 2.4. Similar to calibration, the robot was 
advanced into the load cell along the ML axis until the target load was reached with 
version and inclination angles of zero degrees. The robot was used to sweep across the 
entire reamer vector measurement system range. The robot was actuated along the SI axis 
until an inclination angle of 15 degrees was reached. The robot was then actuated in the 
opposite direction along the SI axis until -15 degrees was reached. The robot was brought 
back to a neutral position (inclination angle equal to zero). This was repeated for constant 
version angles in increments of 2.5 degrees spanning the range of -15 to 15 degrees of 
inclination. This system sweep was done for target loads of 20, 40, 60, 80, 100 and 120 
N. 
After completing the load sweeps, the forces and angles measured by the load cell were 
compared to the forces and angles measured by the reamer vector measurement system. 
For each measurand, a mean error and mean absolute error between the reamer vector 
measurement system and the load cell were calculated for the entire measurement range 
averaged over all target loads. The error summary is shown in Table 2.1. 
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Table 2.1: Measurement System Sweep Error Summary 
 Mean Error Mean Absolute Error 
Version Angle (°) -0.1 ± 6.0 2.9 ± 5.2 
Inclination Angle (°) 0.0 ± 0.4 0.3 ± 0.2 
Net Force Magnitude (N) -3.1 ± 5.1 4.3 ± 4.2 
 
These results show that the most significant errors are found in version angle and net 
force magnitude measurements. These errors are believed to be from a two main sources. 
Firstly, the simulator was originally designed to passively simulate the motion of the 
scapula that occurs when a surgeon applies a force to the glenoid. This adds to the 
realism of the simulation but complicates the force calibration because the coordinate 
system moves with the base plate when the user applies a force. This motion changes the 
distribution of reaction forces between the three cantilever load cells from what would be 
expected if the system was rigid. This motion results in errors in the net force 
measurement. The motion causes cosine error between the normal of each cantilever face 
and the ML axis defined by the base plate. The formula for calculating the normal force 
magnitude (equation 2.10) assumes that the simulator coordinate system ML axis is 
normal to the faces of the cantilevers. This assumption is not valid given that the base 
plate moves causing small changes in the measurement coordinate system orientation and 
position relative to the cantilevers.  
The second main source of error is the instability of the tripod configuration. Figure 2.14 
shows that there is an increase in version angle error when there is a non-zero inclination 
angle. This error is greatest when the inclination angle is negative (when there is a force 
component acting in the superior direction). In the presence of a non-zero version angle 
and a negative inclination angle, the simulator tends to twist causing an exaggeration in 
the version angle measurement resulting from an exaggerated cantilever load ratio 
measurement. This error is increased as the force applied by the user increases. This 
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source of error doesn’t have as large of an impact on the inclination angle measurement 
because its affect is normalized due to the load averaging of cantilevers A and C in the 
inclination angle calibration. When the simulator twists, there is an increase in the force 
measured by either cantilever A or C and a decrease in the other. This results in an 
exaggerated load ratio for version angle calibration, but if the increase in load measured 
by one cantilever is equal to the decrease measured by the other cantilever then the 
average force measured by both cantilevers would remain unchanged. Therefore, the load 
ratio, ILR, is largely unaffected.  
These errors can be reduced by using correlations between the measurement error and the 
measurands (measured version angle, inclination angle and net force magnitude) to 
predict and compensate for the error. 
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Figure 2.14: Sample Reamer Angle of Approach Output from Force-based 
Measurement System Calibration
 
 
2.4.2 Error Compensation 
Although there were large errors present in the system, they were reduced by predicting 
the error based on measured parameters. The load sweep data from the initial calibration 
performance assessment was used to improve the system calibration by observing trends 
in error as it relates to parameters measured by the cantilevers. Error compensation was 
performed in stages and the different stages of compensation involved using different 
error predictors. 
This sample output from the commercial load cell and the force-based measurement 
system calibration shows that when there is a non-zero inclination angle there is an 
increased error in the version angle measurement. This error is the result of the 
unstable tripod configuration. 
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2.4.2.1 Error Compensation Summary and Naming Convention 
Moving forward, a naming convention will be used to refer to each measurand after 
calibration and after each stage of error compensation. This naming convention is shown 
in Table 2.2. 
Table 2.2: Measurand Naming Convention and Calibration Summary 
 Calibrated 
Error Compensation Stage 
1 2 3 
Version Angle 
Name VerC VerC1 VerC2 VerC3 
Function of: VLR VerC, ILR VerC1, FnetC VerC2, IncC2 
Inclination 
Angle 
Name IncC IncC1 IncC2 
 
Function of: ILR IncC, VerC1 IncC1, FnetC 
Force along 
ML axis (FML) 
Name FMLC FMLC1 FMLC2 FMLC3 
Function of: 
Cantilever 
Loads 
FMLC, VerC1 FMLC1, IncC1 FMLC2 
Net Force 
Magnitude 
(Fnet) 
Name FnetC FnetC1 FnetC2 FnetC3 
Function of: 
VerC, IncC, 
FMLC 
VerC1, IncC1, 
FMLC3 
FnetC, VerC3 FnetC1, IncC2 
 
2.4.2.2 Version Angle Error Compensation 
The first stage of version angle error compensation sought to address the error caused by 
simulator twist with the presence of a non-zero inclination angle. To predict this error, the 
ILR was plotted as the independent variable on a scatter plot while VerC percent error 
was plotted as the dependent variable as shown in Figure 2.15. However, for version 
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angles between -1 and 1 degree, the low signal to noise ratio resulted in very large 
percent errors in VerC measurement. For this reason, data points corresponding to 
version angles between -1 and 1 degree were omitted from this stage of the calibration. 
MATLAB was used to find the line of best fit using a nonlinear least squares method 
with trust-region algorithm. The stage of calibration resulted in the equation: 
 
𝑉𝑒𝑟𝐶1 = 𝑉𝑒𝑟𝐶 ∙ (
(−25.26 ∙ 𝐼𝐿𝑅 + 42.89)
100
+ 1)
−1
 (2.11) 
 
 
Figure 2.15: Version Angle Error Compensation Stage 1 Calibration Curve
 
𝑦 = −25.6𝑥 + 42.89 
R2 = 0.987 
Inclination angle cantilever load ratio (ILR) was used to predict the error in the 
version angle measurement when a non-zero inclination angle of approach is present. 
The percent error in the version angle calibration was on the vertical axis and the 
inclination load ratio was on the horizontal axis. MATLAB was used to find the line of 
best fit using a nonlinear least squares method with trust-region algorithm. This 
compensation stage was used to calculate VerC1. 
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The second stage of error compensation involved plotting FnetC1 (described in section 
2.4.2.5) and VerC1 as independent variables and VerC1 error in degrees as the dependent 
variable as shown in Figure 2.16. A third order polynomial surface was fit to the data 
points using the nonlinear least squares method and trust-region algorithm in MATLAB.  
 
 
Figure 2.16: Version Angle Error Compensation Stage 2 Surface Fit
 
 
 
 
 
Error Prediction for VerC2 Calculation 
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The error in version angle measurement with one stage of error compensation was 
plotted as the dependent variable on a 3D scatter plot and net force and version angle 
were plotted as the dependent variables. A third order polynomial surface was fit to 
the data points using the nonlinear least squares method and trust-region algorithm in 
MATLAB. This calibration was used to calculate VerC2 
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This stage of calibration resulted in equation 2.12. 
 𝑉𝑒𝑟𝐶2 = 𝑉𝑒𝑟𝐶1 − (−0.1926 + 0.04115 ∙ 𝑉𝑒𝑟𝐶1
− 0.0518 ∙ 𝐹𝑛𝑒𝑡𝐶1 + 0.0006685 ∙ 𝑉𝑒𝑟𝐶1
2
− 0.0008999 ∙ 𝑉𝑒𝑟𝐶1 ∙ 𝐹𝑛𝑒𝑡𝐶1 − 0.0002744
∙ 𝐹𝑛𝑒𝑡𝐶1
2 + 0.0001177 ∙ 𝑉𝑒𝑟𝐶13 − 1.63𝐸 − 06
∙ 𝑉𝑒𝑟𝐶12 ∙ 𝐹𝑛𝑒𝑡𝐶1 − 6.91𝐸 − 07 ∙ 𝑉𝑒𝑟𝐶1
∙ 𝐹𝑛𝑒𝑡𝐶1
2 + 1.38𝐸 − 06 ∙ 𝐹𝑛𝑒𝑡𝐶1
3) 
(2.12) 
The final stage of error compensation for version angle involved plotting VerC2 error in 
degrees as the dependent variable and IncC2 (described in section 2.4.2.3) as the 
independent variable on a scatter plot as shown in Figure 2.17. MATLAB was used to 
find the line of best fit. The resulting equation is shown in equation 2.13. 
 𝑉𝑒𝑟𝐶3 = 𝑉𝑒𝑟𝐶2 − (0.0172 ∙ 𝐼𝑛𝑐𝐶2 + 0.0036) (2.13) 
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Figure 2.17: Version Angle Error Compensation Stage 3 Calibration Curve
 
 
2.4.2.3 Inclination Angle Error Compensation 
The first stage of error compensation for inclination calibration involved determining the 
relationship between IncC error and VerC. To determine the error compensation curve, 
VerC1 (described in section 0) was plotted on the independent axis and IncC error in 
degrees was plotted on the dependent axis as shown in Figure 2.18. The nonlinear least 
squares curve fitting method in MATLAB was used to find the line of best fit using the 
trust-region algorithm. The resulting compensation equation is shown in equation 2.14. 
Inclination angle (IncC2) was used to predict the error in the version angle 
measurement. The error in the second stage of version angle error compensation was 
on the vertical axis and inclination angle was on the horizontal axis. MATLAB was 
used to find the line of best fit using a nonlinear least squares method with trust-
region algorithm. This compensation stage was used to calculate VerC3. 
𝑦 = −0.0172𝑥 + 0.0036 
R2 = 0.2943 
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 𝐼𝑛𝑐𝐶1 =  𝐼𝑛𝑐𝐶 + (0.01327 ∙ 𝑉𝑒𝑟𝐶1 − 0.04412) (2.14) 
 
 
Figure 2.18: Inclination Angle Error Compensation Stage 1 Calibration Curve
 
 
 
 
 
𝑦 = −0.01372𝑥 + 0.04412 
R2 = 0.1062 
Version angle (VerC2) was used to predict the error in the inclination angle 
measurement. Inclination angle calibration error was on the vertical axis and version 
angle was on the horizontal axis. MATLAB was used to find the line of best fit using a 
nonlinear least squares method with trust-region algorithm. This compensation stage 
was used to calculate IncC1. 
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The second stage of error compensation for inclination angle involved plotting a 3D 
scatter plot with FnetC1 (described in section 2.4.2.5) and IncC1 as dependent variables 
and IncC1 error in degrees as the dependent variable. Within MATLAB a third order 
surface polynomial was fit to the collected data using a nonliner least squares method 
with trust-region algorithm. The surface equation is shown in equation 2.15 and the 
surface fit is shown in Figure 2.19. 
𝐼𝑛𝑐𝐶2 = 𝐼𝑛𝑐𝐶1                                                                     
− (0.4329 + 0.04305 ∙ 𝐼𝑛𝑐𝐶1
− 0.01693 ∙ 𝐹𝑛𝑒𝑡𝐶1 − 0.000568 ∙ 𝐼𝑛𝑐𝐶1
2
− 0.00104 ∙ 𝐼𝑛𝑐𝐶1 ∙ 𝐹𝑛𝑒𝑡𝐶1
+ 0.00022 ∙ 𝐹𝑛𝑒𝑡𝐶1
2 + 0.000113 ∙ 𝐼𝑛𝑐𝐶13
+ 1.21𝐸 − 05 ∙ 𝐼𝑛𝑐𝐶12 ∙ 𝐹𝑛𝑒𝑡𝐶1 + 2.55𝐸 − 06
∙ 𝐼𝑛𝑐𝐶1 ∙ 𝐹𝑛𝑒𝑡𝐶1
2 − 9.78𝐸 − 07 ∙ 𝐹𝑛𝑒𝑡𝐶1
3) 
(2.15) 
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Figure 2.19: Inclination Angle Error Compensation Stage 2 Surface Fit
 
 
2.4.2.4 FML Magnitude Error Compensation 
The force measured on the ML axis, FML, requires three stages of error compensation. 
The first stage of calibration involved plotting VerC1 (described in section 2.4.1.1) as the 
independent variable and FMLC percent error as the dependent variable on a scatter plot as 
shown in Figure 2.20. MATLAB was used to determine the line of best fit using a 
nonlinear least squares method with a trust-region algorithm. The final equation is shown 
in equation 2.16. 
 
𝐹𝑀𝐿𝐶1 = 𝐹𝑀𝐿𝐶 ∙ (
(−0.033 ∙ 𝑉𝑒𝑟𝐶1 + 0.021)
100
+ 1)
−1
 (2.16) 
Error Prediction for IncC2 Calculation 
FnetC1 (N) 
IncC1 (°) 
In
cC
1
 E
rr
o
r 
(°
) 
R2 = 0.4687 
The error in inclination angle measurement with one stage of error compensation was 
plotted as the dependent variable and net force and inclination angle were plotted as 
the dependent variables. A third order polynomial surface was fit to the data points 
using the nonlinear least squares method and trust-region algorithm in MATLAB. 
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Figure 2.20: Force on ML Axis Error Compensation Stage 1 Calibration Curve 
 
 
In the second stage, MATLAB was used to determine the linear relationship between 
FMLC percent error and IncC1 (described in section 2.4.2.3) as shown in Figure 2.21. A 
nonlinear least squares method with trust-region algorithm was used. The resulting 
equation was: 
 
𝐹𝑀𝐿𝐶2 = 𝐹𝑀𝐿𝐶1 ∙ (
(−0.3109 ∙ 𝐼𝑛𝑐𝐶1 − 6.513)
100
+ 1)
−1
 (2.17) 
 
𝑦 = −0.033𝑥 + 0.021 
R2 = 0.0437 
Version angle (VerC1) was used to predict the error in the FML measurement. The 
percent error in the calibration for the force acting along the ML axis was on the 
vertical axis and version angle was on the horizontal axis. MATLAB was used to find 
the line of best fit using a nonlinear least squares method with trust-region algorithm. 
This compensation stage was used to calculate FMLC1. 
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Figure 2.21: Force on ML Axis Error Compensation Stage 2 Calibration Curve 
 
The final stage of error compensation for FML involved plotting FMLC2 as the 
independent variable and FML error in Newtons as the dependent variable as shown in 
Figure 2.22. MATLAB was used to find the line of best fit. Equation 2.18 shows the 
equation for the last stage of error compensation for FML. 
 
𝐹𝑀𝐿𝐶3 = 𝐹𝑀𝐿𝐶2 ∙ (
(0.0146 ∙ 𝐹𝑀𝐿𝐶2 − 0.672)
100
+ 1)
−1
 (2.18) 
𝑦 = −0.3109𝑥 − 6.513 
R2 = 0.7897 
Inclination angle (IncC1) was used to predict the error in the FML measurement. The 
percent error in the calibration for the force acting along the ML axis was on the 
vertical axis and inclination angle was on the horizontal axis. MATLAB was used to 
find the line of best fit using a nonlinear least squares method with trust-region 
algorithm. This compensation stage was used to calculate FMLC2. 
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Figure 2.22: Force on ML Axis Error Compensation Stage 3 Calibration Curve
 
 
2.4.2.5 Net Force Error Compensation 
Net force error compensation involved three stages. Unlike the other measurands, the net 
force initial calibration accuracy is dependent on the accuracy of the other three 
measurand calibrations. Therefore, the first stage of error compensation used for the net 
force magnitude involved using equation 2.10 but substituting in measurands with error 
compensation included. This is shown in equation 2.19. 
𝑦 = 0.0146𝑥 − 0.672 
R2 = 0.4393 
Force along the ML axis (FMLC2) was used to predict the error in the FML 
measurement. Percent error of the second stage of error compensation for the force 
acting along the ML axis was on the vertical axis and the force magnitude of the force 
component acting along the ML axis was on the horizontal axis. MATLAB was used to 
find the line of best fit using a nonlinear least squares method with trust-region 
algorithm. This compensation stage was used to calculate FMLC3. 
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 𝐹𝑛𝑒𝑡𝐶1 = 𝐹𝑀𝐿𝐶3 ∙ √(tan2(𝑉𝑒𝑟𝐶1) + tan2(𝐼𝑛𝑐𝐶1) + 1) (2.19) 
In the second stage, net force (FnetC1) error in newtons was plotted as the dependent 
variable and version angle (VerC2) was plotted as the independent variable on a scatter 
plot as shown in Figure 2.23. MATLAB was used to fit a second order polynomial to the 
data points using a nonlinear method with trust-region algorithm. The following equation 
resulted.  
 𝐹𝑛𝑒𝑡𝐶2 = 𝐹𝑛𝑒𝑡𝐶1 − (0.0014 ∙ 𝑉𝑒𝑟𝐶3
2 − 0.0079 ∙ 𝐼𝑛𝑐𝐶3
− 0.118) 
(2.20) 
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Figure 2.23: Net Force Error Compensation Stage 2 Calibration Curve
 
 
The third stage of error compensation was similar to the second except inclination angle 
(IncC3) was plotted as the dependent variable instead of version angle as shown in Figure 
2.24. The resulting equation is shown in equation 2.21. 
 𝐹𝑛𝑒𝑡𝐶3 = 𝐹𝑛𝑒𝑡𝐶2 − (0.0016 ∙ 𝐼𝑛𝑐22 + 0.003 ∙ 𝐼𝑛𝑐𝐶2
− 0.116) 
(2.21) 
 
𝑦 = −0.00137𝑥2 − 0.00791𝑥 − 0.118 
R2 = 0.05597 
Version angle (VerC3) was used to predict the error in the Fnet measurement. The 
error in the first error compensation stage for net force magnitude was on the vertical 
axis and version angle was plotted on the horizontal axis. MATLAB was used to find 
the line of best fit using a nonlinear least squares method with trust-region algorithm. 
This compensation stage was used to calculate FnetC2. 
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Figure 2.24: Net Force Error Compensation Stage 3 Calibration Curve
 
 
2.5 Final Calibration Performance Assessment 
To assess the overall performance of the calibration and error compensation algorithms a 
procedure similar to section 2.4.1.4 was used. The robot was aligned with the simulator 
so that the reamer shaft was collinear with the ML-axis of the load cell. The robot was 
advanced along the ML-axis into the load cell until a target load was reached. The 
starting force vector orientation was zero degrees of version and inclination. The robot 
was actuated along the SI axis until an inclination angle of 15 degrees was reached. Once 
15 degrees was reached the robot was actuated in the opposite direction along the SI axis 
𝑦 = −0.0016𝑥2 + 0.003𝑥 − 0.116 
R2 = 0.0637 
Inclination angle (IncC2) was used to predict the error in the Fnet measurement. The 
error in the first error compensation stage for net force magnitude was on the vertical 
axis and inclination angle was plotted on the horizontal axis. MATLAB was used to 
find the line of best fit using a nonlinear least squares method with trust-region 
algorithm. This compensation stage was used to calculate FnetC3. 
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until -15 degrees was achieved. Finally, the robot was returned to a neutral position (0 
degrees of inclination). This was repeated for version angles held constant in 2.5 degree 
increments spanning the range of -15 to 15 degrees of version. This procedure was 
repeated for swapped conditions for version and inclination angles. Instead of sweeping 
through inclination angles and holding version angles constant, a version angle sweep 
was conducted for constant inclination angles. To do this, the robot was advanced along 
the ML-axis until the target force was reached. The starting vector orientation was zero 
degrees of version and inclination. The robot was actuated along the AP-axis until a 
version angle of 15 degrees was reached. The robot was then actuated in the opposite 
direction until -15 degrees of version was achieved. Finally, the robot was brought back 
to a neutral version angle of zero degrees. This protocol was repeated for constant 
inclination angles spanning the measurement range of -15 to 15 degrees of inclination in 
2.5 degree increments. This was repeated for target loads of 20, 40, 60, 80, 100 and 120 
N. This entire protocol, including all target loads and both sweeping patterns was 
completed five times to determine the calibration repeatability. 
To determine repeatability, SPSS was used to calculate the intraclass correlation 
coefficient (ICC) for version angle error, inclination angle error and net force magnitude 
error across all five trials with a two-way mixed model with absolute agreement. When 
using a single measure, the ICCs were 0.655, 0.786 and 0.593 for version angle error, 
inclination angle error and net force magnitude error, respectively. Using average 
measures, the resulting ICCs were 0.905, 0.948 and 0.879 for version angle error, 
inclination angle error and net force magnitude error, respectively. The reliability for 
average measures is regarded as good to excellent for all three measurands [71]. 
Therefore, the errors reported are average measurement errors from all five trials. 
The mean error and mean absolute error for the entire measurement range were 
calculated for each measurand averaged across all five trials. Table 2.3 shows a summary 
of the errors. 
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Table 2.3: Force Measurement System Error Summary 
 Mean Error Mean Absolute Error 
Version Angle (°) 0.0 ± 0.2 0.2 ± 0.2 
Inclination Angle (°) -0.1 ± 0.3 0.2 ± 0.2 
Net Force Magnitude (N) 0.0 ± 0.5 0.4 ± 0.3 
 
The error summaries show that the error prediction algorithms were successful in 
reducing the errors in the system. Although the overall errors of the measurement system 
are sufficiently low, it is of interest to examine the error of the system as a function of 
measured version and inclination angle. To examine this, the data points were grouped 
into bins based on measured version and inclination angle. The measurement range for 
version and inclination angle was broken into 13 bins with bin centers spaced 2.5 degrees 
apart starting at -15 degrees and finishing at 15 degrees. Each bin was 2.5 degrees wide. 
Measurement errors for all three measurands were average for all data points contained in 
a bin. The resulting averages were plotted as a 3D surface with version and inclination 
angle measured by the cantilevers as the dependent variables and the measurement error 
plotted on the vertical axis.  
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Figure 2.25 shows the resultant plot for version angle error binning and averaging. The 
maximum positive error was 0.2 degrees for 15 degrees of version and 15 degrees of 
inclination. The maximum negative error was -0.1 degrees for 2.5 degrees of version and 
-15 degrees of inclination. 
 
 
Figure 2.25: Version Angle Error After Calibration and Error Prediction
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Version Angle Calibration Error 
Surface plot of version angle error as a function of inclination and version angle 
measured by the cantilever force-based measurement system. 
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Figure 2.26 shows the resultant plot for inclination angle error binning and averaging. 
The maximum positive error was 0.1 degrees for 15 degrees of version and -12.5 degrees 
of inclination. The maximum negative error was -0.4 degrees for zero degrees of version 
and 15 degrees of inclination.   
 
 
Figure 2.26: Inclination Angle Error After Calibration and Error Prediction
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Inclination Angle Calibration Error 
Surface plot of inclination angle error as a function of inclination and version angle 
measured by the cantilever force-based measurement system. 
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Figure 2.27 shows the error results for binning net force measurement errors. The 
maximum positive error was 0.3 Newtons for -15 degrees of version and -15 degrees of 
inclination. The maximum negative error was 0.4 Newtons for 12.5 degrees of version 
and 12.5 degrees of inclination. 
 
Figure 2.27: Net Force Error After Calibration and Error Prediction
 
 
There do appear to be trends in the measurand errors; however, these errors are not 
considered significant and there would not be much added value in attempting to 
calibrate these errors out further. The errors are considered sufficiently low to proceed to 
further studies. 
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Net Force Calibration Error 
Surface plot of net force error as a function of inclination and version angle measured 
by the cantilever force-based measurement system. 
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2.6 Summary 
This chapter outlined the design and calibration of a force-based measurement system for 
a glenoid reaming simulator. This system uses force information to measure the net force 
applied to the simulator using a surgical reamer as well as the reamer’s angle of 
approach.  
First, a clinically relevant coordinate system was developed using scapular anatomical 
landmarks and this coordinate system was translated onto the simulator to be used with 
the shoulder model mounted to the simulator. Using these coordinate systems, the desired 
measurands for the reamer vector measurement system were defined. Following this, a 
cantilever-based force measurement system was designed and calibrated. However, there 
were significant maximum errors of 50 degrees for version angle, 2 degrees for 
inclination angle and 120 Newtons for net force magnitude found after calibration so 
multiple stages of error prediction and compensation were applied to reduce the system 
errors. Finally, the error of the system was investigated as a function of the inclination 
angle and version angle measured by the reamer vector measurement system. The mean 
absolute errors for version angle, inclination angle and net force magnitude were 0.2 ± 
0.2 degrees, 0.2 ± 0.2 degrees and 0.4 ± 0.3 N, respectively. 
The aforementioned results demonstrate that the reamer vector measurement system can 
measure the net force applied to the simulator as well as the reamer’s angle of approach 
without the need for additional tracking hardware. In this chapter, the force-based 
measurement system has shown to be reliable and accurate when applying a force using a 
robot in position control. In conclusion, a reliable measurement system has been 
developed and tested for use in a glenoid reaming simulator. 
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Chapter 3  
3 Reamer Vector Measurement System Error 
Characterization 
Overview: This chapter outlines the error characterization of the 
reamer vector measurement system including the experimental 
setup and an outline of the measurement systems used. A reamer 
coordinate system is defined. The error of each measurand is 
examined in detail and the sources of error are discussed. 
The previous chapter explored the error of the developed reamer vector measurement 
system using a robot controlled with position control. With this method of control, the 
reamer was used to apply a changing net force vector to the simulator while holding the 
reamer orientation constant. The assumption that the reamer shaft and the net force vector 
orientation are collinear allowed for this manner of calibration. However, controlling the 
robot with force control and varying the reamer angle of approach would be more 
representative of a typical glenoid reaming procedure. It is important to understand the 
error of the reamer vector measurement system using a more clinically relevant method 
of control. 
3.1 Experimental Setup 
3.1.1 Force Application System 
To apply a force to the simulator a KUKA 7 axes light weight robot (LWR) (KUKA 
Robotics Canada, Mississauga, Ontario), as employed in the previous chapter, was used. 
The robot interfaced with the simulator using a surgical reamer with a 3D printed tip. The 
reamer was mounted to the robot using a custom clamp (shown in Figure 2.11).  
As previously discussed, for this loading protocol the robot was actuated using force 
control to more accurately replicate clinically relevant loading scenarios. The robot was 
actuated relative to a tool-tip coordinate system (shown in Figure 3.1). This system had 
an origin at the tip of the reamer and three orthogonal axes. The axis defined as the zream 
axis was aligned so that it was collinear with the reamer shaft and the xream and yream axes 
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were oriented orthogonal to the zream axis along the horizontal and vertical planes, 
respectively When using force control, the robot needs to compensate for the weight of 
the clamp and reamer to be accurately controlled. Therefore, the center of gravity of the 
tool was calculated using the internal functions of the KUKA robot and used in the robot 
control programs. 
 
Figure 3.1: Reamer Tool-Tip Coordinate System
 
 
The robot was programmed to apply a load along the zream axis of the reamer while 
minimizing the reaction forces along the xream and yream axes. Similarly, a stiffness of 
5000 N/m was prescribed to the translation along the z-axis and a zero stiffness was 
prescribed to translations along the xream and yream axes. By minimizing the force and 
prescribing a zero stiffness in the xreamyream plane, the robot translated freely within this 
plane to track with the motion of the base plate that occured when a force was applied. 
Free motion within the xreamyream plane reduced the transverse loads applied at the tool tip 
yream 
 
xream 
 
zream 
 
Vertical 
Plane 
Horizontal 
Plane 
 
A tool-tip coordinate system was defined for the surgical reamer mounted to the 
KUKA LWR. All motions in the loading protocol are with respect to this coordinate 
system. 
70 
70 
and resulted in a net force vector orientation that is collinear with the reamer shaft. A 
stiffnesses of 500 N/m was prescribed to rotations about all three axes. This rotational 
stiffness prevented the orientation of the reamer from changing with respect to the robot 
base throughout the loading protocol. 
3.1.2 Force Recording Systems 
Two systems were used to measure the force applied by the robot. The force-based 
reamer vector measurement system developed in Chapter 2 was used to record the net 
force applied using the calibration and error compensation algorithms. Secondly, an ATI 
Nano25 six degree-of-freedom (DOF) load cell (ATI Technologies, Markham, Ontario) 
was mounted to the front of the simulator using a custom mount as described in section 
2.4 and shown in Figure 2.10. The mount was designed to align the measurement axes of 
the load cell with the force measurement axes of the reamer vector measurement system. 
The load cell was used as a comparator to determine the net force magnitude 
measurement accuracy of the reamer vector measurement system. The data acquisition 
system for the two force measurements is described in section 2.2.2 and shown in Figure 
2.5. 
3.1.3 Reamer Angle of Approach Tracking System 
The reamer’s angle of approach was measured by three systems. The reamer vector 
measurement system was used to record the reamer’s angle of approach by applying the 
calibration and error compensation algorithms developed in Chapter 2. Secondly, the load 
cell was used to measure the reamer’s angle of approach through the application of the 
assumption that the force vector is collinear with the reamer shaft. Finally, an NDI 
Optotrak Certus system (Northern Digital, Waterloo, Ontario) was used as a comparator 
to determine the accuracy of the angle of approach measurements given by the reamer 
vector measurement system and the load cell. For this protocol, two NDI smart markers 
(Northern Digital, Waterloo, Ontario) were used. One tracker was mounted onto the 
clamp holding the reamer to track the reamer and the second tracker was mounted to the 
load cell mount to track the movement of the load cell as shown in Figure 3.2.  
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Figure 3.2: Optical Tracker Placement
 
 
3.1.4 Optical Tracking Data Acquisition System 
To collect the optical tracking data, the two markers were connected to an NDI wireless 
strober (Northern Digital, Waterloo, Ontario) which was connect to an NDI system 
control unit (Northern Digital, Waterloo, Ontario). The markers were tracked using an 
NDI Certus Optotrak camera (Northern Digital, Waterloo, Ontario) that was connect to 
the same control unit. Finally, The NDI system control unit was connected to a laptop via 
an ethernet cable. The data acquisition setup is depicted in Figure 3.3. 
Optical 
Trackers 
Optical markers were mounted to the reamer clamp and the load cell mount to 
measure the reamer’s angle of approach. 
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Figure 3.3: Optical Tracking Data Acquisition Setup
 
 
3.1.5 Optical Tracking Coordinate Systems 
Using NDI First Principles (Northern Digital, Waterloo, Ontario), coordinate systems 
were constructed for the reamer and the load cell. Prior to digitizing points to construct 
the coordinate systems, the tool-tip coordinate system was aligned with the measurement 
axes of the load cell. To align the coordinate systems, a plate with the SI- and ML-axes of 
the load cell marked on it was mounted to the front of the load cell as shown in Figure 
3.4. The reamer tip was moved to the point of intersection of the SI- and ML-axes and 
then actuated along the x and y axes of the tool-tip coordinate system. The reamer’s 
orientation was adjusted until the reamer would closely trace with the SI- and ML- axes 
NDI Certus Optotrak 
Camera 
 
NDI System 
Control Unit 
 
Laptop Computer 
 
NDI Smart 
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NDI Wireless 
Strober 
 
Two markers were used to track the position and orientation of the reamer and load 
cell. These trackers were connected to an NDI Wireless Strober which was connected 
to an NDI System Control Unit. The NDI Certus Optotrak camera was also connected 
into the System Control Unit which was connected to a laptop where all the optical 
data was collected using NDI First Principles software. 
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when actuated along the xream and yream axes of the tool-tip coordinate system. Once 
aligned, the robot was taught the position using the KUKA “Touch-Up” function so that 
it could be recalled later. 
 
 
Figure 3.4: Robot and Load Cell Alignment
 
 
To construct the relevant coordinate systems, an optical stylus was used (shown in Figure 
3.5A). A load cell coordinate system was constructed by digitizing the points shown in 
Figure 3.5B relative to the optical tracker mounted to the load cell mount. The intersection 
of the ML and SI axes defined the origin and points along the positive SI and ML axes 
were used to define the axis orientations. The plate was used to digitize the axes of the load 
cell because it allowed the axis orientations to be defined at a greater distance from the 
A B 
SI 
Axis 
ML 
Axis 
[A] A steel plate with the marked measurement axes of the load cell was mounted to 
the load cell. [B] The reamer tip was moved to the point of intersection of the load cell 
measurement axes. The orientation of the reamer was adjusted so that the reamer 
would trace the load cell axes marked on the steel plate when actuated along the xream 
and yream axes of the tool-tip coordinate axes (shown in red). 
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load cell origin (this improved the accuracy of the digitizations). However, since the 
digitized points were on the face of the plate mounted to the load cell, the coordinate system 
was manually translated by the thickness of the plate along the ML axis to make the 
coordinate system coincident with the face of the load cell.  
The reamer coordinate system was constructed by first digitizing the tip of the reamer with 
respect to the reamer optical tracker for the coordinate system origin. The reamer was then 
moved to the alignment position previously taught to the robot and the same points on the 
plate mounted to the load cell were used to define the axis orientations of the reamer (shown 
in Figure 3.5). For each loading experiment, the reamer position and orientation were 
tracked with respect to the load cell.  
Figure 3.5: Digitization for Optical Tracker Coordinate System Construction
 
 
Origin 
SI (+) 
AP (+) 
yream (+) 
Origin 
xream (+) 
A B C 
[A] An optical tracker stylus was used to digitize landmarks for coordinate system 
construction. [B] The three points shown were used to define the coordinate system 
for the load cell. After digitizing, the constructed coordinate system was manually 
translated so that it was coincident with the load cell. [C] The reamer tip was 
digitized to be used as the origin. The reamer was aligned with the load cell 
measurement axes and two points on the plate were used to define the axis 
orientations. 
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3.2 Loading Protocol 
To quantify the errors of the system, the robot was used to apply a force at different 
reamer angles of approach. For each reamer orientation tested, force targets of 25, 50, 75 
and 100 N were used. Reamer angles of approach were selected to span the measurement 
range of the force-based reamer vector measurement system. To determine the target 
version and inclination reamer angles, a polar coordinate system was used. In this system, 
the angle, 𝛾, is the net angle between the neutral axis (ML axis) and the reamer shaft. 
Theta, 𝜃, is the angle between the positive AP axis and the reamer shaft projected onto a 
sagittal plane (shown in Figure 3.6). In this system, version angle of approach was placed 
on the horizontal axis and inclination angle of approach was placed on the vertical axis. 
Reamer angles of approach targets were determined to have a net angle from the neutral 
axis, 𝛾, in increments of 1.5 degrees spanning a range of zero to 13.5 degrees. The target 
orientations for each net angle, 𝛾, were defined by projected angles on the sagittal plane, 
𝜃, in increments of 15 degrees spanning a range of zero to 345 degrees. Although the 
force-based measurement system was calibrated for angles from -15 to 15 degrees of 
version and inclination, a maximum net angle of 13.5 degrees was chosen because angles 
of 15 degrees caused the reamer tip to impinge in the pilot hole of the plate mounted to 
the front of the load cell. This presented a significant risk for potentially damaging the 
reamer tip so only angles of up to 13.5 degrees were chosen. 
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Figure 3.6: Reamer Angle of Approach Defined by a Polar Coordinate System
 
 
For each trial, the reamer was oriented with respect to the load cell using the live angle of 
approach readout from the NDI First Principles program. Once the desired orientation 
was achieved by manually actuating the robot, the reamer position and orientation was 
𝜽 
𝜸 
A polar coordinate system was used to define the target angles of approach for 
characterizing the system error. Each point represents a target version and 
inclination angle of approach (version and inclination angle plotted on the horizontal 
and vertical axes, respectively). The points were defined by a net angle of rotation 
from the ML axis (defined by angle, 𝛾) and from the positive AP axis to the reamer 
shaft projected onto a sagittal plane (defined by, θ).  
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taught to the robot to be used with the robot’s control program. Then robot loading 
program was run, and five seconds of data was recorded from the force and angle of 
approach measurement systems once the robot had reached a steady-state. Angles and 
forces were averaged over five seconds. In total, this process was repeated for 217 angles 
of approach at four force magnitudes. 
3.3 Force-Control Loading Repeatability  
To test the repeatability of the force-controlled loading setup, a repeatability analysis was 
conducted using a smaller set of reamer orientations. The reamer orientations used were 
defined by net angles, 𝛾, of 0, 4 and 8 and projected angles, 𝜃, of 45 degree increments 
from 0 to 315 degrees (𝛾 and 𝜃 defined in section 3.2). Measurements were taken 5 times 
for each orientation and SPSS was used to calculate an intraclass correlation coefficient 
(ICC) for each measured parameter using a two-way mixed model with absolute 
agreement. A summary of the ICCs presented in Table 3.1 show that the system 
reliability is regarded as excellent for all measures using single measure criteria [71]. 
This analysis indicates that the results for a single trail at each reamer orientation will 
reliably represent the accuracy of the reamer vector measurement system. 
Table 3.1: Force Control Loading Repeatability Intraclass Correlation Coefficients 
Measurand Measured By: 
Intraclass Correlation 
Coefficient 
Version Angle 
Reamer Vector Measurement System 0.994 
ATI Nano25 Load Cell 0.994 
Certus Optotrak 0.983 
Inclination Angle 
Reamer Vector Measurement System 0.978 
ATI Nano25 Load Cell 0.976 
Certus Optotrak 0.979 
Net Force 
Reamer Vector Measurement System 0.945 
ATI Nano25 Load Cell 0.949 
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3.4 Reamer Vector Measurement System Accuracy with 
Force-Control Loading 
3.4.1 Coordinate System Alignment 
Prior to examining the error of the force-based measurement system, the measurement 
systems axes were checked for alignment. To perform this, the reamer orientation 
measured by the optical tracking system was plotted with version angle on the horizontal 
axis and inclination angle on the vertical axis (Figure 3.7). The angle of approach 
measured via the load cell was included. The findings indicate that there was a constant 
orientation offset between the load cell and the optical system at all four target force 
magnitudes. To determine this offset, the average difference in version and inclination 
angle between the load cell and the Optotrak system for a neutral angle of approach (zero 
degrees of inclination and version) was calculated at all four target force magnitudes. The 
average offset for inclination angle was 5.03 ± 0.19 degrees and the average offset for 
version angle was 0.84 ± 0.19 degrees. To account for this misalignment, the angle 
offsets for version and inclination angle were subtracted from the load cell measured 
angles of approach. These offsets were also subtracted from the force-based reamer 
vector measurement system because the measurement axes of this system were calibrated 
so that they were aligned with the load cell. Therefore, the same offset was expected in 
the reamer vector measurement system.  
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Figure 3.7: Certus Optotrak and ATI Nano25 Load Cell Coordinate System 
Alignment
 
The reamer angle of approached measured by the optical trackers and the commercial 
load cell were plotted on a scatter plot to determine the average axis orientation 
offset. The average offset for all target forces was determined and used to adjust the 
load cell and reamer vector measurement system angle measurements. 
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3.4.2 Version Angle of Approach Accuracy 
To analyze the error in the version angle of approach measured by the reamer vector 
measurement system, the difference between the reamer vector measurement system and 
the optical system was examined for each reamer orientation at each force magnitude. 
The overall error averaged for all reamer orientations is shown in Table 3.2. 
Table 3.2: Version Angle of Approach Overall Error – Reamer Vector 
Measurement System vs. Certus Optotrak 
Target Force Mean Error (°) Mean Absolute Error (°) 
25 N 0.0 ± 0.5 0.4 ± 0.3 
50 N 0.0 ± 0.5 0.3 ± 0.3 
75 N -0.2 ± 0.5 0.4 ± 0.4 
100 N -0.5 ± 0.4 0.5 ± 0.4 
 
These results show that there was a slight increase in the system errors when switching 
from a position-controlled approach (discussed in Chapter 2) to a force-control approach. 
To observe any trends that are present in the error, surface plots were generated. In these 
plots, the version and inclination angle of approach measured by the reamer vector 
measurement system were plotted as the two independent variables and the measurement 
error in degrees was plotted on the vertical axis. A plot for all four target force values is 
shown in Figure 3.8. There are trends in the error that become more apparent as the force 
increases but these are obscured at lower force magnitudes by an increased variability 
between orientations. The error increases negatively as version angle approaches extreme 
angles and there was an increase in error in the negative direction as inclination angle 
became more negative. 
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Figure 3.8: Version Angle of Approach Surface Plots – Reamer Vector 
Measurement System vs. Certus Optotrak
 
A repeated measures analysis of variance (ANOVA) was performed in SPSS to examine 
the effect of force magnitude on the error between the reamer vector measurement system 
and Optotrak. Results showed there was an effect of force on mean error (P<0.01). There 
was a significant difference between all force magnitudes (P<0.05) except between 25 N 
and 50 N force magnitudes (P=1.0). 
The error in the version angle of approach measurement from the force-based reamer 
vector measurement system was plotted as a surface plot. Version and inclination 
angles (measured by the reamer vector system) were plotted on the independent axes 
and the error in degrees was plotted on the dependent axis. Four plots were 
generated; one for each target force magnitude. 
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One source of error was revealed when comparing the version angle of approach 
measured by the load cell to the Optotrak system. Given the assumption that the force 
vector and reamer shaft are collinear, minimal errors between the load cell and the optical 
system would be expected. However, Table 3.3 shows that there were differences 
between these two systems. In addition, Figure 3.9 shows that the error trends found for 
the load cell were characteristically similar to the trend found for the reamer vector 
system (see Figure 3.8).  
Table 3.3: Version Angle of Approach Overall Error – ATI Nano25 Load Cell vs. 
Certus Optotrak 
Target Force Mean Error (°) Mean Absolute Error (°) 
25 N 0.0 ± 0.5 0.4 ± 0.3 
50 N 0.0 ± 0.4 0.3 ± 0.2 
75 N -0.2 ± 0.4 0.4 ± 0.3 
100 N -0.6 ± 0.3 0.6 ± 0.3 
 
Since the load cell was used to calibrate the reamer vector measurement system, any 
differences that were present between the load cell and the optical system were also 
present between the reamer vector system and the optical system. The error that occured 
between the load cell and optical system was believed to be a result of the limitations of 
the KUKA robot. Specifically, the robot was programmed with a zero stiffness in the 
xreamyream plane of the reamer to minimize the transverse load applied at the reamer tip. If 
any transverse load was applied, the assumption that the reamer angle of approach and 
the force vector are collinear lost its validity because the net force applied by the robot 
was not in-line with the reamer shaft. The robot was evidently not able to minimize the 
forces in the xreamyream plane to the degree required to meet the assumptions made. This 
was not unexpected given the common application for this robot. Typically, this robot is 
used in manufacturing and industrial environments where you would rarely find the need 
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to use force minimization to track with the movement of a component. In the context of 
manufacturing and other industrial applications, the errors that the robot caused would 
not be considered significant. 
 
Figure 3.9: Version Angle of Approach Surface Plots – ATI Nano25 Load Cell vs. 
Certus Optotrak
 
The error in the version angle of approach measurement from the commercial load 
cell was plotted as a surface plot. Version and inclination angles (measured by the 
reamer vector system) were plotted on the independent axes and the error in degrees 
was plotted on the dependent axis. Four plots were generated; one for each target 
force magnitude. 
84 
84 
A repeated measures ANOVA was performed in SPSS to examine the effect of force 
magnitude on the error between the load cell and Optotrak. Results showed there was an 
effect of force on mean error (P<0.01). There was a significant difference between all 
force magnitudes (P<0.05) except between 25 N and 50 N force magnitudes (P=1.0). 
To reveal a second source of error, the errors resulting from the transverse loads at the 
tool tip were subtracted from the reamer vector measurement system errors. Once 
removed, the resulting overall error was greatly reduced and there was less variability 
between adjacent orientations which made the trends in error more apparent (shown in 
Figure 3.10). The summary of errors can be seen in Table 3.4.  
Table 3.4: Version Angle of Approach Overall Error – Reamer Vector Force 
Measurement System vs. Certus Optotrak minus Load Cell Errors 
Target Force Mean Error (°) Mean Absolute Error (°) 
25 N 0.0 ± 0.2 0.1 ± 0.1 
50 N 0.0 ± 0.1 0.1 ± 0.1 
75 N 0.0 ± 0.1 0.1 ± 0.1 
100 N 0.1 ± 0.2 0.2 ± 0.1 
 
Although the error was reduced, there was still more error present than when actuating 
the reamer in position control. This was believed to be caused by an induced moment at 
the reamer tip. For the development of the calibration and error compensation stages the 
reamer was kept at a neutral orientation with respect to the load cell coordinate system. 
This prevented the reamer tip from impinging in the pilot hole of the plate mounted to the 
front of the load cell. Once the reamer angle of approach was changed for the force-
control protocol, the reamer tip began to impinge in the pilot hole. The impingement 
prevented angles above 13.5 degrees from being tested. When the reamer impinged it 
induced a moment at the reamer – load cell interface which introduced error into the 
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reamer vector system’s measurements. With the tripod cantilever configuration, the 
reamer vector measurement system is not able to differentiate between axial loads and a 
moment applied to the simulator. Figure 3.10 shows that there was a negative increase in 
error as the version angle increased positively and a positive increase in error as version 
angle became more negative. This was expected because as the version angle became 
greater positively or negatively, the reamer tip impinged more in the pilot hole resulting 
in a greater induced moment and greater measurement error.  
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Figure 3.10: Version Angle of Approach Surface Plots – Reamer Vector Force 
Measurement System vs. Certus Optotrak minus Load Cell Errors
 
A repeated measures ANOVA was performed in SPSS to examine the effect of force 
magnitude on the error between the reamer vector measurement system and Optotrak 
without the error from the load cell. Results showed there was an effect of force on mean 
error (P<0.01). There was a significant difference between all force magnitudes (P<0.05) 
except between 25 N and 75 N magnitudes (P=1.0). 
The error in the version angle of approach measurement from the force-based reamer 
vector measurement system minus the commercial load cell errors was plotted as a 
surface plot. Version and inclination angles (measured by the reamer vector system) 
were plotted on the independent axes and the error in degrees was plotted on the 
dependent axis. Four plots were generated; one for each target force magnitude. 
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3.4.3 Inclination Angle of Approach Accuracy 
The error in inclination angle of approach was examined in a similar way to version angle 
error. Firstly, inclination angle of approach error of the reamer vector measurement 
system compared to the optical system was examined for each reamer orientation at each 
force magnitude. The overall error averaged for all reamer orientations is shown in Table 
3.5. 
Table 3.5: Inclination Angle of Approach Overall Error – Reamer Vector 
Measurement System vs. Certus Optotrak 
Target Force Mean Error (°) Mean Absolute Error (°) 
25 N -0.2 ± 0.8 0.6 ± 0.6 
50 N -0.6 ± 0.6 0.7 ± 0.5 
75 N -0.2 ± 0.6 0.5 ± 0.4 
100 N -0.1 ± 0.4 0.3 ± 0.3 
 
Similar to the version angle of approach, there was an increase error when transitioning 
from a position-based control to a force-based control. The error appeared to be 
influenced by version and inclination angle measured by the reamer vector measurement 
system as shown by the surface plots in Figure 3.11. This figure shows that there were 
trends between error and inclination angle and there was an increase variability from 
what was seen in the error results from Chapter 2. Inclination angle error increased 
positively as inclination angle decreased and increased negatively as inclination angle 
increased. To better understand the sources of error, the error between the load cell and 
the optical system was examined. 
A repeated measures ANOVA was performed in SPSS to examine the effect of force 
magnitude on the error between the reamer vector measurement system and Optotrak. 
Results showed there was an effect of force on mean error (P<0.01). There was a 
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significant difference between all force magnitudes (P<0.05) except between 25 N and 75 
N (P=1.0) and 25 N and 100 N (P=0.051). 
 
 
Figure 3.11: Inclination Angle of Approach Surface Plots – Reamer Vector 
Measurement System vs. Certus Optotrak
 
 
The error in the inclination angle of approach measurement from the force-based 
reamer vector measurement system was plotted as a surface plot. Version and 
inclination angles (measured by the reamer vector system) were plotted on the 
independent axes and the error in degrees was plotted on the dependent axis. Four 
plots were generated; one for each target force magnitude. 
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As discussed in section 3.4.2, the error between the load cell and the optical system 
would have been minimal if the assumption that the force vector and reamer shaft are 
collinear was valid. However, there were still differences present between these two 
systems. The errors at the four force target levels are summarized in Table 3.6. Figure 
3.12 shows that the errors between the load cell and the optical system had similar trends 
to the error between the reamer vector measurement system and the Optotrak shown in 
Figure 3.11. These errors were caused by a transverse force applied at the reamer tip due 
to the limitations of the robot. The robot was limited in its ability to minimize the forces 
on the xreamyream plane of the reamer and therefore induced a transverse load at the reamer 
tip. This caused error in the reamer vector inclination angle of approach measurement. 
Table 3.6: Inclination Angle of Approach Overall Error – ATI Nano25 Load Cell vs. 
Certus Optotrak 
Target Force Mean Error (°) Mean Absolute Error (°) 
25 N 0.2 ± 0.6 0.5 ± 0.4 
50 N -0.3 ± 0.5 0.4 ± 0.3 
75 N 0.0 ± 0.4 0.3 ± 0.3 
100 N 0.1 ± 0.3 0.2 ± 0.2 
 
A repeated measures ANOVA was performed in SPSS to examine the effect of force 
magnitude on the error between the load cell and Optotrak. Results showed there was an 
effect of force on mean error (P<0.01). There was a significant difference between all 
force magnitudes (P<0.05) except between 75 N and 100 N (P=0.399). 
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Figure 3.12: Inclination Angle of Approach Surface Plots – ATI Nano25 Load Cell 
vs. Certus Optotrak
 
 
When the errors resulting from the transverse loads was subtracted from the reamer 
vector measurement system errors, the error of the reamer vector force measurement 
system was moderately reduced but clearer error trends were revealed. The overall errors 
are summarized in Table 3.7. 
The error in the inclination angle of approach measurement from the commercial load 
cell was plotted as a surface plot. Version and inclination angles (measured by the 
reamer vector system) were plotted on the independent axes and the error in degrees 
was plotted on the dependent axis. Four plots were generated; one for each target 
force magnitude. 
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Table 3.7: Inclination Angle of Approach Overall Error – Reamer Vector Force 
Measurement System vs. Certus Optotrak with Load Cell Errors Subtracted 
Target Force Mean Error (°) Mean Absolute Error (°) 
25 N -0.5 ± 0.3 0.5 ± 0.2 
50 N -0.3 ± 0.2 0.3 ± 0.2 
75 N -0.3 ± 0.2 0.3 ± 0.2 
100 N -0.2 ± 0.3 0.3 ± 0.3 
 
Figure 3.13 shows that there was an interaction between inclination angle and inclination 
angle error. As inclination angle increased there was a negative increase in error and as 
inclination angle decreased there was a positive increase in error. This is because an 
increase (positively or negatively) in inclination angle caused the reamer tip to impinge 
more in the pilot hole on the face of the load cell. This impingement induced a moment at 
the tool – load cell interface and increased the error of the reamer vector measurement 
system. This increased the error because the measurement system couldn’t differentiate 
between axial loads and moments applied at the tool – load cell interface.  
A repeated measures ANOVA was performed in SPSS to examine the effect of force 
magnitude on the error between the reamer vector measurement system and Optotrak 
with the load cell errors subtracted. Results showed there was an effect of force on mean 
error (P<0.01). There was a significant difference between all force magnitudes (P<0.05) 
except between 50 N and 75 N (P=0.377). 
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Figure 3.13: Inclination Angle of Approach Surface Plots – Reamer Vector Force 
Measurement System vs. Certus Optotrak with Load Cell Errors Subtracted
 
 
 
The error in the inclination angle of approach measurement from the force-based 
reamer vector measurement system while subtracting the commercial load cell errors 
was plotted as a surface plot. Version and inclination angles (measured by the reamer 
vector system) were plotted on the independent axes and the error in degrees was 
plotted on the dependent axis. Four plots were generated; one for each target force 
magnitude. 
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3.4.4 Net Force Magnitude Accuracy 
To determine the accuracy of the net force magnitude measurement the force measured 
by the reamer vector system was compared to the net force measured by the load cell. 
The average error of the system was calculated for each force magnitude across all 
reamer orientations and these errors are summarized in Table 3.8.  
Table 3.8: Net Force Magnitude Overall Error – Reamer Vector Measurement 
System vs. ATI Nano25 Load Cell 
Target Force Mean Error (N) Mean Absolute Error (N) 
25 N 0.3 ± 0.1 0.3 ± 0.1 
50 N -0.2 ± 0.2 0.2 ± 0.1 
75 N -0.1 ± 0.3 0.2 ± 0.2 
100 N -0.6 ± 0.5 0.7 ± 0.3 
 
These errors are slightly increased from the error results for the position-control protocol. 
Unlike the angle measurement, the net force magnitude measurement was not affected by 
the validity of the assumption that the reamer shaft is collinear with the force vector. 
However, it was affected by the reamer tip impingement in the pilot hole. When the 
reamer tip impinged in the pilot hole and induced a moment at the tool – load cell 
interface, there was an increase in the overall error of the system. This phenomenon is 
visualized in Figure 3.14. There appeared to be a very strong interaction between version 
angle of approach and net force error and a smaller but still visible interaction between 
inclination angle and net force magnitude error. This was expected because as the reamer 
deviated from a neutral angle of approach there was an increase in impingement resulting 
in a greater induced moment as discussed previously, and more measurement error. This 
error was also expected to increase with increasing force because a larger force applied 
induced a larger moment and increased the measurement error. 
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A repeated measures ANOVA was performed in SPSS to examine the effect of force 
magnitude on the error between the reamer vector measurement system and the load cell. 
Results showed there was an effect of force on mean error (P<0.01). There was a 
significant difference between all force magnitudes (P<0.05). 
 
 
Figure 3.14: Net Force Magnitude Surface Plots – Reamer Vector Force 
Measurement System vs. ATI Nano25 Load Cell
 
The error in the net force magnitude measurement from the force-based reamer vector 
measurement system was plotted as a surface plot. Version and inclination angles 
(measured by the reamer vector system) were plotted on the independent axes and the 
error in Newtons was plotted on the dependent axis. Four plots were generated; one 
for each target force magnitude. 
95 
95 
3.5 Summary 
This chapter outlined the error characterization of the force-based reamer vector 
measurement system using a KUKA robot with more clinically relevant control methods. 
The robot was used to apply loads to the simulator using a surgical reamer. The surgical 
reamer was mounted to the robot and a tool-tip coordinate system was defined for the 
reamer. The robot was programmed to apply a force to the simulator collinear with the 
reamer shaft with the reamer oriented in different angles of approach. The reamer’s angle 
of approach was measured with the reamer vector force measurement system, the 
commercial load cell and an optical tracking system. The net force applied by the robot 
was measured by the reamer vector force measurement system and the commercial load 
cell.  
Overall, there were increased errors in the reamer vector measurement system 
measurands when transitioning from position control to force control of the robot. 
Limitations of the KUKA robot increased the system error by applying a small transverse 
load at the tool tip. These transverse loads caused an increase in the error for angle of 
approach measurements. Secondly, errors were introduced from the reamer tip impinging 
in the pilot hole of the plate mounted to the load cell. This impingement induced a 
moment at the tool – load cell interface which the reamer vector measurement system 
was not able to account for. The induced moment introduced errors into the measurement 
of the reamer angle of approach measurements and the net force magnitude measurement. 
Although the force-based loading protocol introduced more error into the reamer vector 
measurements, the increase in error was small. When considering force applied, studies 
have indicated that the typical “just” noticeable difference for forces applied during 
various movements is 5-10 percent of the force being applied [65] and that the ability to 
differentiate between force magnitudes decreases in the presence of low frequency haptic 
noise [66]. Errors less than 1 N are smaller than 5 percent of the force that a surgeon 
applies while reaming [61]. In addition, the reamer angle of approach errors are less than 
reported arm angle proprioception errors of 0.5 to 2.5 degrees [67]. Therefore, the errors 
of the system are sufficiently low to be used in reaming simulation studies. 
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Chapter 4  
4 Haptic Glenoid Reaming Simulator for Shoulder 
Arthroplasty: Early Experience with Expert Surgeons 
Overview: This chapter presents the use of the reaming vector 
measurement system to study a surgeon’s ability to ream at a 
target angle of approach to correct glenoid retroversion. 
Simulated CT images were generated to allow for a repeated 
measures approach and a 3D printed modular scapula was 
designed to accurately replicate glenoid anatomy. Comparisons 
are made between subjects’ intended correction angle and the 
actual reamed angle and significant findings are discussed. 
A previous study was conducted at our institution with fellowship-trained shoulder 
surgeons to evaluate the glenoid reaming simulator [61]. This study evaluated the 
efficacy of the vibration feedback produced by the simulator and examined the surgeons’ 
ability to identify bone layers based on vibrational feedback. A uniaxial load cell was 
used to measure forces perpendicular to the glenoid surface; however, off-axis forces and 
reamer angle of approach were not able to be measured. With the incorporation of the 
reamer vector measurement system as described in the previous chapters, the study was 
conducted to evaluate the surgeons’ ability to ream at a target angle of approach 
according to a pre-operative plan with the goal to correct glenoid retroversion. 
4.1 Generating Simulated Computed Tomography DICOM 
Images for Pre-Operative Templating 
To develop a pre-operative plan, the participants were required to measure glenoid 
retroversion from computed tomography (CT) images. The aim of this study was to 
analyze a surgeon’s ability to correct glenoid retroversion according to a pre-operative 
plan. It was important to present the surgeons with number of operative cases that were 
nearly identical except for a change in glenoid version. If CT images from multiple 
sources were used, then there would be many changing factors between images that could 
influence the pre-operative templating and the glenoid reaming. To remove the effect of 
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multiple changing factors, a multi-slice CT was taken from one cadaveric specimen with 
a near neutral glenoid version (0.4 degrees anteversion). Within the CT stack, the glenoid 
version was altered to create multiple operative cases, each with different degrees of 
glenoid retroversion. By altering only the glenoid version within the image, all other 
parameters remained constant between cases.  
To modify the CT images, the CT DICOM file was imported into Mimics software and 
the scapula was segmented from each slice. A mask was overlaid onto the segmented 
scapula and was used to generate a 3D scapular model as shown in Figure 4.1. 
 
 
Figure 4.1: CT Scapula Segmentation and 3D Model Generation
 
The position of each voxel that was overlaid by the scapula mask was exported from 
Mimics and the 3D model was exported as a stereolithography (STL) file. The exported 
STL file was imported into SOLIDWORKS where the glenoid version was altered. 
Within SOLIDWORKS, the scapular plane and neutral inclination axis were defined as 
described in section 2.1.1 and a neutral plane (zero degrees of version and inclination) 
A B 
[A] A sample DICOM slice shows the segmented scapula overlaid by a mask (red). 
[B] The scapula mask was used to generate a 3D model of the scapula. 
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was defined as the plane normal to the neutral inclination axis. The neutral plane was 
placed near the base of the glenoid vault (shown in Figure 4.2A) and was used as the cut 
plane to remove the glenoid from the scapula. An additional cut plane was oriented 
orthogonal to the neutral plane near the base of the coracoid process (shown in Figure 
4.2B).  
 
 
Figure 4.2: Sectioning the Glenoid From the 3D Scapula Model
 
Once the glenoid was removed from the scapula, the glenoid version angle was altered by 
adding and removing bone material in specific regions to the backside of the glenoid. To 
ensure the addition and subtraction of material would only result in a change in glenoid 
version and would not affect glenoid inclination, a version axis was defined as the 
intersection between the neutral plane and the scapular plane. As shown in Figure 4.3, a 
A B 
Neutral 
Inclination Axis 
 
Cut Plane 
[A] A cut plane was placed near the base of the glenoid vault. The cut plane was 
normal the inclination axis and represented zero degrees of glenoid version and 
inclination. [B] The glenoid was sectioned from the scapula. An additional cut plane 
was placed at the base of the coracoid so that the coracoid was not removed with the 
glenoid.  
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wedge of material was added anterior to the version axis and a second wedge of material 
was removed posterior to the version axis. By adjusting the wedge angle, the glenoid 
version angle was easily controlled. Once the glenoid model was altered it was reattached 
to the native scapula 3D model.  
 
  
Figure 4.3: Glenoid Version Alteration
 
The 3D modified scapula model was exported from SOLIDWORKS as an STL file and 
imported into Geomagic software. Within Geomagic, a smoothing tool was used to 
smooth the joining edges between the scapula and the modified glenoid.  
The final modified scapula was imported back into Mimics and aligned with the image 
coordinate system by aligning the imported altered scapula 3D model with the native 3D 
scapula model that was previously generated from the native scapula mask. Once aligned, 
the altered scapula model was sliced to create a mask that was overlaid onto the CT 
image slices (sample shown in Figure 4.4). The position of each voxel overlaid by the 
altered scapula mask was exported from Mimics. This position data defined the location 
and orientation of the altered scapula within each CT slice.  
5° 
 
5° 
 
A B C 
P 
L 
Version Axis 
[A] Shows the native glenoid geometry. The native glenoid had a near neutral glenoid 
version (0.4 degrees anteversion). Axes show the posterior (P) and lateral (L) 
direction [B] A wedge of material was added anterior to the version axis (green) and 
a wedge of material was removed posterior to the version axis (red). This image 
shows the glenoid orientation being altered by 5 degrees. [C] The altered glenoid is 5 
degrees more retroverted than the native glenoid. 
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Figure 4.4: Altered Scapular Mask Overlaid onto CT Slices
 
To replace the native scapula in the CT image with the modified scapula, the DICOM 
stack and the voxel position information from the altered and native scapular masks were 
imported into MATLAB. The modified scapula mask was reconstructed and overlaid 
onto the CT slices. As shown in Figure 4.5, the native scapula was removed by dilating 
the modified scapula mask and assigning a minimum brightness value of -1024 
Hounsfield units (HU) (minimum determined by the smallest value output by a typical 
12-bit scanner) to the voxels overlaid by the dilated mask. 
This figure shows a CT slice overlaid by a mask generated from the 3D model of the 
altered scapula (green). 
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Figure 4.5: DICOM Native Scapula Removal
 
Using a dilated mask to remove the native scapula resulted in negative space forming 
around the modified scapula geometry (shown in Figure 4.6) To remove this, the negative 
space was assigned brightness values consistent with the surrounding soft tissue (shown 
in Figure 4.6). Noise was added to the simulated soft tissue voxels to introduce variability 
that was consistent with the surrounding native soft tissue.  
A B 
[A] The altered scapula mask was dilated to ensure that the native scapula was 
completely covered by the mask (mask shown in green). [B] The voxels overlaid by the 
mask were assigned a minimum brightness value of -1024 HU. 
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Figure 4.6: DICOM Soft Tissue Fill
 
The final stage was to construct the trabecular bone and cortical boundary for the 
modified scapular geometry. To construct the trabecular bone, the trabecular bone from 
the native scapula was segmented from the original DICOM image by eroding the native 
scapula mask until the cortical bone was exposed. Brightness values of -1024 HU were 
assigned to the voxels not overlaid by the mask (sample slice shown in Figure 4.7).  
 
A B C 
[A] The scapula removal resulted in a negative space in the soft tissue surrounding 
the altered scapula mask (mask shown in green). [B] The negative space was filled 
using the brightness values of the surrounding soft tissue. [C] The altered scapula 
geometry outline appeared in the image once the mask was removed. 
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Figure 4.7: DICOM Trabecular Bone Segmentation
 
Lastly, a simulated cortical boundary was added to the image and the extracted trabecular 
bone was inserted (shown in Figure 4.8). In each slice, the scapula was lightly blurred to 
blend the boundary between the cortical bone and the trabecular bone.  
Simulated multi-slice CT images were made using the described procedure for the native 
glenoid geometry (0.4 degrees anteversion) and for glenoid geometries that were 2.5, 5.0, 
and 7.5 degrees more retroverted than the native geometry.  
 
 
A B 
[A] The native scapula mask was eroded to expose the cortical bone layer of the 
scapula on each slice (mask shown in red). [B] The portion of the image not covered 
by the mask was removed. The majority of what remained was the trabecular bone. 
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Figure 4.8: Final Altered DICOM Image
 
4.2 Modular Shoulder Model Design 
To accurately reproduce the scapular anatomy from the simulated CT images, a modular 
shoulder model was designed and mounted to the simulator. This model consisted of a 
scapular component, a glenoid component and a soft tissue component. In the DICOM 
images, the scapula geometry was identical between cases except for the glenoid 
geometry. Therefore, a scapula model was designed with a modular glenoid component 
that could be changed to easily replicate the different glenoid geometries found in the CT 
images.  
To make the scapular component, a 3D model of the scapula was segmented from the 
native scapula CT image. The glenoid was sectioned from the scapula using the neutral 
cut plane described in section 1.1. The medial side of the scapula was truncated, and a 
volume was extruded on the medial side to allow the model to be mounted to the 
simulator base plate and interface with a soft tissue component (as shown in Figure 4.9). 
A B 
[A] A cortical boundary was added to the image in each slice. [B] The extracted 
trabecular bone was added to the image and the scapula was lightly blurred to blend 
the interface between the trabecular bone and cortical bone. 
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The base plate mount was oriented such that the face was parallel to the neutral plane of 
the scapula. Slots were added to serve as guides for the alignment fins added to the 
glenoid component (described later). Holes were cut into the model to incorporate 
standard fasteners that fixed the glenoid component to the scapular component. 
 
 
Figure 4.9: Shoulder Model Scapular Component
 
 
The glenoid component was made by adding a pilot hole for the reamer and relevant 
holes for fasteners to the sectioned glenoid. Fins were added to allow for easy alignment 
with the scapula component (shown in Figure 4.10). A glenoid component was made for 
each version angle studied. 
Soft Tissue 
Mount 
 
Base Plate Mount 
Slots for 
alignment fins 
 
A scapular component was 3D printed and mounted to the front of the simulator as 
part of the modular scapula model. 
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Figure 4.10: Shoulder Model Glenoid Component
 
 
Both the scapular component and the glenoid component were 3D printed and mounted 
to the base plate of the simulator. The 3D printed assembly is shown in Figure 4.11. 
 
Figure 4.11: Shoulder Model 3D Printed Component Assembly
 
Pilot Hole 
 
Alignment fins 
 
A glenoid component was 3D printed and mounted onto the scapular component as 
part of the modular scapula model.  
A B 
[A] Shows the scapula and glenoid 3D printed components assembly with included 
fasteners [B] Shows an exploded view of the assembly. 
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A soft shoulder model with an anterior approach incision was mounted onto the 3D 
printed components. Two surgical retractors were used to retract the soft tissue and allow 
access to the glenoid (shown in Figure 4.12). 
 
 
Figure 4.12: Reaming Simulator 3D Printed Glenoid and Soft Shoulder Model
 
 
4.3 Study Protocol 
In this study, each surgeon used the system’s pneumatic reamer to interact with the 
modular shoulder model mounted to the simulator. A graphical interface was shown to 
each subject that communicated necessary information to the subject for each reaming 
stage of the protocol.  
3D Printed 
Assembly 
 
Soft Tissue 
 
Surgical 
Retractors 
 
A 3D printed glenoid and soft shoulder model was mounted to the glenoid reaming 
simulator. An anterior incision was made in the soft shoulder model and two surgical 
retractors were used to provide access to the glenoid. 
108 
108 
Prior to assessment, each surgeon was given three minutes to familiarize themselves with 
the simulator by reaming on the native glenoid orientation 3D printed component. As the 
subject reamed, a looped vibration sequence consisting of subchondral and cancellous 
bone was played. The vibration sequence used was randomly selected for each subject 
from the simulator’s available vibration profiles. By default, the sequence would repeat 
continuously as the subject reamed; however, upon the subject’s request the sequence 
could be restarted at any point within the three-minute timeframe. While reaming, a 
progression bar indicated the layer being reamed and the relative depth of ream within the 
layer (shown in Figure 4.13). The graphical interface also showed the current time spent 
familiarizing with the system and a red/green light indicated when to begin and stop 
reaming.  
 
 
Figure 4.13: Familiarization Stage Graphical Indicator
 
 
In the second stage of the protocol, the subjects were asked to create a template for a 
glenoid reaming retroversion correction procedure. The subjects were shown the four 
simulated multi-slice CT images that were developed in section 4.1. and were asked to 
measure the glenoid retroversion using RadiAnt DICOM Viewer. From the measured 
glenoid retroversion, each subject determined a target correction angle to achieve an ideal 
Time Spent Familiarizing 
 
Bone Indicator 
 
Start/Stop Indicator 
 
For the familiarization stage each subject was given a graphical interface. The 
interface showed the time spent familiarizing with the simulator (top) and the bone 
layer being reamed with the relative depth of ream (middle). A start/stop indicator 
was shown to indicate when to start and stop reaming (bottom, green to start reaming 
and red to stop reaming). 
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glenoid orientation. Within RadiAnt DICOM Viewer, participants were free to measure 
retroversion using the 2D slice they preferred. Each surgeon was blinded to the actual 
retroversion angle of each glenoid and the order that each glenoid was presented to the 
subjects was randomized. 
Once templating was complete, the subjects were asked to ream four virtual glenoids on 
the reaming simulator according to his/her four pre-operative plans developed in the 
previous stage. For each ream, the glenoid component that matched the geometry of the 
DICOM used to develop the pre-operative plan was mounted to the simulator. While the 
subject reamed, a random vibration sequence consisting of subchondral and cancellous 
bone was played. Each subject was told that the ideal stop point was within subchondral 
bone and that he/she was to stop reaming when he/she felt that the glenoid had been 
adequately prepared. While reaming, each subject was shown a green/red indicator to 
communicate when they could begin reaming (shown in Figure 4.14). For each templated 
ream, the reamer vector measurement system measured the net force applied and the 
reamer angle of approach. The measured reamer angle of approach was used to determine 
and compare the intended version correction angle to the actual version correction angle 
reamed and compare the ideal to the “post-operative” glenoid orientation. 
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Figure 4.14: Glenoid Reaming Assessment Stage Graphical Indicator
 
 
4.4 Results 
4.4.1 Pre-Operative Templating Results 
Each surgeon was asked to measure glenoid retroversion of four glenoids from simulated 
multi-slice CT images. The version angle of the native scapula geometry was measured 
for comparison using a 3D technique. The scapular plane, neutral inclination axis and 
neutral plane were defined as described in section 2.1.1 and section 4.2. A line segment 
(AP segment) was drawn between points on the anterior and posterior rim of the glenoid. 
The version angle was measured as the angle between the AP segment and the neutral 
plane and was found to be 0.4 degrees of anteversion. The other three glenoids were 
retroverted at know increments of 2.5 degrees so the version angle of the remaining three 
glenoid were, 2.1, 4.6, and 7.1 degrees of retroversion. The results from the surgeon CT 
glenoid version measurements are shown in Table 4.1. Glenoid retroversion angles of -
0.4, 2.1, 4.6 and 7.1 correspond to specimens A, B, C and D, respectively.  
For the glenoid reaming assessment stage each subject was given a graphical 
interface that had a single start/stop indicator to communicate when the participant 
could begin reaming (green to indicate the system was ready to begin reaming (top 
left), red to indicate that the system was not ready to begin reaming (bottom right). 
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Table 4.1: Glenoid Retroversion Measurements from the Generated CT Images 
  Specimen  
  A B C D 
Mean Step 
Size (°) 
G
le
n
o
id
 R
et
ro
ve
rs
io
n
 (
°)
 
Actual -0.4 2.1 4.6 7.1 2.50 
S
u
rg
eo
n
 
1 0.5 5.1 8.7 11.7 3.7 ± 0.8 
2 2.0 4.0 7.0 9.0 2.3 ± 1.1 
3 3.0 6.0 7.1 10.0 2.3 ± 1.2 
4 4.0 6.0 9.0 12.0 2.7 ± 0.6 
Surgeon Mean 2.4 ± 1.5 5.3 ± 1.0 8.0 ± 1.0 10.7 ± 1.4 2.7 ± 0.9 
 
In every case, the surgeon measured a greater amount of retroversion than the actual 
glenoid retroversion. The difference ranged from 0.9 to 4.9 degrees more retroversion 
with an average step size between specimens of 2.7 ± 0.9 degrees compared to the actual 
step size of 2.5 degrees.  
This increase in glenoid retroversion measured by the surgeons was the result of 
measuring glenoid version using a 2D technique, whereas the reference measurement was 
made using a 3D technique. Studies have shown that the accuracy of glenoid 
measurements made using 2D slices is lower than using a 3D model and that using 2D 
measurements results in overestimating glenoid retroversion [68], [72]. Overall, the 
errors between the two measuring techniques was consistent with previous studies [73]. 
From the glenoid retroversion measurements, each surgeon determined a desired 
correction angle and indicated the ideal post-operative glenoid orientation. These are 
summarized in Table 4.2 and Table 4.3. 
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Table 4.2: Intended Angle of Retroversion Correction 
 
  Specimen 
 
  A B C D 
R
et
ro
ve
rs
io
n
 C
o
rr
ec
ti
o
n
 
A
n
g
le
 (
°)
 
S
u
rg
eo
n
 
1 0.0 5.0 9.0 12.0 
2 2.0 4.0 7.0 9.0 
3 3.0 6.0 7.0 5.0 
4 0.0 1.0 4.0 7.0 
Surgeon Mean 1.3 ± 1.5 4.0 ± 2.2 6.8 ± 2.1 8.3 ± 3.0 
 
Table 4.3: Ideal Post-Operative Glenoid Orientation 
 
  Specimen 
 
  A B C D 
Id
ea
l 
P
o
st
-O
p
er
a
ti
ve
 
R
et
ro
ve
rs
io
n
 A
n
g
le
 (
°)
 
S
u
rg
eo
n
 
1 0.0 0.0 0.0 0.0 
2 0.0 0.0 0.0 0.0 
3 0.0 0.0 0.0 5.0 
4 4.0 5.0 5.0 5.0 
Surgeon Mean 1.3 ± 1.5 4.0 ± 2.2 6.8 ± 2.1 8.3 ± 3.0 
 
4.4.2 Reaming Performance Results 
While each subject reamed on the simulator, the reamer vector measurement system 
measured the user’s net force applied and the reamer version and inclination angles of 
approach. The subjects were assessed based on their ability to accurately change glenoid 
retroversion by a desired angle and to correct the glenoid orientation to the ideal 
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orientation. For each ream, the measured version and inclination angles of approach and 
net force applied were averaged over the duration of the ream. 
4.4.2.1 Version Angle of Approach Results 
Each subject’s retroversion correction angles were compared to their intended 
corrections. The difference between the intended and actual correction was calculated and 
is summarized in Table 4.4. Positive values indicate that there was an over-correction of 
glenoid retroversion and negative values indicate that there was an under-correction. 
 
Table 4.4: Difference Between Intended and Actual Retroversion Correction Angle 
 
  Specimen  
 
  A B C D Surgeon Average 
R
et
ro
ve
rs
io
n
 C
o
rr
ec
ti
o
n
 
A
n
g
le
 (
°)
 
S
u
rg
eo
n
 
1 2.8 -4.4 -1.9 -4.7 -2.1 ± 3.5 
2 -5.8 -6.6 -1.3 -2.4 -4.0 ± 2.6 
3 -9.9 -7.8 -7.2 -2.2 -6.8 ± 3.3 
4 -0.8 0.2 -0.6 -1.6 -0.7 ± 0.7 
Surgeon 
Mean 
-3.4 ± 
5.6 
-4.6 ± 
3.5 
-2.7 ± 
3.0 
-2.7 ± 
1.4 
-3.4 ± 3.4 
 
Table 4.4 shows that on average, participants under-corrected glenoid retroversion by 3.4 
± 3.4 degrees compared what was intended. In the templating stage of the protocol, the 
subjects measured a larger amount of glenoid retroversion than the actual retroversion 
angle. In all cases, the surgeon determined the required amount of version correction by 
observing the difference in the pre-operative glenoid retroversion and their desired post-
operative retroversion angle. The results presented in Table 4.4 indicates whether or not 
the subjects were able to change the glenoid version by the target amount, but it is 
important to investigate if the actual post-operative glenoid orientation matched the 
subjects ideal post-operative orientation. Table 4.5 shows the difference between the 
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ideal and actual post-operative glenoid orientations. Final glenoid orientations were 
determined with respect to the actual glenoid retroversion measured using a 3D 
technique. Positive values indicate the glenoid was more anteverted than intended and 
negative values indicate that the glenoid was more retroverted than intended. 
 
Table 4.5: Difference Between Intended and Final Glenoid Version Orientation 
 
  Specimen  
 
  A B C D Surgeon Average 
P
o
st
-o
p
er
a
ti
ve
 G
le
n
o
id
 
V
er
si
o
n
 O
ri
en
ta
ti
o
n
 (
°)
 
S
u
rg
eo
n
 
1 3.3 -1.8 1.8 -0.5 0.7 ± 2.3 
2 -3.8 -5.1 0.7 -0.9 -2.3 ± 2.6 
3 -6.9 -4.3 -5.1 0.3 -4.0 ± 3.1 
4 4.2 2.7 3.4 2.9 3.3 ± 0.7 
Surgeon Mean 
-0.8 ± 
5.4 
-2.1 ± 
3.5 
0.2 ± 
3.7 
0.4 ± 
1.7 
-0.6 ± 3.5 
 
Iannotti et al. reported that in cases with glenoid retroversion of less than 10 degrees, the 
glenoid version was corrected within 5 degrees of the ideal angle in 67% of cases and 
within 10 degrees in 100% of cases [74]. In this study, glenoid retroversion was corrected 
within 5 degrees of the target orientation in 81% of cases and within 10 degrees in 100% 
of cases. 
A paired t-test was conducted to compare the means of the difference between the 
intended and actual glenoid retroversion change and the difference between the ideal and 
actual post-operative glenoid orientation. On average, the difference between the ideal 
and actual post-operative glenoid orientations was 0.6 ± 3.5 degrees of retroversion and 
was significantly less (P<0.01) than the difference between the intended correction angle 
and the actual correction angle which was 3.4 ± 3.4 degrees of retroversion. A one-
sample t-test showed that the mean difference between the intended and actual post-
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operative glenoid orientations was not statistically different from a perfect correction of 0 
degrees difference (P=0.538).   
In the templating stage, the surgeons over-estimated glenoid retroversion for every case 
as would be expected using a 2D measurement technique. Moving to the reaming stage of 
the protocol it would be expected for the surgeons to over correct the glenoid retroversion 
if reaming was performed purely based on the desired change in glenoid retroversion 
determined pre-operatively. However, it was been shown that on average there was no 
statistical difference between the intended post-operative glenoid orientation and actual 
post-operative glenoid orientation. This suggests that the surgeons didn’t solely rely on 
their pre-operative plan to perform glenoid reaming but adjusted their reamer angle of 
approach based on the physical anatomy of the shoulder model mounted to the simulator 
to achieve a desired post-operative glenoid orientation. This emphasizes the importance 
of accurately simulating the physical anatomy in surgical simulation and particularly in 
glenoid reaming simulation as it may influence the accuracy of glenoid retroversion 
correction reaming. 
Interestingly, surgeon 4 showed much less variability in the correction errors and showed 
much higher accuracy in correcting glenoid retroversion by the desired angle (-0.7 ± 0.7 
degrees) than the other surgeons. This led to an over-correction of glenoid retroversion 
because of the initial over-estimation of glenoid retroversion from the 2D CT angle 
measurement technique. Surgeon 4 is the most experienced surgeon of the cohort and 
doesn’t seem to follow the trends of the group. This difference may be the result of 
increased experience; however, given the current small sample size, further study needs 
to be done with additional surgeons with higher levels of experience to confirm or deny 
this finding. 
Previous studies have shown that surgeon handedness can influence implant placement 
and surgical outcomes in arthroplasty procedures [75], [76]. In the cohort presented, all 
surgeons were right-hand dominant except for surgeon 2 who was left-hand dominant. 
The average difference between the intended and actual change in glenoid retroversion 
correction angle was -3.2 ± 3.7 degrees for right-handed surgeons and -4.0 ± 2.6 degrees 
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for the left-handed surgeon. The average difference between the intended and actual final 
glenoid retroversion angle was 0.0 ± 3.8 degrees for right-handed surgeons and -2.3 ± 2.6 
degrees for the left-handed surgeon. For this cohort, the left-handed surgeon was less 
accurate in correcting the glenoid version according to the target angle and was less 
accurate in achieving the desired ideal final glenoid orientation compared to the right-
handed surgeons. This difference may be the result of hand dominance; however, given 
the current small sample size and that all the specimens reamed in this study were left 
shoulders, further study needs to be done to assess the effect of handedness on glenoid 
reaming accuracy.   
Finally, a repeated measures analysis of variance (ANOVA) test was performed to 
determine the effect of specimen glenoid orientation on the ability of the surgeons tested 
to achieve the desired glenoid orientation after reaming. There was no significant effect 
of initial specimen glenoid retroversion (P=0.441). 
4.4.2.2 Inclination Angle of Approach Results 
Each glenoid had an inclination angle of -2.7 degrees (glenoid was rotated 2.7 degrees 
inferiorly). This was measured from the 3D model by finding the angle between a line 
segment draw between the superior and inferior points of the glenoid and the neutral 
plane. None of the subjects were given instruction about altering the glenoid inclination 
angle so it was of interest to know if the participants altered the inclination angle of the 
glenoid while attempting to correct glenoid retroversion. The final glenoid inclination 
angle was calculated for each ream using the inclination angle of approach 
measurements. The inclination angle results are summarized in Table 4.6. Positive results 
indicate that the glenoid was superiorly rotated and negative values indicate that the 
glenoid was inferiorly rotated. 
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Table 4.6: Final Glenoid Inclination Angle Summary 
 
  Specimen  
 
  A B C D Surgeon Average 
P
o
st
-o
p
er
a
ti
ve
 G
le
n
o
id
 
In
cl
in
a
ti
o
n
 O
ri
en
ta
ti
o
n
 (
°)
 
S
u
rg
eo
n
 
1 8.9 4.2 5.9 4.3 5.8 ± 2.2 
2 0.4 4.0 4.9 6.9 4.1 ± 2.7 
3 -1.1 2.3 0.7 5.4 1.8 ± 2.8 
4 0.7 2.0 5.7 -0.2 2.1 ± 2.6 
Surgeon Mean 
2.2 ± 
4.5 
3.1 ± 
1.1 
4.3 ± 
2.5 
4.1 ± 
3.1 
3.4 ± 2.8 
 
The average post-operative glenoid inclination angle was determined to be 3.4 ± 2.8 
degrees; this was a 6.1 ± 2.8 degree change from the native state. A repeated measures 
ANOVA indicated that there was no effect of glenoid retroversion on final glenoid 
inclination angle (P=0.703).  
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4.4.2.3 Net Force Magnitude Results 
The average net force applied by the subjects was measured for each ream. The net force 
results are summarized in Table 4.7. 
Table 4.7: Net Force Magnitude Performance Summary 
 
  Specimen  
 
  A B C D Surgeon Average 
F
in
a
l 
G
le
n
o
id
 I
n
cl
in
a
ti
o
n
 
O
ri
en
ta
ti
o
n
 (
°)
 
P
a
rt
ic
ip
a
n
t 
1 111 81.7 99.4 98.6 97.7 ± 12.1 
2 141.8 131.2 126.8 118.1 129.5 ± 9.9 
3 63.7 90.7 81.6 74.5 77.6 ± 11.4 
4 58.7 54.3 63.6 91.2 67.0 ± 16.6 
Surgeon Mean 
93.8 ± 
39.7 
89.5 ± 
31.8 
92.8 ± 
26.9 
95.6 ± 
18.1 
92.9 ± 27.1 
 
The average force applied by the subjects was 92.9 ± 27.1N. A repeated measures 
ANOVA showed that there was no effect of glenoid orientation on net force applied 
during reaming (P= 0.941).  
4.5 Summary 
This chapter presented a study that was conducted to assess an expert surgeons’ ability to 
accurately correct glenoid retroversion according to a pre-operative plan. To study this 
with a repeated measures approach, simulated CT images and a modular shoulder model 
were created. 
In this study, surgeons were asked to measure glenoid retroversion from simulated CT 
images and develop a pre-operative plan to correct glenoid retroversion. Once planned, 
each surgeon reamed on a modular scapula model mounted to the simulator and the 
reamer vector measurement system was used to measure the reamer’s angle of approach 
and the net force applied to determine the post-operative glenoid orientation.  
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The results from version measurements showed that there was an increased amount of 
retroversion measured when using 2D image slices compared to a 3D measurement 
technique which has been previously noted in literature. Results from reaming show that 
the subjects were effectively able to correct glenoid retroversion. Interestingly, when 
participants measured greater glenoid retroversion during pre-operative planning; 
however, this did not result in over-correction of glenoid retroversion, like what might be 
expected, but the final glenoid orientation was not statistically different from the intended 
glenoid orientation.  
The results of this study were consistent with what has been previously reported. 
Findings in this study show that both pre-operative planning and accurate simulation of 
anatomy are important in glenoid reaming procedures and critical to the accuracy of 
glenoid reaming simulation. 
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Chapter 5  
5 Discussion and Conclusions 
Overview: This chapter reviews the objectives and hypotheses 
outlined in Chapter 1 and presents a summary of the design and 
calibration of a force-based reamer vector measurement system. 
The findings from a study conducted using the reamer vector 
measurement system to test the glenoid retroversion correction 
accuracy of expert surgeons are summarized. The strengths and 
limitations of this research are discussed, and future work is 
proposed. 
5.1 Summary 
Surgical training programs are changing because of the introduction of reduced work 
hours for trainees and an increased public concern for patient safety [30]. There is an 
increased emphasis on the need for competency-based training programs that can 
objectively measure resident proficiency [29]. Surgical simulation is a training modality 
that can objectively measure trainee performance and distance the trainee from patients 
while they learn the required skills. In orthopaedic surgery, several simulators have been 
developed that teach trainees skills for a variety of procedures; but none exist for total 
shoulder arthroplasty. At our institution, a vibration haptic simulator is being developed 
to be used as training tool to teach trainees the complex psychomotor skill of glenoid 
reaming [61]. Glenoid reaming is a typical step in total shoulder arthroplasty that is used 
to prepare the glenoid to receive the glenoid implant and is critical to the performance 
and lifespan of the prosthesis [20], [21]. The glenoid reaming simulator was initially 
equipped with a uniaxial load cell that measured the force applied perpendicular to the 
glenoid. However, many surgical cases require the surgeon to ream off-axis or 
eccentrically to correct the glenoid orientation due to uneven wear of the glenoid. To 
simulate these cases, a measurement system capable of measuring the net force applied 
by the reamer and the reamer angle of approach was needed. 
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The first objective of this research was to design and calibrate a force-based reamer 
vector measurement system that could measure the net force applied to the glenoid face 
and calculate the reamer’s version and inclination angle of approach without the common 
line-of-sight or signal interference hindrances that occur with other tracking modalities. 
The developed system used the forces measured by three cantilever-load cells mounted to 
the back of the simulator to calculate the net force applied by the user and the reamer 
angle of approach. To calibrate the system, a KUKA 7 axes robot was actuated using 
position control to apply loads to a load cell mounted to the simulator. The initial 
calibration equations showed significant errors due to large deflections and the instability 
of the reamer vector measurement system configuration. To compensate for these errors, 
multiple stages of error prediction were incorporated to estimate the expected error based 
on measured parameters. Following error compensation, the error of the system was 
greatly reduced, and the system was demonstrated to be repeatable. The mean absolute 
errors were 0.2 ± 0.2 degrees, 0.2 ± 0.2 degrees, and 0.4 ± 0.3 N for version angle, 
inclination angle and net force magnitude, respectively. 
To assess the error of the force measurement system using a more clinically relevant 
method of loading, the KUKA robot was actuated in force-control to apply a target load 
at specific reamer orientations. The reamer vector measurement system force 
measurements were compared to a load cell and the reamer angle of approach 
measurements were compared to a load cell and a Certus Optotrak system. Using the 
robot in force-control introduced two errors into the system. The first error resulted from 
the robot’s limited capability of minimizing the transverse load applied at the reamer tip. 
This introduced measurement errors into the system because it violated the assumption 
that the net force vector and reamer shaft were collinear. Secondly, the reamer tip 
impinged in the pilot hole at larger angles of approach. This induced a moment at the tool 
tip which increased measurement errors. Overall, the mean absolute errors of the system 
when measuring under force control and adjusting for the sources of error ranged from 
0.1 ± 0.1 to 0.2 ± 0.1 degrees for version angle, 0.3 ± 0.2 to 0.5 ± 0.2 degrees for 
inclination angle and 0.2 ± 0.1 to 0.7 ± 0.3 N for net force magnitude. The errors 
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observed when actuating the robot under position-control and under force-control satisfy 
the first objective and confirm Hypothesis 1 mentioned in Chapter 1. 
Once the reamer vector force measurement system was calibrated and its performance 
was validated it was used to study surgeons’ ability to correct glenoid retroversion 
according to a pre-operative plan. Surgeons were asked to measure glenoid retroversion 
from four simulated CT images and determine the desired retroversion correction angle 
and the ideal post-operative glenoid orientation. Given their pre-operative plan, each 
surgeon reamed four virtual glenoids on the glenoid reaming simulator that corresponded 
to the four simulated CT images. The surgeons used a modified surgical reamer to ream 
on a modular scapula model mounted to the front of the simulator. The reamer vector 
measurement system was used to calculate the change between the pre-operative and 
post-operative glenoid orientations and compare what the surgeon intended to what was 
actually performed.  
The results from glenoid retroversion measurements showed that in every case the 
surgeons overestimated glenoid retroversion. This was caused by using a 2D measuring 
technique instead of a 3D technique [68], [72]. The glenoid reaming results showed that 
on average the surgeons did not adjust glenoid retroversion by as much as they had 
planned (-3.4 ± 3.4 degrees less retroversion change than what was desired), but 
interestingly, the post-operative glenoid orientations were not significantly different from 
the ideal orientations (actual post-operative orientation was 0.6 ± 3.5 degrees more 
retroverted than the ideal orientation).  
The second hypothesis in Chapter 1 stated that the average difference between a 
surgeon’s correction target and the actual correction angle will be less than 5 degrees. 
This hypothesis was confirmed. Secondly, it was hypothesized that the correction error 
would increase as initial glenoid retroversion angle increased, but this was not the case as 
there was no significant effect of initial glenoid orientation on correction accuracy. 
Initially, the surgeons over-estimated glenoid retroversion but this error was corrected 
when the surgeons performed the ream. The reason for this was attributed to the influence 
of the geometry of the 3D scapula mounted to the front of the simulator. When presented 
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with a physical 3D model, the surgeons adjusted their angle of approach to achieve the 
ideal post-operative glenoid orientation that could be visualized on the 3D model as they 
reamed. This emphasized the importance of accurately replicating anatomy in surgical 
simulation and particularly in glenoid reaming.  
The surgeons were not given instruction on how to change inclination angle but there was 
an average increase in glenoid inclination angle of 6.1 ± 2.8 degrees resulting in a final 
glenoid inclination angle of 3.4 ± 2.8 degrees. The average glenoid reaming force was 
95.6 ± 18.1 N. Finally, there was no significance of initial glenoid retroversion angle on 
glenoid retroversion change, post-operative glenoid retroversion, final inclination angle 
or force applied during reaming. 
This work presents the successful design and calibration of a single measurement system 
that can measure both the force applied by the reamer and the reamer angle of approach 
during a simulated glenoid reaming procedure. The reamer vector measurement system 
was successfully implemented into an existing haptic vibration glenoid reaming simulator 
and was utilized to study retroversion correction glenoid reaming in the context of 
reaming simulation. This system broadens the capabilities of the glenoid reaming 
simulator and allows for the simulation of more complex reaming techniques in the 
future.  
5.2 Strengths 
This work presented a novel method for measuring net force magnitude and reamer 
orientation during glenoid reaming simulation using a single measurement system. The 
designed system used multi-stage calibration and error reduction to measure the desired 
parameters and was not hindered by line-of-sight issues or prone to signal interference. 
The developed system did not involve adding extra hardware to the surgical reamer as 
would be needed for serial linkages, optical tracking and electromagnetic tracking. The 
System allowed the user to have complete freedom and maneuverability with the surgical 
reamer. Additionally, the reamer vector measurement system was made of three 
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inexpensive cantilever load cells that are less expensive than equivalent commercial load 
cells.  
The per-operative planning for the glenoid retroversion study used clinically relevant 
techniques and produced results consistent with what is found in literature. With the use 
of simulated CT images, glenoid retroversion was able to be isolated and allowed for a 
repeated measures study approach. Using a modular 3D printed scapula model increased 
the fidelity of the simulator and accurately replicated the bony anatomy used for the 
development of the pre-operative plans.  
5.3 Limitations 
This system was calibrated with the assumption that the force applied during reaming is 
collinear with the reamer shaft. Currently, the validity of this assumption is not fully 
known. Secondly, the reamer vector measurement system cannot differentiate between an 
axial load and a moment applied at the tool-glenoid interface. This limitation increases 
measurement error for angles of approach that deviate significantly from a neutral 
orientation. However, the conducted reaming study focused on cases with small degrees 
of retroversion, so this error was reduced.  
In chapter 4, retroversion correction glenoid reaming was studied in the context of 
reaming simulation and not in a clinical setting. Unlike a clinical situation, the surgeons 
were not given feedback such as the physical removal of bone that would assist the 
surgeons in achieving the desired glenoid orientation correction. Additionally, the 
vibration profiles currently available with the simulator only allowed small retroversion 
correction angles to be studied; however, it is common for surgeons to encounter cases 
with larger degrees of retroversion. Finally, the results presented in chapter 4 were based 
on a small sample size which limited the conclusions that could be made. 
5.4 Future Work 
More participants will be recruited for the glenoid reaming retroversion correction study 
to increase the power of the results. In addition, the study will be expanded to study the 
effect of surgeon handedness on reaming accuracy for reaming both left and right 
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shoulders. Once more expert data has been collected, novice surgeons will be recruited to 
assess their ability to ream at a target angle of approach so that the accuracies of novice 
surgeons can be compared to the accuracies of expert surgeons. Finally, anticipating a 
significant difference between novice and expert surgeons, a training regimen will be 
designed to study whether the glenoid reaming simulator can improve novice surgeon’s 
reaming capabilities to approach the accuracies of expert surgeons. 
Secondly, preliminary results from the retroversion correction study suggest both pre-
operative planning and visual cues during a glenoid reaming procedure influence the 
outcome of the procedure. More research will be done to explore and understand the 
influence and interaction between these two factors. 
Glenoid reaming forces will be further studied to test the assumption of the collinearity 
used to calibrate the reamer vector measurement system. This study will examine the 
validity of this assumption for multiple reaming procedures (i.e. concentric reaming, low 
angle correction eccentric reaming and high angle correction eccentric reaming). 
Finally, with the introduction of eccentric reaming simulation capabilities, reaming 
vibrations for eccentric reaming will be collected and analyzed to populate the simulator 
with eccentric reaming case vibrations. This will allow for the study of reaming accuracy 
using larger retroversion correction angles. 
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Appendix A: Repeatability of Reamer Vector Measurement 
System Error Presented in Chapter 2 
The following tables are the error results for each measurand and each trail used to 
determine the system repeatability. The mean error is determined for each angle of 
approach bin described in section 2.5. SPSS was used to calculate the intraclass 
correlation coefficient (ICC) for version angle error, inclination angle error and net force 
magnitude error across all five trials with a two-way mixed model with absolute 
agreement. When using a single measure, the ICCs were 0.655, 0.786 and 0.593 for 
version angle error, inclination angle error and net force magnitude error, respectively. 
Using average measures, the resulting ICCs were 0.905, 0.948 and 0.879 for version 
angle error, inclination angle error and net force magnitude error, respectively. 
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Version Angle of Approach Error 
Table A.1: Average Version Angle of Approach Error (°) - Trial 1 
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Table A.2: Average Version Angle of Approach Error (°) - Trial 2 
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2
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7
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1
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1
2
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1
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1
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0
.0
1
8
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0
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4
5
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0
.0
8
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0
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2
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0
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5
6
9
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Table A.3: Average Version Angle of Approach Error (°) - Trial 3 
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1
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Table A.4: Average Version Angle of Approach Error (°) - Trial 4 
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Table A.5: Average Version Angle of Approach Error (°) - Trial 5 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
V
er
si
o
n
 A
n
g
le
 (
°)
 
-1
5
 
-1
2
.5
 
-1
0
 
-7
.5
 
-5
 
-2
.5
 
0
 
2
.5
 
5
 
7
.5
 
1
0
 
1
2
.5
 
1
5
 
Inclination Angle (°) 
1
5
 
0
.0
6
0
5
 
0
.0
6
4
7
 
0
.0
7
7
7
 
0
.1
1
9
6
 
0
.1
3
1
3
 
0
.1
7
8
6
 
0
.0
4
4
0
 
0
.0
1
5
9
 
-0
.0
0
3
9
 
-0
.0
3
7
8
 
-0
.0
8
8
4
 
-0
.1
7
3
1
 
-0
.2
0
4
2
 
1
2
.5
 
0
.0
2
8
4
 
0
.0
3
4
7
 
0
.0
5
1
4
 
0
.0
6
8
2
 
0
.0
5
0
2
 
0
.0
1
2
5
 
-0
.0
1
0
0
 
-0
.0
3
5
7
 
-0
.0
5
1
6
 
-0
.0
9
4
2
 
-0
.1
0
5
5
 
-0
.1
4
6
9
 
-0
.1
1
4
7
 
1
0
 
0
.0
4
0
4
 
0
.0
2
2
4
 
0
.0
2
5
0
 
0
.0
5
3
3
 
0
.0
4
6
6
 
-0
.0
0
1
6
 
-0
.0
3
0
1
 
-0
.0
4
5
7
 
-0
.0
5
5
3
 
-0
.0
6
2
0
 
-0
.0
7
1
2
 
-0
.1
6
5
7
 
-0
.1
3
5
5
 
7
.5
 
0
.0
5
4
7
 
0
.0
4
2
8
 
0
.0
4
3
7
 
0
.0
3
6
2
 
0
.0
1
3
0
 
-0
.0
3
9
1
 
-0
.0
6
2
5
 
-0
.0
5
4
1
 
-0
.0
8
3
1
 
-0
.0
7
8
5
 
-0
.1
0
3
1
 
-0
.0
9
5
4
 
-0
.1
2
7
9
 
5
 
0
.0
6
5
8
 
0
.0
4
9
7
 
0
.0
2
5
2
 
0
.0
1
7
2
 
-0
.0
0
0
5
 
-0
.0
3
8
4
 
-0
.0
7
0
2
 
-0
.0
8
6
2
 
-0
.0
8
1
6
 
-0
.1
0
5
4
 
-0
.1
4
3
4
 
-0
.1
4
5
0
 
-0
.1
3
0
6
 
2
.5
 
0
.0
4
2
1
 
0
.0
4
0
2
 
0
.0
1
2
7
 
-0
.0
0
8
4
 
-0
.0
1
3
5
 
-0
.0
6
3
6
 
-0
.0
7
3
0
 
-0
.0
8
8
1
 
-0
.0
6
6
0
 
-0
.0
5
8
8
 
-0
.0
8
2
6
 
-0
.1
3
5
9
 
-0
.0
7
4
6
 
0
 
-0
.0
0
3
3
 
0
.0
2
4
3
 
-0
.0
1
8
5
 
-0
.0
1
7
4
 
-0
.0
2
6
8
 
-0
.0
6
4
5
 
-0
.0
6
9
8
 
-0
.0
5
7
3
 
-0
.0
6
0
5
 
-0
.0
4
3
7
 
-0
.0
3
7
0
 
-0
.0
8
2
3
 
-0
.0
5
7
1
 
-2
.5
 
0
.0
0
7
5
 
0
.0
0
8
3
 
-0
.0
3
2
4
 
-0
.0
3
1
1
 
-0
.0
3
0
2
 
-0
.1
0
7
2
 
-0
.0
6
4
0
 
-0
.0
5
0
9
 
-0
.0
5
4
7
 
-0
.0
4
5
4
 
-0
.0
7
6
8
 
-0
.0
6
7
1
 
-0
.0
4
7
3
 
-5
 
-0
.0
2
6
3
 
-0
.0
1
6
1
 
-0
.0
4
7
6
 
-0
.0
6
4
8
 
-0
.0
6
7
2
 
-0
.0
6
5
7
 
-0
.1
1
0
4
 
-0
.0
5
3
0
 
-0
.0
5
7
5
 
-0
.0
4
7
3
 
-0
.0
2
5
7
 
-0
.0
5
8
5
 
-0
.0
3
0
8
 
-7
.5
 
-0
.0
2
6
0
 
-0
.0
3
4
8
 
-0
.0
4
4
4
 
-0
.0
4
2
9
 
-0
.0
6
6
1
 
-0
.1
1
2
9
 
-0
.1
0
3
8
 
-0
.0
6
6
7
 
-0
.0
4
5
1
 
-0
.0
6
4
5
 
-0
.0
1
9
0
 
-0
.0
3
2
5
 
-0
.0
0
2
3
 
-1
0
 
-0
.0
4
6
1
 
-0
.0
3
6
0
 
-0
.0
9
7
4
 
-0
.0
7
8
2
 
-0
.0
9
3
3
 
-0
.1
0
1
2
 
-0
.0
8
5
5
 
-0
.0
2
8
0
 
-0
.0
2
8
9
 
0
.0
1
4
7
 
0
.0
1
3
0
 
-0
.0
8
8
2
 
-0
.1
0
2
2
 
-1
2
.5
 
-0
.0
5
5
2
 
-0
.0
0
0
9
 
-0
.0
4
3
6
 
-0
.0
5
4
2
 
-0
.0
5
0
7
 
-0
.1
1
8
6
 
-0
.0
8
1
5
 
-0
.0
1
6
6
 
-0
.0
0
6
6
 
0
.0
1
6
5
 
-0
.0
5
9
8
 
-0
.0
1
9
3
 
0
.0
3
6
1
 
-1
5
 
-0
.0
5
8
5
 
-0
.0
3
8
8
 
-0
.0
9
0
8
 
-0
.0
5
7
9
 
-0
.0
4
5
8
 
-0
.1
2
6
4
 
-0
.1
0
3
8
 
-0
.0
2
9
5
 
-0
.0
1
4
8
 
0
.0
2
6
1
 
0
.0
3
6
2
 
0
.0
2
6
9
 
0
.0
3
5
6
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Inclination Angle of Approach Error 
Table A.6: Average Inclination Angle of Approach Error (°) - Trial 1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
V
er
si
o
n
 A
n
g
le
 (
°)
 
-1
5
 
-1
2
.5
 
-1
0
 
-7
.5
 
-5
 
-2
.5
 
0
 
2
.5
 
5
 
7
.5
 
1
0
 
1
2
.5
 
1
5
 
Inclination Angle (°) 
1
5
 
0
.0
1
3
2
 
0
.0
8
0
7
 
0
.0
6
9
5
 
0
.0
7
2
6
 
0
.0
8
2
9
 
0
.0
4
3
4
 
-0
.0
3
4
8
 
-0
.0
2
1
6
 
0
.0
0
0
1
 
0
.0
0
3
0
 
-0
.0
1
5
2
 
0
.0
1
5
2
 
-0
.0
2
7
3
 
1
2
.5
 
-0
.0
6
3
0
 
-0
.0
4
7
4
 
-0
.0
6
9
2
 
-0
.0
0
8
5
 
-0
.0
5
4
6
 
-0
.0
5
5
4
 
-0
.0
5
5
8
 
-0
.0
1
7
5
 
-0
.0
1
0
9
 
-0
.0
0
4
8
 
0
.0
0
4
0
 
0
.0
7
8
1
 
0
.0
2
6
1
 
1
0
 
-0
.0
7
0
4
 
-0
.0
5
4
1
 
-0
.0
5
6
5
 
-0
.0
3
2
5
 
-0
.0
3
0
5
 
-0
.0
0
9
3
 
-0
.0
2
6
5
 
0
.0
2
0
1
 
0
.0
3
6
2
 
0
.0
5
6
7
 
0
.0
4
2
0
 
0
.0
5
0
6
 
0
.0
8
4
9
 
7
.5
 
-0
.0
2
3
7
 
-0
.0
2
7
2
 
-0
.0
2
2
4
 
-0
.0
0
4
0
 
-0
.0
2
3
6
 
-0
.0
0
6
8
 
0
.0
0
6
6
 
0
.0
2
5
4
 
0
.0
0
7
2
 
0
.0
3
0
1
 
0
.0
1
5
6
 
0
.0
6
8
2
 
0
.0
8
3
5
 
5
 
-0
.0
0
9
7
 
-0
.0
2
8
2
 
-0
.0
1
2
7
 
0
.0
0
9
3
 
0
.0
1
3
7
 
0
.0
1
8
4
 
0
.0
4
4
5
 
0
.0
4
4
3
 
0
.0
5
4
9
 
0
.0
6
1
9
 
0
.0
5
9
0
 
0
.0
2
2
6
 
0
.1
4
0
4
 
2
.5
 
0
.0
0
2
1
 
-0
.0
1
4
0
 
0
.0
2
6
2
 
0
.0
2
3
3
 
0
.0
5
8
2
 
0
.0
6
1
3
 
0
.0
6
6
1
 
0
.0
9
6
2
 
0
.0
6
7
3
 
0
.0
5
6
9
 
0
.0
7
6
7
 
0
.0
6
3
3
 
0
.1
1
5
9
 
0
 
-0
.0
0
2
1
 
0
.0
0
3
7
 
0
.0
1
4
8
 
0
.0
1
2
7
 
0
.0
2
1
1
 
0
.0
3
9
8
 
0
.0
8
4
3
 
0
.0
5
6
4
 
0
.0
3
6
5
 
0
.0
4
0
9
 
0
.0
3
5
1
 
0
.0
2
7
8
 
0
.0
3
5
8
 
-2
.5
 
-0
.0
0
7
8
 
-0
.0
0
7
6
 
0
.0
2
1
7
 
0
.0
3
2
1
 
0
.0
3
2
8
 
0
.0
3
8
2
 
0
.0
5
3
3
 
0
.0
5
3
7
 
0
.0
3
1
3
 
0
.0
0
1
9
 
0
.0
5
2
1
 
-0
.0
0
4
7
 
0
.0
9
3
9
 
-5
 
0
.0
0
7
4
 
0
.0
0
3
0
 
0
.0
5
6
1
 
0
.0
3
1
8
 
0
.0
4
4
9
 
0
.0
5
1
6
 
0
.0
9
6
4
 
0
.0
5
5
8
 
0
.0
4
3
0
 
0
.0
5
2
5
 
0
.0
6
6
7
 
0
.0
1
5
9
 
0
.1
6
3
4
 
-7
.5
 
0
.0
1
6
0
 
0
.0
2
8
0
 
0
.0
8
7
6
 
0
.0
8
6
5
 
0
.1
0
8
8
 
0
.1
2
1
3
 
0
.1
6
2
6
 
0
.0
6
7
9
 
0
.0
5
2
3
 
0
.0
8
6
7
 
0
.0
8
8
5
 
0
.0
3
7
8
 
0
.2
0
4
7
 
-1
0
 
0
.0
4
8
8
 
0
.0
6
3
4
 
0
.0
7
8
0
 
0
.0
7
1
3
 
0
.1
0
1
7
 
0
.0
9
3
9
 
0
.2
0
4
8
 
0
.0
6
4
4
 
0
.0
7
7
1
 
0
.0
9
9
0
 
0
.0
7
4
8
 
0
.0
2
6
7
 
0
.1
6
7
9
 
-1
2
.5
 
0
.2
1
5
8
 
0
.1
8
0
4
 
0
.1
9
6
8
 
0
.2
0
3
6
 
0
.2
3
1
4
 
0
.2
2
3
0
 
0
.2
9
7
1
 
0
.1
5
4
4
 
0
.1
3
2
0
 
0
.1
5
8
1
 
0
.1
2
0
4
 
0
.0
9
5
4
 
0
.2
1
4
0
 
-1
5
 
-0
.0
8
0
8
 
-0
.0
4
6
5
 
0
.0
0
0
2
 
0
.0
2
1
4
 
0
.0
6
5
2
 
0
.1
7
4
2
 
0
.3
3
2
1
 
0
.2
8
1
7
 
0
.2
3
8
7
 
0
.2
4
3
1
 
0
.2
2
9
1
 
0
.1
7
3
3
 
0
.2
8
3
7
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Table A.7: Average Inclination Angle of Approach Error (°) - Trial 2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
V
er
si
o
n
 A
n
g
le
 (
°)
 
-1
5
 
-1
2
.5
 
-1
0
 
-7
.5
 
-5
 
-2
.5
 
0
 
2
.5
 
5
 
7
.5
 
1
0
 
1
2
.5
 
1
5
 
Inclination Angle (°) 
1
5
 
0
.0
3
6
7
 
0
.0
1
5
9
 
0
.0
3
6
9
 
0
.0
5
4
4
 
-0
.0
0
5
7
 
-0
.0
2
2
4
 
-0
.0
0
6
4
 
-0
.0
2
1
2
 
-0
.0
1
7
3
 
0
.0
1
0
7
 
-0
.0
0
4
9
 
0
.0
0
0
1
 
0
.0
1
1
6
 
1
2
.5
 
-0
.0
7
3
9
 
-0
.0
7
8
7
 
-0
.0
6
7
4
 
-0
.0
4
5
4
 
-0
.0
6
2
1
 
-0
.0
7
8
7
 
-0
.0
3
2
0
 
-0
.0
3
4
2
 
-0
.0
1
6
6
 
-0
.0
2
5
3
 
-0
.0
4
1
4
 
-0
.0
1
6
4
 
0
.0
5
9
3
 
1
0
 
-0
.0
3
4
0
 
-0
.0
5
5
7
 
-0
.0
4
7
7
 
-0
.0
3
6
0
 
-0
.0
5
6
4
 
-0
.0
5
1
4
 
0
.0
2
4
1
 
0
.0
1
4
4
 
0
.0
2
7
6
 
0
.0
3
3
8
 
0
.0
3
9
3
 
0
.0
4
3
3
 
0
.0
9
5
4
 
7
.5
 
-0
.0
2
7
8
 
-0
.0
1
6
6
 
-0
.0
0
5
4
 
0
.0
0
0
8
 
0
.0
1
0
0
 
0
.0
1
5
1
 
0
.0
4
0
6
 
0
.0
2
6
0
 
0
.0
1
8
7
 
0
.0
2
5
1
 
0
.0
3
0
6
 
0
.0
2
3
3
 
0
.1
3
8
9
 
5
 
-0
.0
1
1
6
 
-0
.0
0
3
1
 
0
.0
1
0
5
 
0
.0
2
4
0
 
0
.0
2
0
6
 
0
.0
4
0
0
 
0
.0
7
9
5
 
0
.0
5
7
3
 
0
.0
4
0
7
 
0
.0
5
2
1
 
0
.0
5
4
0
 
0
.0
5
3
2
 
0
.0
8
5
5
 
2
.5
 
0
.0
1
8
7
 
0
.0
1
5
2
 
0
.0
3
7
8
 
0
.0
2
9
0
 
0
.0
3
9
7
 
0
.0
4
5
4
 
0
.1
0
5
8
 
0
.0
7
4
7
 
0
.0
6
0
3
 
0
.1
1
0
6
 
0
.0
5
5
7
 
0
.0
5
8
9
 
0
.1
0
1
0
 
0
 
-0
.0
0
4
8
 
0
.0
0
2
1
 
0
.0
2
2
7
 
0
.0
2
2
9
 
0
.0
3
1
2
 
0
.0
5
0
5
 
0
.0
8
6
0
 
0
.0
6
9
1
 
0
.0
6
7
2
 
0
.0
5
5
7
 
0
.0
5
7
0
 
0
.0
3
0
0
 
0
.0
5
5
5
 
-2
.5
 
-0
.0
0
3
8
 
-0
.0
0
9
7
 
0
.0
4
4
7
 
0
.0
3
9
0
 
0
.0
2
9
8
 
0
.0
3
4
5
 
0
.0
6
5
3
 
0
.0
4
3
7
 
0
.0
4
8
0
 
0
.0
0
8
5
 
0
.0
3
2
0
 
-0
.0
0
7
3
 
0
.0
8
0
3
 
-5
 
0
.0
5
6
7
 
0
.0
2
0
4
 
0
.0
7
0
4
 
0
.0
5
6
3
 
0
.0
8
9
4
 
0
.1
1
9
4
 
0
.1
1
2
6
 
0
.0
7
2
7
 
0
.0
6
6
3
 
0
.0
6
8
2
 
0
.0
3
2
5
 
0
.0
2
6
8
 
0
.1
1
2
8
 
-7
.5
 
0
.0
3
3
3
 
0
.0
0
2
4
 
0
.0
7
4
9
 
0
.0
6
2
2
 
0
.0
9
2
0
 
0
.1
3
3
4
 
0
.1
3
9
2
 
0
.0
8
6
1
 
0
.0
6
3
0
 
0
.0
7
1
3
 
0
.0
6
5
8
 
0
.0
1
7
4
 
0
.2
0
5
2
 
-1
0
 
0
.0
8
9
0
 
0
.0
6
1
8
 
0
.0
9
7
6
 
0
.1
0
4
8
 
0
.1
0
3
9
 
0
.1
0
3
8
 
0
.1
8
2
6
 
0
.1
0
2
1
 
0
.1
2
5
4
 
0
.1
0
1
4
 
0
.0
8
3
2
 
0
.0
6
7
6
 
0
.2
3
4
0
 
-1
2
.5
 
0
.2
5
5
6
 
0
.1
4
1
5
 
0
.1
6
0
5
 
0
.1
5
3
9
 
0
.1
9
1
6
 
0
.1
9
9
4
 
0
.2
7
5
1
 
0
.2
0
4
2
 
0
.1
5
9
0
 
0
.1
5
1
0
 
0
.0
9
3
0
 
0
.1
3
8
1
 
0
.2
0
4
0
 
-1
5
 
-0
.0
3
5
1
 
-0
.0
1
1
1
 
-0
.0
0
0
6
 
0
.0
8
2
3
 
0
.1
1
7
0
 
0
.1
2
2
9
 
0
.3
3
3
4
 
0
.2
2
0
4
 
0
.2
6
1
0
 
0
.2
4
9
7
 
0
.2
0
8
7
 
0
.2
2
7
9
 
0
.3
1
0
0
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Table A.8: Average Inclination Angle of Approach Error (°) - Trial 3 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
V
er
si
o
n
 A
n
g
le
 (
°)
 
-1
5
 
-1
2
.5
 
-1
0
 
-7
.5
 
-5
 
-2
.5
 
0
 
2
.5
 
5
 
7
.5
 
1
0
 
1
2
.5
 
1
5
 
Inclination Angle (°) 
1
5
 
0
.0
2
2
0
 
0
.0
2
2
2
 
0
.0
2
2
8
 
0
.0
0
3
9
 
-0
.0
1
7
1
 
-0
.0
2
5
0
 
-0
.0
0
4
3
 
-0
.0
0
0
3
 
0
.0
0
0
9
 
-0
.0
1
4
6
 
0
.0
0
0
3
 
-0
.0
0
2
2
 
0
.0
1
1
0
 
1
2
.5
 
-0
.0
8
1
9
 
-0
.0
5
4
0
 
-0
.0
5
2
5
 
-0
.0
4
9
2
 
-0
.0
7
1
1
 
-0
.0
2
8
2
 
-0
.0
1
2
5
 
0
.0
0
1
6
 
-0
.0
0
2
7
 
-0
.0
0
9
2
 
0
.0
2
7
0
 
-0
.0
1
0
7
 
0
.0
7
7
0
 
1
0
 
-0
.0
6
0
9
 
-0
.0
3
9
4
 
-0
.0
2
2
6
 
-0
.0
1
7
8
 
-0
.0
1
4
9
 
-0
.0
2
1
5
 
0
.0
5
0
0
 
0
.0
2
5
7
 
0
.0
1
5
7
 
0
.0
4
1
8
 
0
.0
2
4
9
 
0
.0
6
6
4
 
0
.1
1
1
5
 
7
.5
 
-0
.0
1
3
7
 
-0
.0
0
7
0
 
-0
.0
0
0
9
 
0
.0
0
6
2
 
0
.0
0
6
4
 
0
.0
3
6
2
 
0
.0
7
7
3
 
0
.0
3
2
1
 
0
.0
1
5
2
 
0
.0
4
5
5
 
0
.0
3
9
5
 
0
.0
4
6
8
 
0
.0
8
4
0
 
5
 
0
.0
1
3
5
 
0
.0
0
6
2
 
0
.0
2
5
6
 
0
.0
3
6
9
 
0
.0
2
9
2
 
0
.0
5
9
5
 
0
.0
9
3
7
 
0
.0
6
3
1
 
0
.0
7
1
4
 
0
.0
6
8
8
 
0
.0
4
0
8
 
0
.0
7
4
1
 
0
.1
5
8
1
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Table A.9: Average Inclination Angle of Approach Error (°) - Trial 4 
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Table A.10: Average Inclination Angle of Approach Error (°) - Trial 5 
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Net Force Magnitude Error 
Table A.11: Average Net Force Magnitude Error (N) - Trial 1 
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Table A.12: Average Net Force Magnitude Error (N) - Trial 2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
V
er
si
o
n
 A
n
g
le
 (
°)
 
-1
5
 
-1
2
.5
 
-1
0
 
-7
.5
 
-5
 
-2
.5
 
0
 
2
.5
 
5
 
7
.5
 
1
0
 
1
2
.5
 
1
5
 
Inclination Angle (°) 
1
5
 
0
.1
1
2
2
 
0
.0
1
2
4
 
-0
.0
3
1
8
 
-0
.1
8
0
9
 
-0
.0
6
2
8
 
-0
.1
1
8
7
 
-0
.2
5
8
6
 
-0
.1
6
9
6
 
-0
.1
7
7
2
 
-0
.2
4
6
2
 
-0
.2
8
7
4
 
-0
.2
7
9
6
 
-0
.4
2
7
2
 
1
2
.5
 
-0
.0
4
9
1
 
-0
.0
2
2
8
 
-0
.1
2
6
8
 
-0
.1
0
8
0
 
-0
.1
6
2
3
 
-0
.1
4
0
2
 
-0
.1
4
2
0
 
-0
.0
7
9
0
 
-0
.1
2
5
3
 
-0
.0
9
0
1
 
-0
.1
7
5
0
 
-0
.2
1
0
4
 
-0
.3
6
6
6
 
1
0
 
0
.0
4
8
9
 
0
.0
2
9
7
 
-0
.0
5
0
7
 
-0
.0
7
5
8
 
-0
.0
8
6
8
 
-0
.0
9
2
6
 
-0
.1
4
4
8
 
-0
.0
9
2
7
 
-0
.1
3
7
6
 
-0
.1
5
5
6
 
-0
.1
6
4
7
 
-0
.1
8
0
0
 
-0
.1
6
4
5
 
7
.5
 
0
.0
7
6
8
 
0
.0
7
5
5
 
-0
.0
4
6
9
 
-0
.0
9
6
5
 
-0
.1
3
2
9
 
-0
.0
7
9
3
 
-0
.1
3
2
9
 
-0
.0
6
3
0
 
-0
.0
6
4
5
 
-0
.0
3
5
5
 
-0
.0
7
6
2
 
-0
.1
2
3
5
 
-0
.1
2
9
7
 
5
 
0
.0
9
9
6
 
0
.0
9
0
3
 
-0
.0
1
2
7
 
-0
.0
6
1
2
 
-0
.0
8
5
6
 
-0
.1
2
7
0
 
-0
.1
0
5
2
 
-0
.0
8
6
2
 
-0
.0
8
4
5
 
-0
.0
6
7
8
 
-0
.1
2
3
5
 
-0
.0
8
2
5
 
-0
.0
6
0
5
 
2
.5
 
0
.1
1
5
1
 
0
.1
0
5
2
 
0
.0
3
2
1
 
-0
.0
3
7
4
 
-0
.0
8
2
0
 
-0
.1
1
7
8
 
-0
.0
5
2
2
 
-0
.0
7
1
7
 
-0
.0
2
4
6
 
-0
.0
8
5
5
 
-0
.0
5
8
1
 
-0
.0
2
8
0
 
-0
.0
6
2
8
 
0
 
0
.1
3
6
5
 
0
.0
9
6
5
 
-0
.0
0
1
5
 
-0
.0
5
7
3
 
-0
.0
8
6
8
 
-0
.1
5
5
3
 
-0
.0
7
3
4
 
-0
.0
3
8
2
 
-0
.0
3
8
0
 
-0
.0
2
3
7
 
-0
.0
6
1
5
 
-0
.0
0
9
1
 
-0
.0
0
5
9
 
-2
.5
 
0
.1
1
6
1
 
0
.0
9
6
7
 
-0
.0
0
6
4
 
-0
.0
5
5
5
 
-0
.0
5
9
9
 
-0
.1
9
1
4
 
-0
.0
4
8
7
 
-0
.0
7
4
9
 
-0
.1
1
1
7
 
-0
.0
0
1
3
 
-0
.1
2
5
0
 
-0
.0
0
6
6
 
-0
.1
3
2
7
 
-5
 
0
.1
5
5
5
 
0
.1
1
4
8
 
0
.0
4
2
9
 
-0
.0
3
2
8
 
-0
.0
2
9
2
 
-0
.0
5
0
2
 
-0
.0
2
2
2
 
-0
.0
4
0
9
 
0
.0
0
4
0
 
-0
.0
3
4
7
 
0
.0
3
8
8
 
-0
.0
5
3
1
 
-0
.0
4
0
1
 
-7
.5
 
0
.1
1
4
7
 
0
.1
5
1
9
 
0
.1
1
1
1
 
0
.0
3
9
5
 
0
.0
2
6
7
 
0
.0
3
1
9
 
0
.0
8
3
3
 
0
.0
0
1
6
 
0
.0
1
7
4
 
0
.0
4
9
2
 
0
.0
5
4
9
 
0
.0
2
9
8
 
0
.0
0
6
3
 
-1
0
 
0
.1
7
0
7
 
0
.2
3
1
8
 
0
.1
8
4
7
 
0
.0
9
1
1
 
0
.0
8
3
7
 
0
.0
1
7
2
 
0
.1
3
7
2
 
0
.0
5
6
7
 
0
.0
6
8
4
 
0
.0
2
4
3
 
0
.0
6
3
1
 
-0
.0
2
5
5
 
-0
.1
8
4
7
 
-1
2
.5
 
0
.3
0
3
3
 
0
.2
1
6
3
 
0
.1
8
5
7
 
0
.1
5
4
8
 
0
.1
2
3
3
 
0
.1
6
2
3
 
0
.2
2
1
0
 
0
.1
4
8
2
 
0
.0
9
6
0
 
0
.1
0
3
2
 
0
.0
7
2
8
 
-0
.0
7
7
0
 
-0
.1
5
2
0
 
-1
5
 
0
.0
2
2
5
 
-0
.0
0
4
6
 
-0
.0
2
8
4
 
-0
.0
9
0
1
 
-0
.0
0
1
8
 
-0
.0
3
2
8
 
0
.2
2
2
7
 
0
.1
0
2
3
 
0
.1
1
8
5
 
0
.0
7
0
5
 
-0
.0
1
3
9
 
-0
.1
0
9
3
 
-0
.1
2
0
9
 
 
144 
144 
Table A.13: Average Net Force Magnitude Error (N) - Trial 3 
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Table A.14: Net Force Magnitude Error (N) - Trial 4 
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Table A.15: Net Force Magnitude Error (N) - Trial 5 
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Appendix B: Reamer Vector Measurement System Error 
Data Averaged Over Five Trials for Results Presented in 
Chapter 2 
The following tables are the error results for each measurand and each trail used to 
determine the system repeatability. The error is determined for each angle of approach 
bin described in section 2.5. The mean absolute errors were 0.2 ± 0.2 degrees, 0.2 ± 0.2 
degrees and 0.4 ± 0.3 N for version angle of approach, inclination angle of approach and 
net force magnitude, respectively. 
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Version Angle of Approach Error 
Table B.1: Average Version Angle of Approach Error (°) – All Trials 
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Inclination Angle of Approach Error 
Table B.2: Average Inclination Angle of Approach Error (°) – All Trials 
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Net Force Magnitude Error 
Table B.3: Average Net Force Magnitude Error (N) – All Trials 
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Appendix C: LabVIEW Calibration and Error Compensation 
VIs 
The following figures show the LabVIEW block diagram for the reamer vector 
measurement system calibration and error compensation VI and the related SubVI block 
diagrams. 
Reamer Vector Measurement System Block Diagrams 
 
Figure C.1: Data Acquisition Block Diagram 
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Figure C.2: Calibration and Error Compensation Block Diagram 
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Cantilever Strain to Force Calibration Block Diagrams 
 
Figure C.3: Cantilever A Calibration Block Diagram 
 
Figure C.4: Cantilever B Calibration Block Diagram 
 
 
Figure C.5: Cantilever C Calibration Block Diagram 
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Version Angle of Approach Calibration and Error Compensation Block Diagrams 
 
Figure C.6: Version Load Ratio Block Diagram 
 
 
Figure C.7: Version Angle Calibration Block Diagram 
 
Figure C.8: Version Angle Error Compensation Stage 1 Block Diagram 
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Figure C.9: Version Angle Error Compensation Stage 2 Block Diagram 
Figure C.10: Version Angle Error Compensation Stage 3 Block Diagram 
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Inclination Angle of Approach Calibration and Error Compensation Block 
Diagrams 
 
Figure C.11: Inclination Load Ratio Block Diagram 
 
 
Figure C.12: Inclination Angle Calibration Block Diagram 
 
Figure C.13: Inclination Angle Error Compensation Stage 1 Block Diagram 
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Figure C.14: Inclination Angle Error Compensation Stage 2 Block Diagram 
 
Force Magnitude Acting Along the ML Axis Calibration and Error Compensation 
Block Diagrams 
 
Figure C.15: FML Calibration Block Diagram 
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Figure C.16: FML Error Compensation Stage 1 Block Diagram 
 
Figure C.17: FML Error Compensation Stage 2 Block Diagram 
 
Figure C.18: FML Error Compensation Stage 3 Block Diagram 
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Net Force Magnitude Calibration and Error Compensation Block Diagrams 
 
Figure C.19: Fnet Error Compensation Stage 1 Block Diagram
 
Figure C.20: Fnet Error Compensation Stage 2 Block Diagram 
 
Figure C.21: Fnet Error Compensation Stage 3 Block Diagram 
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Appendix D: Simulated CT Generation MATLAB Code 
The following MATLAB code was used to generate the simulated CT images: 
fprintf('Loading DICOM\n'); 
[I,info,A]=ReadDicomStack('C:\Cadaver CTs\Final Dicoms\Native 
(unmodified) DICOMS'); 
%% 
%Importing Mimics mask files for the native and modified scapula and  
fprintf('Importing Hounsfield values from Mimics masks\n'); 
ImportedHounsfieldNative = importdata(... 
    'C:\Cadaver CTs\Mask Grey Values\Neutral Version_Hounsfield.txt'); 
ImportedHounsfieldModified = importdata(... 
    'C:\Cadaver CTs\Mask Grey Values\5 Degree 
Retroversion_Hounsfield.txt'); 
 
 
%% 
%Extracting relevant DICOM metadata and mask information needed to  
%modify the DICOM stack 
SliceThickness = A(3,3);    %Slice thickness 
PixelSpacing = - A(1,2);      %Pixel spacing 
  
Xorigin = A(1,4);           %DICOM origin 
Yorigin = A(2,4); 
Zorigin = A(3,4); 
  
%Z position of first image slice containing the scapula 
FirstSlice = min(ImportedHounsfieldNative(:,3));  
%Z position of the last image slice containgin the scapula 
LastSlice = max(ImportedHounsfieldNative(:,3));   
%Number of image slices containing the scapula 
NumberofScapSlices = (LastSlice - FirstSlice)/SliceThickness + 1;  
%slice number of first slice containing the scapula 
FirstSliceScap = uint16((ImportedHounsfieldModified(1,3) - Zorigin)/... 
    SliceThickness + 1) + 1;  
  
%Number of voxels in the native scapula mask 
HounsfieldSizeNative = size(ImportedHounsfieldNative,1);  
%Number of voxels in the modified scapula mask 
HounsfieldSizeModified = size(ImportedHounsfieldModified,1);  
 
 
%% 
%Initializing image arrays for the image manipulation  
fprintf('Initializing Scapula Image Arrays\n'); 
%initialize 3D array for native scapula images 
OriginalScap(512,512,NumberofScapSlices) = 0;        
%initialize 3D array for binary native scapula mask images 
OriginalScapBinary(512,512,NumberofScapSlices) = 0;     
%initialize 3D array for modified scapula images 
ModifiedScap(512,512,NumberofScapSlices) = 0;        
%initialize 3D array for binary modified scapula mask images 
ModifiedScapBinary(512,512,NumberofScapSlices) = 0;    
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%% 
%Organize native scapula Hounsfield units from the native mask into 2D  
%slices in the CT coordinate system 
fprintf('Orgainizing Native Hounsfield units into 2D slices\n'); 
i = 1; 
while i <= HounsfieldSizeNative 
    X = uint16(512 - (ImportedHounsfieldNative(i,1) -... 
        (Xorigin - 512*PixelSpacing))/PixelSpacing + 1); 
    Y = uint16(512 -(ImportedHounsfieldNative(i,2) -... 
        (Yorigin - 512*PixelSpacing))/PixelSpacing + 1); 
    Z = uint16((ImportedHounsfieldNative(i,3) - Zorigin)/... 
        SliceThickness + 1); 
   
    OriginalScapBinary(Y,X,Z - uint16((ImportedHounsfieldNative...         
(1,3) - Zorigin))) = 1000; 
    i = i+1;     
end 
%Organize Modified Hounsfield units into 2D slices in the CT coordinate 
%system 
 
 
%% 
%Organize modified scapula Hounsfield units from the native mask into 
%2D slices in the CT coordinate system 
fprintf('Orgainizing Modified Hounsfield units into 2D slices\n'); 
i = 1; 
while i <= HounsfieldSizeModified 
    X = uint16(512 - (ImportedHounsfieldModified(i,1) - ... 
        (Xorigin - 512*PixelSpacing))/PixelSpacing + 1); 
    Y = uint16(512 -(ImportedHounsfieldModified(i,2) - ... 
        (Yorigin - 512*PixelSpacing))/PixelSpacing + 1); 
    Z = uint16((ImportedHounsfieldModified(i,3) - Zorigin)/... 
        SliceThickness + 1); 
     
    ModifiedScap(Y,X,Z - uint16((ImportedHounsfieldModified(1,3) - ... 
        Zorigin)/SliceThickness + 1) + 1) = 2000; 
    i = i+1;     
end 
 
 
%% 
%Defining structuring element for eroding and dilating functions 
se = strel('line',6,130); 
se2 = strel('sphere',4); 
se3 = strel('sphere',2); 
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%% 
%Constructing cortical shell and trabecular bone for modified scapula 
%geometry 
i = 1; 
fprintf('Constructing Cortical Shell and Trabecular Bone\n'); 
while i < NumberofScapSlices 
         
        %Constructing cortical shell 
        erodedModified = imerode(ModifiedScap(:,:,i),se3); 
        erodedModified2 = imerode(erodedModified,se); 
        Modified = ModifiedScap(:,:,i) - erodedModified; 
        Modified2 = (erodedModified - erodedModified2); 
        Cortical = Modified + rand(512,512).*... 
                   (erodedModified.*(1/(max(max(I(:,:,Z))) ... 
                   - 200))).*100; 
         
        %Extracting cancellous bone from original image 
        Cancellous = I(:,:,FirstSliceScap + i-...   
1).*(erodedModified.*(1/2000)); 
         
        %Removing the orignical scapula and inserting the modified  
        %scapula into the original image 
        I(:,:,FirstSliceScap + i - 2) = I(:,:,FirstSliceScap +... 
 i - 2).*imcomplement(imdilate(ModifiedScap(:,:,i).* ...    
(1/2000),se2)) + imdilate(ModifiedScap(:,:,i).* ... 
(1/2000),se2).*(1000 + rand(512,512)*100).* ... 
imcomplement(ModifiedScap(:,:,i).*(1/2000))+ ... 
imgaussfilt(Cancellous.*1.25 + Cortical + ... 
             Modified,1).*ModifiedScap(:,:,i).*(1/2000).*0.75; 
         
        imshow(I(:,:,FirstSliceScap + i-2),[]); 
  
        i = i + 1; 
end 
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%% 
%Writing the DICOM images with metadata from the original image 
i = 1; 
while i <= size(I,3) 
     
    %scaling 12-bit scanner Hounsfield unit range down to 0-1 range 
    I(:,:,i) = (I(:,:,i)./(64511+1023);  
     
    imshow(I(:,:,i),[]); 
     
    %Constructing the file name 
        filenumbertemp = num2str(i-1); 
     
    if length(filenumbertemp) == 1 
        filenumber = strcat('000',filenumbertemp); 
    elseif length(filenumbertemp) == 2 
        filenumber = strcat('00',filenumbertemp); 
    elseif length(filenumbertemp) == 3 
        filenumber = strcat('0',filenumbertemp)  ;       
    else 
        filenumber = strcat(filenumbertemp); 
    end 
     
    %filename for orignal image 
    filenameretrieve = strcat(... 
        'C:\Cadaver CTs\Final Dicoms\Native (unmodified) 
DICOMS\0912052L_',filenumber,'.dcm');  
    %file name for modified image 
    filenamewrite = strcat(... 
        'C:\Cadaver CTs\Final Dicoms\Native (modified) 
DICOMS\AAAA_',filenumber,'.dcm');     
    %reading metadata from orignical image 
    metadata = dicominfo(filenameretrieve);    
    %saving modified image with orignical image metadata 
    dicomwrite(I(:,:,i),filenamewrite,metadata);     
    i = i + 1; 
end 
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Appendix E: KUKA Light Weight Robot Force-Control 
Repeatability Data Presented in Chapter 3 
The following tables are the measurements from the reamer vector measurement system, 
the ATI Nano25 load cell and Optotrak Certus for the repeatability protocol described in 
section 3.3.  
Version Angle of Approach Measurements 
Table E.1: Version Angle of Approach Measurements from Optotrak Certus for 
Repeatability Analysis 
Projected 
Angle, 𝜃 
Net 
Angle, 𝛾 
Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 
0 0 8.76 0.69 0.70 0.70 0.70 
0 4 4.71 4.71 4.72 4.74 4.73 
0 8 8.76 8.77 8.78 8.79 8.80 
0 12 13.12 13.16 13.16 13.17 13.18 
45 4 3.42 3.44 3.44 3.44 3.44 
45 8 6.25 6.26 6.27 6.28 6.28 
45 12 9.29 9.33 9.33 9.33 9.34 
90 4 0.27 0.27 0.27 0.26 0.27 
90 8 0.48 0.48 0.49 0.49 0.48 
90 12 0.50 0.51 0.52 0.52 -2.40 
135 4 -2.41 -2.42 -2.42 -2.42 -5.19 
135 8 -5.17 -5.17 -5.17 -5.17 -8.19 
135 12 -8.19 -8.18 -8.18 -8.18 -8.18 
180 4 -3.68 -3.69 -3.70 -3.71 -3.71 
180 8 -7.76 -7.77 -7.77 -7.77 -7.76 
180 12 -12.08 -12.10 -12.12 -12.12 -12.11 
225 4 -2.45 -2.46 -2.46 -2.45 -2.46 
225 8 -5.27 -5.28 -5.28 -5.28 -5.29 
225 12 -8.28 -8.28 -8.28 -8.29 -8.31 
270 4 0.64 0.65 0.65 0.65 0.66 
270 8 0.60 0.61 0.60 0.61 0.61 
270 12 0.45 0.46 0.46 0.46 0.46 
315 4 3.45 3.46 3.43 3.44 3.44 
315 8 6.25 6.26 6.28 6.29 6.30 
315 12 9.31 9.33 9.33 9.34 9.34 
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Table E.2: Version Angle of Approach Measurements from the ATI Nano25 Load 
Cell for Repeatability Analysis 
Projected 
Angle, 𝜃 
Net 
Angle, 𝛾 
Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 
0 0 1.34 1.34 1.34 1.27 1.25 
0 4 5.60 5.57 5.54 5.66 5.64 
0 8 8.98 8.99 9.01 9.02 9.09 
0 12 13.71 13.68 13.71 13.71 13.70 
45 4 4.30 4.22 4.22 4.23 4.21 
45 8 6.69 6.66 6.63 6.69 6.67 
45 12 10.16 10.13 10.14 10.11 10.06 
90 4 1.14 1.25 1.22 1.20 1.25 
90 8 0.97 0.93 0.97 0.97 0.95 
90 12 1.58 1.59 1.57 1.61 -1.40 
135 4 -1.41 -1.38 -1.42 -1.36 -5.11 
135 8 -5.18 -5.17 -5.16 -5.13 -7.97 
135 12 -8.04 -8.08 -7.95 -8.13 -8.07 
180 4 -2.75 -2.86 -2.93 -2.99 -2.99 
180 8 -6.59 -6.59 -6.60 -6.65 -6.66 
180 12 -10.77 -11.29 -11.31 -11.34 -11.30 
225 4 -2.00 -2.15 -2.14 -2.14 -2.19 
225 8 -4.72 -4.68 -4.74 -4.73 -4.75 
225 12 -8.46 -8.37 -8.35 -8.38 -8.43 
270 4 1.40 1.34 1.35 1.33 1.34 
270 8 1.30 1.34 1.32 1.29 1.32 
270 12 0.67 0.69 0.76 0.73 0.73 
315 4 4.07 4.15 4.19 4.21 4.12 
315 8 6.83 6.82 6.93 6.90 6.86 
315 12 9.61 9.63 9.60 9.59 9.60 
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Table E.3: Version Angle of Approach Measurements from the Reamer Vector 
Measurement System for Repeatability Analysis 
Projected 
Angle, 𝜃 
Net 
Angle, 𝛾 
Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 
0 0 1.43 1.45 1.43 1.38 1.36 
0 4 5.74 5.76 5.74 5.85 5.81 
0 8 9.15 9.13 9.22 9.17 9.23 
0 12 13.58 13.52 13.52 13.54 13.52 
45 4 4.48 4.44 4.46 4.48 4.45 
45 8 6.93 6.91 6.90 6.93 6.95 
45 12 10.30 10.25 10.28 10.22 10.17 
90 4 1.30 1.45 1.41 1.40 1.46 
90 8 1.26 1.29 1.30 1.27 1.27 
90 12 2.00 2.01 1.99 2.04 -1.17 
135 4 -1.20 -1.13 -1.15 -1.10 -4.83 
135 8 -4.93 -4.89 -4.89 -4.87 -7.68 
135 12 -7.70 -7.74 -7.60 -7.79 -7.73 
180 4 -2.71 -2.80 -2.85 -2.93 -2.92 
180 8 -6.62 -6.56 -6.59 -6.62 -6.63 
180 12 -10.57 -11.08 -11.13 -11.15 -11.10 
225 4 -2.00 -2.11 -2.11 -2.14 -2.16 
225 8 -4.76 -4.68 -4.75 -4.74 -4.71 
225 12 -8.55 -8.46 -8.40 -8.47 -8.48 
270 4 1.41 1.35 1.38 1.36 1.33 
270 8 1.28 1.34 1.29 1.29 1.30 
270 12 0.49 0.56 0.62 0.60 0.61 
315 4 4.25 4.31 4.28 4.30 4.24 
315 8 6.92 6.91 7.00 6.95 6.90 
315 12 9.47 9.49 9.44 9.43 9.43 
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Inclination Angle of Approach Measurements 
Table E.4: Inclination Angle of Approach Measurements from Optotrak Certus for 
Repeatability Analysis 
Projected 
Angle, 𝜃 
Net 
Angle, 𝛾 
Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 
0 0 -0.12 -0.10 -0.10 -0.09 -0.09 
0 4 -0.15 -0.15 -0.16 -0.16 -0.16 
0 8 -0.06 -0.05 -0.05 -0.05 -0.05 
0 12 -0.04 -0.02 -0.02 -0.03 -0.02 
45 4 3.02 3.04 3.03 3.04 3.04 
45 8 6.03 6.06 6.06 6.07 6.07 
45 12 9.01 9.03 9.04 9.05 9.06 
90 4 4.29 4.31 4.31 4.32 4.33 
90 8 8.57 8.57 8.58 8.58 8.58 
90 12 12.77 12.78 12.80 12.80 3.09 
135 4 3.09 3.09 3.09 3.10 6.00 
135 8 6.01 6.00 6.02 6.02 8.94 
135 12 8.95 8.97 8.99 8.97 8.98 
180 4 -0.01 0.00 0.00 -0.01 -0.02 
180 8 0.07 0.08 0.09 0.08 0.08 
180 12 0.00 0.01 0.01 0.01 0.01 
225 4 -3.06 -3.05 -3.05 -3.05 -3.05 
225 8 -5.96 -5.96 -5.96 -5.96 -5.96 
225 12 -9.12 -9.12 -9.12 -9.11 -9.12 
270 4 -4.38 -4.38 -4.37 -4.37 -4.38 
270 8 -8.72 -8.72 -8.73 -8.73 -8.74 
270 12 -13.07 -13.07 -13.07 -13.08 -13.08 
315 4 -3.13 -3.13 -3.12 -3.12 -3.12 
315 8 -6.19 -6.20 -6.19 -6.20 -6.21 
315 12 -9.09 -9.10 -9.11 -9.11 -9.10 
 
 
 
 
 
168 
 
Table E.5: Inclination Angle of Approach Measurements from the ATI Nano25 
Load Cell for Repeatability Analysis 
Projected 
Angle, 𝜃 
Net 
Angle, 𝛾 
Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 
0 0 4.85 4.94 4.96 4.97 4.96 
0 4 4.58 4.85 4.98 4.80 4.82 
0 8 4.08 4.12 4.10 4.11 4.10 
0 12 4.61 4.87 4.86 4.94 4.91 
45 4 7.82 7.86 7.94 7.98 8.06 
45 8 10.31 10.73 10.70 10.76 10.83 
45 12 13.57 13.80 13.84 13.88 13.87 
90 4 8.96 9.17 9.16 9.24 9.24 
90 8 13.23 13.24 13.27 13.24 13.26 
90 12 17.19 17.28 17.31 17.12 7.22 
135 4 7.30 7.40 7.43 7.38 10.33 
135 8 10.44 10.33 10.33 10.39 13.21 
135 12 13.43 13.48 13.44 13.51 13.52 
180 4 4.66 4.82 4.89 4.89 4.88 
180 8 4.47 4.58 4.56 4.58 4.58 
180 12 4.66 4.76 4.75 4.82 4.81 
225 4 1.64 1.75 1.78 1.77 1.80 
225 8 -1.00 -0.88 -0.91 -0.89 -0.87 
225 12 -3.58 -3.42 -3.31 -3.39 -3.33 
270 4 0.26 0.32 0.38 0.33 0.27 
270 8 -3.69 -3.62 -3.66 -3.58 -3.54 
270 12 -7.60 -7.32 -7.25 -7.29 -7.27 
315 4 1.14 1.17 1.20 1.20 1.16 
315 8 -1.54 -1.48 -1.36 -1.48 -1.55 
315 12 -4.21 -4.15 -4.11 -4.09 -4.02 
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Table E.6: Inclination Angle of Approach Measurements from the Reamer Vector 
Measurement System for Repeatability Analysis 
Projected 
Angle, 𝜃 
Net 
Angle, 𝛾 
Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 
0 0 4.70 4.77 4.78 4.82 4.79 
0 4 4.48 4.70 4.73 4.54 4.58 
0 8 3.86 3.91 3.87 3.89 3.88 
0 12 4.46 4.69 4.68 4.70 4.75 
45 4 7.64 7.63 7.72 7.73 7.78 
45 8 10.00 10.43 10.38 10.45 10.51 
45 12 12.99 13.20 13.24 13.28 13.27 
90 4 8.71 8.88 8.87 8.93 8.93 
90 8 12.78 12.79 12.82 12.79 12.79 
90 12 16.32 16.45 16.46 16.27 7.04 
135 4 7.07 7.15 7.20 7.13 9.92 
135 8 10.04 9.92 9.89 9.99 12.66 
135 12 12.82 12.86 12.85 12.89 12.91 
180 4 4.45 4.61 4.67 4.65 4.65 
180 8 4.23 4.28 4.26 4.31 4.28 
180 12 4.36 4.46 4.45 4.53 4.51 
225 4 1.40 1.52 1.53 1.54 1.56 
225 8 -1.18 -1.00 -1.03 -1.00 -1.00 
225 12 -3.73 -3.57 -3.49 -3.54 -3.50 
270 4 0.12 0.14 0.19 0.14 0.12 
270 8 -3.91 -3.87 -3.92 -3.85 -3.78 
270 12 -7.82 -7.55 -7.50 -7.54 -7.52 
315 4 1.03 1.05 1.09 1.08 1.03 
315 8 -1.78 -1.70 -1.60 -1.71 -1.78 
315 12 -4.14 -4.08 -3.99 -3.97 -3.90 
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Net Force Magnitude Measurements 
Table E.7: Net Force Magnitude Measurements from the ATI Nano25 Load Cell for 
Repeatability Analysis 
Projected 
Angle, 𝜃 
Net 
Angle, 𝛾 
Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 
0 0 52.29 51.75 52.45 52.53 52.69 
0 4 51.84 52.03 52.06 52.53 51.90 
0 8 50.80 50.98 51.00 50.97 50.92 
0 12 51.28 51.90 51.67 51.80 51.72 
45 4 51.36 52.01 51.57 51.57 51.49 
45 8 51.13 51.30 51.49 51.45 51.46 
45 12 51.02 51.55 51.60 51.68 51.75 
90 4 51.07 51.90 51.97 51.96 51.81 
90 8 51.77 51.29 51.37 51.33 51.29 
90 12 52.14 52.41 52.09 52.32 52.45 
135 4 52.44 52.52 52.38 52.76 51.99 
135 8 52.50 52.71 53.00 52.57 52.16 
135 12 52.79 52.79 53.49 52.73 53.02 
180 4 52.84 53.23 53.06 52.63 52.43 
180 8 52.61 53.28 53.09 53.09 53.00 
180 12 53.56 53.44 53.38 53.32 53.26 
225 4 52.04 52.21 52.18 52.10 52.09 
225 8 52.77 53.00 52.88 53.02 52.93 
225 12 51.19 51.31 51.47 51.05 51.44 
270 4 51.22 51.23 51.50 51.26 51.47 
270 8 50.60 50.57 50.48 50.54 50.72 
270 12 48.91 49.03 49.03 49.06 48.91 
315 4 50.98 51.16 51.25 51.14 51.05 
315 8 50.90 51.02 51.09 51.15 51.49 
315 12 50.64 50.80 50.78 50.85 50.90 
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Table E.8: Net Force Magnitude Measurements from the Reamer Vector 
Measurement System for Repeatability Analysis 
Projected 
Angle, 𝜃 
Net 
Angle, 𝛾 
Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 
0 0 51.83 51.31 52.06 52.15 52.26 
0 4 51.56 51.73 51.76 52.25 51.60 
0 8 50.60 50.80 50.76 50.76 50.69 
0 12 51.12 51.78 51.48 51.64 51.55 
45 4 51.16 51.81 51.30 51.36 51.22 
45 8 51.02 51.23 51.39 51.43 51.32 
45 12 51.08 51.67 51.63 51.73 51.77 
90 4 50.82 51.69 51.75 51.79 51.57 
90 8 51.82 51.19 51.30 51.28 51.25 
90 12 52.36 52.56 52.29 52.52 52.13 
135 4 52.15 52.21 52.16 52.50 51.74 
135 8 52.22 52.51 52.84 52.37 51.99 
135 12 52.71 52.67 53.38 52.59 52.87 
180 4 52.44 52.92 52.72 52.31 52.10 
180 8 52.18 52.81 52.70 52.66 52.62 
180 12 53.14 53.03 52.89 52.88 52.82 
225 4 51.57 51.71 51.74 51.68 51.63 
225 8 52.23 52.45 52.39 52.46 52.35 
225 12 50.60 50.73 50.94 50.52 50.90 
270 4 50.77 50.83 51.02 50.81 51.08 
270 8 50.22 50.16 50.03 50.18 50.43 
270 12 48.46 48.64 48.62 48.70 48.56 
315 4 50.68 50.72 50.96 50.86 50.67 
315 8 50.55 50.75 50.86 50.90 51.20 
315 12 50.23 50.50 50.60 50.61 50.64 
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Appendix F: Custom Load Cell Mount Critical Dimensions 
 
Figure F.1: Custom Load Cell Mount Critical Dimensions 
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