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Abstract 
In two phases, we develop neural network models of spinal circuitry 
which self-organises into networks with opponent channels for the con-
trol of an antagonistic muscle pair. The self-organisation is enabled 
by spontaneous activity present in the spinal cord. We show that after 
the process of self-organisation, the networks have developed the pos-
sibility to independently control the length and tension of the inner-
vated muscles. This allows the specification of joint angle independent 
from the specification of joint stiffness. The first network comprises 
only motorneurons and inhibitory interneurons through which the two 
channels interact. The inhibitory interneurons prevent saturation of 
the motorneuron pools, which is a necessary condition for indepen-
dent control. In the second network, however, the neurons in the 
motorneuron pools obey the size-principle, which is a threat to the 
desired invariance of joint angle for varying joint stiffness, because 
of the different amplification of inputs in the case these inputs a.re 
not equal. To restore the desired invariance the second network ha.s 
been expanded with Renshaw cells. The manner in which they are 
included in the circuitry corrects the problem caused by the addition 
of the size-principle. The results obtained from the two models com-
pare favourably with the FLETE-model for spina.! circuitry (Bullock 
& Grossberg, 1991; Bullock et al., HJ93; Bullock & Contreras-Vidal, 
1993) which has been successful in explaining several phenomena re-
lated to motor control. 
Keywords 
Motor control, Development, Model, Neural Network, Size-principle, In-
terneurons, Stiffness, Self-organisation. 
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1 Introduction 
A movement system in general will consist of at least a controller, an actuator 
and a sensor. In order for a movement system to function properly, it is 
necessary that these sub-systems function appropriately by themselves, but 
it is at least equally important that the sub-systems are mutually adjusted to 
function cooperatively. When, as is the case in living beings, the controller, 
the actuators and the sensors form one inseparable system, this means that 
the system must be calibrated at the beginning of its existence; indeed, during 
growth in natural systems there is even need for a continuing calibration. 
During development of the nervous system this appears to be exactly 
what happens. First of all, it is inconceivable that genetic information defin-
ing the exact connectivity of the nervous system can be sufficiently accurate 
to take care of the many dynamic parameters, like the precise mass of all 
body segments and the precise strength of all muscles at every stage of the 
process of growth of an individual. Secondly, if it is in fact true that synap-
tic connections between neurons are modifiable as a result of the activities 
in these neurons (for which there is now ample evidence, see e.g. Fregnac 
(1995) ), there is no need for the amount of genetic information to be so over-
whelmingly large as would be necessary to define the precise connectivity 
in the nervous system ab initio. It suffices then to only specify the neural 
infrastructure, which will (self- )organize or adjust to external factors into a 
functioning controller. 
A considerable pa.rt of neural development is what wa.s above called 'cal-
ibration'. When technological systems are controlled not by hard-wired cir·· 
cuits but by neural networks, the same type of facilities are important: initial 
calibration and recalibration to adapt to changing circumstances. How does 
the nervous system solve the problem of calibration, or: how does motor be-
haviour develop? Motor development can be divided into a. number of stages. 
In a previous article we showed, using a neural network model, that in the 
very first stage of vertebrate motor development probably elementary spinal 
circuits are trained (va.n Heijst & Vos, 1997). We showed that the interneu-
ronal circuitry needed to drive two antagonistic muscles self-organizes as a 
results of the presence of some spontaneous, rhythmic, neurogenic activity. 
This stage could be viewed a.s a first (internal) calibration of the elementary 
spinal circuitry. Though the spina.! cord is often neglected as a neural region 
capable of exhibiting plasticity, there is in fact ample evidence for spina.! 
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plasticity (e.g. (Mendell, 1984; Wolpaw & Lee, 1989)). 
In a later stage of development, these elementary circuits have to be 
combined into circuits capable of more complex motor behaviour. It is the 
manner in which these basic programs are combined and integrated which 
leads to the complex diversity of observable motor behaviour. This integra-
tion can be through the further tuning or combining of spinal circuits, but 
can be through the development of control by supraspinal systems over spinal 
circuits as well. 
It is obvious that learning how to coordinate and integrate the spinal 
circuitry is certainly facilitated if the spinal circuitry already possesses some 
of its 'mature' functional properties at the time of integration. It is therefore 
expected that, albeit unobservable in the visible motor behaviour, certain 
elementary pmperties of the circuitry have already developed during the first 
stage of motor development. In Section 2, which gives a short summary of 
the motor development of chick embryos, we will present evidence which, 
in our opinion, makes this assumption plausible. Thus, although the only 
manifest output of our previous model was alternating activity in agonist and 
antagonist motorneuron pools (van Heijst & Vos, 1997), we expect that our 
model circuits already possess more properties than those directly evident. 
A large number of basic motor patterns, or basic properties of the spinal 
circuitry, is determined by the topology of the spinal circuitry. Because of the 
specific spinal connectivity, these properties are an almost inevitable conse-
quence. This has been demonstrated in a series of articles by Bullock, Gross-
berg and co-workers describing the FLETE-model of spinal circuitry (Bullock 
& Grossberg, 1991; Bullock & Contreras-Vidal, 1993; Bullock et al., 1993). 
FLETE stands for Factorisation of LEngth and TEnsion, indicating that the 
muscle length, which determines joint angle, can be controlled independently 
of the co-contractive part of muscle tension, which determines joint stiffness. 
This independence implies that, without losing positional a.ccura.cy, different 
levels of muscle force ca.n be specified through co-contraction signals. This is 
of great importance, for instance when acquiring new motor skills. The pro-
cess of learning new motor skills usually follows a. trajectory from initial slow 
movements with large joint stiffness to rapid movements with small stiffness. 
The FLETE-model has shown that many properties of the spinal cord 
can be directly related to known spinal circuits, which, in order to give vol-
untary motor behaviour, are controlled by higher centres. A short discussion 
of those parts of their model relevant to this paper is presented in Sections 
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3.1 and 3.2. Their model however does not specifically address develop-
ment and any assumption that the exact wiring has been pre-specified would 
be unwarranted. We have therefore constructed a model which consists of 
model neurons connected by modifiable weights. In the present paper we will 
investigate how in this model, using ideas derived from neurobiological de-
velopment, the circuitry which drives two antagonistic muscles acting around 
one joint can develop into circuitry which is functionally equivalent to the 
FLETE-model. 
To this end we have adopted the same strategy used in van Heijst & 
Vos (1997). The coarse infrastructure of the spinal circuitry is pre-specified, 
but the final wiring is dependent upon activity in the circuits themselves. 
First the network is trained: spontaneous, rhythmic activity self-organises 
the spinal circuits during this training-phase. In the following test-phase, 
the networks are investigated for properties they have acquired during the 
training-phase. In this paper we will show that the spinal circuitry, trained in 
the way described in our previous paper, has properties which are important 
for the control of movement in vertebrates in general, but might also be 
applicable to artificial movement systems. 
2 Developmental perspective 
In this Section a short summary of vertebrate motor development, as far as 
it is relevant to this paper, will be presented. The results have been obtained 
in research on the chick embryo, which is a representative animal model for 
vertebrate motor development in general. As mentioned in the Introduction, 
this paper does not have modelling biological motor development as its sole 
objective, but certainly vertebrate development has inspired and motivated 
this research. We think that studying biological development might lead to 
useful insights which could be used in technological applications. 
Hamburger (1963) distinguished between three types of motor behaviour 
in the developing chick embryo. Type I behaviour is the first behaviour ob-
servable and starts at around 4 days after incubation. It is characterized as 
jerky and uncontrolled and applies to single body parts. Type II behaviour, 
starting around the same time, involves jerky whole body movements. Type 
III behaviour can be witnessed as of approximately 17 days after incubation 
and appears more smooth and controlled and is goal-oriented behaviour. It 
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is behaviour the chick needs in order to survive. It includes, for example, 
tucking and pipping, and hatching itself. The fact that Type III behaviour 
appears around day 17 does not imply that Types I and II behaviour disap-
pear around that time. 
We showed that the earliest expression of Type I behaviour may be linked 
to the very first stage of tuning spinal, segmental circuits (van Heijst & Vos, 
1997). We also showed that self-organisation might play an important role 
in this process. At the other end of embryonic motor development stands 
Type III behaviour. Between these two periods, a transitional stage can 
be identified. Whereas until approximately 10 days movements are periodic 
and whereas after 17 days the chick is able to perform goal-oriented move-
ments, there is a stage at around 13 days where the behaviour of the embryo 
can hardly be characterized (Bekoff, 1976). There seems to be no obvious 
behavioural pattern discernible. 
In our opinion around day 13 the elementary circuits start to be inte-
grated into functional ensembles, although the result of this integration, i.e. 
Type III behaviour, can not be seen until around day 17, when the functions 
of the elementary circuits have been integrated to the extent that for the 
first time goal-oriented behaviour can be observed. This integrative process 
implies that the elementary circuits at day 13, when integration starts, must 
have reached a certain state of 'maturity'. Were this not the case, there 
would be no stable basis for the integrative phase. We expect that these 
'mature' properties are the kind of properties which are closely related to 
neural topology. 
3 Stiffness and size-principle 
The biological control system has to take care of the specific properties of 
the biological constituents, and it should be made clear at this stage which 
are the architectural consequences thereof for the neural circuitry of a spinal 
segment where a particular limb is controlled. There are various examples of 
modelling efforts treating this particlular subject. One particular example is 
the FLETE-model, which discusses, amongst others, how the spinal circuitry 
achieves near invariant realisation of motor intentions, i.e. realisation of de-
sired joint angle, under varying joint stiffness (Bullock & Grossberg, 1991; 
Bullock & Contreras-Vidal, 1993; Bullock et al., 1993). An analysis of the 
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parts of the FLETE-model relevant to this paper is given in Sections 3.1 and 
3.2. The elements of the FLETE-model we elaborate on in this paper are the 
manner in which saturation of the motorneuron pools is prevented and the 
manner in which the spinal circuitry deals with the size-principle. Both phe-
nomena are threats to the invariant realisation of motor intentions when joint 
stiffness varies. The neural network in the present paper includes, accord-
ingly, architectural aspects that cater for joint stiffness (or co-contractions) 
and for gradual recruitment of motor units (via the size-principle). 
Co-contractions play a role for the controllability of movement around a 
joint, both in the static and in the dynamic case. The former is the easier 
to be understoood. Consider a formal version of a joint, with two equally 
long, equally strong and equally activated muscles, having symmetric ori-
gins and insertions; because both muscles are equally active, the joint is in 
its equilibrium position. The stability of this position can be described by 
the potentia.! energy stored in the muscles as a function of joint angle. The 
shape of this potential function can be shown to be parabolic, and the width 
of this parabolic well to decrease with co-contraction of the two antagonistic 
muscles, as follows: let b be the stiffness of each muscle; u its lengthening at 
equilibrium; l the moment arm and ( the angle from its neutral position. The 
energy stored in the muscles at this equilibrium is then E = 2( ~bu2 ). After a 
small rotation by an angle (this becomes ~b(u-I(J2+~b(u-H() 2 = bu2+bl2 ( 2 • 
The increase in potential energy is therefore proportional to b, and the same 
holds true for the restoring force caused by a deviation from equilibrium: 
(DE I ao = 2bz2(. It can also be shown that for other equilibrium angles 
the restoring force depends, although mathematically more complex, on the 
muscle stiffness b. During isometric contractions, contractions where the acti-
vation of the muscle increases but the length of the muscle remains constant 
because of forces either from other muscles or from the environment, it is 
exactly this muscle stiffness b which increases. 
Now the joint is, through the specification of different contraction com-
mands to the two muscles, in an equilibrium state with ( ¥ 0. Which are 
then the consequences if the spinal circuit controlling the muscle wants to 
increase the stiffness b of both antagonistic muscles by an additional 'co-
contraction signal'? This increases, as shown above, the joint stiffness, but 
should not change the equilibrium joint angle. This will be the case if the dif-
ference of the outputs of the motorneuron clusters remains the same. Large 
inputs, however, will saturate the pools of motomeurons, thereby diminish-
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ing the difference between the motorneuron. Then, in the static case, the 
muscles will, for very large inputs to the motorneuron pools, become ac-
tivated approximately equally strong, i.e. approximately maximally. This 
means that the new joint position will approximate the equilibrium position 
( = 0. Equivalently in the dynamic case, when a movement is initiated by 
differing activations in agonist and antagonist, one or both motor neuron 
pools run the risk of being driven into a state of saturation when there is a 
considerable co-activation signal. This will cause the difference in output to 
the motor units to vanish, and the desired position will not be reached. 
3.1 The FLETE-model 
In a different context, Grossberg (1973) presented a general solution to the 
problem of saturation in two opponent channels. The way out of the problem 
of saturation is by including a mutual inhibitory activation channel between 
the two signal paths. This solution has also been adopted in the FLETE-
rnodel for spinal circuitry (Bullock & Grossberg, 1991; Bullock & Contreras-
Vidal, 1993; Bullock eta!., 1993). The resulting circuitry is shown in Fig. 1, 
adapted from (Bullock & Contreras-Vidal, 1993). In the FLETE-model there 
are two signals to the motorneuron pools, A1 to the agonist pool and A2 to 
the antagonist pool. The combination (A1 ,A 2) defines the motor intention. 
In addition to these two signals there is a co-contraction signal P, which is fed 
to both motorneuron pools. Bullock and Contreras-Vidal (1993) show that 
the two signals to the motorneuron pools, A1 -1- P and A2 -1- P, must also 
be supplied to two pools of so-called Ia-interneurons (Baldissera eta!., 1987; 
Hultborn et a!., 1976), which inhibit the motorneuron pool in the opponent 
channel. In order to circumvent the possible problem that these interneurons 
would be driven into saturation themselves, the pools of interneurons must 
also be mutually inhibitory. 
The part of the FLETE-model which is relevant to this paper is only a 
piece of the complete FLETE-rnodel. An important advantage of the part 
of the FLETE-model against which we compare our results, is that it is 
sufficient to look at the output of the two motorneuron pools in order to 
judge the appropriateness of the model with respect to its desired properties. 
It is not necessary for the analysis of these signals that they are fed into a 
muscle model so that the actual mechanical effects can be measured. The 
wealth of information contained in the neural signals is sufficient for the 
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Figure 1: A part of the FLE'I'E-model with inhibitory interneurons to pre-
vent saturation of the motorneuron pools in order to guarantee joint angle in-
variance under varying co-contractions. A1 = Agonist motor intention, Az = 
Antagonist motor intention, P = Co-contraction signal, Ia = la-interneurons, 
Ag. = Agonist, An. = Antagonist. Excitatory connections are indicated by 
a solid line, inhibitory connections by a dashed line. 
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purpose of this study. 
3.2 Size-principle 
The motorneurons in a motorneuron pool are arranged according to the size-
principle. It ensures that the small motorneurons, which innervate small 
motor units, are the first to be activated; only when the motorneuron pool 
receives a strong activation do increasingly stronger motorneurons, inner-
vating increasingly strong motor units, contribute to force generation. This 
ensures smooth contractions of muscles (DeLuca, 1985; Henneman, 1985). 
In Section 4.3 the implementation of the size-principle in our model, with 
different recruitment thresholds and correspondingly different output, will 
be explained in detail. 
In Bullock & Grossberg (1989, 1991) (cf. also (Akazawa & Kato, 1990)) 
it is shown that the introduction of the size-principle, however, imposes a 
threat to the in variance of joint angle under varying co-contraction commands 
P. When a co-contraction signal P is added to the signals A1 and A2 , the 
motorneuron pool which receives the largest signal will amplify the added 
signal P more strongly. This drawback is compensated through Renshaw 
cells, first described by Renshaw (1941, 1946). Each Renshaw cell receives 
excitation from axon collaterals of its own motorneuron pool, and sends an 
inhibitory signal to that motorneuron pool, to the ipsilateral interneuron 
pool and to the contralateral Renshaw pool (Ryall, 1970; Ryall & Piercey, 
1971 ). With the addition of the size-principle and the Renshaw cells the 
architecture of the FLETE-model presented in Fig. 1 has been modified and 
the new architecture is shown in Fig. 2. The appearance of the Agonist and 
Antagonist pools has been changed to indicate that the neurons in these two 
pools obey the size-principle. 
The function of the Renshaw cells can be understood with the following 
argument. The motorneuron pool which receives the largest activation and 
which therefore amplifies the co-contraction signal more, will more strongly 
excite its pool of Renshaw cells. In their turn, the Renshaw cells in this pool 
will inhibit their associated motorneuron pool more strongly, thus diminish-
ing the effect of the size-principle. Through the inhibitory connection with 
the Ia-interneurons they will also disinhibit the opponent motorneuron pool, 
thereby further compensating for the effect of the size-principle. This disin-
hibitory effect on the opponent motorneuron pool is further exerted through 
10 
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Figure 2: The FLETE-model with inhibitory interneurons and Renshaw cells 
in order to guarantee joint angle invariance under varying co-contractions. 
The motorneuron pools adhere to the size-principle, indicated by the modified 
shape of Ag. and An. pools. A1 = Agonist motor intention, A2 = Antagonist 
motor intention, P = Co-contraction signal, I a = I a- Interneurons, A g. = 
Agonist, An. = Antagonist, Ren. = Renshaw cells. Excitatory connections 
are indicated by a solid line, inhibitory connections by a dashed line. 
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the mutually inhibitory connections between the two pools of Renshaw cells. 
An additional advantage of the presence of Renshaw cells is that they can 
function as a feedback control system with a much smaller time lag than 
would be possible if only afferent information would be available. 
4 Model 
The neural networks described hereafter are modifications of the model used 
in van Heijst & Vos (1997), where a more detailed description of the biological 
motivation for that model can be found. Since many of the basic properties 
of the spinal circuitry can be derived from the neural output, there is no need 
to include a muscle-model. For this reason a muscle model was omitted and 
our analysis is restricted to the neural signals. 
4.1 Basic elements 
The models consist of frequency-coding time-dependent neurons, modelled 
using leaky integrators. Let Wij be the weight from neuron j to neuron i, 
Sj the activity of neuron j and the parameter r the characteristic time of 
the neuron. Then, the membrane potential V; of neuron i is given by the 
following differential equation: 
dV; 
T dt = -V; + LWijSj 
J 
The sum is over all neurons j projecting to neuron i. 
(1) 
The output si of neuron i is a non-linear function of the membrane po-
tential V;: 
Si = j(V;) (2) 
For the function J() the sigmoid function f(:c) 1/(1 + exp(-ax)), with 
a the steepness, is often used. The use of the standard sigmoid function 
implies that for a membrane potential V; = 0 the output would be 0.5, which 
is unrealistic. As described in a previous paper (van Heijst & Vos, 1997) 
this can be corrected by shifting the function J() by an amount (3 along the 
x-axis: J( x) = 1/(1 + exp( -a(x- (3)) ). This modification unfortunately also 
introduces a problem: for x < (3 the second derivative is positive and there-
fore for small x the function J( x) increases slowly. This is in contradiction 
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to the observed input-output relation, where the output frequency initially 
increases relatively steeply, saturating at higher levels of input (Powers & 
Binder, 1996), implying a negative second derivative for small x. To over-
come this problem, the transfer-function J() has been modified further: a 
part for x :::0: 0 which increases more steeply for small x and with a negative 
second derivative, and a part for x < 0, with a positive second derivative. 
The functions are continuous and continuous in the first derivative for x = 0. 
To obtain the part of the function for x :::0: 0, the standard sigmoid function 
is shifted along the y-axis, so that f(O) = I· The function then has to be 
normalized to ensure that limx~oo J( x) = 1. This results in: 
f(x) -- 2-21 -:-------,--:-----,- - 1 + 21 
1 + exp( -ax) for x :::0: 0 (3) 
where a again determines the steepness of the function. For x < 0 an expo-
nential function has been adopted: 
( 1- I ) f(x) = 1exp ~ax for x < 0 (4) 
A plot of this function with the values of the parameters as used in the 
simulations, a = 1 and 1 = 0.05, is shown in Fig. 3. The weights Wij are 
updated according to a training-scheme which is explained in Section 5.1 
using Hebb's rule, which has been modified with a correction term which 
normalises the weights and thus prevents unbouded growth: 
(5) 
This modification of Hebb's rule has been introduced by Oja (1982). 
4.2 Network structure 
The spinal circuitry contains several different types of neurons, like motorneu-
rons and various classes of interneurons. The neuron model described in Sec-
tion 4.1 however applies to all neurons in the network. Therefore, to create 
structure in the network while retaining as much as possible the ( computa-
tional) equivalence of all neurons in the network, neurons are grouped into 
cluster's. The different clusters reflect the different neuron types in the spinal 
cord. Clusters can be connected both uni-directionally and bi-directionally 
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Figure 3: The modified transfer-function compared with the standard sig-
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fJ along the x-axis. Parameters used for the modified transfer function: a = 1, 
1 = 0.05; for the shifted sigmoidal function: a = ;), fJ = 1. 
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and these connections can be inhibitory or excitatory. If a cluster is connected 
to another cluster, all neurons in the innervating cluster are connected to all 
neurons in the innervated cluster. Based on the typical case in neurobiology, 
namely Dale's law, a cluster can act in only one way: either excitatory or in-
hibitory. Weights cannot change from excitatory to inhibitory or vice versa. 
Thus, the first model of the spinal circuitry is built by connecting different 
clusters, according to the known, or assumed, connectivity in the spinal cord. 
Cluster n is connected to cluster m with a strength parameter cmn. This 
parameter is used to augment or diminish the influence of cluster non cluster 
m, independent of the values of the weights Wij· With the introduction of 
this parameter, eqn (1) for neuron i in cluster m changes into: 
dV; T r '\"' mn 
T dt =-vi -J- L.,C WijSj 
J 
(6) 
The sum is now over all neurons j in all clusters n projecting to cluster m. 
4.3 Implementation of the size-principle 
The second network differs from the first because the neurons m the mo-
torneuron clusters of the second network adhere to the size-principle. There-
fore, motorneurons within one motorneuron pool can not be considered to be 
equivalent to each other, as already described in Section 3.2. To implement 
the size-principle, thresholds Oi for the neurons in the motorneuron pools 
have to be set. Only if V; 2': Oi does motorneuron i become active. In the 
model, the threshold of a motorneuron is determined by its rank in its pool. 
The neurons in a motorneuron pool containing N neurons are numbered 
i = 1 ... N. The threshold for neuron N is Om ax < 1. The thresholds for 
the other neurons i = 1 ... N - 1 are derived from Omax using the following 
distribution: 
oi = pexp(qi) + r· with pexp(qN) -1- r = Omax (7) 
An exponential distribution has been chosen to reflect the experimentally 
found exponential distribution of thresholds, first described in (Milner-Brown 
et a!., 1973). The parameters p, q and r can be chosen freely under the 
condition that 01 = 0. 
15 
The threshold of a motorneuron is determined by its size: the larger the 
motorneuron, the higher the threshold for firing. The size of a motorneuron 
also determines the effect it will have when it is active: large motorneurons 
innervate large motor units. This implies that motorneurons with a high 
threshold ()i also have a comparatively large effect. To accommodate for this 
phenomenenon eqn (2) has to be modified. The effective output of a neuron 
in a motorneuron cluster is multiplied by a factor depending on the threshold, 
and therefore on the size, of the motorneuron: 
(8) 
The function J() is the same function as described m eqns (3) and (4). 
Because ()i < 1 there are no poles in eqn (8). 
4.4 Architecture of the networks 
Following the comparative analytical strategy in Bullock & Contreras-Vidal 
(1993), two networks have been constructed. The first one is used to inves-
tigate the invariance of joint angle for varying joint stiffness, the second one 
to investigate the in variance of joint angle for varying joint stiffness when in 
addition the motorneuron clusters obey the size-principle and Renshaw cells 
are added. The two networks are depicted in Figs 4a a.nd 4b. The architec-
tures of the two networks closely resemble the architectures used in Bullock 
& Grossberg (1991 ), Bullock & Contreras-Vidal (1993) and Bullock et al. 
(1993). Both networks model elements of the spinal circuitry which is used 
to drive two antagonistic muscles a.cting around one joint. 
Both networks have two clusters of rnotorneurons, denoted by Ag. (for 
Agonist) and An. (for Antagonist). Only in the second network do the 
neurons in the motorneuron clusters obey the size-principle, denoted by the 
different a.ppea.ra.nce of the Ag. and An. clusters in Fig. 4b. Both networks 
a.lso contain two clusters of inhibitory interneurons, denoted by In. These 
model interneurons are derived from the well known la-interneurons. Ea.ch 
motorneuron cluster is inhibited by the cluster of interneurons belonging 
to the opposite motornemon cluster, while the two clusters of inhibitory 
internemons inhibit each other as well. In the second network two clusters 
of Renshaw cells, denoted by Ren., have been a.dded. A cluster of Renshaw 
cells is excited by its homonymous motorneuron cluster, while it inhibits its 
16 
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Figure 4a: Configuration of the first model. Solid lines indicate excitatory 
connections, dashed lines inhibitory connections. 
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Figure 4b: Configuration of the second model. Solid lines indicate excitatory 
connections, dashed lines inhibitory connections. 
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homonymous motorneuron cluster, its homonymous cluster of interneurons 
and its opposite cluster of Renshaw cells. 
Activity in the networks originates in so-called Spontaneous Activity 
Clusters or S.A.C.'s. The introduction of these clusters has been moti-
vated by the presence, during the earliest stages of development, of spon-
taneous neural activity in the spinal cord, which is periodic in nature (Ho 
& O'Donovan, 1993). An S.A.C. consists of regular neurons and projects to 
other clusters as if it were a regular cluster. Different from other clusters 
is the input to an S.A.C., which it receives from a signal generator. The 
signal generator is, through fixed connections Wij E [0, 1], connected to the 
S.A.C. During the training phase the periodicity of the spontaneous activity 
is reflected in the shape of the signal that the signal generator generates: 
g( t) = sin( wt + </>). During the testing-phase the signal generators generate 
a constant signal. 
The S.A.C.'s are a major difference with the previously discussed FLETE-
model, where the activity fed to the network consists of constant signals. The 
reason for introducing S.A.C.'s is directly related to the different functions 
of the S.A.C.'s during the training-phase and the testing-phase. During the 
training-phase the S.A.C.'s model the spontaneous neural activity present 
in the spinal cord, which is the driving force behind the self-organisation 
taking place (van Heijst & Vos, 1997). As mentioned there the S.A.C.'s are 
likely candidates to later relay movement commands to the spinal circuits. 
This is the function the S.A.C.'s fulfill during the testing-phase. By having 
the signal generators generate constant signals, the S.A.C.'s will also have 
a. constant activity, thereby modelling the motor intentions A1 and A2 from 
the FLE'I'E-model. The co-contraction signal P is represented by adding a 
constant signa.! to both S.A.C's. 
Each of the two S.A.C.'s is initially connected in a.n excitatory and, ex-
cept for random weight differences, a. symmetrical way to both clusters of 
motorneurons and to both interneuron clusters. The network will, during 
a. process of self-organisation, learn to break the symmetry with which the 
two S.A.C.'s relay information to the output channels (van Heijst & Vos, 
1997). During the training-phase of the network, both S.A.C.'s are driven by 
sinusoidal signals, which are 180 degrees out of phase. This design reflects 
the spontaneously alternating activity in the developing spinal cord: the two 
S.A.C.'s are alterna.tingly active. 
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5 Experimental methodology 
It is important to emphasize the two different stages of the experiments. 
The first stage consists of training the network, in a similar fashion as in 
van Heijst & Vos (1997). The only manifest output of the network during 
training will be the development of alternating activity in the two clusters 
of motorneurons. In the second stage, the testing stage, the properties which 
are not observable during training but have developed additionally will be 
investigated. The way in which the network is trained and the manner in 
which it is tested will be described in the next two Sections. 
5.1 Training the network 
Every period of the signal generator has been divided into 100 bins of equal 
temporal duration. Every bin the network is updated: first the activities of 
the neurons in the S.A.C.'s are calculated on the basis of the values of the 
respective signal generators, then the activities of all other neurons in the 
network are calculated. To select the neuron to be updated the method of 
sampling without replacement is used. Eqns (1), (3) and (4) are used for the 
neurons which are not in a motorneuron cluster while eqns (1), (:~), (4) and 
(8) are used for the neurons in motorneuron clusters. Then, all weights 'Wij 
are updated according to eqn (5). 
The duration of training is determined by the specified number of periods 
of the signal generator. Because every period is divided into 100 bins, the 
total number of updates is the number of periods multiplied by 100. After 
a training session it has to be verified whether the network has developed 
into a stable state. To this end the output of the clusters of motorneurons 
is spectrally analyzed. Consecutive segments of 2048 points (20.48 periods) 
a.re used after substraction of the DC value to obtain a.n amplitude spectrum 
via the Fast Fourier Transform. These spectra are normalised to the highest 
amplitude at the oscillator frequency. Three spectral components are com-
puted: the component at the oscillator frequency, which is the frequency with 
which the clusters alternate, the component at twice the oscillator frequency, 
taken into account because the output of the clusters deviates from a pure 
sinusoidal signal and the component a.t 2.5 times the oscillator frequency, 
which should be very close to zero. Only when a.ll three components have 
reached a. constant value the network is considered stable. 
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5.2 Testing the model 
After each network has been trained the networks have to be tested for the 
properties they are expected to have learned. For the first network this is the 
in variance of joint angle under varying stiffness. For the second network it is 
the same invariance, but now with the neurons in the motorneuron clusters 
obeying the size-principle. During testing the two signal generators supply 
the S.A.C.'s with constant signals. Because of the fixed weights between the 
signal generators and the S.A.C.'s the neurons in the S.A.C.'s will have a 
constant activity. This constant activity of an S.A.C. is a measure for the 
desired amount of contraction for its associated muscle. The two signals 
from the S.A.C.'s therefore specify a desired joint angle. To create stiffness 
around the joint, a co-contraction command can be added. This takes the 
form of a constant added to both signal generators. As explained in Section 3 
the desired invariance implies that the amount of co-contraction should not 
modify the difference in activities of the two motorneuron clusters. The 
testing therefore consists of fixing the signal generators at constant values 
and measuring the activities of the motorneuron clusters. 
It is important to elaborate on the conceptual difference between the 
signals A~, A2 and P in the FLETE-model and the outputs of the S.A.C. 
clusters of neurons in our model. The S.A.C.'s represent populations of 
neurons and the activity of a neuron in an S.A.C. can therefore not be larger 
than 1. The best cornparison between the S.A.C.'s and the signals A1 , A2 
and P is to compare the latter to the averaged output of the S.A.C.'s. The 
disadvantage of this method is that, while the signals A1 , A2 and P do not 
have an upper bound, the averaged output of an S.A.C. is always less than 1. 
This implies that if, for example, the averaged activity of one S.A.C. would 
be 0.8, it is not possible to add a co-contraction signal larger than 0.2. This, 
however, is not a serious disadvantage, because all feasible joint angles can 
be reached by rather small contraction signals, which leaves a large part of 
the activational range of motorneuron pools for stiffness control. 
6 Results 
A number of parameters is the same for both networks tested. The values 
of the parameters describing the transfer-function given by eqns (3) and (4) 
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connection cmn 
S.A.C. ---> In. 0.4 
S.A.C. ---> Ag./ An. 0.3 
In. ---> Ag./ An. -1.0 
In. ---> In. -0.75 
Table 1: The values of the strength parameters cmn used for the first network. 
are a = 1 and 1 = 0.05. A plot of the transfer-function using these values 
has already been given in Fig. 3. The value for the characteristic timer of a 
neuron is r = 0.03(s), which is loosely based on the membrane characteristics 
of real neurons (see e.g. Kandel eta.!. (1991)). The main reason for using 
leaky-integrator neurons is the smoothing effect they have on the output 
of neurons. Only in a. more complex stage of modelling spinal circuitry do 
timing-properties of single neurons become important. The learning rate r) 
was in all cases rt = 0.001. It has been shown that large variations around 
such a learning rate does not change the outcome of training (van Heijst & 
Vos, 1997), only the speed with which the network reaches its stable state. 
At the start of the training phase the weights Wij are initialized randomly 
from the interval [0, 0.15]. This does not apply to the weights from the signal 
generators to the S.A.C.'s which are fixed. 
6.1 Network 1: only interneurons 
In 'fable 1 the strength parameters cmn, which are used to augment or di-
minish the effect clusters have on each other, are given for the first network 
model, which is shown in Fig. 4a. Every cluster consists of 10 neurons. This 
number suffices to reflect the continuous nature of a population of neurons, 
while it does not place an inordinate burden on computer resources. The 
weights from the signal generators to the S.A.C.'s are fixed at Wij = 0.5. 
Both signal generators generate a. sinusoidal signal, both with a. period 
of 1(s). The two signals are 180 degrees out of phase. Since every period 
has been divided into 100 bins, the network is updated every 0.01(s). After 
training the network is analysed for stability in the manner discussed in 
section 5.1. The first network is trained for 2000 periods and reaches a stable 
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state, determined by spectral analysis, after approximately 1500 periods. 
The output of the network after 1770 periods is shown in Fig. 5. Since 
it is not possible to show the output of all 10 neurons in a motorneuron 
cluster, in Fig. 5 the output is the averaged activity of all neurons in that 
cluster. In concordance with the results obtained in (van Heijst & Vos, 
1997) the network has self-organised into a network with reciprocally active 
motorneuron clusters. We assume that this process is also taking place in 
the very first stage of vertebrate motor development. 
The resulting network can now be investigated for additional properties, 
for which we have adopted the same method used in Bullock & Contreras-
Vidal (1993). Instead of supplying the S.A.C.'s with sinusoidal signals, the 
signal generators now generate constant signals. These constant signals will 
drive the neurons in the S.A.C.'s to a constant activity. The constant activ-
ities of the S.A.C.'s represent the signals A1 and A2 in the FLETE-model. 
By adding a common constant signal to both generators, the co-contraction 
signal P is emulated. 
The first series of simulations is performed to investigate the saturation of 
the motorneuron clusters without the presence of interneuron clusters. This 
series of simulations provides a reference against which the results from the 
network with interneurons can be compared. To exclude the influence from 
the interneuron clusters the strength parameters c""' for the connections from 
the interneuron clusters In. to the motorneuron clusters Ag. and An. are 
temporarily, i.e. during testing, changed to cmn = 0. It is necessary to use 
a network which was trained with interneurons, since without the presence 
of interneurons training will not lead to a functional network. If, during 
training, there is no interaction between the two signal channels, the correct 
associations from the S.A.C.'s to the motorneuron clusters will not develop. 
For different values of P the average output of the motorneuron clusters 
is measured for different values of S.A.C.1 and S.A.C.2. Since the connec-
tions from the signal generators to the S.A.C. 's are constant, w;; = 0.5, all 
neurons in the S.A.C.'s will have the same value. 'I'his value, which obvi-
ously is the same as the average value, is taken as the value of an S.A.C. 
When the stiffness is modified by changing the co-contraction signal, while 
the difference between S.A.C.1 and S.A.C.2 is kept constant, the sum of the 
outputs of the motorneuron cluster will change. Both motorneuron clusters 
receive increased excitation and, accordingly, will be increasingly active. On 
the other hand, with the difference between S.A.C.l and S.A.C.2 constant, 
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Figure 5: Training the first network, with interneurons. Output of the two 
motorneuron clusters after 17 40 periods of the signal generators. 
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the difference between the outputs of the two motorneuron pools should be 
constant too. For this implies that the final joint angle, which is determined 
by the difference between the outputs of two motorneuron clusters, is invari-
ant under varying amounts of co-contraction. If both conditions are fulfilled 
the joint angle can be controlled independently from the stiffness of the joint. 
In Figs 6a and 6b the values of, respectively, the sum and the difference of the 
motorneuron cluster outputs are plotted as functions of the difference of the 
values of S.A.C.l and S.A.C.2 for seven different values of the co-contraction 
signal. From Fig. 6a it is clear that the second condition is fulfilled. On 
the other hand, it is obvious from Fig. 6b that the second condition is not 
met. For different values of P, the difference between the two motorneuron 
cluster outputs is not constant. For large values of P and a large difference 
between the values of S.A.C.l and S.A.C.2 one of the motorneuron clusters 
saturates and the difference between the outputs of the motorneuron clusters 
diminishes. 
In Figs 7a and 7b the same variables are plotted, but now obtained from 
tests where the strength of the connection from the interneuron clusters to 
the (opposite) motorneuron clusters is cmn = -1. It is immediately clear 
that the network with interneurons performs markedly better. The curves in 
Fig. 7b are closer together, while there is no significant change in the curves 
in Fig. 7 a compared to those in Fig. 6a. It is easily explained why the sum 
of the motorneuron cluster outputs in the simulation with interneurons is a 
little smaller compared to the simulation without interneurons. The effect of 
the two interneuron clusters is to augment the one with the highest activity 
and to diminish the one with the lowest activity. In effect this amplification 
shifts a neuron along its transfer function, shown in Fig. 3. Given the shape of 
this function, a smaller steepness for larger x, the inhibition has a stronger 
diminishing effect on the cluster with lower activity than the augmenting 
effect of the lower inhibition to the cluster with higher activity. This results 
in a net decrease of the summed activity for the network with interneurons. 
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6.2 Network 2: interneurons, Renshaw cells and size-
principle 
The strength parameters cmn for the second network model, which is shown in 
Fig. 4b, are given in Table 2. All clusters again consist of 10 neurons, except 
connection cmn 
S.A.C. --> In. 1.0 
S.A.C. --> Ag.( An. 0.5 
In. --> Ag.( An. -0.5 
In. -> In. -1.0 
Ag.( An. --> Ren. 0.5 
Ren. --> Ren. -l.O 
Ren. -> Ag.( An. -0.3 
Ren. --> In. -0.5 
Table 2: The values of the strength parameters cmn used for the second 
network. 
for the S.A.C. 's which consist of 20 neurons. This larger number of neurons in 
the S.A.C.'s is necessitated because more inhibition is present in the network. 
To overcome this increased inhibition, the network needs to be driven more 
strongly. Another measure which is taken to this effect is to increase the fixed 
weights from the signal generators to the S.A.C. 's: Wij = l. The maximum 
threshold Omax for the largest motorneuron in a cluster is Omax = 0.3. The 
three parameters p, q and r which define the distribution of thresholds in a 
motorneuron cluster, see eqn. (7), are p = 0.0275, q = 0.25 and r = 0.0214. 
The weights from the signal generators to the S.A.C.'s are fixed at Wij = l. 
The second network, shown in Fig. 4b, is trained for 750 periods of the 
signal generator and reaches a stable state after approximately 600 periods. 
Training the second network is faster than training the first network, because 
the size of the S.A.C. 'sis larger and their connections with the interneuron 
and motorneuron clusters are stronger. This means that the size of the signals 
inter-nal to the network will be larger and that the network will find its stable 
state faster. Furthermore, the addition of Renshaw cells may have made it 
easier for the network to reach a stable state. 
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The second network is tested in the same manner as the first network. 
In the first series of tests the disrupting effect of the size-principle on the 
invariant realisation of motor intention is demonstrated if Renshaw cells are 
not present for the time being. In Fig. Sa the sum of the average outputs of 
the two motorneuron clusters is plotted, for seven different values of the co-
contraction signal, as a function of the difference of the activities in S.A.C.l 
and S.A.C.2. In Fig. Sb the difference of the average outputs of the two 
motorneuron clusters is plotted, which are obtained from the same tests used 
to produce Fig. Sa. The values of the co-contraction signals are somewhat 
different from the values for the first network, because the values were chosen 
in such a way that a large range of output of the motorneuron clusters is 
covered. This change in values of the co-contraction signals is necessary 
because the parameters cmn and the amount of neurons in the S.A.C. 's are 
different. This has changed the transfer properties to a small extent. 
It is immediately clear from the figures that the desired property, indepen-
dent control of muscle length and muscle tension, is absent. Already for small 
amounts of co-contraction the motorneuron clusters saturate for relatively 
small inputs. For large co-contraction signals both clusters of motorneuron 
pools are saturated almost immediately. The rather extreme deviation from 
the desired invariance of joint angle may partly be explained by the way in 
which the network has been trained. The network has been trained with 
the Renshaw cells present and functional, while the tests are done with the 
connections strengths from the clusters of Renshaw cells to the interneuron 
and motorneuron clusters set to zero: cmn = 0. 'fhis approach has been cho-
sen because this is the same approach taken for the first network, where the 
presence of interneuron clusters during training was necessary. It would have 
been possible to train a network like Fig. 4a with the motorneuron clusters 
obeying the size-principle. However, the parameters cmn would have been 
different frorn the network as it has been trained now. This would be an 
even worse companson. 
Some aspects of Figs Sa and Sb need to be elucidated. The first is the 
greater dynamic range shown by the motorneuron clusters. This is caused 
by the implementation of the size-principle which, according to eqn (8), mul-
tiplies the output of a motorneuron by a factor greater than or equal to 1, 
depending on its size. The second aspect is that in Fig. Sa the curves for 
the five tests with the smaller amounts of co-contraction intersect, while the 
two other curves, with the largest amounts of co-contraction, do not. For the 
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curves with the high amounts of co-contraction the motorneuron clusters are 
already so saturated that they are approximately maximally active. This is 
confirmed by the fact that the curves are almost flat and that the curves for 
the same amounts of co-contraction are flat as well in Fig. Sb. 
The simulations with Renshaw cell clusters present and functional show 
completely different results. Again, the sum and the difference of the mo-
torneuron cluster outputs as a function of the difference of S.A.C.l and 
S.A.C.2 for different amounts of co-contraction are plotted in, respectively, 
Fig. 9a and Fig. 9b. The figures indicate that through the addition of Ren-
shaw cell clusters the network has attained invariant control of joint angle 
and stiffness. 
7 Discussion 
Development of motor control is staged, although the different stages succeed 
each other continuously. One reason for the continuity in motor development 
is the phenomenon that skills acquired in a. certain stage are used a.nd in-
tegrated in a. later stage. Later stages use, a.nd need, the earlier acquired 
proficiencies. The acquisition a.nd integration of skills can therefore be seen 
to constitute an inseparable a.nd continuous process. It is interesting and 
important to investigate the development of vertebrate motor control. With 
the ideas gained from this research technological improvements can probably 
be made in the realm of robotics. Another possible application might be the 
future possibility to interfere with the vertebrate motor system, more specif-
ically the human motor system in the case of (developmental) malfunctions. 
In a. previous paper we have described a model for the very fll·st stage of 
motor development (van Heijst & Vos, 1997). This model, from which the 
model in the present paper is derived, is based on two principles: specification 
of the global connectivity, i.e. which types of neurons a.re connected to which 
other types and in which fashion (excitatory or inhibitory), and specification 
of a Hebbian learning scheme. With the present model we demonstrate that 
not only the developing network shows similar output as the developing ner-
vous system, but also that skills are acquired which are indispensable for 
further development. This lends further support to the 'selective stabilisa-
tion' hypothesis, which states that the neural infrastructure, which is speci-
fied genetically, is refined through neuronal activity ( Cha.ngeux & Da.nchin, 
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1976). 
The property which has been investigated in this paper is the ability of 
the nervous system to control joint angle independently of joint stiffness. 
The neural prerequisites to attain this invariance have been investigated ex-
tensively using the FLETE-model (Bullock & Grossberg, 1991; Bullock & 
Contreras-Vidal, 1993; Bullock et al., 1993). The connectivity of the FLETE-
model, which is firmly grounded on known physiological facts, has been taken 
as the genetically specified infrastructure. The activity in the circuit is pe-
riodic neural activity, which is also present in the developing spinal cord in 
the beginning of development (O'Donovan, 1989; Ho & O'Donovan, 1993). 
There is other evidence from newborn rats that spontaneous neuronal ac-
tivity in the spinal cord remains present until at least after birth ( Cazalets 
et al., 1995). In the present paper we have shown that the exact wiring of the 
neural circuits which are responsible for the invariance property can develop 
on the basis of spontaneous activity in an initially coarsely specified network. 
Of course, the model has some shortcomings. The in reality immensely 
important concept of time is rather neglected. The only time-dependence 
in the network is the characteristic time T of a neuron, which has rather 
arbitrarily been set toT= 0.03(s). Although this is not unrealistic, it is not 
realistic that all different types of neurons have the same characteristic time 
T. Furthermore, there are no transmission delays in the network. In this 
stage of the model this may not be a great problem, but when actuators and 
sensors a.re added this certainly ha.s to be taken into account. 
A second shortcoming is the manner in which a. single neuron is modelled. 
Except for the motorneurons when they obey the size-principle, the neuron 
model used is the same for all neurons. In reality there certainly are large 
differences between single neurons. For instance, the transfer function that 
we have adopted for all neurons wa.s determined specifically for motorneu-
rons (Powers & Binder, 1996). It ca.n, however, safely be assumed that the 
main characteristics of the transfer function are similar for all neurons in the 
model. On the other hand, the purpose of this model is not to study single 
neuron behaviour, but the behaviour of neuron populations. Given the wa.y 
in which populations a.re studied in the present model, the use of one single 
neuron model is certainly appropriate. 
The concepts of self-organising development and neuron clusters con-
nected by modifiable weights are the main deviations from the FLETE-model 
which assumed fixed weights. In the FLETE-model the behaviour of popu-
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lations of neurons was further abstracted because each population was mod-
elled by a single differential equation. In this paper we have shown two 
things with respect to that abstraction. The first is that a biologically more 
plausible network, with neuronal clusters and initially almost symmetrical 
excitatory projections from S.A.C.'s to the lower level network, can develop 
into a neural network which exhibits the same properties as the lumped, 
strongly opponent, FLETE-model. The second is that, given their desired 
level of modelling and goal of the research, it suffices to model neuronal 
population activities with differential equations. 
Because of the difference between clusters of interacting neurons on one 
hand and lumped differential equations on the other, some aspects of the two 
models can not be directly compared. For example, the somewhat jerkier way 
in which a cluster of neurons saturates (see quanta! effects in Figures 8 and 
9) can not be compared directly to the way in which a differential equation 
behaves. 
Concluding, it is the firm opinion of the authors that ideas derived from 
biological motor control can play a role in robotics. Many of the problems 
that robot controllers have to solve are of the same type of problems that 
the vertebrate nervous system has to solve. Often the nervous system has 
found simple and elegant solutions for complex problems. For example, the 
complete FLETE-model has an extensive neural machinery which is able to 
deal with the dynamical consequences of loads and perturbations. Similar 
solutions might well be suitable for specific control problems in robotics. 
Specifically, if the advance of muscle-like actuators continues, the application 
of neural-like controllers might be very advantageous. Another reason neural 
control systems may be very well applicable is that, in certain cases, it is 
possible to continue training while in operation. This would enable the neural 
controller to adapt continuously to dynarnically changing parameters. 
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