To exploit an evolutionary algorithm's performance to the full extent, the selection scheme should be chosen carefully. Empirically, it is commonly acknowledged that low selection pressure can prevent an evolutionary algorithm from premature convergence, and is thereby more suitable for wide-gap problems. However, there are few theoretical time complexity studies that actually give the conditions under which a high or a low selection pressure is better. In this paper, we provide a rigorous time complexity analysis showing that low selection pressure is better for the wide-gap problems with two optima.
Introduction
Evolutionary Algorithms (EAs) are powerful tools for combinatorial optimization problems [13, 18] , many of which are multimodal. When applying an EA to a multimodal problem, the selection pressure may affect EA's performance greatly, and must be chosen carefully [2, 4] . Theoretical investigations on this issue would be helpful to the design and applications of EAs. Therefore, the time complexity analysis, which might be the most direct way to show the impact of selection pressure on the performance of an EA, is of great interest. However, from the time complexity point of view, few work has been done to theoretically investigate the condition under which high or low selection pressure can be better.
We know that quite a few optimization problems are very hard for EA, such as the NP-complete problems. An EA may take very long time. e.g., exponential numbers of generations, to find the global optima of those hard problems. Nevertheless, when dealing with some concrete instances of these hard problems, it is still possible for an EA to obtain acceptable performance if its operators (e.g., the selection operators) are chosen carefully. In this paper, we focus on choosing suitable selection pressure for EAs on a specific kind of hard-to-solve problems, the wide-gap problems, defined by He et al. [14] .
Concretely, He et al. utilized the mean first hitting time of the (1 + 1) EA [5] on a problem as a measure of hardness. Given a problem and its feasible search space, if there exists a pair of solutions with similar fitness such that the (1 + 1) EA starting from the two solutions finally spend intrinsically different mean first hitting time (e.g., an exponential one versus a polynomial one) to find the global optimum, then the problem is regarded as a wide-gap problem. Many multimodal instances of the NP-complete problems can be categorized as wide-gap problems.
Former theoretical studies related to the selection pressure mainly focused on the characteristics of selection operators alone [2, 4, 7, 16, 21, 22] . Some results also concerned the performances of the population-based EAs as a whole [16, 22] , but few theoretical time complexity result has been reported. Chen et al. theoretically studied the computation times of the (µ + µ)
EA with truncation and 2-tournament selection on unimodal problems [3] . However, the obtained results are not enough to demonstrate the impact of selection pressure on the performance of an EA. In this paper, we concern the possibility of reducing the time complexity of EA by choosing appropriate selection pressure. We conduct a theoretical investigation on the population-based EAs (with both mutation and selection) on a wide-gap problem with two optima, and provide the first time complexity evidence showing theoretically that low selection pressure is better than high selection pressure on some wide-gap problems.
The rest of the paper is organized as follows: Section 2 gives the preliminaries; Section 3 analyzes the problem theoretically; Section 4 provides the conclusion and some discussion.
Preliminaries
In this section, we introduce the preliminaries for the later theoretical analysis, including the algorithms, problem, and the analytical tool considered in our analysis.
Algorithms
Given the initial population ξ 0 , the general framework of EAs at the tth generation is as follows: (i) Recombination: Parent individuals in population ξ t are recombined, and the intermediate population ξ and ξ t are assigned a survival probability. Then some individuals are selected to the next generation ξ t+1 based on the probability.
The above procedure is repeated until the stopping criteria is met. In this paper, the EAs use mutation and selection only, and their parent population size is equal to their offspring population size. Thus the EAs are also regarded as the (µ + µ) EAs [10] , where µ is called the population size in this paper. Moreover, the EAs all use binary encoding and the mutation operator is the one-bit mutation that flips only one bit of each individual in a generation. The flipped bit is chosen uniformly random from the total n bits of an individual, where n is the problem size.
Let the union population of the parent population ξ t and offspring population ξ Selection II selects a population containing µ same individuals, thus it actually derives from the (1 + λ) EA [17] . We can see that Selection II is with very strong bias towards either the best or the worst individual within one generation, which is an extreme selection scheme that maintains a high selection pressure and an extremely low diversity. In the contrast, Selection I retains both the best and worst individuals, which represents a low selection pressure.
At the first glance, the two selection schemes appear to be not commonly used in practice. However, we are not trying to propose any specific practical algorithm, instead, our aim is to study the difference between two strategies, i.e., assigning both ''promising'' and ''unpromising'' individuals some survival probabilities and strongly biasing towards some particular individuals. The aforementioned selection schemes nicely demonstrate such two tendencies, and thus is sufficient for our analysis.
Furthermore, the performance of an algorithm can be affected by both the selection scheme and the mutation operator. To analyze the effect of selection pressure precisely, it is necessary to reduce the impact by mutation as much as possible. Hence, we adopt the one-bit mutation (local mutation) rather than the widely used bitwise mutation (global mutation) [5] .
Wide-gap problem
In this subsection, we introduce the general definition of wide-gap problem, and a concrete wide-gap problem for later investigations. Intuitively, the wide-gap property is a characteristic describing the fitness landscape of a problem. However, unlike the previous notion of elementary landscapes [23] which characterizes the landscape of a problem by directly utilizing search space, neighborhood, and objective function information, the wide-gap property indirectly characterizes the landscape of a wide-gap problem via the performances of the so-called (1 + 1) EA starting from different initial solutions. Hence, before presenting the definition of wide-gap problem, we must provide the flow of the (1 + 1) EA first.
Given the initial individual x 0 , the procedure of the tth generation (t ≥ 0) of the (1 + 1) EA is as follows: -In the t-th generation, flip each bit of the individual x t with the probability of p x . Then an offspring individual x
The above procedures are repeated until some stopping criteria is met.
The performance of an EA on a problem can be measured by the first hitting time of the Markov chain [3, 6, 8, 9, 11, 20 ] modeling the EA. Let t denote the index of generations, the first hitting time is defined formally as below:
and a subspace H (of M) we are interested in, the first hitting time to H is defined by
(1)
For an EA, H can be regarded as the subset of populations whose elements all contain the global optimum x * . Hence, the first hitting time of an EA is given by:
where x * is the global optimum and ξ t is the population of the EA at the tth generation.
On the basis of the (1 + 1) EA and first hitting time, we now introduce the definition of wide-gap problem. Concretely, let P be a problem with a finite search space S, and an objective function f taking a limited number of values. Then, we can sort the values of the objective function f in descending order:
By the values of f , the whole search space S can be divided into l + 1 subspaces: Definition 2 (Wide-gap Problem [14] ). If for a problem P , there exist two subspaces S k and S k+1 such that the mean first hitting times of the (1 + 1) EA (with bitwise mutation and elitist selection) starting from any a ∈ S k and b ∈ S k+1 satisfy that
| is an exponential function of the problem size n, then P is a wide-gap problem.
Following the above definition, validating a problem P to be a wide-gap problem is straightforward. The first step is to select two subspaces S k and S k+1 from the total l + 1 ones decomposed from the whole search space of P , and estimate the mean first hitting times of the (1 + 1) EA starting from any pair of solutions belonging to S k and S k+1 respectively. If the difference of the mean first hitting times between the subspaces S k and S k+1 is exponentially large, then P is a wide-gap problem. Next we present an example which will then be validated to be a wide-gap problem. Let us consider the following problem:
The above problem has a unique global optimum x * = (0, 0, . . . , 0, 1) and a local optimum x = (1, 1, . . . , 1, 0). It is a special instance of the Subset Sum problem that is known as NP-complete [9, 18, 24] . When applying EAs to the problem, we do not adopt any special strategies to utilize/repair the infeasible solutions. Once an individual is judged to be infeasible, we assign it a zero fitness and simply replace it with its feasible parent. According to Definition 2, we can validate that the above problem is a wide-gap problem. By considering the search space decomposition mentioned in (3), we know that S 0 is the subspace which only contains the global optimum x * , and S 1 is the subspace which only contains the local optimum x . For the (1 + 1) EA, the mean first hitting time starting from x * is obviously 0. Next we will show that the mean first hitting time of the (1+1) EA starting from x is an exponential function of the problem size n. Since x is the local optimum whose fitness is the second largest among all solutions in the search space, any non-optimal offspring generated by the bitwise mutation on x will lead to a lower fitness. In response to the elitist selection of the (1 + 1) EA, which retains the one with higher fitness between the parent and offspring, any non-optimal offspring cannot be accepted. The only way to find the global optimum x * is via an extremely large jump resulted from the bitwise mutation. However, the probability that x mutates to x * by the bitwise mutation is (1/n) n , which is exponentially close to 0. Hence, the mean first hitting time of the (1 + 1) EA starting from x is n n . Consequently, according to Definition 2, the problem defined in (4) is a wide-gap problem. 
Mathematical tools
In this subsection, we introduce the mathematical tool utilized in our theoretical analysis. To facilitate our introduction, we first present some necessary notations and definitions. As mentioned in Section 2.2, any infeasible solution will be replaced by a feasible solution immediately. Hence, throughout the evolution process, a population contains only feasible solutions. Here, the whole set of these feasible populations is denoted by E, and it can be further divided into some subsets by the criteria described below.
For a population X without the global optimum (x * / ∈ X ), we define
where for a non-optimal feasible individual x = (s 1 , . . . ,
Then we get n non-optimal population subsets based on d(·):
Concerning the populations that contain the global optimum (which is called the optimal populations), we further define the set
For each E k (E opt ), we define m E k (m E opt ) as the mean first hitting time of the populations in E k (E opt ). m E k is further defined formally as
where ξ 0 is the initial population. According to the definition of the first hitting time, m E opt = 0. Let {L t , t = 0, 1, . . .} be a homogeneous Markov chain with discrete-time parameter on M. Denote its transition matrix as P, p ij is the transition probability from state i to state j. Let Q = (q ij ) = P − I, where I is the identity matrix. The first hitting time to a subspace H, denoted by τ , is given by Definition 1. Further, the mean finite first hitting time conditional on the initial state i, denoted by m i , is defined as follows:
The first hitting probability (the probability that the first hitting time is not infinite) to H, denoted by D i , conditional on the initial state i, is defined by
Obviously, if D i = 0, then m i = 0, and further
Given the above notations, we now introduce two lemmas on the first hitting probability and the first hitting time, which are originally proposed for the passage time of Markov chain [19] : The above analytical tool enables us to study the mean first hitting times m i (i ∈ H c ) of the Markov chain starting from different subsets of states. As a consequence, our later results concerning the Markov chain models of EAs do not rely on any specific initialization strategy which may lead to initial population belonging to different subsets of E.
Lemma 1 ([19]). The first hitting probability D i satisfies
k q ik D k = 0, i ∈ H c , D i = 1, i ∈ H,
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Comparative analysis of EAs on the subset sum problem
In this section, we will analyze the (µ + µ) EAs on the instance of the subset sum problem. For the mean first hitting time of the (µ + µ) EA with the one-bit mutation and Selection I, we can achieve the following result: Proposition 1. For the (µ + µ) EA with the one-bit mutation and Selection I on the instance of the subset sum problem,
where m = E[τ ] is the mean first hitting time of the EA. Furthermore, the corresponding numbers of function evaluations, µm, µm E 1 , . . . , µm E n , are all polynomial functions of n given a polynomial population size µ.
Proof. Assume that the initial population ξ 0 ∈ E k (k = 0, 1, . . . , n − 1). We see that Selection I always retain the worst individual, then the probability of reaching k−1 i=0 E i in one generation is not smaller than k n . Hence, the mean first hitting time from E k to E 0 , denoted by m k0 can be estimated as follows:
Denote the mean first hitting time starting from E 0 to E opt by m 0 . Since Selection I also preserves the best individual, then m 0 ≤ n. Hence, the following bounds of the mean first hitting time hold for k = 0, . . . , n − 1:
The above result implies that the expectation m = E[τ ] = O(n log n).
Now we will analyze the (µ + µ) EA with Selection II on the problem. We can obtain the following proposition by using the lemmas introduced in the former section:
Proposition 2. For the (µ + µ) EA with the one-bit mutation and Selection II on the instance of the subset sum problem, the mean first hitting times satisfy (5). When the population size
%As the worst individual of the parent and intermediate populations (filled with the local optimum), %the local optimum belonging to E n−1 , which has been utilized to replace its infeasible offsprings, %is preserved (the second item).
Denotep ij be the transition probability from the state E i to E j . The formal definition is given bȳ
Consider a Markov chain L t with the states 0, . . . , n and the transition matrixP = (p ij ), its mean first hitting time conditional on then initial state L 0 = k, denoted by m k , is given by
Obviously, m k = m E k holds for k = 0, . . . , n and ''opt''. Now denote the first hitting probability starting from the state k as
By applying (10)- (17) to Lemma 1, we can get the equations on the first hitting probabilities in (6). Since p < 1, it can be derived from (6) that
By applying (10)- (17) and (20) to Lemma 2, we can obtain directly the equations in (7) .
and G 0 = m 0 , the equations in (7) yield the non-homogeneous recurrence relation shown in (9) . By solving (9), we can obtain (8) .
and
, then the conditional mean first hitting times m E 0 , . . . , m E n are not polynomial functions of n. Hence, the mean first hitting time m is not a polynomial function of n, given µ = o(n 2 ).
To validate our theoretical results presented in Propositions 1 and 2, we also carried out empirical studies on the computation times of the EAs with Selections I and II. Figs. 1 and 2 illustrate the average first hitting times of the two EAs (over 100 runs) on the instance of the subset sum problem (4) with different problem sizes, where both the EAs employ the initial population generated uniformly at random in the feasible search space, and the population size of both EAs is set to 2n ln n. Moreover, for the EA with Selection II, the value of the parameter p is set to 0.6, and thus the value of the parameter q is 1 − p = 0.4. According to Fig. 1 , the curve representing the average first hitting time of the EA with Selection I is bounded from above by the curve 1.2n ln n, and approximates the curve 1.1n ln n, thus it approximately exhibits an O(n log n) behavior. Meanwhile, according to Fig. 2 , the curve of the EA with Selection II apparently exhibits an exponential behavior. Hence, the experimental results validate our theoretical results well.
The propositions presented in this section show the disadvantage of high selection pressure in solving the wide-gap problems with only a few local optima. In this case, the Hamming distance between two local optima can be very large. If the EA adopts high selection pressure, then the individuals are very likely to be trapped in some local optima and it is very hard for them to further jump to the basins of attraction of other optima. Hence, to solve the wide-gap problem presented in this paper, and further, the wide-gap problems with only a few optima, Selection I may be superior to Selection II for the (µ + µ) EA.
Conclusion and discussion
This paper studies the relation between a problem characteristic and the choice of selection pressure. Through a case study, we theoretically showed that, for wide-gap problems with only a few optima, it is better for the population-based EAs to use low selection pressure. The empirical results also verified our theoretical results.
However, for the wide-gap problems that contain many local optima, whether low selection pressure is still better remains to be an open question. Take the SufSamp problem [17] as an example, it is likely that only EAs with sufficiently high selection pressure and large population can solve it efficiently. This problem contains a path leading to the global optimum, but near the path there are many local optima with relatively higher fitness than the points on the path, and EAs may be easily trapped in those local optima. The EA should sample enough points near the path and employ high selection pressure to force its individuals search along the path (rather than be trapped into the local optima). In this case, it is likely that low selection pressure does not perform as well as high selection pressure, given the same population size. Moreover, it is possible that for some wide-gap problems, adaptive selection pressure (e.g., [1] ) is better. For example, consider a wide-gap problem with lots of local optima: if some of the local optima locate near a path leading to the global optimum like SufSamp, and they are far away from some other optima, then probably it is better to use low selection pressure at the beginning (to find the path quickly) and high selection pressure later (to search along the path).
