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R E SU M O
Estudamos um método de Lagrangiano aumentado para resolver problemas 
com restrições de igualdade e caixa. Neste metodo os subproblemas sao 
resolvidos por meio de um a abordagem de regiao de confiança para proble­
mas com somente restrições de caixa, proposta por Lin e More, 1999. O 
desenvolvimento teórico desta proposta e feito supondo problemas de mini- 
mizacao de funcões diferenciaveis em conjuntos convexos. Analisamos como 
o resultado de convergencia global e estabelecido para os subproblemas e es­
tudamos algumas propriedades geometricas do algoritmo proposto por Lin 
e More. Por fim, implementamos o metodo de Lagrangiano aumentado e 
realizamos testes numericos para problemas da biblioteca CUTEst, compa­
rando o desempenho do metodo com o algoritmo para otimizacõo nao linear, 
IPO PT, desenvolvido W achter e Biegle, 2006.
P a lav ras-ch av es : restricões de caixa, Lagrangiano aumentado, regiao de 
confianca, metodos computacionais.
A B S T R A C T
We study an augmented Lagrangian m ethod for solving equality-and-box 
constrained problems. In this method, the subproblems are solved by using 
a trust region approach for box constrained problems, proposed by Lin 
and More, 1999, which consists of minimizing differentiable functions onto 
convex sets. We prove global convergence results for the subproblems and 
study some geometric properties of the algorithm proposed by Lin and More. 
Finally, we implement the augmented Lagrangian m ethod and perform nu­
merical tests using the problems of the CUTEst library, comparing the per­
formance of the algorithm with the nonlinear optimization solver, IPO PT, 
developed by W achter e Biegle, 2006.
K ey w o rd s: bounded subproblems, augmented Lagrangian, trust region, 
computational methods.
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Introdução
Neste trabalho estudamos problemas de otimizacao nao linear, diferenciaveis e restritos. 
Mais precisamente, concentramos nossa atencao em um a tecnica de resolucao para os 
problemas com restricões de igualdade e de caixa, isto e, problemas da forma
minimizar f  (x)
sujeito a h(x)  =  0 , (1)
x  e n ,
em que f  : R™ ^  R  e h : R™ ^  R p sao funções diferenciaveis e O e a  caixa
n  =  {x E R™| í  < x  < u},
supondo os vetores í  E (R  U {—»})™ e u E (R  U {+»})™.
Problemas de otimizacao da forma (1) aparecem em muitas aplicacoes, tais como de 
otimizacao de desenho de estruturas (veja [1, Seçao 3]). Estes problemas sao de grande 
escala, ou seja, envolvem um grande numero de variaveis e restricões. O avanço da tecno­
logia contribuiu para o constante estudo de algoritmos para otimizacçõao de grande escala. 
Em [2], e feita um a revisao completa destes algoritmos e envolve problemas irrestritos e 
restritos. Alem disso, questoes praticas a respeito dos principais softwares implementados 
sao apresentadas nesta referencia.
Para esta dissertaçao, nos concentramos em estudar e implementar o metodo de 
Lagrangiano aumentado, que e um dos principais metodos estudados atualmente. Outras 
abordagens, tais como, programacao quadratica sequencial, metodos de pontos interiores e 
metodos de filtro, sõo bastante estudados. Recomendamos [3]-[8] para estudos avançados 
destas abordagens classicas em otimizacao nao linear. Citamos [1] e [9] para exemplos de 
aplicaçcõoes do metodo de Lagrangiano aumentado.
O metodo de Lagrangiano aumentado busca por pontos estacionarios do problema 
(1), isto e, pontos que satisfazem as condiçoes de Karush-Kuhn-Tucker. Mais precisa­
mente, o problema (1) e resolvido de forma iterativa em que, a cada iteracõo, um sub- 
problema e resolvido somente com as restricçõoes de caixa. O tratam ento das restricçõoes 
de igualdade e feito atraves da penalizacao da inviabilidade nessas restricoes. De forma 
generica, podemos expressar os subproblemas no metodo de Lagrangiano aumentado na 
forma
minimizar £( x, X, c)  „ „
(2)
sujeito a í  < x  < u,
em que L  e a uma funçao real definida em termos de x  E R™ e dos parametros fixados 
X E R p, que e um a aproximaçõo para o multiplicador de Lagrange associado as restrições
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de igualdade, e c >  0, que e o parâm etro de penalidade para essas restricães. E sta funcao 
e chamada de funçao Lagrangiana aum entada e e dada pela expressão
c
£ ( x , \ , c) =  f  (x) +  XT h (x)  +  ^  Ilh (x ) ||2-
Neste trabalho, veremos suas principais propriedades. Aláem disso, veremos como a es- 
trategia de penalizaçao de restricoes e utilizada no metodo e como a abordagem clássica 
de regiao de confianca pode ser utilizada na resolucao destes subproblemas. Uma boa 
introducao sobre metodos de regiao de confianca e analise de convergencia e feita em [10] 
e estudos detalhados sao feitos em [11].
Os subproblemas do máetodo de Lagrangiano aumentado possuem um formato bas­
tante particular. Inuámeros algoritmos de otimizaçcãao nãao linear podem ser utilizados para 
a sua resolucçãao, pois a estru tura das restriçcãoes áe um a vantagem para o uso de abordagens 
geometricas, tais como o uso de projeções e região de confiança. Dentre os principais 
metodos para resoluçao de problemas com restricoes de caixa destacam-se os metodos 
de conjunto ativo, gradiente projetado e pontos interiores. Neste trabalho apresentamos 
um estudo completo a respeito da abordagem proposta por Lin e More em [12] para 
a resolucçaão de problemas com restriçcãoes de caixa. Esta abordagem utiliza um máetodo 
de regiao de confiança. As principais referencias que utilizamos foram [12]-[16]. Por­
tanto, destacamos como um dos objetivos deste trabalho o estudo teoárico do algoritmo 
de Lin e More. Apresentamos a teoria de convergencia global e as principais propriedades 
geomáetricas do máetodo.
Uma vantagem do uso do máetodo de Lagrangiano aumentado, áe que ele pode ser 
aplicado a problemas em um formato bastante geral, incluindo restricçoães de desigualdade 
(veja [8]) e problemas de grande escala. Daí, a imporrância do estudo deste metodo, tanto 
do ponto de vista teorico, quanto do ponto de vista computacional (veja [1]). Alem disso. 
a utilizacçaão do algoritmo de Lin e Moráe para a resolucçãao dos subproblemas do máetodo 
de Lagrangiano aumentado, torna a implementaçao deste livre de fatoracao matricial. 
Sendo assim, destacamos tambem como um dos principais objetivos desta dissertacao, a 
implementacao do algoritmo de Lagrangiano aumentado.
Como referencia para o desenvolvimento computacional utilizamos o trabalho [1], 
que apresenta um algoritmo em linguagem de programacão Python. Utilizamos para a im­
plementaçao dos algoritmos a linguagem de programacao Julia. Toda esta implementacao 
utilizou como base a infraestrutura JuliaSmoothOptimizers [17] para otimizaçao não li­
near, e esta disponível em [18]. Os experimentos numericos para validacao desta imple- 
mentacão foram realizados na resolução de todos os 384 problemas restritos da colecao 
CUTEst [19], com ate 1000 variaveis e 1000 restricoes de igualdade e/ou  desigualdade, 
alem das restricães de caixa. Comparamos os resultados obtidos nestes problemas com o 
algoritmo proposto em [20].
Organizamos este trabalho da seguinte forma: no Capítulo 1, revisamos alguns 
conceitos e teoremas que utilizamos ao longo de toda esta dissertaçcaão e, em seguida, 
apresentamos o estudo teárico do algoritmo de Lin e More. No Capítulo 2, estudamos o 
metodo de Lagrangiano aumentado. Por fim, no Capátulo 3, destacamos a implementaçao 
dos principais algoritmos e os resultados numericos obtidos.
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Capítulo 1
M etodo de Regiao de Confiança para 
problemas de minimização com  
restrições de caixa
Sejam f  : R™ ^  R  um a função diferenciável e D C R™ um  conjunto convexo e fechado. 
Considere o seguinte problema de minimizaçáo restrita
minimizar f  (x)
J (1.1) 
sujeito a x  G D.
Neste capítulo, estudamos o metodo de regiao de confianca descrito em [12], [13] e [15] 
para resolver o problema acima, os principais resultados da teoria de convergencia global 
do metodo e propriedades geometricas. O metodo estudado tem  como característica a 
adaptação de algoritmos classicos de região de confiança de modo que, a cada iteraçao, 
o iterando permaneca no conjunto D. Isto e feito por meio do calculo de projeções no 
conjunto viavel. Quando o conjunto D e da forma
D =  {x  G R™ I t  < x  < u},  (1.2)
para quaisquer vetores t  G R™ e u G R™, veremos que o algoritmo torna-se mais simples. 
Os detalhes de implementaçao do algoritmo para o caso em que D e da forma (1.2), serâo 
descritos no Capítulo 3. Nesse caso, o conjunto D e chamado de caixa.
Primeiramente, na Seção 1.1, revisamos algumas definicães e conceitos preliminares 
para melhor entendimento do metodo. Em seguida, na Seçao 1.2, descrevemos o metodo 
de gradiente projetado para resolver o problema (1.1). Na Seção 1.3, estudamos o metodo 
de regiao de confiança para problemas irrestritos. Por fim, na Secao 1.4, apresentamos 
o metodo de regiao de confianca para o problema (1.1), estabelecemos a convergencia 
global do algoritmo e algumas características geometricas do metodo que motivam as 
implementacoes computacionais. As principais referencias para este capítulo são [6], [7], 
[12]-[16].
1.1 D efin içoes e resultados prelim inares
Nesta secao, descrevemos algumas definicoes e resultados com o objetivo de facilitar o 
entendimento dos teoremas e demonstracoes deste capítulo. A primeira definicão que
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apresentamos e a d e  direçao viável.
D efin ição  1.1. Sejam  Q E R™ um conjunto qualquer, d E R™ e X E Q. Dizemos que d e 
uma direção viável em relaçáo a Q a partir de X se existir £ > 0 tal que
X +  td e  Q, V t e [0,£.
Denotamos por Vq(X) o conjunto de todas as direções viaveis em relaçao a Q a partir 
de X. E facil ver que, se d e uma direçao viavel, entõo ad  tambem e um a direcao viavel, 
para qualquer a > 0. Esta característica nos permite afirmar que o conjunto Vq(X) e um 
cone, de acordo com a definicao a seguir.
D efin icao  1.2. Seja K  E R™ um conjunto qualquer não vazio. Dizemos que K  e um 
cone se, para qualquer t > 0 ,
d E K  ^  td E K.
Na Figura 1.1 representamos uma direcao viavel d a partir de X, para um conjunto 
convexo Q.
Figura 1.1: Direçao viavel. Fonte: a autora.
Alem do conceito de direcao viavel, a definiçao de direção tangente e im portante 
quando estudamos metodos para otimizaçõo com restricões. Neste trabalho, vamos utili­
zar a seguinte definicao para uma direcao tangente, como em [5].
D efin içao  1.3. Sejam  Q E R™ um conjunto qualquer, d E R™ e X E Q. O vetor d e uma 
direcao tangente ao conjunto Q a partir de X quando e nula ou se existir uma sequência 
X ) E Q, com Xk ^  X, tal que
Xk — X d
I Xk   X I
A definiçõo acima e equivalente a dizer que existem sequencias (tk) E R++ com 
t k ^  0+ e (dk) E R™, com dk ^  d, tais que
X +  t kdk E Q, V k e N . (1.3)
De fato, caso d =  0, a expressao acima e valida de forma trivial. Se d e tangente e nao 
nula, basta tomarmos
k k  zy>   zy>
j  Pt kD  11 11
d =  — 7----  com tk =  — tt-tt.— ,
tk ||d |
para obtermos a relaçao (1.3) satisfeita. Reciprocamente, se existirem sequencias (dk) e 
(tk) tais que vale (1.3) entõo, definimos
Xk =  X +  tk dk, V k E M .
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Denotamos por Tfi(X) o conjunto de todas as direcães tangentes a Q a partir de X. 
Este conjunto e chamado de cone tangente, um a vez que e um cone. Podemos dizer que 
as direcães tangentes tangenciam ou penetram  o conjunto viavel. Por exemplo, para um 
conjunto convexo como o da Figura 1.1, ilustramos, na Figura 1.2, um a direcao tangente 
d, a partir de X.
+  t^d1' 
x + tid2 
x  +  t\d}
Figura 1.2: Direcao tangente. Fonte: a autora.
Note que, o cone das direçcoães viaveis esta contido no cone das direçcoães tangentes, 
isto e,
Vn (X) c  Tn (X). (1.4)
Alem disso, quando o conjunto Q e convexo, em [6 , Teorema 3.1.8] mostra-se que o cone
tangente e o fecho do cone das direcoes viaveis, isto e,
Tn (X) =  Vn (X). (1.5)
Em [16], o cone tangente para conjuntos convexos e definido pela igualdade acima. Defi­
nimos tambem o cone normal para conjuntos convexos. Este conjunto sera utilizado nas
proximas secoes para justificar algumas propriedades geometricas do algoritmo de regiao 
de confianca para problemas restritos.
D efin ição  1.4. Seja Q c  R™ um conjunto convexo e X E Q. O cone normal a partir de
X em relação a Q e o conjunto de direcoes
Nq(x) =  {d E R™ | dT (x — X) < 0, V X E Q}.
Tambem definimos o conceito de projeçao, bastante im portante para o desenvolvi­
mento dos algoritmos.
D efin ição  1.5. Seja Q c  R™ um conjunto qualquer. A projeçao de x  E R™ sobre Q e 
uma solucao, quando existe, do problema
minimizar ||y — x|| 
sujeito a y E Q.
Da definiçao anterior, interpretamos a projeção de x  E R™ sobre o conjunto Q, 
quando existe, como sendo um ponto em Q cuja distancia a x  e mínima. Quando o 
conjunto Q áe convexo e fechado, o práoximo teorema estabelece algumas propriedades da 
projecao.
T e o re m a  1.6. [7, Teorema 1.3.1] Seja Q c  R™ convexo e fechado. Então
(a) Para todo x  E R™, a projeção de x  sobre Q existe e e unica, denotada por Pq(x ).
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(b) Para todo x  E R™, temos que x  =  Pn (x) se, e somente se,
(x — x )T (y — x) <  0, V y E Q. (1.6)
(c) Para todo x , y  E R™, vale
|p n (x) — Pn x
(d) Para x  E R™ e d E R™ vale que
0 <  a 1 < a 2 ^  ||Pn (x +  a 1d) — x|| <  ||Pn(x +  a 2d) — x\
(e) Para x  E ™ e d E ™ vale que
|| Pn (x +  a id ) — x|l ||Pn(x +  a 2d) — x\ 
0 <  a i  <  a 2 ^  >--------------------------
a i a 2
Quando o conjunto Q e da forma (1.2), o calculo da projeçao e feito de forma simples, 
isto e, dado x  E R™, a «Asima coordenada da projeção de x  em Q e
ti, se xi < ti,
xi, se xi E (ti,Ui), 
Ui, se x i:> Ui,,
(Pn(x))i = ^  Q,uQ (1.7)
para cada i =  1 , . . . , n .  A Figura 1.3 ilustra o calculo da projecao para o caso n  =  2 .
Figura 1.3: Projeçao na caixa. Fonte: a autora.
Antes de estabelecermos condiçoes de otimalidade de primeira ordem para o pro­
blema (1.1), recorde as seguintes definicçoães.
D efin ição  1.7. Um ponto x  E Q e um minimizador global para o problema (1.1) se
f (x) <  f (x),
para todo x  E Q .
D efin icão  1.8. Um ponto x  E Q e um minimizador local para o problema (1.1) se existir 
£ > 0 tal que
f  (x) <  f  (x),
para todo x  E Q com ||x — x|| <  £.
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As fórmulas de Taylor serõo bastante uteis neste trabalho. Enunciamos as formulas 
de primeira e segunda ordem, demonstradas em [21 , Capítulo 3, Teorema 5].
T e o re m a  1.9. Sejam f  : R™ ^  R uma funcao continuamente diferenciavel em um aberto 
U E R™ e X E U . Entao, para todo d E R™ tal que X +  d E U, vale que
f  (X +  d) =  f  (X) +  V f  (X)T d +  r(d),  (1.8)
em que
lim r(d )  =  0. (1.9)
d̂ 0  ||d||
T e o re m a  1.10. Sejam f  : R™ ^  R uma funcão duas vezes continuamente diferenciavel 
em um aberto U E R™ e X E U . Então, para todo d E R™ tal que X +  d E U, vale que
f  (X +  d) =  f  (X) +  V f  (X)t  d +  2  dT V 2f  (X)d +  s(d),  (1.10)
em que
lim =  0 . (1.11)d^ü ||d ||2
Os limites (1.9) e (1.11) implicam que os erros r(d) e s(d) tendem  a zero mais
rópido do que ||d|| e ||d ||2 tendem  a zero, respectivamente, ou seja, quando estamos nos
aproximando de X. Entõo, podemos reescrever as igualdades (1.8) e (1.10) como
f  (X +  d) =  f  (x) +  V f  (X)T d +  o( |d |)  (1.12)
e
f  (X +  d) =  f  (X) +  V f  (X)t  d +  2 dT V f  (X)d +  o(||d ||2), (1.13)
respectivamente. Alem disso, em alguns casos, e óitil reescrever as formulas de Taylor 
(1.8) e (1.10) como
f  (X +  d) =  f  (X) +  V  f  (X)t  d +  R(d)||d|| (1.14)
e
f  (X +  d) =  f  (X) +  V  f  (X)t  d +  2  dT V 2 f  (X)d +  S  (d) ||d ||2, 
respectivamente, sendo as funcoes R(d)  =  r(d )/||d || e S(d) =  s (d ) / ||d ||2 tais que
lim R(d) =  0 e lim S (d) =  0. (1.15)
||d|Kü w  ||d|Kü
O lema a seguir facilita as próoximas demonstraçcõoes.
L em a  1.11. Seja Q E R™ um conjunto convexo e X E Q. Então
{d E R™ | d =  X — X, V X E Q} E Vq(x ).
Demonstracao. Dados X E Q e  d =  X — X temos X =  X +  d E Q. Entõo, da convexidade 
de Q, temos
X +  td E Q.
para qualquer t E [0,1]. Logo, da Definicõo 1.1, segue que d E Vq(X). □
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Podemos demonstrar agora um a condiçcaão necessaria de otimalidade para o problema
(1.1).
T e o re m a  1.12. [6 , Teorema 3.1.12] Considere o problema (1.1). Se x  E Q é um minimi­
zador local para este problema então
V f  (x)T (x — x) > 0, V x  E Q. (1.16)
Demonstração. Primeiramente, note que
V f  (x)Td > 0, V d E Tn (x).
De fato, para d =  0 E Tn (x), a desigualdade acima e imediata. Considerando d E Tn (x) 
nao nulo, sabemos que existe um a sequencia (tk) C R + tal que t k ^  0+ , e uma sequencia
(dk) C R™ com dk d, tais que vale (1.3). Como ||dk|| ^  ||d|| >  0, x  +  t kdk x  e x  e
minimizador local, vale que, para todo k suficientemente grande,
f  (x) < f  (x +  tkdk) e ||dk|| >  0 .
Entao, da formula de Taylor de primeira ordem (1.12), temos
0 <  t k V f  (x)Tdk +  o(tkHdk II).
Dividindo esta expressão por t k Hdk || >  0 e passando o limite em k, obtemos
V f  (x)Td > 0.
Alem disso, o Lema 1.11 e a inclusaão (1.4) implicam que
{d E R™ | d =  x  — x,  V x  E Q }C  Tn (x).
Portanto, vale a condicao (1.16). □
Observe que a condicao (1.16) e suficiente para x  ser um minimizador global, quando 
f  e convexa, pois, nesse caso,
f  (x ) >  f  (x) +  V f  (x)T (x  — x),
para qualquer x  E Q.
O proximo teorema estabelece a condicão necessaria de otimalidade para x, em 
termos da projecçãao.
T e o re m a  1.13. [6 , Teorema 3.2.34] Se x  E Q e um minimizador local do problema (1.1) 
entao para qualquer a  > 0 , temos
Pn (x — a V f  (x)) =  x. (1.17)
Demonstracao. Seja a > 0. Então, fazendo y =  x  em (1.6), temos
(x — a V f  (x) — Pn (x — a V f  (x)) )T (x — Pn (x — a V f  (x ) ) ) <  0.
Isso implica que
||x — Pn (x — a V f  (x)) ||2 <  a V f  (x)T (x — Pn (x — a V f  ( x ) ) ).
Usando o Teorema 1.12 para o lado direito da desigualdade acima, temos
||x — Pn (x — a V f  (x)) ||2 <  0.
Portanto, vale (1.17). □
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A Figura 1.4 exemplifica a condiçao de otimalidade (1.17) em um ponto x  para uma 
funcao quadratica f  com matriz Hessiana definida positiva.
Assim como a condicao (1.16), para funçães convexas, a condiçao (1.17) torna-se 
suficiente para X ser um minimizador (veja [6 , Teorema 3.4.36]).
Neste capítulo, vamos considerar que um ponto X e estacionário para o problema
(1.1) se satisfazer a condiçao necessaria dada pelo Teorema 1.13 ou a condicão (1.16), 
um a vez que estas condicoes sao equivalentes quando Q e convexo e fechado, como m ostra 
[6 , Teorema 3.4.36].
Para alguns resultados, vamos supor condiçães sobre a derivada da funcao objetivo. 
Uma condicao bastante comum e pedir que a derivada seja Lipschitz-contínua.
D efin ição  1.14. Dado um conjunto Q c  R™, dizemos que uma aplicaçao h : Q ^  ]RP é 
Lipschitz-contínua com constante L > 0 se
llh(x) — h(y)ll <  LIIx — y h
para quaisquer x , y  E Q.
Para finalizar esta secao, enunciamos um resultado que sera utilizado mais adiante.
L em a  1.15. [7, Lema 1.5.4] Seja f  : R™ ^  R  uma funcão diferenciavel. Suponha que f  
tem derivada Lipschitz-contínua com constante L > 0. Entao, dado qualquer x  E R™ e 
qualquer direcão d E R™, vale que
l f ( x  +  d) — f (x) — V f (x)Tdl < U R
1.2 M etodo do gradiente projetado
O metodo do gradiente projetado busca de forma iterativa uma solucao para o problema
(1.1). A proposta deste metodo e garantir que as iteracoes se m antenham  no conjunto 
viavel. Supondo x0 E Q ponto inicial, definimos, para cada k E N , o iterando
x k+1 =  Pq X  — a kV f  (xk)) , (1.18)
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em que a k > 0 satisfaz uma condição de decréscimo. Note que x k E Q para todo k > 0. 
Vamos entender as condicoes requeridas para o passo a k no metodo de gradiente projetado 
olhando, a cada iteraçao, para o caminho dk : R  ^  R™ dado por
dk(a) =  Pq X  — a V f  (xk)) — x k. (1.19)
Note que, quando o conjunto Q e da forma (1.2), o cálculo da projecão e feito por
meio da expressao (1.7). Neste caso, na Figura 1.5, para n  =  2, exemplificamos uma
direçcaão da forma (1.19), considerando um a funcçãao f  cuja matriz Hessiana áe definida
positiva.
Queremos minimizar a funcao objetivo na direcao (1.19). O tam anho do passo 
a k > 0 e atualizado de modo que um decréscimo suficiente para a funçao objetivo na
direção dk(a) seja satisfeito, isto e, dada uma constante n E (0,1), pedimos que o passo
a k > 0 satisfaça a condição
f  (xk +  dk(ak)) <  f  (xk) +  f i V f  (xk)Tdk(ak). (1.20)
O parâm etro n  esta fixado e, como sugerido em [7], a obtençao de um valor de a k positivo 
que satisfaça a condicao acima pode ser feita utilizando um procedimento conhecido como 
backtracking. Nesse processo, sao dados um parâm etro de reducão 9 E (0,1) e um valor 
a > 0 para o comprimento do passo. Caso este valor satisfaca a condicao de decréscimo,
isto e,
f  (xk +  dk(a)) <  f  (xk) +  i i V f  (xk)Tdk(a), (1.21)
então escolhemos a k =  a. Caso contrario o valor de a k e obtido como
a k =  a9s, (1.22)
em que s é o menor inteiro positivo tal que a condiçao (1.20) seja satisfeita.
Note que, quando Q =  R™, a condição (1.20) se reduz a chamada condição de Armijo 
descrita em [5] pois, nesse caso, teríamos
f  (xk +  ak d) < f  (xk) +  iiak V  f  (xk )T d, (1.23)
sendo
d =  —V f  (xk).
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Na Figura 1.6, podemos interpretar a desigualdade (1.23) para um a funcao diferenciavel f . 
Destacamos no eixo horizontal os possíveis valores admissíveis para o passo a k requerido, 
isto e, os valores que satisfazem a condicao de Armijo (1.23). Note que, para estes valores 
o valor de f  (xk +  a kd) está abaixo ou e igual aos valores da re ta  tangente cujo coeficiente 
angular e ay.
Figura 1.6: Condicao de decréscimo (1.23). Fonte: a autora.
De forma semelhante a Figura 1.5, após obtermos um valor de a k, ilustramos o 
iterando (1.18) do metodo do gradiente projetado na Figura 1.7.
Figura 1.7: Iterando (1.18). Fonte: a autora.
Podemos garantir, sobre determinadas hipóteses, que existem valores positivos para 
ak satisfazendo a condicçaão (1.20).
T e o re m a  1.16. [7, Lema 4.1.1] Sejam f  : R™ ^  R  uma funçao diferenciavel, Q C R™ 
convexo e fechado e y  E (0,1). Suponha que f  tem derivada Lipschitz-contínua com 
constante L > 0. Então, para qualquer x k E Q, temos
f  (xk +  dk(a)) <  f  (xk) +  y V f  (xk)Tdk(a)
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para todo a  E (0 ,a], sendo
â = U 1 f A  (1.24)
L
e a direçõo dk (a) dada pela expressao (1.19). 
Demonstracao. Dado a > 0, escrevemos
V f  (xk)Tdk(a) =  1  (xk T  a V f  (xk) — x k) Tdk(a).
a
Distribuindo os termos desta igualdade, temos
V f ( X k)t dk(a) =  - XkTdk (a) — - X  — a V f X )) dk(a).
a a
Defina X =  Xk — a V f  (Xk). Somando e subtraindo o termo
1  Pn (x)T dk (a)
a
do lado direito, ficamos com
V f  (xk)Tdk(a) =  — x kTdk ( a ) ------x Tdk (a) d—  Pn(x)Tdk( a )  Pn(x)Tdk(a)•
a  a  a  a
Juntando os termos
V f  (xk )T dk (a) =  1  (xk — Pn (x))T dk (a) — 1  (x — Pn (x))T dk (a).
a a
Assim, usando a definiçao (1.19) e o Teorema 1.6, item (b), temos
V f ( X k)Tdk(a) <  —1  M k(a)II2. (1.25)
a
Por outro lado, pelo Lema 1.15
f ( X  +  dk(a)) — f  (Xk) <  V f  (Xk)t dk(a) +  L \\dk(a ) | 2.
Somando e subtraindo o termo 9 V  f  (Xk)t dk(a) no lado direito desta expressao e utilizando 
(1.25), ficamos com
„ki jk/_,\\ fí^.k\ ^  ,,v7 f í™k\Tjkf^\  , (  L  1 9  \ 1 i|2f  (Xk +  dk (a)) — f  (Xk) <  p V f  (Xk)t dk (a) +  ( ^  — j  Hdk (a ) ||2. (1.26)
Defina
- 2(1 — 9 )
a  L  .
Portanto, para a E (0, a] podemos afirmar que
1 — 9 >  L  
a  > 2
Substituindo em (1.26), temos
f  (Xk +  dk(a)) <  f  (Xk) +  p V f  (Xk)t dk(a),
concluindo a demonstracao. □
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O teorema que acabamos de demonstrar juntam ente com o procedimento de back­
tracking descrito anteriormente garantem  que existe um limitante inferior positivo para 
os valores de a k. De fato, de forma semelhante à analise feita em [7, Capítulo 3], se vale 
(1.21) entao
a k =  à.
Caso contrario, o resultado do Teorema 1.16 afirma que ã  < à , para ã  dado por (1.24) e, 
alem disso, o fator 9 E (0,1) e o inteiro s > 0 da reducao (1.22), nos dizem que,
ãd < à9s =  a k,
pois, caso não fosse verdade, teríamos à9 s_1 <  ã . Se s = 1 ,  isto contradiz o fato de que 
ã < à  e, caso s >  1, temos uma contradiçao com (1.22) e a afirmaçao do Teorema 1.16. 
Sendo assim, vale a limitacao inferior
0 <  m in{à, ã9} < a k,
para toda iteracao k.
1.2.1 A lgoritm o básico  do m eto d o  do grad iente p rojetad o
Descrevemos agora o algoritmo do metodo do gradiente projetado proposto em [7], apli­
cado ao problema (1.1). O criterio de parada do algoritmo e motivado pela condicao 
necessaria de otimalidade (1.17).
A lg o ritm o  1 Gradiente projetado
E n tra d a : x0 E Q, k =  0 e as constantes y  E (0,1) e £ >  0. 
re p i ta
1. Calcule
xk+i =  Pn(xk — ak V f  (xk)),
com a k > 0 satisfazendo a condição (1.20).
2 . Faca k =  k +  1.
a te  ||Pn (x k — a kV f  (xk)) — x k|| <  £;
Para garantir a convergencia global do algoritmo acima, e suficiente considerar o 
requerimento (1.20) (veja [7, Teorema 4.1.1]). Vimos anteriormente, como consequencia 
do Teorema 1.16 e do procedimento de backtracking, que e possível garantir a existencia 
de um a limitacao inferior positiva para o passo a k. No metodo de região de confiança 
estudado neste trabalho para o problema (1.1) e necessário que o passo a k não seja muito 
pequeno.
Para o esquema descrito no Algoritmo 1 o calculo da projecao e requerido. Lembre- 
se que explicitamos este calculo na expressao (1.7), no caso em que Q e a caixa (1.2). 
Note tam bem  que nao controlamos o tam anho da direcao dk(ak). Uma maneira de fazer 
isto e por meio de estrategias de regiao de confiança.
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1.3 M étodo de região de confiança para problem as 
irrestritos
Considere o problema irrestrito
minimizar f  (x)
■ t f ™ (L27)sujeito a x  G JR ,
sendo f  : R™ ^  R  uma função diferenciavel. Em metodos de região de confiança clássicos 
para esse problema, aproximamos a funcao objetivo f  por um modelo quadratico e mini­
mizamos o modelo em uma determ inada regiao em torno de um ponto na qual confiamos 
no modelo. Esta minimizacao e obtida de forma aproximada, no sentido de que buscamos 
solucoes que forneçam um decréscimo suficiente na funcao objetivo. Caso esse decréscimo 
seja satisfeito e possível garantir a convergencia global do metodo.
Considere um iterando x k G R™, uma matriz simetrica B k G R™x™ e o modelo 
quadratico em torno do iterando x k,
qk(x) =  f  (xk) +  V f  (xk)T (x -  x k) +  2 (x -  x k)TBk(x  -  x k). (1.28)
Com base no modelo acima, podemos obter o modelo quadratico em funcao do desloca­
mento em um a direçao d
mk (d) =  qk (xk +  d) -  qk (xk) =  V  f  (xk )T d +  1  dT Bk d. (1.29)
Dado A k >  0, a cada iteracao do metodo de região de confiança, obtemos um a direcão dk
como sendo um a soluçao (possivelmente aproximada) para o subproblema
minimizar m k (d)
■ t lld lk V A (1.30)sujeito a ||d|| <  A k.
Entao, decidimos se aceitamos a soluçao dk , isto e, se atualizamos o ponto corrente como
x k+l =  x k +  dk
e se aumentamos ou nao o valor de A k. Denominamos A k como sendo o raio da regiao 
de confiança
{d g XT  | | | d |<  Ak}.
Uma forma de medir se a solução dk fornece uma redução aceitável para funçao objetivo 
e analisar a razao entre o valor da reduçao real com a reducao predita, dada por
=  f  (x k) -  f  (x k +  dk) =  f  (x k) -  f  (x k +  dk)
Pk qk(xk) -  qk(xk +  dk) mk(0) -  mk(dk) . .
Note que, o denominador na expressao acima e sempre positivo quando dk e nao nulo, pois 
dk esta minimizando o modelo. Portanto, um valor de pk positivo indica que reduzimos 
o valor da funçao objetivo. Quanto mais perto este valor estiver de 1, melhor sera a 
reduçcaão obtida. Em geral, pede-se que a reducçaão real seja pelo menos uma fraçcãao da 
reduçcãao predita.
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1.3.1 E stra tég ia  de atua lização  no m eto d o  de região de con- 
fianca
j>
Descrevemos agora as estratégias de atualização dadas no metodo de região de confiança, 
como descritas em [13] e [12]. No metodo de regiao de confiança para o problema restrito
(1.1), descrito na seçao seguinte, utilizamos as mesmas estrategias.
Para a atualizacao do raio da regiao de confianca, considere dadas as constantes ni 
e n2 tais que
o < n i  < n 2 < 1, (1.32)
e as constantes a i , a2 e a3 tais que
0 < a i < a 2 < 1 <  a 3. (1.33)
Entao, o raio Afc+i e atualizado de acordo com:
Í Caso pk < ni então Ak+i e  [ai min{\\dk||, A k} , a 2A k],Caso Pk e  (n i,n2) entao Ak+i e  [a2Ak, Ak], (1.34)
Caso pk > n2 entao Ak+i e  [Ak, a 3A k ].
Na Figura 1.8, ilustramos os intervalos nos quais o raio A k+i e menor, maior, ou
igual ao raio anterior A k, em funcão das contantes ni e n2.




^  ^ k
Figura 1.8: Intervalos para pk em (1.34). Fonte: a autora.
Em [11] são sugeridos os valores ni =  0.01, n2 =  0.9, a i =  a 2 =  0.5 e a3 =  ro,
e em [5], são escolhidos ni =  1/4 e n2 =  3/4. Para ambas as referencias, as regras de
atualizacão do raio da regiao de confianca são semelhantes a (1.34).
Para a atualização do iterando x k+i tam bem  pedimos que a reducao real seja maior 
do que uma fracão da reducao predita. Porem, em geral, o criterio e menos exigente do 
que as condicães anteriores.
Dado n > 0 tal que n < ni-
j  Caso pk > n entao x k+i =  x k +  dk, (. 35)
\  Caso pk < n então x k+i =  x k. ( . )
Na referencia [11] e sugerido n =  0.01 e em [5], usa-se n e  [0,1/4). Quando pk > n, vamos 
considerar que k e um a iteração de sucesso.
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1.3 .2  A lgoritm o básico  do m eto d o  de região de confiança irres­
tr ito
O algoritmo do metodo de região de confiança clássico para o problema (1.27) e descrito 
nesta secão. O criterio de parada neste algoritmo e justificado pela condição necessaria 
de otimalidade para problemas irrestritos V f  (x) =  0 .
A lg o ritm o  2 Região de confianca
E n tra d a : x0 € R™, A 0 >  0, k =  0 e as constantes n1 e n2 satisfazendo (1.32), a 1, a2 e 
a3 satisfazendo (1.33), n € (0 ,n1) e e > 0.
e n q u a n to  \ \Vf  (xk)|| >  e faça
1. Resolva o subproblema (1.30) (possivelmente de forma aproximada) e obtenha dk.
2 . Calcule pk usando (1.31).
3. Obtenha A k+1 e x k+1 usando (1.34) e (1.35), respectivamente.
4. Faca k =  k +  1.
fim
Como mencionado anteriormente, desejamos que a direcão dk obtida no Passo 1 do 
algoritmo acima seja obtida de forma aproximada, fornecendo um decrescimo suficiente 
para garantir a convergencia global do metodo de região de confianca. Neste trabalho, 
demonstraremos a obtenção deste decréscimo e a convergencia global do algoritmo de 
região de confianca para o problema restrito (1.1). Para o caso irrestrito, as demonstraçães 
de convergencia podem ser encontradas nas referencias [5] e [11].
1.4 M etodo de região de confiança para problem as 
restritos
Tendo em vista os resultados das secoes anteriores, descrevemos o metodo de regiao de 
confiançca para resolver o problema restrito
minimizar f (x )
. . .  1 (  U (1.36)
sujeito a x  € u,
em que f  : R™ ̂  R  e uma funcao diferenciável eU  C R™ um conjunto convexo e fechado.
As principais referencias para a construcão do algoritmo e para a teoria de convergencia
global sao [12], [13] e [15].
Dado um iterando x k € U, consideramos o mesmo modelo quadrático definido para 
o caso irrestrito,
mk  (d) =  V f  (xk )T d +  1 dT Bk d, (1.37)
em que B k € R™x™ e um a matriz simetrica. Da mesma forma que no metodo de região de 
confiança descrito na Seçao 1.3, minimizamos o modelo quadratico acima sujeito a uma 
regiao de confiança obtendo um a soluçao aproximada dk, porem, mantemos a viabilidade
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do problema, isto e, dado o raio A k >  0, resolvemos o subproblema
minimizar m k (d)
sujeito a ||d|| <  Ak . (1.38)
x k +  d e  Q
A atualizacao do raio da regiao de confiança e do próximo iterando e feita atraves das 
relaçoes (1.34) e (1.35), respectivamente.
Para escrevermos o algoritmo e demonstrarmos o teorema de convergencia global 
do metodo, precisamos encontrar uma soluçao aproximada dk que satisfaça determinadas 
condições. Essas condiçães dependem do passo de Cauchy para o problema (1.36), que 
discutiremos na próxima secao.
1.4.1 P asso  de C auchy
Uma das hipóteses para estabelecer a convergencia global do metodo e pedir que a solucao 
aproximada dk para o subproblema (1.38) forneça um decréscimo no modelo quadratico 
(1.37). Esse decréscimo e dado em termos da reducao obtida pelo passo de Cauchy.
O passo de Cauchy e obtido atraves de um a minimizacao aproximada do modelo 
quadrótico na direçao
dk (a) =  Pq (xk -  a V f  (xk)) -  x k,
definida em (1.19) e sujeita a um a regiao de confianca. Denotamos por a k um a solução
aproximada deste problema de minimizaçao. Neste capítulo, estudamos os requerimentos
para esta soluçao como descritos nas referencias [13] e [15].
O valor a k > 0 pode ser obtido de forma iterativa, como sugerido em (1.22), de 
modo que satisfaca determinadas condicoes de decréscimo. Considere as constantes
0 <  Po < 1 , 0 < pi < p 2 , Yi >  0 e Y2 e  (0,1]. (1.39)
Para [15], o valor de a k deve satisfazer duas condiçoes. A primeira delas e que
mk (dk(ak)) <  p o V f (xk)Tdk(ak) e \\dk(ak)|| <  P2Ak. (1.40)
A segunda condiçao pede que a k não seja muito pequeno, isto e,
ak > Yi (1.41)
ou
ak > Y2ã k , (1.42)
em que a k > 0 satisfaz a condicão
mk (dk(ãk)) >  (1 -  Po)V f (xk)Tdk(ãk) ou \\dk(ãk)|| >  p A . (1.43)
Podemos interpretar as condiçoes de decréscimo acima para o caso em que Q =  R™, 
de forma semelhante à Figura 1.6. Na Figura 1.9, destacamos um intervalo possível para 




i a V f ( x k)Td
Figura 1.9: Condicães de decrescimo (1.40) e (1.43). Fonte: a autora.
Observamos que, em [12], ao inves de (1.43), pede-se que a k satisfaça
mk (dk(ãk)) > ^ o V f  (xk)Tdk(ãk) ou \\dk(ãk) | | > ^ i A k , (1.44)
para p 0 € (0 , 1). Porem, como estamos considerando o modelo quadrático de aproximação, 
caso p 0 =  1/2, a condiçao acima, juntam ente com (1.42), poderia rejeitar um  minimizador 
exato deste modelo quadrático. Com base em [12, Teorema 4.2], e possível m ostrar que 
a k > 0 satisfazendo as condiçães (1.40)-(1.43), e obtido por meio de finitas avaliaçães do 
modelo m k.
Vamos demonstrar agora que o passo de Cauchy fornece um decrescimo suficiente 
para o modelo quadrático, que será fundamental para o teorema de convergencia global 
do algoritmo de regiãao de confiançca. Para isso, precisamos enunciar e demonstrar alguns 
resultados. O primeiro deles e estabelecido ao longo de [12].
L em a  1.17. Sejam x k € U e dk (a) definido em (1.19), para todo k € N . Então, para 
qualquer a  > 0 , vale que
-  V f  (xk)Tdk(a) >  W*" ( a ) |2 . (1.45)
a
Demonstração. Como x k € U, do Teorema 1.6, item (b), vale que
(Pq (xk -  a V f  (xk)) -  (xk -  a V f  (xk)))T (Pq (xk -  a V f  (xk)) -  x k) < 0 .
Entao, da definição de dk(a), ficamos com
(dk(a) +  a V f  (xk))Tdk(a) < 0.
Distribuindo os termos, segue que
\\dk( a ) \ 2 +  a V f ( x k)Tdk(a) < 0.
Portanto, (1.45) vale para todo a > 0. □
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Fixado k G N , para d =  0, considere a função auxiliar
. m k (d ) - V f ( x k ) T d
Uk ( d ) = — m — ■ ( 1 6 )
Para [12], esta funcao e definida de forma mais generica, em termos de um modelo de 
aproximaçcaão nãao necessariamente quadraático.
No próximo lema, demonstramos uma relacao entre a funçao (1.46) e o modelo 
quadrático m k. Nesta demonstraçao, fazemos um a adaptação do resultado demonstrado 
em [12, Lema 4.3], na qual a condiçao (1.44) foi considerada.
L em a  1.18. Sejam x k G Q e dk(a) definido em (1.19), para todo k G N . Suponha que 
x k não e estacionário para o problema (1.36) e que para a  > 0 vale a relação
mk {dk(a)) >  (1 -  n o ) V f  (xk)Tdk(a),
para 0 < n 0 < 1. Então u  [dk(a)) e positivo e
a  > d *  ) ) . (1.47)u  (dk (a))
Demonstraçao. Como x k e não estacionário, então dk(a) e nao nulo para qualquer a > 0. 
Logo, da definicao (1.46), temos
(d .k (a )P  m k (dk(a)) V f  (xk)Tdk(a)
l|dk (a ) | 2 \\dk(a)\l2 '
Usando a hipátese do teorema, ficamos com
d ía^ ) ^  íl 1 V f ( x k)Tdk(a) V f ( x k)Tdk(a) _ V f ( x k)Tdk(a)  ( 1 , 8)
u ( á ( a ) )  > -  Mo) ------------- m a W  =  ||dk(a) ! 2  ̂ (1.48)
Alem disso, como n 0 > 0, do Lema 1.17,
V f  (xk )T dk (a) no
fio- >\ dk(a )| |2 -  a
Daí, substituindo em (1.48), concluímos que
u  (dk(a)) >  ^ .
a
Isso m ostra que u  [dk(a)) e positivo e vale a desigualdade (1.47). □
Observamos que, sempre que a sequencia (||B k ||)keN for limitada, teremos que a 
família das funcoes { u k}keN será uniformemente limitada, isto e, existe um a constante 
M  > 0 tal que
luk(d)| <  M,
para qualquer k G N e para qualquer d não nulo. Daá, pelo lema anterior, temos
^  fio
a > t t  ,M
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e o processo de backtracking para determ inar o valor do passo a k term ina em um numero 
finito de passos.
Definimos, para p 2 descrito em (1.39) e A k >  0, a sequencia
f3k =  1 + s u p { | u k ( d ) |  | 0 <  ||d|| <  p 2Ak} (1.49)
e estabelecemos o decréscimo gerado pelo passo de Cauchy. Fazemos um a adaptacão do 
resultado de [12, Teorema 4.1], na qual e considerada a condicão (1.44) ao inves de (1.43).
T e o re m a  1.19. Suponha que a k > 0 satisfaz as condições (1.fü)-(1.f3). Então existe 
p 3 > 0 tal que
-  V f  (xk )T dk a ) >  p , m i n  {  Ak ( ^ ^ ^ S k í i ) }  . (1.50)
ak { Pk \  ak )  J
Demonstracão. Se x k e estacionario, pela condição de otimalidade (1.16) temos dk(ak) =  0 
e a desigualdade (1.50) e satisfeita trivialmente. Portanto, considere dk(ak) não nulo. Do 
Lema 1.17, temos
- V f (xk)Tdk(ak) =  ( ^ ) ak. (1.51)
a k a k
De acordo com as condicôes (1.40)-(1.43), vamos dividir esta demonstracão em três casos.
Caso 1. Suponha que valem as condiçães (1.40) e (1.41). Como Pk > 1, entao, na 
desigualdade anterior, temos
- V f  (xk )T dk (ak) >  Yi (  M  ) 2 >  Yi (  ̂  ) 2 ± . (1.52)
ak ak Pk
Caso 2. Suponha agora que valem as condicoes (1.40) e (1.42), sendo que para 
a k > 0 vale somente a condiçao
mk (dk(ãk)) >  (1 -  Po) V f  (xk)Tdk(ãk).
Sendo assim, podemos afirmar que
Wdk(ãk)|| < p i A k  < p 2A k . (1.53)
A primeira desigualdade segue do fato de que podemos negar a segunda condiçcãao em 
(1.43), pois esta seró analisada no proximo caso. A segunda desigualdade e vólida pois
Pi <  P2.
Usando o Lema 1.18, temos
k ) p o
u  (dk(ak)) > 0 e ãk >
u  (dk(ak)) '
Utilizando as desigualdades (1.42) e (1.51), segue que
-  V f  (Xk)Tdk(ãk) > ( ) 2 (Y2ãk) >  ( ) 2 ( Y2 )  . (1.54)
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Note que, como vale (1.53), então, da definicão de [ k em (1.49)




- V f ( x k)Tdk(ak) >  (72h 0) (  Wd k ( a k -1 . (1.55)
u  (dk (ãk)) [3k
Substituindo em (1.54), concluímos para este caso a desigualdade
2
ak )  [k
Caso 3. Suponha que valem as condicães (1.40), (1.42) e agora
\\dk (ãk ) | | > ^ i A k . (1.56)
Como y2 <  1, entao 72ã k <  ã k. Sendo assim, podemos aplicar o item (e) do Teorema 1.6 
e obter
\\dk(Y2ãk )|| >  \\dk(ãk) | | .
72ãk _  ãk ' '
Alem disso, da condiçao (1.42), utilizamos o item (d) do Teorema 1.6 e temos a desigual­
dade
\\dk(ak)|| >  \dk(72ãk)\ .  (1.58)
Unindo (1.57) e (1.58) e usando a hipótese (1.56), segue que
||dk(ak)|| >  72hi Ak .
Novamente, do Lema 1.17 e da desigualdade anterior,
-  V f  (xk)Tdk(ak) >  ) | 2 >  (72hi)Ak Wdk{ak) | . (1.59)
k k
Considere > 0 tal que p 3 < min{7 i , 72^ 0, 72^ i }. Então, das conclusães (1.52), 
(1.55) e (1.59) dos casos anteriores, concluímos a demonstracao. □
Note que, da condicao (1.40) e de m k(0) =  0, podemos escrever 
m k (0) -  mk (dk (ak )) >  -[M0V f  (xk)Tdk (ak ).
Então a k satisfaz
m t (0) -  m k (dk(ak)) >  d0d 3 min {  Ak, 1  ( ) }  .
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1.4 .2  A lgoritm o  básico  do m eto d o  de região de confiança res­
tr ito
O algoritmo do metodo de regiao de confiança para o problema (1.36) pede que a solucao 
aproximada dk do problema de região de confianca (1.38) forneca um a reduçao no modelo 
quadrático que depende do passo de Cauchy, dk (ak), descrito anteriormente. Para [15], o 
passo dk deve satisfazer as condicçãoes
m k(dk) <  n 0m k (dk(ak)) , \ dk || <  n 2A k e x k +  dk G Q. (1.60)
Descrevemos agora o algoritmo do metodo de regiao de confianca estudado.
A lg o ritm o  3 Regiao de confianca restrito
E n tra d a : x 0 G Q, A 0 >  0, k =  0 e as constantes nl e n2 satisfazendo (1.32), a l , a 2 e 
a3 satisfazendo (1.33), n 0, f1 -̂, n 2 , Yl e y2 satisfazendo (1.39), n G (0,nl ) e e > 0.
re p i ta
1. Construa o modelo quadratico (1.37).
2. Encontre o passo a k > 0 satisfazendo as condiçães (1.40)-(1.43).
3. Encontre dk satisfazendo a condiçao (1.60).
4. Calcule pk usando (1.31).
5. Obtenha A k+l e x k+l usando (1.34) e (1.35), respectivamente.
6 . Faca k =  k +  1.
a te  \ x k -  Pq (xk -  V f  (xk)) || <  e;
Assim como no máetodo de gradiente projetado, o critáerio de parada do algoritmo 
anterior e justificado pela condicao necessaria de otimalidade dem onstrada no Teorema 
1.13, com a  =  1. Para [13], o passo dk tambem deve satisfazer as condicoes em (1.60), 
porem, alem das condicães (1.40)-(1.43), o valor de a k está limitado superiormente, isto 
e, pede-se que
ak < Y3, (1.61)
para alguma constante y3 >  0 fixada. No Capátulo 3 deste trabalho, descrevemos os 
detalhes computacionais da abordagem utilizada em [13] para obter o valores de a k e de 
dk requeridos nos Passos 2 e 3, respectivamente.
1.4 .3  C onvergencia  global
Nesta seçao vamos estudar a teoria de convergencia global do Algoritmo 3, aplicado ao 
problema restrito (1.36). Vamos m ostrar que, se a sequencia (xk) gerada pelo algoritmo
possui um ponto limite então este ponto e estacionario. Primeiramente, definimos a
sequencia (a k) sendo
ak =  min{ak ,Y3}, (1.62)
para um a constante fixada y 3 > 0 e a k > 0 gerado pelo algoritmo. Esta sequencia e 
definida para os casos em que o valor de a k torna-se muito grande. Note que, ao contrário 
da sequencia a k do Algoritmo 3, esta sequencia e lim itada superiormente, pois,
ak < Y3, (1.63)
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para todo k € N . Esta informação será util para demonstrarmos os resultados de con­
vergencia global, estabelecidos em [15]. Primeiramente, vamos m ostrar que a relacao de 
decrescimo satisfeita pelo passo de Cauchy, dada pelo Teorema 1.19, pode ser expressa 
em termos de â k. Para isto, demonstramos um resultado auxiliar na forma de um lema.
L em a  1.20. Considere o caminho dk : R  ^  R™ definido em (1.19). Se a  > [  > 0 então
- V f ( x k)Tdk(a) > - V f ( x k)Tdk([).
Demonstração. Denote x  =  x k e g =  V f  (xk). Da propriedade da projecão, descrita no 
Teorema 1.6, item  (b), temos
(PQ(x -  ag) -  x  +  ag)T (PQ(x -  ag) -  z) < 0, (1.64)
para qualquer z € U. Escolhendo z =  PQ(x -  [g)  e substituindo na expressão (1.64), 
ficamos com
(Pq(x -  ag) -  x  +  ag)T (Pq(x -  ag) -  Pq (x -  [g))  < 0, 
que e o mesmo que
(Pq(x -  ag) -  x  +  ag)T (Pq(x  -  ag) -  Pq(x  -  [g )  +  x  -  x) < 0.
Portanto, da definição de dk,
(dk(a) +  ag)T (dk(a) -  dk( [ ))  <  0 .
Distribuindo os termos desta desigualdade, segue que
agT (dk(a) -  dk([ ))  <  dk(a)Tdk( [ ) -  \\dk(o;)||2. (1.65)
Por outro lado, da desigualdade de Cauchy-Schwarz e do Teorema 1.6, item (d),
dk ( a ) Tdk( [ ) <  \\dk(ck)||2.
Substituindo esta expressao em (1.65), temos
agT (dk(a) -  dk([ ))  <  0 .
Como a > 0, concluímos que
gTdk(a) < gTdk([),
como queríamos demonstrar. □
Podemos expressar o decrescimo no modelo quadrático fornecido pelo passo de Cau­
chy, dk(a k), em termos da seqráncia (âk), definida anteriormente. Este resultado tambem 
e justificado ao longo de [12] com a utilizaçao da condiçao (1.44) em vez de (1.43).
L em a  1.21. Suponha que a k > 0 satisfaz as condiçães (1.40)-(1.f3). Considere â k 
definido em (1.62). Entao existe uma constante c >  0 tal que
-  V f  (xk )T dk („  k) >  c " A M  mm {  Ak, 1  ( “A M ) }  . (L 66)
«k l ak J J
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Demonstracao. Vamos analisar a sequencia (ã k)keN, dada por (1.62). Caso a k < 73 entao 
ã k =  a k. Logo, do Teorema 1.19, existe p 3 > 0 tal que
- V f  (xk )Tdk (ãk) >  P3 ( C C C Í)  P - (1.67)
V ãk J Pk
ou
-  V f  (xk)Tdk(ãk) >  p ,A k  ^ (ãk) | . (1.68)
a k
Caso a k > y 3 então ã k =  y3. Daí
-  V f  (xk)Tdk(ãk) >  - V f  (xk)Tdk(ãk) >  ( 7 3 .  (1.69)
V ã k J Pk
A primeira desigualdade segue do Lema 1.20 e a segunda desigualdade óe justificada pelo 
Lema 1.17. Seja c > 0 ta l que c < m in{p3,Y3}. Portanto, das relaçães (1.67), (1.68) e 
(1.69), concluímos a demonstracao. □
Para demonstrar a convergencia global do Algoritmo 3 consideramos a sequencia 
( x k ) dada por
x kc =  x k +  dk (ôík), (1.70)
em que x k e gerado pelo algoritmo e ã k e definido em (1.62). Recorde que, da definição
(1.19),
dk (ãk) =  Pq x  -  ãk V f  (xk)) -  x k.
Logo x k e  Q, para todo k e  N . Alem disso, vamos considerar a medida de estaciona- 
riedade para x  e  Q em termos do vetor chamado de gradiente projetado, definido nas 
referencias [12], [13] e [15]. Este vetor e a projecao no cone tangente a partir de x, do 
vetor oposto ao gradiente, isto e,
V n f  (x) = P tcM  ( - V f  ( x ) ) .
Note que este vetor e a projecão no cone tangente da direcao de maxima descida. Nesta 
secao vamos estudar as principais propriedades da funcao
x ^ \ \ V nf  (x ) |, (1.71)
para x  e  Q. Veremos como obter a convergencia global do Algoritmo 3 utilizando esta 
medida e a sequencia (xk).
Quando o conjunto Q e a  caixa definida em (1.2), temos a expressao para o gradiente 
projetado
Í - d i f (x) se xi e  (íi ,Ui),m a x { - d i f  (x),  0} se xi  =  C,  (1.72)
m in { -d if  (x), 0} se x i =  u^
para cada i =  1 , . . . , n .  A Figura 1.10 ilustra o caso n  =  2 para um a funcao cuja matriz
Hessiana e definida positiva.
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Figura 1.10: Calculo do vetor (1.72). Fonte: a autora.
Temos que V nf (x) =  0 se, e somente se, x  satisfaz um a condiçao necessária de 
primeira ordem para o problema (1.36). Para justificarmos essa afirmação, primeira­
mente, demonstramos duas propriedades do vetor V n f  (x). Em seguida, a equivalencia 
mencionada. A referencia para estes resultados e [16, Lema 3.1].
L em a  1.22. Seja Q um conjunto convexo e fechado. Para qualquer x  G Q valem as 
seguintes relaçães
Demonstracao. Como Tn (x) e um cone e, por d e fin h o , V nf (x) G Tn (x), entao, para 
qualquer X > 0, vale que X V n f (x) G Tn (x). Do Teorema 1.6, item  (a),
Portanto, distribuindo os termos nesta ultim a igualdade, provamos o item (a). Da de- 
finicao de projeçao, temos
(a) ||V n f ( x )| |2 =  - V f ( x ) TV n f  (x).
(b) m i n { V f  (x)Tv | v G Tn(x), ||v|| <  1} =  - | |V n f  (x)||.
(V n f(x ) -  ( - V f  (x)))T (XVnf (x) -  V n f  (x)) <  0 .
Fazendo X =  0 e X =  2 , concluímos que
(V n f  (x) +  V f  (x))T V f  (x) =  0 .
V f  (x) +  V f (x)| |2 <\ \ u  +  V f (x)||2,
para qualquer u G Tn (x). Caso ||u | <  ||V Qf  (x ) |, desenvolvendo o lado esquerdo e o lado 
direito da desigualdade acima, ficamos com
V f  ( x ) |2 <  V f (x)Tu. (1.73)
Seja v G Tq (x ) tal que ||v | <  1. Então
V n f (x)||||v || <  ||V nf(x)||-
(1.74)
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Note que, a igualdade em (1.74) e valida quando
V f  (x)
l lVnf (x ) ||’
o que prova o item (b). □
T e o re m a  1.23. Considere o problema restrito (1.36) e x  € U. Então V n f ( x )  =  0 se, e
somente se, x  é estacionário para este problema.
Demonstraçao. Suponha que x  e estacionario, isto e, satisfaz a condição necessaria de 
primeira ordem
V f  (x)T(x -  x) >  0, (1.75)
para todo x  € U. Seja v um a direcao viavel a partir de x, ou seja, v € Vn(x). Então,
de acordo com a Definicão 1.1, e imediato que V f ( x ) Tv > 0. Como vale (1.5), por
continuidade, segue que
V f  (x)Tu > 0, V u € Tq(x ).
Sendo assim, comparando esta desigualdade com o lema anterior, item (b), concluímos 
que
- | |V n f ( x ) | |  > 0 ,
ou seja ||V n f (x)|| =  0. Reciprocamente, se V n f  (x) =  0 entao, novamente, do lema 
anterior, item (b), vale que
V f  (x)Tv > 0, V v € Tq(x ) com ||v|| <  1.
Logo, e facil ver que, esta relação vale caso ||v|| >  1. Considere x  € U qualquer. Do Lema
1.11 e da relação (1.4), temos x  -  x  € Tn (x). Portanto, (1.75) e satisfeito, isto e, x e 
estacionario. □
O objetivo desta seção e m ostrar que, se x* e limite de um a subsequencia de (xk), 
gerada pelo Algoritmo 3, digamos (xki), então a subsequencia (xk ) de (1.70) tambem 
converge para x* e vale que
lim ||V n f  (xcfci)|| = 0 . (1.76)i—
A medida de estacionariedade (1.71) pode ser descontínua. Isto significa que, para x  
práximo de um ponto estacionario, o valor de ||V n f (x)|| pode se tornar grande. A Figura
1.11 exemplifica este comportamento para três pontos de um conjunto viável C em que 
considera-se um a funçao objetivo linear. Os vetores representados pelas linhas grossas 
ilustram  o vetor V n f  (x) para algum ponto x.
Figura 1.11: Descontinuidade de (1.71). Fonte: [11, Figura 12.1.6].
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No entanto, demonstramos no lema seguinte uma propriedade desta medida que será 
suficiente para garantirmos a convergencia (1.76) nos práximos teoremas.
L em a  1.24. [16, Lema 3.3] Seja (xk) C Q uma sequência convergente para x  e  Q. Se 
f  : R™ ^  R  e continuamente diferenciavel no conjunto Q entao
IIVqf  (x)\| <  lim inf ||V n f(x k)||.k
Demonstracão. Do Lema 1.11 e da inclusao (1.4) temos, para qualquer z e  Q tal que
z =  x k , que
kz — x k 
I z — x k
e  Tn (xk).
Então, do Lema 1.22, item (b), vale que
V f  (xk)T (xk -  z) < WVnf  (xk)\\\\z -  x k W.
Como x k converge para x  e f  áe continuamente diferenciaável,
V f  (x)T (x -  z ) <  lim inf ||V nf  (xk)||||z  -  x\\.
Seja v e  Vn (x) tal que ||v\ <  1. Assim, por definicao, existe e > 0 tal que z =  x  +  ev e  Q. 
Substituindo z  na desigualdade acima ficamos com
- V f  (x)Tv < lim inf ||V nf (xk)\\.
Como Tn (x) =  VQ(x), a desigualdade acima e válida se considerarmos v e  Tn (x) tal que 
\\v\\ < 1. Novamente, do Lema 1.22, item  (b), podemos afirmar que
WVqf  (x)W < lim inf WVnf(xk)W,k
concluindo a demonstracao. □
Como mencionamos anteriormente, objetivo desta seçao e m ostrar a convergencia 
(1.76). Primeiramente, recorde que
dk (ã k) =  x kc -  x k.
O lema a seguir e o práximo teorema estabelecem comportamentos desta sequencia que 
serão utilizados na teoria de convergencia global. Estes resultados foram demonstrados 
em [12, Teorema 4.4] com a condicao (1.44) em vez de (1.43) e a hipotese de que a fum^ao 
f  e lim itada por baixo em vez de somente a sequencia ( f  (xk)) lim itada inferiormente.
L em a  1.25. Seja f  : R™ ^  R  continuamente diferenciavel e (xk) uma sequencia gerada
pelo Algoritmo 3. Suponha que ( f ( x k)) e limitada inferiormente e que a sequencia (Pk),
definida em (1.49), e limitada. Se existir e0 >  0 tal que
Wdk (ãk)W > e (177)> eo, (1.77)
a k
para todo k suficientemente grande, então a série
(1*78)
k=1
e convergente, sendo A k o raio da regiao de confiança.
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Demonstraçao. Vamos analisar o conjunto
J  =  {k e  N | pk > ni},
em que qi e definido no Algoritmo 3. Se J  e finito então seu complementar e infinito. 
Logo, da regra de atualizacao (1.34) para o raio da regiao de confiança, temos
A k+i <  &2A k;
para k suficientemente grande. Como a2 < 1, a serie cujo termo geral e a2i e convergente. 
Usando o criterio de d ’Alembert para convergencia de series, descrito em [21], concluímos 
que a serie (1.78) converge. Caso J  seja infinito, considere uma subsequencia indexada 
por (ki) ta l que pki > rqi . Isso implica que pki > q. Dessa forma a direçao dki obtida no 
algoritmo e aceita. Entao, como qi > q
x ki+ 1 =  x ki +  dki;
para todo i e  N . Da definição de pki em (1.31) e usando as condiçães (1.60) e (1.40), 
segue que
f  (xki) -  f  (xk'‘+1) >  ni ( - d v f  (xki)Tdki(Qk,) ) .
Alem disso, recorde que dki (aki) e o passo de Cauchy. Então, do Lema 1.21 e usando a 
hipótese (1.77), existe c >  0 tal que
f  (xki) -  f  (xki+1) > c q i f e o  min |  A k
Pm
em que Pmax > 0 e ta l que (3k < Pmax, pois estamos supondo a sequencia (fík) limitada. 
Note que, o mínimo no lado direito da desigualdade acima nao pode ser e0/[3max para 
infinitos valores de ki G J , pois ( f  (xk)) e lim itada inferiormente e não crescente. Dessa 
forma, podemos afirmar que existe uma subsequencia indexada por (ki) tal que pki > ql e
f  (xki) -  f  (xki+l) > cnl^2eoA ki.
Temos f  (xki+ 1) <  f  (xki+l), pois ki +  1 <  ki+ l. Consequentemente,
Ak.. < f  ) -  f (xk'+1) . (1.79)
c q l f e o
Note que, as hipáteses sobre f  garantem  que a serie cujo termo geral e ( f  (xki) -  f  (xki+ 1)) 
e convergente. Portanto, a desigualdade (1.79) implica que a serie
A ki
i=i
e convergente. Como ki e  J , da regra de atualizacão (1.34), temos,
A ki+i A ^3A ki • (1.80)
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Sabemos que, entre ki e k i+ 1 existem no maximo um numero finito de índices, digamos 
j i ándices. Sendo assim, da definicão do conjunto J , pki+e < ni, para todo í  =  1 , . . . , j j . 
Novamente, da regra de atualizacão (1.34)
A (k +t)+i < a2^ki+t: (1.81)
para todo í  =  1 , . . . , j i . Daí, as desigualdades em (1.81), juntam ente com (1.80), implicam 
que
(1.82)
j  (^sAki) .
Somando as desigualdades em (1.82) e a desigualdade (1.80), temos
ki+ji+i
A k < (1 +  a2 +  ^ 2 +  . . .  +  a3A ki ,
k=ki+1
para todo i € N . Alem disso, da expressão para a soma finita do lado direito da desigual­
dade acima e, notando que ki +  j i +  1 =  ki+ 1 , para todo i € N , segue que
k+  ji + 1
1 ° 2
A ki+2 < &2A ki +1 <
A ki+3 < ^2A ki+2 <
^ki+ji+1 < G2A ki+ji <
Y  Ak <  ( 1 - 2a 2 ) asAki .
k=ki+1 ' 2
Como o2 > 0, então 1 -  ^ 2 + 1 < 1. Portanto,
/ \
E  Ak < 1 - ^  £  Ak.
k=ki+1 v 27 i=1
Provamos anteriormente que a serie do lado direito da desigualdade acima e convergente. 
Entao a serie (1.78) e convergente, como queríamos demonstrar. □
T e o re m a  1.26. Seja f  : R™ ^  R  continuamente diferenciavel e (xk) uma sequência
gerada pelo Algoritmo 3. Suponha que ( f  (xk)) e limitada inferiormente e que a sequência
(Pk), definida em (1.49), e limitada. Então
lim inf l d ( q ) |  = 0 .  (1.83)
k Qk
Demonstracao. Suponha por absurdo que (1.83) e falso. Entao, podemos afirmar que 
existe e0 >  0 tal que
> ,o . (1.84)
Qk






IPk -  1 | ^ 0 .  (1.86)
De fato, sendo f  continuamente diferenciável, da fármula de Taylor de primeira ordem 
(1.14) temos, para todo ponto x k gerado pelo algoritmo,
f  (xk +  d) =  f  (xk) +  V f  (xk )T d +  R(d)  ||d\|, (1.87)
sendo R(d) ^  0 sempre que ||d\ ^  0, pois vale (1.15). Note que, a condicao (1.60) e a
convergencia da serie (1.85) implicam que \\dkW ^  0. Logo, fazendo d =  dk em (1.87),
concluímos que existe um a sequencia (£k) tal que Çk ^  0 e
I f ( xk +  dk) -  f ( x k) -  V f ( x k)TdkI =  £k\\dk W. (1.88)
E facil ver que a definicao de Pk, dada em (1.49), e (1.60), implicam que
P ^  Imk (dk) - V f  (xk )T dk I 
Pk > \\dkW2 .
Daí,
Imk(dk) - V f  (xk )T dk I<Pk\ \dk \\2.
Esta desigualdade, (1.88) e a desigualdade triangular, implicam que
I f ( xk +  dk) -  f ( x k) -  mk(dk)I <  Pk\\dk W2 +  Ck\\dkW. (1.89)
Por outro lado, usando a definicao de pk
, u _ I f ( x k +  dk) -  f  (xk) -  mk(dk)I 
IPk - 1  •
Usando (1.89) e o fato de que dk minimiza o modelo m k , temos
, Pk \\dk W2 +  Ck\\dk W
IPk -  1 I<  Pk l1 " (dCkk)" " . (1.90)- m k  (dk)
Alem disso, da condiçao (1.40) para a k
- m k ( d k) >  - p o mk ( d k(ãk)).
Usando o Lema 1.21, condicão (1.60) e a hipotese (1.84), podemos afirmar que existe 
c >  0 ta l que
k 2 eo
áe convergente. Afirmamos que
- m k(d ) >  cp2e0 min < A k
Pm
em que Pmax > 0 e tal que Pk < Pmax, pois, por hipotese, a sequencia (Pk) e limitada. 
Porem, vale que A k ^  0, pois a serie (1.85) e convergente. Então
- m k ( d k) >  cp\eoAk ,
para todo k suficientemente grande. Substituindo em (1.90), podemos concluir que existe 
um a constante ci >  0 tal que
.  \\dk W „ \\dkW2
IPk -  1I <  ciÇ ^^ -----+ ciPmaxA i '-'ih' max ak A k
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para todo k suficientemente grande. Novamente, usando a condição (1.60), temos
\pk — 1| <  C\P2^k +  c1^ 2^maxA k■
Da convergencia das sequencias (Ak) e (£k), a afirmação (1.86) está provada. Logo, 
pk -E 1. Recorde que p2 < 1. Então pk > p2 para k suficientemente grande. Isso implica 
que, para este índices,
A k+1 A A k;
ou seja, a sequencia (A k) nao pode convergir para zero. Isso contradiz a convergencia da 
serie (1.85), concluindo a demonstraçao. □
O próximo lema estabelece uma relação entre dk (ak) e a medida de estacionariedade 
V / (x), em termos da sequencia x k.
L em a  1.27. [15, Lema 5.1] Seja /  : R™ ^  R  diferenciável no conjunto D. Considere a 
sequencia X ) definida em (1.70). Então
x k x k
| |V n /(x ck)|| <  \ \ V / ( xkc) -  V / ( x k)|| +  "xü .----- ü .
a k
Demonstração. Como x k =  Pq (xk — a kV / ( x k)), da propriedade da projecao, Teorema 
1.6 , item (b), temos
c
k
(xk — x k +  â k V / ( x k))T (xk — z k) < 0 ,
para todo z k E D. Distribuindo os termos do produto interno acima e usando a desigual­
dade de Cauchy-Schwarz
ck)T(xk — z k) <  "xk — x k II"xk — z k \
Considere vk um a direção viável qualquer a partir de x k tal que \\vk " <  1. Entao existe 
Tk > 0 tal que zk =  x k +  Tkvk E D. Substituindo z k na desigualdade anterior, ficamos com
k k
—V / ( x k)Tvk c
a k
que e o mesmo que
k k
V / ( x k ) Tvk — V / ( x k ) Tvk — V / ( x k)Tv k < 'x —
ak
Rearranjando os termos nessa desigualdade e usando novamente a desigualdade de Cauchy- 
Schwarz, segue que
x k x k
— " V / (xkc) — V / ( x k)" — 1 <  V / ( x kc )Tv k■ (1.91)
ak
Sabemos que TQ(xk) =  VQ(xk). Entao (1.91) implica que
x k x k
— IIV/ (xk) — V / ( x k)" — ^ < V / ( x k ) Tv,
a k
para qualquer v E TQ(xk) ta l que ||v|| <  1. Portanto, do Lema 1.22, item (b), concluímos 
a demonstracão. □
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Finalmente, podemos dem onstrar a convergencia (1.76).
T e o re m a  1.28. [15, Teorema 5.4] Suponha as mesmas hipóteses do Teorema 1.26 e x* e  
Q limite de uma subsequência de (xk). Então existe uma subsequência (xki) que converge 
para x* satisfazendo
lim |lV n f  (xki)W =  0,
em que (xk) e a sequencia definida por (1.70). Alem disso, x p  ^  x* e, portanto, x* e 
estacionário para o problema (1.36).
Demonstracao. Considere (x li) um a subsequencia de (xk) convergindo para x*. O caso 
mais simples para a demonstraçcãao deste teorema e supor, primeiramente, que
Wdt(ã1i)W 0. (1.92)
a k
Recorde que a sequencia (ã k) e lim itada superiormente por um a constante não nula e que 
ã k > 0. Entao, (1.92) implica que \\dli(càli)\| ^  0. Consequentemente, segue da definicao 
de xÇ que
r XJi  V
Pelo Lema 1.27 vale a desigualdade
\ \V n f  IV)\| <  | |V f x ) -  V f  x )\| +  M - L I  =  | \Vfx ) -  V f  )\| +  idl‘(l>li)W,
aii aii
e, sendo f  continuamente diferenciavel, por (1.92)
IVnf(g-) \ l  ^ 0 .
Pelo Lema 1.24, ||V n f  (x*)\| =  0, ou seja, x* e estacionário.
Vamos supor agora que o limite (1.92) não e valido. Entao existe e0 >  0 tal que
\\dli(àii) K  e
 1  >  e0
a ii
para todo li suficientemente grande. Seja 8 e  (0,e0). O Teorema 1.26 garante que existe 
um a sequencia de índices (ni) ta l que
\\dk(àk)W ^  r , ^  , \\dni(àm )W , n  ------- >  8, para li < k < n i e -----   <  8. (1.93)
à k à ni
Seja k uma iteraçao de sucesso, isto e, pk > q. Então, da definição de pk, da condição 
(1.40) sobre o modelo m k e da estimativa de reduçao obtida pelo Lema 1.21, podemos 
concluir que existe um a contante c >  0 ta l que
8
f  (x k) -  f  (x k+1) >  ncxls  mi^  A fc,
sempre que k e uma iteracão de sucesso e li < k < n i . Da condição (1.60)
Wxk+i -  x k W =  \\dkW < X 2Ak.
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Alem disso, ( f (xk)) e não crescente e lim itada inferiormente. Portanto, convergente. 
Ainda, estamos supondo (ftk) lim itada superiormente. Sendo assim, estas hipoteses im­
plicam que existe c1 >  0 tal que
f  (xk) -  f  (xk+1) >  dH x^ 1 -  x k II,
para k suficientemente grande. Porem, se k não e um a iteração de sucesso, isto e, pk < n, 
então xk+1 =  x k. Logo
f  (xk) -  f  (xk+1) >  dH x^ 1 -  x k II, 
para todo li < k < Ui. Fazendo k =  li,li +  1, . . . , Ui  -  1 na desigualdade acima, e facil ver 
que
f  (xli) -  f  (xni) >  c ^ x 1  -  x ni ||.
Novamente, usando a convergencia da sequencia ( f  (xk)) e, alem disso, a convergencia de 
(xli), concluímos que xni ^  x*.
A convergencia da sequencia (xni) e a condiçao (1.93) nos permite concluir que, para 
cada 8 € (0 , e0), existe um conjunto infinito H c  N , tal que
Wdk(ak)|  < 8  e ||xk -  x*H < 8, (1.94)
<Qk
para todo k € H.  Caso 8 > e0, existe r > 0 tal que r 8 < e0. Entao, (1.94) tam bem  e 
valido. Sendo assim, existe um a subsequencia (xki) convergente para x* e
ld ki(<Qki)|| ^  0.
a ki
Este limite implica que podemos utilizar os mesmos argumentos do primeiro caso desta 
demonstração para a sequencia (xki) (veja a hipotese (1.92)), e concluir que x* e esta- 
cionario. □
O teorema anterior mostrou que existe um a subsequencia (xki) convergente para 
x*, ponto estacionario. No entanto, esta sequencia nao e, necessariamente, indexada por 
iterações de sucesso, isto e, nao garantimos que pki > n , para todo ki . Para garantir esse 
resultado, primeiramente, em [15, Teorema 5.3], e demonstrado que (1.83) tam bem  vale 
para iteracães de sucesso. Mais precisamente, se
J  =  {k € N I Pk > n}
entãao
lim inf |dk(M  = 0 . (1.95)
k e j  a k
Para isso, alem das hipoteses do Teorema 1.26, considera-se a hipotese de que a con­
vergencia de serie (1.78) implica que a sequencia de modelos ( mk) satisfaz
lim f  x  +  d-> -  > ~ '^1 (dk} = 0 .  (1.96)
k ^ t t  \\dk ||2
Note que, quando B k =  V 2f  (xk), esta hipátese e satisfeita, um a vez que a convergencia 
da serie (1.78) implica que ||dk|| ^  0. Sendo assim, da formula de Taylor de segunda 
ordem (1.10), o limite (1.96) e valido. A convergencia global para esse caso e estabelecida 
pelo teorema seguinte.
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T e o re m a  1.29. [13, Teorema 2.1] Suponha as mesmas hipóteses do Teorema 1.28. Entao 
existe uma subsequencia (xki), indexada por iteraçães de sucesso, que converge para x* E D 
satisfazendo
lim |Iv q / ( x k i )|| =  0 ,
em que (xk) é a sequência definida por (1.70). Além disso, x k  ^  x* e, portanto, x* e 
estacionario para o problema (1.36).
Demonstracao. A demonstracao e semelhante a demonstração do teorema anterior. Basta 
supor a subsequencia (xli) indexada por iteracoes de sucesso convergindo para x*. Entao, 
definindo J  =  {k E N \ pk > n}, utilizamos (1.95) para garantir que os índices (nl) 
podem ser escolhidos como iteracoes de sucesso. □
Na ultim a secao deste capítulo, apresentamos algumas propriedades geometricas do 
Algoritmo 3.
1.4 .4  P rop ried ad es geom etricas do a lgoritm o de região de con ­
fiança restritoj>
Para encerrar este capítulo, estudamos propriedades geomíetricas do Algoritmo 3 que 
motivam alguns procedimentos computacionais para obter o valor do passo dk , que serâo 
apresentados no Capítulo 3. Todos os teoremas desta seçao sao baseados nos resultados 
de [13] e [14], e sao validos para o caso em que D e o conjunto definido pelas m  restricoes 
lineares
D =  {x  E R™ \ cTx > õj, 1 <  j  < m }, (1.97)
para quaisquer vetores Cj E R™ e escalares õj. Note que a caixa (1.2) e um caso particular
de (1.97). De fato, basta considerar os vetores canônicos e1,...,e™  de R™ e fazer
õ j = % ; ^
caso j  =  1, - - . ,n ,  e
\ õ -  =  j  (1.99)i õj =  uj-™,
caso j  =  n  +  1, - - - ,  2n.
Definimos, primeiramente, um conjunto im portante para o desenvolvimento das pro­
priedades geomíetricas do Algoritmo 3.
D efin içao  1.30. Considere o conjunto D descrito em (1.97) e x  E D. O conjunto ativo 
em x e denotado por A(x) e e dado por
A(x) =  { j  E { 1 , . . . ,m }  \ j x  =  õj } ■
Definimos tam bem  o conceito de face.
D efin içao  1.31. Considere o conjunto D descrito em (1.97). Uma face F  de D e o 
conjunto
F  =  {x  E D \ cTx =  õj, j  E A ( F )}, (1.100)
para algum conjunto de índices A ( F ) C { 1 , . . . , m } .
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Em [14], a definicao de face e apresentada tambem para conjunto mais gerais, isto e, 
para o caso em que Q e um conjunto convexo qualquer. Na Figura 1.12, exemplificamos 
um a face F  para o caso em que Q e da forma (1.2), com u =  2.
Figura 1.12: Exemplo de um a face da forma (1.100). Fonte: a autora.
Nesta secao, relacionamos a condicao necessaria de primeira ordem dada pelo Teo­
rema 1.12 e a convergencia da sequencia (xk) gerada pelo Algoritmo 3, com o conceito de 
face exposta.
D efin icao  1.32. Sejam  Q c  R™ um conjunto convexo e d € R™. A face exposta por d e 
denotada por E (d) e e dado pelo conjunto
E [d] =  argm ax{dTx  | x  € Q}.
Este conjunto esta relacionado fortemente com o cone normal, definido na Seção 1.1. 
Note que, por definicao, d € Nn (x) se, e somente se, dTy < dTx, para qualquer y € Q. 
Consequentemente,
d € Nn (x) ^  x  € E [d]. (1.101)
Podemos m ostrar como a condicão necessaria de primeira ordem (1.12) para x* € Q esta 
relacionada com a face exposta E [ - V f  (x*)], utilizando (1.101) diretamente.
T e o re m a  1.33. [14, Lema 2.2] Considere o problema (1.1) e x* € Q. Então x* € 
E [ - V f  (x*)] se, e somente se, x* e estacionario para este problema.
Demonstracão. Recorde que, se x* e estacionario entao V  f  (x*)T (x -  x*) > 0. Logo, basta 
aplicar (1.101) para d =  - V f  (x*). □
E possível m ostrar que toda face e uma face exposta e vice-versa (veja [22 , Teorema
2.4.12]), sempre que Q e o conjunto de m  restricoes (1.97). Quando o conjunto Q e a
caixa (1.2) e d =  - V f  (x*), para x* € Q fixado, temos
E [ - V f  (x*)] =  {x  € Q | x i =  li , caso dif  (x*) > 0 e x i =  d ,  caso dif  (x*) < 0}.
(1.102)
A Figura 1.13 destaca o conjunto E [ - V f  (x*)] para este caso com u =  2.
Figura 1.13: Exemplo de uma face exposta da forma (1.102). Fonte: a autora.
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Nos proximos teoremas, vamos m ostrar que, sob determinadas hipoteses, podemos 
garantir que a sequencia (xk) gerada pelo Algoritmo 3 permanece em uma face exposta. 
Vamos ver como isso se dá em termos de restricoes ativas. O primeiro resultado que 
enunciamos e demonstrado em [14].
T e o re m a  1.34. [14, Teorema 4.2] Considere o problema (1.1), com Q dado por (1.97). 
Suponha que f  : R™ — R  e continuamente diferenciavel em Q e que (xk) C Q e uma 
sequencia convergente para um ponto estacionario x* . Entao
lim \|Vnf ( x k) |  =  0,k ^ t t
se, e somente se, existe um 'índice k0 tal que
x k e  E [ - V f  (x*)],
para todo k > k0.
Utilizando esse resultado, conseguimos garantir que a sequencia (xk) dada por
x kc =  x k +  dk (àk), 
estudada na seçao anterior, permanece na face exposta E [ - V f  (x*)].
T e o re m a  1.35. [13, Teorema 3.2] Considere o problema (1.1), com Q dado por (1.97). 
Suponha que f  : R™ — R  e continuamente diferenciável em Q e que (xk) C Q e uma 
sequencia convergente para um ponto estacionario x* . Se existe um 'índice k0 tal que
x k e  E [ - V f  (x*)],
para todo k > k0, entao
xk =  Pü x  -  àk V f  (xk)) e  E  [ - V f  (x*)], 
para todo k suficientemente grande.
Demonstracao. Como consequencia da definicão do cone normal e da projecao, temos 
x k -  àk V f  (xk) -  Pü x  -  àk V f  (xk)) e  Nü (Pn x  -  àk V f  (xk))) .
Sendo o cone normal um cone, entao, definindo
vk =  - V f  x ) +  xk -  p ü (xk -  à kV f  (xk )) ,
à k '
segue que ( )
Pü x  -  àk V f  (xk)) e  E  [vk], (1.103)
pois vale a equivalencia (1.101).
Por outro lado, se v k ^  v* então E [vk] C E [v*], para todo k suficientemente grande 
(veja [14, Teorema 3.1]). Vamos m ostrar que
v k - V f  (x*). (1.104)
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Como ô k > 0, usando o Lema 1.17 e o Lema 1.22, item (b), temos a desigualdade
llfh E k -  akV / (xk)) -  x k M <  V x )||.
a k
Das hipáteses de que x k ^  x* e x k E E [-V /(x * )], para todo k > k0, segue do teorema 
anterior que o lado direito da desigualdade acima converge para zero. Logo, da definiçcaão 
de vk e sendo /  continuamente diferenciável, concluímos que vale a convergencia (1.104). 
Sendo assim, (1.103) m ostra que
Pq [xk -  Ô k V /(x k)) E E [v*],
para todo k suficientemente grande, concluíndo a demonstracao. □
Supondo x* estacionírio, podemos caracterizar o conjunto E [ - V / (x*)] por meio das 
condicães de otimalidade de Karush-Kuhn-Tucker. No Capítulo 2 deste trabalho, essas 
condicoes são descritas com mais detalhes para problemas de minimizacao mais gerais. 
Quando o conjunto D e dado por (1.97), essas condicoes implicam que existem escalares 
X1 , . . . , X m nao negativos, tais que
V / (x*) =  £  X'*Cj.
jeA(x*)
Então, em [14, Teorema 4.4], mostra-se que
E [-V /(x * )] =  {x E D \ cTx =  õj, caso X* > 0}.
Portanto, dados x ,y  E D,
x E E [ - V / (x*)] e A(x) C A(y) ^  y E E [ - V / (x*)]. (1.105)
O teorema enunciado anteriormente, juntam ente com o resultado de convergencia
global do Algoritmo 3 (Teorema 1.29) diz que, se (xk) converge para x*, entao x k E 
E [- V / (x *)], para alguma subsequôencia de iteraçcãoes de sucesso. Podemos supor condicçãoes 
sobre o conjunto ativo A(xk +  dk) para garantir que x k+1 E E [ - V / (x*)], sempre que (xk) 
íe convergente para x *.
T e o re m a  1.36. [13, Teorema 3.3] Considere as mesmas hipoteses do Teorema 1.29 e o 
conjunto D dado por (1.97). Suponha que as sequências (xk) e (dk) geradas pelo Algoritmo 
3 satisfazem
A (xk ) C A(xk +  dk), (1.106)
para todo k > 0, sendo (xík) definida em (1.70). Se x k ^  x* entao existe um 'índice k0 tal
que
x k E E [ - V / (x*)] e x k +  dk E E [ - V / (x*)],
para todo k > k0.
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Demonstracão. Primeiramente, segue do resultado de convergencia global (Teorema 1.29) 
que existe um subconjunto infinito K  de iteraçoes de sucesso tal que x kc ^  x* e V n f  (xík) ^  
0, para k € K. Alem disso, x* e estacionário. Sendo assim, do Teorema 1.34, podemos 
considerar que x ík € E [ - V f  (x*)], para k € K .  Da hipotese (1.106) e da relação (1.105), 
concluímos que
xk+1 € E [ - V f  (x*)], y  k € K,
pois toda iteraçao k € K  e de sucesso. Em particular, existe um índice k0 ta l que 
x k° € E [ - V f (x*)]. Note que xk+1 =  x k ou xk+1 =  x k +  dk. Por inducao em k > k0, 
podemos utilizar o Teorema 1.35 e, novamente a hipotese (1.106) e a relacão (1.105), para 
obter
x k € E [ - V f  (x*)], y  k > k0. (1.107)
Para concluir a demonstração, queremos garantir que
x k +  dk € E [ - V f  (x*)], y  k > k0. (1.108)
Para isso, basta utilizar o que acabamos de provar em (1.107), e, novamente, o Teorema 
1.35 e a hipátese (1.106). □
O conjunto E [ - V f  (x*)] e utilizado no desenvolvimento da teoria de convergencia 
do metodo quando a matriz B k e a Hessiana V 2f (xk). Nesse caso, em [13, Secão 5] o 
metodo e considerado um a versão de Newton para região de confiança. Nesta teoria de 
convergencia e considerada a hipotese de que a matriz Hessiana de f  seja lim itada no 
conjunto de nível {x  € Q | f  (x) <  f  (x0)} e que satisfaça um a condicao chamada de 
condiçao suficiente de segunda ordem forte. E sta condicao pede que a matriz Hessiana 
de f  em um ponto limite x* da sequencia (xk) gerada pelo Algoritmo 3, seja definida 
positiva no menor subespaco afim que contenha E [ - V f  (x*)] -  x*. Daí, mostra-se que 
(xk) converge para x* (veja [13, Teorema 5.1]).
No Capítulo 3 descrevemos os detalhes de implementação do Algoritmo 3 para o 
caso em que o conjunto Q e a  caixa (1.2). Descrevemos como gerar o passo dk garantindo 
que a hipotese (1.106) do teorema anterior seja satisfeita.
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Capítulo 2
M etodo de Lagrangiano aumentado 
para problemas com restrições de 
igualdade e de caixa
No capítulo anterior estudamos um metodo de otimizaçao para problemas restritos, su­
pondo o conjunto viavel convexo e fechado. Em particular, quando o conjunto formado 
pelas restricoes do problema e da forma
para quaisquer vetores í  e  R™ e u e  R™, vimos que, alguns cálculos requeridos pe­
los algoritmos apresentados tornam-se mais simples e estabelecemos boas propriedades 
geometricas.
Neste capátulo, apresentamos o metodo de Lagrangiano aumentado para resolver um 
problema de otimizacao bastante comum em muitas aplicaçães, cujo formato e
supondo f  : R™ — R  e h : R™ — Rb funcães diferenciáveis e Q a caixa (2 .1). Note que, 
quando um problema possui restriçoes de desigualdade, este pode ser escrito na forma (2.2) 
atraves do uso de variaveis de folga. No entanto, nem sempre temos a garantia de que o 
conjunto Q com as variáveis de folga inclusas seja um conjunto fechado. No metodo de 
Lagrangiano aumentado, o problema (2.2) e resolvido de forma iterativa, sendo que a cada 
iteraçcãao um subproblema de otimizaçcaão mais simples áe resolvido, onde saão consideradas 
somente as restriçcãoes de caixa. O tratam ento das restriçcãoes de igualdade áe feito atraváes 
de estrategias de metodos de penalizacao quadrática ao problema
Dividimos este capítulo em duas partes. Na Secao 2.1 fazemos um breve resumo das 
condicçãoes de otimalidade de primeira e segunda ordem para problemas de otimizaçcãao mais 
gerais, estudadas em [7] e [6]. Vemos tambem como as condiçoes de primeira ordem sao
n  =  {x  E R™ | í  < x  < u}, (2.1)
minimizar f (x ) 
sujeito a h(x) =  0 ,
x  E n .
(2.2)
minimizar f (x ) 
sujeito a h(x) =  0 .
(2.3)
44
reescritas para o problema de nosso interesse (2.2). Na Secão 2.2 estudamos o metodo de 
Lagrangiano aumentado classico para o problema com restricoes de igualdade (2.3) e em 
seguida apresentamos um a versao do metodo, proposta em [3], para resolver o problema
(2 .2).
2.1 C ondições de otim alidade
Considere /  : R™ ^  R  um a funcão diferenciavel e o problema de otimizacão na forma 
padrãao
minimizar /  (x)
(2.4)
sujeito a x  E D,
em que D E R™ e o conjunto formado por restriçães de igualdade e desigualdade
D  =  {x  E R™ \ h(x) =  0 e g(x) < 0}, (2.5)
com h : R™ ^  R p e g : R™ ^  R m funções dadas. As condicoes de otimalidade de primeira 
e segunda ordem serâo enunciadas nesta secao em termos de alguns conceitos importantes 
na teoria de otimizacao não linear. Primeiramente, definimos a funcao Lagrangiana e o 
conjunto ativo para restricoes de desigualdade, respectivamente.
D efin ição  2.1. A funcao Lagrangiana associada ao problema (2.4) e a função L  : R™ x 
R p x ü m ^  R , dada por
L(x, X, i )  =  / (x) +  XTh(x) +  /iTg(x). (2.6)
D efin içao  2.2. Seja x* E D, sendo D o conjunto definido em (2.5). O conjunto ativo 
em x*, com relacao à funcão g, e o conjunto de índices
I (x*) =  {i E { 1 , . . . ,m } \ gi(x*) = 0} . (2.7)
Quando i E I (x*), dizemos que a restriçao de desigualdade gi e ativa em x*. Alem 
disso, sendo x* E D, tam bem  dizemos que a restrição hi e ativa em x*, para i =  1 , . . . ,p .  
Para as condiçães de otimalidade de segunda ordem, definimos o cone critico em x* .
D efin içao  2.3. Considere o problema (2.4) e o conjunto D definido em (2.5) com h e g 
funcães diferenciaveis em x* E D. O cone critico em x* e o conjunto de direcoes
C (x *) = { d E R™
V / ( x * ) Td < 0,
Vgi(x*)Td < 0, i E I(x*), )>■ (2.8)
V h i (x*)Td =  0, i =  1 ,--- ,p .
Uma condiçao de qualificacao e um a propriedade desejavel para pontos viaveis de 
um problema de minimizacão. Quando esta propriedade e satisfeita por um minimizador 
local, garantimos o cumprimento das condicoes de otimalidade de Lagrange, tambem 
conhecidas como as condicoes de Karush-Kuhn-Tucker (KKT), que veremos mais adiante. 
Uma condiçao de qualificacao bastante utilizada para o problema (2.4) e a condicao de 
qualificação de independência linear (LICQ). Nesta condiçao, os gradientes das restricoes
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ativas em um ponto viável são linearmente independentes, isto e, x* G D, com D  definido 
em (2.5), satisfaz LICQ se
{ V h i (x*) ,i  =  U {V g i (x*),i G I (x*)} e linearmente independente, (2.9)
em que I(x*) e o conjunto ativo definido em (2.7). Outras condições de qualificacão mais 
fracas do que a condicao acima podem ser consideradas no desenvolvimento das condicoes 
de otimalidade para o problema (2.4). Estudos mais detalhados a respeito de condiçoes 
de qualificacao são encontrados em [23] e [24].
2.1 .1  C ond ições n ecessárias de prim eira  ordem
Podemos enunciar agora as condiçoes necessarias de otimalidade de primeira ordem de 
Karush-Kuhn-Tucker para o problema na forma padrâo (2.4).
T e o re m a  2.4. [6 , Teorema 4.2.2] Sejam f  : R™ ^  R  e g : R™ ^  R m funções dife­
renciáveis e a funçao h : R™ ^  R p diferenciável em uma vizinhança de x* G D, conjunto 
definido por (2.5). Suponha que h possui derivada contínua em x* e que este e um mini- 
mizador local para o problema (2.4). Se vale uma condiçõo de qualificaçõo em x*, entõo 
existem X* G R p e ß* G R ^  tais que
VxL(x*,X*,p*) =  0 (2.10)
e
ß*gi(x*) =  0 , i = 1 , . . . , m ,  (2 .11)
sendo L a funçõo Lagrangiana definida em (2.6). Além disso, se vale (2.9) em x* entõo 
o par (X* ,ß*) satisfazendo as condicoes acima e unico.
Quando existem x* G D, X* G R p e ß* G R ^  satisfazendo as igualdades (2.10) 
e (2.11), o ponto x* e chamado de ponto de Karush-Kuhn-Tucker (ou ponto KKT), ou 
ainda, um ponto estacionário, e os vetores X* e ß* sao chamados de multiplicadores de 
Lagrange.
Grande parte dos algoritmos que buscam minimizadores locais de problemas restritos 
procuram  pontos viaveis que satisfaçcam as condiçcãoes de KKT. Para o problema de nosso 
interesse (2.2), estas condicoes podem ser reescritas em termos da projecao no conjunto 
G. Considere a funcão Lagrangiana associada somente as restricoes de igualdade, isto e, 
L h : R™ x R p R , dada por
Lh(x, X) =  f  (x) +  XTh(x). (2 .12)
Então, utilizando as condicoes (2.10) e (2.11) do teorema anterior para o problema (2.2) 
e a expressao da projecao (1.7), mostra-se que as condicães de KKT para este problema 
sãao equivalentes a
x* =  Pn(x* - V xL h(x*,X*)) e h(x*) =  0, (2.13)
com X* G R p multiplicador de Lagrange associado às restricães de igualdade. Demons­
tramos este fato no teorema a seguir.
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T e o re m a  2.5. Suponha x* um ponto viável para o problema (2.2). Então, x* satisfaz as 
condições de K K T  para este problema, com X* um multiplicador de Lagrange associado 
às restricoes de igualdade, se, e somente se, vale (2.13).
Demonstração. Primeiramente, suponha que x* e X* satisfazem as condicães de KKT. 
Pelo Teorema 2.4, existem vetores p* e  R™ e a* e  R™ tais que
onde L h e definida em (2.12). Seja i e  { 1 , . . . , n } .  Caso x* =  í i então x* < u i . Logo, por 
(2.14b), p* =  0. Substituindo em (2.14a) e usando (2.14e), segue que
Multiplicando esta desigualdade por — 1 e somando x* em ambos os lados, ficamos com
Por outro lado, se í i < x* < Ui, de (2.14b) e (2.14c), concluímos que p* =  a* =  0 e, 
substituindo em (2.14a), temos
Portanto, da viabilidade de x* e das possibilidades para x*, (2.15), (2.16) e (2.17), vale 
(2.13). Suponha agora que vale (2.13) para algum X*. Vamos m ostrar que existem p* e 
a* tais que valem as condicães (2.14a)-(2.14e). Seja i e  { 1 , . . . , n } .  Se
entao, da hipotese (2.13), vale que x* =  í i . Daá, (V xL h(x*,X*)) > 0. Sendo assim, defina





(x* — ui)p* =  0 , i =  1
(íi — x*)a* =  0 , i =  1
p* > 0 , i =  1
a* > 0 , i =  1
(VxLh(x*,X*))i =  a* > 0.
(Pn (x* — VxLh(x*,X*) ) i =  íi. (2.15)
Caso x* =  ui , mostra-se de forma análoga ao caso anterior, que
(Pn( x* — Vx Lh(x*,X*)) i =  Ui. (2.16)
0VxLh(x*,X*)) i =  0 .
Logo,
íi < x* — (VxLh(x*, X*)) i < Ui.
Isso implica que
( P ^  x* — VxLh(x*,X*)) i =  x*. (2.17)
x* — (VxLh(x*,X*)) i <  íi
p* =  0 e a* =  (VxLh(x*,X*)) i.
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Se, do contrario, for verdade que
x* -  (V xL h(x*,X*))i > Ui, 
temos —(V xL h(x*,X*)) i > 0. Daí, defina
a* = 0  e i*  =  - { V x L h (x*,X*))..
Por fim, se
ti < x* -  (VxLh(x*,X*))i <Ui
defina
I*  =  0 e a* =  0 .
Como i e qualquer, segue das conclusoes anteriores que as condiçoes de KKT sao satisfeitas 
para x* e X*. □
2.1 .2  C ond içães n ecessárias e su ficien tes de segu n d a  ordem
Nesta secao apresentamos as condiçoes de otimalidade de segunda ordem para o problema
(2.4). Os estudos detalhados destas condicoes sao encontrados nas referencias [7] e [6]. 
Nos proximos teoremas enunciamos as condicães necessírias e as condicães suficientes, 
respectivamente.
T e o re m a  2.6. [6 , Teorema 4.3.2] Sejam /  : R™ ^  R , g : R™ ^  R m e h : R™ ^  R p 
funçães duas vezes diferenciaveis em x*, um minimizador local para o problema (2 .4). 
Suponha que LICQ (2.9) e satisfeita em x*. Então
dTV 2xL(x*,X*,i*)d > 0, V d E C(x*),
em que C (x*) e o cone critico e L  e a funcão Lagrangiana, definidos em (2.8) e (2.6), 
respectivamente, e os vetores X* E R p e i*  E R ^  sao os multiplicadores de Lagrange 
associados.
T e o re m a  2.7. [7, Teorema 1.2.3 (b)] Sejam /  : R™ ^  R , g : R™ ^  R m e h : R™ ^  R p 
funcoes duas vezes diferenciáveis em x*, um ponto viavel para o problema (2 .4), e a 
função Lagrangiana associada, dada em (2.6). Se existem vetores X* E R p e i*  E R ^  
satisfazendo as condicães do Teorema 2.4, e y  > 0 tais que
dTV 2xL(x*,X*,i*)d > y | |d |2, V d E C(x*), (2.18)
em que C (x*) e o cone critico definido em (2 .8), entao x* e um minimizador local estrito.
Observamos que para o problema com restricoes somente de igualdade (2.3), em [6 , 
Teorema 2.3.2] mostra-se que a condicao suficiente de segunda ordem (2.18) e reescrita 
como
dTV 2x.Lh(x*,X*)d > y ||d ||2, V d E ker Jh(x*) \  {0}, (2.19)
sendo L h a funçao Lagrangiana (2.12) e Jh(x*) a matriz Jacobiana com relacão às restriçoes 
de igualdade. Esta condicão e utilizada para justificar propriedades boas do metodo de 
Lagrangiano aumentado, descrito nas secoes seguintes.
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2.2 M etodo de Lagrangiano aum entado
Nesta secao estudamos o metodo de Lagrangiano aumentado para resolver o problema
(2.2) com restricoes de igualdade e de caixa. Inicialmente, este metodo foi desenvolvido 
considerando-se o problema com apenas restricoes de igualdade (2.3), em que um a es- 
trategia de penalizaçao quadrâtica dessas restriçoes e utilizada. Descrevemos a seguir 
esta penalizacao.
2.2 .1  P en alizacao  q uad rática  para prob lem as com  restricoes de 
igualdade
Considere o problema com restriçoes de igualdade (2.3). No metodo de penalizacão 
quadratica, este problema e resolvido atraves de uma sequencia de subproblemas de mi- 
nimizacão irrestrita. Seja k > 1. Na k-esima iteracao do metodo, dado ck > 0, a função 
objetivo do subproblema e dada por Q(-,ck) : R n ^  R , sendo
Q (x ,ck ) =  f  (x) +  Cc llh (x )ll2. (2.20)
O valor ck e chamado de parâm etro de penalidade. Note que, para pontos viaveis, a 
funçcaão acima coincide com a funçcãao objetivo do problema original.
No metodo de penalizaçao quadratica, a violacão na restricao de igualdade e penali­
zada por meio do crescimento do parâm etro de penalidade. Sendo assim, o segundo termo 
da funçao de penalidade Q aum enta com o crescimento de ck para pontos nao viaveis. 
Apresentamos o algoritmo basico do metodo de penalizaçao quadratica.
A lg o ritm o  4 Penalizacao quadratica
E n tra d a : c1 >  0, k =  1 e x0 € R n . 
r e p ita
1. Resolva (possivelmente de forma aproximada) o subproblema irrestrito
minimizar Q (x ,ck)
n (2 .21) 
sujeito a x  € n ,
para Q, função definida em (2.20), e obtenha x k.
2. Escolha ck+1 >  ck.
3. Faca k =  k +  1.
a te  x k estacionario para o problema (2.3);
Em geral, no Passo 1 do algoritmo anterior, usa-se x k_1 como ponto inicial na 
resolucçaão do subproblema. A atualizacçãao do parâametro de penalidade pode ser feita 
com a utilizacão da regra ck+1 =  10ck, (veja [8]). A seguir, enunciamos o teorema de 
convergâencia para pontos estacionarios.
T e o re m a  2.8. [7, Teorema 4.4.2] Considere o problema com restrições de igualdade (2.3), 
com f  e h continuamente diferenciaveis e as sequências (xk) c  R n e (ck) c  R + geradas 
pelo Algoritmo 4 . Suponha que x * e um ponto de acumulação de (xk) satisfazendo LICQ
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(2.9) e que ck ^<x>. Então x* satisfaz as condicoes de otimalidade para o problema (2.3), 
dadas pelo Teorema 2 .4 . Além disso, para qualquer subsequência (xkj) que converge para 
x*, vale que
Ckjh(xkj) X*, (2 .22)
sendo X* e  o (unico) multiplicador de Lagrange associado.
O crescimento ilimitado do parâm etro de penalidade pode tornar a Hessiana da 
funcao Q mal condicionada, dificultando a resolução do subproblema (2 .21), como ilustra 
[25, Exemplo 1.5]. O metodo de Lagrangiano aumentado busca contornar este problema 
por meio da adicão de mais um termo a função Q, que depende de um a aproximacao do 
multiplicador de Lagrange. Na secao seguinte apresentamos como funciona o metodo de 
Lagrangiano aumentado.
2.2 .2  M eto d o  clássico  de L agrangiano au m entado
Apresentamos agora o metodo de Lagrangiano aumentado para o problema com restricoes 
de igualdade (2.3). A ideia deste metodo e adicionar o termo de penalizacao das restriçoes 
a funcao Lagrangiana associada ao problema. Recorde que para este caso a funçao La- 
grangiana e dada pela formula (2.12). Inicialmente, para entendermos o funcionamento 
do metodo, definimos a funçao Lagrangiana aumentada
L  : R  ™ x R p x R  + ^  R ,
como c
L (x ,X ,c) =  f  (x ) +  xT h(x ) +  2  Ilh(x ) | 2. (2.23)
Note que, a funçcãao Lagrangiana aum entada áe a Lagrangiana associada ao problema
c
minimizar f (x) +  ^ ||h (x ) ||2 
sujeito a h(x) =  0 .
Aláem disso, o problema acima áe equivalente ao problema original (2.3), um a vez que 
ambas as funcoes objetivo coincidem no conjunto viável.
Uma justificativa para a construcão do metodo de Lagrangiano aumentado e apre­
sentada em [7] da seguinte maneira. O Teorema 2.4 implica que as condiçães de KKT 
para o problema (2.3) sao
VxLh(x, X) =  V f  (x) +  Jh(x)TX =  0 (2.24)
e
h(x) =  0. (2.25)
Portanto, gostaríamos de resolver as equaçoes acima e, se conhecermos um multiplica­
dor de Lagrange otimo, esta tarefa pode se tornar mais facil. Porem, nem sempre um 
ponto estacionário x* do problema original e um minimizador da função L h(-,X*), com X* 
sendo o multiplicador de Lagrange associado (veja [7, Exemplo 4.4.1]). Sob determinadas 
hipáteses, a busca por minimizadores da funcao Lagrangiana aum entada pode ser feita. 
Isso pode ser justificado no práoximo teorema.
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T e o re m a  2.9. [7, Teorema 4.4.5] Considere o problema com restrições de igualdade (2.3), 
com f  e h continuamente diferenciáveis no ponto estacionário x* E R™. Suponha que x* 
satisfaz a condicao suficiente de segunda ordem (2.19), para algum X* E R p. Então para 
todo c >  0 suficientemente grande, a matriz Hessiana em relacao a x
V 2xL(x*,X*,c) =  V 2xL h (x*,X*) +  cJh(x*)T Jh(x*),
da funcao Lagrangiana aumentada e definida positiva. Em particular, o ponto estacionario 
x* do problema
minimizar L(x,X*,c)  
sujeito a x  E R™.
■satisfaz a condicão suficiente de segunda ordem para problemas irrestritos.
A construção do metodo de Lagrangiano aumentado tambem pode ser justificada 
atraves do estudo de um metodo de penalidade deslocada (veja [26, Capítulo 3]).
De forma semelhante ao metodo de penalidade quadratica, na krásima iteraçao do 
metodo de Lagrangiano aumentado, e fixado um parám etro de penalidade ck > 0. Alem 
disso, e fixado tambem um vetor \ k E R p como um a estimativa do multiplicador de 
Lagrange. Esta estimativa e motivada pela comparaçao da condicao em (2.24) com a 
equacao
V xL(x, X, c) =  V f  (x) +  Jh(x)T (X +  ch(x)) =  0.
Apresentamos um algoritmo basico, adaptado de [8 , Algoritmo 10.3.3].
A lg o ritm o  5 Lagrangiano aumentado cMssico 
E n tra d a : c0 > 0, X0 E R p, k =  0 e x0 E R™.
e n q u a n to  x k não e estacionario para o problema (2.3) faca
1. Usando x k como ponto inicial, resolva (possivelmente de forma aproximada) o 
subproblema irrestrito
minimizar C (x ,X k,ck)
™ k (2.26) 
sujeito a x  E R™
e obtenha x k+1, para L, a funçao Lagrangiana aum entada definida em (2.23).
2 . Atualize o multiplicador
Xk+ 1 =  x k +  ck h(xk+ 1 ).
3. Se
l|h(xk'+1)|| < 0 .1||h (xk) |
atualize o param etro de penalidade fazendo ck+ 1 =  10ck, caso contrario, faca ck+ 1 =  
ck .
4. Faca k =  k +  1.
fim
O teorema de convergencia do metodo de Lagrangiano aumentado classico e enun­
ciado em seguida e e apresentado em [7, Teorema 4.4.6]. A demonstracao e omitida neste 
trabalho e pode ser encontrada de forma detalhada em [4 , Proposicao 2.4].
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T e o re m a  2.10. Considere o problema com restricoes de igualdade (2.3), com f  e h duas 
vezes continuamente diferenciaveis em uma vizinhanca do ponto x * € R n . Suponha que 
x * e estacionario com X* € R p multiplicador de Lagrange associado, e que x * satisfaz as 
condicoes LICQ (2.9) e a condiçao suficiente de segunda ordem (2.19). Então existem 
uma vizinhança U de x * e os escalares c >  0, 8 > 0 e M  > 0 tais que
(a) Para todo par (X,c) € V (c, 8), em que
V(c, 8) =  {(X, c) € Rp x R  | ||X -  X *|| < 8c e c > c } ,
o problema
minimizar L(x, X, c) 
sujeito a x  € n ,
tem em U um unico ponto estacionario, que denotamos por x(X,c), satisfazendo
||x(X,c) -  x* || <  M  WX -  X | (2.27)
c
e
||X +  ch (x(X, c)) -  X* || <  M |X -  X W. (2.28)
c
(b) Existe 8 € (0,8] tal que para qualquer X0 € R p e qualquer sequência (ck) € R  + não
decrescente, satisfazendo
(X0,c0) € V (c ,8),
a sequência definida por
Xk+1 =  x c +  cch (x(Xk, cc)) ,
com k > 0 , e tal que
(Xk,ck) € V (c,8), (2.29)
para todo k. Alem disso, valem as convergencias Xk ^  X* e x(Xk,ck) ^  x *. Para a
sequência (Xk) a convergencia e linear e, se ck ^  x>, a convergência e superlinear.
Como observado em [7], a dificuldade da demonstração do teorema anterior e provar 
a existencia do valor 8 ta l que (2.29) seja satisfeito. No entanto, provado este fato, tem-se 
como consequencia das relacoes (2.27) e (2.28), que
Xk X
||x(Xk, cc) -  x * || < M i 1 |
cc
k
Wxk+1 -  X *|| <  M
Estas desigualdades sao fundamentais para a prova de convergencia. Tambem e observado 
em [7] que, se for possível obter tais valores de X0 e c0, quando x k e escolhido como ponto 
estacionário de problema (2.26) que está mais proximo de x *, então o par (xk,Xk) gerado 
pelo Algoritmo 5 está bem definido e converge para (x *,X *), com a taxa de convergencia 
mencionada anteriormente. Estas e outras observações tambem sao feitas em [4].
e
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2 .2 .3  T ratam en to  das restricoes de ca ixa
Para finalizar este capítulo, descrevemos o metodo de Lagrangiano aumentado para o 
problema de nosso interesse (2.2), o qual possui restriçcoães mistas: de igualdade e de caixa. 
As restricçãoes de igualdade saão tra tadas da mesma forma que no máetodo de Lagrangiano 
aumentado classico, isto e, por meio da penalizaçao quadrática, e as restricães de caixa sao 
mantidas a cada iteracão. Isto significa que, para k > 0, dados Xk e  e um parâm etro 
de penalidade ck > 0 , resolvemos o subproblema
minimizar C (x ,X k,ck)
k (2.30)
sujeito a í  < x  < u,
sendo L  a funcão Lagrangiana aum entada definida em (2.23). Em seguida, as atualizacães 
do multiplicador de Lagrange e do parâm etro de penalidade podem ser feitas de forma 
semelhante ao metodo clássico.
Sob determinadas hipoteses, no caso em que o subproblema (2.30) e resolvido de 
forma exata, o metodo de Lagrangiano aumentado e globalmente convergente para uma 
solucao do problema original (2.2). Este resultado e enunciado no proximo teorema.
T e o re m a  2.11. [4, Proposicao 2.1] Considere o problema (2.2) com f  e h continuamente 
diferenciaveis. Suponha que, para k > 0, x k+1 e um minimizador global do subproblema 
(2.30). Se (Xk) C R p e limitada e (ck) C R+ e crescente, com ck ^  x>, então todo ponto 
de acumulação de (xk)k> 0 e um minimizador global do problema original (2 .2).
Na pratica, o subproblema (2.30) e resolvido de forma aproximada. Note que, este 
problema possui o formato (1.1), estudado no capítulo anterior deste trabalho. Sendo 
assim, um a estrategia para a resolucao dos subproblemas do metodo de Lagrangiano 
aumentado com restricães de caixa, e utilizar o Algoritmo 3. Alem disso, recorde que, se 
x* e um ponto estacionario do problema original (2.2), as condicoes de KKT (2.13) sao 
satisfeitas. Enrâo estas condicães motivam o criterio de parada para x k
IIxk — Pn (xk — V xL h(xk ,Xk ) ) K  (2.31)
IIh(xk )II<£h, (2.32)
em que £g > 0 e £h > 0 sao tolerâncias fixadas. Escrevemos o algoritmo do metodo de 
Lagrangiano aumentado, adaptado de [1, Algoritmo 1] e [3, Algoritmo 17.4].
e
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A lg o ritm o  6 Lagrangiano aumentado com caixa
E n tra d a : k =  0, c0 >  0, Xo E Rb, n° >  0, x° E U, com Q a caixa (1.2), e as constantes 
£g > 0 e £h > 0 .
e n q u a n to  x k nao satisfaz (2.31) e (2.32) faca
1. Resolva o subproblema (2.30) (possivelmente de forma aproximada) utilizando o 
Algoritmo 3 com x k como ponto inicial e obtenha xk+1.
2 . Se ||h(xk+1)|| <  nk atualize o multiplicador
Xk+1 =  x k +  ck h(xk+1),
o param etro de penalidade
ck+1 ck
e a tolerância na viabilidade
nk+1 =  Ok/(ck+1)0'9 •
Caso contrario, faça
Xk+1 =  Xk, ck+1 =  10ck e Ok+1 =  0-1/(ck+1)°'1-
3. Faca k =  k +  1.
fim
Observamos que a atualização da aproximação Xk+1 do multiplicador de Lagrange 
pode ser feita para toda iteraçao do metodo de Lagrangiano aumentado, como e feito 
em [27, Algoritmo 4.1]. Da mesma forma que o Teorema 2 .10, a teoria de convergencia 
do metodo de Lagrangiano aumentado para o problema com restricoes de igualdade e 
de caixa tambem utiliza como hipótese um a condicao de qualificacão das restricães. Na 
referencia [24], e estudada a condicão de dependência linear positiva constante (CPLD) 
e e feito um estudo da teoria de convergencia. Uma outra abordagem e feita em [28]. 
O proximo capítulo deste trabalho e dedicado aos detalhes computacionais e os testes 




Neste capítulo, apresentamos os detalhes da implementaçao computacional do Algoritmo 6 
e os testes numericos realizados. Todas os algoritmos implementados foram desenvolvidos 
em linguagem de programaçao Julia, com base na infraestrutura JuliaSmoothOptimizers
[17] para otimizacao nao linear. Denominamos nossa implementaçao computacional de 
Percival e a disponibilizamos em [18]. Este capítulo está dividido em três seçães. Na Seçao
3.1 detalhamos alguns procedimentos computacionais dos algoritmos implementados. Na 
Secao 3.2, vemos como o subproblema do metodo de Lagrangiano aumentado pode ser 
resolvido. Na Secao 3.3, apresentamos os resultados numericos.
3.1 D eta lh es de im plem entaçao
Nesta secão apresentamos alguns detalhes da implementacao computacional do Algoritmo 
6 que foram utilizados na construcçaão do algoritmo Percival para a resolucçãao de problemas 
da forma
minimizar f (x )
sujeito a h(x) =  0, (3.1)
x  € H,
supondo f  : R n ^  R  e h : R n ^  R p funçães diferenciáveis e Q a  caixa (2 .1).
Consideramos a tolerância eg exigida no critério de estacionariedade (2.31), como
sendo
em que é“  >  0 e ^  >  0 são dados e chamados de tolerância absoluta e relativa, 
respectivamente, L h e a funcao definida em (2.12), x0 e um ponto inicial fornecido para 
o algoritmo e X0 e o multiplicador de Lagrange inicial. Este multiplicador e calculado 
internamente na implementacao do algoritmo, atraves da solucão de quadrados mínimos 
do problema
minimizar 1  ||Jh(x0 )T X +  V f  (x0) ||2 (3 2 )
sujeito a X € R p,
em que Jh e a matriz Jacobiana em relacão às restriçães de igualdade do problema (3.1).
O subproblema (2.30) do metodo de Lagrangiano aumentado pode ser modelado 
computacionalmente para uma iteraçao k > 0 do algoritmo, atraves da aplicacão de
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um a estru tura que denominamos de AugLagModel. A implementacao desta estrutura 
tam bem  esta disponível em [18]. Nesta implementacao, consideramos como dados de 
entrada: o problema (3.1), o iterando x k, a aproximacão do multiplicador de Lagrange 
Xk , o parâm etro de penalidade ck e hk como sendo o valor da restriçao h em x k. Então, 
um modelo computacional que armazena os valores de x k , hk , Xk , ck e Xk +  ckhk e gerado 
e funcães que possibilitam suas atualizaçães para k > 1 sao construídas.
Na implementação dos algoritmos, a função Lagrangiana aum entada L (x ,X k,ck), 
o gradiente V xL (x ,X k,ck) e o produto V 2xC (x ,X k,ck)w podem ser atualizados de forma 
otimizada para quaisquer x  E R™, w E R™ e k > 0. Perceba que, como
V xL (x ,  Xk,ck) =  V / (x) +  Jh(x)T (Xk +  ckh(x))
e
p
V 2xC(x, Xk,ck)w  =  V 2/ ( x ) w  +  ^ 2  (Xk +  ckhi(x)) V 2hi(x)w  +  ck Jh(x)T Jh(x)w,
i=1
o vetor Xk +  ckh(x) pode ser calculado previamente e o produto Jh(x)TJh(x) pode ser 
evitado, o que conduz um a economia nos calculos.
Observamos ainda que, a estru tura AugLagModel íe criada somente na primeira 
iteracao da implementacao do Algoritmo 6 , isto e, para k =  0 , um a vez que, as funcoes de 
atualização sao geradas nesta primeira chamada. Isto tambem possibilita uma economia 
de cílculos e de memoria, acelerando o trabalho computacional da aplicaçao do Algoritmo 
6 .
3.2 R esolucao do subproblem a do m étodo de Lagran- 
giano aum entado
Cada iteracao do Algoritmo 6 busca um a solucao aproximada para o subproblema (2.30). 
Utilizamos como subrotina para resolver este subproblema a funçao TRON, disponível no 
pacote JSOSolvers.jl 1. A implementacao computacional desta funcao baseia-se na teoria 
desenvolvida em [13], a qual estudamos no Capítulo 1 desde trabalho. Nesta secao, vemos 
como o Algoritmo 3 de regiãao de confiançca executa os Passos 2 e 3.
3.2 .1  C álcu lo  do passo  de C auchy
Recorde que, no Algoritmo 3, o cílculo do passo de Cauchy dk(ak) depende do valor 
obtido para a k > 0. Na funcão TRON, um esquema iterativo de busca e feito para obter 
o valor de a k satisfazendo as condicães
mk (dk(ak)) <  i o V / ( x k)Tdk(ak) e ||dk(ak)|| <  i 2Ak, (3.3)
estudadas no Capítulo 1. Este esquema e descrito em [13] sendo que, para cada k > 0, 
um a sequâencia de tentativas ( )
e gerada. Dado a > 0, esta sequencia obedece a seguinte regra:
1 https://github.com /JuliaSm oothOptim izers/JSOSolvers.jl
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1. Se a°k falhar para a condição (3.3) então diminua o valor da tentativa de comprimento 
do passo, isto e, façca
(j+i) 1 j
a k ) =  ~ a í  ,
para todo j  > 0, ate que esta condicao seja satisfeita. Daí, faca a k como sendo o 
último valor de tentativa.
2. Se a°k satisfazer a condição (3.3) então aumente o valor da tentativa de comprimento 
do passo, isto e, faca
(j+1) jakj ) =  ,
para todo j  > 0, ate que esta condicao falhe. Daí, faca a k como sendo o ultimo 
valor de tentativa.
Para k =  0, o primeiro valor de comprimento do passo e a° =  1 e para os demais valores 
de k e definido a °!+1 =  a k. Outros detalhes sobre este esquema, inclusive os que garantem  
a limitacao superior (1.61), estao descritos em [13]. Para a proxima secão denotamos o 
passo de Cauchy por d%.
3 .2 .2  C alcu lo  da  so lução aproxim ada para o su bp rob lem a
Descrevemos agora os procedimentos sugeridos em [13] para o calculo da direçao dk apos a 
obtencão do passo de Cauchy, isto e, os procedimentos praticos que podem ser realizados 
no Passo 3 do Algoritmo 3. Primeiramente, definimos, para cada k > 0, o iterando obtido 
pelo passo de Cauchy, isto e,
xk =  x k I dkI *
Em [13], pede-se que a direcao dk satisfaça as condicoes em (1.60) do Algoritmo 3 e a
condiçcãao ( ) ( )
A  ( x ^  C A ( x k +  dk) , (3.4)
sendo A  o conjunto ativo em relacao as restricoes de caixa. Recorde que, a inclusao 
acima e motivada pelo Teorema 1.36. A ideia para satisfazer estas condiçcãoes e realizar 
um esquema iterativo no qual um a sequencia de pontos
(*(kj)W  c  o
e gerada. Esta sequencia de pontos satisfaz as condicoes
A (xkc) C A (x(kj)) e IIx(kj) — x k|| <  [i2Ak (3.5)
atraves do seguinte procedimento:
1. Faca x (k,k) =  x kc.
2. Para j  > 1, encontre uma direção de descida w (k,j-1) resolvendo o problema
minimizar qk (x (k,j-1') +  w)
sujeito a Wi =  0 , i e  A (x(k,j-1)) (3.6)
||w|| <  ^ 2Ak,
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e obtenha x (k,j) fazendo
x (kj) =  p Q (x (kj-1) +  p w (k’j-1)) , (3.7)
em que /3 > 0 e qk e o modelo quadrâtico (1.28).
Este processo term ina quando dk =  x (k,j) -  x k satisfaz as condiçoes em (1.60) e (3.4), para 
algum j  € N .
Na funcao TRON, o problema (3.6) e resolvido da seguinte maneira. Primeiramente, 
e construído um operador linear de projeçao Z  € R,nxm no subespaço
{w  € R n | wt =  0 , i € A ( x (kj-1))},
cujo numero m  de colunas e a cardinalidade de A (x(k,j-1)). 
dor linear e feita utilizando o pacote LinearOperators.jl [29] 
problema ( )
minimizar qk (x (k,j-1) +  Z v )
sujeito a ||Zv|| <  fi2A k,
por meio de um a variacão do metodo de Steihaug para minimizacão de funcães quadraticas 
com regiao de confiança, descrito em [30] e implementado no pacote Krylov.jl [31]. Este 
metodo e livre de fatoracao matricial. O valor de /3 em (3.7) e obtido por meio de uma 
busca linear projetada, tal que uma condicao de decréscimo na funcao qk seja satisfeita. 
Mais detalhes sobre esta busca e esta condicao de decréscimo podem ser encontrados em 
[13, Secão 6].
A construçcãao deste opera­
. Em seguida, e resolvido o
(3.8)
3.3 R esu ltados num ericos
Os resultados numericos para o algoritmo Percival foram obtidos para um a colecao de 
problemas da biblioteca CUTEst [19], coletados por meio do pacote CUTEst.jl [32], e fo­
ram  comparados com o algoritmo para problemas de otimizacao com restriçães IPO PT. O 
desenvolvimento teorico deste algoritmo pode ser encontrado em [20] e a implementacao 
computacional esta disponibilizada em h ttps://g ithub .com /co in-or/Ipop t. Para acessa-lo 
e integra-lo com a linguagem de programaçao Julia, utilizamos o pacote NLPModelsl- 
popt.jl [33]. Consideramos todos os 384 problemas da colecao da forma
minimizar f (x ) 
sujeito a h(x) =  0 ,
g (x ) < 0, 3'9
í  < x  < u,
em que f  : R n ^  R , h : R n ^  R p e g : R n ^  R m sao funçães diferenciáveis com 1 <  n < 
1000 e 1 <  m  +  p < 1000, o vetor í  € (R  U { - c»})n e o vetor u € (R  U { + ^ } ) n. Quando 
não ha restricoes de caixa, utilizamos o metodo de Lagrangiano aumentado classico. As 
restricães de desigualdade foram transformadas em igualdades por meio da adicao de 
variáaveis auxiliares de folga.
Para o algoritmo Percival, consideramos os parâmetros de entrada: m ax_iter =  
1000, que e o numero maximo de iteracoes; max_time =  60, que e tempo máximo em
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segundos; max_eval =  105, que e o número máximo de avaliações da função objetivo; 
£g =  10_6; =  10_6; £h =  10_6 e c0 =  10. Alem disso, para cada iteração k > 0 da
resolução do subproblema do metodo de Lagrangiano aumentado, utilizamos a matriz B k 
do modelo quadrático (1.37) como sendo a matriz Hessiana associada ao subproblema.
Ja  no algoritmo IPO PT, consideramos os parám etros de entrada: max_cpu_time =  
60, que e o tempo maximo em segundos; d u a l_ in f _ to l =  10_6, que e a tolerância absoluta 
para a estacionariedade; t o l  =  10_6, que e a tolerancia relativa para a estacionariedade; 
c o n s tr_ v io l_ to l =  10_6, que e a tolerancia para a viabilidade; a c c e p ta b le _ ite r  =  0 , 
que desativa a heurística de parada antecipada que verifica se o algoritmo parece estar 
preso e n lp_scaling_m ethod = 'n o n e ',  que significa que não e considerada qualquer 
mudanca de escala para o problema. Todas as informacães sobre estes e outros parámetros 
de entrada estão em https://pro jects.co in-or.org /Ipopt.
Após executarmos os dois algoritmos para resolver cada um  dos 384 problemas, 
consideramos para a analise dos resultados, um criterio comparativo entre suas solucoes. 
Podemos nos referir aos algoritmos Percival e IP O PT  pelos índices i =  1 e i =  2, respec­
tivamente. Dado um problema da forma (3.1), consideramos que o algoritmo i encontrou 
um a soluçcãao para este problema se duas condicçãoes saão satisfeitas. A primeira verifica se 
a viabilidade do problema foi atingida, isto e, e verificado se o ponto obtido como solucao 
do problema e viavel com tolerancia 10_6 para as restricoes de igualdade. A segunda 
condicao, sugerida em [34], verifica se
f i  -  fmin <  0.01, (3.10)
max{ 1, |/min|}
em que /* e o valor de função encontrado pelo algoritmo i e / min =  min{F* ,F * } , sendo
/*, se a solução encontrada e viavel,F* =
i \  + ro , caso contrario, 
para o algoritmo i .
Na analise de perfil de desempenho [35] dos algoritmos, avaliamos o tempo de 
execucão na resolucao dos problemas e o custo de avaliacães de funcao objetivo e de 
gradiente utilizando um a medida de trabalho analoga a sugerida em [36]. Esta medida foi 
calculada como o valor de 2ng +  n /  para os algoritmos em cada problema, sendo que n /  
e o numero de avaliacães de funcao objetivo e ng e o numero de avaliaçães de gradiente.
No Apâendice A, apresentamos no formato de tabela os resultados numericos que fo­
ram  utilizados na geraçcãao do perfil de desempenho. Listamos os problemas em blocos, em 
que cada bloco contem os resultados de cada algoritmo em uma linha. As colunas nvar e 
ncon representam os numeros de variaveis e restriçães, respectivamente. A coluna s ta tu s  
indica a flag de saída de cada algoritmo e m ostra se o mesmo encontrou um a soluçao apro­
xim ada para o problema ou não. Isto significa que, caso a solucao satisfaca o criterio de 
estacionariedade e viabilidade requeridos, enráo s ta tu s  = ' f i r s t _ o r d e r ' .  Se o numero 
de iteraçcoães do algoritmo exceder o valor maximo ou o tem po de execuçcãao do algoritmo 
exceder o tempo maximo ou, ainda, o numero de avaliacoes de funcao objetivo exce­
der o numero maximo permitido, enráo s ta tu s  = 'm a x _ ite r ',  s t a tu s  = 'max_time' 
ou s ta tu s  = 'm ax _ ev a l', respectivamente. Para o algoritmo Percival, se o parám etro de 
penalidade ck torna-se muito grande e se
||Jh(xk)Th(xk)|| <  V rá ||h (xk)||, (3.11)
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fazemos s ta tu s  = ' i n f e a s i b l e ' .  A expressao (3.11) quer dizer que encontramos um 
ponto estacionario para a medida de viabilidade das restricoes de igualdade com uma 
tolerância relativa e, nesse caso, como estudado em [37] e [38], x k e chamado de ponto 
estacionario inviavel, o que pode indicar que o problema original e possivelmente inviável. 
Alem disso, no caso em que o parâm etro de penalidade ck tornou-se muito grande, fazemos 
s ta tu s  = ' s t a l l e d ' .  Para outros tipos de erro, como, por exemplo, erros numericos. 
s ta tu s  recebe o valor 'e x c e p t io n ' ou 'unknown'. O valor da funçao objetivo na solução 
obtida e exibido na coluna o b je c t iv e . A coluna p rim al_ feas  m ostra a norma da medida 
de viabilidade das restricoes na solucao obtida. O valor de 2ng +  n f  e exibido na coluna 
ev a ls . Se a viabilidade e o criterio (3.10) são satisfeitos, os resultados são destacados em 
negrito.
Os perfis de desempenho foram gerados utilizando o pacote SolverBenchmark.jl [39] 
e as rotinas para a execucao de todos os testes esrâo disponíveis em [40]. Apresentamos 
os resultados nas figuras deste capítulo. Consideramos duas metodologias para verificar 
que o problema foi resolvido. Primeiramente, geramos os perfis de desempenho conside­
rando o criterio de sucesso (viabilidade e (3.10)) e comparamos os algoritmos em tempo 
de execucão e em avaliações de funcao (grâficos superiores esquerdo e direito, respec­
tivamente). Em seguida, consideramos que o problema foi resolvido se a flag de saída 
s ta tu s  do algoritmo e igual a ' f i r s t _ o r d e r '  e comparamos os algoritmos em tempo 
de execucão e em avaliacoes de funcao (grâficos inferiores esquerdo e direito, respectiva­
mente). Utilizamos um criterio de empate para comparacoes dos metodos, sugerido em 
[41]. Consideramos que um algoritmo e o mais eficiente se seu tem po de execucao nao 
ultrapassar em 5% o tem po do mais râpido.
Na Figura 3.1 exibimos os resultados obtidos para todos os 384 problemas consi­
derados. No grafico superior esquerdo, vemos que o algoritmo Percival resolve 74% dos 
problemas, ja  o algoritmo IP O P T  resolve 92% dos problemas. Alem disso, o algoritmo 
Percival e mais râpido em 33% dos problemas e o algoritmo IP O P T  em 63% dos proble­
mas. Quando consideramos que um problema e resolvido utilizando a flag de saída dos 
algoritmos, vemos no grafico inferior esquerdo que o algoritmo Percival tambem resolve 
74% dos problemas e o algoritmo IPO PT, 92% dos problemas, sendo que o algoritmo 
Percival e mais râpido em 34% dos problemas e o algoritmo IP O P T  em 60% dos proble­
mas. Quando consideramos novamente o criterio de sucesso, a comparacao de avaliacoes 
de funçao no gráfico superior direito m ostra que o algoritmo Percival faz menos avaliaçoes 
de funcao somente em 7% dos problemas, ja  o algoritmo IP O P T  faz menos avaliaçoes de 
funcao em 90% dos problemas. Utilizando a flag de saída, vemos que estes valores sao 6% 
e 89%, respectivamente. Sendo assim, podemos concluir que o algoritmo IP O P T  e supe­
rior ao algoritmo Percival tanto  na eficiencia, isto e, e mais râpido e faz menos avaliaçoes 
de funcão, quanto na robustez, ou seja, resolve um numero maior de problemas.
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Figura 3.1: Resultados obtidos para todos os problemas.
Os resultados para os 51 problemas com somente restricoes de igualdade são mos­
trados na Figura 3.2. Nesse caso, o algoritmo Percival resolve 90% e 94% dos problemas, 
considerando o criterio de sucesso e a flag de saída do algoritmo (gráficos superiores e 
inferiores), respectivamente. Ja  o algoritmo IPO P T  resolve 86% e 90% destes problemas, 
como mostram os gráaficos superiores e inferiores, respectivamente. Em relaçcaão ao tempo 
de execucçaão dos algoritmos, os gráaficos superior esquerdo e inferior esquerdo indicam que 
ambos os algoritmos possuem um desempenho semelhante. No entanto, notamos nos 
gráficos superior direito e inferior direito que o algoritmo IPO P T  e mais eficiente em te r­
mos de avaliacoes de funcão. Sendo assim, podemos concluir que para problemas com 
somente restriçoes de igualdade, o algoritmo Percival resolve uma quantidade um pouco 
maior de problemas, no entanto, no custo de avaliaçães de funcao, o algoritmo IP O P T  e 
mais eficiente.
Os problemas com somente restricoes de desigualdade somam 63 problemas. Com
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base nos gráficos da Figura 3.3, podemos concluir que o algoritmo IP O P T  e mais robusto 
e eficiente em qualquer caso. O mesmo ocorre para os 73 problemas com restricçãoes de 
igualdade e caixa e para os 78 problemas com restriçcãoes de desigualdade e caixa, como 
m ostram  as Figuras 3.4 e 3.5, respectivamente.
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Figura 3.4: Resultados obtidos para problemas com restricoes de igualdade e caixa.
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Figura 3.5: Resultados obtidos para problemas com restriçcãoes de desigualdade e caixa.
Com base nos resultados numericos obtidos neste trabalho, notamos que o parâm etro 
de penalidade ck para o algoritmo Percival torna-se muito grande em alguns problemas. 
Aláem disso, em muitos problemas o tempo de execuçcaão, o nuámero de iteraçcoães ou o nuámero 
de avaliaçães de funçao excedem os valores permitidos. Sendo assim, o desenvolvimento 
de novas metodologias para a atualizaçao do parâm etro de penalidade e o aperfeicoamento 
da implementacçãao do algoritmo Percival podem fazer com que melhores resultados sejam 
alcançcados. Para os problemas com restriçcoães de desigualdade, podemos implementar es- 
trategias estudadas em [1] para a atualizacão de variáveis de folga. Em [20], o escalamento 
da funcao objetivo e das restricoes do problema e sugerido. Portanto, a implementacão 
destas estratáegias pode melhorar o desempenho do algoritmo Percival.
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Conclusão
Neste trabalho estudamos e implementamos um metodo de Lagrangiano aumentado para 
resolver problemas de minimizaçao com restricoes de igualdade e caixa. Vimos que, a 
cada iteraçcãao do máetodo, um subproblema de minimizacçãao com somente as restriçcoães 
de caixa e considerado. A busca por um a solucão aproximada destes subproblemas foi 
estudada no Capátulo 1 com a utilizaçcãao de um máetodo de regiãao de confiançca, proposto 
por Lin e More em [13]. O desenvolvimento teorico da abordagem de Lin e More foi 
apresentada em que demonstramos um resultado de convergencia global ja  estabelecido. 
Utilizando alguns resultados de [12], [14]-[16] e adaptando algumas condiçoes a respeito 
do passo de Cauchy e da direcao de busca na obtencão da solucao dos subproblemas, 
conseguimos provar que qualquer ponto limite da sequencia gerada pelo metodo de regiao 
de confiança e estacionário. Alem desta teoria de convergencia, estudamos quais propri­
edades geometricas do algoritmo de Lin e More motivam alguns procedimentos prâticos 
que podem ser realizados computacionalmente.
O metodo de Lagrangiano aumentado foi apresentado no Capátulo 2. Implemen­
tamos o algoritmo em linguagem de programacao Julia, com base no desenvolvimento 
pratico proposto em [1] e utilizando a infraestrutura computacional JuliaSmoothOptimi- 
zers [17] para otimizacão nao linear. Denominamos nossa implementacão de Percival e a 
disponibilizamos em [18]. Realizamos testes numericos do algoritmo em 384 problemas 
da colecão CUTEst [19] e comparamos os resultados com o algoritmo IP O PT  [20].
Atraves das comparacães apresentadas no Capátulo 3, concluámos que o desempenho 
do algoritmo IPO P T  e superior ao desempenho do algoritmo Percival, tanto  no tempo de 
execucao quanto no numero de avaliaçães de funcao objetivo e de gradiente se conside­
rarmos todos os 384 problemas. Observamos que, para problemas com somente restricoes 
de igualdade, o algoritmo Percival resolve um a quantidade maior de problemas. Obser­
vamos que, em ralacao ao tem po de execucao para os problemas com somente restricoes 
de igualdade, os algoritmos obtiveram resultados muito práoximos. No entanto, o algo­
ritmo IPO P T  e mais eficiente em avaliacães de funcão. Para os problemas com restriçoes 
de desigualdade e caixa, igualdade e caixa e somente de desigualdade, concluámos que o 
algoritmo IP O P T  áe mais eficiente e mais robusto em qualquer caso.
Em muitos problemas o parâm etro de penalidade utilizado no metodo de Lagrangi- 
ano aumentado implementado torna-se muito grande, ocasionando a falha do algoritmo. 
Sendo assim, destacamos como trabalhos futuros, o aperfeicçoamento da implementaçcaão 
do algoritmo Percival e o estudo de novas abordagens para serem aplicadas na atualizacao 
do parâm etro de penalidade. Alem disso, para os problemas com restricães de desigual­
dade, o algoritmo Percival pode ser melhorado atraves da implementacão de estrategias 
estudadas em [1] para a atualizacao de variáveis de folga. Estrategias de escalamento da 
função objetivo e das restricães do problema sao discutidas em [20] e tambem podem ser
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aplicadas para melhorar o desempenho do algoritmo.
Alem do aperfeicoamento da implementacao do algoritmo Percival, podemos estudar 
a resoluçao de problemas de quadrados mínimos nao lineares com restricães de caixa. 
Nesse caso, a funçao objetivo nestes problemas e da forma f  : ]Rn ^  R , com
f  (x) =  2 HF (x)B2.
sendo F  : R n ^  R m. Uma aproximacao linear para F  pode ser feita, aproximando o 
problema original por um problema de quadrados mínimos linear com restriçães de caixa. 
A adaptaçcãao do algoritmo de Lin e Moráe para resolver este problema aproximado pode ser 
estudada. Sendo assim, destacamos como um possível trabalho futuro, a implementacao 
computacional desta adaptaçcãao.
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Apêndice A  
Anexos
name solver nvar ncon status objective primaLfeas evals
A4X12 IPOPT 130 385 first_order 6.81e—01 0.00e+00 609
Percival 130 385 max_time -2.53e+01 4.33e—02 2149
ACOPP118 IPOPT 344 608 first_order 1.30e+05 6.19e—12 57
Percival 344 608 max_time 2.11e+05 1.61e+05 2163
ACOPP14 IPOPT 38 68 first_order 8.08e+03 1.21e—14 36
Percival 38 68 first_order 8.08e+03 9.52e—08 52135
ACOPP30 IPOPT 72 142 first_order 5.77e+02 1.78e—14 66
Percival 72 142 max_time 5.77e+02 7.04e—04 5686
ACOPP57 IPOPT 128 274 first_order 4.17e+04 2.04e—14 56
Percival 128 274 max_time 5.64e+04 1.08e+05 13531
ACOPR118 IPOPT 344 726 first_order 1.30e+05 7.49e—13 365
Percival 344 726 max_time 1.32e+05 2.82e+04 4901
ACOPR14 IPOPT 38 82 first_order 8.08e+03 1.02e—14 561
Percival 38 82 max_time 8.20e+03 1.23e+02 24373
ACOPR30 IPOPT 72 172 first_order 5.77e+02 1.69e—14 67
Percival 72 172 max_time 5.77e+02 1.06e—04 5617
ACOPR57 IPOPT 128 331 first_order 4.17e+04 2.44e—14 180
Percival 128 331 max_time 6.04e+04 1.53e+04 3030
AGG IPOPT 163 488 first_order —3.60e+07 1.16e—10 578
Percival 163 488 max_time —7.83e+05 9.53e+02 15121
AIRPORT IPOPT 84 42 first_order 4.80e+04 0.00e+00 48
Percival 84 42 first_order 4.80e+04 1.85e—11 286
ALJAZZAF IPOPT 1000 1 first_order 3.74e+04 6.71e—10 180
Percival 1000 1 first_order 3.74e+04 2.08e—08 281
ALLINITA IPOPT 4 4 first_order 3.33e+01 1.11e—16 73
Percival 4 4 first_order 3.33e+01 6.35e—07 497
ALLINITC IPOPT 4 1 first_order 3.05e+01 1.11e—16 81
Percival 4 1 first_order 3.05e+01 8.24e—07 468
ALSOTAME IPOPT 2 1 first_order 8.21e—02 0.00e+00 27
Percival 2 1 first_order 8.21e—02 2.39e—08 47
ANTWERP IPOPT 27 10 first_order 3.25e+03 1.10e—16 326
Percival 27 10 max_time 5.49e+05 3.58e—01 369686
AVGASA IPOPT 8 10 first_order —4.63e+00 0.00e+00 33
Percival 8 10 first_order —4.63e+00 3.16e—07 56
AVGASB IPOPT 8 10 first_order —4.48e+00 0.00e+00 36
Percival 8 10 first_order —4.48e+00 1.07e—08 116
AVION2 IPOPT 49 15 first_order 9.47e+07 1.36e—12 179
Percival 49 15 max_time 9.47e+07 5.12e—02 702233
BATCH IPOPT 48 73 first_order 2.59e+05 1.11e—16 249
Percival 48 73 max_iter 2.59e+05 1.71e—12 42264
BIGGSC4 IPOPT 4 7 first_order —2.45e+01 0.00e+00 76
Percival 4 7 first_order —2.45e+01 1.10e—07 63
BRITGAS IPOPT 450 360 max_iter —3.80e—04 1.07e—04 9812
Percival 450 360 max_time 1.62e+02 9.15e+00 19
BT1 IPOPT 2 1 first_order — 1.00e+00 3.17e—07 24
Percival 2 1 first_order — 1.00e+00 5.75e—07 80
BT10 IPOPT 2 2 first_order — 1.00e+00 4.18e—09 21
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Percival 2 2 first_order - 1.00e+00 8.41e—07 104
BT11 IPOPT 5 3 first_order 8.25e—01 1.19e—08 24
Percival 5 3 first_order 8.25e—01 2.50e—07 137
BT12 IPOPT 5 3 first_order 6.19e+00 3.23e—13 15
Percival 5 3 first_order 6.19e+00 8.73e—11 150
BT13 IPOPT 5 1 first_order 8.09e-08 6.13e—07 69
Percival 5 1 first_order —7.70e—82 1.24e—42 222
BT2 IPOPT 3 1 first_order 3.26e—02 2.19e—12 39
Percival 3 1 first_order 3.26e—02 7.89e—12 296
BT3 IPOPT 5 3 first_order 4.09e+00 1.07e—14 6
Percival 5 3 first_order 4.09e+00 3.73e—07 89
BT4 IPOPT 3 2 first_order —3.70e+00 1.03e—09 30
Percival 3 2 first_order —4.55e+01 1.57e—08 126
BT5 IPOPT 3 2 first_order 9.62e+02 4.19e—07 21
Percival 3 2 first_order 9.62e+02 9.86e—07 84
BT6 IPOPT 5 2 first_order 2.77e—01 5.31e—11 46
Percival 5 2 first_order 5.15e+00 2.16e—08 695
BT7 IPOPT 5 3 first_order 3.07e+02 8.88e—16 60
Percival 5 3 first_order 3.06e+02 7.82e—07 287
BT8 IPOPT 5 2 first_order 1.00e+00 5.24e—24 176
Percival 5 2 first_order 1.00e+00 1.61e—08 151
BT9 IPOPT 4 2 first_order — 1.00e+00 1.68e—12 42
Percival 4 2 first_order — 1.00e+00 1.10e—08 272
BURKEHAN IPOPT 1 1 infeasible —3.35e—05 1.00e+00 28
Percival 1 1 stalled 0.00e+00 1.00e+00 3775
BYRDSPHR IPOPT 3 2 first_order —4.68e+00 2.06e—07 54
Percival 3 2 first_order —4.68e+00 2.43e—10 126
C-RELOAD IPOPT 342 284 first_order — 1.02e+00 1.78e—07 934
Percival 342 284 first_order — 1.02e+00 1.38e—08 1682
CANTILVR IPOPT 5 1 first_order 1.34e+00 0.00e+00 36
Percival 5 1 first_order 1.34e+00 2.46e—09 230
CB2 IPOPT 3 3 first_order 1.95e+00 0.00e+00 27
Percival 3 3 first_order 1.95e+00 3.18e—09 174
CB3 IPOPT 3 3 first_order 2.00e+00 0.00e+00 30
Percival 3 3 first_order 2.00e+00 4.99e—10 158
CHACONN1 IPOPT 3 3 first_order 1.95e+00 0.00e+00 21
Percival 3 3 first_order 1.95e+00 2.59e—10 164
CHACONN2 IPOPT 3 3 first_order 2.00e+00 0.00e+00 31
Percival 3 3 first_order 2.00e+00 5.34e—08 118
CHAIN IPOPT 802 401 first_order 5.07e+00 7.08e—09 24
Percival 802 401 max_time 1.53e+00 2.79e—01 2600
CLEUVEN7 IPOPT 360 946 first_order 6.83e+02 0.00e+00 90
Percival 360 946 max_time 6.83e+02 2.65e—04 242
COATINGNE IPOPT 134 252 unknown 0.00e+00 X 0
Percival 134 252 max_time 7.28e—12 2.15e+00 17073
CONCON IPOPT 15 11 first_order —6.23e+03 1.53e—10 30
Percival 15 11 max_iter —6.23e+03 4.17e—10 11914
CONGIGMZ IPOPT 3 5 first_order 2.80e+01 9.99e—08 82
Percival 3 5 first_order 2.80e+01 6.21e—07 143
CORE1 IPOPT 65 59 first_order 9.11e+01 9.40e—10 257
Percival 65 59 max_time 9.36e+01 2.29e—01 110923
CORE2 IPOPT 157 134 first_order 7.29e+01 1.39e—12 593
Percival 157 134 max_time 7.44e+01 1.77e—01 44655
CRESC100 IPOPT 6 200 infeasible — 1.86e—11 2.91e—01 2429
Percival 6 200 first_order 5.68e—01 7.43e—11 2212
CRESC4 IPOPT 6 8 first_order 8.72e—01 0.00e+00 849
Percival 6 8 first_order 8.72e—01 2.15e—10 912
CRESC50 IPOPT 6 100 infeasible — 1.32e—10 5.57e—01 1400
Percival 6 100 max_time 5.95e—01 4.18e—05 45832
CSFI1 IPOPT 5 4 first_order —4.91e+01 8.94e—12 49
Percival 5 4 first_order —4.91e+01 3.72e—09 308
CSFI2 IPOPT 5 4 first_order 5.50e+01 2.13e—14 69
Percival 5 4 first_order 5.50e+01 1.74e—08 2151
DALLASL IPOPT 906 667 first_order —2.03e+05 4.16e—14 87
Percival 906 667 max_time —2.01e+05 4.46e+00 334
DALLASM IPOPT 196 151 first_order —4.82e+04 7.11e—15 61
Percival 196 151 max_time —4.82e+04 1.66e—05 7195
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DALLASS IPOPT 46 31 first_order -3.24e+04 1.42e-14 87
Percival 46 31 first_order -3.24e+04 4.12e-08 934
DECONVC IPOPT 63 1 first_order 2.57e-03 2.72e-15 259
Percival 63 1 first_order 6.13e-12 3.19e-07 643
DEGENLPA IPOPT 20 15 first_order 3.05e+00 2.74e-17 77
Percival 20 15 first_order 3.06e+00 5.64e-09 20957
DEGENLPB IPOPT 20 15 first_order -3.08e+01 5.55e-17 99
Percival 20 15 first_order -3.07e+01 9.11e-13 3582
DEMBO7 IPOPT 16 20 first_order 1.75e+02 0.00e+00 122
Percival 16 20 max_iter 1.75e+02 8.18e-12 90916
DEMYMALO IPOPT 3 3 first_order -3.00e+00 0.00e+00 36
Percival 3 3 first_order -3.00e+00 9.16e-07 130
DEVGLA2NE IPOPT 5 16 unknown 0.00e+00 X 0
Percival 5 16 first_order - 2.42e-27 9.81e-08 335
DIPIGRI IPOPT 7 4 first_order 6.81e+02 0.00e+00 46
Percival 7 4 first_order 6.81e+02 1.43e-07 1897
DISC2 IPOPT 29 23 first_order 1.56e+00 4.12e-09 152
Percival 29 23 first_order 1.56e+00 1.13e-08 344
DISCS IPOPT 36 66 infeasible 1.21e+01 4.00e+00 405
Percival 36 66 max_time 2.05e+01 7.40e- 03 43403
DIXCHLNG IPOPT 10 5 first_order 2.47e+03 2.22e-16 33
Percival 10 5 first_order 1.84e+03 1.55e- 07 398
DIXCHLNV IPOPT 1000 500 first_order 0.00e+00 0.00e+00 139
Percival 1000 500 max_time 3.90e+07 4.42e+02 1135
DNIEPER IPOPT 61 24 first_order 1.87e+04 1.28e- 09 93
Percival 61 24 first_order 1.87e+04 1.42e- 08 166
DRUGDISE IPOPT 603 500 small_step 4.04e+02 1.80e- 16 721
Percival 603 500 max_time 2.40e+00 5.22e- 01 1705
DUAL1 IPOPT 85 1 first_order 3.50e- 02 3.37e- 16 42
Percival 85 1 first_order 3.50e- 02 1.30e- 10 46
DUAL2 IPOPT 96 1 first_order 3.37e- 02 1.51e- 16 36
Percival 96 1 first_order 3.37e- 02 1.62e- 10 37
DUAL3 IPOPT 111 1 first_order 1.36e- 01 5.80e- 16 33
Percival 111 1 first_order 1.36e- 01 8.29e- 11 37
DUAL4 IPOPT 75 1 first_order 7.46e- 01 1.95e- 16 33
Percival 75 1 first_order 7.46e- 01 4.65e- 09 37
DUALC1 IPOPT 9 215 first_order 6.16e+03 2.78e-17 96
Percival 9 215 first_order 6.16e+03 1.51e- 11 14989
DUALC2 IPOPT 7 229 first_order 3.55e+03 1.72e-17 66
Percival 7 229 first_order 3.55e+03 4.78e-08 446
DUALC5 IPOPT 8 278 first_order 4.27e+02 0.00e+00 39
Percival 8 278 first_order 4.27e+02 5.84e-11 860
DUALC8 IPOPT 8 503 first_order 1.83e+04 1.25e- 16 51
Percival 8 503 ma^time 1.83e+04 3.33e-12 8552
EIGMAXA IPOPT 101 101 first_order -1 .00e+00 2.81e- 08 44
Percival 101 101 first_order -1 .00e+00 5.05e- 08 68
EIGMAXB IPOPT 101 101 first_order - 9.67e- 04 8.40e- 13 27
Percival 101 101 first_order - 9.67e- 04 4.81e- 09 744
EIGMAXC IPOPT 202 202 first_order -1 .00e+00 3.03e- 09 27
Percival 202 202 first_order -1 .00e+00 2.27e-08 71
EIGMINA IPOPT 101 101 first_order 1.00e+00 2.81e- 08 44
Percival 101 101 first_order 1.00e+00 1.86e- 08 68
EIGMINB IPOPT 101 101 first_order 9.67e- 04 8.41e- 13 27
Percival 101 101 first_order 9.67e- 04 4.35e- 08 1095
EIGMINC IPOPT 202 202 first_order 1.00e+00 3.03e- 09 27
Percival 202 202 first_order 1.00e+00 6.94e-08 54
ELATTAR IPOPT 7 102 first_order 7.42e+01 0.00e+00 313
Percival 7 102 stalled 0.00e+00 1.74e+02 632
ELEC IPOPT 600 200 first_order 1.84e+04 7.74e-11 463
Percival 600 200 first_order 1.84e+04 9.80e- 08 324
EQC IPOPT 9 3 first_order -8.30e+02 0.00e+00 26
Percival 9 3 max_eval -9.40e+02 2.50e+00 2200634
ERRINBAR IPOPT 18 9 first_order 2.80e+01 7.18e-09 150
Percival 18 9 first_order 2.80e+01 3.78e-09 18687
EXPFITA IPOPT 5 22 first_order 1.14e- 03 0.00e+00 109
Percival 5 22 first_order 1.14e- 03 4.76e- 09 74
EXPFITB IPOPT 5 102 first_order 5.02e- 03 0.00e+00 182
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Percival 5 102 first_order 5.02e—03 2.64e—10 109
EXPFITC IPOPT 5 502 first_order 2.33e—02 0.00e+00 335
Percival 5 502 first_order 2.33e—02 1.22e—11 257
EXTRASIM IPOPT 2 1 first_order 1.00e+00 0.00e+00 18
Percival 2 1 first_order 1.00e+00 0.00e+00 37
FCCU IPOPT 19 8 first_order 1.11e+01 1.78e—15 27
Percival 19 8 first_order 1.11e+01 5.53e—09 70
FEEDLOC IPOPT 90 259 first_order 1.77e—07 1.20e—07 129
Percival 90 259 max_time 1.39e—01 4.43e+01 34785
FLETCHER IPOPT 4 4 first_order 1.95e+01 1.33e—15 78
Percival 4 4 first_order 1.95e+01 1.59e—07 89
FLT IPOPT 2 2 first_order 0.00e+00 3.88e—07 24
Percival 2 2 first_order —4.67e—48 3.06e—25 55
GENHS28 IPOPT 10 8 first_order 9.27e—01 4.44e—16 6
Percival 10 8 first_order 9.27e—01 1.68e—08 89
GIGOMEZ1 IPOPT 3 3 first_order —3.00e+00 0.00e+00 51
Percival 3 3 first_order —3.00e+00 1.27e—10 281
GIGOMEZ2 IPOPT 3 3 first_order 1.95e+00 0.00e+00 27
Percival 3 3 first_order 1.95e+00 3.09e—08 209
GIGOMEZ3 IPOPT 3 3 first_order 2.00e+00 0.00e+00 27
Percival 3 3 first_order 2.00e+00 9.22e—10 150
GMNCASE1 IPOPT 175 300 first_order 2.67e—01 0.00e+00 36
Percival 175 300 first_order 2.67e—01 1.78e—07 243
GMNCASE4 IPOPT 175 350 first_order 5.95e+03 0.00e+00 147
Percival 175 350 first_order 5.95e+03 1.37e—09 1116
GOFFIN IPOPT 51 50 first_order 4.54e—06 0.00e+00 27
Percival 51 50 first_order 3.80e—20 7.65e—19 117
GOULDQP1 IPOPT 32 17 first_order —3.49e+03 1.78e—15 100
Percival 32 17 first_order —3.49e+03 7.83e—08 325
GROUPING IPOPT 100 125 unknown 0.00e+00 X 0
Percival 100 125 first_order 1.39e+01 0.00e+00 5
HAIFAM IPOPT 99 150 first_order —4.50e+01 0.00e+00 99
Percival 99 150 max_time —4.37e+01 2.38e—03 6882
HAIFAS IPOPT 13 9 first_order —4.50e—01 0.00e+00 28
Percival 13 9 first_order —4.50e—01 2.57e—08 92
HALDMADS IPOPT 6 42 first_order 2.45e+00 0.00e+00 485
Percival 6 42 first_order 1.22e—04 6.24e—11 338
HATFLDH IPOPT 4 7 first_order —2.45e+01 0.00e+00 45
Percival 4 7 first_order —2.45e+01 5.35e—09 80
HIE1372D IPOPT 637 525 first_order 2.78e+02 3.98e—13 54
Percival 637 525 max_time 2.82e+02 1.48e—03 44080
HIMMELBI IPOPT 100 12 first_order — 1.74e+03 0.00e+00 78
Percival 100 12 first_order — 1.74e+03 8.88e—08 13503
HIMMELBJ IPOPT 45 14 unknown — 1.90e+03 2.31e—08 73570
Percival 45 14 first_order — 1.91e+03 1.50e—09 150879
HIMMELBK IPOPT 24 14 first_order 5.18e—02 6.97e—09 54
Percival 24 14 first_order 5.18e—02 1.66e—07 734
HIMMELP2 IPOPT 2 1 first_order —8.20e+00 0.00e+00 57
Percival 2 1 first_order —8.20e+00 3.90e—08 4200
HIMMELP3 IPOPT 2 2 first_order —5.90e+01 0.00e+00 39
Percival 2 2 first_order —8.20e+00 1.71e—12 149
HIMMELP4 IPOPT 2 3 first_order —5.90e+01 0.00e+00 75
Percival 2 3 first_order —8.20e+00 2.39e—08 194
HIMMELP5 IPOPT 2 3 first_order —5.90e+01 0.00e+00 348
Percival 2 3 first_order —5.90e+01 0.00e+00 2346
HIMMELP6 IPOPT 2 5 first_order —5.90e+01 0.00e+00 79
Percival 2 5 first_order —8.20e+00 1.71e—12 1556
HONG IPOPT 4 1 first_order 2.26e+01 5.55e—17 30
Percival 4 1 first_order 2.26e+01 7.85e—08 113
HS10 IPOPT 2 1 first_order — 1.00e+00 0.00e+00 39
Percival 2 1 first_order — 1.00e+00 5.91e—07 165
HS100 IPOPT 7 4 first_order 6.81e+02 0.00e+00 46
Percival 7 4 first_order 6.81e+02 1.73e—07 1866
HS100LNP IPOPT 7 2 first_order 6.81e+02 1.42e—14 63
Percival 7 2 first_order 6.81e+02 5.69e—09 195
HS100MOD IPOPT 7 4 first_order 6.79e+02 0.00e+00 46
Percival 7 4 max_eval 6.79e+02 3.12e—02 788436
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HS101 IPOPT 7 5 first_order l.8le+0S 0.00e+00 398
Percival 7 5 max_time 2.62e+03 9.15e-04 574238
HS102 IPOPT 7 5 first_order 9.l2e+02 0.00e+00 7O
Percival 7 5 max_time 6.05e+02 1. 46e-  01 491549
HS10S IPOPT 7 5 first_order 5.44e+02 0.00e+00 182
Percival 7 5 max_eval 5.08e+02 2.42e- 02 256572
HS104 IPOPT 8 5 first_order S.95e+00 0.00e+00 27
Percival 8 5 first_order 3.95e+00 1.75e- 07 135
HS105 IPOPT 8 1 first_order l.04e+03 0.00e+00 54
Percival 8 1 first_order 1.06e+03 5.81e-11 79
HS10O IPOPT 8 O first_order 7.05e+0S 0.00e+00 48
Percival 8 6 max_eval 6.51e+03 8.02e- 02 234474
HS107 IPOPT 9 O first_order 5.0Oe+0S 2.22e- 1O 30
Percival 9 O first_order 5.0Oe+0S 2.O8e- 07 142
HS108 IPOPT 9 13 first_order - 6.75e- 01 0.00e+00 51
Percival 9 13 first_order - 8.OOe- 01 O.S7e-10 219
HS109 IPOPT 9 10 first_order 5.3Oe+0S 2.50e- 11 9O
Percival 9 10 max_iter 5.48e+03 3.72e- 09 74616
HS11 IPOPT 2 1 first_order -8.50e+00 0.00e+00 27
Percival 2 1 first_order -8.50e+00 1.39e-08 100
HS111 IPOPT 10 S first_order -4.78e+0l 9.45e- 08 45
Percival 10 S first_order -4.78e+0l 5.33e-07 11O
HS111LNP IPOPT 10 S first_order -4.78e+0l 2.72e- 07 45
Percival 10 S first_order -4.78e+0l 5.33e-07 11O
HS112 IPOPT 10 S first_order -4.78e+0l 2.78e-17 54
Percival 10 S first_order -4.78e+0l O.90e- 07 83
HS11S IPOPT 10 8 first_order 2.4Se+0l 0.00e+00 SO
Percival 10 8 first_order 2.4Se+0l 4.92e- 08 O92
HS114 IPOPT 10 11 first_order -l.77e+0S 4.2Oe- 14 O0
Percival 10 11 first_order -l.77e+03 S.8Oe-08 O77
HS11O IPOPT 13 14 first_order 9.7Oe+0l 0.00e+00 75
Percival 13 14 max_iter 9.7Oe+0l 9.O9e- 11 50584
HS117 IPOPT 15 5 first_order S.2Se+0l 0.00e+00 O9
Percival 15 5 first_order S.2Se+0l 9.40e- 11 7O1
HS118 IPOPT 15 17 first_order O.O5e+02 0.00e+00 SO
Percival 15 17 first_order O.O5e+02 l.O4e-08 258
HS119 IPOPT 1O 8 first_order 2.45e+02 O.OOe- 1O 48
Percival 1O 8 first_order 2.45e+02 1.74e-09 225
HS12 IPOPT 2 1 first_order -3.00e+0l 0.00e+00 27
Percival 2 1 first_order -3.00e+0l 4.O0e- 08 114
HS13 IPOPT 2 1 first_order 9.95e- 01 0.00e+00 188
Percival 2 1 first_order 9.83e-01 5.7Oe- 07 457
HS14 IPOPT 2 2 first_order l.S9e+00 2.22e- 1O 24
Percival 2 2 first_order l.S9e+00 9.98e-08 79
HS15 IPOPT 2 2 first_order S.0Oe+02 0.00e+00 55
Percival 2 2 first_order S.0Oe+02 O.24e-08 195
HS1O IPOPT 2 2 first_order 2.3le+0l 0.00e+00 30
Percival 2 2 first_order 2.3le+0l 3.18e-07 81
HS17 IPOPT 2 2 first_order l.00e+00 0.00e+00 51
Percival 2 2 first_order l.00e+00 l.O7e-07 229
HS18 IPOPT 2 2 first_order 5.00e+00 0.00e+00 51
Percival 2 2 first_order 5.00e+00 9.77e- 08 730
HS19 IPOPT 2 2 first_order -O.9Oe+0S 0.00e+00 39
Percival 2 2 first_order -O.9Oe+0S 7.O0e- 11 253
HS20 IPOPT 2 S first_order 4.02e+0l 0.00e+00 27
Percival 2 S first_order 4.02e+0l 2.54e-07 84
HS21 IPOPT 2 1 first_order - l .00e+02 0.00e+00 27
Percival 2 1 first_order - l .00e+02 0.00e+00 59
HS21MOD IPOPT 7 1 first_order -9.O0e+0l 0.00e+00 39
Percival 7 1 first_order -9.O0e+0l 0.00e+00 59
HS22 IPOPT 2 2 first_order l.00e+00 0.00e+00 21
Percival 2 2 first_order l.00e+00 1.O9e- 09 107
HS2S IPOPT 2 5 first_order 2.00e+00 0.00e+00 34
Percival 2 5 first_order 2.00e+00 1.09e- 08 2O8
HS24 IPOPT 2 S first_order - l .00e+00 0.00e+00 40
Percival 2 S first_order - l .00e+00 3.57e-07 59
HS2O IPOPT S 1 first_order 2.17e- 12 8.29e- 07 O0
Continua na proxima pagina
71
name solver nvar ncon status objective primaLfeas evals
Percival S 1 first_order 2.08e- 1S 1.8Oe- 0r 15O
HS2O8 IPOPT 5 5 first_order 1.80e- 0r 0.00e+00 45
Percival 5 5 first_order S.O4e-11 2.r9e-08 S845r
HS2r IPOPT S 1 first_order 4.00e-02 9.59e-08 2O1
Percival S 1 first_order 4.00e-02 S.0Oe-11 224
HS28 IPOPT S 1 first_order S.08e- S1 4.44e-lO O
Percival S 1 first_order 1.05e- S1 1.11e- 1S 5S
HS29 IPOPT S 1 first_order -2.2Oe+0l 0.00e+00 2r
Percival S 1 first_order -2.2Oe+0l 1.29e-11 lr4
HSS0 IPOPT S 1 first_order l.00e+00 0.00e+00 S0
Percival S 1 first_order l.00e+00 1.49e-09 88
HSS1 IPOPT S 1 first_order O.00e+00 0.00e+00 24
Percival S 1 first_order O.00e+00 1.S2e-08 OO
HSS2 IPOPT S 2 first_order l.00e+00 0.00e+00 42
Percival S 2 first_order l.00e+00 2.r2e- 0r 98
HSSS IPOPT S 2 first_order -4.59e+00 0.00e+00 40
Percival S 2 first_order -4.00e+00 7.82e- 07 G4
HSS4 IPOPT S 2 first_order - 8.S4e- 01 0.00e+00 S0
Percival S 2 first_order - 8.S4e- 01 O.0Se- 0r 111
HSS5 IPOPT S 1 first_order 1.11e- 01 0.00e+00 24
Percival S 1 first_order 1.11e- 01 5.22e- 09 54
HSS5I IPOPT S 1 first_order 1.11e- 01 0.00e+00 24
Percival S 1 first_order 1.11e- 01 5.22e- 09 54
HSS5MOD IPOPT S 1 first_order 2.50e- 01 0.00e+00 SO
Percival S 1 first_order 2.50e- 01 l.2re -08 5S
HSSO IPOPT S 1 first_order -S.30e+0S 0.00e+00 S9
Percival S 1 first_order -S.30e+0S 0.00e+00 S5
HSSr IPOPT S 2 first_order -S.4Oe+0S 0.00e+00 SO
Percival S 2 first_order -S.4Oe+0S 2.12e- 0r 108
HSS9 IPOPT 4 2 first_order - l .00e+00 1.O8e- 12 42
Percival 4 2 first_order - l .00e+00 1.10e- 08 2r2
HS40 IPOPT 4 S first_order - 2.50e- 01 1.8Oe- 10 12
Percival 4 S first_order - 2.50e- 01 1.2Se- 0r r4
HS41 IPOPT 4 1 first_order l.9Se+00 0.00e+00 S2
Percival 4 1 first_order l.9Se+00 8.95e- 08 40
HS42 IPOPT 4 2 first_order l.S9e+0l 5.21e- 09 12
Percival 4 2 first_order l.39e+0l l.5re-0r 50
HS4S IPOPT 4 S first_order -4.40e+0l 0.00e+00 S0
Percival 4 S first_order -4.40e+0l 1.4Se- 08 155
HS44 IPOPT 4 O first_order -l.30e+0l 0.00e+00 58
Percival 4 O first_order -l.30e+0l 2.0Oe- 0r OS
HS44NEW IPOPT 4 O first_order -l.50e+0l 0.00e+00 45
Percival 4 G first_order -1.S0e+01 1.87e- 07 54
HS4O IPOPT 5 2 first_order l.44e-11 9.4re- 0r 42
Percival 5 2 first_order r .S8e- 15 2.Sre- 0r 22O
HS47 IPOPT 5 S first_order S.SGe- 11 1.04e- 07 52
Percival 5 S first_order - 2.Ore- 02 2.90e- 08 1r5
HS48 IPOPT 5 2 first_order S.94e- S1 4.44e-lO O
Percival 5 2 first_order 0.00e+00 S.lre-09 45
HS49 IPOPT 5 2 first_order 1.S8e- 09 4.44e-lO 51
Percival 5 2 first_order O.1Se- 1O S.lSe-10 S52
HS50 IPOPT 5 S first_order 0.00e+00 0.00e+00 S0
Percival 5 S first_order 1.84e- 18 O.1Oe- 09 r2
HS51 IPOPT 5 S first_order 4.9Se- S2 0.00e+00 O
Percival 5 S first_order 9.15e- 14 1.82e- 0r O1
HS52 IPOPT 5 S first_order 5.33e+00 4.44e-lO O
Percival 5 S first_order 5.33e+00 2.10e- 0r 50
HS5S IPOPT 5 S first_order 4.09e+00 1.11e- 1O 21
Percival 5 S first_order 4.09e+00 1.rre- 0r 59
HS54 IPOPT O 1 first_order - 9.08e- 01 9.09e- 1S 48
Percival G 1 first_order - 8.G7e- 01 2.74e- 07 95
HS55 IPOPT O O first_order O.rle+00 S.55e- 08 9
Percival O O first_order O.Ore+00 5.24e-lO 54
HS5O IPOPT r 4 first_order -3.4Oe+00 O.04e-14 SS
Percival r 4 first_order -3.4Oe+00 4.18e-0r r0
HS5r IPOPT 2 1 first_order S.0Oe- 02 0.00e+00 r4
Percival 2 1 first_order 2.85e- 02 O.58e- 08 9r
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HS59 IPOPT 2 3 first_order -7.80e+00 0.00e+00 1O0
Percival 2 3 first_order -7.80e+00 1.02e-10 492
HSO IPOPT 2 1 first_order 0.00e+00 0.00e+00 19
Percival 2 1 first_order 1.03e-19 7.10e-10 271
HSO0 IPOPT 3 1 first_order 3.2Oe-02 8.88e -1O 24
Percival 3 1 first_order 3.2Oe-02 O.40e-08 79
HSd IPOPT 3 2 first_order -1.44e+02 9.12e-12 30
Percival 3 2 first_order -1.44e+02 1.92e-10 122
HSO2 IPOPT 3 1 first_order -2.O3e+04 O.94e-18 29
Percival 3 1 first_order -2.O3e+04 3.92e-07 207
HSO3 IPOPT 3 2 first_order 9.O2e+02 8.70e-14 24
Percival 3 2 first_order 9.O2e+02 1.08e-07 83
HSO4 IPOPT 3 1 first_order O.30e+03 0.00e+00 54
Percival 3 1 first_order O.30e+03 7.21e-07 213
HSO5 IPOPT 3 1 first_order 9.54e-01 0.00e+00 149
Percival 3 1 first_order 9.54e-01 1.84e-08 2O4
HSOO IPOPT 3 2 first_order 5.18e-01 0.00e+00 24
Percival 3 2 first_order 5.18e-01 2.83e-08 O0
HSO7 IPOPT 3 14 first_order -1.1Oe+03 0.00e+00 33
Percival 3 14 first_order -1.1Oe+03 7.54e-13 440
HSO8 IPOPT 4 2 first_order - 9.20e-01 1.37e-09 O3
Percival 4 2 first_order - 9.20e-01 8.05e-08 414
HSO9 IPOPT 4 2 first_order -9.57e+02 3.77e-15 54
Percival 4 2 first_order -9.57e+02 1.55e-07 2O3
HS7 IPOPT 2 1 first_order -1.73e+00 2.51e-13 84
Percival 2 1 first_order -1.73e+00 8.49e-10 244
HS70 IPOPT 4 1 first_order 7.50e-03 0.00e+00 104
Percival 4 1 first_order 7.50e-03 7.37e-07 189
HS71 IPOPT 4 2 first_order 1.70e+01 1.O2e -11 27
Percival 4 2 first_order 1.70e+01 3.58e-10 118
HS72 IPOPT 4 2 first_order 7.28e+02 0.00e+00 51
Percival 4 2 first_order 7.28e+02 3.30e-08 d 3
HS73 IPOPT 4 3 first_order 2.99e+01 O.94e-18 27
Percival 4 3 exception X X 0
HS74 IPOPT 4 5 first_order 5.13e+03 1.14e-13 30
Percival 4 5 first_order 5.13e+03 3.40e-10 3999
HS75 IPOPT 4 5 first_order 5.17e+03 9 .d e -10 27
Percival 4 5 ma^eval 5.17e+03 1.43e-07 4O4072
HS7O IPOPT 4 3 first_order -4.O8e+00 0.00e+00 24
Percival 4 3 first_order -4.O8e+00 3.38e-09 51
HS7d IPOPT 4 3 first_order -4.O8e+00 0.00e+00 24
Percival 4 3 first_order -4.O8e+00 3.38e-09 51
HS77 IPOPT 5 2 first_order 2.42e-01 2.2Oe-10 37
Percival 5 2 first_order 5.53e+00 4.38e- 09 304
HS78 IPOPT 5 3 first_order -2.92e+00 5.5Oe-12 15
Percival 5 3 first_order -2.92e+00 9.59e- 07 O2
HS79 IPOPT 5 3 first_order 7.88e- 02 3.89e-09 15
Percival 5 3 first_order 7.88e- 02 1.89e-09 130
HS8 IPOPT 2 2 first_order - 1.00e+00 1.25e- 10 18
Percival 2 2 first_order - 1.00e+00 4.92e- 13 52
HS80 IPOPT 5 3 first_order 5.39e- 02 7.09e- 11 21
Percival 5 3 first_order 5.39e- 02 1.O7e-07 O5
HS81 IPOPT 5 3 first_order 5.39e- 02 7.03e- 11 24
Percival 5 3 first_order 5.39e- 02 1.1Oe-08 82
HS83 IPOPT 5 3 first_order -3.07e+04 0.00e+00 51
Percival 5 3 first_order -3.07e+04 4.79e-07 115
HS84 IPOPT 5 3 first_order -5.28e+0O 0.00e+00 57
Percival 5 3 max_iter -5.28e+0O 4.13e-10 42790
HS85 IPOPT 5 21 first_order - 2.22e+00 0.00e+00 OO
Percival 5 21 max_time -2.72e+07 1.81e+02 24901
HS8O IPOPT 5 10 first_order -3.23e+01 0.00e+00 33
Percival 5 10 first_order -3.23e+01 2.83e-07 85
HS87 IPOPT 6 4 max_iter 8.81e+03 3.28e+01 27292
Percival O 4 max_iter 9.00e+03 8.87e- 11 O4819
HS88 IPOPT 2 1 first_order 1.3Oe+00 0.00e+00 52
Percival 2 1 first_order 1.3Oe+00 1.89e-07 339
HS89 IPOPT 3 1 first_order 1.3Oe+00 0.00e+00 80
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Percival 3 1 first_order 1.36e+00 3.95e-07 530
HS9 IPOPT 2 1 first_order -5.00e-01 0.00e+00 14
Percival 2 1 first_order -5.00e-01 5.18e-07 50
HS90 IPOPT 4 1 first_order 1.36e+00 0.00e+00 72
Percival 4 1 first_order 1.36e+00 1.89e-07 671
HS91 IPOPT 5 1 first_order 1.36e+00 0.00e+00 42
Percival 5 1 first_order 1.36e+00 1.21e-07 705
HS92 IPOPT 6 1 first_order 1.36e+00 0.00e+00 65
Percival 6 1 first_order 1.36e+00 1.89e-07 581
HS93 IPOPT 6 2 first_order 1.35e+02 0.00e+00 30
Percival 6 2 stalled 0.00e+00 2.07e+00 452
HS95 IPOPT 6 4 first_order 1.56e-02 0.00e+00 72
Percival 6 4 first_order 1.56e-02 1.42e-14 130
HS96 IPOPT 6 4 first_order 1.56e-02 0.00e+00 58
Percival 6 4 first_order 1.56e-02 1.42e-14 169
HS97 IPOPT 6 4 first_order 4.07e+00 0.00e+00 54
Percival 6 4 first_order 4.07e+00 3.91e-12 321
HS98 IPOPT 6 4 first_order 4.07e+00 0.00e+00 63
Percival 6 4 first_order 3.14e+00 2.78e-14 533
HS99 IPOPT 7 2 first_order -8.31e+08 1.46e-10 24
Percival 7 2 max_iter -8.31e+08 5.53e-08 27929
HS99EXP IPOPT 31 21 first_order - 1.26e+12 1.11e-07 68
Percival 31 21 max_eval -1.13e+12 6.58e+02 381065
HUBFIT IPOPT 2 1 first_order 1.69e-02 0.00e+00 27
Percival 2 1 first_order 1.69e-02 4.05e-08 48
HYDROELM IPOPT 505 504 first_order -3.58e+06 0.00e+00 630
Percival 505 504 max_time -3.59e+06 9.94e+00 19925
HYDROELS IPOPT 169 168 first_order -3.58e+06 0.00e+00 363
Percival 169 168 first_order -3.58e+06 4.10e-09 26493
KISSING IPOPT 127 903 first_order 8.45e-01 6.84e-07 923
Percival 127 903 first_order 1.00e+00 1.92e-10 307
KISSING2 IPOPT 100 625 first_order 6.63e+00 0.00e+00 367
Percival 100 625 max_time 1.72e+01 2.16e-02 2512
KIWCRESC IPOPT 3 2 first_order 1.72e-07 0.00e+00 31
Percival 3 2 first_order 3.35e-09 9.49e-09 169
LAKES IPOPT 90 78 first_order 3.51e+05 2.80e-11 51
Percival 90 78 max_time 5.31e+08 8.33e+00 83390
LAUNCH IPOPT 25 28 first_order 9.00e+00 6.75e-11 65
Percival 25 28 stalled -4.45e+04 2.86e+01 39832
LEAKNET IPOPT 156 153 first_order 8.05e+00 5.01e- 13 55
Percival 156 153 max_time 7.20e+00 1.15e-02 21341
LEUVEN7 IPOPT 360 946 first_order 6.95e+02 0.00e+00 90
Percival 360 946 max_time 6.95e+02 8.09e- 04 207
LEWISPOL IPOPT 6 9 unknown 0.00e+00 X 0
Percival 6 9 infeasible 1.21e+00 3.06e- 05 1151
LHAIFAM IPOPT 99 150 unknown 0.00e+00 X 0
Percival 99 150 exception X X 0
LIN IPOPT 4 2 first_order -1.76e-02 2.78e-17 27
Percival 4 2 first_order -1.76e-02 8.20e- 09 96
LINSPANH IPOPT 97 33 first_order -7.70e+01 5.85e- 12 48
Percival 97 33 first_order -7.70e+01 3.15e- 07 52
LOADBAL IPOPT 31 31 first_order 4.53e- 01 3.19e-14 43
Percival 31 31 first_order 4.53e- 01 3.20e- 09 389
LOOTSMA IPOPT 3 2 first_order 1.41e+00 0.00e+00 43
Percival 3 2 stalled - 8.00e+00 2.83e+00 652
LOTSCHD IPOPT 12 7 first_order 2.40e+03 1.14e- 14 45
Percival 12 7 first_order 2.40e+03 6.32e- 07 45
LSNNODOC IPOPT 5 4 max_iter 1.23e+02 2.53e- 09 11089
Percival 5 4 first_order 1.23e+02 6.50e- 09 100
LSQFIT IPOPT 2 1 first_order 3.38e- 02 0.00e+00 24
Percival 2 1 first_order 3.38e- 02 3.23e- 07 48
MADSEN IPOPT 3 6 first_order 6.16e- 01 0.00e+00 67
Percival 3 6 first_order 6.16e- 01 1.23e- 10 255
MADSSCHJ IPOPT 201 398 first_order -4.99e+03 0.00e+00 136
Percival 201 398 max_time -1.17e+03 1.11e-02 4232
MAKELA1 IPOPT 3 2 first_order -1.41e+00 0.00e+00 57
Percival 3 2 first_order -1.41e+00 4.09e- 07 87
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MAKELA2 IPOPT 3 3 first_order 7.20e+00 0.00e+00 24
Percival 3 3 first_order 7.20e+00 3.24e—10 250
MAKELA3 IPOPT 21 20 first_order 1.81e—06 0.00e+00 51
Percival 21 20 first_order 7.08e—12 3.17e—11 1233
MAKELA4 IPOPT 21 40 first_order 3.63e—06 0.00e+00 24
Percival 21 40 first_order — 1.44e—18 9.23e—18 52
MARATOS IPOPT 2 1 first_order — 1.00e+00 3.19e—08 12
Percival 2 1 first_order — 1.00e+00 7.79e—09 68
MATRIX2 IPOPT 6 2 first_order 3.88e—06 0.00e+00 39
Percival 6 2 first_order 1.49e—23 7.12e—08 72
MCONCON IPOPT 15 11 first_order —6.23e+03 1.53e—10 30
Percival 15 11 max_iter —6.23e+03 2.75e—10 9580
MESH IPOPT 41 48 unknown — 1.44e+37 7.05e+00 438
Percival 41 48 max_time —7.99e+07 4.19e+00 566302
MIFFLIN1 IPOPT 3 2 first_order — 1.00e+00 0.00e+00 21
Percival 3 2 first_order — 1.00e+00 1.06e—07 99
MIFFLIN2 IPOPT 3 2 first_order — 1.00e+00 0.00e+00 48
Percival 3 2 first_order — 1.00e+00 3.92e—12 213
MINMAXBD IPOPT 5 20 first_order 1.16e+02 0.00e+00 146
Percival 5 20 first_order 1.16e+02 1.35e—11 2042
MINMAXRB IPOPT 3 4 first_order 3.54e—07 0.00e+00 31
Percival 3 4 first_order 4.68e—10 9.35e—10 530
MISTAKE IPOPT 9 13 first_order — 1.00e+00 3.83e—07 45
Percival 9 13 first_order —6.57e—01 1.63e—10 222
MRIBASIS IPOPT 36 55 first_order 1.82e+01 1.62e—12 67
Percival 36 55 first_order 1.82e+01 2.50e—13 1275
MSS1 IPOPT 90 73 unknown — 1.60e+01 1.12e—10 1244
Percival 90 73 first_order — 1.60e+01 1.35e—12 27906
MSS2 IPOPT 756 703 max_time 0.00e+00 4.13e—04 164
Percival 756 703 max_time — 1.25e+02 7.73e—04 2818
MWRIGHT IPOPT 5 3 first_order 2.50e+01 4.23e—10 30
Percival 5 3 first_order 2.50e+01 2.03e—08 153
NASH IPOPT 72 24 infeasible 4.91e—05 3.37e+01 103
Percival 72 24 stalled 2.56e+02 1.91e+01 478
NET1 IPOPT 48 57 first_order 9.41e+05 1.75e—13 126
Percival 48 57 first_order 9.41e+05 1.44e—08 220
NET2 IPOPT 144 160 unknown 1.19e+06 6.69e—12 265
Percival 144 160 first_order 1.19e+06 1.59e—09 301
NET3 IPOPT 464 521 unknown 5.86e+06 5.46e—11 720
Percival 464 521 max_time 5.68e+06 4.01e—01 1705
ODFITS IPOPT 10 6 first_order —2.38e+03 1.14e—13 33
Percival 10 6 first_order —2.38e+03 2.36e—07 63
OPTCNTRL IPOPT 32 20 first_order 5.50e+02 1.56e—15 103
Percival 32 20 first_order 5.50e+02 1.61e—08 238
OPTPRLOC IPOPT 30 30 first_order — 1.64e+01 0.00e+00 83
Percival 30 30 first_order — 1.64e+01 2.18e—10 23317
ORTHREGB IPOPT 27 6 first_order 4.52e—20 1.97e—10 9
Percival 27 6 first_order 3.37e—20 1.69e—11 327
PENTAGON IPOPT 6 15 first_order 1.37e—04 0.00e+00 51
Percival 6 15 first_order 1.46e—04 4.06e—07 113
POLAK1 IPOPT 3 2 first_order 2.72e+00 0.00e+00 21
Percival 3 2 first_order 2.72e+00 2.33e—09 476
POLAK2 IPOPT 11 2 first_order 5.46e+01 0.00e+00 57
Percival 11 2 first_order 5.46e+01 4.74e—09 232
POLAK3 IPOPT 12 10 max_iter 4.44e+03 4.92e+07 4598
Percival 12 10 first_order 5.93e+00 2.18e—08 1489
POLAK4 IPOPT 3 3 first_order 2.63e—07 0.00e+00 45
Percival 3 3 max_iter 3.18e—16 1.26e—11 82102
POLAK5 IPOPT 3 2 first_order 5.00e+01 5.37e—07 63
Percival 3 2 first_order 5.00e+01 9.15e—09 5780
POLAK6 IPOPT 5 4 first_order —4.40e+01 0.00e+00 1989
Percival 5 4 first_order —4.40e+01 1.11e—08 6575
PORTFL1 IPOPT 12 1 first_order 2.05e—02 2.78e—17 27
Percival 12 1 first_order 2.05e—02 2.69e—07 69
PORTFL2 IPOPT 12 1 first_order 2.97e—02 1.39e—16 24
Percival 12 1 first_order 2.97e—02 2.38e—09 76
PORTFL3 IPOPT 12 1 first_order 3.28e—02 5.55e—17 27
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Percival 12 1 first_order 3.27e—02 7.68e—09 82
PORTFL4 IPOPT 12 1 first_order 2.63e—02 2.78e—17 24
Percival 12 1 first_order 2.63e—02 6.72e—07 63
PORTFL6 IPOPT 12 1 first_order 2.58e—02 1.67e—16 24
Percival 12 1 first_order 2.58e—02 7.04e—08 63
PRIMAL1 IPOPT 325 85 first_order —3.50e—02 0.00e+00 51
Percival 325 85 first_order —3.50e—02 9.71e—09 178
PRIMAL2 IPOPT 649 96 first_order —3.37e—02 0.00e+00 48
Percival 649 96 first_order —3.37e—02 2.44e—08 164
PRIMAL3 IPOPT 745 111 first_order —1.36e—01 0.00e+00 36
Percival 745 111 first_order —1.36e—01 4.75e—10 457
PRIMALC1 IPOPT 230 9 first_order —6.16e+03 0.00e+00 51
Percival 230 9 max_iter —6.16e+03 2.92e—10 67421
PRIMALC2 IPOPT 231 7 first_order —3.55e+03 0.00e+00 54
Percival 231 7 max_iter —3.55e+03 7.57e—12 39022
PRIMALC5 IPOPT 287 8 first_order —4.27e+02 0.00e+00 45
Percival 287 8 first_order —4.27e+02 2.23e—10 98
PRIMALC8 IPOPT 520 8 first_order — 1.83e+04 0.00e+00 75
Percival 520 8 max_time 6.22e+00 1.77e—04 6924
PRODPL0 IPOPT 60 29 first_order 5.88e+01 8.88e—16 57
Percival 60 29 first_order 5.88e+01 1.46e—07 7036
PRODPL1 IPOPT 60 29 first_order 3.57e+01 8.88e—16 90
Percival 60 29 first_order 3.57e+01 4.45e—08 1875
PT IPOPT 2 501 first_order 1.78e—01 0.00e+00 60
Percival 2 501 first_order 1.78e—01 1.66e—07 232
QC IPOPT 9 4 first_order —9.57e+02 0.00e+00 100
Percival 9 4 first_order —9.51e+02 0.00e+00 80
QCNEW IPOPT 9 3 first_order —8.07e+02 0.00e+00 26
Percival 9 3 max_time —8.72e+02 1.19e+00 1778641
QPCBLEND IPOPT 83 74 first_order —7.84e—03 3.47e—18 60
Percival 83 74 first_order —7.84e—03 3.02e—11 39700
QPCBOEI1 IPOPT 384 351 first_order 1.15e+07 1.55e—14 403
Percival 384 351 max_time 1.71e+07 1.35e+02 10934
QPCBOEI2 IPOPT 143 166 first_order 8.17e+06 4.00e—15 357
Percival 143 166 max_time 7.99e+06 1.26e+00 10674
QPCSTAIR IPOPT 467 356 first_order 6.20e+06 2.84e—14 581
Percival 467 356 ma^time 6.20e+06 4.74e—10 20470
QPNBLEND IPOPT 83 74 first_order —9.13e—03 6.94e—18 63
Percival 83 74 first_order —9.14e—03 1.05e—11 32075
QPNBOEI1 IPOPT 384 351 first_order 6.75e+06 1.47e—14 1721
Percival 384 351 max_time 9.87e+06 1.06e+02 6242
QPNBOEI2 IPOPT 143 166 first_order 1.37e+06 2.31e—14 680
Percival 143 166 max_time 1.44e+06 8.96e—01 10011
QPNSTAIR IPOPT 467 356 first_order 5.15e+06 2.84e—14 671
Percival 467 356 first_order 5.15e+06 2.90e—10 14631
READING6 IPOPT 102 50 first_order — 1.45e+02 2.36e—07 57
Percival 102 50 first_order — 1.45e+02 6.33e—07 772
RK23 IPOPT 17 11 first_order 8.33e—02 3.11e—12 33
Percival 17 11 first_order 8.33e—02 9.69e—09 373
ROBOT IPOPT 14 2 first_order 6.59e+00 1.67e—16 62
Percival 14 2 first_order 6.59e+00 3.06e—08 124
ROSENMMX IPOPT 5 4 first_order —4.40e+01 0.00e+00 60
Percival 5 4 first_order —4.40e+01 1.14e—09 705
S268 IPOPT 5 5 first_order 1.80e—07 0.00e+00 45
Percival 5 5 first_order 3.64e—11 2.79e—08 38457
S277-280 IPOPT 4 4 first_order 5.08e+00 0.00e+00 39
Percival 4 4 first_order 5.08e+00 1.39e—16 88
S308NE IPOPT 2 3 unknown 0.00e+00 X 0
Percival 2 3 infeasible 5.00e—01 8.79e—01 628
S316-322 IPOPT 2 1 first_order 3.34e+02 1.11e—16 24
Percival 2 1 first_order 3.34e+02 3.89e—07 87
S365 IPOPT 7 5 unknown 6.00e+00 1.80e+01 6
Percival 7 5 exception X X 0
S365MOD IPOPT 7 5 unknown 6.00e+00 1.80e+01 6
Percival 7 5 exception X X 0
SAWPATH IPOPT 583 774 small_step 7.50e+02 2.66e—15 84
Percival 583 774 stalled 1.15e+02 2.68e—01 298
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SIMPLLPA IPOPT 2 2 first_order 1.00e+00 0.00e+00 27
Percival 2 2 first_order 1.00e+00 0.00e+00 57
SIMPLLPB IPOPT 2 3 first_order 1.10e+00 0.00e+00 33
Percival 2 3 first_order 1.10e+00 2.22e—16 43
SINROSNB IPOPT 1000 999 first_order 6.88e—08 0.00e+00 754
Percival 1000 999 first_order 3.18e+01 6.53e—10 688
SMBANK IPOPT 117 64 first_order — 7.13e+06 1.31e—10 54
Percival 117 64 first_order — 7.13e+06 1.05e—08 2157
SMMPSF IPOPT 720 263 first_order 1.03e+06 2.97e—13 1165
Percival 720 263 max_time 1.28e+06 1.50e—01 24971
SNAKE IPOPT 2 2 first_order — 1.96e—04 0.00e+00 37
Percival 2 2 max_time — 1.34e+05 9.47e+00 2292421
SPANHYD IPOPT 97 33 first_order 2.40e+02 1.02e—12 1223
Percival 97 33 first_order 2.40e+02 5.67e—13 1999
SPIN2OP IPOPT 102 100 first_order 2.83e—19 3.18e—13 357
Percival 102 100 first_order 3.08e—28 3.18e—09 1413
SPIRAL IPOPT 3 2 first_order 1.72e—07 0.00e+00 192
Percival 3 2 first_order 9.95e—09 1.41e—08 509
SSEBLIN IPOPT 194 72 first_order 1.62e+07 2.61e—11 441
Percival 194 72 first_order 1.62e+07 1.75e—08 20048
SSEBNLN IPOPT 194 96 max_iter 1.62e+07 2.73e—11 9015
Percival 194 96 first_order 1.62e+07 6.34e—09 20819
STANCMIN IPOPT 3 2 first_order 4.25e+00 0.00e+00 33
Percival 3 2 first_order 4.25e+00 1.57e—09 92
STATIC3 IPOPT 434 96 unknown —3.28e+44 4.44e—16 2946
Percival 434 96 max_time —5.37e+29 7.67e+03 223394
STEENBRA IPOPT 432 108 first_order 1.70e+04 3.02e—13 72
Percival 432 108 max_time 1.90e+04 8.41e—03 447295
STEENBRB IPOPT 468 108 first_order 9.08e+03 3.04e—13 186
Percival 468 108 max_time 1.84e+04 2.71e—02 318432
STEENBRC IPOPT 540 126 first_order 2.75e+04 1.74e—12 386
Percival 540 126 max_time 6.58e+04 1.28e—01 213995
STEENBRD IPOPT 468 108 first_order 9.04e+03 2.27e—13 575
Percival 468 108 max_time 1.82e+04 4.51e—02 251654
STEENBRE IPOPT 540 126 first_order 2.89e+04 7.69e—13 256
Percival 540 126 max_time 7.04e+04 9.43e—02 264844
STEENBRF IPOPT 468 108 first_order 8.99e+03 1.92e—13 183
Percival 468 108 max_time 1.77e+04 2.09e—02 246400
STEENBRG IPOPT 540 126 first_order 2.74e+04 1.90e—12 640
Percival 540 126 max_time 6.83e+04 9.65e—02 243101
SUPERSIM IPOPT 2 2 first_order 6.67e—01 2.22e—16 6
Percival 2 2 first_order 6.67e—01 2.48e—16 18
SWOPF IPOPT 83 92 first_order 6.79e—02 8.51e—08 48
Percival 83 92 max_time 6.82e—02 2.59e—04 61538
SYNTHES1 IPOPT 6 6 first_order 7.59e—01 0.00e+00 30
Percival 6 6 first_order 7.59e—01 3.04e—07 77
SYNTHES2 IPOPT 11 14 first_order —5.54e—01 0.00e+00 42
Percival 11 14 first_order —5.54e—01 3.34e—08 199
SYNTHES3 IPOPT 17 23 first_order 1.51e+01 5.55e—17 39
Percival 17 23 first_order 1.51e+01 3.39e—07 208
TABLE7 IPOPT 624 230 first_order 5.96e+04 9.28e—11 60
Percival 624 230 first_order 5.96e+04 3.96e—09 5236
TAME IPOPT 2 1 first_order 0.00e+00 0.00e+00 18
Percival 2 1 first_order 0.00e+00 0.00e+00 18
TARGUS IPOPT 162 63 first_order 1.08e+03 8.83e—13 54
Percival 162 63 first_order 1.08e+03 1.69e—09 2076
TENBARS1 IPOPT 18 9 first_order 2.30e+03 3.41e—13 95
Percival 18 9 first_order 2.30e+03 4.85e—11 1502
TENBARS2 IPOPT 18 8 first_order 2.30e+03 1.14e—13 96
Percival 18 8 first_order 2.28e+03 1.48e—10 1908
TENBARS3 IPOPT 18 8 first_order 2.25e+03 4.15e—13 51
Percival 18 8 first_order 2.25e+03 8.94e—10 2096
TENBARS4 IPOPT 18 9 first_order 3.68e+02 5.53e—11 54
Percival 18 9 first_order 3.68e+02 1.62e—10 29214
TFI1 IPOPT 3 101 first_order 5.33e+00 0.00e+00 170
Percival 3 101 first_order 5.33e+00 9.48e—10 516
TFI2 IPOPT 3 101 first_order 6.49e—01 0.00e+00 43






















































solver nvar ncon status objective primaLfeas
Percival 3 101 first_order 6.49e—01 3.76e—10
IPOPT 3 101 first_order 4.30e+00 0.00e+00
Percival 3 101 first_order 4.30e+00 9.44e—07
IPOPT 142 75 first_order 9.06e+00 1.42e—14
Percival 142 75 max_time 9.20e+00 1.55e—02
IPOPT 150 6! maZiter —2.41e+09 3.78e—01
Percival 150 61 max_time —5.94e+03 1.51e+00
IPOPT 540 201 unknown —9.41e+14 7.51e—10
Percival 540 201 max_time —2.65e+02 1.60e+00
IPOPT 30 13 firsZ order 9.00e+00 8.88e—16
Percival 30 13 max_time —3.50e+04 5.58e—01
IPOPT 63 25 firsZ order 9.00e+00 6.03e—15
Percival 63 25 max_time —3.45e+12 1.00e+00
IPOPT 108 41 firsZ order 9.00e+00 2.50e—15
Percival 108 41 max_time —1.10e+11 1.42e+00
IPOPT 45 21 maZiter —1.29e+18 1.93e+03
Percival 45 21 max_time —4.86e+12 1.41e+00
IPOPT 11 4 firsZ order 1.12e+01 1.01e—08
Percival 11 4 firsZorder 1.12e+01 4.51e—08
IPOPT 11 11 firsZ order 1.12e+01 4.63e—09
Percival 11 11 firsZorder 1.12e+01 1.31e—09
IPOPT 2 1 firsZorder 2.07e—15 7.80e—13
Percival 2 1 firsZorder 1.00e+00 7.72e—08
IPOPT 343 313 firsZorder —1.01e+00 8.56e—09
Percival 343 313 max_time — 1.00e+00 3.90e—03
IPOPT 2 2 firsZorder 1.51e+00 0.00e+00
Percival 2 2 firsZorder 1.51e+00 2.07e—07
IPOPT 3 2 infeasible — 1.00e+00 1.50e+00
Percival 3 2 firsZorder 1.00e+00 4.64e—07
IPOPT 31 10 firsZorder 1.05e+04 5.68e—14
Percival 31 10 firsZorder 1.05e+04 1.91e—10
IPOPT 3 3 firsZorder 6.05e+00 0.00e+00
Percival 3 3 firsZorder 6.05e+00 1.48e—09
IPOPT 312 256 unknown 1.44e+04 7.41e—13
Percival 312 256 max.time 1.39e+04 4.51e—07
IPOPT 270 96 firsZorder —1.58e+00 1.02e—08
Percival 270 96 max_time — 1.44e+00 1.86e—02
IPOPT 270 96 firsZorder —1.12e+00 9.41e—08
Percival 270 96 max_time — 1.04e+00 1.40e—02
IPOPT 138 48 firsZorder —1.53e—01 2.47e—07
Percival 138 48 firsZorder —1.53e—01 2.41e—10
IPOPT 138 48 firsZorder —3.55e—01 3.90e—09
Percival 138 48 max_time —3.54e—01 1.56e—02
IPOPT 2 2 firsZorder —4.12e+00 0.00e+00
Percival 2 2 firsZorder —4.12e+00 9.49e—15
IPOPT 2 2 firsZorder 9.73e+01 0.00e+00
Percival 2 2 firsZorder 9.73e+01 4.88e—08
IPOPT 2 2 firsZorder 7.56e+00 0.00e+00
Percival 2 2 firsZorder 7.56e+00 8.39e—07
IPOPT 3 2 firsZorder 2.00e+00 0.00e+00
Percival 3 2 firsZorder 2.00e+00 7.86e—07
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