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The concept of acoustic wave is a pervasive one, which emerges in any type of medium, 
from solids to plasmas, at length and time scales ranging from sub-micrometric layers 
in microdevices to seismic waves in the Sun’s interior. This book presents several 
aspects of the active research ongoing in this field. Theoretical efforts are leading to a 
deeper understanding of phenomena, also in complicated environments like the solar 
surface boundary. Acoustic waves are a flexible probe to investigate the properties 
of very different systems, from thin inorganic layers to ripening cheese to biological 
systems. Acoustic waves are also a tool to manipulate matter, from the delicate 
evaporation of biomolecules to be analysed, to the phase transitions induced by intense 
shock waves. And a whole class of widespread microdevices, including filters and 
sensors, is based on the behaviour of acoustic waves propagating in thin layers. The 
search for better performances is driving to new materials for these devices, and to 
more refined tools for their analysis.
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Preface 
The subject of acoustic waves might easily be considered a mature one, quite
specialized, with narrow and circumscribed fields of interest and of application. The 
present book is an evidence of the opposite: it witnesses how the concept of acoustic 
wave, a collective displacement of matter which perturbs an equilibrium
configuration, is a pervasive concept, which emerges in very different fields. This type
of phenomena can be analyzed from different points of view, it can be exploited in 
different ways, and is the object of active investigations. The present book, far from
pretending to give an exhaustive overview of the subject, offers instead a sampling of
various points of view, of applications, and of research objectives which are actively
pursued. 
It must first be remembered that acoustic waves are supported by all the forms of
matter: solids, liquids, gases and plasmas. And if similarities among the different
phenomena are deep enough for them to deserve the same name, nevertheless the 
peculiarities connected to the various media are significant. Although the range of 
involved length and time scales is huge, going from sub-micrometric layers exploited 
in microdevices to seismic waves propagating in the Sun’s interior, the more profound
peculiarities of the various cases concern the very heart of the phenomena, namely the 
type of forces which, in different types of media, tend to restore the equilibrium
configuration. 
These phenomena can be approached under different points of view. A first type of
approach aims at a better comprehension of phenomena. Many aspects of acoustic 
waves are nowadays well understood, but the investigation is obviously never ending. 
A line of research aims at the theoretical exploration, also by relatively sophisticated 
mathematical analyses, of various aspects of phenomena whose basic laws are well
established. Concerning acoustic waves in elastic solids, Huang recalls the characters 
of such waves in homogeneous isotropic media. Then he exploits recent computational
tools to analyze the modifications occurring in media which are periodically
inhomogeneous, like composite materials. Alshits, Lyubimov & Radowicz investigate 
instead the elastic waves in solids which are homogeneous but anisotropic, like single
crystals. They show that the addition of a dissipative term to the elasto-dynamic 
equations has consequences which go far beyond the intuitive introduction of a 
damping. This term can modify the same topology of the slowness surface, inducing a 
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splitting of acoustic axes. Homentcovschi & Miles review and reformulate in an 
operational way the ‘acoustic analogy’ theory which describes how noise is generated 
in the interaction of gas flow with stationary or mobile bodies; the application of this 
approach to a range of technologies (jets, propellers, aircrafts) is easily imagined. 
Khater & Hassan consider various nonlinear evolution equations which are well 
established in plasma physics and fluid dynamics, and which admit wave solutions, 
either periodic waves or solitary waves. They seek exact solutions, which helps to 
understand phenomena more than purely numerical solutions. Karmakar considers 
various aspects involved in perturbations of plasmas, from ion acoustic excitation to 
turbulence, and focuses on the effects of the inertia of electrons, which is much smaller 
than that of ions but is not always completely negligible. He then combines various 
arguments to give a picture of solar wind plasma, which needs the description of the 
solar surface boundary. 
A second type of approach exploits acoustic waves as probes to gain information 
about the properties or the behavior of a system. Beghi revises various methods based 
on acoustic waves which aim at the elastic characterization of materials, namely of thin 
films. Gao & Pan consider a specific problem of significant technical relevance for the 
oil and gas industry: the drillability of rocks, and in particular its anisotropy. They 
shows how the outcome of laboratory acoustic tests correlates with the drilling 
properties of rocks. Gu & Choi consider instead the acoustic emission from rotating 
machinery, and show how it can be exploited for the early detection of faults. 
Burgholzer and coworkers focus on the photoacoustic imaging technique, and in 
particular on the image reconstruction to achieve the tomographic capability: they 
analyze methods to compensate for ultrasound attenuation in the media being 
observed. 
Since acoustic waves are relatively a non invasive probe, they can be exploited also on 
delicate materials and on biological systems. Nassar presents various applications to 
delicate systems in the agro-industry, like cheese undergoing ripening, for which 
dedicated low frequency sensors had to be developed. Erzegen and co-workers 
characterize the performance of the multi-resonant thickness shear mode sensor, 
exploited with a genetic algorithm for data processing: this type of sensor is devoted to 
the characterization of biological interfaces. Finally, two chapters present 
measurements performed in vivo. Michalski, Dziewiszek & Bochnia discuss the 
performance of phase sensitive techniques to characterize non linear systems, and 
show how these techniques can be applied to cochlear microphonics to study ear 
behavior. Mota, Carvalho & Barja present photoacoustic measurements performed on 
human skin, to characterize the skin itself, and the transdermal drug delivery. 
A completely different system is found in the ionosphere, where acoustic-gravity 
waves are found. Koucka & Mosna show how the ionogram technique can be 
exploited to investigate the ionosphere, in particular exploiting the waves excited by 
the shadow of an eclipse. 
Preface XI 
A third type of approach exploits acoustic waves to perform some kind of 
manipulation. Foldyna shows how acoustic transducers and waveguides can be
exploited to generate and control pulsating water jets, which can be used as machining 
tools. Zinovev, Veryovkin & Pellin discuss the Laser Induced Acoustic Desorption
technique to vaporize solid material to be analyzed by mass spectrometry. This 
technique is less prone to induce modifications of the analyte than the more
widespread MALDI technique, although these authors show by some experiments that 
the operational mechanism is still not well understood. At the other extreme, that of 
high intensity laser pulses, Bykovsky & Senatsky demonstrate how stimulated
Brillouin scattering can generate shock waves, able to induce permanent modifications
of the materials, like phase changes and cracks. Finally, Branski considers the problem 
of active vibration control of beams, and investigates the optimal distribution of
actuators to perform such a control. 
A fourth type of approach exploits the properties of acoustic waves to design various 
types of devices, mainly micro devices. The most widely exploited type of device has a 
simple basic structure: a substrate, at least one layer of piezoelectric material, an 
interdigitated transducer (IDT) operating as an emitter, and another one operating as 
receiver. These type of devices were originally introduced as delay lines and filters,
and were then developed also for other purposes. 
Before discussing this type of device, it must be remembered that other types of 
devices also exist. Kreft & Blick discuss applications of surface acoustic waves to
quantum electronics, made possible by devices like quantum dots and by the 
interaction of surface acoustic waves with the electron gas. This type of device is 
nanomechanical, and also exploits IDT, with acoustic waveguides to match their 
acoustic impedance to that of nanomechanical devices. The chapter by Cuadrado-
Laborde and co-workers considers instead the in-fiber photonic devices, and the 
acousto-optic modulator which obtained exciting traveling or standing acoustic waves
by a piezoelectric actuator. This way, a dynamic and controllable modulation of the
fiber properties is obtained by the acousto-optic effect. They review a wide variety of 
configurations, showing how different devices can be obtained, including Q-switched
lasers and mode locking lasers. 
Returning to the most widespread type of microdevice, its interest is witnessed by the
numerous chapters devoted to it. Naumenko reviews the most common design
configurations, and presents detailed analyses of their behavior. Hoang presents the
most adopted method of analysis of such devices, based on equivalent circuits and the 
so called Mason model. The method is adopted also in other chapters, and Hoang 
gives a detailed introduction of the method itself, also presenting the  applications to
basic configurations. Rocas & Collado analyze, for these devices, the various sources 
which can introduce a non perfectly linear behavior, leading to 3rd order 
intermodulation distortion. Most of the devices of this type exploit longitudinal 
acoustic waves, or surface waves polarized in the plane normal to the surface. Waves
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transversally polarized in the plane of the device surface are less considered. 
Yanagitani compares the performances of the two types of operation, showing the 
possible advantages of transversal waves. Avramov performs a similar comparison, 
between surface waves of the Rayleigh type and of the transverse type, for devices 
which are polymer coated to act as gas sensors. Some chapters focus instead on the 
production and the characterization of various materials which are of interest for the 
production of this type of devices. Buck considers ultranano crystalline diamond: 
diamond is the acoustically fastest material, which allows operation at the highest 
frequencies. Both Kar & Bose and Caliendo consider AlN layers, a piezoelectric 
material whose properties are interesting under several respects. Caliendo also 
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As mentioned above, the various approaches documented in this book represent a 
sampling of the wide spectrum of methods and techniques involving acoustic waves. 
This book is offered to the scientific community in the hope of promoting a cross 
fertilization of ideas and of approaches. 
Marco G. Beghi 
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1. Introduction  
Even though the propagation of elastic/acoustic waves in inhomogeneous and layered 
media has been an active research topic for many decades already, new problems and 
challenges continue to be posed even up to now. In fact, during the last few years, renewed 
interests have been witnessed by researchers in the various fields of acoustics, such as 
acoustic mirrors, filters, resonators, waveguides, and other kinds of acoustic devices, in 
relation to wave propagation in periodic elastic media. In acoustics and applied mechanics, 
these developments have been triggered by the need for new acoustic devices in order to 
obtain quality control of elastic/acoustic waves. 
What sort of material can allow us to have complete control over the elastic/acoustic wave’s 
propagation? We would like to discuss and answer this question in this chapter. It is well 
known that the successful applications of photonic band-gap materials have hastened the 
related researches on phononic band-gap materials. Analysis of Acoustic Wave in Homogeneous 
and Inhomogeneous Media Using Finite Element Method explores the theoretical road leading to 
the possible applications of phononic band gaps. It should quickly bring the elastic/acoustic 
professionals and engineers up to speed in this field of study where elastic/acoustic waves 
and solid-state physics meet. It will also provide an excellent overview to any course in 
elastic/acoustic media. 
Previous research on photonic crystals (Johnson & Joannopoulos, 2001, 2003; Joannopoulos 
et al., 1995; Leung & Liu, 1990) has sparked rapidly growing interest in the analogous 
acoustic effects of phononic crystals and periodic elastic structures. The various techniques 
for band structure calculations were introduced (Hussein, 2009). There are many well-
known methods of calculating the band structures of photonic and phononic crystals in 
addition to the reduced Bloch mode expansion method: the plane-wave expansion (PWE) 
method (Huang & Wu, 2005; Kushwaha et al., 1993; Laude et al., 2005; Tanaka & Tamura, 
1998; Wu et al., 2004 ; Wu & Huang, 2004), the multiple-scattering theory (MST) (Leung & 
Qiu, 1993; Kafesaki & Economou, 1999; Psarobas & Stefanou, 2000; Wang et al., 1993), the 
finite-difference (FD) method (Garica-Pabloset et al., 2000; Sun & Wu, 2005; Yang, 1996), the 
transfer matrix method (Pendry & MacKinnon, 1992), the meshless method (Jun et al., 2003), 
the multiple multipole method (Moreno et al., 2002), the wavelet method (Checoury & 
Lourtioz, 2006; Yan & Wang, 2006), the pseudospectral method (Chiang et al., 2007), the 
finite element method (FEM) (Axmann & Kuchment, 1999; Dobson, 1999; Huang & Chen, 
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2011; Wu et al., 2008), the mass-in-mass lattice model (Huang & Sun, 2010), and the 
micropolar continuous modeling (Salehian & Inman, 2010). 
Many studies on phononic band structures from the past decade use the PWE, MST, and FD 
methods to analyze the frequency band gaps of bulk acoustic waves (BAW) in composite 
materials or phononic band structures. Studies adopting the PWE method investigate the 
dispersion relations and the frequency band-gap feathers of the BAW and surface acoustic 
wave (SAW) modes. Other studies use the layered MST to study the frequency band gaps of 
bulk acoustic waves in three-dimensional periodic acoustic composites and the band 
structures of phononic crystals consisting of complex and frequency-dependent Lame′ 
coefficients. Other researchers applied the finite-difference time-domain method to predict 
the precise transmission properties of slabs of phononic crystals and analyze the mode 
coupling in joined parallel phononic crystal waveguides. 
The techniques for tuning frequency band gaps of elastic/acoustic waves in phononic 
crystals are very important, and remain exciting research topics in the physics community. 
The filling fraction, rotation of noncircular rods, different cuts of anisotropic materials, and 
the temperature effect all produce large frequency band gaps in the BAW and SAW modes 
of periodic structures. A previous review paper (Burger et al., 2004) discusses the technique 
used to optimize the unit cell material distribution, achieving the largest possible band gap 
in photonic crystals for a given cell symmetry. Studies over the past decade focus on the 
theoretical and numerical analysis of phononic structures based on circular or square 
cylinders embedded in background materials. In this case, the PWE method can easily 
calculate the dispersion relations by constructing the structural functions with Bessel or Sinc 
functions. However, research on the more complicated problem of waves in the reticular 
and other special periodic band structures has not started until recently. 
This chapter uses the 2D and 3D finite element methods to discuss the wave velocities of 
isotropic and anisotropic materials in homogeneous media. It also considers the tunable 
band gaps of acoustic waves in two-dimensional phononic crystals with reticular geometric 
structures (Huang & Chen, 2011). The concept of adopting a reticular geometric structure 
comes from the variations of similar geometry in bio-structural reticular formation and 
fibers. The PWE method used to calculate the structural functions of densities and elastic 
constants cannot numerically analyze the Gibbs phenomenon. Therefore, this chapter adopts 
the FEM to discuss this special periodic band structure. Changing the filling fraction, scale 
parameters, and rotating angles of reticular geometric structures can tune the frequency 
band gaps of mixed polarization modes. This technique is suitable for analyzing the 
phenomenon of frequency band gaps in special band structures. 
2. Theory  
In this chapter, based on the theorems of solid-state physics and the finite element method 
with Bloch calculations, equation of motion of the acoustic modes in two-dimensional 
inhomogeneous media, phononic band structures, are derived and discussed in detail. In the 
beginning, the concepts of the real space and k space are introduced while the Brillouin 
zone is also addressed in the text. Generalized techniques of Bloch calculations in finite 
element method are used to analyze the acoustic modes in two-dimensional homogeneous 
and inhomogeneous media, phononic band structures, consisting of materials with general 
anisotropy. The mixed and transverse polarization modes and quasi-polarization modes are 
investigated in the text.  
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2.1 Real space and k space  
It is well-known that the analysis of wave motion in infinite periodic structures is difficult in 
real space. For dealing with the periodic structures, the Fourier series and Bloch’s theorem 
are used to expand the periodic parameters such as the density, material constants, 
displacement fields, or potential. Regarding to the transformation of the real space and k 
space, the reciprocal lattice vectors (RLVs) are adopted from the solid-state physics. In 
general, we consider a three-dimensional phononic crystal with primitive lattice vectors 1a , 
2a , and 3a . The complete set of lattice vectors is written as { }1 2 3| l l l= + +1 2 3R R a a a , where 
l1, l2, and l3 are integers. The associated primitive reciprocal lattice vectors 1b , 2b , and 3b  









⋅ ×1 2 3
a a
b
a a a  
(1) 
where ijkε  is the three-dimensional Levi-Civita completely antisymmetric symbol. The 
complete set of reciprocal lattice vectors is written as { }1 2 3| N N N= + +1 2 3G G b b b , where 
N1, N2, and N3 are integers. Figure 1 shows the primitive unit cell in two-dimensional real 
space while the Fig. 2 shows the relationship between the real space and k space. A property 
between the primitive lattice vectors and associated primitive reciprocal lattice vectors is 
2i j ijπδ⋅ =b a , where ijδ  is the kronecker symbol. Note that the associated primitive 













Fig. 1. Primitive unit cell in real space 
 






Fig. 2. Relationship between the real space and k space 
We will find that, in following sections, the discrete translational symmetry of a phononic 
crystal allows us to classify the elastic/acoustic waves with a wave vector k. The 
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propagating modes can be written in “Bloch form,” consisting of a plane wave modulated 
by a function that shares the periodicity of the lattice (Joannopoulos et al., 1995): 
 .i ie e⋅ ⋅= = +k r k rk k kP (r) u (r) u (r R)  (2) 
The important feature of the Bloch states is that different values of k do not necessarily lead 
to different modes. It is clear that a mode with wave vector k and a mode with wave vector 
k+G are the same mode, where G is a reciprocal lattice vector. The wave vector k serves to 
specify the phase relationship between the various cells that are described by u. If k is 
increased by G, then the phase between cells is increased by G⋅R, which we know is 2πn (n= 
l1N1+l2N2+ l3N3 is an integer) and not really a phase difference at all. So incrementing k by G 
results in the same physical mode. This means that we can restrict our attention to a finite 
zone in reciprocal space in which we cannot get from one part of the volume to another by 
adding any G. All values of k that lie outside of this zone, by definition, can be reached from 
within the zone by adding G, and are therefore redundant labels shown in Fig. 3. This zone 



















Fig. 3. All values of k that lie outside of this zone, by definition, can be reached from within 
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Fig. 4. Brillouin zones in a square lattice 
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By the periodicity of the reciprocal lattice, any reciprocal lattice point which represents a 
wave vector k outside the first Brillouin zone can be found a corresponding point in the first 
Brillouin zone. Therefore, the wave vectors k can always be confined in the first Brillouin 
zone. In the square lattice, only the wave vectors k in the region of the first Brillouin zone 
between aπ−  to aπ  (the lattice constant is a) need to be considered. The Fig. 4 shows the 
first, second, and third Brillouin zones. For more details, it is best to consult the first few 
chapters of a solid-state physics text, such as Kittel, 1996, or consult the appendix of popular 
photonic text like Joannopoulos et al. 1995 and Johnson & Joannopoulos, 2001, 2003. 
2.2 Equation of motion  
This section provides a brief introduction of the theory of analyzing acoustic wave 
propagation in inhomogeneous media like as phononic band structures. The theory in this 
chapter can also be used to discuss acoustic wave propagation in homogeneous media 
because a homogeneous medium is symmetric with respect to any periodicity.  
In an inhomogeneous linear elastic medium with no body force, the equation of motion of 
the displacement vector ( , )tu r  can be written as 
 ( ) ( , ) [ ( ) ( , )],i j ijmn n mu t C u tρ = ∂ ∂r r r r  (3) 
where ( , ) ( , , )z x y z= =r x  is the position vector, t is the time variable, and ( )ρ r  and ( )ijmnC r  
are the position-dependent mass density and elastic stiffness tensor, respectively. The 
following discussion considers a periodic structure consisting of a two-dimensional periodic 
array (x-y plane) of material A embedded in a background material B shown in Fig. 5. It is 















Fig. 5. Periodic structures with square lattice. When the properties of materials A and B tend 
to coincide, the homogeneous case is recovered 
To calculate the dispersion diagrams of periodic structures, this study uses COMSOL 
Multiphysics software to apply the Bloch boundary condition to the unit cell domain in the 
FEM method. Based on the periodicity of phononic crystals, the displacement and stress 
components in the periodic structure are expressed as follows: 
 ( , ) ( , ),ii iu t e U t
⋅= k xx x  (4) 
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 ( , ) ( , ),iij ijt e T tσ
⋅= k xx x  (5) 
where 1 2( , )k k=k  is the Bloch wave vector, and 1i = − ; ( , )iU tx  and ( , )ijT tx  are periodic 
functions that satisfy the following relation (Tanaka et al., 2000):  
 ( , ) ( , ),i iU t U t+ =x R x  (6) 
 ( , ) ( , ),ij ijT t T t+ =x R x  (7) 
where R is a lattice translation vector with components of 1R  and 2R  in the x and y 
directions. The relationships between the original variables ( , )iu tx , ( , )ij tσ x , ( , )iu t+x R , 
and ( , )ij tσ +x R  about the Bloch boundary conditions are characterized as: 
 ( )( , ) ( , ) ( , ) ( , ),i i i ii i i iu t e U t e e U t e u t
⋅ + ⋅ ⋅ ⋅+ = + = =k x R k R k x k Rx R x R x x  (8) 
 ( )( , ) ( , ) ( , ) ( , ).i i i iij ij ij ijt e T t e e T t e tσ σ
⋅ + ⋅ ⋅ ⋅+ = + = =k x R k R k x k Rx R x R x x  (9) 
The Bloch calculations in this study record the variation of the displacements, stress fields, 
and eigen-frequencies as the wave vector increases. By using the FEM, the unit cell is 
meshed and divided into finite elements which connect by nodes, and is used to obtain the 
eigen-solutions and mechanical displacements. The types of finite elements used in this 
chapter are the default element types, Lagrange-quadratic, in COMSOL Multiphysics. In 
order to simulate the dispersion diagrams, the wave vectors are condensed inside the first 
Brillouin zone in the square lattice. According to the above theories, the results of dispersion 




Fig. 6. Brillouin regions of the square and rectangular lattices 
This chapter considers a periodic homogeneous medium with square lattice and phononic 
structures with square and rectangular lattices. These lattices consist of periodic structures 
that form two-dimensional lattices with lattice spacing R (square lattice) and lattice spacing 
aR (rectangular lattice). The term a is a scale from 0.1 to 2.0 in this chapter. The periodic 
structures are parallel to the z-axis. Figures 6(a) and 6(b) illustrate the Brillouin regions of 
the square lattice and rectangular lattice, respectively. In the square lattice, Fig. 6(a) shows 
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the irreducible part of the Brillouin zone, which is a triangle with vertexes Γ , Χ , and Μ . 
Similarly, Fig. 6(b) shows the irreducible part of the Brillouin zone of a rectangular lattice 
due to the geometric anisotropy, which is a rectangle with vertexes Γ , Χ , Μ , and Y , and 
the same as discussing the material anisotropy (Wu et al., 2004). 
The finite element method divides a unit cell with a three-dimensional model into finite 
elements connected by nodes. The FEM obtains the eigen-solutions and contours of a mode 
shape. To simulate the dispersion diagrams, the wave vectors are condensed inside the first 
Brillouin zone in the square and rectangular lattices. Using the theories above, the following 
section presents the results of dispersion relations in a band structure for the Γ − Χ − Μ − Γ  
square lattice or isotropic materials, and YΓ − Χ − Μ − − Γ  rectangular lattice or anisotropic 
materials. Note that the 2D FEM model calculates the dispersion relations of mixed 
polarization modes, while the 3D FEM model describes the dispersion relations of mixed 
and transverse polarization modes. 
3. Acoustic wave in homogeneous media  
It can be noted that a homogeneous medium is symmetric with respect to any periodicity, 
and it can be shown that the results for an infinite homogeneous medium can be cast in the 
form appropriate for a periodic medium. In this section, we introduce the mixed 
polarization modes and transverse polarization modes in a homogeneous medium. 
Displacement fields (polarizations) are also investigated and used to distinguish the 
different modes in the dispersion relations. The aluminum and quartz are adopted for 
examples and discussed in the section. The wave velocities of different propogating modes 
are also observed and discussed.  
3.1 Isotropic medium  
In Fig. 5, when the properties of materials A and B tend to coincide, the homogeneous case 
is recovered. Consider a periodic structure consisting of aluminum (Al) circular cylinders 
embedded in a background material of Al forming a two-dimensional square lattice with 
lattice spacing R. It means this is a homogeneous medium in a 3D FEM model. Figure 7 
shows the dispersion relations along the boundaries of the irreducible part of the Brillouin 
zone Γ − Χ − Μ − Γ . The vertical axis is the frequency (Hz) and the horizontal axis is the 
reduced wave vector * /k kR π= . Here, k is the wave vector along the Brillouin zone. The 
Young’s modulus E, Poisson’s ratio ν , and density ρ  of the material Al utilized in this 
example are E=70 GPa, ν =0.33, and ρ =2700 kg/m3.  
As the elastic waves propagate along the x axis, the nonvanishing displacement fields of the 
shear horizontal mode (SH), shear vertical mode (SV), and longitudinal mode (L) are uy, uz, 
and ux respectively. It is noted that wave velocity , ,/ 2 *S L S Lc d dk R mω= = , so the slopes of 
dispersion curves in the Γ − Χ  section of Fig. 7 are exactly the straight lines and can be 
explained as the wave velocities of shear (S) and longitudinal (L) modes. Here, mS,L are the 
slopes of shear and longitudinal modes in Fig. 7. It is noted that the wave velocities of shear 
horizontal mode and shear vertical mode are the same in an isotropic material. From the 
results in Fig. 7, the wave velocities of shear and longitudinal modes are 3119 and 6174 m/s. 
As we know, the wave velocities of shear and longitudinal modes in an isotropic material 
can be obtain from 
  
Acoustic Waves – From Microdevices to Helioseismology 
 
8 
 ( , ) ( , ),iij ijt e T tσ
⋅= k xx x  (5) 
where 1 2( , )k k=k  is the Bloch wave vector, and 1i = − ; ( , )iU tx  and ( , )ijT tx  are periodic 
functions that satisfy the following relation (Tanaka et al., 2000):  
 ( , ) ( , ),i iU t U t+ =x R x  (6) 
 ( , ) ( , ),ij ijT t T t+ =x R x  (7) 
where R is a lattice translation vector with components of 1R  and 2R  in the x and y 
directions. The relationships between the original variables ( , )iu tx , ( , )ij tσ x , ( , )iu t+x R , 
and ( , )ij tσ +x R  about the Bloch boundary conditions are characterized as: 
 ( )( , ) ( , ) ( , ) ( , ),i i i ii i i iu t e U t e e U t e u t
⋅ + ⋅ ⋅ ⋅+ = + = =k x R k R k x k Rx R x R x x  (8) 
 ( )( , ) ( , ) ( , ) ( , ).i i i iij ij ij ijt e T t e e T t e tσ σ
⋅ + ⋅ ⋅ ⋅+ = + = =k x R k R k x k Rx R x R x x  (9) 
The Bloch calculations in this study record the variation of the displacements, stress fields, 
and eigen-frequencies as the wave vector increases. By using the FEM, the unit cell is 
meshed and divided into finite elements which connect by nodes, and is used to obtain the 
eigen-solutions and mechanical displacements. The types of finite elements used in this 
chapter are the default element types, Lagrange-quadratic, in COMSOL Multiphysics. In 
order to simulate the dispersion diagrams, the wave vectors are condensed inside the first 
Brillouin zone in the square lattice. According to the above theories, the results of dispersion 




Fig. 6. Brillouin regions of the square and rectangular lattices 
This chapter considers a periodic homogeneous medium with square lattice and phononic 
structures with square and rectangular lattices. These lattices consist of periodic structures 
that form two-dimensional lattices with lattice spacing R (square lattice) and lattice spacing 
aR (rectangular lattice). The term a is a scale from 0.1 to 2.0 in this chapter. The periodic 
structures are parallel to the z-axis. Figures 6(a) and 6(b) illustrate the Brillouin regions of 
the square lattice and rectangular lattice, respectively. In the square lattice, Fig. 6(a) shows 
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the irreducible part of the Brillouin zone, which is a triangle with vertexes Γ , Χ , and Μ . 
Similarly, Fig. 6(b) shows the irreducible part of the Brillouin zone of a rectangular lattice 
due to the geometric anisotropy, which is a rectangle with vertexes Γ , Χ , Μ , and Y , and 
the same as discussing the material anisotropy (Wu et al., 2004). 
The finite element method divides a unit cell with a three-dimensional model into finite 
elements connected by nodes. The FEM obtains the eigen-solutions and contours of a mode 
shape. To simulate the dispersion diagrams, the wave vectors are condensed inside the first 
Brillouin zone in the square and rectangular lattices. Using the theories above, the following 
section presents the results of dispersion relations in a band structure for the Γ − Χ − Μ − Γ  
square lattice or isotropic materials, and YΓ − Χ − Μ − − Γ  rectangular lattice or anisotropic 
materials. Note that the 2D FEM model calculates the dispersion relations of mixed 
polarization modes, while the 3D FEM model describes the dispersion relations of mixed 
and transverse polarization modes. 
3. Acoustic wave in homogeneous media  
It can be noted that a homogeneous medium is symmetric with respect to any periodicity, 
and it can be shown that the results for an infinite homogeneous medium can be cast in the 
form appropriate for a periodic medium. In this section, we introduce the mixed 
polarization modes and transverse polarization modes in a homogeneous medium. 
Displacement fields (polarizations) are also investigated and used to distinguish the 
different modes in the dispersion relations. The aluminum and quartz are adopted for 
examples and discussed in the section. The wave velocities of different propogating modes 
are also observed and discussed.  
3.1 Isotropic medium  
In Fig. 5, when the properties of materials A and B tend to coincide, the homogeneous case 
is recovered. Consider a periodic structure consisting of aluminum (Al) circular cylinders 
embedded in a background material of Al forming a two-dimensional square lattice with 
lattice spacing R. It means this is a homogeneous medium in a 3D FEM model. Figure 7 
shows the dispersion relations along the boundaries of the irreducible part of the Brillouin 
zone Γ − Χ − Μ − Γ . The vertical axis is the frequency (Hz) and the horizontal axis is the 
reduced wave vector * /k kR π= . Here, k is the wave vector along the Brillouin zone. The 
Young’s modulus E, Poisson’s ratio ν , and density ρ  of the material Al utilized in this 
example are E=70 GPa, ν =0.33, and ρ =2700 kg/m3.  
As the elastic waves propagate along the x axis, the nonvanishing displacement fields of the 
shear horizontal mode (SH), shear vertical mode (SV), and longitudinal mode (L) are uy, uz, 
and ux respectively. It is noted that wave velocity , ,/ 2 *S L S Lc d dk R mω= = , so the slopes of 
dispersion curves in the Γ − Χ  section of Fig. 7 are exactly the straight lines and can be 
explained as the wave velocities of shear (S) and longitudinal (L) modes. Here, mS,L are the 
slopes of shear and longitudinal modes in Fig. 7. It is noted that the wave velocities of shear 
horizontal mode and shear vertical mode are the same in an isotropic material. From the 
results in Fig. 7, the wave velocities of shear and longitudinal modes are 3119 and 6174 m/s. 
As we know, the wave velocities of shear and longitudinal modes in an isotropic material 
can be obtain from 
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Note that the FEM method can easily describe the mode characteristics. Figure 8 shows the 
vibration mode shapes of unit cell for shear and longuitudinal modes in X point. In this 
example, Fig. 8(a) is a shear horizontal mode with mode vibrating displacement along the y 
direction when the wave propagates along the x direction ( Γ − Χ  direction). Also, Fig. 8(b) is 
a shear vertical mode with mode vibrating displacement along z direction, and Fig. 8(c) is a 
longitudinal mode with mode vibrating displacement along x direction. The arrows shown 
in Fig. 8 are the polarizations.  
 
 
Fig. 7. The dispersion relations of homogeneous and isotropic material Al along the 
boundaries of the irreducible part of the Brillouin zone Γ − Χ − Μ − Γ  
 
   
 (a)  (b)   (c)  
Fig. 8. (a) shear horizontal mode (b) shear vertical mode, (c) longitudinal mode in the Al 
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3.2 Anisotropic medium  
Similarly, the method in this chapter is used to discuss the wave velocities of acoustic modes 
in an anisotropic material. Consider a periodic structure consisting of quartz circular 
cylinders embedded in a background material of quartz forming a two-dimensional square 
lattice with lattice spacing R. This is also a homogeneous medium. The quartz is a 
piezoelectric and anisotropic material. The density ρ =2651 kg/m3. The elastic constants, 
piezoelectric constants, and relative permittivity of quartz utilized in this example are 
shown in Tables 1-3. The piezoelectric material, quartz, is a complete structural-electrical 
material, and thus all piezoelectric material properties were defined and entered into the 
FEM model. Figure 9 shows the dispersion relations along the boundaries of the irreducible 
part of the Brillouin zone YΓ − Χ − Μ − − Γ  due to the material anisotropy. In the 
calculations, the x-y plane is parallel to the (001) plane and the x axis is along the [100] 
direction of quartz. The vertical axis is the frequency in Hz unit and the horizontal axis is the 
reduced wave vector.  
 
86.7362 6.98527 11.9104 17.9081 0 0 
6.98527 86.7362 11.9104 -17.9081 0 0 
11.9104 11.9104 107.194 0 0 0 
17.9081 -17.9081 0 57.9428 0 0 
0 0 0 0 57.9492 17.9224 
0 0 0 0 17.9224 39.9073 
Table 1. The elastic constants of quartz in GPa unit 
 
-0.19543 0.19543 0 -0.1212 0 0 
0 0 0 0 0.12127 0.19558 
0 0 0 0 0 0 
Table 2. The piezoelectric constants of quartz in C/m2 unit 
 
4.4093 0 0 
0 4.4092 0 
0 0 4.68 
Table 3. The relative permittivity of quartz 
Shown in Γ − Χ  section of Fig. 9, the cross symbols represent the quasi shear horizontal 
(quasi-SH) mode. The square symbols represent the quasi shear vertical (quasi-SV) mode 
and the open circle symbols represent the quasi longitudinal (quasi-L) mode. The wave 
velocities of quasi-SH, quasi-SV, and quasi-L modes along x axis are 3306, 5116, and 5741 
m/s. Similarly, The wave velocities of quasi-SH, quasi-SV, and quasi-L modes along y axis 
( YΓ −  section) are 3922, 4311, and 6009 m/s respectively. 
Figure 10 also shows the vibration mode shapes of unit cell for quasi-SH, quasi-SV, and 
quasi-L modes in X point. The arrows shown in Fig. 10 are the polarizations. In this 
example, the quasi-longitudinal and quasi-transverse waves are almost indistinguishable 
from the truly longitudinal and truly transverse waves of Fig. 8. 
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3.2 Anisotropic medium  
Similarly, the method in this chapter is used to discuss the wave velocities of acoustic modes 
in an anisotropic material. Consider a periodic structure consisting of quartz circular 
cylinders embedded in a background material of quartz forming a two-dimensional square 
lattice with lattice spacing R. This is also a homogeneous medium. The quartz is a 
piezoelectric and anisotropic material. The density ρ =2651 kg/m3. The elastic constants, 
piezoelectric constants, and relative permittivity of quartz utilized in this example are 
shown in Tables 1-3. The piezoelectric material, quartz, is a complete structural-electrical 
material, and thus all piezoelectric material properties were defined and entered into the 
FEM model. Figure 9 shows the dispersion relations along the boundaries of the irreducible 
part of the Brillouin zone YΓ − Χ − Μ − − Γ  due to the material anisotropy. In the 
calculations, the x-y plane is parallel to the (001) plane and the x axis is along the [100] 
direction of quartz. The vertical axis is the frequency in Hz unit and the horizontal axis is the 
reduced wave vector.  
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11.9104 11.9104 107.194 0 0 0 
17.9081 -17.9081 0 57.9428 0 0 
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Table 1. The elastic constants of quartz in GPa unit 
 
-0.19543 0.19543 0 -0.1212 0 0 
0 0 0 0 0.12127 0.19558 
0 0 0 0 0 0 
Table 2. The piezoelectric constants of quartz in C/m2 unit 
 
4.4093 0 0 
0 4.4092 0 
0 0 4.68 
Table 3. The relative permittivity of quartz 
Shown in Γ − Χ  section of Fig. 9, the cross symbols represent the quasi shear horizontal 
(quasi-SH) mode. The square symbols represent the quasi shear vertical (quasi-SV) mode 
and the open circle symbols represent the quasi longitudinal (quasi-L) mode. The wave 
velocities of quasi-SH, quasi-SV, and quasi-L modes along x axis are 3306, 5116, and 5741 
m/s. Similarly, The wave velocities of quasi-SH, quasi-SV, and quasi-L modes along y axis 
( YΓ −  section) are 3922, 4311, and 6009 m/s respectively. 
Figure 10 also shows the vibration mode shapes of unit cell for quasi-SH, quasi-SV, and 
quasi-L modes in X point. The arrows shown in Fig. 10 are the polarizations. In this 
example, the quasi-longitudinal and quasi-transverse waves are almost indistinguishable 
from the truly longitudinal and truly transverse waves of Fig. 8. 
  




Fig. 9. The dispersion relations of homogeneous material quartz along the boundaries of the 
irreducible part of the Brillouin zone YΓ − Χ − Μ − − Γ  
 
   
 (a)   (b)     (c) 
Fig. 10. (a) quasi shear horizontal mode (b) quasi shear vertical mode, (c) quasi longitudinal 
mode in the quartz 
From the discussion, it shows that the method adopted in this chapter can be used to discuss 
the wave propagations in isotropic and anisotropic media. 
4. Acoustic wave in inhomogeneous media 
Previous studies on photonic crystals raise the exciting topic of phononic crystals. This 
section presents the results of acoustic waves in inhomogeneous media, Al/Ni periodic 
structures and phononic crystals with reticular geometric structures. It also discusses the 
tunable band gaps in the acoustic waves of two-dimensional phononic crystals with 
reticular geometric structures using the 2D and 3D finite element methods. This section 
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calculates and discusses the band gap variations of the bulk modes due to different sizes of 
reticular geometric structures. Results show that adjusting the orientation of the reticular 
geometric structures can increase or decrease the total elastic band gaps for mixed 
polarization modes.  
4.1 Periodic structure with two media  
It is necessary and worthy to provide evidence supporting the FEM method’s (COMSOL 
Multiphysics) ability to perform Bloch calculations with two media. This chapter compares 
the dispersion relations of Al/Ni band structure using the PWE method with the results of 
using the FEM method. Consider a phononic structure consisting of Al circular cylinders 
embedded in a background material of Ni to form a two-dimensional square lattice with 
lattice spacing R. Figure 11 shows the dispersion relations along the boundaries of the 
irreducible part of the Brillouin zone in Fig. 6(a) with filling ratio 0.6. The vertical axis 
represents the normalized frequency * / tR Cω ω=  and the horizontal axis represents the 
reduced wave number * /k kR π= . Here, Ct and k are the shear velocity of Ni and the wave 
vector along the Brillouin zone, respectively. The Young’s modulus E, Poisson’s ratio ν , 
and density ρ  of the material Ni utilized in this example are E=214 GPa, ν =0.336, and 
ρ =8905 kg/m3. 
The diamond symbols represent the dispersion relations of the transverse polarization 
modes (shear vertical modes), and the cross symbols represent the mixed polarization 
modes (shear horizontal mode coupled with longitudinal mode) in the PWE method. The 
open circles represent the dispersion relations of all modes in the FEM method with a 3D 
model. The results of the FEM method match well with those of the PWE method. In the 
similar cases, when the differences of mass densities and elastic constants between the two 




Fig. 11. Comparison of Bloch calculations between the PWE and FEM methods 
  




Fig. 9. The dispersion relations of homogeneous material quartz along the boundaries of the 
irreducible part of the Brillouin zone YΓ − Χ − Μ − − Γ  
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calculates and discusses the band gap variations of the bulk modes due to different sizes of 
reticular geometric structures. Results show that adjusting the orientation of the reticular 
geometric structures can increase or decrease the total elastic band gaps for mixed 
polarization modes.  
4.1 Periodic structure with two media  
It is necessary and worthy to provide evidence supporting the FEM method’s (COMSOL 
Multiphysics) ability to perform Bloch calculations with two media. This chapter compares 
the dispersion relations of Al/Ni band structure using the PWE method with the results of 
using the FEM method. Consider a phononic structure consisting of Al circular cylinders 
embedded in a background material of Ni to form a two-dimensional square lattice with 
lattice spacing R. Figure 11 shows the dispersion relations along the boundaries of the 
irreducible part of the Brillouin zone in Fig. 6(a) with filling ratio 0.6. The vertical axis 
represents the normalized frequency * / tR Cω ω=  and the horizontal axis represents the 
reduced wave number * /k kR π= . Here, Ct and k are the shear velocity of Ni and the wave 
vector along the Brillouin zone, respectively. The Young’s modulus E, Poisson’s ratio ν , 
and density ρ  of the material Ni utilized in this example are E=214 GPa, ν =0.336, and 
ρ =8905 kg/m3. 
The diamond symbols represent the dispersion relations of the transverse polarization 
modes (shear vertical modes), and the cross symbols represent the mixed polarization 
modes (shear horizontal mode coupled with longitudinal mode) in the PWE method. The 
open circles represent the dispersion relations of all modes in the FEM method with a 3D 
model. The results of the FEM method match well with those of the PWE method. In the 
similar cases, when the differences of mass densities and elastic constants between the two 




Fig. 11. Comparison of Bloch calculations between the PWE and FEM methods 
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As the elastic waves propagate along the x axis, the nonvanishing displacement fields of the 
shear horizontal mode, shear vertical mode, and longitudinal mode are uy, uz, and ux 
respectively. For the sequence modes appear, the modes are always the same. When 
representing the whole wave vector space by the first Brillouin zone alone, they appear as 
further branches from higher Brillouin zones. In this example, the phase velocities of the SV0 
mode (diamond symbols) are larger than those of the SH0 mode. The boundary of the 
Brillouin zone X-M of Fig. 11 represents the dispersion of the bulk waves with propagating 
direction varied 0 deg~ 45 deg counterclockwise away from the x direction.  
4.2 Periodic structure with single medium  
Figure 12(a) depicts a two-dimensional phononic crystal with the reticular geometric 
structures of square lattice. These reticular structures are parallel to the z-axis. In a perfect 
two-dimensional phononic crystal, the periodic structure is constant in the z direction and 
the size of the structure is infinite in the x and y directions. To analyze the dispersion 
relations of all bulk acoustic modes in this band structure, the FEM should consider the 3D 




Fig. 12. (a) square lattice with lattice spacing R and (b) rectangular lattice with lattice spacing 
aR along x-axis and R along y-axis, (c) a unit cell with reticular structures in a 3D FEM 
model 
The material of the reticular structures in the unit cell in this chapter is aluminum. Figure 
12(c) shows a diagram of the unit square lattice in a 3D FEM model. The periodicity of 
phononic crystals along the z direction is used to calculate the dispersion relations of the 
mixed and transverse polarization modes. The types of finite elements used for the 2D and 
3D cases are the default element types, Lagrange-Quadratic, in COMSOL Multiphysics. 
Figure 13 shows the dispersion relations of the mixed and transverse polarization modes 
along the boundaries of the irreducible part of the Brillouin zone in Fig. 6(b) with the scales 
R=h=1, c=0.8, and a=1.2. The horizontal axis represents the reduced wave number along 
YΓ − Χ − Μ − − Γ  and the vertical axis represents the frequency (Hz). Note that this band 
structure shows no full band gap of the mixed and transverse polarization modes. Adopting 
the 2D FEM model to discuss the mixed polarization modes in this kind of band structure 
shows that there is only one full frequency band gap in Fig. 13, located at 3311 ~ 3400 Hz. 
Figure 13 compares the 3D and 2D FEM models. Open circles represent the dispersion 
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relations of mixed polarization modes in the 2D FEM model, while solid circles represent 
the results of all bulk modes in the 3D FEM model. Figure 14 shows the eigenmode shapes 
with 4×4 supercell of total displacements for M1 and M2 modes indicated in Fig. 13. These 
figures clearly show the phenomena of wave localizations in this reticular geometric 
structure. Note that the FEM method can easily describe the mode characteristics. In this 
chapter, M1 is a shear horizontal mode with mode vibrating displacement along the y 
direction when the wave propagates along the x direction ( Γ − Χ  direction). Also, M2 is a 
shear vertical mode with mode vibrating displacement along z direction, and it does not 
couple with the mixed polarization modes. 
 
 
Fig. 13. The dispersion relations of the mixed and transverse polarization modes along the 
boundaries of the irreducible part of the Brillouin zone with the scales R=h=1, c=0.8, and 
a=1.2 
 
 M1     M2 
Fig. 14. The eigenmode shapes with 4×4 supercell of total displacements for M1 and M2 
modes indicated in Fig. 13 
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shows that there is only one full frequency band gap in Fig. 13, located at 3311 ~ 3400 Hz. 
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relations of mixed polarization modes in the 2D FEM model, while solid circles represent 
the results of all bulk modes in the 3D FEM model. Figure 14 shows the eigenmode shapes 
with 4×4 supercell of total displacements for M1 and M2 modes indicated in Fig. 13. These 
figures clearly show the phenomena of wave localizations in this reticular geometric 
structure. Note that the FEM method can easily describe the mode characteristics. In this 
chapter, M1 is a shear horizontal mode with mode vibrating displacement along the y 
direction when the wave propagates along the x direction ( Γ − Χ  direction). Also, M2 is a 
shear vertical mode with mode vibrating displacement along z direction, and it does not 
couple with the mixed polarization modes. 
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The following discussion addresses several parameters of the reticular geometric in this 
chapter. First, the effect of filling fraction is discussed when the parameters c=d varied from 
0.1 to 0.9 in Fig. 12(a). Figure 15 shows the distribution of the total band gaps of mixed 
polarization modes, in which only one total band gap appears at approximately 3560 ~ 3736 
Hz in c=d=0.8. The horizontal axis represents the parameter c, and the vertical axis 
represents frequency (Hz). Figure 15 also shows the 2D diagrams of the reticular geometric 
structures with c=d=0.1, 0.5, and 0.8. 
 
 
Fig. 15. The band gap width with parameters c=d varying from 0.1 to 0.9 when the vertical 
range is selected from 3500 to 4500 Hz 
On the other hand, the scale a in Fig. 12(b) varies from 0.1 to 2.0 along the x direction and 
the width of the unit cell along y direction remains 1.0 in the Bloch calculations. Changing 
the scale a from 0.1 to 2.0 can tune the full frequency band gaps of mixed polarization 
modes. Using detailed calculations of dispersion relations of reticular geometric structures 
with scale a=0.1 to 2.0, Fig. 16 shows the band gap widths with the scale a from 0.1 to 2.0 
when the vertical range ranges from 2400 to 5200 Hz. The horizontal axis ranges from 0 to 
2.0, and the vertical axis represents frequency (Hz). No full frequency band gap exists when 
the scale a are 0.1, 0.2, 0.3, 0.4, 0.6, 0.7, 1.5, 1.6, and 1.7. These results clearly show that 
changing the scale a can increase or decrease the full frequency band gap.  
It is noted that the unit cells with a=0.5 and 2.0 are the same in the Bloch calculations. 
However, the dispersion phenomena is similar except for the scalar of the eigenmode 
frequencies in the vertical axis of dispersion relations. In both cases, there is only one total 
band gap of the mixed polarization modes. The location of the band gap ranges from 
approximately 5009 to 5017.4 Hz with a=0.5, while that for a=2.0 ranges from approximately 
2504.5 to 2508.7 Hz.  
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Fig. 16. The band gap widths with the scale a from 0.1 to 2.0 
Finally, the rotating angles of reticular geometric structures were changed to analyze the 
distribution of total band gaps. Figure 17 shows the 2D diagrams of unit rectangular 
lattices in different rotating angles D=30 deg, 45 deg, 75 deg, and 90 deg. In these cases, 
the widths of aluminum remain constant, 0.14R, in the reticular geometric structures with 
different rotating angles in the calculations. Figure 18 shows the band gap widths of 
rectangular lattices with different rotating angles of reticular geometric structures. Based 
on the symmetry of the geometry, the different angles in the Bloch calculations were 
adopted from 15 deg ~ 90 deg. In the calculated results, no band gap is detected from D=5 
deg to 65 deg. 
 
 
Fig. 17. 2D diagrams of unit rectangular lattices in different rotating angles D=30 deg, 45 
deg, 75 deg, and 90 deg 
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band gap of the mixed polarization modes. The location of the band gap ranges from 
approximately 5009 to 5017.4 Hz with a=0.5, while that for a=2.0 ranges from approximately 
2504.5 to 2508.7 Hz.  
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Fig. 16. The band gap widths with the scale a from 0.1 to 2.0 
Finally, the rotating angles of reticular geometric structures were changed to analyze the 
distribution of total band gaps. Figure 17 shows the 2D diagrams of unit rectangular 
lattices in different rotating angles D=30 deg, 45 deg, 75 deg, and 90 deg. In these cases, 
the widths of aluminum remain constant, 0.14R, in the reticular geometric structures with 
different rotating angles in the calculations. Figure 18 shows the band gap widths of 
rectangular lattices with different rotating angles of reticular geometric structures. Based 
on the symmetry of the geometry, the different angles in the Bloch calculations were 
adopted from 15 deg ~ 90 deg. In the calculated results, no band gap is detected from D=5 
deg to 65 deg. 
 
 
Fig. 17. 2D diagrams of unit rectangular lattices in different rotating angles D=30 deg, 45 
deg, 75 deg, and 90 deg 
  




Fig. 18. The band gap widths of the rectangular lattices with different rotating angles of 
reticular geometric structures 
5. Conclusion  
This chapter examines and discusses the acoustic waves in homogeneous medium and 
inhomogeneous medium, periodic structures with two media and one medium with 
geometrical periodicity. The wave velocities of shear and longitudinal modes in an isotropic 
material and those of quasi-SV, quasi-SH, and quasi-L modes in an anisotropic material are 
obtained using the finite element method. This method also discusses the tunable frequency 
band gaps of bulk acoustic waves in two-dimensional phononic crystals with reticular 
geometric structures using the 2D and 3D finite element methods. This study adopts the 
finite element method to calculate dispersion relations, avoiding the numerical errors, Gibbs 
phenomenon, from the PWE method. Results show that changing the filling fraction, scale a, 
and the rotating angles of unit lattices in the reticular geometric structures can increase or 
decrease the elastic/acoustic band gaps. The effect discussed in this chapter can be utilized 
to enlarge the phononic band gap frequency and may enable the study of the frequency 
band gaps of elastic/acoustic modes in special phononic band structures.  
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1. Introduction  
The influence of energy dissipation on the properties of bulk elastic waves in crystals is not 
at all reduced to trivial decrease in their amplitudes along propagation. In anisotropic media 
the situation is much more complicated than it looks like at first glance, at least for such 
specific directions of propagation as acoustic axes. The latter are defined as directions 0m  
along which a degeneracy of the phase speeds of two isonormal waves occurs (Fedorov, 
1968; Khatkevich, 1962a, 1964). The corresponding points of the contact of the degenerate 
sheets of the phase velocity surface P may be tangent or conical (Alshits & Lothe, 1979; 











Fig. 1. Schematic plot of the section fragment of the three sheets of the phase velocity surface 
( )αv m  (α = 1, 2, 3) containing one tangent and two conical points of degeneracy 
Taking into account that formally the wave attenuation may be described as an imaginary 
perturbation of the phase speed, one could expect due to the damping either a shift or a split 
of the acoustic axis, of course if it is not created by a symmetry. As we shall see below, for an 
acoustic axis of general position it is just splitting what is realized, and with quite a radical 
transformation of the local geometry of the phase velocity surface. The other possible reason 
for sensitivity of the wave properties to a small attenuation is related to a polarization 
aspect. Indeed, it is known (Alshits & Lothe, 1979; Alshits, Sarychev & Shuvalov, 1985) that 
the acoustic axes indicate on the unit sphere of propagation directions 2 1=m  the singular 
points in the vector fields of polarizations which are characterized by the definite vector 
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Taking into account that formally the wave attenuation may be described as an imaginary 
perturbation of the phase speed, one could expect due to the damping either a shift or a split 
of the acoustic axis, of course if it is not created by a symmetry. As we shall see below, for an 
acoustic axis of general position it is just splitting what is realized, and with quite a radical 
transformation of the local geometry of the phase velocity surface. The other possible reason 
for sensitivity of the wave properties to a small attenuation is related to a polarization 
aspect. Indeed, it is known (Alshits & Lothe, 1979; Alshits, Sarychev & Shuvalov, 1985) that 
the acoustic axes indicate on the unit sphere of propagation directions 2 1=m  the singular 
points in the vector fields of polarizations which are characterized by the definite vector 
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rotation around these points on ±2π or ±π, i.e. by  the Poincarè indices n= ±1 or ±1/2 (Fig.2). 
It is clear that a split of such singular points must be quite catastrophic for the 
corresponding polarization distribution. And that really occurs.  
 
  n = 1  n = -1  n = 1/2  n = -1/2 
 
Fig. 2. Singular polarization distributions around the two types of tangent degeneracy 
points n=±1 and the two types of conical degeneracies n=±1/2 
The above peculiarities are associated with space distribution of wave characteristic rather 
than with individual properties of bulk elastic waves. Meanwhile, as we shall see, in 
absorptive crystals the individual wave properties close to degeneracy directions also 
manifest quite unusual features, such as an almost circular polarization, in contrast to a 
quasi-linear one in the non-degenerate regions.  
The theory of acoustic axes in non-absorptive anisotropic media is quite complete. For a 
review we address readers to the paper by Shuvalov (1998). The theory gives the general 
criteria of the degeneracy occurrence and describes all possible types of acoustic axes 
classifying them with respect to a local geometry of the degenerate velocity sheets and to 
specific features of the vector polarization fields around the degeneracy directions. This 
classification (Alshits & Lothe, 1979; Alshits, Sarychev & Shuvalov, 1985) includes more 
types than we presented in Figs. 1 and 2. However, apart from a line degeneracy known in 
hexagonal crystals, the rest additional types relate to the model media with accidentally 
coinciding or vanishing material constants (or some their combinations). Such media are 
beyond our interest in this paper. Note in addition that conical acoustic axes may exist in 
real crystals even in quite non-symmetric directions and always exist along the symmetry 
axis 3. In contrast, tangent degeneracies are realized in practice only due to a high symmetry 
of the crystals and are known only along symmetry axes ∞ and 4. As was shown in (Alshits 
& Lothe, 1979; Alshits, Sarychev & Shuvalov, 1985) , all the “model“ acoustic axes together 
with any tangent or line degeneracies are unstable and must disappear, split or be 
transformed into other types under any small triclinic perturbation of the elastic moduli 
tensor ĉ . The only stable type of acoustic axes is the conical type. Under any real 
perturbation ˆδc a conical degeneracy never split or disappear, but can only shift.  
The wave attenuation can be interpreted as a perturbation of the tensor ĉ , however not real 
but imaginary. As was mentioned in (Alshits, Sarychev & Shuvalov, 1985), under such a 
non-hermitian perturbation even a conical degeneracy may lose its stability. Later Shuvalov 
& Chadwick (1997) rigorously investigated the stability of different acoustic axes with 
respect to a weak thermoelastic coupling. Their conclusion was: all types of degeneracies are 
unstable including a conical acoustic axis which splits into a pair. The same problem for 
viscoelastic and thermo-viscoelastic media has been studied by Shuvalov & Scott (1999, 
2000) with similar conclusions.  
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It is evident that the considered physical mechanisms of the damping definitely do not 
disturb symmetry of the crystal and therefore cannot shift or split degeneracies along 
symmetry axes ∞, 4 and 3. It means that any really existing tangent degeneracies and 
conical degeneracies along symmetry axes 3 must be stable under the damping 
perturbation. This statement was proved by Alshits & Lyubimov (1998) for viscoelastic 
media. 
In this chapter we shall consider the attenuation in terms of viscoelasticity following to the 
approach of the papers (Alshits & Lyubimov, 1998, 2011). We shall analyse in detail the 
mentioned above geometrical peculiarities and polarization singularities related to a pair of 
the so-called singular acoustic axes representing a new type of stable degeneracy and arising 
as a result of the considered split of a conical acoustic axis. On this basis we shall develop an 
extension of the classical theory of internal conical refraction (Barry & Musgrave, 1979; De 
Klerk & Musgrave, 1955; Fedorov, 1968; Khatkevich, 1962b; Musgrave, 1957) for an 
absorptive crystal. As will be shown, the damping provides very radical and non-trivial 
modifications of fundamental features of the phenomenon. 
2. Statement of the problem and general relations  
Let us consider the viscoelastic medium characterized by the density ρ and the tensors of 
elastic moduli ĉ  and viscosity η̂ . The dynamic displacement field ( , )tu r  in such medium is 
described by the known equation (Landau & Lifshitz, 1986) 
 i ijkl l,kj ijkl l,kjρu c u η u= −  ,    (1) 
where the vectors u  and u  are the velocity and acceleration fields and the usual notation 
..., ...k k/ x≡ ∂ ∂  is accepted. For the bulk wave 
 exp[ ( )]( ,t) C ik - vt= ⋅u r A m r     (2) 
propagating along the wave vector  k=k m with the amplitude C, the frequency ω kv= , the 
phase speed v and the polarization A, eqn. (1) is transformed into Christoffel`s equation 
 2ˆ ˆ( )Q iQ ρv′ ′′− =A A     (3)    
where Q̂′  and  Q̂′′  are the real symmetric matrices 
 i ljk ijklQ m c m′ = ,       ijk ijkl lQ m mω η′′ = .    (4) 
Note, that the imaginary addition Qi- ′′ˆ  to the usual acoustic tensor Q̂′ , in contrast to the 
latter, is dependent on the frequency. Eqn. (3) determines the three complex eigenvectors 
αA   and the three corresponding complex eigenvalues 
2
αρv  (α = 1, 2, 3), i.e. the three phase 
speeds αv  as functions of the direction m: 
 α α αi′ ′′= +A A A ,           α α αv v iv′ ′′= − .   (5) 
Below the frequency will be supposed to be real. Hence, by (5), the value αk  should contain 
an imaginary addition determining the decay of the wave along its propagation: 
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It is evident that the considered physical mechanisms of the damping definitely do not 
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media. 
In this chapter we shall consider the attenuation in terms of viscoelasticity following to the 
approach of the papers (Alshits & Lyubimov, 1998, 2011). We shall analyse in detail the 
mentioned above geometrical peculiarities and polarization singularities related to a pair of 
the so-called singular acoustic axes representing a new type of stable degeneracy and arising 
as a result of the considered split of a conical acoustic axis. On this basis we shall develop an 
extension of the classical theory of internal conical refraction (Barry & Musgrave, 1979; De 
Klerk & Musgrave, 1955; Fedorov, 1968; Khatkevich, 1962b; Musgrave, 1957) for an 
absorptive crystal. As will be shown, the damping provides very radical and non-trivial 
modifications of fundamental features of the phenomenon. 
2. Statement of the problem and general relations  
Let us consider the viscoelastic medium characterized by the density ρ and the tensors of 
elastic moduli ĉ  and viscosity η̂ . The dynamic displacement field ( , )tu r  in such medium is 
described by the known equation (Landau & Lifshitz, 1986) 
 i ijkl l,kj ijkl l,kjρu c u η u= −  ,    (1) 
where the vectors u  and u  are the velocity and acceleration fields and the usual notation 
..., ...k k/ x≡ ∂ ∂  is accepted. For the bulk wave 
 exp[ ( )]( ,t) C ik - vt= ⋅u r A m r     (2) 
propagating along the wave vector  k=k m with the amplitude C, the frequency ω kv= , the 
phase speed v and the polarization A, eqn. (1) is transformed into Christoffel`s equation 
 2ˆ ˆ( )Q iQ ρv′ ′′− =A A     (3)    
where Q̂′  and  Q̂′′  are the real symmetric matrices 
 i ljk ijklQ m c m′ = ,       ijk ijkl lQ m mω η′′ = .    (4) 
Note, that the imaginary addition Qi- ′′ˆ  to the usual acoustic tensor Q̂′ , in contrast to the 
latter, is dependent on the frequency. Eqn. (3) determines the three complex eigenvectors 
αA   and the three corresponding complex eigenvalues 
2
αρv  (α = 1, 2, 3), i.e. the three phase 
speeds αv  as functions of the direction m: 
 α α αi′ ′′= +A A A ,           α α αv v iv′ ′′= − .   (5) 
Below the frequency will be supposed to be real. Hence, by (5), the value αk  should contain 
an imaginary addition determining the decay of the wave along its propagation: 
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 1 αα α α
α α α α
vω ωk k ik i
v iv v v
 ′′′ ′′≡ + = ≈ + ′ ′′ ′ ′−  
.    (6) 











.  (7) 
The polarization vectors αA as eigenvectors of the symmetric matrix Qi-Q ′′′ ˆˆ  for non-
degenerate directions m of propagation must be mutually orthogonal 
 α β αβδ⋅ =A A ,       α β≠ .   (8) 
As regards to their normalization, we cannot use the customary condition 2 1α =A , bearing 
in mind the possibility of a circular polarization for which  2 0α =A . Instead, the normalizing 
factor will be chosen so that 
 2 2 2| | 1α α α′ ′′= + =A A A .    (9) 




ˆ ˆ ( ) ,
ˆ ˆ ( ) .
α α α α α α α α
α α α α α α α α
Q Q ρ v v 2ρv v
Q Q ρ v v 2ρv v
′ ′ ′′ ′′ ′ ′′ ′ ′ ′′ ′′+ = − +
′ ′′ ′′ ′ ′ ′′ ′′ ′ ′′ ′− = − −
A A A A
A A A A
    (10) 
Multiplying these equations by  α,β′A  or α,β′′A  (α ≠ β) and combining the results one obtains 
 ˆ ˆα α α α α α2ρv v Q Q ,′ ′′ ′ ′′ ′ ′′ ′′ ′′= ⋅ + ⋅A A A A     (11) 
 2 2 ˆ ˆ( ) ,α α α α α αρ v v Q Q′ ′′ ′ ′ ′ ′′ ′ ′′− = ⋅ + ⋅A A A A     (12) 
 2 2 2 2 ˆ ˆ( ) ( )α α α α α α α αβ β β β β β β βρ v v v v Q Q 2ρ v v v v .′ ′ ′′ ′′ ′′ ′ ′ ′′ ′ ′′ ′′ ′′ ′ ′′ ′ ′′ ′′ ′′− + − ⋅ = ⋅ + ⋅ − + ⋅A A A A A A A A   (13) 
Eqns. (11)-(13) are exact. The first two of them show that the imaginary part of the phase 
speed αv′′  being linear in small viscosity η̂  is small compared to αv′ independently of the 
direction m. In accordance with Eqn. (13), one can also conclude that α αA A′′ ′<<  however not 
for any m, but only far enough from acoustic axes, when the difference αβv v′ ′−  is not small. 
In this case the value | |α αA′′ ′′= A  is also linear in η̂  and therefore small. Let us decompose the 
vector α′′A  on the two components: α α α
⊥′′ ′′ ′′= +A A A || , where α α
⊥′′ ′⊥A A  and α α′′ ′A A
|| || .  Thus, 
the ellipticity /α αA Aε
⊥′′ ′=  of the wave polarization due to the damping is also small almost 
everywhere beyond small domains around acoustic axes. Let us estimate this ellipticity to 
the first order in η̂ .  
Being perpendicular to α′A , the vector α
⊥′′A  may be expressed in leading approximation as a 
superposition of two isonormal vectors β′A  and γ′A  which are almost orthogonal to α′A , 
 ( ) ( ) ( ) ( )α α α α αβ β β β β β β β
⊥ ⊥ ⊥′′ ′′ ′ ′ ′′ ′ ′ ′′ ′ ′ ′′ ′ ′≈ ⋅ + ⋅ ≈ ⋅ + ⋅A A A A A A A A A A A A A .   (14) 
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In view of eqn. (13) this gives far from degeneracies 
 
 2 2 2 2
ˆ ˆ
( ) ( )




ρ v v ρ v v
⊥
′ ′′ ′ ′ ′′ ′⋅ ⋅
′′ ′ ′= +
′ ′ ′ ′− −
A A A A
A A A .   (15) 
In fact, for considered non-singular directions the component α′′A
||  is physically 
unimportant. Indeed, the vector amplitude of the wave (2) in the accepted linear 
approximation is equal  
 
 ( ) (1 ) ( )
1
α
α α α α α α α
iC C i i C iε C i
iε
⊥
⊥ ⊥′′ ′ ′′ ′′ ′ ′ ′ ′′= + + = + + ≈ + + 
AA A A A A A A|| || || ,   (16) 
 
where the notations ′′ ′= /α αε A A
|| ||  and (1 )C C iε′ = + ||  are introduced.  
With (15) and (9), the wave ellipticity is readily estimated as | |α αε A
⊥ ⊥′′ ′′≈ = A . For similar 
non-singular directions the speeds αv′′  and αv′  determined by eqns. (11) and (12) may be 









′ ′′ ′⋅′′ =
′
A A  ,           ˆ2α α αρv Q′ ′ ′ ′= ⋅A A .    (17) 
On the other hand, eqn. (15) demonstrates the tendency to increasing ellipticity ε when the 
wave normal m approaches the degeneracy direction ( α βv v′ ′=  or   α γv v′ ′=  ) and one of the 
denominators in (15) decreases becoming singular. Of course, in the vicinity of the 
degeneracy it is necessary to replace eqns. (15) and (17) by some other relations. 
3. General formalism for the neighbourhood of an acoustic axis  
In fact, eqns. (15) and (17) quite hold for the description of the non-degenerate wave branch 
even along the direction where two other branches are degenerate. In the further 
development we shall choose for the non-degenerate wave characteristics the number 3α = . 
In this notation, by eqn. (15), the vector 3′′A must be small addition to 3′A . In view of the 
orthogonality condition (8) this allows us in the leading approximation to replace the 
complex polarization vectors 1,2A  by their projections on the plane orthogonal to the vector  
3′A . This must work even close to acoustic axes where the imaginary components of 1,2A  
might be comparable in the length with their real counterparts. We are following here the 
ideology developed in the theory of acoustic axes for the case of zero damping (Alshits & 
Lothe, 1979; Alshits, Sarychev & Shuvalov, 1985).  
Thus, let 0m  is the direction of the acoustic axis in the crystal with the “switched off” 
attenuation. By definition, along 0m  there must be  1 2 0v v v= ≡  and, apart from the non-
degenerate wave with the speed 3v  and the polarization 03A , any polarization in the 
degeneracy plane 03D ⊥ A  is permissible (Fig.3).  
Let us choose in the D  plane an arbitrary pair of unit orthogonal vectors 01A  and 02A  
forming with 03A  the orthonormal right-handed basis 01 02 03{ , , }A A A  (Fig. 3). 
Now “switch on” the damping and consider eqn. (3) close to 0m  at  0 δ= +m m m : 
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Fig. 3. Allowed polarizations along the acoustic axis 0m  at “switched off” attenuation 
In the linear approximation eqn. (18) is transformed to 
 20 0 0ˆ ˆ( ) ( )α α αα αQ δQ ρ v 2v δv+ = +A A ,     (19) 
where 
 0 0ˆ ˆ ( )Q Q′= m ,      ′′= + −0 0 0ˆ ˆˆ ˆδQ cδ δ c iQm m m m ,        0 0ˆ ˆ ( )Q Q′′ ′′= m .    (20) 
The complex polarization vectors  αA  may be decomposed in the basis 01 02 03{ , , }A A A  as  
 
 0α αβ βa=A A ,    (21) 
where α, β = 1, 2, 3 and the summation over β is assumed. Substituting the linear 




1 0 1 1 0 03 13 03
2 2
2 0 2 2 0 03 23 03
ˆ 2 ( ) ,
ˆ 2 ( ) .
δQ ρv δv ρ v v a





   (22) 
 
Eqns. (22) show that the coefficients 13a  and 23a  must be linearly small. So, indeed in the 
leading approximation one can replace the polarization vectors 1A  and 2A  by their 
projections on the D-plane 
 
 1 11 01 12 02a a≈ +A A A ,         2 21 01 22 02a a≈ +A A A .   (23) 
Multiplying eqns. (22) by 1A  or 2A  we obtain the two linear systems determining the 
coefficients αβa  in (23): 
 
 
11 0 1 11 12 12
12 11 22 0 1 12
( ) 0,
( ) 0;
δQ 2v ρδv a δQ a




      
11 0 2 21 12 22
12 21 22 0 2 22
( ) 0,
( ) 0;
δQ 2v ρδv a δQ a




   (24) 
where 
 0 0ˆ 1,2ij i jδQ δQ , i, j= ⋅ =A A .    (25) 
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The conditions for the existence of nontrivial solutions of the systems (24) give the common 
quadratic equation determining both 1δv and  2δv  
 211 0 22 0 12( 2 )( ) 0δQ v ρδv δQ 2v ρδv δQ− − − =     (26) 
with the roots determining the unknown additions 1,2δv  to the degenerate speed 0v : 
 1,2 0δv δ is R′′= ⋅ −s m  .      (27) 
Here the notations are introduced 
 2 2( ) ( )R δ ip δ iq′′ ′′= ⋅ − + ⋅ −p m q m ;    (28) 
 
0
01 01 02 02 0 01 02 02 01 0
0 0
1 1ˆ ˆ ˆ ˆ( ) , ( )
2 2
c c c c
ρv ρv
 = ± = +

s
A A A A m q A A A A m
p
;  (29) 
    11 22 12
0 04 2
s Q Q Q, q ;
ρv ρvp
′′ ′′ ′′ ′′± ′′= =
′′
 (30) 
 00 0ˆij i jQ Q′′ ′′= ⋅A A .    (31) 
The introduced vectors 0s , p and q have the following projections on 0m : 
 0 0 0 0 0, 0v⋅ = ⋅ = ⋅ =s m p m q m .  (32) 
Note, that the vectors 0s , p and q were first introduced by Fedorov (1968) in his theory of 
internal conical refraction. Then the same vectors were used in the theory of acoustic axes 
(Alshits, Sarychev & Shuvalov, 1985). With (27), systems (24) are easily solved which allows 
us to find the polarization vectors 1,2A  (23) (not normalized at this stage): 
 ′′ ′′= − ⋅ − + ⋅ − ±1,2 01 02( ) ( )δ iq δ ip RA q m A p m A .   (33) 
It is easily checked that 1 2 0⋅ =A A , i.e. the orthogonality property, eqn. (8), is fulfilled. 
Actually, eqns. (27) and (33) contain all necessary information for our further analysis. 
However, in the next section we shall have to make preliminary “step aside”.  
4. On the acoustic axes along directions of high symmetry  
Note, that the above formalism linear in small parameters does not work for the case of 
tangent acoustic axes along which p = q = 0 (Alshits, Sarychev & Shuvalov, 1985) and one 
should keep the higher order terms in all expansions. The above criterion for a tangent 
degeneracy can be satisfied either because of an accidental vanishing of some combinations 
of material parameters (i.e. in model crystals) or due to a high symmetry of the direction 
0m . That is why tangent degeneracies are known in real crystals only along 4- and ∞-fold 
symmetry axes. In the first case the both Poincarè indices n = ± 1 (Fig. 2) are possible, in the 
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0m . That is why tangent degeneracies are known in real crystals only along 4- and ∞-fold 
symmetry axes. In the first case the both Poincarè indices n = ± 1 (Fig. 2) are possible, in the 
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latter case only the index n =+1 can occur (Alshits, Sarychev & Shuvalov, 1985). We already 
mentioned that model media are beyond our interest in this paper. As to “symmetrical” 
tangent acoustic axes, their reaction to “switching on” the damping is predictable without 
any calculations. The answer is rather natural: existing due to a symmetry which is not 
disturbed by the attenuation, they keep their directions and linear polarizations of the elastic 
waves propagating along them also retain, though the phase speeds αv  of these waves 
certainly take small imaginary components.  
Indeed, the tensors ĉ  and η̂  have completely the same symmetrical structure. It is well 
known, that along the direction 0m  of the symmetry axis ∞ or 4 the tensor 0 0 0ˆ ˆQ c= m m  has 
eigenvectors 01 02,A A  and 03A  coinciding with the basis vectors of the crystallographic 
coordinate system. Clearly, the tensor 0 0 0ˆ ˆQ ω η′′ = m m  (20) must have the same eigenvectors. 
Hence, the combined complex Christoffel tensor 0 0ˆ ˆ ˆ ˆQ - iQ Q - iQ′ ′′ ′′=  along the direction 0m  
admits purely real polarizations of three isonormal eigenwaves: one longitudinal 
( 03A parallel to z) and two transverse ( 01A  parallel to x and 02A  parallel to y). It is easy to 
check that the degeneracy along 0m  also retains. In accordance with eqn. (7) 
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     (34) 
But the symmetry axes ∞ or 4 present only in tetragonal, cubic and hexagonal crystals where  
 44 55c c= ,          44 55η η=   (35)  
and therefore 1 2v v= . Accordingly, the degenerate tensor 0 0ˆ ˆQ - iQ′′  has the spectral 
representation  
 0 0 44 33 44 33 33 33 03 03ˆ ˆ ˆ[ ( )] ( )Q iQ c c iω η η I c i ωη′′− = − − − + − ⊗A A   (36) 
where Î  denotes the unit tensor and the symbol ⊗ means a dyadic product. So, one can see, 
that any linear combination 01 02α β+A A is also an eigenvector of 0 0ˆ ˆQ - iQ′′  and any 
transverse wave may propagate along  0m  (Fig.3). Note in addition, that in the considered 
situation the nominator 01 02Q̂′′⋅A A  of the singular term in eqn. (15) vanishes together with 
45η . This explains why our qualitative expectations of increasing imaginary components 
1,2′′A  close to 0m  have not been realized.  
The same arguments are equally applicable for the directions of 3-fold symmetry axes along 
which the conical acoustic axes necessarily occur (Alshits, Sarychev & Shuvalov, 1985) being 
characterized by the polarization singularity with the Poincarè index n = 1 / 2−  (Fig. 2). 
However in this case p ≠ q ≠ 0 and the formalism developed in the previous section does 
work and may be used for the demonstration of the validity of the above considerations. For 
example, in the case of the 3-fold symmetry axis in trigonal crystal one has: 
1331 2332 55 44 0p η η η η′′ ∝ − = − =  and 1332 54 0q η η′′ ∝ = =  but 1331 2332 442 0s η η η′′ ∝ + = ≠ . As a 
result, the phase speed perturbations 1,2δv , eqn. (27), have the equal imaginary components 
and the difference between 1δv and 2δv  remains purely real and vanishes at 0δ →m . Thus, 
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again there is neither a split nor a shift of the degeneracy. And in accordance with eqn. (33) 
the degenerate polarization fields 1,2A  in the neighbourhood of the acoustic axis in the 
leading approximation remain linear, i.e. their imaginary components are small and vanish 
at 0δ →m .  
But such a trivial situation occurs only along the symmetry axes ∞, 4 and 3. As we shall see, 
any other point of degeneracy, even in a symmetry plane, manifests instability with respect 
to attenuation and singular behaviour of basic wave parameters close to new acoustic axes.  
Let us consider the other “symmetric” case known in real crystals: the line of degeneracy 
which occurs in some transversely isotropic media. According to (Alshits, Sarychev & 
Shuvalov, 1985), along such line: 0× =p q  i.e. the vectors p and q must be parallel or one of 
them should vanish (let γ=q p say). Note that at 0× =p q  the point degeneracy is also 
possible (in model crystals, of course). In this case for its description one should keep in 
expansions the terms of the higher order. But for a line degeneracy the leading 
approximation used above is completely sufficient and eqns. (27) and (33) may be applied 
for an analysis. The condition of the degeneracy 1 2δv δv=  is equivalent to the requirement 
of the vanishing square root in (27) which brings us to the following system 
 2 2 2 2( ) ( ) 0δ δ p q′′ ′′⋅ + ⋅ − − =p m q m ,    (37) 
 ( ) ( ) 0p δ q q δ′′ ′′⋅ + ⋅ =p m m .    (38) 
At γ=q p  this system becomes clearly contradictive, 
2 2 2( ) /(1 )δ p q γ′′ ′′⋅ = + +p m ,    
0δ⋅ =p m , 
and has no solutions unless the both parameters p′′  and q′′  simultaneously vanish which 
does not occur in hexagonal crystals. Thus the line degeneracy 0δ⋅ =p m  under the 
damping perturbation must completely disappear which coincide with the corresponding 
conclusion in (Shuvalov & Chadwick, 1997). But looking at eqns. (27) and (33) one can say 
more. It follows from (27) that at 0δ⋅ =p m  the perturbations 1,2δv  are purely imaginary. 
This means that real components of the phase speeds 01v  and 02v  coincide as before on the 
same line 0δ⋅ =p m .  However, the imaginary components 1,2δv′′  are different on this line 
which eliminates the degeneracy. As regards to polarizations, the only peculiarity of the 
polarization field on the line  0δ⋅ =p m  is the lack of even a symbolic ellipticity: by (33) it is 
purely linear.  
5. Split of acoustic axes of general positions  
At the switched off attenuation eqn. (27) transforms to the known equation (Alshits, 
Sarychev & Shuvalov, 1985) describing local geometry of sheets of the phase velocity surface 
P: 1,2 0 1,2 0( ) ( δ )v v δv= + +m m m  in the vicinity of the degeneracy point 1 0 2 0 0( ) ( )v v v= =m m : 
 2 21,2 0δv δ δ δ= ⋅ ⋅ + ⋅s m (p m) (q m) .   (39) 
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If the vectors p and q are neither vanishing nor parallel to each other, 0× ≠p q , then 
eqn.(39) describes a conical contact of the sheets 1,2( )v m  and simultaneously of the sheets 
1,21 / ( )v m  of the slowness surface S. This is a conical degeneracy of a general type not 
related to symmetry of a crystal. 
As we know, a “switching on” the attenuation causes a small imaginary addition to a phase 
speed of the wave: v v iv′ ′′= − . As a result, apart from the wave surfaces P and S the new 
surface of attenuation, ( )v′′ m , arises. And the real components of the phase speeds 
1,2( )v′ m also manifest important changes providing a topological transformation of the wave 
surfaces P and S. 
Let us return to eqns. (37), (38). At  0× ≠p q  this system describes the split of conical 
acoustic axis due to a damping. The new positions of the degeneracies 1δm  and 2δm  are 
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with the straight line 0δ ⋅ =m M passing through the end of the vector 0m perpendicularly to 
the vector (Fig. 4) 
   ( sin cos )p q r α α′′ ′′= + = +M p q p q ,  (41)  
where the angle α  is introduced by the expressions 
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Fig. 4. Schematic plot of the ellipse, eqn. (40), in the general case (a), and for the case of the 
conical acoustic axis 0m  splitting from the symmetry plane of a crystal (b) 
In accordance with eqn. (32) the both vectors p and q are orthogonal to 0m . Therefore the 
ellipse (40) (Fig.4) belongs to the plane tangent to the unit sphere 1⋅ =m m  at the point  
0=m m  which indicates the center of the ellipse. Thus, “switching on” the damping causes 
the split of the conical axis 0m  into the two singular axes directed along the wave normals 
0 δ± ±= +m m m  where 
 













.    (42) 
Note that the projections of δ ±m  (42) on p and q vectors look rather simple  
 ,δ q δ p± ±′′ ′′⋅ = ⋅ = ±m p m q .    (43) 
Let us consider the example of splitting of a conical axis belonging to the symmetry plane S 
of the crystal. It is evident that in this case the polarization vector 03A also belongs to the 
plane S. The other vectors of our basis may be chosen so that, say, the vector 01A is directed 
along the normal to the plane S, and the vector 02A  belongs to the same plane S together 
with the vectors 0m  and 03A  (Fig. 5a). It is easily checked that in the given case due to a 
crystal symmetry, which is not less than monoclinic, there must be 
 ′′ = ×01 01 00, ,q q A p A m|| ||   (44) 
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Fig. 5. Acoustic axis 0m  in symmetry plane S (a), and its splitting due to the damping (b) 
For the found mutual orthogonality of the vectors p and q ellipse (40) looks very symmetric 
(Fig. 4b). Thus, in the considered particular case the split of the acoustic axis occurs in the 
plane orthogonal to S and the angle δψ  of splitting is proportional to the damping (Fig. 5b) 
 2 2δψ |δm | |p | /q± ′′≈ = .    (46) 
6. Local geometry of the velocity surfaces in the vicinity of split axes  
Let us now return to eqns. (27), (28). We shall not divide eqn. (27) on the real and imaginary 
parts. It is more convenient to analyse this equation in its combined form. First of all, let us 
note that the expression under square root in eqn. (28) along the line 0δ ⋅ =m M  is purely 
real, being negative between the degeneracy points (i.e. inside the ellipse, eqn. (40) and 
Fig.4) and positive beyond them (i.e. outside the ellipse). But this means that on the part of 
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this part of the line the real components of phase speed 1( )v′ m  and 2( )v′ m  must coincide 
which creates the lines of self-intersection of the wave surfaces 1,2( )v′ m  and 1,21 / ( )v′ m . 
Quite similarly, we come to the conclusion that the corresponding sheets of the attenuation 
surface 1,2( )v′′ m  must intersect each other over the line 0δ ⋅ =m M  outside the ellipse (40). 
Fig. 6 gives a schematic illustration of such self-intersection of the slowness surface.  
 
−m  +m   δψ
 
Fig. 6. Self-intersection of the slowness surface 1,21 / ( )v′ m  and split acoustic axes 
Now let us study the above surfaces close to one of the new degeneracies, say, 
0 δ+ += +m m m . We are going to find the phase speeds of isonormal waves at the contour Γ 
(Fig. 4a): ( )εδ θ+= +m m m . The contour lies in the plane orthogonal to 0m  and its radius is 
supposed to be small: εε |δ | |δ |+= <<m m . Denote 
 ( ) ( )εδ θ ε θ=m t ,     (47) 
where t is the unit vector making the angle θ with the vector p: 
   0( ) [ cos ( )sin ]/θ θ θ p= + ×t p m p .    (48) 
Thus, by changing θ  from 0 to 2π, the vector εδm  (47) path-traces the contour Γ around the 
degeneracy point δ +m  (Fig. 4a).  
With (47), (48), eqn. (27) gives in the leading approximation over ε  at the contour Γ: 
 ε θ +′ ′ ′= − = 1,2 1,2 0( , ) Re[ ( )]δv v v ε f θ ,   (49) 
where  
 ( ) 2 ( )f θ i= ⋅ −t N M ,        q p′′ ′′= − +N p q .  (50) 
As is seen from (49), the dependence 1,2 ( )δv ε ε′ ∝  at 0ε →  is characterized by an infinite 
derivative over ε in any section 0θ θ≠ , where the angle 0θ  relates to a transition of the 
vector εδm  through the self-intersection line, 0Re[ ( )] 0f θ = . This singularity of the function 
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1,2( )δv ε′  at the end of the wedge of self-intersection corresponds to a sharpening tip of the 
slowness surface 1,21 / ( )v′ m  and to a plane fan of the normals to this surface at the contour 
Γ when 0ε →  (Fig. 7). 
 
 )()( 12 mm vv ′=′  
 
Fig. 7. The fragment of the internal degenerate sheet )(1/ 2 mv′  of the slowness surface close 
to the singular point at the end of the wedge of the self-intersection and the plane fan of 
normals to the surface at this point 
7. Polarization field singularities around the split acoustic axes  
At the same contour Γ (47) polarization vectors (33) up to normalizing factors are equal  
 1,2 01 02
( )1 ε f θi
q ip
 
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A A A .    (51) 
For the further analysis the function ( )f θ  here should be concretize to the form 
 2( ) cos sin cosf θ A θ g θ ip θ= ⋅ + −p q ,   (52) 
where 
 2A (p iq ) / p′′ ′′= − ,           0 ( )g = ⋅ ×m p q .   (53) 
It is easily checked, that at the rotation of unit vector t, (48), over the whole circuit, i.e. at 
varying θ from 0 to 2π, the function ( )f θ  (52), changes its sign. Indeed, the phase of the 
complex function  
 ( ) ( )exp[ Ψ( )]f θ / A R θ i θ≡    (54) 
must be twice less than the phase of its square  
 2 2exp(2 Ψ) cos sin cosR i θ g θ ip θ= ⋅ + −p q .   (55) 
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1,2( )δv ε′  at the end of the wedge of self-intersection corresponds to a sharpening tip of the 
slowness surface 1,21 / ( )v′ m  and to a plane fan of the normals to this surface at the contour 
Γ when 0ε →  (Fig. 7). 
 
 )()( 12 mm vv ′=′  
 
Fig. 7. The fragment of the internal degenerate sheet )(1/ 2 mv′  of the slowness surface close 
to the singular point at the end of the wedge of the self-intersection and the plane fan of 
normals to the surface at this point 
7. Polarization field singularities around the split acoustic axes  
At the same contour Γ (47) polarization vectors (33) up to normalizing factors are equal  
 1,2 01 02
( )1 ε f θi
q ip
 
= +   ′′ ′′+ 
A A A .    (51) 
For the further analysis the function ( )f θ  here should be concretize to the form 
 2( ) cos sin cosf θ A θ g θ ip θ= ⋅ + −p q ,   (52) 
where 
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It is easily checked, that at the rotation of unit vector t, (48), over the whole circuit, i.e. at 
varying θ from 0 to 2π, the function ( )f θ  (52), changes its sign. Indeed, the phase of the 
complex function  
 ( ) ( )exp[ Ψ( )]f θ / A R θ i θ≡    (54) 
must be twice less than the phase of its square  
 2 2exp(2 Ψ) cos sin cosR i θ g θ ip θ= ⋅ + −p q .   (55) 
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Fig. 8. The function ( )f θ / A  in the complex plane at g > 0 (a) and g < 0 (b) 
This gives (see also Fig. 8) 
 Ψ(2 ) Ψ(0) sgnπ π g− = ,    (57) 
 (2 ) (0)f π f= − .   (58) 
Thus, after the whole turn over the contour Γ around the degeneracy point at δ +m  (Fig. 4a)  
one has the identical transformation of the polarization field (51) in itself in the form 
 1 2(2 ) (0)π =A A ,    2 1(2 ) (0)π =A A .     (59) 
In other words, each of two orthogonal polarization ellipses rotates exactly on π/2 being 
transformed into the polarization of the isonormal wave (Fig. 9). And simultaneously the 




Fig. 9. The rotation of the polarization ellipses 1,2A  in the degeneracy plane D when the 
wave normal m is scanning the contour Γ. The case g > 0 is shown when n = ¼. 
The found singularity of the polarization field at the degeneracy point +m  (Fig. 9) may be 
characterized by the Poincarè index defined as the value of the total polarization rotation (in 
the 2π units) at a complete path-tracing over the contour Γ around this point. The found turn 
of the polarization ellipses is equal π/2, and the direction of the rotation, by eqn. (57), is 
determined by the sign of the parameter g (53). Hence, one has (Alshits & Lyubimov, 1998) 
 




1 sgn[ ( )]
4
n = ⋅ ×m p q     (60) 
It is easily verified that the same relation is valid for the second degeneracy point −m . 
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Fig. 10. The surfaces 1,21 / ( )v′ m  and 1,2( )v′′ m in the vicinity of the acoustic axis +m . The 
transition between the sheets of the surfaces when m is scanning the contour around +m  
Thus the physical equivalence of two pictures at θ = 0 and θ = 2π is realized not by a 
coincidence of the wave characteristic inside each of the branches, as it occurs at zero 
damping, but by the identity of their superpositions. This becomes topologically possible 
due to such a new feature of the slowness surfaces as their self-intersections (Fig. 10). In the 
absence of damping, when the degenerate wave sheets locally have the only contact point, 
one of the branches along any direction is always “faster” than the other. And the related 
polarization cross, contained of isonormal linear non-directed vectors, has non-equivalent 
“differently coloured” crosspieces. Hence for a coincidence of such cross with itself it is 
required its turn on the minimum angle π, instead of π/2, as in the above case (Figs. 9, 10). 





Fig. 11. The field of elliptic polarizations of degenerate branches in the vicinity of split axes 
of an absorptive crystal for g < 0. The Poincarè indices at small contours are n = -1/4, and 
the combined index at the external contour is n = -1/2 
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That is why (Alshits, Sarychev & Shuvalov, 1985) in the absence of the damping a conical 
axis along 0m  is characterized by the Poincarè index (1 / 2)sgnn g= . This is the minimal 
index for a real polarization field. Its splitting into the two singularities (60) due to 
“switching on” attenuation satisfies the index conservation law. On the other hand, the 
same combined index ±1/2 arises at the path-tracing of the both points ±m  (Fig. 11). 
8. Conical refraction in absorptive crystals  
Internal conical refraction of elastic waves in crystals is a good example of a non-trivial role 
of anisotropy, which may create new phenomena principally impossible in isotropic media. 
The energy flux P of the wave in crystal is, as a rule, non-parallel to its direction m of 
propagation. For any wave normal m the direction of the Poynting vector P is determined 
by the orientation of the normal n to the slowness surface. At the choice of the wave normal 
along a conical acoustic axis each polarization vector in the degeneracy plane D (Fig. 3) 
relates to the definite Poynting vector, i.e. to the definite normal to a cone. Rotation of the 
polarization in the plane D (e.g. in a circularly polarized wave) should create a precession of 
the energy flux P.  
This phenomenon called the internal conical refraction was theoretically predicted and 
experimentally discovered by De Klerk & Musgrave (1955). They found a circular cone of 
refraction along the 3-fold symmetry axis in the cubic crystal Ni. Later on the more general 
cases of the refraction cones of elliptic section were theoretically studied (Barry & Musgrave, 
1979; Khatkecich, 1962b; Musgrave, 1957) and experimentally found (Aleksandrov & 
Ryzhova, 1964). The complete theory of this phenomenon is presented in the monographs 
(Fedorov, 1968; Sirotin & Shaskolskaya, 1983). Below we shall develop an extension of this 
theory for absorptive crystals following to the recent paper (Alshits & Lyubimov, 2011). 
8.1 Conical refraction in the absence of attenuation 
As we have seen, in a crystal without damping along the acoustic axis 0m , apart from the 
non-degenerate wave with the polarization vector 03A , an infinite number of elastic waves 
may propagate with arbitrary polarization in the degeneracy plane D (Fig. 3). Thus in the 
basis 01 02{A ,A }  belonging to the same plane, for any angle β the vector  
 01 02( ) cos sinβ β β= +A A A     (61) 
determines polarization of the eigenwave propagating along 0m  with the phase speed 0v . 
Certainly, the wave with a circular polarization 01 02i= +A A A  can also propagate along the 
same direction.  
Consider a monochromatic plane wave propagating along the acoustic axis 0m  with the 
polarization A and the phase speed 0v : 
 0( , ) C exp( Φ )t i=u r A ,        0 0 0Φ ( )k v t= ⋅ −m r .  (62) 
The Poynting vector of such wave is equal (Fedorov, 1968)  
 0 0ˆ(Re ) (Re ) /c v=P u u m  .   (63) 
For linear and circular polarizations one has, respectively, 
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 0linRe ( )cosC β= Φu A ,    (64) 
 cir 01 0 02 0Re [ cosΦ sinΦ ]C= −u A A .    (65) 
In these two cases the Poynting vectors are given by different expressions: 
 2 2 20 0lin ( cos2 sin2 )sin ΦC ρω β β= + +P s p q ,  (66) 
 2 2cir 0 0 0( cos2Φ sin2Φ )C ρω= − +P s p q .   (67)    
Quite similarly one finds the elastic energy densities 2(Re )W ρ= u : 
 2 2 2 0lin sin ΦW C ρω= ,       
2 2
cirW C ρω= .   (68) 
With eqns. (66)-(68), the ray velocities of the considered waves are equal  
 ββW sin2cos2/ 0linlinlin qpsPs ++== ,    (69) 
 000circircir sin2Φcos2Φ/ qpsPs +−== W .    (70) 
During the period of the circularly polarized wave at a complete turn of the polarization 
vector in the degeneracy plane D, the ray velocity vector cirs  (70) twice circumscribes a cone 
(Fig. 12). At that the end of the vector cirs  twice path-traces the ellipse 

















Fig. 12. The cone of the internal conical refraction 
In view of (32), the plane Q of the ellipse is orthogonal to 0m , and the directions of path-
tracing of the vectors Δs and Reucir are the same when g > 0 and opposite when g < 0. 
For a linearly polarized wave the same refraction cone is described by the vector lins  (69) 
when the angle β changes within the interval 0 ≤ β ≤ 2π (Fig. 12). This particular scheme was 
realized in the first experiments of De Klerk & Musgrave (1955). 
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8.2 The polarization ellipses at the ridge of the wedge of self-intersection 
Consider now the wave characteristics of an absorptive crystal at the ridge of the wedge of 
self-intersection of the slowness surface. For a description of the set of wave normals related 
to the ridge between the two degeneracy points at the slowness surface let us introduce the 
vector sinξδ δ ξ+=m m . At changing ξ from -π/2 to +π/2 the vector ξδm  moves through all 
the ridge from one degeneracy ( -δm ) to another one ( )δ +m . Substitution ξδ δ=m m  into (33) 
gives the polarization vectors at any point of the line of self-intersection. Making use of 
relations (43) one obtains 
     01 021,2
(sin sin cos ) [cos sin (sin cos )]
2(1 sin cos )






,    (72) 
where the normalizing (9) is fulfilled and notations (41a) are used.  
We remind that at the ridge of the wedge the real components of the phase speeds 1,2v  
coincide: 1 2 ξv v v′ ′ ′= = . The imaginary components 1,2v′′  coincide only at the end points of the 
ridge, ξ = ±π/2. In view of (6), the real components of the displacement vectors 1,2u take the 
form 
 1,2 1,2 1,2 1,2 1,2 1,2 1,2Re ( , ) exp( )Re[ exp( Φ )] exp( )ξ ξ ξt C k i C k′′ ′′= − ⋅ ≡ − ⋅u r m r A m r U .   (73) 
We introduced here the wave normal ξm  and the real phase Φξ  at the ridge, 
 0ξ ξδ= +m m m ,     Φξ ξ ξk ωt′= ⋅ −m r ,    (74) 
and the dimensionless displacement vectors 
 1,2 1,2Re[ exp( Φ )]ξi=U A .    (75) 
It is essential that in eqn. (73) a trivial damping of the wave 1,2exp( )ξk′′∝ − ⋅m r  is separated 
from the vectors 1,2U  describing much more important for us effects of attenuation. 
In the considered stationary problem a choice of the time origin is certainly unessential and 
may be different for isonormal waves, independent from each other. Hence, the vectors 1,2U  
as well as the polarization vectors 1,2A  are defined to the sign. Below this sign will be 
chosen so that our expression would be more compact.   
Note, that at scanning the ridge by the wave normal ξm , the elliptic polarization 
determined by eqns. (72), (75) is sharply changing. It is easily checked that this ellipticity 
provides rotations of the vectors 1,2U  along the same directions corresponding to the right-
hand screw along the propagation, until sin 0ξ > , and to the left-hand screw, when 
sin 0ξ < . At the ridge ends (ξ = ±π/2) where the degeneracies occur, the isonormal waves, 
naturally, coincide: 1 2 0= ≡U U U . In both cases the polarization is circular however with 




1 ( cosΦ sinΦ ),
2










    (76) 
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Here the angle α is excluded from the arguments by the choice of the time origin.  
In any other points of the ridge the polarization ellipses of isonormal waves are different. In 
the middle point ξ = 0 the isonormal waves have linear polarizations orthogonal to each other: 
 
1 01 02 00
2 01 02 00
cos sin sinΦ ,
4 2 4 2
sin cos sinΦ .
4 2 4 2
ξ
ξ
π α π α
π α π α
=
=
    = − + −    
    
    = − − −    
    
U A A
U A A
   (77) 
One can show that linear polarization retain on a whole line passing through the middle of 
the ridge ( 0=ξ ) perpendicular to it (at the unit sphere 12 =m  this line passes through 
point 0m  with local orientation along vector M). 
Expressions for the polarization ellipses of isonormal waves at the ridge are remarkably 
simplified in the considered above particular case related to the unperturbed acoustic axis 
0m  situated in the symmetry plane of the crystal. In this case 0q′′ = . Supposing for 
definiteness that 0p′′ > , one can put α  = π/2. Then, instead of (72), the polarization vectors 
of the isonormal waves are equal 
 1 01 02
2 01 02
cos( /2) sin( /2),







   (78) 
And the rotation of the displacement vectors 1,2U  (75) over the ellipses is now described by 
 1 01 02
2 01 02
cos( /2)cosΦ sin( /2)sinΦ ,







   (79) 
These expressions represent ellipses in a parametric form. The lengths of the horizontal and 
vertical semi-axes of the first ellipse are equal |cos(ξ/2)| and |sin(ξ/2)|, respectively. For 
the second ellipse the same length relate to the vertical and horizontal semi-axes. At the 
ridge ends ξ = ±π/2 the above lengths of the semi-axes are equal to each other, and the 
polarization becomes circular. With a displacement of the “observation” point ξδm  from the 
ridge ends to its middle the large semi-axes increase and the small semi-axes decrease to 
zero at ξ = 0. 
Thus, both general expressions (76), (77) and the particular example (79) lead to the same 
picture of polarization distribution at the ridge of wedge of self-intersection. At passing 
along this line the isonormal waves, starting from a circular polarization of definite sign, 
monotonously decrease their ellipticity to zero in the middle of the ridge, where ellipses are 
transformed into non-directed vectors. At the second half of the ridge the ellipticity changes 
its sign and monotonously increases becoming circular at the other degeneracy point. Fig. 13 
illustrates this behavior of polarization at the line of self-intersection of the slowness surface. 
Consider now the kinematics of the motion of the displacement vectors of isonormal waves 
along the polarization ellipses. Express the radius-vectors ( 1,2)α α =U  at the ellipse in polar 
coordinates ( ),α αU ϕ : 
 01 02( cos sin )α α α αU ϕ ϕ= +U A A .   (80)  
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And the rotation of the displacement vectors 1,2U  (75) over the ellipses is now described by 
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Certainly, the lengths αU  of these radius-vectors at the ellipse depend on the azimuth αϕ . 
Comparing eqns. (72), (75) and (80), one has 
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Differentiating the latter expression with respect to time, it is easy to find the angular 







ϕ = ,    (83) 
where we put Φξ ω= − . As is seen from (83), the angular velocities differently behave in 
time at different “observation” points at the ridge. Along the acoustic axes (ξ = ±π/2), when 
the isonormal ellipses coincide into one circle (76), the denominator in (83) is equal to 1, and 
the circular motion has a constant angular velocity: 1 2 ωϕ ϕ= = ±  . Here the upper and lower 
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Fig. 13. Polarization distribution for isonormal waves at the line of self-intersection of the 
slowness surface 
With decreasing |ξ| a non-uniformity of the motion increases and at |ξ|<< 1 acquires a 
singular character, when during the most part of the period the velocities 1,2ϕ  are very 
small, and the azimuth angles 1,2ϕ  related to them are almost fixed. In this regime, the 
vectors 1,2U  pass the most part of the ellipse in a short time with very high velocity. This is 
clearly seen from the analytical formulae related to the discussed above particular case of 
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Eqns. (81)-(85) and Fig. 14 show that the functions 1,2(Φ )ξϕ  and 1,2(Φ )ξϕ  have the period 
twice less than the period of the wave. This means that the half-turn of the displacement 
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Fig. 14. Numerical plot of the azimuths 1,2ϕ  (84) (a) and the coinciding normalized speeds 
sec
1,2 2,1/ ω v / gωϕ ≡  (85), (106) (b) versus the phase Φξ  for the series of “observation” points 
at the line of self-intersection of the slowness surface for a particular case of the acoustic axis 
splitting from the symmetry plane. 1 - 5ξ =  , 2 - 15 , 3 - 45 , 4 - 75 , 5 - 90  
The other kinematic characteristics of the considered motion could be the so-called sectorial 
velocities defined as area circumscribed by a rotating vectors 1,2U  per unit time: 
 sec 21,2 1,2 1,2
1 1 sin
2 4
v U ω ξϕ= = .   (86) 
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The found expression is valid for unrestricted anisotropy. It is identical for the both 
isonormal waves being independent of the time. However velocity (86) strongly depends on 
the position of the “observation” point at the line of self-intersection. In particular, it 
vanishes in the center of the ridge (ξ = 0), where the polarization becomes linear. 
8.3 Universal refraction cone at the line of self-intersection and kinematics of ray 
velocity precession on this cone 
Let us find the ray velocities of isonormal waves (73) at the ridge of self-intersection of the 
slowness surface 1,21 / ( )v′ m . Substituting (73) into (63) one obtains the energy flux 
 2 2 2 2 2 21,2 1,2 1,2 0| exp( )| [ ( ) ( ) 2 ]ξC k ρω F G G F FG′′= − + − − +P m r s p q   ,  (87) 
where  
 ξ ξsin sin sinΦ cos cosΦF α ξ α= −     (88) 
 cos sin sinΦ (sin cos )cosΦξ ξG α ξ α ξ= +  .   (89) 
The energy density in the isonormal waves in the same terms is equal 
 2 2 2 2 21,2 1,2 1,2 1,2(Re ) | exp( )| ( )ξW ρ C k ρω F G′′= = − +u m r  .    (90) 
Accordingly, the ray velocities of these waves are given by 
 1,2 1,2 1,2 0 1,2 1,2/ cos2Θ sin2ΘW= = − +s P s p q ,   (91) 
where 
 1,2 1,2 1,2Θ Θ ( , ,Φ ), tgΘ /ξα ξ F G= =  .   (92) 
Eqn. (91) is transformed from classic expression (70) for crystals without damping after the 
substitution in the latter 0 1,2Φ Θ→ . This means that in an absorptive crystal at any point of 
the ridge of self-intersection the ends of the ray velocity vectors 1,2s  move along the same 
trajectories, described by the universal ellipse 
 1,2 1,2 1,2Δ cos2Θ sin2Θ= − +s p q .   (93) 
The form of this ellipse is completely determined by the vectors p and q, and is independent 
of the parameters 1,2Θ . In other words, it is insensitive neither to the phase Φξ  of the wave, 
nor to the angles α and ξ, related to parameters of damping and to a position of the 
“observation” point. The principal semi-axes of universal ellipse (93), coinciding with ellipse 
(71) for a non-attenuating medium, are equal 
 ( )2 2 2 2 2 21,2 1 ( ) 4( )2λ = + ± + − ×p q p q p q .    (94) 
Though the vectors p and q (29) do depend on a choice of the basis 01 02{ }A ,A , one can 
easily check that their combinations 2 2+p q  and ×p q  determining semi-axes (94) are 
invariant with respect to orientation of this basis in the degeneracy plane D (Fig. 3). 
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With identical trajectories of the ray velocities precession at the whole ridge, the kinematics 
of their motion is very sensitive to the position ξ of the “observation” point. It may be 
shown that at the ridge ends ξ = ±π/2 the values 0Θ ( 2)π /  and 0Θ (- 2)π /  differ by only 
signs: 
 0Θ ( /2) Φξπ± = ± ,  (95) 






( /2) cos2Φ sin2Φ ,





s s p q
s s p q
   (96) 
This shows that the precession of the ray velocity vector along one of split acoustic axes is 
identical with the analogous process for a circularly polarized wave (70) propagating along 
the unsplit acoustic axis in the crystal without damping. Directions of rotation of the ray 
velocities s(±π/2) (96) have different signs. It is easily checked that at g > 0 they coincide with 
corresponding directions of circular polarization (76), and at g < 0 – are opposite to them. 
In spite of the found identity of cones (70) and (96), there is an important difference between 
the related to them pictures of conical refraction. In the crystal without damping the ray 
velocities forming the refraction cone are directed along the appropriate normals to the 
slowness surface at the conical point of degeneracy. And the normals to the analogous 
surface in the vicinity of one of the split axes, as we have seen (Fig. 7), form a plane fan, 
which has nothing to do with a cone of ray velocities (96) (Fig. 12). 
With passing of the “observation” point from the end of the ridge to its center, the motion of 
the ray velocity around universal cone (96) becomes less and less uniform. At the center 
point ξ = 0 the motion deceases at all: the isonormal vectors 1,2s  are “frozen” at definite 
positions. Indeed, at ξ = 0 eqns. (88), (89) and (92) give the values 1,2Θ  independent of time: 
 1,2Θ 2 4
α π= ± .    (97) 
The corresponding fixed vectors of ray velocity are equal 
 1,2 0 0(0) ( sin cos ) /α α r= ± + = ±s s p q s M .   (98) 
As it would be expected, this result relates to expression (77) for a linear polarization of 
isonormal waves in the same way, as eqn. (69) to expression (64) from the refraction theory 
for crystals without damping. One can show that in this point (ξ = 0) of the ridge the two 
normals to the slowness surface are parallel not to vectors (98), but to their components 
belonging to the plane 0{ , }m M  orthogonal to the ridge.  
One should note that the fixed in time positions of the ray velocities (98) on ellipse (93) 
depend on the attenuation (the angle α , eqn. (41a)), whereas the universal ellipse does not 
“know” about α . This means that points (98), generally speaking, do not coincide with the 
ends of the principal semi-axes of the ellipse. Of course, in more symmetric situations the 
coincidence may occur, as it happens in the case of the splitting of the acoustic axis from a 
symmetry plane. What is more important that the vectors 1,2 1,2 0(0) -Δ =s s s , as it follows 
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from eqns. (98), (41) and Fig. 4, remain universally orthogonal to the ridge of the wedge at 
any changes of the angle α .  
It is evident that at any small deviation of ξ from zero the fixed vectors (98) acquire some 
increments dependent on the phase Φξ . This will renew a motion of the ray velocities 1,2s  
over the cone. However, if not to pass far from the middle point ξ = 0, the most part of the 
period the vectors 1,2s  will retain orientations close to directions (98). And the time-
averaged vectors 1,2s  in these points will be close to directions (98). This means that in the 
middle domain of the self-intersection line of the slowness surface, the refraction will have 
rather a wedge than a cone character.  
In the considered above particular case of the acoustic axis splitting from the symmetry 
plane, one can put /2α π=  which remarkably simplifies expressions (88) and (89), and 
together with them also the formulae for angle parameters 1,2Θ  (92): 
 1tgΘ ctg( /2)tgΦξξ= ,       =2tgΘ tg( /2)tgΦξξ .   (99) 
The discussed problem of kinematics of the precession of ray velocities at the line of self-
intersection of slowness surface may be quantitatively described. Introduce the polar 
coordinates ( 1,2 1,2,S ϕ ) of the positions of the ends of the radius-vectors 1,2Δs  at ellipses (93): 
 01,2 1,2 1,2 1,2Δ cos sinS p p
ϕ ϕ
 ×= + 
 
m pps .   (100) 
Comparing (100) with (93) one obtains 
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2 2
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2 G
( sinΘ cosΘ )







q p  
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,   (101) 
 21,2 1,2ctg ( - ctgΘ ) /p gϕ = ⋅p q .    (102) 





ϕ = −  .      (103) 
Here the derivatives 1,2Θ  are found from (92): 
 1,2 1,22 2 2
1,2
sinΘ 2 (Φ /2)
(Φ /2) ξξ
FG FG ω ξ π
F G U π
ϕ
−





  ,  (104) 
where  21,2U  and 1,2ϕ  are given by functions (81) and (83) shifted in phase: Φ Φ /2ξ ξ π→ + .  
The sectorial velocities 1,2
secv  of the motion of the vectors 1,2Δs  over universal ellipse (93)  are 
found in analogy with eqn. (86): 
 21,2 1,2 1,2 1,2 1,2
1 1 Θ (Φ /2)
2 2
sec
ξv S g g πϕ ϕ= = − = +  .    (105) 
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Thus, this velocity differs from the angular velocity of the polarization, eqn. (83), only by the 
dimensional factor g and by the retardation π/2. Substituting into (105) the angular velocity 
1,2ϕ  (85) for the considered above symmetric example, one obtains the more compact form 
for the sectorial velocity: 
 1,2 2,1









.     (106) 
Here it is bearing in mind that the phase shift of the velocity 1,2ϕ  in simplified variant (85) is 
equivalent to the transition at the counterpart branch: 1,2 2,1(Φ /2) (Φ )ξ ξπϕ ϕ+ =  . The found 
relation (106) allowed us to use in Fig. 14 the same curves for a characterization of both 
angular velocities of polarization and sectorial velocities of ray speeds. The shown 
dependencies adequately reflect the discussed above properties of the ray velocity 
precession at the line of self-intersection of the slowness surface. Angle velocities (103) 
behave in a similar way, especially in the region of small ξ. With closing to acoustic axes ξ = 
±π/2, variations of angular velocities in time are smoothing, but retain finite until p ≠ q, in 
contrast to the velocities 1,2
secv , which tend to constant at these limits. 
9. Conclusions   
Thus, we have found that specific features of the influence of attenuation on the basic wave 
properties are associated with two main qualities of the damping: i) it does not disturb the 
symmetry of a crystal, and ii) formally, it provides an imaginary, i.e. non-hermitian, 
perturbation of the acoustic tensor. Due to the first quality there is almost no influence of the 
damping on the acoustic axes which exist due to symmetry of the crystal (tangent 
degeneracies along ∞ and 4-fold symmetry axes and conical degeneracies along 3-fold axes). 
On the other hand, the conical acoustic axes of any other orientations manifest instability 
with respect to an imaginary perturbation of the acoustic tensor. They split into pairs of 
degeneracies of new type (the so-called singular acoustic axes), which never occurs without 
damping. In the neighbourhood of split acoustic axes the polarization of elastic waves 
proves to be strongly elliptical becoming almost circular close to the degeneracy points. A 
rotation of the polarization ellipses around those points is described by the Poincarè index n 
= ±1/4. The slowness surface acquires lines of self-intersection connecting the split singular 
acoustic axes. Only the end points of these lines correspond to true degeneracies where the 
imaginary components of phase speeds of isonormal waves also coincide. The latter 
coincidence also occurs on the whole equi-damping lines at the attenuation surface. These 
self-intersection lines at the two different surfaces (Fig. 10) after their projection on the unit 
sphere 2 1=m  of propagation directions continue each other at the degeneracy points.  
Topological transformations of wave surfaces and polarization fields create new features of the 
phenomenon of internal conical refraction. Still an extension of the theory may be done in 
terms of the same classic refraction cone bounded by the universal ellipse. As we have seen, in 
crystals without damping the classic picture of conical refraction automatically arises for a 
circularly polarized wave propagating along conical acoustic axis. In an absorptive crystal the 
same cone and universal ellipse as a trajectory of precession of the ray velocity vectors retain at 
the whole self-intersection line of the slowness surface between split degeneracy points.  
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secv  of the motion of the vectors 1,2Δs  over universal ellipse (93)  are 
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Thus, this velocity differs from the angular velocity of the polarization, eqn. (83), only by the 
dimensional factor g and by the retardation π/2. Substituting into (105) the angular velocity 
1,2ϕ  (85) for the considered above symmetric example, one obtains the more compact form 
for the sectorial velocity: 
 1,2 2,1
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Here it is bearing in mind that the phase shift of the velocity 1,2ϕ  in simplified variant (85) is 
equivalent to the transition at the counterpart branch: 1,2 2,1(Φ /2) (Φ )ξ ξπϕ ϕ+ =  . The found 
relation (106) allowed us to use in Fig. 14 the same curves for a characterization of both 
angular velocities of polarization and sectorial velocities of ray speeds. The shown 
dependencies adequately reflect the discussed above properties of the ray velocity 
precession at the line of self-intersection of the slowness surface. Angle velocities (103) 
behave in a similar way, especially in the region of small ξ. With closing to acoustic axes ξ = 
±π/2, variations of angular velocities in time are smoothing, but retain finite until p ≠ q, in 
contrast to the velocities 1,2
secv , which tend to constant at these limits. 
9. Conclusions   
Thus, we have found that specific features of the influence of attenuation on the basic wave 
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acoustic axes. Only the end points of these lines correspond to true degeneracies where the 
imaginary components of phase speeds of isonormal waves also coincide. The latter 
coincidence also occurs on the whole equi-damping lines at the attenuation surface. These 
self-intersection lines at the two different surfaces (Fig. 10) after their projection on the unit 
sphere 2 1=m  of propagation directions continue each other at the degeneracy points.  
Topological transformations of wave surfaces and polarization fields create new features of the 
phenomenon of internal conical refraction. Still an extension of the theory may be done in 
terms of the same classic refraction cone bounded by the universal ellipse. As we have seen, in 
crystals without damping the classic picture of conical refraction automatically arises for a 
circularly polarized wave propagating along conical acoustic axis. In an absorptive crystal the 
same cone and universal ellipse as a trajectory of precession of the ray velocity vectors retain at 
the whole self-intersection line of the slowness surface between split degeneracy points.  
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Along singular axes the refraction does not differ from the classical picture: the isonormal 
waves degenerate into one circularly polarized wave with the ray precession of constant 
sectorial velocity secv gω=  at the ellipse. A screen “illumination” related to such precession 
would look as a completely drawn ellipse (Fig. 15a). Some increase of intensity in the 
vicinity of large semi-axes max( )S  is explained by a slower motion of the vector 0s  in this 
region (its linear speed at the ellipse is equal sec2v / S ). When the “observation” point 
passes along the ridge of the wedge to its middle, both the precession of the vectors 1,2s  and 
the “illumination” pattern become less and less uniform (Fig. 15b,c). And in the center (ξ = 
0) only two points (Fig. 15d) will turn to be “illuminated”. They relate to the isonormal 
waves with linear polarization: the refraction becomes purely wedge-like. Thus, with 
scanning the ridge by the wave normal m the refraction continuously transforms from 
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Fig. 15. Schematic plot of gradual transition from purely conical refraction (a) along a 
singular acoustic axis to purely wedge refraction in the middle of the ridge (d) for a 
particular case of the acoustic axis splitting from the symmetry plane 
In conclusion, let us discuss the observability of the above beautiful and nontrivial physical 
effects. In principal, there is no threshold level of damping for the split of acoustic axes. Just 
the less damping, the less is the solid angle inside of which all the peculiarities manifest 
themselves. If this angle is less than the angle of the acoustic beam divergence, then we shall 
not observe neither splitting of acoustic axes, nor any accompanied effects. Thus, for the 
observability of our predictions the split angle δψ  (46) must exceed the divergence of the 
beam. The best experimentally realizable collimation of sound beams is limited by the 
diffraction divergence, which is estimated as ~λ/d, where λ is the wave length and d is the 
diameter of the beam. So, with increasing frequency ω the angle δψ  increases and the 
beam divergence, on the contrary, decreases. Thus, we deal here with a frequency 
threshold from below. The order of the splitting angle is determined by the estimate 
2 0δψ δm ~ ωη / μ=  (46), where μ is the shear modulus and η is the viscousity. Substituting 
this estimate to the inequality δψ / dλ> , one obtains the following lower threshold for 
the frequency ν = ω/2π  
 sth 2
c μν ν ~
πηd
> ,   (107) 
 
Topological Singularities in Acoustic Fields due to Absorption of a Crystal 
 
47 
where sc  is the sound speed. There are known a series of physical mechanisms of the sound 
attenuation η. Often phonons play in it an important role. The phonon viscosity at room (or 
high) temperature T may be estimated as 
  3Bph ph(3 )η ~ τ k T / a .   (108) 
Here phτ  is the phonon relaxation time, Bk  is the Boltzmann constant, and a is the lattice 
parameter. Substituting into eqns. (107), (108) sc ~ 
53 10⋅  cm/s, μ ~ 1110 2dyn /cm , d ~ 0.5 
cm, T ≈ 300 K, a ~ -83 10⋅  cm, phτ ~
-910 s, we come to the estimate thν ~ 100 MHz. Thus, at 
rather high-frequencies, which however belong to experimentally available ultrasound 
range, the properties and effects described in this chapter appear quite observable. 
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1. Introduction
Great progress has been made in the last sixty years in the study of the important problem of
noise generated by the interaction of flow with stationary or mobile bodies such as occurs
in jets, rotating blade propulsion machinery (propellers, turbofans helicopter rotors) and
last but not least in aircraft at all ranges of flight and speed. An important part of this
progress was based on a rigorous theory known as the Acoustic Analogy initiated by Sir
James Lighthill in (Lighthill, 1952) and (Lighthill, 1954). Lighthill considered a free flow, as
for example with a jet engine, and the nonstationary fluctuations of the stream represented
by a distribution of quadrupole sources in the same volume. The flow parameters such
as the surface pressure and the Lighthill tensor Tij are assumed known from solving the
aerodynamic problem in the region of sound generation or furnished by measurements.
For the first time, this revealed a clear distinction between Aerodynamic Theory, meant to
determine mainly the aerodynamic parameters as the lift and damping on the moving object
(and also supplying the data for the noise determination) and the Aeroacoustic Theory needed
for studying the noise produced, generally at large distances, by the flying (or moving)
objects. A primary aim of the following is to show that by using an operational calculus based
on the multidimensional Fourier Transform all the theory involved in obtaining the Ffowcs
Williams-Hawkings formula (Ffowcs Williams and Hawkings, 1969) can be performed using
only classical mathematical analysis.
Curle’s contribution (Curle, 1955) is a formal solution of the Acoustic Analogy which takes
stationary hard surfaces into consideration. The theory developed by Ffowcs Williams and
Hawkings (FW-H) (Ffowcs Williams and Hawkings, 1969) is valid for aeroacoustic sources in
relative motion with respect to a hard surface, as is the case in many technical applications for
example in the automotive industry or in air travel. The calculation involves quadrupole,
dipole and monopole terms. An important point is that FW-H theory, developed in
(Ffowcs Williams and Hawkings, 1969) assumed that the boundary surface coincides with the
physical body surface and is impenetrable. In both Aerodynamic and Aeroacoustic theories
the domain was the same: the infinite air domain external to the moving body.
When the Aeroacoustic Theory was developed by Lighthill, Curle, Ffowcs Williams and
Hawkings there were not a lot of experimental or theoretical data to be used as input to
their aeroacoustic theoretical work. For this reason, they derived mainly qualitative results
3
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their aeroacoustic theoretical work. For this reason, they derived mainly qualitative results
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which were quite useful in guiding many significant acoustic experiments and in designing
low noise propulsion machinery.
The situation has changed dramatically in the last 20 years. The rapid growth in high
speed digital computer technology, the availability of turbulent flow simulation codes as
well as high quality measured fluid dynamic data and advances in the theory of partial
differential equations, resulted in obtaining the needed data for many important problems of
aeroacoustics. However, the development of reliable Computational Fluid Dynamics (CFD)
methods made them also useful in the evaluation of the near-field aerodynamic parameters.
Unfortunately, a fully CFD-based computational aeroacoustic methodology is so far too
inefficient and beyond the capability of supercomputers of today.
To avoid these computational difficulties, the philosophy of approaching the Aeroacoustic
problem has changed by introducing a surface S as a "permeable" control surface. The
surface S is assumed to include inside, in the volume V, all the nonlinear flow effects and
noise sources. This splitting of the problem into a linear problem for an infinite domain and
a nonlinear setting for a bounded region allows the use of the most appropriate numerical
methodology for each of them. In the bounded domain V the CFD methods or advanced
measurement techniques will be used for obtaining the aerodynamic near-field and providing
the data on the surface S needed for the external, infinite domain modelling. The analysis
of the flow information inside V is, in general, expensive either using experiments or CFD.
Therefore, it is advantageous to make the volume V as small as possible.
The FH-W equation involving a permeable surface is the proper model for determining
the far-field pressure in the infinite domain. The case of permeable surfaces was analyzed
by Ffowcs Williams in (Dowling and Ffowcs Williams, 1982) and (Crighton, et al.), by
Francescantonio in (Francescantonio, 1997) who called it the KFWH (Kirchhoff FW-H)
formula, by Pilon and Lyrintzis in (Pilon and Lyrintzis, 1997) calling it an improved Kirchhoff
method and by Brentner and Farassat in (Brentner & Farassat, 1998). Besides the accessibility
to the surface data the advantage of the methods using a permeable control surface is that
the surface integrals and the first derivative needed can be evaluated more easily than the
volume integrals and the second derivatives necessary for the calculation of the quadrupole
terms when the traditional Acoustic Analogy is used.
The Acoustic Analogy approach and especially the theory based on the FW-H equation is
the most widely used tool for deterministic noise sources. The beauty (and the power) of this
model is that all the manipulations are completely rigorous without any ad hoc reasoning.
Besides the approach based on generalized functions, used in most papers approaching the
FW-H formula, we note the work by Goldstein (Goldstein, 1976) where all the formulas
are obtained starting with a generalized Green’s formula. A similar approach was used in
(Wu and Akay, 1992) . However, the algebra involved in their construction is substantial.
In the second of the two reports by Farassat (Farassat, 1994),(Farassat, 1996), which covers
the details of the mathematics used for the wave equation with sources on a moving
surface, the author correctly claims that the Ffowcs Williams-Hawkings famous paper
published in 1969 used a level of mathematical sophistication including multidimensional
generalized functions (distributions) and differential geometry unfamiliar to most researchers
and designers working in the field. Many people use Dirac’s δ (generalized) function starting
with its integral definition. On the other hand, to learn about more complicated operations
such as the derivative of a generalized function (distribution) we need a change of paradigm
in the way we look at ordinary functions. For some people involved in practical applications
this is not a simple task. The power of the theory of generalized functions stems from its
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operational properties. Thus, for example, discontinuous solutions of linear equations using
the Green’s function are easily obtained by posing the problem in generalized function spaces.
In the following we show that the theory connected with the FW-H formula can be made
much simpler, without manipulating multidimensional generalized functions, by using an
operational calculus based on the multidimensional Fourier Transform. The approach
based on using the Fourier Transform preserves all the good operational properties of
the generalized functions without the need to introduce a new sophisticated mathematical
tool. The method was used previously by us (Homentcovschi and Singler, 1999) for a direct
introduction to the Boundary Element Method.
In the case of permeable surfaces an alternate method for solving the Aeroacoustic problem
for the infinite external domain is based on the Kirchhoff formula for the wave equation. Due
to its use in Aeroacoustic theory we included also in Section 6 the Kirchhoff formulation for
the solution of the wave equation in the case of mobile surfaces. The proof is based again on
3-D Fourier Transform of discontinuous functions and the final formula includes the volume
sources and the surface sources as well. As a comparison of the two approaches (that based
on FW-K equation and that using Kirchhoff’s equation) we notice that Kirchhoff’s method
requires less memory because fewer quantities on the control surface needed to be stored.
On the other hand, Brentner and Farassat in (Brentner & Farassat, 1998) have shown that the
FW-H equation is superior to the Kirchhoff formula for aeroacoustic problems because it is
based on conservation laws of fluid mechanics rather than on the wave equation. Thus, the
FW-H equation is valid even if the integration surface is in the nonlinear region being therefore
more robust with the choice of control surface. Another advantage of the FW-H method is that
it does not require computation of the normal derivatives on the permeable surface.
A comprehensive review of the use of Kirchhoff’s method in computational aeroacoustics
was given by Lyrintzis in (Lyrintzis, 1994). The same author reviewed the advances in
the use of surface integral methods in aeroacoustics, including Kirchhoff’s method and
permeable Ffowcs-Williams Hawkings methods in (Lyrintzis, 2003). Morino in (Morino,
2003) addresses commonalities and differences between aeroacoustics and aerodynamics. A
discussion about the acoustic analogy and alternative theories for jet noise prediction is the
subject of (Morris and Farassat, 2002). Finally we note some interesting work about this
subject included in the book edited by (Raman, 2009).
It is our hope that the elementary derivations included in this chapter will make the
application of the FW-H equation more clear, avoiding in the future comments such as
those generated by (Zinoviev and Bies, 2004) (See (Farassat, 2005), (Zinoviev and Bies, 2005),
(Farassat and Myers, 2006), (Zinoviev and Bies, 2006)).
2. The equations of the acoustic analogy and their operational form
In order to apply the 3-D Fourier Transform to a certain physical variable this has to be
defined in the whole space. Thus, to utilize the Fourier Transform to examine the sound
field in a finite physical domain, it is necessary to imbed this domain within an infinite space.
For example, in the case of studying the air motion around a finite body, the interior of the
body is considered as an air-filled domain separated from the exterior, infinite domain by
an impermeable surface, Sb enclosing the body. This introduces a first class of discontinuity
surfaces of the motion between two air-filled regions. The second class contains the natural
discontinuity surfaces Ss inside the flow domain as shock fronts, wakes, etc. Finally, to aid
computations, it is often helpful to also define a virtual permeable surface, Sp, enclosing body
along with the portion of the air domain where viscous effects and the nonlinear terms in
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which were quite useful in guiding many significant acoustic experiments and in designing
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the Navier-Stokes equations are important. It is convenient to evaluate the aerodynamic
field in this region numerically using CFD, due to the difficulties imposed by viscosity and
nonlinear effects. These calculations furnish data describing the hydrodynamic state on the
virtual permeable surface, Sp. In the domain exterior to the permeable surface the acoustical
analogy is applied to predict the sound field. In other words, the field inside the virtual
permeable surface is assumed to be strongly influenced by hydrodynamic effects, while the
field in the external, infinite domain can be modeled according to the usual assumptions of
linear acoustics.
2.1 The equations of the acoustic analogy
In the case where the whole space R3 is filled by a compressible viscous fluid, containing
several discontinuity surfaces, the flow inside each domain is governed by the following
equations:




















Here ρ is the density, c is the velocity of sound in the uniform medium, uj is the component of
fluid velocity in the direction xj (j = 1, 2, 3), and a repeated index implies a summation over
these values, and,
Tij = Pij + ρuiuj − c2ρ δij,
is Lighthill’s stress tensor. Also, we denoted by
















the compressive stress tensor, δij is the Kronicker delta function, p is the pressure and μ is the
viscosity.
Remark 1. The acoustical analogy equations (1) and (2) are in fact the exact fluid flow equations in
the form written by Lighthill. This means that if one solves these equations correctly for a problem
satisfying the Lighthill assumptions, then one will get the correct answer to the aerodynamic and
aeroacoustic problems simultaneously.
In the case where inside the flow domain there are discontinuity surfaces of type Ss (as
shock fronts) the conservation laws for mass and momentum yield the Rankine-Hugoniot
type junction conditions
[ρ (un − vn)] = 0 (3)[
ρuκ (un − vn) + Pjκnj
]
= 0. (4)
We denote by square brackets the jump of its content across the discontinuity surface (see also
formula (54) in Appendix A). un is the velocity projection on the normal to the surface, n, and
vn is the normal velocity of the surface.
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Finally, on solid (deformable) impermeable surfaces Sb inside the flow the obvious
non-penetration condition proves true
un − vn = 0. (5)
2.2 The operational form of the acoustic analogy equations
Since the density ρ0 and pressure p0 at large distances (in the unperturbed fluid) are different
from zero we introduce the perturbation of the density ρ� = ρ − ρ0 and the perturbation of the
stress tensor as P�jκ = Pjκ − p0δjκ (where δjκ is the Kronecker delta) and will write equations

























jκ + ρujuκ − c2ρ�δjκ
According to the previous discussion, these equations are valid within the flow domains in the
whole space. Assuming, as in Appendix A, that there is a discontinuity surface S, separating
the inner domain D(i) and the external domain D(e), by applying the Fourier transform to
equations (6) and (7) and using the formulas (53) and (68) there results the operational equations
d ρ̃�
dt
+ ikj ρ̃uj =
∫
S








ρuj (un − vn) + Pκ jnκ
]
e−ik·ydS (9)
Here the overhead tilde denotes a Fourier Transform (see Appendix A), k(k1, k2, k3) is the
wave vector and y(y1, y2, y3) is the position vector of the integration (source) point. The
operational form of the conservation equations contains in the left-hand sides the Fourier
transform of corresponding terms in (1) and (2) and in the right-hand sides the integrals
accounting for the influence of the discontinuity surfaces. As was noted in Remark 1 in
Appendix A, in the general case, in the right-hand side of equations (8) and (9) the sum of
the contributions of all discontinuity surfaces will appear.
Remark 2. The square brackets in equations (8) and (9) can also be written as [ρ0un + ρ� (un − vn)]
and
[
ρuκ (un − vn) + P�κ jnj
]
respectively.
2.3 Some particular cases
2.3.1 Shock-type discontinuity surfaces (Ss)
In the case of a discontinuity surface Ss (of shock-type) inside the fluid domain the junction
conditions (3) and (4) will cancel out the integral terms in equations (8) and (9). Consequently
the shock-type discontinuity surfaces are not introducing any supplementary terms in the
operational equations.
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2.3.2 Impermeable solid deformable surfaces (Sb)
In the case of a solid with a deformable and impermeable boundary surface the condition (5)
will cancel out the integral term in the operational form of the continuity equation (8) and a
part of the integral in the momentum equation (9). In this case, the Fourier transform of the
traction P=(P1, P2, P3) of the surface on the fluid enters in the integral term of the momentum
equations as Pj = Pκ jnκ . The operational momentum equation now contains in the right-hand
side the action of the solid surface Sb on the fluid flow.
3. Solution of the operational form of the acoustical analogy equations.




Let Sp be a discontinuity surface of the flow variables inside the external fluid flow such that
in the domain D(i) we have p(i) = p0, ρ(i) = ρ0, v(i)= 0.
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e−ik·ydS, j = 1, 2, 3. (13)
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�h1,1 = cos (ckt) , �h1,κ+1 = − i kκ sin (ckt)ck , κ = 1, 2, 3
�hj+1,1 = −
i kjc sin (ckt)
k
, j = 1, 2, 3 (16)
�hj+1,κ+1 = δjκ +
kjkκ (cos (ckt)− 1)
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, j, κ = 1, 2, 3




3 = |k|2. By introducing the function
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the components of the vector w̃ can be written as




sin (ck (t − τ))
ck
dτ (18)
ρ̃uj (k, t) = −
∫ t
−∞














cos (ck (t − τ))− 1
k2
dτ
The method given in this section has the advantage of furnishing the integral representations
for the operational density and operational velocity as well. A simpler deduction of the
representation of the operational density is given in the next section.
3.2 The equation for the operational density
By eliminating the Fourier transform of the momentum ρ̃uj between equations (8) and (9) the
operational equation satisfied by the density perturbation becomes
d2 ρ̃�
dt2
+ c2k2 ρ̃� = F̃(k, t). (20)
The relationship (20) is the operational form of the nonhomogeneous wave equation. The
general solution of the homogeneous wave equation in operational form can be written as
ρ̃�h = A(k) cos(c k t) + B(k) sin(c k t))
and by using Lagrange’s method of variation of parameters there results the same
representation formula (18) for the operational density as the solution of equation (20).
3.3 The case of an impermeable surface (Sb)
In the case where the surface Sb is impermeable, the condition (5) cancels out some terms in











−ik·ydS + ikjikκ T̃�jκ (21)
which coincides with the nonhomogeneous term in the operational form of the FW-H
equation.
By introducing the new variables suggested by Francescantonio (Francescantonio, 1997), in












j + ρuj (un − vn) (23)
the nonhomogeneous term of the operational wave equation in the case of a permeable surface











−ik·ydS + ikjikκ T̃jκ (24)
The terms Uj and Lj can be interpreted respectively as a modified velocity and a modified
traction, which take into account the flow across S.
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4. Determination of velocity
4.1 The lift component of velocity











P� (y, τ) n�r (y, τ) e−ik·y
cos (ck (t − τ))− 1
k2
dS


















r = |x − y| ≡
√
(x1 − y1)2 + (x2 − y2)2 + (x3 − y3)2 .
x(x1, x2, x3) being the position vector of the observation point.
5. Determination of density
Since the general permeable case can be studied by means of an equivalent impermeable case
we shall determine the density in the case where the nonhomogeneous term is (21).
5.1 The case of sources on a surface
Consider the simpler case when the noise sources are on a rigid surface having only translation
and rotation motions. Then,
F̃S (k, t) =
∫
S
Q (y, t) e−ik·ydS (25)
where Q (y, t) is the surface intensity. In this case we have





























Q (y, τ) dS










δ (τ − (t − r/c))
4πc2r
dS
Here the relationship (71) and the property δ (−t) = δ (t) have been used.
The only contribution in the last integral in formula (27) comes from the time τe which is the
solution of the equation
g(τ, y, t, x) =0 (28)
where
g(τ, y, t, x) =τ − t + |x − y|
c
(29)
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In other worlds, the value of the density at the observation point x at the moment t is
determined by the noise sources at the emission (radiating) time τe on the emission (radiating)
surface Se ≡ Sτe .
It is now necessay to consider the coordinate systems. Let a fixed point P0 reside on a material
surface such as an airplane wing or a blade etc. We consider two coordinate frames:
a) A frame η fixed relative to the moving material surface. This is the frame used by a designer
to describe the structure geometry for purposes of fabrication. The variable η will be called the
Lagrangian variable of the point P0 and in the case supposed here (nondeformable material
surface) is independent of time.
b) A coordinate frame fixed with respect to the undisturbed medium having the origin O (see
Fig.1). The position of the observation point is given by the position vector x. The position of
the point P0 is described by the position vector y (η, τ). The position vectors x and y will give
the Eulerian coordinates of the observation and source terms, respectively. The formula
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η fixed the equation y = y (η, τ) gives the trajectory of the point P0 and cM =dy/dτ is the
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57n Operational Appr ach to the Acoustic Analogy Equations
8 Will-be-set-by-IN-TECH
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c
(29)
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To change the integration variable in the last integral in formula (27) from τ to g, we calculate
d g
dτ
= 1 − 1
c
∇r · ∂ y
∂τ




= 1 − Mr (31)
where Mr is the Mach number at the point η in the radiation direction at the time τ.
The density perturbation can therefore be written as












4πc2re |1 − Mre |
dSη (32)
Here, |1 − Mre | is the Doppler factor. The square brackets []ret imply that the contents are to
be evaluated at the retarded (emission or radiating time) τe given implicitly by g (τ) = 0.
The emission position is ye = y (η, τe) , the emission distance re of the source point η to the
observer position x is re = |x − y (ηe, τe)| , and Q∗ (η, τe) = Q (ye, τe) .
5.1.1 The thickness noise








An analysis similar with that of the section 5.1 yields











5.1.2 The loading noise
The last term in relationship (21) describes the loading noise





Its contribution to the perturbed density ρ� is











We have given here a very short presentation of formulas for thickness noise and loading
noise. A more complete presentation about these formulas and their implementation can be
found in (Farassat, 2007).
5.2 The quadrupole noise term
The last term in formula (21) corresponds to a quadrupole noise source:





















Tjκ (y, τ) dy
∫ sin (ck (t − τ))
(2π)3 ck
eik·(x−y)dk,
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where D(e)τ denotes the 3-D domain occupied by volume sources at the moment τ. The last
integral in formula (35) was calculated in Appendix B. Introducing its expression given by
formula (71) there results









δ (τ − (t − r/c))
4πc2r
dy, (36)
the relationship (36) becomes











where the effect of source convection is revealed by the Doppler factor; convection effectively
increases the source strength by |1 − Mr|−1. Further transformations of the formula (37) useful
for its numerical implementation were made by Farassat and Brentner (Farassat and Brentner,
1988) and by Brentner in (Brentner, 1997). In the case where the discontinuity surface is
permeable (of type Sp ) this term is missing, the surface being usually chosen outside the
space containing the quadruple sources. In the general case the sum of the solutions ρ�q (x, t) ,
ρ�thickness and ρ
�
loading completely specify the density field.
6. The Kirchhoff method in Aeroacoustics
Besides the Acoustic Analogy approach for the solution of the Aeroacoustic noise, another
widely used method is based on Kirchhoffs’ solution of the wave equation. We start with the







p� (x, t) = g (x, t) (38)
where g (x, t) represents the density of pressure sources. By applying the Fourier transform
with respect to the spatial variables and using formulas (58) and (70) we obtain the operational
form of the wave equation (38)
d2 p̃�
d t2
+ c2k2 p̃� = −c2 g̃ (k, t) + G̃ (k, t) (39)
where



























Equation (39) is similar to equation (20). Consequently, its solution can be written as




−c2 g̃ (k, τ) + G̃ (k, τ)
) sin (c k (t − τ))
c k
dτ (41)
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Hence the contribution of the nonhomogeneous term in equation (38) can be written as















δ (t − τ − |x − y| /c)
4π |x − y| dy
= −
∫
g (y, t − |x − y| /c) dy
4π |x − y| (42)
Finally, the contribution of the terms corresponding to the boundary conditions on the mobile
surface S can be written as




































which coincides with the relationship (5.3) given in (Ffowcs Williams and Hawkings, 1969).
7. Concluding remarks
Acoustic Analogy is one of the greatest contributions to the field of acoustics of the previous
century. It is a major extension of acoustics made by Sir M. J. Lighthill (and other contributors)
who formulated for the first time the science of how sound is created by fluid motion. This
theory completes the previous work by famous researchers in the field of acoustics who had
discovered how sound propagates through various media and across surrounding surfaces.
In this chapter we have attempted to simplify the application of the Acoustic Analogy by
showing how to apply it using only classical mathematical analysis tools.
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9. Appendix A: Fourier Transform of piecewise differentiable functions
Let D(i) (t) be a bounded mobile domain in R3 having a smooth boundary surface St. Denote
by D(e) (t) the domain external to the surface St (See Fig.2): D(i) ∪ S∪D(e) = R3, D(i) ∩D(e) =
φ. Let also ϕ(i) (x, t) be a continuous differentiable function defined in the closed domain
D(i) × R and ϕ(e) (x, t) a continuous differentiable function defined in D(e) × R. We define
also
ϕ (x, t) =
{
ϕ(i) (x, t) , in D(i)
ϕ(e) (x, t) , in D(e)
(44)
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Fig. 2. Boundary Surface
Generally, the function ϕ (x, t) is discontinuous across the surface S. We call it a
piecewise differentiable function (pdf). Assuming that the function ϕ(e) (x, t) is decreasing
sufficiently rapidly at infinity (for more precise conditions about the function ϕ(e) (x, t) see
(Homentcovschi and Singler, 1999)) we can take the Fourier Transform of the function ϕ (x, t)
with respect to space variables
ϕ̃ (k, t) ≡ F {ϕ (x, t)} =
∫
ϕ (x, t) e−ik·xdx (45)
Here x = (x1,x2,x3) , k = (k1,k2,k3) , k · x = k1x1 + k2x2 + k3x3 is the inner product of the two
vectors, dx = dx1dx2dx3 and the integral is extended over the whole R3 space. The inversion
formula can be written as
ϕ (x, t) ≡ F−1 {ϕ̃ (k, t)} = 1
(2π)3
∫
ϕ̃ (k, t) eix·kdk (46)
where dk =dk1dk2dk3. Accounting for relationship (44) we can write
F {ϕ (x, t)} =
∫
D(i)
ϕ(i) (x, t) e−ik·xdx +
∫
D(e)
ϕ(e) (x, t) e−ik·xdx (47)
9.1 Fourier transform of the derivative with respect to a spatial variable of a piecewise
differentiable function

































ϕ(i) (x, t) e−ik·xdx (49)
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The first integral in the right-hand side of relationship (49) can be replaced, by using the












(i) (y, t) e−ik·ydS (50)

























(e) (y, t) e−ik·ydS (52)






= ik1 ϕ̃ (k, t)−
∫
S
n1 [ϕ (y, t)] e
−ik·ydS (53)
Here we denoted by square bracket the jump of the function ϕ (x, t) across the surface St













for y ∈ St, x(i) ∈ D(i) and x(e) ∈ D(e). Similar relationships to (53) can be proved for the
derivatives in the directions x2 and x3.
Remark 3. It is clear that the obtained relationships can be extended immediately to the case where
there are more discontinuity surfaces of the given function. The resulting formulas will contain sums
of integrals corresponding to each discontinuity surface.
9.1.2 Other formulas
The relationship (53) gives also
F {∇ϕ} ≡ ∇̃ϕ = ik ϕ̃ (k, t)−
∫
St
n [ϕ (y, t)] e−ik·ydS (55)
In the case where we write V (x, t) = (V1 (x, t) , V2 (x, t) , V3 (x, t)) where Vj (x, t) is a piecewise
differentiable function defined by a relationship similar to (44) we can write also the formulas
F {∇ · V} ≡ ∇̃ · V = ik·Ṽ (k, t)−
∫
St
n· [V (y, t)] e−ik·ydS (56)
F {∇× V} ≡ ∇̃ × V = ik×Ṽ (k, t)−
∫
St
n× [V (y, t)] e−ik·ydS (57)
The formulas (55), (56) and (57) permit the calculation of the Fourier Transforms of a gradient
of a scalar field of a divergence and a curl of a vector field in the case of piecewise differentiable
scalar and vector fields.
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Moreover, we can write
F {Δ ϕ} ≡ F {∇ · ∇ ϕ} = ik·∇̃ ϕ (k, t)−
∫
St
n· [∇ (y, t) ϕ] e−ik·ydS (58)
= ik·
(
ik ϕ̃ (k, t)−
∫
St












Δ̃ ϕ = −k2 ϕ̃ (k, t)−
∫
St













3 = |k|2 .
9.2 Fourier transform of the time derivative of a piecewise differentiable function
9.2.1 The displacement velocity of a mobile surface
Let S(y1, y2, y3, t) = 0 be the equation of the mobile surface St. Then, for S(y01, y02, y03, t0) on
St0 we can write



















(t − t0) ,
the partial derivatives of the function S being calculated at a certain point x� lying between
the points x (t0) and x (t) . But,
n1 =
∂S/∂y1
|grad S| , n2 =
∂S/∂y2
|grad S| , n3 =
∂S/∂y3
|grad S| (61)










are the projections on the velocity vector of a point on the surface St on the three axes. The
relation (60) yields
vn = − ∂S/∂t|grad S| (63)
which is the displacement velocity of the geometric surface St. We mention that the
displacement velocity of a surface has the direction of the normal vector to this surface.
9.2.2 Reynolds’ transport theorem
For calculating the Fourier Transform of a time derivative of a certain function we write
∫
D(i) (t)
ϕ(i) (x, t) e−ik·xdx−
∫
D(i) (t0)
ϕ(i) (x, t0) e−ik·xdx = (64)
∫
D(i) (t)
ϕ(i) (x, t) e−ik·xdx−
∫
D(i) (t)
ϕ(i) (x, t0) e−ik·xdx+
∫
D(i) (t)
ϕ(i) (x, t0) e−ik·xdx−
∫
D(i) (t0)









ϕ(i) (x, t0) e−ik·xdx
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Now, dividing by (t − t0) and taking the limit for t → t0 the first term gives the Fourier
transform of the time derivative of the function ϕ(i) (x, t) while in the second integral we can
write dx =vn (t − t0) dS (see (Jacob, 1959), (Currie, 2003)). Finally, we obtain the following














vn (y, t) ϕ(i) (y, t) e−ik·ydS
vn being the displacement velocity of the surface S (t) .










































vn ϕ(e) (y, t) e−ik·ydS (67)












vn (y, t) [ϕ (y, t)] e−ik·ydS. (68)
Formula (68) permits us to calculate the Fourier transform of the time derivative of a piecewise
differentiable function. For the second time derivative we can write
F
{





































such that in the Fourier transform of second time derivative of the piecewise differentiable
function ϕ enters the jump of the function ϕ across the discontinuity and the jump of the first
time derivative of ϕ as well.
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10. Appendix B: Determination of the Greens’ function for the wave equation







δ (t − r/c)
4πc r
(71)
where r = |x| .
By taking the derivative with respect to parameter t in the both sides of relationship (71) there
results
F−1 {cos (ckt)} = δ
� (t − r/c)
4πc2r
(72)
Similarly, integrating the formula (71) over the interval (0, t) we obtain
F−1
{




H (t − r/c)
4πr
(73)
H (x) being the Heaviside’s function.
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Now, dividing by (t − t0) and taking the limit for t → t0 the first term gives the Fourier
transform of the time derivative of the function ϕ(i) (x, t) while in the second integral we can
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Formula (68) permits us to calculate the Fourier transform of the time derivative of a piecewise
differentiable function. For the second time derivative we can write
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such that in the Fourier transform of second time derivative of the piecewise differentiable
function ϕ enters the jump of the function ϕ across the discontinuity and the jump of the first
time derivative of ϕ as well.
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1. Introduction
Many phenomena in physics and other fields are often described by nonlinear partial
differential equations (NLPDEs). The investigation of exact and numerical solutions, in
particular, traveling wave solutions, for NLPDEs plays an important role in the study of
nonlinear physical phenomena. These exact solutions when they exist can help one to well
understand the mechanism of the complicated physical phenomena and dynamical processes
modeled by these nonlinear evolution equations (NLEEs). The ion-acoustic solitary wave
is one of the fundamental nonlinear wave phenomena appearing in fluid dynamics [1] and
plasma physics [2, 3]. It has recently became more interesting to obtain exact analytical
solutions to NLPDEs by using appropriate techniques and symbolical computer programs
such as Maple or Mathematica. The capability and power of these software have increased
dramatically over the past decade. Hence, direct search for exact solutions is now much more
viable. Several important direct methods have been developed for obtaining traveling wave
solutions to NLEEs such as the inverse scattering method [3], the tanh-function method [4],
the extended tanh-function method [5] and the homogeneous balance method [6]. We assume
that the exact solution is expressed by a simple expansion u(x, t) = U(ξ) = ∑Ni=0 AiF
i(ξ)
where Ai are constants to be determined and the function F(ξ) is defined by the solution
of an auxiliary ordinary differential equation (ODE). The tanh-function method is the well
known method as a direct selection of the function F(ξ) = tanh( ξ). Recently, many exact
solutions expressed by various Jacobi elliptic functions (JEFs) of many NLEEs have been
obtained by Jacobi elliptic function expansion method [7-10], mapping method [11, 12],
F-expansion method [13], extended F-expansion method [14], the generalized Jacobi elliptic
function method [15] and other methods [16-20]. Various exact solutions were obtained by
using these methods, including the solitary wave solutions, shock wave solutions and periodic
wave solutions.
The main steps of the F-expansion method [13] are outlined as follows:
Step 1. Use the transformation u(x, t) = u(ξ); ξ = k(x − ωt) + ξ0, ξ0 is an arbitrary constant,
and reduce a given NLPDE, say in two independent variables,
F(u, ut, ux, utt, uxx, ...) = 0, (1.1)
4
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The main steps of the F-expansion method [13] are outlined as follows:
Step 1. Use the transformation u(x, t) = u(ξ); ξ = k(x − ωt) + ξ0, ξ0 is an arbitrary constant,
and reduce a given NLPDE, say in two independent variables,




G(u, u�, u��, ...) = 0, u� = du
dξ
. (1.2)
In general, the left hand side of Eq. (1.1) is a polynomial in u and its various derivatives.
Step 2. The F-expansion method gives the solution of (1.1) in the form





i(ξ), aN �= 0, (1.3)
where ai (i = 0, 1, 2, ..., N) are constants to be determined and F(ξ) satisfies the first order
nonlinear ODE in the form
(F�(ξ))2 = q0 + q2F2(ξ) + q4F4(ξ), (1.4)
where q0, q2 and q4 are constants and N in Eq. (1.3) is a positive integer that can be determined
by balancing the nonlinear term(s) and the highest order derivatives in Eq. (1.1).
Step 3. Substituting the F-expansion (1.3) into (1.2) and using (1.4); setting each coefficient of
the polynomial to zero yields a system of algebraic equations involving a0, a1, ...aN , k and ω.
Step 4. Solving these equations, probably with the aid of Mathematica or Maple, then
a0, a1, ...aN , k and ω can be expressed by q0, q2, q4.
Step 5. Substituting these results into F-expansion (1.3), then a general form of traveling
wave solution of the NLPDE (1.1) can be obtained. Many solutions of equation (1.4) have
been reported in [13, 14]. Substituting the values of q0, q2, q4 and the corresponding JEF
solution F(ξ) into the general form of solution, we may get several classes of exact solutions
of equations (1.1) involving JEFs.
Also, we give a brief description of the mapping method to seek the traveling wave solutions
of (1.1) in the form u(x, t) = u(η), η = kx − ω t + η0, η0 is an arbitrary constant. Thus, Eq.







where n is a balancing number, Ai are constants to be determined and f (η) satisfies the
nonlinear ODE
f �2(η) = 2 p f (η) + q f 2(η) + 2
3
r f 3(η). (1.6)
Here p, q and r are constants. After substituting Eq. (1.5) into the ODE (1.2) and using
Eq. (1.6), the constants Ai, k and ω may be determined. By using the solutions of auxiliary
nonlinear equation (1.6), many JEF solutions of NLEEs have been obtained [19, 20].
The JEFs sn(ξ) = sn(ξ, m), cn(ξ) = cn( ξ, m) and dn(ξ) = dn(ξ, m) are double periodic and
have the following properties:
sn2(ξ) + cn2(ξ) = 1, dn2(ξ) + m2 sn2(ξ) = 1.
In the limit m −→ 1, the JEFs degenerate to the hyperbolic functions, i.e.,
sn(ξ, 1) −→ tanh(ξ), cn(ξ, 1) −→ sech(ξ), dn(ξ, 1) −→ sech(ξ).
Detailed explanations about JEFs can be found in [21].
Some of the nonlinear models in fluids, plasma and dust plasma are described by canonical
models and include the Korteweg-de Vries (KdV) and the modified KdV equations [22-25].
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The evolution of small but finite-amplitude solitary waves, studied by means of the
Korteweg-de Vries (KdV) equation, is of considerable interest in plasma dynamics. In the
study of multidimensional version two type of nonlinear waves are well known, the so called
Kadomtsev-Petviashvilli (KP) equation and Zakharov - Kuzentsov (ZK) equation. Employing
the reductive perturbation technique on the system of equations for hydrodynamics and the
dynamics of plasma waves to derive such equation.
We construct several classes of exact JEF solutions of some nonlinear evolution equations of
plasma physics by using the mapping method and the F-expansion method. The rest of this
chapter is organized as follows: in section 2, we present the JEF solutions to the KdV equation,
combined KdV - modified KdV equation. In section 3, we apply the F-expansion method to
the Schamel- KdV equation. Moreover, using the ansatz solution (1.5) and the solutions of
nonlinear ODE (1.6), many exact solutions of Schamel equation, ZK equation and modified
fifth order KdV equation are given in sections 4, 5, 6.
2. The KdV and modified KdV equations
The Korteweg de-Vries (KdV) equation
ut + αuux + uxxx = 0,
models a variety of nonlinear phenomena, including ion acoustic waves in plasmas, dust
acoustic solitary structures in magnetized dusty plasmas, and shallow water waves. On the
other hand, the modified KdV equation (mKdV)
ut + bu2ux + uxxx = 0,
models the dust-ion acoustic waves, electromagnetic waves in size-quantized films, ion
acoustic solitons, traffic flow problems, and in other applications. The KdV equation and
the modified KdV equation are completely integrable equations that have multiple-soliton
solutions and possess infinite conservation quantities. The KdV equation is the earliest soliton
equation that was firstly derived by Korteweg and de Vries to model the evolution of shallow
water wave in 1895. In the study of the KdV equation, traveling wave solution leads to
periodic solution which is called cnoidal wave solution [22, 23]. Exact solutions of KdV
equation have been studied extensively since they were first found. Solitary wave solutions
and periodic wave solutions were obtained for the KdV and modified KdV equations [3, 7,
22]. The JEF solutions to two kinds of KdV equations with variables coefficients have been
constructed by using the method of the auxiliary equation [19]. The reductive perturbation
method [24] has been employed to derive the KdV equation for small but finite amplitude
electrostatic ion-acoustic waves [23, 25, 26]. The basic equations describing the system in
dimensionless variables is studied by El-Labany [26] and the KdV equation for the first-order
perturbed potential has been obtained using the reductive perturbation method.
We consider the combined KdV and mKdV equation [22, 27, 28]
ut + αuux + βu2ux + δuxxx = 0, β �= 0. (2.1)
where α, β and δ are constants. Equation (2.1) is widely used in various fields such as
quantum field theory, dust-acoustic waves, ion acoustic waves in plasmas with a negative
ion, solid-state physics and fluid dynamics.
Let u = u(ξ), equation (2.1) transformed to the reduced equation
− ωu� + αuu� + βu2u� + δk2 u��� = 0. (2.2)
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− ωu� + αuu� + βu2u� + δk2 u��� = 0. (2.2)
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Balancing u��� with u2u� yields N = 1, so the F-expansion method gives
u(x, t) = a0 + a1F(ξ). (2.3)
Substituting (2.3) into (2.2) and equating the coefficients of like powers of F(ξ) to zero, we
obtain a set of algebraic equations. Solving these algebraic equations, we obtain the exact
solutions of (2.1) as follows:
When q0 = 1, q2 = −1 − m2, q4 = m2, solutions of Eq. (1.4) is F(ξ) = snξ , we have














If q0 = m2 − 1, q2 = 2 − m2, q4 = −1, the solution of Eq (1.4) is F(ξ) = dnξ. Thus, we obtain
the periodic wave solutions of Eq. (2.1)







α2 − 4βδk2(2 − m2)
4β
t) + ξ0), (2.5)
Selecting the values of the q0, q2 and q4 of equation (1.4) and the corresponding function
F, we can construct various JEF solutions of (2.1). Other JEF solutions are omitted here for
simplicity. If we put α = 0 in (2.4), we get the periodic solution of the modified KdV equation
which coincides with that given by Liu et al. [7]. Moreover, the solutions (2.5) to equation (2.1)
given in [28] are recovered. With m −→ 1 in (2.4) , (2.5), the solitary wave solutions to (2.1)
given in [7, 27, 28] are also recovered.
We notice that the solutions of the KdV equation cannot obtain from (2.4) and (2.5) as β = 0.
In this case, the general form of cnoidal wave solutions of the KdV equation are given by






(x − ωt) + ξ0. (2.6)
Thus we can obtain abundant cnoidal wave solutions of the KdV equation in terms of JEFs.
Some periodic wave solutions of the KdV equation and modified KdV equation have been
studied in [7,23, 28]. As m −→ 1, these solutions will degenerate into the corresponding
solitary wave solutions.
3. The JEF solutions of Schamel- KdV equation
We consider the Schamel- KdV equation [29, 30]
ut + (αu1/2 + βu)ux + δuxxx = 0, β �= 0 (3.1)
where α, β and δ are constants and u is the wave potential.
In order to find the periodic wave solution of (3.1), we use the transformations u = v2,
v(x, t) = V(ξ); ξ = k(x − ωt) + ξ0, then (2.7) becomes
− ωV V � + (αV2 + βV3)V � + δk2[VV ��� + 3V �V ��] = 0. (3.2)
The balancing procedure implies that N = 1. Therefore, the F-expansion method gives the
solution
V(x, t) = V(ξ) = a0 + a1F(ξ), (3.3)
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where a0 and a1 are constants to be determined and F(ξ) is a solution of Eq. (1.4). Substituting
Eq. (3.3) into Eq. (3.2) and equating the coefficients of the like powers of F to zero, yields a set







[−ω + 2αa0 + 3βa20 + 4δk2q2]a1 = 0,
[−ω + αa0 + βa20 + δk2q2]a0 = 0.
(3.4)













Therefore, we obtained in [30] the JEF solutions of Eq. (3.1) as follows:















75β t) + ξ0
)]2
, βδ < 0, (3.6)
















75β t) + ξ0
)]2
, βδ > 0, (3.7)
If q0 = m2 − 1, q2 = 2 − m2, q4 = −1, the solution of Eq (1.4) is F(ξ) = dnξ. So, we obtained















75β t) + ξ0
)]2
, βδ > 0, (3.8)












75β t) + ξ0
)]2













75β t) + ξ0
)]2
, βδ > 0,
(3.9)
The solitary wave solutions (3.9) in terms of tanh are equivalent to the solutions given in [31].
The JEF solutions of (3.1) may be describe various features of waves and may be helpful in
understanding the problems in ion acoustic waves.
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Balancing u��� with u2u� yields N = 1, so the F-expansion method gives
u(x, t) = a0 + a1F(ξ). (2.3)
Substituting (2.3) into (2.2) and equating the coefficients of like powers of F(ξ) to zero, we
obtain a set of algebraic equations. Solving these algebraic equations, we obtain the exact
solutions of (2.1) as follows:
When q0 = 1, q2 = −1 − m2, q4 = m2, solutions of Eq. (1.4) is F(ξ) = snξ , we have














If q0 = m2 − 1, q2 = 2 − m2, q4 = −1, the solution of Eq (1.4) is F(ξ) = dnξ. Thus, we obtain
the periodic wave solutions of Eq. (2.1)
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Selecting the values of the q0, q2 and q4 of equation (1.4) and the corresponding function
F, we can construct various JEF solutions of (2.1). Other JEF solutions are omitted here for
simplicity. If we put α = 0 in (2.4), we get the periodic solution of the modified KdV equation
which coincides with that given by Liu et al. [7]. Moreover, the solutions (2.5) to equation (2.1)
given in [28] are recovered. With m −→ 1 in (2.4) , (2.5), the solitary wave solutions to (2.1)
given in [7, 27, 28] are also recovered.
We notice that the solutions of the KdV equation cannot obtain from (2.4) and (2.5) as β = 0.
In this case, the general form of cnoidal wave solutions of the KdV equation are given by






(x − ωt) + ξ0. (2.6)
Thus we can obtain abundant cnoidal wave solutions of the KdV equation in terms of JEFs.
Some periodic wave solutions of the KdV equation and modified KdV equation have been
studied in [7,23, 28]. As m −→ 1, these solutions will degenerate into the corresponding
solitary wave solutions.
3. The JEF solutions of Schamel- KdV equation
We consider the Schamel- KdV equation [29, 30]
ut + (αu1/2 + βu)ux + δuxxx = 0, β �= 0 (3.1)
where α, β and δ are constants and u is the wave potential.
In order to find the periodic wave solution of (3.1), we use the transformations u = v2,
v(x, t) = V(ξ); ξ = k(x − ωt) + ξ0, then (2.7) becomes
− ωV V � + (αV2 + βV3)V � + δk2[VV ��� + 3V �V ��] = 0. (3.2)
The balancing procedure implies that N = 1. Therefore, the F-expansion method gives the
solution
V(x, t) = V(ξ) = a0 + a1F(ξ), (3.3)
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where a0 and a1 are constants to be determined and F(ξ) is a solution of Eq. (1.4). Substituting
Eq. (3.3) into Eq. (3.2) and equating the coefficients of the like powers of F to zero, yields a set







[−ω + 2αa0 + 3βa20 + 4δk2q2]a1 = 0,
[−ω + αa0 + βa20 + δk2q2]a0 = 0.
(3.4)













Therefore, we obtained in [30] the JEF solutions of Eq. (3.1) as follows:
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, βδ > 0, (3.7)
If q0 = m2 − 1, q2 = 2 − m2, q4 = −1, the solution of Eq (1.4) is F(ξ) = dnξ. So, we obtained
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, βδ > 0, (3.8)












75β t) + ξ0
)]2













75β t) + ξ0
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, βδ > 0,
(3.9)
The solitary wave solutions (3.9) in terms of tanh are equivalent to the solutions given in [31].
The JEF solutions of (3.1) may be describe various features of waves and may be helpful in
understanding the problems in ion acoustic waves.
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4. Schamel equation and modified KP equation
The equation describing ion-acoustic waves in a cold-ion plasma where electrons do not
behave isothermally during their passage of the wave is
ut + u1/2 ux + δ uxxx = 0. (4.1)
Schamel [29] derived this equation and a simple solitary wave solution having a sech4 profile
was obtained. Therefore the Schamel equation (4.1) containing a square root nonlinearity is
very attractive model for the study of ion-acoustic waves in plasmas and dusty plasmas.
In order to find the periodic wave solution of (4.1), we use the transformations
u = v2, v(x, t) = V(η); η = kx − ω t + η0,, then (4.1) becomes
− ωV V � + k V2V � + δk3[VV ��� + 3V �V ��] = 0. (4.2)
According to the mapping method, we assume that Eq. (4.2) has the following solution:
V(η) = A0 + A1 f (η), (4.3)
where A0 and A1 are constants to be determined and f (η) satisfies Eq. (1.6).
Substitution of Eq. (4.3) into Eq. (4.2) and selecting the values of p, q and r, we have the
solutions of Eq. (4.1) which was given in [20] as follows:
Case 1. p = 2, q = −4 (1 + m2), r = 6 m2. In this case, we have f (η) = sn2η. Thus the
periodic wave solutions of Eq. (4.1) are
u1(x, t) = 100δ2 k4
[
1 + m2 ±√1 − m2 + m4 − 3 m2 sn2 η
]2
,
η = kx ∓ 16 δk3
√
1 − m2 + m4 t + η0.
(4.4)
Case 2. p = −(1−m
2)2
2 , q = 2(1 + m
2), r = −32 . The solutions of Eq. (1.6) are f (η) =
(m cnη ± dnη)2. Thus the exact solutions of Eq. (4.1) are




− 2(1 + m2)±√1 + 14m2 + m4 + 3 (m cnη ± dnη)2
]2
,
η = kx ∓ 4 δk3 √1 + 14m2 + m4 t + η0.
(4.5)
Case 3. p = m
2
2 , q = 2(m






. So, we obtained the exact solutions of Eq. (4.1)in the form









η = kx ∓ 4 δk3 √16 − 16m2 + m4 t + η0.
(4.6)
There are several exact solutions for the Eq. (4.1) which are omitted here for simplicity. As
m → 1, these solutions reduce to the solitary wave solutions
u4(x, t) = 900δ2 k4 sech
4(kx − 16 δk3 t + η0),
u5(x, t) = 100δ2 k4 [2 − 3 sech2(kx + 16 δk3 t + η0)]2.
(4.7)
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( tanh (kx−4 δk3 t+η0)
1+ sech(kx−4 δk3 t+η0)
)2]2
. (4.8)
The KdV equation in two dimensions, known as Kadomtsev Petviashivili (KP) equation [32],
was derived for ion-acoustic waves in a non magnetized plasma by Kako and Rowlands [33].
Therefore the modified KP equation containing a square root nonlinearity is very attractive
model for the study of ion-acoustic waves in plasma and dusty plasma [34- 36]. Extensive
work has been devoted to the study of nonlinear waves associated with the dust ion-acoustic
waves, particularly the dust ion-acoustic solitary and shock waves in dusty plasmas in which
dust particles are stationary and provide only the neutrality [37]. The KP equation is derived
[38] for the propagation of nonlinear waves in warm dusty plasmas with variable dust charge,
two-temperature ions and nonthermal electrons by using the reductive perturbation theory.
Consider the modified KP equation
(ut + αu1/2ux + βuxxx)x + δuyy = 0, (4.9)
where α and β are constants. The modified KP equation (4.9) for ion-acoustic waves in a multi
species plasma consisting of non-isothermal electrons have been derived by Chakraborty and
Das [34]. We applied the mapping method with the ansatz solution (4.3) and the solutions of
auxiliary equation (1.6) to find the solutions of equation (4.9) (see [39]).
5. The ZK equation and modified ZK equation
The equation
ut + βu2ux + uxxx + uyyx = 0, (5.1)
is the modified ZK in (2+1) dimensions which is a model for acoustic plasma waves [40, 41].
The ZK equation was first derived for describing weakly nonlinear ion- acoustic waves in a
strongly magnetized lossless plasma in two dimension [41]. The ZK equation and modified
ZK equation possess traveling wave structures [28, 42]. Peng [42] studied the exact solutions
of ZK equation by using extended mapping method. Various types of solutions of Schamel-
KdV equation and modified ZK equation arising in plasma and dust plasma are presented in
[43].
We apply the F-expansion method to the modified ZK equation. Thus, Eq. (5.1) has a solution
in the form
u(ξ) = a0 + a1 F(ξ), ξ = k(x + ly − ω t) + ξ0.
Substituting this equation into Eq. (5.1), we obtain the following classes of exact solutions of













(2−m2)(1+l2) (x + ly − ω t + ξ0)).
(5.2)
In the following we apply the mapping method to the ZK equation
ut + αu ux + uxxx + uyyx = 0. (5.3)
In this case, we have n = 1. Thus Eq. (5.3) has a solution in the form
u(η) = A0 + A1 f (η), η = kx + ly − ω t + η0.
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4. Schamel equation and modified KP equation
The equation describing ion-acoustic waves in a cold-ion plasma where electrons do not
behave isothermally during their passage of the wave is
ut + u1/2 ux + δ uxxx = 0. (4.1)
Schamel [29] derived this equation and a simple solitary wave solution having a sech4 profile
was obtained. Therefore the Schamel equation (4.1) containing a square root nonlinearity is
very attractive model for the study of ion-acoustic waves in plasmas and dusty plasmas.
In order to find the periodic wave solution of (4.1), we use the transformations
u = v2, v(x, t) = V(η); η = kx − ω t + η0,, then (4.1) becomes
− ωV V � + k V2V � + δk3[VV ��� + 3V �V ��] = 0. (4.2)
According to the mapping method, we assume that Eq. (4.2) has the following solution:
V(η) = A0 + A1 f (η), (4.3)
where A0 and A1 are constants to be determined and f (η) satisfies Eq. (1.6).
Substitution of Eq. (4.3) into Eq. (4.2) and selecting the values of p, q and r, we have the
solutions of Eq. (4.1) which was given in [20] as follows:
Case 1. p = 2, q = −4 (1 + m2), r = 6 m2. In this case, we have f (η) = sn2η. Thus the
periodic wave solutions of Eq. (4.1) are
u1(x, t) = 100δ2 k4
[
1 + m2 ±√1 − m2 + m4 − 3 m2 sn2 η
]2
,
η = kx ∓ 16 δk3
√
1 − m2 + m4 t + η0.
(4.4)
Case 2. p = −(1−m
2)2
2 , q = 2(1 + m
2), r = −32 . The solutions of Eq. (1.6) are f (η) =
(m cnη ± dnη)2. Thus the exact solutions of Eq. (4.1) are




− 2(1 + m2)±√1 + 14m2 + m4 + 3 (m cnη ± dnη)2
]2
,
η = kx ∓ 4 δk3 √1 + 14m2 + m4 t + η0.
(4.5)
Case 3. p = m
2
2 , q = 2(m






. So, we obtained the exact solutions of Eq. (4.1)in the form









η = kx ∓ 4 δk3 √16 − 16m2 + m4 t + η0.
(4.6)
There are several exact solutions for the Eq. (4.1) which are omitted here for simplicity. As
m → 1, these solutions reduce to the solitary wave solutions
u4(x, t) = 900δ2 k4 sech
4(kx − 16 δk3 t + η0),
u5(x, t) = 100δ2 k4 [2 − 3 sech2(kx + 16 δk3 t + η0)]2.
(4.7)
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. (4.8)
The KdV equation in two dimensions, known as Kadomtsev Petviashivili (KP) equation [32],
was derived for ion-acoustic waves in a non magnetized plasma by Kako and Rowlands [33].
Therefore the modified KP equation containing a square root nonlinearity is very attractive
model for the study of ion-acoustic waves in plasma and dusty plasma [34- 36]. Extensive
work has been devoted to the study of nonlinear waves associated with the dust ion-acoustic
waves, particularly the dust ion-acoustic solitary and shock waves in dusty plasmas in which
dust particles are stationary and provide only the neutrality [37]. The KP equation is derived
[38] for the propagation of nonlinear waves in warm dusty plasmas with variable dust charge,
two-temperature ions and nonthermal electrons by using the reductive perturbation theory.
Consider the modified KP equation
(ut + αu1/2ux + βuxxx)x + δuyy = 0, (4.9)
where α and β are constants. The modified KP equation (4.9) for ion-acoustic waves in a multi
species plasma consisting of non-isothermal electrons have been derived by Chakraborty and
Das [34]. We applied the mapping method with the ansatz solution (4.3) and the solutions of
auxiliary equation (1.6) to find the solutions of equation (4.9) (see [39]).
5. The ZK equation and modified ZK equation
The equation
ut + βu2ux + uxxx + uyyx = 0, (5.1)
is the modified ZK in (2+1) dimensions which is a model for acoustic plasma waves [40, 41].
The ZK equation was first derived for describing weakly nonlinear ion- acoustic waves in a
strongly magnetized lossless plasma in two dimension [41]. The ZK equation and modified
ZK equation possess traveling wave structures [28, 42]. Peng [42] studied the exact solutions
of ZK equation by using extended mapping method. Various types of solutions of Schamel-
KdV equation and modified ZK equation arising in plasma and dust plasma are presented in
[43].
We apply the F-expansion method to the modified ZK equation. Thus, Eq. (5.1) has a solution
in the form
u(ξ) = a0 + a1 F(ξ), ξ = k(x + ly − ω t) + ξ0.
Substituting this equation into Eq. (5.1), we obtain the following classes of exact solutions of













(2−m2)(1+l2) (x + ly − ω t + ξ0)).
(5.2)
In the following we apply the mapping method to the ZK equation
ut + αu ux + uxxx + uyyx = 0. (5.3)
In this case, we have n = 1. Thus Eq. (5.3) has a solution in the form
u(η) = A0 + A1 f (η), η = kx + ly − ω t + η0.
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Substituting this equation into Eq. (5.3) to determine A0, A1, k, ω and using the solutions
of auxiliary equation (1.6), we obtained the following classes of exact solutions of the ZK
equation [39]:





2( kx + ly − ω t + η0),





2( kx + ly − ω t + η0),
(5.4)




α [m cn( η)± dn( η)]2, (5.5)









When m −→ 1, some of these solutions degenerate as solitary wave solutions of ZK equation.
The solutions (5.3) are coincide with the solutions given in [44].
Recently, some properties of the quantum ion-acoustic waves were also investigated in
dense quantum plasmas by studying the quantum hydrodynamical equations in different
conditions, which includes the quantum Zakharov Kuznetsov equation, the extended
quantum Zakharov Kuznetsov equation, and the quantum Zakharov system [45]. The
three-dimensional extended quantum Zakharov Kuznetsov (QZK) equation [46] was
investigated in dense quantum plasmas which arises from the dimensionless hydrodynamics
equations describing the nonlinear propagation of the quantum ion-acoustic waves. The
three-dimensional extended QZK equation was given in [46]
Φt + (AΦ + B Φ2)Φx + C Φzzz + D (Φxxz + Φyyz) = 0, (5.7)
where A, B, C and D are constants. This equation has the following JEF solutions (see [45, 46]):
Φ1 = − A2B + m k
√
−6E
B sn( k(x + ly + γz − ω t + η0)), ω = − 4BE k
2(1+m2)+A2
4 B , BE < 0,
Φ2 = − A2B + mk
√
6E
B cn( k(x + ly + γz − ω t + η0)), ω = − 4BE k
2(1−2m2)+A2
4 B , BE > 0,
(5.8)
with E = Cγ2 + D(1+ l2). Moreover, many types of analytical solutions of the extended QZK
equation are constructed in terms of some powerful ansatze, which include doubly periodic
wave solutions, solitary wave solutions, kink-shaped wave solutions, rational wave solutions
and singular solutions [46].
6. The modified fifth order KdV equation
Higher order KdV equations have many applications in different fields of mathematical
physics. For example the fifth-order KdV equations can be derived in fluid dynamics and
in magneto-acoustic waves in plasma and its exact solutions was given in [47-51]. The
higher-order KdV equation can be derived for magnetized plasmas by using the reductive
perturbation technique. Traveling wave solutions of Kawahara equation and modified
Kawahara equation have been studied [9, 48, 49]. Moreover, the solitary wave solutions of
nonlinear equations with arbitrary odd-order derivatives were studied by many authors [47,
51].
Consider the modified fifth order KdV equation
ut + βu2ux + c3uxxx + c5uxxxxx = 0, (6.1)
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where β, c3 and c5 are constants. Here, we review the exact traveling wave solutions of
equation (6.1) using exact solutions of the auxiliary equation (1.5) and applied the mapping
method. Thus, Eq. (6.1) has the solutions in the form
u(η) = A0 + A1 f (η), η = kx − ω t + η0, (6.2)
Substituting equation (6.2) into (6.1) and equating the coefficients of like powers of f to zero,
yields a system of algebraic equations for A0, A1, k and ω and then solve it. Therefore, the
solutions of the modified fifth order KdV equation (6.1) was given in [39] as follows:



















If we choose A0 = 0, equation (6.3) takes the form
u2 = ± 3c32(1+m2)√−10 β c5
(














Moreover, we have obtained the exact solutions


































There are several other JEFs of Eq. (6.1) which are omitted here for simplicity. When m −→ 1,
then (6.4)-(6.6) become the solitary wave solutions









t) + η0), (6.7)




1 ± sech η
)2











We notice that Eq. (6.7) is the solution given by Example 2 in Ref. [47].
Finally, we can construct various types of exact and explicit solutions of the generalized ZK
equation
ut + (α + β up) upux + uxxx + δuyyx = 0, (6.9)
by using suitable method and using an appropriate transformation. Also, we can study the
exact solution of the generalized KdV equation (δ = 0) which studied by many authors
[22, 23, 31]. The generalized ZK equation was first derived for describing weakly nonlinear
ion-acoustic waves in strongly magnetized lossless plasma in two dimensions and governs
the behavior of weakly nonlinear ion-acoustic waves in plasma comprising cold ions and
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Substituting this equation into Eq. (5.3) to determine A0, A1, k, ω and using the solutions
of auxiliary equation (1.6), we obtained the following classes of exact solutions of the ZK
equation [39]:
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When m −→ 1, some of these solutions degenerate as solitary wave solutions of ZK equation.
The solutions (5.3) are coincide with the solutions given in [44].
Recently, some properties of the quantum ion-acoustic waves were also investigated in
dense quantum plasmas by studying the quantum hydrodynamical equations in different
conditions, which includes the quantum Zakharov Kuznetsov equation, the extended
quantum Zakharov Kuznetsov equation, and the quantum Zakharov system [45]. The
three-dimensional extended quantum Zakharov Kuznetsov (QZK) equation [46] was
investigated in dense quantum plasmas which arises from the dimensionless hydrodynamics
equations describing the nonlinear propagation of the quantum ion-acoustic waves. The
three-dimensional extended QZK equation was given in [46]
Φt + (AΦ + B Φ2)Φx + C Φzzz + D (Φxxz + Φyyz) = 0, (5.7)
where A, B, C and D are constants. This equation has the following JEF solutions (see [45, 46]):
Φ1 = − A2B + m k
√
−6E
B sn( k(x + ly + γz − ω t + η0)), ω = − 4BE k
2(1+m2)+A2
4 B , BE < 0,
Φ2 = − A2B + mk
√
6E
B cn( k(x + ly + γz − ω t + η0)), ω = − 4BE k
2(1−2m2)+A2
4 B , BE > 0,
(5.8)
with E = Cγ2 + D(1+ l2). Moreover, many types of analytical solutions of the extended QZK
equation are constructed in terms of some powerful ansatze, which include doubly periodic
wave solutions, solitary wave solutions, kink-shaped wave solutions, rational wave solutions
and singular solutions [46].
6. The modified fifth order KdV equation
Higher order KdV equations have many applications in different fields of mathematical
physics. For example the fifth-order KdV equations can be derived in fluid dynamics and
in magneto-acoustic waves in plasma and its exact solutions was given in [47-51]. The
higher-order KdV equation can be derived for magnetized plasmas by using the reductive
perturbation technique. Traveling wave solutions of Kawahara equation and modified
Kawahara equation have been studied [9, 48, 49]. Moreover, the solitary wave solutions of
nonlinear equations with arbitrary odd-order derivatives were studied by many authors [47,
51].
Consider the modified fifth order KdV equation
ut + βu2ux + c3uxxx + c5uxxxxx = 0, (6.1)
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where β, c3 and c5 are constants. Here, we review the exact traveling wave solutions of
equation (6.1) using exact solutions of the auxiliary equation (1.5) and applied the mapping
method. Thus, Eq. (6.1) has the solutions in the form
u(η) = A0 + A1 f (η), η = kx − ω t + η0, (6.2)
Substituting equation (6.2) into (6.1) and equating the coefficients of like powers of f to zero,
yields a system of algebraic equations for A0, A1, k and ω and then solve it. Therefore, the
solutions of the modified fifth order KdV equation (6.1) was given in [39] as follows:
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There are several other JEFs of Eq. (6.1) which are omitted here for simplicity. When m −→ 1,
then (6.4)-(6.6) become the solitary wave solutions
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We notice that Eq. (6.7) is the solution given by Example 2 in Ref. [47].
Finally, we can construct various types of exact and explicit solutions of the generalized ZK
equation
ut + (α + β up) upux + uxxx + δuyyx = 0, (6.9)
by using suitable method and using an appropriate transformation. Also, we can study the
exact solution of the generalized KdV equation (δ = 0) which studied by many authors
[22, 23, 31]. The generalized ZK equation was first derived for describing weakly nonlinear
ion-acoustic waves in strongly magnetized lossless plasma in two dimensions and governs
the behavior of weakly nonlinear ion-acoustic waves in plasma comprising cold ions and
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hot isothermal electrons in the presence of a uniform magnetic field. Eq. (6.9) includes
considerable interesting equations, such as KdV equation, mKdV equation, ZK equation
and mZK equation. Exact traveling wave solutions for the generalized ZK equation with
higher-order nonlinear terms have obtained in [52-54]. Moreover, we can use the symbolic
computations and apply the mapping method with the ansatz solution (1.5) to find the several
classes of traveling wave solutions of the fifth order KdV equation
ut + c1u ux + c2 uxxx + δuxxxxx = 0.
This equation appears in the theory of shallow water waves with surface tension and the
theory of magneto-acoustic waves in plasmas [9]. Wazwaz [55] studied soliton solutions of
fifth-order KdV equation. We can use a suitable method to construct the exact solutions of
some special types of nonlinear evolution equations aries in plasma physics such as Liouville,
sine-Gordon and sinh-Poisson equations.
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1. Introduction 
An acoustic wave basically is a mechanical oscillation of pressure that travels through a 
medium like solid, liquid, gas, or plasma in a periodic wave pattern transmitting energy 
from one point to another in the medium [1-2]. It transmits sound by vibrating organs in the 
ear that produce the sensation of hearing and hence, it is also called acoustic signal. This is 
well-known that air is a fluid. Mechanical waves in air can only be longitudinal in nature; 
and therefore, all sound waves traveling through air must be longitudinal waves originating 
in the transmission form of compression and rarefaction from vibrating matter in the medium. 
The propagation of sound in absence of any material medium is always impossible. Therefore, 
sound does not travel through the vacuum of outer space, since there is nothing to carry the 
vibrations from a source to a receiver. The nature of the molecules making up a substance 
determines how well or how rapidly the substance will carry sound waves. The two 
characteristic variables affecting the propagation of acoustic waves are (1) the inertia of the 
constituent molecules and (2) the strength of molecular interaction. Thus, hydrogen gas, 
with the least massive molecules, will carry a sound wave at 1,284.00 ms-1 when the gas 
temperature is 00 C [1]. More massive helium gas molecules have more inertia and carry a 
sound wave at only 965.00 ms-1 at the same temperature. A solid, however, has molecules 
that are strongly attached, so acoustic vibrations are passed rapidly from molecule to 
molecule. Steel, for an instant example, is highly elastic, and sound will move rapidly 
through a steel rail at 5,940.00 ms-1 at the same temperature. The temperature of a medium 
influences the phase speed of sound through it. The gas molecules in warmer air thus have a 
greater kinetic energy than those of cooler air. The molecules of warmer air therefore 
transmit an acoustic impulse from molecule to molecule more rapidly. More precisely, the 
speed of a sound wave increases by 0.60 ms-1 for each Celcius degree rise in temperature 
above 00 C.  
Acoustic waves, or sound waves, are defined generally and specified mainly by three 
characteristics: wavelength, frequency, and amplitude. The wavelength is the distance from 
the top of one wave’s crest to the next (or, from the top of one trough to the next). The 
frequency of a sound wave is the number of waves that pass a point each second [1]. Sound 
waves with higher frequencies have higher pitches than sound waves with lower 
frequencies and vice versa. Amplitude is the measure of energy in a sound wave and affects 
volume. The greater the amplitude of an acoustic wave, the louder the sound and vice versa. 
An acoustic wave is what makes humans and other animals able to hear. A person’s ear 
perceives the vibrations of an acoustic wave and interprets it as sound [1]. The outer ear, the 
visible part, is shaped like a funnel that collects sound waves and sends them into the ear 
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greater kinetic energy than those of cooler air. The molecules of warmer air therefore 
transmit an acoustic impulse from molecule to molecule more rapidly. More precisely, the 
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above 00 C.  
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canal where they hit the ear drum, which is a tightly stretched piece of skin that vibrates in 
time with the wave. The ear drum starts a chain reaction and sends the vibration through 
three little bones in the middle ear that amplify sound. Those bones are called the hammer, 
the anvil, and the stirrup.  
Furthermore, acoustic waves from a purely hydrodynamic point of view are small-
amplitude disturbances that propagate in a compressible medium (like a fluid) through the 
interplay between fluid inertia, and the restoring force of fluid pressure. The propagation of 
small-amplitude disturbances in homogeneous medium is observed as acoustic waves such 
as water waves, and in self-gravitationally stratified medium like stellar atmosphere [36-37, 
41-44], acoustic-gravity waves such as p-modes, g-modes, f-modes, etc., as found by helio- 
and astero-seismological studies. Acoustic waves propagating through a dispersive medium 
may get dynamically converted into solitons or shocks depending on the physical 
mechanisms responsible for their saturation. When fluid nonlinearity (convective effect) is 
balanced by dispersion (geometrical effect), solitons usually result [4]. Conversely, shocks 
are formed if fluid nonlinearity is balanced by dissipation (damping effect). The nonlinear 
hydrodynamic equations of various forms (like KdV equation, Burger equation, NLS 
equation, BO equation, etc.) in the context of the generation, structure, propagation, self-
organization and dissipation of solitons or shocks have long been developed applying the 
hydrodynamic views of the usual conservation laws of flux, momentum and energy [4]. 
Similar outlook is needed to understand the formation of other nonlinear localized 
structures of low frequency acoustic waves like double layers, vortices, etc. They are 
important in a wide variety of space, astrophysical and laboratory problems for the 
investigation of dynamical stability against perturbation [3-4]. In addition, these equations 
have wide applications to study a nonlinear, radial, energetic, and steady-flow problem that 
provides a first rough approximation to the physics of stellar winds and associated acoustic 
wave kinetics, which are responsible for stellar mass-loss phenomena via supersonic flow 
into interstellar space [2]. 
Acoustic mode in plasmas of all types [2-44], similarly, is actually a pressure driven 
longitudinal wave like the ordinary sound mode in neutral gas. In normal two-component 
plasmas, the electron thermal pressure drives the collective ion oscillations to propagate as 
the ion sound (acoustic) wave. Here the electron thermal pressure provides the restoring 
force to allow the collective ion dynamics in the form of ionic compression and rarefaction 
to propagate in the plasma background and ionic mass provides the corresponding inertial 
force. Thermal plasma species (like electrons) are free to carry out thermal screening of the 
electrostatic potential. In absence of any dissipative mechanism, the ion sound wave moves 
with constant amplitude. For mathematical description of the ion sound kinetics, the plasma 
electrons are normally treated as inertialess species and the plasma ions, with full inertial 
dynamics. However, recent finding of ion sound wave excitation in transonic plasma 
condition of hydrodynamic equilibrium offers a new physical scope of acoustic turbulence 
due to weak but finite electron inertial delay effect [5-12]. Qualitative and quantitative 
modifications are introduced into its nonlinear counterpart as well, under the same 
transonic plasma equilibrium configuration [12]. The transonic transition of the plasma flow 
motion quite naturally occurs in the neighborhood of boundary wall surface of laboratory 
plasmas, self-similar expansion of plasmas into vacuum, in solar wind plasmas and different 
astrophysical plasmas, etc. The self-similar plasma expansion model predicts supersonic 
motion of plasma flow into vacuum. This model is widely used to describe the motion of 





23]. Recently, the self-similar plasma expansion into vacuum is modeled by an appropriate 
consideration of space charge separation effect on the expanding front [13].  
According to the recently proposed inertia-induced ion acoustic excitation theory [5-8], the 
large-scale plasma flow motion feeds the energy to the short scale fluctuations near the pre-
sheath termination at sonic point. This is a kind of energy transfer process from large-scale 
flow energy to wave energy through short scale instability of cascading type. In order to 
maintain the turbulence type of hydrodynamic equilibrium, there must be some source to 
feed large-scale flow and sink to arrest the infinite growth of the excited short waves. The 
growing wave energy could be used to re-modify the global transonic equilibrium such that 
the transonic transition becomes a natural equilibrium with smooth change in flow motion 
from subsonic to supersonic regime. Of course, this is a quite involved problem to handle 
the self-consistent turbulence theory of transonic plasma in terms of anomalous transport 
[5]. Now one may ask how to produce such boundary layer with sufficient size of the 
transonic plasma layer for laboratory experimentations?  
This, in fact, is an experimental challenge to design and set up such experiments to produce 
extended length of the transonic zone to sufficient extent to resolve the desired unstable 
wave spectral components. Creation of a thick boundary layer of transonic flow dynamics 
is, no doubt, an important task. This zone lies between subsonic and supersonic domains, 
and is naturally bounded by low supersonic and high subsonic speeds. It should be 
mentioned here that the sonic velocity corresponds to the phase velocity of the bulk 
plasma mode of the dispersionless ion acoustic wave. In case of sheath edge boundary, 
transonic layer could be probed by high-resolving diagnosis of the Debye length order. 
The desired experiments of spectral analysis of the unstable ion acoustic waves in 
transonic plasma condition may be quite useful to resolve the mystery of sheath edge 
singularity. Using de-Lavel nozzle mechanism of hydrodynamic flow motion, experiments 
could be designed to produce transonic transition layer of desired length and 
characteristics [6-8].   
Study of the ambient acoustic spectrum associated with plasma flow motion can be termed 
as the acoustic spectroscopy of equilibrium homogeneous plasma flows [6, 26]. This may be 
useful for expanding background plasmas [13], solar wind plasmas and also in space 
plasmas through which the space vehicles’ motion and aerodynamic motion occur [3, 25, 
28]. Basic principles of the acoustic spectroscopy have concern to the linear and non-linear 
ion acoustic wave turbulence theory and properties of the transonic plasma equilibrium [5-
12, 26]. These properties may be used to develop the required diagnostic tools to study and 
describe the hydrodynamic equilibrium states of plasma flows by suitable observations and 
analysis of the waves and instabilities they exhibit. In fact, the ambient turbulence-driven 
plasma flow is quite natural to occur in toroidal and poloidal directions of the magnetic 
confinement of tokamak device. Similar physical mechanism is supposed to be operative in 
the transonic transition behavior of equilibrium plasma flow motion [5-12]. Thorough 
investigations of acoustic wave turbulence theory in transonic plasma condition will be 
needed to explore transonic flow dynamics on a concrete footing.   
Recently, there has been an outburst of interest in plasma states where the assumption of 
static equilibrium practically is violated [28-30]. Great deals of research activities are now 
going on in transonic and supersonic magnetohydrodynamic (MHD) flows in laboratory 
and astrophysical plasmas. Similar activities are also important for understanding the 
designing of supersonic aerodynamics having relevance in spacecraft-based laboratory 
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experimentations of space plasma research as well [8, 30]. This is also argued that future 
tokamak reactors need the consideration of rotation of fusion plasma with high speeds that do 
not permit the assumption of static equilibrium to hold good. This may be brought about due 
to neutral beam heating and pumped divertor action for the extraction of heat and exhaust.  
In astrophysics [3, 28-32, 35-44], the primary importance of plasma flows is revealed in such 
diverse situations as coronal flux tubes, stellar winds, rotating accretion disks, torsional 
modes, and jets emitted from radio galaxies. This is to argue that the basic understanding of 
the acoustic wave dynamics in transonic plasma system constitutes an important subject of 
future interdisciplinary research [5-12, 26-30]. This may be useful for development of the 
appropriate diagnostics for acoustic spectroscopy to measure and characterize the 
hydrodynamic equilibrium of flowing transonic plasmas [8-10]. Such concepts of acoustic 
wave dynamics in a wider horizon may also applied to understand some helio- and astero-
seismic observations in astrophysical contexts. 
Most of the plasma devices of industrial applications like dense plasma focus machine, 
plasma torches, etc. depend on the plasma flows that violate the static equilibrium [26-30]. 
In fusion plasmas of future generation too, the static approximation of the equilibrium 
plasma description may not be suitable to describe the acoustic wave behavior. In future 
course of fusion research, rotational motions of fusion plasmas in poloidal and toroidal 
directions may decide the equilibrium. This is important to state that in toroidal plasmas, 
the geodesic acoustic mode becomes of fundamental importance in comparison to the 
ordinary sound modes [30]. This may be more important when these rotational motions are 
in the defined range of the transonic limit. Simplicity is correlated to the local mode 
approximation of the acoustic wave description in transonic limit of uniform and 
unidirectional plasma flow motion without magnetic field.  
The lowest order nonlinear wave theory of the ion acoustic wave dynamics predicts that the 
usual KdV equation is not suitable to describe the kinetics of the nonlinear traveling ion 
acoustic waves in transonic plasma condition [8-9, 12, 26]. A self-consistent linear source 
driven KdV equation, termed as d-KdV equation, is prescribed as a more suitable nonlinear 
differential equation to describe the nonlinear traveling ion acoustic wave dynamics in 
transonic plasma condition. By mathematical structure of the derived d-KdV equation, it 
looks analytically non-integrable and physically non-conservative dynamical system [8-9]. 
Due to linear source term, an additional class of nonlinear traveling wave solution of 
oscillatory shock-like nature is obtained. This is more prominent in the shorter scale domain 
of the unstable ion acoustic wave spectrum, but within the validity limit of weak 
nonlinearity and weak dispersion.  
If there is multispecies ionic composition in a plasma system, varieties of plasma sound 
waves are likely to exist depending on, in principle, the number of inertial ionic species. In 
plasmas containing two varieties of dust or fine suspended particles, two distinct kinds of 
natural plasma sound modes are possible [15-16]. Such plasmas, termed as the colloidal 
plasmas [16], have become the subject of intensive study in various fields of physics and 
engineering such as in space, astrophysics, plasma physics, plasma-aided manufacturing 
technique, and lastly, fusion technology [14-23]. The dust grains or the solid fine particles 
suspended in low temperature gaseous plasmas are usually negatively charged. It is also 
observed that plasmas including micro scale-sized and nano scale-sized suspended particles 
exist in many natural conditions of technological values. Such plasmas have been generated 
in laboratories with a view to investigate the dust grain charging physics, plasma wave 





The two distinct sound modes, however, in bi-ion colloidal plasma are well-separated in 
space and time scales due to wide range variations of mass scaling of the normal ions and 
the charged dust grains and free electrons’ populations. The charged dust grains are termed 
as the Dust Grain Like Impurity Ions (DGLIIs) [15] to distinguish from the normal impurity 
ions. The present contributory chapter, additionally, applies the inertia-induced acoustic 
excitation theory to nonlinear description of plasma sound modes in colloidal plasma [15-
16] under different configurations. Two separate cases of ion flow motion and dust grain 
motions are considered. It is indeed found that the modified Ion Acoustic Wave (m-IAW) or 
Dust Ion Acoustic (DIA) wave and the so-called (Ion) Acoustic Wave (s-IAW) or Dust Acoustic 
(DA) wave both become nonlinearly unstable due to an active role of weak but finite inertial 
correction of the respective plasma thermal species [15, 26]. Proper mass domain scaling of 
the dust grains for acoustic instability to occur is estimated to be equal to that of the 
asymptotic mass ratio of plasma electron to ion as the lowest order inertial correction of 
background plasma thermal species. This contributory chapter is thus a review organized to 
aim at some illustrative examples of linear and nonlinear acoustic wave propagation 
dynamics through transonic plasma fluid, particularly, under the light of current scenario. 
Some important reported findings on nonlinear acoustic modes found in space and 
astrophysical situation [31-44], like in solar plasma system [10-11, 31-44], will also be 
presented in concise to understand space phenomena. Incipient future scopes of the 
presented contribution on transonic flow dynamics in different astrophysical situations will 
also be briefly pointed out.   
2. Physical model description 
A simple two-component non-isothermal, field-free and collisionless plasma system under 
fluid limit approximation is assumed. The plasma ions are supposed to be drifting with 
uniform velocity at around the sonic phase speed under field-free approximation. Global 
plasma equilibrium flow motion over transonic plasma scale length at hydrodynamic 
equilibrium is assumed to satisfy the global quasi-neutrality. Such situations are realizable 
in the transonic region of the plasma sheath system as well as in solar and other stellar wind 
plasmas [3, 10-11, 35-41]. Its importance has previously been discussed [1, 5-12], where the 
ion-beam driven wave phenomena are supposed to be involved in Q-machine or in 
unipolar/ bipolar ion rich sheath formed around an electrode wall or grid in Double Plasma 
Device (DPD) experiments of plasma sheath driven low frequency instabilities of relaxation 
type [5]. The unstable situation is equally likely to occur on both the sides of the sheath 
structures with plasma ion streamers [12]. 
3. Linear normal acoustic mode analyses 
3.1 Basic governing equations 
The basic set of governing dynamical evolution equations for the linear normal mode 
behavior of fluid acoustic wave consist of electron continuity equation, electron momentum 
equation, ion continuity equation, and ion momentum equation [5-6]. The set is closed by 
coupling the plasma thermal electron dynamics with that of plasma inertial ion dynamics 
through a single Poisson’s equation for electrostatic potential distribution due to localized 
ambipolar effects. Applying Fourier’s wave analysis for linear normal mode behavior of ion 
acoustic wave over the basic set of governing dynamical evolution equations [5-6], the linear 
dispersion relation is derived as follows 
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All the notations in the equation (1) are usual and conventional. Here Ω  is the Doppler-
shifted frequency of the ion acoustic wave, aΩ  is the ion acoustic wave frequency in 
laboratory frame of reference, k is the angular wave number of the ion acoustic wave such 
that kλDe is a measure of the acoustic wave dispersion scaling and vte is the electron thermal 
velocity. Now the kinematics of any mode can be analyzed in two different ways: one in lab-
frame and the other, in Doppler-shifted frame of reference. This is to note that the obtained 
dispersion relation differs from those of the other known normal modes of low frequency 
relaxation type of instability, ion plasma oscillations and waves. This is due to the weak but 
finite electron inertial delay effect in the dispersion relation of the wave fluctuations. This is 
mathematically incorporated by a weak inertial perturbation over electron inertial dynamics 
over the leading order solution obtained by virtue of electron fluid equations neglecting 
electron inertial term.  
It is thus obvious from the mathematical construct of equation (1) that the LHS is a non-
resonant term whereas RHS is a resonant term. The RHS gets artificially transformed into a 
resonant term if and only if ik v 0. 0< . Now, it can be inferred that equation (1) represents a 
resonantly unstable situation at Doppler shifted resonance frequency of ak v0.Ω ≈ ≥ Ω , if 
and only if k v0. <0. This means that only the mode counter moving with respect to the 
plasma beam mode gets resonantly unstable. The resonance growth rate for this resonant 
instability [5-6] is found to be of the following form 
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This is important to add that the resonance condition required by equation (1) dictates the 
propagation direction of the unstable ion acoustic wave (counter moving with respect to 
plasma ion streams) at reduced frequencies. It is clear from equation (2) that there is the 
physical appearance of two distinct classes of eigen mode frequencies of the resonantly 
coupled mode-mode system of linearly growing ion acoustic oscillations in lab-frame: near-
zero frequency (standing mode pattern) and non-zero frequency (propagating mode 
pattern). These two distinct eigen modes are generated by the process of repeated Doppler-
shifting of the ion acoustic wave frequency under the unique mathematical compulsion of 
the hydrodynamic tailoring of the electron fluid density perturbation over ion acoustic time 
scale. The unstable condition decides the resonant acoustic excitation threshold value for the 
onset of the instability in terms of normalized value of the eigen mode frequency of the 
acoustic fluctuations. 
3.2 Graphical analysis 
It is well-known that the graphical method is a more informative, simple and quick tool for 
analyzing the stability behavior of a plasma-beam system even without solving dispersion 
relation. To depict the clear-cut picture of the poles, relation (1) is rewritten as, 
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It is clear from the equation (3) that two poles are possible to exist in Ω -space at 0Ω =  and 
k v0.Ω =  for k v0. 0< . According to graphical method, the beam-plasma system will exhibit 
instability only when the curve of ( )F k,Ω  versus Ω  has multiple singular values in Ω -
space having finite minima in between the two successive singularities, which do not 
intersect with the line ( ) ( )DeF k k2 2, 1 1 λΩ = + . The required condition for minimization of 
( )F k,Ω  in Ω -space can be obtained by equating dF d 0Ω = . Now this condition, when 
applied to equation (3), results into the following equality to derive the value of Ω  where 
dispersion function is supposed to be minimum 
 ( ) ( )a ak v2 2 20. 0.Ω Ω + + Ω Ω − Ω =            (4) 
In principle, equation (4) is to be solved to determine the value of Ω . This is obvious to note 
that this equality is satisfied at resonance value of ak v0~ . ~Ω Ω  for k v0. 0< . Now to 
indemnify the complex nature of Ω , the functional value of ( ) ( )DeF k k2 2, 1 1 λΩ > + . This can, 
however, be further simplified to yield the following inequality to determine the threshold 
value for the onset of the inertia-induced instability 
 ( ) ( ) ( )te a Dek v k v k22 2 2 2 2 20. 1 .λΩ − Ω > Ω − +              (5) 
The threshold condition for the instability is satisfied for equality sign at resonance 
frequency ak v0~ . ~Ω Ω  that characterizes the case of a marginal instability. A few typical 
plots of the function ( )F k,Ω  in Ω -space for shorter and longer acoustic wavelengths 
(perturbation scale lengths) are represented in Fig. 1.  
3.3 Numerical analysis 
Numerical techniques for solving polynomials over years have developed to a vast extent 
for solving polynomials even with complex coefficients and complex variables. For the 
present case, the Laguerre's algebraic root-finding method [6] to solve the normalized form 
of polynomial equation has been used. The polynomial ( )P 'Ω  in the normalized form of the 
dispersion relation (1) in ion-beam frame is given below 
 ( )P a a a a a' ' '2 '3 '40 1 2 3 4 0.Ω = + Ω + Ω + Ω + Ω =              (6) 
Here all the normalized notations used are usual, generic and defined by 
pi a a pi De te te s i ek k v v c m m
' ' ', , 'ω ω λΩ = Ω Ω = Ω = = =  and sM v c0= . The expressions for 
the various coefficients in the polynomial ( )P 'Ω  are defined as follows 
( )( )te aa k k v'2 '2 '2 '20 1= − + Ω , 
a1 0= , 
( ) ( )( )tea k M k k v2 2 2 22 '. 1 ' ' '= + + , 
a k M3 2 '.= − , and 
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It is found that out of four possible roots of ( )P 'Ω , only two roots are complex and these are 
the complex conjugates as a pair. For all the complex conjugated roots, only the complex 
root with positive imaginary part is useful, since this determines the growth rate of the 
instability. Real and imaginary parts of the corresponding complex roots are then plotted as 
shown in Figs. 2 and 3, respectively. Numerical characterization of the unstable mode of the 
instability clearly depicts the resonant character of the electron inertia-induced resonant 
acoustic instability [5].  
3.4 Evaluation of wave energy 
This is important to evaluate the wave energy in order to have a more complete picture of 
the basic source mechanism of the discussed instability. In presence of the beam, it is 
expected that one of the modes involved, has positive energy and the other has negative 
energy. The dispersion relation (1) can be put in the laboratory frame for a more clear 
identification and characterization of the positive and negative energy modes in the form of 
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The average electric field energy stored in a propagating electrostatic (created by ambipolar 
effect) wave in a medium is given by the following relation [6] 
 ( ) ( ) ( )W k E k k20
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Here 0ε  is the dielectric constant of free space, ( )E k,δ ω  is the electric field amplitude of the 
ion acoustic fluctuations and ( )EW E k
2
1 2 ,δ ω=  is the corresponding counterpart of electric 
energy of the acoustic fluctuations through free space. Applying the equations (7) and (8), 
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Now, clearly, it is evident that the second term of equation (9) contributes negative energy 
value to the defined wave-plasma system. This occurs as because the sign of this term 
becomes negative for the values of k v0.ω < , which is the case for the reported instability. 
From a few typical plots in Fig.4, one can notice that the total wave energy suffers a sharp 
transition from negative to positive values at resonance frequency point of zero energy 
value. The resonance point lies in the domain of near-zero and non-zero frequencies in lab-
frame. According to conventional definition and understanding, the wave energy 
expression in equation (9) classifies the near-zero frequency mode as the negative energy 






This is important to clarify that the theoretical concept of near-zero frequency mode is an 
outcome of the mathematical construct of weak but finite electron inertial response to the 
ion acoustic wave fluctuations. The blowing up character, as shown in Fig. 4, of the total 
wave energy in opposite directions suggests referring the discussed instability to as an 
'explosive instability' in accordance with the law of conservation of energy. It signifies the 
transonic plasma condition with the resonant mode-mode coupling of the positive and 
negative energy modes. The time average of the hydrodynamic and wave potential energies 
of the considered wave-plasma system over the growth time scale is conserved during the 
energy exchange process between the unstable resonant eigen modes and the main source of 
ion flow dynamics. These two modes are clearly identified from equation (9) as the natural 
resonant modes of the defined plasma system that undergo linear resonant mode-mode 
coupling to produce the defined wave instability.  
3.5 Estimation of quenching time 
Under the cold ion approximation, even the small electrostatic potential will be able to 
distort the ion particle motion and associated trajectories, affecting the driving source flow 
velocity of the resonant instability under consideration. In wave frame, the streaming ion 
energy ( )iE  can be expressed by the following relation 
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For  ( )o sv k c v0~ω>> − , which is a valid case for the considered instability [5], the 
condition for ion orbit distortion becomes of the following form, 





≥ .        (11) 
From this condition, the quenching time is estimated under the assumption that the wave 
amplitude grows sufficiently from thermal noise level to physically measurable level such that 
 ( ) tE iW t W eγ= .           (12) 
Here iW  is the initial energy of the acoustic wave amplitude, which is of the order of the 
thermal fluctuations, i.e., i e DeW T
3~ λ  and is the unnormalized linear growth rate. Using the 
resonance values of sk c v0ω = −  and sk v kc0. ~ω − as derived in [5] for long wavelength case 
of resonant mode, equation (12) for the quenching time τ  with the help of (9) can be 
rewritten as follows 
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.   (13) 
For some typical plasma parameters in hydrogen plasma, ( )Den 30ln ~ 15 30λ − . For 
Dek ~ 0.3, 0.1, 0.05λ  near resonant M as in Figs. 2 and 3, equation (13) gives 1τ > , i.e., q piτ τ>
. This physically means that the resonant growth time scale is greater than that of the plasma 
ion oscillation time scale. Thus the resonant nature of the instability is observable in the 
present analysis.  
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3.6 Physical consequences 
Wave energy analyses are carried out to depict the graphical appearance of poles (Fig. 1), 
nature of real parts of the roots (Fig. 2), nature of imaginary parts of roots (Fig. 3) and 
positive-negative energy modes (Fig. 4). 
 
  
Fig. 1. Graphical appearance of resonance poles as a variation of the dispersion function 
( )F k,Ω  with normalized Doppler-shifted frequency for dispersion scaling (a) Dek 0.3λ = , (b) 
Dek 0.1λ = , and (c) Dek 0.01λ =  
 
 
Fig. 2. Variation of the real part of the normalized Doppler shifted eigen mode frequency 
( )′Ω  with respect to Mach number ( )M  for different values of 0.30,0.10,0.05Dekλ =      
It is found that the instability arises out of linear resonance mode-mode intermixed coupling 
between the negative and positive energy modes. The total energy of the coupled mode-
mode system comprising of hydrodynamical potential energy and wave kinetic energy, 
however, is in accordance with the law of conservation of energy in the observation time 
scale on the order of ion acoustic wave time scale. Identification and characterization of the 
resonance nature of the said instability through transonic plasma is presented in order to 
explore the acoustic richness in terms of collective waves, oscillations and fluctuations. This 





expected to happen in plasma-wall interaction process and sheath-induced instability 
phenomena in other similar situations as well. 
There are different sorts of analytical and numerical tools for studying the linear instabilities 
in a given plasma system. Energy method, based on energy minimization principle and the 
normal mode analysis, based on equilibrium perturbations are the two basic mathematical 
tools for analyzing the stability behavior of the given plasma systems. However, the latter is 
most popular and simple for common use in analyzing the threshold conditions of the 
instabilities and their growth rates. In the normal mode analysis, a linear dispersion relation 
is derived which can be put in the form of a polynomial with real or imaginary coefficients. 
The limitation of the analytical method depends upon the degree of the polynomial.  
Computational technique broadly takes into account two ways of investigating instability. 
First, an unstable mode can be deduced by the derived dispersion relation. The obtained 
polynomial is then solved to delineate the complex roots having concern to the desired 
instability. Second, a more comprehensive computational method involves solving for the 
time dependent solution. Simulation technique used to solve the basic set of equations is 
supposed to give more complete picture of the space and time evolution of the wave 
phenomena. However, there is another very informative and simple method for analyzing 
the derived dispersion relation to predict for the unstable behavior of the plasma system 
under consideration. This is the graphical method in which the dispersion relation is 
graphically represented for different values of resonance characterization parameters. 
Source perturbation scale length ( )Dekλ  and deviation from sonic point ( )M1 −  are the 
characterization parameters for the defined acoustic resonance. 
 
 
Fig. 3. Variation of the normalized growth rate of the electron inertia-induced resonant 
acoustic instability with Mach number for (a) 0.3Dekλ = , (b) 0.1Dekλ =  and (c) 0.05Dekλ =  
showing that transonic plasma is rich in wide range acoustic spectral components and 
hence, an unstable zone 
This is quite natural and interesting to argue that the transonic plasma condition offers a 
unique example where the physical situation of localized hydrodynamic equilibrium of 
quasi-neutral plasma flow dynamics exists. Previous publication reports that the transonic 
plasma layer, assumed to have finite extension, can be considered as a good physical 
situation to study the acoustic instability, wave and turbulence driven by electron inertia-
induced ion acoustic excitation physics. 
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This is quite natural and interesting to argue that the transonic plasma condition offers a 
unique example where the physical situation of localized hydrodynamic equilibrium of 
quasi-neutral plasma flow dynamics exists. Previous publication reports that the transonic 
plasma layer, assumed to have finite extension, can be considered as a good physical 
situation to study the acoustic instability, wave and turbulence driven by electron inertia-
induced ion acoustic excitation physics. 
  




Fig. 4. Explosive nature of the electron inertia-induced ion acoustic wave instability as an 
outcome of an interplay for the linear resonant mode-mode coupling of positive and 
negative energy eigen modes. It shows how the normalized wave energy varies with 
normalized frequency under a set of fixed values of Mand Dekλ  as (a) 0.85, 0.30DeM kλ= = ; 
(b)  0.842, 0.100DeM kλ= = ; and (c) 1.79, 0.01DeM kλ= =  
In the present sections of the chapter, many features about the electron inertia-induced ion 
acoustic wave instability are observed. For example, we physically identify and demonstrate 
the following features of the instability obtained by theoretical and numerical means of 
analysis of the desired dispersion relation: 
1. The transonic plasma layer is an unstable zone of hydrodynamic equilibrium of 
quasineutral plasma gas flow motion, 
2. The instability is an outcome of the linear resonant mode-mode coupling of positive 
and negative energy modes,  
3. The quenching time of the instability is estimated for some typical values of plasma and 
wave parameters as mentioned in the previous section. It is found to moderately exceed 
the ion plasma oscillation time scale, and   
4. Lastly, this indicates that in lab frame observation the unstable mode of ion acoustic 
wave fluctuations at reduced frequencies may look like a purely growing mode. This is 
very likely to occur for almost entire unstable frequency domain of the frequency 





In fact, the electron inertial responses naturally appear only at electron oscillation frequency. 
However, the transonic plasma condition creates a natural physical situation for the same to 
occur even at the ion acoustic wave frequency of the transformed reduced values. The linear 
process of resonant mode-mode coupling produces this and makes the coupled system of 
wave modes unstable. 
We have identified and demonstrated the following features of the instability obtained by 
theoretical and numerical analysis of the dispersion relation: (i) The transonic plasma layer 
is indeed an unstable zone of hydrodynamic equilibrium of quasi-neutral plasma gas flow 
motion. (ii) The instability is an outcome of linear resonant mode-mode coupling of positive 
and negative energy modes. (iii) The normalized values of Doppler-shifted resonant 
frequencies of the unstable ion acoustic wave fluctuations in ion beam frame come out to be 
almost equal to 0.5. (iv) The estimated quenching time of the instability exceeds the ion 
plasma oscillation time scale moderately and hence, (v) In the lab-frame, the unstable modes 
of ion acoustic wave fluctuations at reduced frequencies may look physically like a purely 
growing mode. 
This is further argued that the physical insights as listed above can be useful as theoretical, 
graphical and numerical recipes to (1) formulate and solve the problems of saturation 
mechanisms of the unstable ion acoustic wave fluctuations, (2) formulate and solve the 
problems of the ion acoustic wave turbulence, and (3) design and setup experiments to 
study the basic physics of linear and nonlinear ion acoustic wave activities in unique 
transonic plasma system. These investigations may be useful to improve the existing 
conceptual framework of physical and mathematical methods of two-scale theory of plasma 
sheath research to resolve the long-term mystery of the sheath edge singularity. These, in 
brief, are added to judge the didactic vis-à-vis the scientific qualities of the current research 
work too much specialized in the subject of ion acoustic wave physics. 
3.7 Comments 
The main conclusive comment here is that the graphical method successfully explains the 
unstable behavior of the fluid acoustic mode of the ion acoustic wave fluctuations in drifting 
plasmas with cold ions and hot electrons. A more vivid picture of linear resonant mode-
mode coupling of positive and negative energy waves is obtained. This is important to note 
that simple formulae for wave energy and quenching time calculations [6] are used. This 
calculation further confirms the earlier results of stability analysis of drifting plasmas 
against the acoustic wave perturbations [5]. It is, therefore, reasonable to think of logical 
hypothesis of wave turbulence model approach to solve the sheath edge singularity problem 
[1, 4]. Actually, the local normal mode theory of the discussed instability implies that the 
entire transonic plasma zone should be rich in wide frequency range spectrum of the ion 
acoustic wave fluctuations. This leads to develop the conceptual framework of situational 
definition of the Debye sheath edge to behave as a turbulent zone with finite extension [12]. 
This hypothetical scenario of the transonic plasma condition can be examined by 
appropriate experiments of measuring wide range spectral components of the ion acoustic 
wave fluctuations. 
This is a nontrivial problem to explicitly characterize the turbulent properties of the 
transonic region. The more realistic problem of wave turbulence analysis demands the self-
consistent consideration of flow induced quasi-neutral plasma with inhomogeneity in 
equilibrium plasma background. Similar situations are likely to occur in stellar wind 
plasmas, where, the transonic behavior is brought about by deLaval nozzle mechanism [6-10] 
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of gas flow through a tube of varying cross section. Recent experimental observation [12] in 
double plasma device (DPD) reports an instability even in a condition of symmetric 
bipotential ion-rich sheath case. Its frequency falls within zero frequency range and its 
source is believed to lie in presheath.  
Finally, in a nutshell, it is concluded that the graphical method of analyzing the dispersion 
relation of the inertia-induced instability offers a simple and more informative method of 
practical importance in transonic plasma equilibrium. Moreover, the plasma environment of 
Debye sheath edge locality offers a realistic situation for self-excitation of the ion acoustic 
wave turbulence through resonant ion acoustic wave instability. This is induced by 
hydrodynamic tailoring of the ion acoustic wave-induced electron density fluctuations. Of 
course, no experimental observation of instability in transonic plasma has yet been reported 
to directly compare with the theoretical results. However it cannot be undermined in 
understanding wave turbulence phenomenon of flowing plasmas. This is informative to add 
that the frequency and amplitude transformation of the normal ion acoustic wave into 
unstable ion plasma wave at higher frequency is reported in high intense laser–plasma 
interaction processes [6-7] through the nonlinear ponderomotive action. This leads to the 
formation of soliton, double layers, etc. through the saturation mechanism of strong laser-
plasma interaction processes due to non-zero average value of the spatially varying electric 
field associated with laser pulse. 
4. Nonlinear normal acoustic mode analyses 
4.1 Basic governing equations 
A large amount of literature of theoretical and experimental investigations has been 
produced on the solitary wave propagation in plasmas since the theoretical discovery of ion 
acoustic soliton [4, 11-12, their references]. Varieties of physical situations of drifting ions of 
high energy with [5-12] and without [13-33] electron inertial correction have been 
considered in the ion acoustic wave dynamics. It is shown that the electron inertial motion 
becomes more important than the ion relativistic effect. Such situations exist in Earth's 
magnetosphere, stellar atmosphere and in Van Allen radiation belts [3]. Similar studies have 
been carried out in plasmas with additional ion beam fluid with full electron inertial 
response in motion [12 and references].  
A number of experiments were performed in the unstable condition of beam plasma system 
in laboratory in order to observe soliton amplification [12]. There are many theoretical 
calculations and experiments on linear [7-8] and nonlinear [9-11] wave propagation 
properties of acoustic waves to see their behavior near the transonic point. For an assumed 
transonic region, it has been theoretically shown that the small amplitude acoustic wave 
fluctuations exhibit linear resonant growth of relaxation type under the consideration of 
weak but finite electron inertial delay effect [12-13]. In contrast to earlier claim [3] that the 
complex nature of coefficients in KdV equation prevents the soliton formation, we argue 
that their interpretation seems to be physically inappropriate. Instead, by global phase 
modification technique [12], we show that the usual soliton solution exists (even under the 
unstable condition), but only for infinitely long wavelength source perturbations. 
Otherwise, oscillatory shock-like solutions are more likely to exist. 
Under fluid approximation, the self-consistently closed set of basic dynamical equations 
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This is to remind the readers that equation (15) is obtained by substituting zero-order 
solution of Boltzmann electron density distribution into the normal electron continuity 
equation.  In fact, in the asymptotic limit of e im m 0→ , electron continuity equation as such 
is redundant as because the left hand side (electron inertial effect) of (15) is ignorable. 
Equation (14) basically offers a scope to introduce the weak but finite role of electron to ion 
inertial mass ratio on the normal mode behavior of acoustic wave.  
Ion continuity equation: 
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Following form of the derived d-KdV equation obtained from the above equations by the 
standard methodology of reductive perturbation [12] describes the nonlinear ion acoustic 
wave dynamics under transient limit (~soliton transit time scale) in a new space defined by 
the stretched coordinates ( ),ξ τ . This is to mention that ( ) ( )x t e, , γτφ φ ξ τ −=  and 0γτ →  
under the transient time action of the propagating ion acoustic soliton through transonic 
plasma 
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Here the notations K0 and M0 termed as complex response coefficients [11-12, 26] and the linear 
resonant growth rate (γ) of the ion acoustic wave with complex Doppler-shifted Mach 
number D Dr DiM M iM= +  and lab-frame Mach number r iM M iM= +  in transonic 
equilibrium appearing in equation (19) are as follows, 
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The notations are usual and generic as discussed earlier [12]. In the system, plasma ions are 
self consistently drifting or streaming through a negative neutralizing background of hot 
electrons having relatively zero inertia. The time response of the electron fluid here is 
normally ignored. As a result, the unique role of weak but finite electron inertia to 
destabilize the plasma ion sound wave in transonic plasma equilibrium even within fluid 
model approach of normal mode description is masked.  
4.2 Physical consequences 
Now equation (19) after being transformed into an equivalent stationary ODE form by the 
Galilean transformations is numerically solved as an initial value problem. Some very small 
simultaneous values of φ , φ ξ∂ ∂  and 2 2φ ξ∂ ∂ are required for the numerical programme 
to proceed. A few numerical plots for the desired nonlinear evolutions are shown in Figs. 5-
6. This is to note that the calculated amplitudes (as shown in Figs. 5a-6a) are the solutions of 
the present d-KdV equation (19) with bounded and unbounded phase potraits (as shown in 
Figs. 5b-6b). Now, the actual amplitudes of the resulting solutions can be deduced by 
multiplying the numerically obtained values with ( )DEk 2 2~ 10ε λ −≈ [12]. In principle, the 
parameter ε  is an arbitrary smallness parameter proportional to the dispersion strength or 
the amplitude of the weakly dispersive and weakly nonlinear plasma wave. 
The unique motivation here is to characterize the possible nonlinear normal mode structure 
of ion acoustic fluctuations under unstable condition of the ion drifts [8-9,12]. By this very 
specific example, we show that the complex nature of the coefficients of the derived KdV 
equation in the unstable zone of transonic plasma doesn't prevent the existence of localized 





modification technique (DPMT) [11-12, 26] results into a d-KdV equation [8-9, 12] with 
variable nonlinear and dispersion coefficients. 
Two distinct classes of solutions are obtained: soliton and oscillatory shock-like structures. 
Amplification and damping of the driven KdV soliton over the usual KdV soliton is noted 
for extremely large wavelength (dc) acoustic driving in source term as shown in Figs. 5-6. 
The amplification near resonance is associated with considerable reduction in nonlinear 
coefficient than unity as confirmed by numerical calculation. In other cases of shorter 
acoustic driving in source term as shown in Figs. 5-6, nonlinear solutions of oscillatory 
shock-like nature are obtained depending on the small deviation from resonant values. It is 
clearly seen that the peaks of oscillatory shock-like solutions are of either sinusoidal or non-
sinusoidal nature with continuous elevation of the initial values of the successive peaks 
beyond the main nonlinear acoustic peak. 
Most of the experimental results in Double Plasma Device (DPD) are reported to show that 
the obtained theoretical results may have practical relevance to understand the basic physics 
of ion acoustic wave activities in the transonic region [12] as in Fig. 7. The experiment is 
performed in a DPD of 90 cm in length and 50 cm in diameter equipped with multi-dipole 
magnets for surface plasma confinement [12]. The chamber is divided into source and target 
by a mesh grid of 85% transparency kept electrically floating. It is evacuated down to a 
pressure of ( ) 55 6 10−− ×  Pa with a turbomolecular pump backed by a rotary pump. Ar-gas 
is bled into the system at a pressure ( ) 23 5 10−− × Pa under continuous pumping condition. 
The source and target plasmas are produced by dc discharge between the tungsten filament 
of 0.1 mm diameter and magnetic cages. 
 
 
(a)                                                                      (b) 
Fig. 5. Profile of (a) ion acoustic potential ( )φ  with normalized space variable ( )ξ , and (b) 
phase space geometry of ion acoustic potential in a phase space described by φ  and ( )ξφ  
with 82.5 10Dekλ
−= ×  (fixed) for Case (1): 71.0 10 ,δ −= ×  Case (2): 72.5 10 ,δ −= ×  Case (3): 
75.0 10 ,δ −= ×  and Case (4): 77.5 10δ −= ×  
The plasma parameters are measured with the help of a plane Langmuir probe of 5 mm 
diameter and Retarding Potential Analyzer (RPA) of 2.2 cm in diameter. The probe and the 
analyzer are movable axially by a motor driving system so as to take data at any desired 
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position. The plasma parameters are: electron density n cm8 9 30 10 10= − , electron 
temperature eT eV1.0 1.5= −  and ion temperature iT eV0.1= . An ion-acoustic wave is 
excited with a positive ramp voltage of which the rise time is controllable and is applied to 
the source anode of the system. Propagating signals are detected by an axially movable 
Langmuir probe which is biased to V4+  with respect to the plasma potential in order to 
detect the perturbation in the electron current saturation region. The current is then 
converted into voltage by a resistance of 100Ω  and the resultant signals are fed to the 
oscilloscope. The probe surface is repeatedly cleaned with ion bombardment by applying 
V100−  to it for a short time scale. 
 
 
(a)                                                                      (b) 
Fig. 6. Same as Fig. 5 but with 11.0 10Dekλ
−= ×  (fixed) for Case (1): 51.0 10 ,δ −= ×  Case (2): 
52.0 10 ,δ −= ×  Case (3): 53.0 10 ,δ −= ×  and Case (4): 55.0 10δ −= ×  
. 
 
Fig. 7. Experimental profiles of variation of plasma density perturbation ( )nδ  against time 
( )t  at different position of the probe from the grid is shown. Along the x-axis, each division 
represents 10 sμ  and along the y-axis, the density perturbation scale is given as 0.09en nδ =  




























































It is also seen that the value of DrM1δ = −  where resonance occurs remains invariant to 
spectral variation in source term even by orders of 1 101.0 10 1.0 10− −× − × . The nonlinear and 
dispersive coefficients exhibit very sensitive role on even slight variation of δ  from its 
resonance. It is noted that as the value of 0δ = , the usual KdV soliton is recovered, 
irrespective of any wave number value in the source term. The source term plays an 
effective role only when finite Dekλ  and δ -values are assigned simultaneously 
4.3 Comments 
As per experimental observations, oscillatory shocks are reported to emerge from the 
transonic zone in the target plasma as shown in Fig. 7. One can qualitatively argue that as 
soon as the solitary wave passes through the unstable transonic zone, it may experience the 
transient phase modifications leading thereby to the formation of oscillatory shock. The 
observed damping of the oscillatory shock may be correlated to the non-resonant type of 
dissipation through phase incoherence among ion acoustic spectral components of the usual 
solitary wave. It seems to be more plausible to argue that the input energy to the usual 
soliton due to transonic plasma equilibrium may be shared among different spectral 
components through adiabatic energy exchange processes. This is concluded here that the 
complex coefficients of the KdV equation should, in principle, not become the criterion for 
the non-existence of localized nonlinear solutions including usual solilton, too. But the usual 
soliton solution exists only for infinitely long wavelength source perturbation. This 
conclusion is derived subject to the validity condition of our arguments of global temporal 
phase modification of usual soliton amplitude under unstable condition of the plasma 
medium. The unstable condition of the medium may cause structural deformation of the 
non-driven KdV solution. Such deformations may result into sinusoidal (linear) or non-
sinusoidal (nonlinear) peaks of oscillatory shock-like solution depending on the wavelength 
of the source perturbations [8-9, 12].  
Applying the wave packet model for a moving soliton leaving behind an acoustic tail of 
dispersive waves known as precursor or acoustic wind (in soliton frame), the asymmetry 
can be associated with elevation of the bottom potential by a finite dc value superposed with 
periodic repetition of linear or nonlinear peaks. The amplification or suppression of a single 
soliton can be possible only for infinitely long wavelength (dc) source. For shorter 
wavelength source driving, the transition from usual soliton solution to oscillatory shock-
like solutions is more likely to occur. It is, in brief, concluded that the present mathematical 
study of d-KdV equation offers a significant contribution of analytical supports to our 
numerical prediction of structural transformation of the traveling nonlinear ion acoustic waves 
in transonic plasma equilibrium of desired quality. It clearly shows that the actual solution of 
d-KdV equation is a resultant of linear mixing (superposition) of soliton and shock both.   
Dominating features of the individual nonlinear modes is decided by an appropriate choice 
of the specific values of unstable wave number (or wavelength) for a given value of the ion 
flow Mach number. It is obvious to note that in zero growth limit of d-KdV equation, the 
shock-term disappears and only soliton remains. This limit is correlated with dc range of the 
chosen unstable wave number of quite weaker dispersion strength. As the dispersion 
strength becomes significant to influence the original soliton strength of weak nonlineariy 
and weak dispersion in the defined transonic plasma of finite extension, structural 
modification of the usual KdV soliton profile occurs.                       
We further argue that the linear and nonlinear normal mode behaviors of the ion acoustic 
waves in transonic plasma condition differ qualitatively from those derived for static and 
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Fig. 6. Same as Fig. 5 but with 11.0 10Dekλ
−= ×  (fixed) for Case (1): 51.0 10 ,δ −= ×  Case (2): 
52.0 10 ,δ −= ×  Case (3): 53.0 10 ,δ −= ×  and Case (4): 55.0 10δ −= ×  
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Fig. 7. Experimental profiles of variation of plasma density perturbation ( )nδ  against time 
( )t  at different position of the probe from the grid is shown. Along the x-axis, each division 
represents 10 sμ  and along the y-axis, the density perturbation scale is given as 0.09en nδ =  




























































It is also seen that the value of DrM1δ = −  where resonance occurs remains invariant to 
spectral variation in source term even by orders of 1 101.0 10 1.0 10− −× − × . The nonlinear and 
dispersive coefficients exhibit very sensitive role on even slight variation of δ  from its 
resonance. It is noted that as the value of 0δ = , the usual KdV soliton is recovered, 
irrespective of any wave number value in the source term. The source term plays an 
effective role only when finite Dekλ  and δ -values are assigned simultaneously 
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flow Mach number. It is obvious to note that in zero growth limit of d-KdV equation, the 
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We further argue that the linear and nonlinear normal mode behaviors of the ion acoustic 
waves in transonic plasma condition differ qualitatively from those derived for static and 
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dynamic equilibriums without electron inertial correction. The finite but weak hydrodynamic 
tailoring of the electron fluid motion on ion acoustic space and time scales brings about this 
difference. It is then argued that the plasma flows in transonic equilibrium should exhibit rich 
spectrum of linear and nonlinear ion acoustic waves and oscillations. Of course, under 
Vlasov model the hot electrons with streaming velocity comparable to the phase speed of 
the ion sound wave may destabilize the ion sound mode through wave-particle resonance 
effect [8 and references] too. However, our excitation mechanism of ion sound wave differs 
from the other known mechanisms [8] to excite the same ion sound wave on many grounds 
[8]. This kind of theoretical scenario of transonic plasmas offers a unique scope of acoustic 
spectroscopy to describe the internal state of transonic equilibrium of plasma flows [28].  
These calculations have potential applications [26] extensively to understand plasma 
acoustic dynamics in colloidal plasmas too, but under transonic equilibrium configuration. 
A generalized statement thereby is reported that all possible sound modes in multi-species 
colloidal plasmas with drift motions (of inertial ionic species) could be destabilized by the 
inertial delay effect of the corresponding plasma thermal species that carry out thermal 
screening of acoustic potential developed due to respective inertial ionic species. Of course, 
threshold values may differ depending on the choice of the plasma sound mode under 
consideration. In technological application point of view, one may argue that the proposed 
theoretical model for inertia-induced acoustic instability mechanism may be utilized to 
make a plasma-based micro device for acoustic amplifier [26]. The amplified acoustic signals 
(developed due to respective inertial ionic species) from the amplifier could be detected, 
received and analyzed for the diagnosis and characterization of hydrodynamic flow of 
plasmas with embedded inertial dust contaminations. These analyses may have potential 
applications in different ion acoustic wave turbulence-related situations like aerodynamics, 
solar wind and space plasmas, fusion plasmas, industrial plasmas and plasma flows in 
astrophysical context, etc. 
5. Astrophysical normal acoustics 
A plasma-based Gravito-Electorstatic Sheath (GES) model is proposed to discuss the 
fundamental issues of the solar interior plasma (SIP) and solar wind plasma (SWP). Basic 
concepts of plasma-wall interaction physics are invoked. Here the wall is defined by a 
continuous variation of gravity associated with the SIP mass. The neutral gas approximation 
of the inertially confined SIP is relaxed, and as such the scope of quasi-neutral plasma 
sheath formation is allowed to arise near the self-consistently defined solar surface 
boundary (SSB). Analytical and numerical results are obtained to define the SSB and discuss 
the physics of the surface properties of the Sun, and hence, those of the SWP. 
5.1 Physical model description 
The SIP system can be idealized as a self-gravitationally bounded quasi-neutral plasma with 
a spherically symmetric surface boundary of nonrigid and nonphysical nature. The self-
gravitational potential barrier of the solar plasma mass distribution acts as an enclosure to 
confine this quasi-neutral plasma. An estimated typical value ~10-20 of the ratio of the solar 
plasma Debye length and Jeans length of the total solar mass justifies the quasi-neutral 
behavior of the solar plasma on both the bounded and unbounded scales. Here the zeroth-
order boundary surface can be defined by the exact hydrostatic condition of gravito-





from the center of the mean solar gravitational mass. With this much background in mind, 
let us now formulate the problem of the physical and mathematical descriptions GES 
formation around the SSB. For simplicity, we consider spherical symmetry of the inertially 
confined SIP mass, which helps to reduce the three dimensional problem of describing the 
GES into a simplified one dimensional problem in the radial direction. Thus, only a single 
radial degree of freedom is required for description of the dynamical behavior of the SWP 
under the assumed spherically symmetric self-gravitating solar plasma mass distribution. 
The idea of the GES formation can be appreciated with quantitative estimates of the gravito-
thermal coupling constants for the SIP electrons and hydrogen ions. Henceforth, “ions” and 
“hydrogen ions” will be used in the sense of the same ionic species. These parameters [10] 
can be defined and estimated as follows: The gravitothermal coupling constant for electrons 
can be estimated as e B e ek T m g R 10Θ ΘΓ = ≈ , for a mean electron temperature of eT 5~ 10  K 
and as e 800Γ ≈  for mean eT 610=  K. The notation Bk  (=1.3806×10-23 JK-1) denotes the 
Boltzmann constant. Similarly, the gravito-thermal coupling constant for ions can be 
estimated as ( )i i e e i eT m T m 1Γ = Γ <<  for mean eT 5~ 10  K, and i 1Γ ≈  for mean eT K6~ 10 . 
Here g GM R2Θ Θ Θ=  denotes the value of the solar surface gravity. The values of the other 
constant quantities are taken to be G 86.6726 10−= ×  dyn cm2 g -2, M 331.90 10Θ = ×  g, and 
R 106.97 10Θ = ×  cm.  
These estimates are based on the condition of an isothermal SIP, where Te and Ti respectively 
denote the electron and ion temperatures. It is now easy to see that the electrons can very 
well overcome the gravitational potential barrier at the SSB in the standard solar model, 
whereas the ions cannot. This is the reason why a surface polarization-induced space charge 
(electrostatic) field is likely to appear, due to thermal leakage of the electrons from the SSB 
in the radially outward direction. Moreover, the neutral gas approximation for the SIP may 
not be a good one for describing the properties of the SSB. Similar realizations have already 
occurred to previous authors [5, 9, 11, 14] for the SWP as well. We take the SIP to be an ideal 
nonisothermal plasma gas with relatively cold ions. The mean electron temperature eT
610>  
K for the SIP emerges as a more suitable choice for our theoretical consideration. 
According to our GES-model analyses, the GES divides into two scales: one bounded, and 
the other unbounded. The former includes the steady state equilibrium description of the 
SIP dynamics bounded by the solar self-gravity. This extends from the solar center to the 
self-consistently defined and specified SSB. The unbounded scale encompasses the SWP 
dynamics extending from the SSB to infinity. The SIP electrons can easily escape from the 
defined SSB. On the other hand, the SIP ions cannot cross the gravitational potential barrier 
of the solar mass on their thermal energy alone. However, surface leakage of the SIP 
electrons is bound to produce an electrostatic field by virtue of surface charge polarization. 
This, in turn, provides an additional source to act on the SIP ions to further energize and 
encourage them cross over the solar self-gravitational potential barrier.  
5.2 Basic governing equations 
In order to describe the plasma-based GES physics of our model system, we adopt a 
collisionless unmagnetized plasma fluid for simplicity in mathematical development to 
obtain some physical insight into the solar wind physics. The role of magnetic field is also 
ignored (just for mathematical simplicity) in discussing the collisionless SIP and SWP 
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These estimates are based on the condition of an isothermal SIP, where Te and Ti respectively 
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well overcome the gravitational potential barrier at the SSB in the standard solar model, 
whereas the ions cannot. This is the reason why a surface polarization-induced space charge 
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in the radially outward direction. Moreover, the neutral gas approximation for the SIP may 
not be a good one for describing the properties of the SSB. Similar realizations have already 
occurred to previous authors [5, 9, 11, 14] for the SWP as well. We take the SIP to be an ideal 
nonisothermal plasma gas with relatively cold ions. The mean electron temperature eT
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K for the SIP emerges as a more suitable choice for our theoretical consideration. 
According to our GES-model analyses, the GES divides into two scales: one bounded, and 
the other unbounded. The former includes the steady state equilibrium description of the 
SIP dynamics bounded by the solar self-gravity. This extends from the solar center to the 
self-consistently defined and specified SSB. The unbounded scale encompasses the SWP 
dynamics extending from the SSB to infinity. The SIP electrons can easily escape from the 
defined SSB. On the other hand, the SIP ions cannot cross the gravitational potential barrier 
of the solar mass on their thermal energy alone. However, surface leakage of the SIP 
electrons is bound to produce an electrostatic field by virtue of surface charge polarization. 
This, in turn, provides an additional source to act on the SIP ions to further energize and 
encourage them cross over the solar self-gravitational potential barrier.  
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In order to describe the plasma-based GES physics of our model system, we adopt a 
collisionless unmagnetized plasma fluid for simplicity in mathematical development to 
obtain some physical insight into the solar wind physics. The role of magnetic field is also 
ignored (just for mathematical simplicity) in discussing the collisionless SIP and SWP 
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dynamics. Applying the spherical capacitor charging model [3], the coulomb charge on the 
SSB comes out to be SSBQ C~ 120 . The mean rotational frequency of the SSB about the centre 
of the SIP system is is determined to be SSBf Hz
12~ 1.59 10−×  [42]. Applying the electrical 
model [42] of the Sun, the mean value of the strength of the solar magnetic field at the SSB in 
our model analysis is estimated as SSB SSB SSBB Q f T
2 114 ~ 7.53 10π −= × , which is negligibly 
small for producing any significant effects on the dynamics of the solar plasma  particles. 
Thus the effects of the magnetic field are not realized by the solar plasma particles due to the 
weak Lorentz force, which is now estimated to be ( )LF e v B N333.61 10−= × ≈ ×  corresponding 
to a subsonic flow speed v cm s 1~ 3.00 −  with the input data available [2, 42] with us and 
hence, neglected. Therefore our unmagnetized plasma approximation is well justified in our 
model configuration. In addition, the effects of solar rotation, viscosity, non-thermal energy. 
For further simplification, the electrons are assumed to obey a Maxwellian velocity 
distribution. Although these approximations may not be realistic, but they may be 
considered working hypotheses to begin with an ideal situation. Deviations indeed exist 
from a Maxwellian velocity distribution. We however use it as a working hypothesis for our 
model considerations. As a result, the usual form of the Boltzmann density distribution for 
plasma thermal electrons with all usual notations is given as 
 eN e .
θ=             (20) 
Here e eN n n0=  denotes the normalized electron density. The generic notation ee Tθ φ=  
denotes the normalized value of the plasma potential associated with the GES on the 
bounded scale and with the SWP on unbounded scale. The general notation en  stands for 
the nonnormalized electron density and in m0 ρΘ= defines the average bulk density of the 
equilibrium SIP. The notation 1.43ρΘ =  g cm-3 stands for the average but constant solar 
plasma mass density and im
241.67 10−= ×  g for the ionic (protonic) mass. Again e  
represents the electronic charge unit and φ , the nonnormalized plasma potential associated 
with both the GES and SWP.  
The hydrogen ions are described by their full inertial response dynamics. This includes the 
ion momentum equation as well as the ion continuity equation. The first describes the 
change in ion momentum under the action of central gravito-electrostatic fields of potential 
gradient and forces induced by thermal gas pressure gradients. The latter equation is 
considered a gas dynamic analog of plasma flowing through a spherical chamber of radially 
varying surface area. In normalized forms, the ion momentum equation is  
 iT
i
dM d dN dM
d d N d d
1θ ηε
ξ ξ ξ ξ
= − − − .               (21) 
Here the minus sign in the gravitational potential term indicates the radially inward 
direction of the solar self-gravity. The deviation from the conventional neutral gas treatment 
of the SIP is introduced through the electric space charge-induced force (first term on right-
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The notations φ  and ψ  respectively stand for the dimensional (unnormalized) values of the 
plasma electrostatic potential and the self-solar gravitational potential as variables 
associated with the GES. The dimensional values of the electron and ion population density 
variables are respectively denoted by en  and in . Likewise, the dimensional ion fluid 
velocity variable is represented by the symbol iv . The notation η  stands for the normalized 
variable of the self-solar gravitation potential. The notation iN denotes the normalized 
value of the ion particle population density variable. Notation M  stands for the ion flow 
Mach number.  
The notations r  and ξ  stand for the nonnormalized and normalized radial distance 
respectively from the heliocenter in spherical co-ordinates. The other notations J ,λ  sc  and 
Jω  defined as above stand for the Jeans length, sound speed and Jeans frequency 
respectively. Finally, the notation Tε  as defined above stands for the ratio of ion to electron 
temperature.  The ion flux density conservation (eq. 22) contains a term that includes the 
effect of geometry on the ion flow dynamics of the SIP mass, self-gravitationally confined in 
a spherical region, whose size is to be determined from our own model calculations. 
Equations (21) and (22) can be combined to yield a single expression representing the well-
known steady state hydrodynamic flow, 
 ( )T TdM d dM M d d d
2 1 2 .θ ηε ε
ξ ξ ξ ξ
− = − + −            (23)                
There is an obvious difference in the above equation from the corresponding momentum 
equation under the neutral gas approximation for the SIP. The difference appears, as 
discussed above, in the form of a space charge effect originating from the Coulomb force on 
a collective scale (first term on the right-hand side of eq. (21)). 
The gravito-electrostatic Poisson equations complement the steady dynamical equation (23) 
for a complete description of the gravito-electrostatic sheath structure, which is formed 
inside the non-rigid SSB. This is important to emphasize that in the case of a real physical 
boundary, the plasma sheath is always formed both inside and outside the boundary 
surface in its close vicinity [12]. The normalized forms of the gravitational and electrostatic 
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Here ( )De eT n e 1 2204λ π=  denotes the plasma electron Debye length of the defined SIP 
system. The other quantities are as defined above as usual. Equations (21)–(25) constitute a 
completely closed set of basic governing equations with which to discuss the basic physics 
of the GES-potential distribution on the bounded scale. Of course, the discussion also 
includes the associated ambipolar radial flow variation of the SIP towards an unknown SSB 
which we have to determine self-consistently in this problem with GES-based theory. For a 
typical value eT
610=  K, one can estimate that De J
2010λ λ −≈  which implies that the Debye 
length is quite a bit smaller than the Jeans scale length of the solar plasma mass. Thus, on 
the typical gravitational scale length of the inertially bounded plasma, the limit De J 0λ λ →  
represents a realistic (physical) approximation. By virtue of this limiting condition, the 
entire SIP extending up to the solar boundary and beyond obeys the plasma approximation. 
Thus, the quasi-neutrality condition as given below holds good 
 e iN N N e .
θ= = =             (26) 
This is to note that equation (26) does not mean that the plasma ions are Boltzmannian in 
thermal character, but inertial species. Equation (26) can be differentiated once in space and 





=          (27) 
By virtue of the plasma approximation, one can justify that the GES of the SIP origin should 
behave as a quasi-neutral space charge sheath on the Jeans scale size order. The formation 
mechanism of the defined GES, however, is the same as in the case of plasma-wall 
interaction process in laboratory confined plasmas. From equations (26)-(27), it is clear that 
for the electrostatic potential and its gradient being negative, causes the exponential 
decrease of the plasma density. Finally, the reduced form of the basic set of autonomous 
closed system of coupled nonlinear dynamical evolution equations under quasi-neutral 
plasma approximation is enlisted as follows 
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This set of differential evolution equations constitutes a closed dynamical system of 
governing hydrodynamic equations that will be used to determine the existence of a 





subsonic origin of the SWP of current interest. Thus the solar parameters  ( )M ,ξ  ( )sg ξ  and 
( )θ ξ  representing the equilibrium Mach number, solar self-gravity and electrostatic 
potential, respectively, will characterize the gravito-electrostatic acoustics in our approach. 
5.3 Theoretical analysis of solar surface boundary 
5.3.1 Analytical calculations 
We first wish to specify the overall condition for the existence of the SSB. Such existence 
demands the possibility of a self-consistent bounded solution for the solar self-gravity. The 
boundary will correspond to a maximum value of the solar self-gravity at some radial 
distance from the heliocenter. This defines a self-consistent location of the SSB. Before we 
proceed further, let us argue that the radially outward pulling bulk force effect of the GES-
associated potential term in equation (28) demands a negative electrostatic potential 
gradient, that is, d d 0θ ξ < . This makes some physical sense because the ion fluid has to 
overcome the gravitational barrier to create a global-scale flow of the SIP in a quasi-
hydrostatic way.  
Now, if we invoke the concept of exact hydrostatic formation under gravito-electrostatic 
force balancing ( )d d d dθ ξ η ξ≈ , the surface potential can be solved to get θ θ η ηΘ Θ− ≈ − . 
Here the unknown boundary values of θ θΘ= , η ηΘ=  and SSBM M=  are to be self-
consistently specified numerically. The notation ( )SSBM  stands for the Mach value 
associated with the SIP flow at the SSB. Now, by the exact hydrostatic equilibrium condition 
in the set of equations (28)-(30), one can get the following set of equations for the SSB 
description: 
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For purpose of the GES analysis, we define the solar self-gravitational acceleration as 
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Finally, the SIP and hence, the SSB are described and specified in terms of the relevant solar 
plasma parameters  ( )M ,ξ  ( )sg ξ  and ( )θ ξ  representing respectively the equilibrium 
Mach number, solar self-gravity and electrostatic potential as a coupled dynamical system 
of the closed set of equations recast as the following 
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Here ( )De eT n e 1 2204λ π=  denotes the plasma electron Debye length of the defined SIP 
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Ion momentum equation: 
 ( ) sdMM gM d
2 1 2 ,α α
ξ ξ
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where ( )T i eT T1 1α = + ∈ = + , eT  is the electron temperature and iT  is the inertial ion 
temperature for the bounded solar plasma on the SIP-scale as already mentioned. 
Let us now denote the maximum value ( )gΘ  of solar gravity at some radial position ξ ξΘ=
where θ θΘ=  and apply the necessary condition for the maximization of sg  at a spatial 
coordinate ξ ξΘ= . This condition ( )sdg d 0ξ ξξ Θ= =  when used in equation (34) yields 
g e2 θξ Θ−Θ Θ= . However, it is not sufficient to justify the occurrence of the maximum value of 
sg  until and unless the second derivative of sg  is shown to have negative value. To derive 
the sufficient condition for the maximum value of sg  at ξ ξΘ= , let us once spatially 
differentiate equation (34) to yield 
 s ss
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Now the condition for the maximization of sg  at the location ξ ξΘ=  can be discussed by 
considering d d 0θ ξ <  in equation (35) under the exact hydrostatic equilibrium 
approximation ( )d d d d gθ ξ η ξ Θ≈ =  near the solar surface to yield the following 
inequality 
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From these analytical arguments one can infer that the maximization of gs indeed occurs 
at some arbitrary radial position that satisfies the inequality: e 22 ( 2.33)θξ Θ−Θ > =  for 
~ 1θΘ −  (Figs. 8b, 9b, and 10b).  Numerically the location of the SSB is found to lie at 
~ 3.5ξΘ  that matches with g e2 θξ Θ−Θ Θ=  for 1.07θΘ =  and g 0.6Θ = . It satisfies the 
analytically derived inequality (36) too. Now the other two equations (32)-(33) can be 
simultaneously satisfied in the SSB only for a subsonic solar plasma ion flow speed if 
Mach number gradient acquires some appropriate negative minimum near zero 
( )( )M dM d 6~ ~ 10ξ − .  
It is indeed seen numerically that near the maximum solar self-gravity of the SIP mass, the 
first and third terms in equation (32) are almost equal and hence the Mach number gradient 
term, which is negative in the close vicinity of the SSB, should be smaller than the other two 
terms so as to satisfy equations (31) and (32), simultaneously. Actually, the three equations 
(31)-(32) and (34) are solved numerically to describe the SSB of the maximum self-






5.3.2 Numerical calculations 
Determination of the autonomous set of the initial values of the defined physical variables is 
a prerequisite to solve the nonlinear dynamical evolution equations (34a)-(34c) in general as 
an initial value problem. The initial values of the physical variables like ( ) ( )sM g,ξ ξ  and 
( )θ ξ  are defined inside the solar interior and are determined on the basis of extreme 
condition of the nonlinear stability analysis [4]. The self-consistent choice of the initial values 
is obtained by putting i
i
dM d e 2θ
ξ








θ ξ =  in these three 




θ ξ ≠  Finally, we 
determine the expressions for a physically valid set of the initial values of the given physical 
variables as follows,  
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This is to note that the initial values of iθ  and iξ  are chosen arbitrarily. As discussed later, 
we find that the SSB acquires a negative potential bias ( s ~ 1θ − ) of about -1 kV. It also 
acquires the maximum value of solar interior gravity ( g ~0.6Θ ) and minimum value of non-
zero SIP flow speed ( SSBM
7~ 10− ) at the SSB. The value of the electrostatic potential gradient 
at the surface comes out to be ~ –0.6.  This means that the strength of the GES-associated 
solar surface gravity and electrostatic potential gradient is almost equal. As a result the SSB 
is defined by some constant values of the physical variables ( sg M, ,θ ). The SSB values of 
these parameters are determined through spatial evolution of the coupled system of 
equations (34a)-(34c) from the given initial values (37)-(38) inside the SIP zone. 
We have used the well-known fourth-order Runge-Kutta method (RK 4) for numerical 
solutions of equations (34a)-(34c). By numerical analysis (Figs 8-11), we find that the solar 
radius is equal to thrice of the Jeans length ( )Jλ  for mean solar mass density 
( )g cm 31.41 .ρ −Θ = . From this observation one can easily estimate that j R /3.5λ Θ= . Now 
comparing our own theoretical value of the solar mass self-gravity with that of the standard 
value, we arrive at the following relationship between the solar plasma sound speed ( )sc  
and the Jeans length ( )Jλ   
 ( )s Jc2 40.6 2.74 10λ = × cm/sec2.                   (39) 
By substituting the value of the Jeans length expressed in terms of the solar radius, one can 
determine and specify the mean value of the electron temperature, which is eT ~ 107 K. The 
sound speed in the SIP under the cold ion model approximation is thus obtained as 
sc
7~ 3 10×  cm s-1. Note that the SWP speed at 1 AU is fixed by the sound speed of the SWP 
medium, which is determined and specified by the requirement that a transonic transition 
solution occurs on the unbounded scale of the SWP dynamics description.  
The gravito-acoustic coupling coefficient could be estimated as g a i em g R T ~ 2.0− Θ ΘΓ = . In 
absence of the gravitational force, the bulk SIP ion fluid will acquire the flow speed 
corresponding to M ~ 1.41  for a negative potential drop of the order of ( )eT e−  over a 
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It is indeed seen numerically that near the maximum solar self-gravity of the SIP mass, the 
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This is to note that the initial values of iθ  and iξ  are chosen arbitrarily. As discussed later, 
we find that the SSB acquires a negative potential bias ( s ~ 1θ − ) of about -1 kV. It also 
acquires the maximum value of solar interior gravity ( g ~0.6Θ ) and minimum value of non-
zero SIP flow speed ( SSBM
7~ 10− ) at the SSB. The value of the electrostatic potential gradient 
at the surface comes out to be ~ –0.6.  This means that the strength of the GES-associated 
solar surface gravity and electrostatic potential gradient is almost equal. As a result the SSB 
is defined by some constant values of the physical variables ( sg M, ,θ ). The SSB values of 
these parameters are determined through spatial evolution of the coupled system of 
equations (34a)-(34c) from the given initial values (37)-(38) inside the SIP zone. 
We have used the well-known fourth-order Runge-Kutta method (RK 4) for numerical 
solutions of equations (34a)-(34c). By numerical analysis (Figs 8-11), we find that the solar 
radius is equal to thrice of the Jeans length ( )Jλ  for mean solar mass density 
( )g cm 31.41 .ρ −Θ = . From this observation one can easily estimate that j R /3.5λ Θ= . Now 
comparing our own theoretical value of the solar mass self-gravity with that of the standard 
value, we arrive at the following relationship between the solar plasma sound speed ( )sc  
and the Jeans length ( )Jλ   
 ( )s Jc2 40.6 2.74 10λ = × cm/sec2.                   (39) 
By substituting the value of the Jeans length expressed in terms of the solar radius, one can 
determine and specify the mean value of the electron temperature, which is eT ~ 107 K. The 
sound speed in the SIP under the cold ion model approximation is thus obtained as 
sc
7~ 3 10×  cm s-1. Note that the SWP speed at 1 AU is fixed by the sound speed of the SWP 
medium, which is determined and specified by the requirement that a transonic transition 
solution occurs on the unbounded scale of the SWP dynamics description.  
The gravito-acoustic coupling coefficient could be estimated as g a i em g R T ~ 2.0− Θ ΘΓ = . In 
absence of the gravitational force, the bulk SIP ion fluid will acquire the flow speed 
corresponding to M ~ 1.41  for a negative potential drop of the order of ( )eT e−  over a 
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distance equal to that of the solar radius. If one estimates the value of gravito-acoustic 
coupling coefficient at this velocity defined by M ~ 1.41 , it comes out to be unity. Thus the 
quasi-hydrostatic type of equilibrium gravitational surface confinement of the SIP is 
ensured.  The GES-potential induced outward flow of the SIP is also ensured. Due to 
comparable strength of the solar surface gravitational effect of deceleration, the net SIP ion 
fluid flow is highly suppressed to some minimum value (~1.0-3.0 cm/sec) corresponding to 
M 7~ 10−  at the SSB.  
An interesting point to note here is that near the defined SSB, the electrostatic potential 
gradient terminates into an almost linear type of profile. The value of its gradient value will 
provide an estimate of the second order derivative’s contribution into the electrostatic 
potential which measures the level of local charge imbalance near the solar surface. From 
our computational plots (Figs. 8b, 9b and 10b), this local charge imbalance comes out to be 
of the  order –0.17, which is equivalent to 17% ion excess charge distributed over a region of 
size on the order of the plasma Debye sheath scale length. However, the same level of the 
electrostatic local charge imbalance on the Jeans scale length does not require the inclusion 
of the role of the Poisson term for the evolution of the electrostatic potential’s profile under 
the GES-model. Hence, in this sense the GES is practically equivalent to a quasi-neutral 
plasma sheath with its potential profile tailored and shaped by the potential barrier of the 
self-gravity of the SIP mass distribution. 
5.3.3 Properties of solar surface boundary  
Table I lists the defined initial values of the physical variables ( sg , θ , M )  as already 
discussed and their corresponding boundary values numerically obtained for the 
description of the desired SSB. The initial values of sg , θ , and M  are associated with the 
normalized mean SIP mass density, enclosed within a tiny spherical globule having 
normalized radius equal to an arbitrarily chosen value of iξ . 
 
Parameter At the Initial 
Radial Point ( )iξ  
At the Solar Surface 
Boundary ( )ξΘ  
Initial Values 








− , ~ 1.00θΘ −  iθ , arbitrarily chosen  








= , g ~ 0.60Θ  isi ig e
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7~ 10−  ii iM e
21
2
θξ= , derived 
Table 1. Initial and Boundary Values of Relevant Solar Parameters 
From the numerical plots shown in Figs. 8-10, we find that the minimum Mach number 
( )SSBM  at the specifically defined SSB comes out to be of order 10-7. For this value of Mach 
number, equation (31) can be simplified to show that near the boundary, 
dM d M 83 10 ~ 0ξ ξ −Θ≈ − = − × . This corresponds to a quasi-hydrostatic type of the SSB 
equilibrium. It arises from gravito-electrostatic balancing with an outward flow of the SIP 





SWP originates by virtue of the interaction of the SIP with the SSB. Hence an interconnection 
between the Sun and the SWP can be observed by applying the GES model. Here the 
boundary is not sharp but distributed over the entire region of the solar interior volume. 
The basic principles of the GES coupling govern the solar surface emission process of the 
subsonic SWP.     
As depicted in table I, the time-independent solar sg -profile associated with the SIP mass 
distribution terminates into a diffuse surface boundary. This is characterized and defined by 
the quasi-hydrostatic equilibrium sg g d d~ θ ξΘ= , which occurs at about ~ 3.5ξ ξΘ=  (see 
Figs. 8-10). As such, the basic physics of the subsonic origin of the SWP from the SSB is 
correlated with the bulk SIP dynamics. We note that the precise definition of the SSB 
influences the SWP velocity at 1 AU. Other models report similar observations too [3, 31-41]. 
The dependence on the ion to electron temperature ratio is quite visible in Fig. 11a. Let us 
now discuss the numerical results in the figures individually. 
Figure 8 depicts the time-independent profiles of ( sg , θ , M ) and their variations with the 
ion-to-electron temperature ratio tε  for fixed values of the initial point ( i 0.01ξ = ) and 
plasma sheath potential ( i 0.001θ = − ). As shown in Fig. 8a, the location of the SSB remains 
the same but its maximum value changes, and a most suitable choice of tε = 0.4 is identified 
for which the quasi-hydrostatic condition is fulfilled. The E-field profile is invariant for all 
chosen values tε  =0-0.5. Again, as shown in Fig. 8b, the electrostatic potential corresponding 
to tε ~ 0.4 comes out to be ~ 1θ θΘ= −  (i.e. ~1 kV). Similarly, Fig. 8c depicts the minimum 
Mach value of SSBM ~10-7  for tε  ~0.4  varying by a factor of 2 for other values of tε .  
Figure 9 depicts the time-independent profiles of sg , θ , and M and their variations with 
initial position for fixed values of tε  =0-0.4 and  i 0.001θ = − . It can be seen that the most 
suitable choice of the initial position for our fixed values iθ  and Tε  comes out to be 
i ~ 0.01ξ , which is consistent with the earlier value shown in Fig. 8a. Moreover, the 
minimum value of M~10-7 (Fig. 9c) is also consistent with the earlier value shown in Fig. 8c.    
Figure 10 depicts the time-independent profiles of sg , θ , and M  and their variations with 
electrostatic potential for fixed values of i 0.01ξ =  and T 0.4ε = .  It is observed fascinatingly 
that the most suitable choice of the initial value of the normalized electrostatic potential for 
our fixed values of iξ and Tε  comes out to be i 0.001θ = − .  
It is notable that high initial drop of M-profile occurs as shown in Fig.8c, Fig. 9c and Fig. 10c. 
This indicates the over dominance of the solar interior gravity up to about ~ 1.5ξ , and 
thereafter, the E-field becomes comparable, balancing at about ~ 3.5ξ . Thus the normalized 
width of the gravito-electrostatic sheath could be estimated and denoted by G E ~ 2ξ − . This is a 
quasi-neutral space charge region with positive charge (ion) excess near the defined SSB 
wall.  Thus a self-consistent bounded solution of nonlinearly coupled gravito-electrostatic 
potential profiles exists. It forms a quasi-hydrostatic equilibrium at the SSB for the choice of the 
appropriate set of the initial parameter values i i0.001 & 0.01θ ξ= − =  for T 0.4ε = . This is not a 
rigid boundary at all. As a result the SSB is capable to exhibit many kinds of global oscillation 
dynamics governed by the nonlinear coupling of the gravito-electrostatic sheath potentials. 
For a laboratory hydrogen plasma, the normalized floating potential can be estimated as 
f 3.76θ = −  under the flat surface approximation. Now, if we consider the numerically 
calculated minimum value of M for our solar surface characterization, the estimated value of 
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distance equal to that of the solar radius. If one estimates the value of gravito-acoustic 
coupling coefficient at this velocity defined by M ~ 1.41 , it comes out to be unity. Thus the 
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fθ  is about 20−  using the flat surface approximation. This is a crude estimate because the 
solar surface potential drop occurs over a distance of the order of the Jeans scale where the 
effect of curvature should not be ignored. The numerically obtained solar surface potential 
is quite a bit smaller than the floating potential. Simply put, this means that the defined SSB 
of the GES-model draws a finite amount of electron-dominated electric current that flows 
toward the heliocenter.  
Let us invoke a generalized concept of the plasma sheath, which is traditionally associated 
with a localized electrostatic potential only in the plasma physics community. We argue that 
any localized nonneutral space charge layer (in our case, on the order of the Jeans length) is 
the result of a self-consistent nonlinear coupling of gravito-electrostatic force field 
variations. This is what we mean by the GES, which of course, obeys the global quasi-
neutrality condition because of the smallness of the ratio De Jλ λ  for the SIP parameters. 
5.4 Acceleration of solar interior plasma 
5.4.1 Basic equations for SWP descriptions 
We have already argued that the subsonic origin of the SWP from the SSB is an outcome of 
the condition of quasi-hydrostatic equilibrium at the boundary. This is a result of the 
comparable, but competiting strengths of the gravitational deceleration and the electrostatic 
acceleration of the SIP near the SSB. Now we will try to look at the problem of solar wind 
acceleration from subsonic to supersonic speed. This is referred to as the transonic transition 
behavior of the outward-moving SIP in the form of the SWP. Let us now argue that the 
radial variation of Mach number and electrostatic potential beyond the defined SSB should 
be described by the following autonomous set of coupled nonlinear differential equations 
 ( )T T
s J
dM d GMM
M d d C
2
2 2
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Let us note that the constant SIP mass acts as an external object to offer a source of gravity 
for tailoring and monitoring the outgoing SIP flow with the initially subsonic speed 
specified at the defined SSB. The Poisson equation for gravity is now redundant. It is 
important to comment that the electrostatic force field is not imposed from outside to 
control the solar wind’s motion. In fact, the required electric field for the SWP acceleration is 
of internal origin. Equations (40) and (41) can be combined to yield a single coupled form as 
given below  
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eventually provides a way to estimate the SWP electron temperature. The value of this 
parameter is determined by the condition that a transonic solution for the SWP exists for a 











1 21 1 .ε ε
ξ ξ ξ
 − + = + −                  (43) 
5.4.2 Numerical results 
Equations (41) and (43) can be solved by numerical methods (by Runge-Kutta IV method) to 
determine the time independent M −  and θ − profiles associated with the SWP for some 
arbitrary values of a0. However, we choose the minimum value of a0 that yields transonic 
transition solutions. It is obvious from equation (43) that the critical distance will exist at 
c Ta0 2(1 )ξ ξ ε= = + . This critical distance corresponds to R~14 Θ from the defined solar 
surface. As shown in Fig. 10, the critical point for transonic transition, indeed, exists for a0 = 
95 for narrow range variation of T 0.0 0.1ε = − , for the already derived solar surface values of 
SSBM
710 & 1.0θ− Θ= = −  as a set of initial values.  The M-values at a distance of 1AU from the 
defined SSB, i.e., at ~ 750ξ  are about 3.3  and 3.5 for T 0.0 & 0.1ε = , respectively, as shown 
in Fig. 11a. The corresponding values of the electrostatic potential at the same distance are 
found to be 31& 30θ = − −  for T 0.0&0.1ε = , respectively as shown in Fig. 11b. This is to 
note that for higher values of Tε , solar breeze solutions are obtained. 
Substitution of J R 3.5λ Θ=  in the defined expression of a0 = 95, we can estimate cs ~100 
km/sec and Te ~100 eV for the SWP. The critical distance for transition behavior to occur for 
MSSB ~10-7 (Fig. 11a) as an initial value for Mach number exists at about R14 Θ  distance apart 
from the defined solar surface. This is to note that if we consider MSSB ~10-6 as an initial 
value for the numerical solution of equations (41) and (43), the transonic transition occurs 
for a0 = 71 that yields almost the same values of cs ~100 km/sec and Te ~100 eV for the SWP. 
But the critical transition location point exists at about R10 Θ distance apart from the defined 
solar surface. This implies the initial value of MSSB plays an important role in the proper 
fixation of a0 that determines the exact location of transonic transition point and the SWP-
property. Accordingly, the speed of the SWP at 1 AU comes out to be 330-350 km s -1, as 
shown in Fig. 11a (dotted vertical line). 
Let us now look at Fig. 11b which the electrostatic potential’s profile for a predetermined set 
of initial values of SSBM
710−= , and ~ 1θΘ −  at the SSB, as in the case of Fig. 11a. It can be 
seen that the normalized value of the SWP-associated electrostatic potential at 1 AU is about 
-30 to -31 for  T 0.0 0.1ε = − . With some simple calculations, as illustrated in the next 
subsection, we can argue that beyond the transonic transition, the SWP seems to obey the 
zero-electric current approximation, but not before. This is inferred from the floating surface 
condition, which is defined by the equalization of escaping flux of the SWP particles in 
accordance with the law of conservation of particle flux.  
5.4.3 Theoretical estimation of floating potential 
In absence of any particle source and/or sink of a stellar origin under spherical geometry 
approximation, we get an expression for the steady state mass conservation of the SWP 
flow 
 iT i SSB SSBr n v r n v
2 2
0 .=                         (44) 
In normalized form the above expression (44) for Ni=ni /n0=1, can be written as  
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surface. As shown in Fig. 10, the critical point for transonic transition, indeed, exists for a0 = 
95 for narrow range variation of T 0.0 0.1ε = − , for the already derived solar surface values of 
SSBM
710 & 1.0θ− Θ= = −  as a set of initial values.  The M-values at a distance of 1AU from the 
defined SSB, i.e., at ~ 750ξ  are about 3.3  and 3.5 for T 0.0 & 0.1ε = , respectively, as shown 
in Fig. 11a. The corresponding values of the electrostatic potential at the same distance are 
found to be 31& 30θ = − −  for T 0.0&0.1ε = , respectively as shown in Fig. 11b. This is to 
note that for higher values of Tε , solar breeze solutions are obtained. 
Substitution of J R 3.5λ Θ=  in the defined expression of a0 = 95, we can estimate cs ~100 
km/sec and Te ~100 eV for the SWP. The critical distance for transition behavior to occur for 
MSSB ~10-7 (Fig. 11a) as an initial value for Mach number exists at about R14 Θ  distance apart 
from the defined solar surface. This is to note that if we consider MSSB ~10-6 as an initial 
value for the numerical solution of equations (41) and (43), the transonic transition occurs 
for a0 = 71 that yields almost the same values of cs ~100 km/sec and Te ~100 eV for the SWP. 
But the critical transition location point exists at about R10 Θ distance apart from the defined 
solar surface. This implies the initial value of MSSB plays an important role in the proper 
fixation of a0 that determines the exact location of transonic transition point and the SWP-
property. Accordingly, the speed of the SWP at 1 AU comes out to be 330-350 km s -1, as 
shown in Fig. 11a (dotted vertical line). 
Let us now look at Fig. 11b which the electrostatic potential’s profile for a predetermined set 
of initial values of SSBM
710−= , and ~ 1θΘ −  at the SSB, as in the case of Fig. 11a. It can be 
seen that the normalized value of the SWP-associated electrostatic potential at 1 AU is about 
-30 to -31 for  T 0.0 0.1ε = − . With some simple calculations, as illustrated in the next 
subsection, we can argue that beyond the transonic transition, the SWP seems to obey the 
zero-electric current approximation, but not before. This is inferred from the floating surface 
condition, which is defined by the equalization of escaping flux of the SWP particles in 
accordance with the law of conservation of particle flux.  
5.4.3 Theoretical estimation of floating potential 
In absence of any particle source and/or sink of a stellar origin under spherical geometry 
approximation, we get an expression for the steady state mass conservation of the SWP 
flow 
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In normalized form the above expression (44) for Ni=ni /n0=1, can be written as  
  
Acoustic Waves – From Microdevices to Helioseismology 
 
110 
 ( )SSB SSBM M2 2 .ξ ξ=     (45) 
Now using normal practice for floating potential estimation under net zero-electric current 
approximation, i.e. Je=Ji,, one gets 
 ( ) ( )f i e SSB SSBe m m M M2 2 .θ ξ ξ= =              (46) 
Now, from equation (47) the normalized floating potential at any normalized radial position 
from the SSB can be expressed as 
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           (47) 
By simple calculations, one can generate the following comparative data of theoretical 
estimation of the SWP floating potential (using above expression (47)) at different distances 
from the obtained SSB as follows. 
 
   ξ      fθ  
3.50 (at ξΘ ) -19.57 








750 (1 AU) -30.30 
Table 2. Values of the Floating Potential 
It looks as if the SSB was in non-floating condition as because it does not acquire floating 
potential during evolution of the GES-potential distribution of the SIP. However, beyond 
the critical distance and up to a distance of 1 AU, the calculated values of the floating 
potential almost match with those of the SWP obtained numerically (Fig. 11b). This 
implies that a finite divergence-free electric current exists at the SSB up to the transonic 
transition region! Beyond the transonic point, zero electric current approximation seems 
to hold good.  
It is commented that the zero-electric current approximation at the SSB assumed in previous 
model calculations [3, 11, 31-41] for the qualitative description of the SWP properties seems 
to be physically unjustified. Furthermore, our model calculation does not require outside 
imposition of the electric field to ensure the validity of the zero-electric current 
approximation at the SSB. Probably the imposition of the zero-electric current 
approximation is not suitable for proper description of the SWP properties. Now the natural 





seems the current dissipates mainly through a channel of inertial resistance of the plasma 
ions due to solar gravity.  
5.5 Physical consequences 
5.5.1 Description of numerical results 
The proposed GES-model predicts that the GES formation (of the SIP origin) drives the 
subsonic SWP at the solar surface. The quasi-hydrostatic equilibrium defines the solar 
boundary and ensures the GES formation. Numerically ~ 1θΘ − , MSSB ~10-7,  and 
g d d ~ 0.60θ ξΘ ≈  prescribe the defined solar boundary (Table I). It requires specific initial 
values i i0.001& 0.01θ ξ= − =  in the solar interior for T 0.4ε = . 
 
 




Fig. 8. Variation of normalized values of (a) solar interior gravity d dη ξ  (upper group of 
curves) and electric field d dθ ξ  (lower curve), (b) electrostatic potential θ , and (c) speed M
associated with solar interior plasma flow dynamics with normalized position ( )ξ  from the 
heliocenter ( )0ξ = . The values of initial position 0.01iξ =  and initial electrostatic potential 
0.001iθ = −  are held fixed. The lines correspond to the cases Tε = 0.0 (graph 1), 0.1 (graph 2), 
0.2 (graph 3), 0.3 (graph 4), 0.4 (graph 5), and 0.5 (graph 6) respectively. The defined solar 
surface boundary lies at a radial position ~ 3.5ξΘ  (implying ~ 3.5 JR λΘ ) with circled points 
corresponding to the solar surface values 
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Item Parker’s model GES Model 
1. Deals with an unbounded solution of 
steady state hydrodynamic equilibrium 
of the solar wind (SW) 
 
Deals with bounded (SIP) 
and unbounded (SWP) 
solutions of a continuum 
steady state hydrodynamic 
equilibrium 
2. Considers a single neutral fluid (gas) 
model approximation for the SW gas 
flow dynamics 
Considers a two-fluid ideal 
plasma (gas) model for the 
SIP and SWP gas flow 
3. Predicts an unbounded solution of 
supersonic expansion of the SW 
provided that a sub-sonic flow pre-
exists at the SSB 
Predicts a bounded solution 
of the SIP mass distribution 
with its subsonic outflow at 
the SSB 
4. Genesis of the subsonic solar surface 
origin of the SW is not precisely known: 
discusses the acceleration of the SW by 
analogy with the de Laval nozzle 
 
Discusses the genesis of the 
subsonic SSB origin of the SIP 
in terms of the basic 
principles of the GES 
acceleration of ions: the 
transonic acceleration 
mechanism of the SWP is the 
same as Parker’s 
5. Does not specify precisely the SW-base 
definition and prescription for the self-
consistent SSB 
Offers a precise definition of 
and prescription for a self-
consistent SSB 
6. Standard solar surface is electrically 
uncharged and unbiased 
SSB acquires a negative 
electrostatic potential (~1 kV) 
at the cost of thermal loss of 
the electrons 
7. Does not consider plasma-boundary 
wall interaction, plasma sheath 
formation and spontaneous thermal 
leakage through squeezing mechanism 
Considers it  
8. Concept of floating surface (at which no 
net electric current) is not involved 
It is involved 
9. Considers one-scale (SW) theoretical 
description 
Considers two-scale (SIP and 
SWP) theoretical description 
10. Extensive research has already been 
done on the SW acceleration and 
heating 
 
Opens a new chapter of the 
GES-based theory for interior 
(bounded) and exterior 
(unbounded) solar plasma 
flow dynamics 





The GES-formation occurs due to solar surface leakage of the thermal electrons of solar 
interior plasma outgoing radially outwards. It causes an appreciable space charge 
polarization effect near the boundary. The depth of the electrostatic potential well for the 
plasma ions, so formed, is such as to allow the incoming ions from the solar interior bulk 
plasma to acquire the kinetic energy of ion motion to overcome the maximum gravitational 
potential barrier height near the boundary. The SIP ions come out of the solar gravitational 
barrier with a minimum speed MSSB ~10-7. From the floating potential calculation with no 
net current flow, we infer that the solar surface boundary drives out some finite electric 
current in the outward flow. That is, it seems a finite electric current loss of the SIP occurs 
through its leakage process near the SSB!  It can be shown that the total surface charge in the 
boundary, however, comes out to be about 1020 times the electronic charge. Table III gives a 
glimpse of distinction between Parker’s model and GES-model of the subsonic SWP origin 
and its acceleration from subsonic to supersonic flow speed. 
 
 
 (a) (b) 
 
(c) 
Fig. 9. Same as Fig. 8 but with the ion-to-electron temperature ratio 0.40Tε =  and 
electrostatic potential 0.001iθ = −  held fixed. The lines correspond to the cases with initial 
positions iξ = 10-4 (graph 1), 10-3 (graph 2), 10-2 (graph 3), 10-1 (graph 4), 0.2 (graph 5), 0.5 
(graph 6), and 1.0 (graph 7), respectively. The circled points indicate the most suitable choice 
of the solar surface values 









































Solar interior gravity (A) and solar interior E-field (B) profiles































Normalized solar interior electrostatic potential profile 
(7)        
    (6)    
        (5)
           
O 
















(1)         
    (2 )     
        (3 ) 
O  
  
Acoustic Waves – From Microdevices to Helioseismology 
 
112 
Item Parker’s model GES Model 
1. Deals with an unbounded solution of 
steady state hydrodynamic equilibrium 
of the solar wind (SW) 
 
Deals with bounded (SIP) 
and unbounded (SWP) 
solutions of a continuum 
steady state hydrodynamic 
equilibrium 
2. Considers a single neutral fluid (gas) 
model approximation for the SW gas 
flow dynamics 
Considers a two-fluid ideal 
plasma (gas) model for the 
SIP and SWP gas flow 
3. Predicts an unbounded solution of 
supersonic expansion of the SW 
provided that a sub-sonic flow pre-
exists at the SSB 
Predicts a bounded solution 
of the SIP mass distribution 
with its subsonic outflow at 
the SSB 
4. Genesis of the subsonic solar surface 
origin of the SW is not precisely known: 
discusses the acceleration of the SW by 
analogy with the de Laval nozzle 
 
Discusses the genesis of the 
subsonic SSB origin of the SIP 
in terms of the basic 
principles of the GES 
acceleration of ions: the 
transonic acceleration 
mechanism of the SWP is the 
same as Parker’s 
5. Does not specify precisely the SW-base 
definition and prescription for the self-
consistent SSB 
Offers a precise definition of 
and prescription for a self-
consistent SSB 
6. Standard solar surface is electrically 
uncharged and unbiased 
SSB acquires a negative 
electrostatic potential (~1 kV) 
at the cost of thermal loss of 
the electrons 
7. Does not consider plasma-boundary 
wall interaction, plasma sheath 
formation and spontaneous thermal 
leakage through squeezing mechanism 
Considers it  
8. Concept of floating surface (at which no 
net electric current) is not involved 
It is involved 
9. Considers one-scale (SW) theoretical 
description 
Considers two-scale (SIP and 
SWP) theoretical description 
10. Extensive research has already been 
done on the SW acceleration and 
heating 
 
Opens a new chapter of the 
GES-based theory for interior 
(bounded) and exterior 
(unbounded) solar plasma 
flow dynamics 





The GES-formation occurs due to solar surface leakage of the thermal electrons of solar 
interior plasma outgoing radially outwards. It causes an appreciable space charge 
polarization effect near the boundary. The depth of the electrostatic potential well for the 
plasma ions, so formed, is such as to allow the incoming ions from the solar interior bulk 
plasma to acquire the kinetic energy of ion motion to overcome the maximum gravitational 
potential barrier height near the boundary. The SIP ions come out of the solar gravitational 
barrier with a minimum speed MSSB ~10-7. From the floating potential calculation with no 
net current flow, we infer that the solar surface boundary drives out some finite electric 
current in the outward flow. That is, it seems a finite electric current loss of the SIP occurs 
through its leakage process near the SSB!  It can be shown that the total surface charge in the 
boundary, however, comes out to be about 1020 times the electronic charge. Table III gives a 
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Fig. 9. Same as Fig. 8 but with the ion-to-electron temperature ratio 0.40Tε =  and 
electrostatic potential 0.001iθ = −  held fixed. The lines correspond to the cases with initial 
positions iξ = 10-4 (graph 1), 10-3 (graph 2), 10-2 (graph 3), 10-1 (graph 4), 0.2 (graph 5), 0.5 
(graph 6), and 1.0 (graph 7), respectively. The circled points indicate the most suitable choice 
of the solar surface values 
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This is to clarify that the GES-model is a quite simplified one in the sense that it does not 
include any role of magnetic forces, interplanetary medium or any other complications like 
rotations, viscosity, etc. It opens a new chapter for further study on the coupled system of 
the solar interior and exterior plasma flow dynamics. 
According to GES-model, the normal acoustic modes of the global solar surface oscillations 
can be analyzed in terms of the local and global gravito-electrostatic plasma sheath 
oscillations governed by the basic principles of linear and nonlinear nonlocal theory of the 
Jeans collapse model [24-25] of charged dust clouds in plasma environment. 
The magnified view of the Mach number variation in transonic transition zone of the SWP 
(Fig. 11c) indicates the existence of an extended region having almost uniform sonic flow 
speed. It can be deduced from Fig. 11c that the transonic point does not always coincide 
with the critical point. We define the critical point as a radial point (away from that defined 
solar surface) where the net force on the SWP ions, due to GES-induced E-field and external 
gravity due to total solar interior plasma mass, becomes almost zero.  
 
 





Fig. 10. Same as Fig. 8 but with the initial position 0.01iξ =  and ion-to-electron temperatue 
ratio 0.40Tε =  held fixed. The lines correspond to the cases of iθ = 0.0 (graph 1), -0.001 
(graph 2), -0.01 (graph 3), -0.1 (graph 4), -0.5 (graph 5), -0.6 (graph 6), and –1.0 (graph 7), 
respectively. The circled points indicate the most suitable choice of the solar surface values 
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Numerical solution in the GES-model reproduces the Parker model values of the SWP speed 
at 1 AU (Fig. 11a) for the numerically predetermined set of initial values of MSSB ~10-7 and 
SWP ion-to-electron temperature ratio T 0.0 0.1ε = − . The estimated critical point for the 
transonic transition to occur ( )cr R~ 14 Θ  differs from that ( )cr R~ 10 Θ  in Parker’s model. We 
find that the latter can be obtained with a choice of MSSB ~10-6 (or larger than this by orders 
of magnitude) as an initial Mach value at the solar surface. 
 
 




Fig. 11. Variation of normalized values of (a) speed M , (b) electrostatic potential θ , and (c) 
speed M in the transonic transition zone associated with SWP flow dynamics with respect to 
normalized position ( )ξ  from the solar surface boundary ( )3.5ξΘ =  in magnified form. The 
predetermined solar surface boundary parameter values of 7~ 10SSBM
− , ~ 1.0θΘ −  and 
2
0 95s Ja GM c λΘ= =  are considered as the set of initial values. The lines correspond to the 
cases of Tε = 0.0 (graph 1), 0.1 (graph 2), 0.2 (graph 3), 0.3 (graph 4), and 0.4 (graph 5), 
respectively. The critical distance lies at 47.5cξ ≅ ,  which corresponds to a radial position of 
~ 14r RΘ  from the solar surface boundary 
This is to clarify that the GES-model is a quite simplified one in the sense that it does not 
include any role of magnetic forces, interplanetary medium or any other complications like 
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with the critical point. We define the critical point as a radial point (away from that defined 
solar surface) where the net force on the SWP ions, due to GES-induced E-field and external 
gravity due to total solar interior plasma mass, becomes almost zero.  
 
 





Fig. 10. Same as Fig. 8 but with the initial position 0.01iξ =  and ion-to-electron temperatue 
ratio 0.40Tε =  held fixed. The lines correspond to the cases of iθ = 0.0 (graph 1), -0.001 
(graph 2), -0.01 (graph 3), -0.1 (graph 4), -0.5 (graph 5), -0.6 (graph 6), and –1.0 (graph 7), 
respectively. The circled points indicate the most suitable choice of the solar surface values 









































Solar interior gravity (A) and solar interior E-field (B) profiles
O 
O 
(7) (6) (5) (4) (3) ... 
B 
A 





























Normalized solar interior electrostatic potential profile
O 
(7) (6) (5) (4) (3) .... 




















Mach No. profile with mormalized position









Numerical solution in the GES-model reproduces the Parker model values of the SWP speed 
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rotations, viscosity, etc. It opens a new chapter for further study on the coupled system of 
the solar interior and exterior plasma flow dynamics.  
According to GES-model, the normal acoustic modes of the global solar surface oscillations 
can be analyzed in terms of the local and global gravito-electrostatic plasma sheath 
oscillations governed by the basic principles of linear and nonlinear nonlocal theory of the 
Jeans collapse model [24-25] of charged dust clouds in plasma environment. 
The magnified view of the Mach number variation in transonic transition zone of the SWP 
(Fig. 11c) indicates the existence of an extended region having almost uniform sonic flow 
speed. It can be deduced from Fig. 11c that the transonic point does not always coincide 
with the critical point. We define the critical point as a radial point (away from that defined 
solar surface) where the net force on the SWP ions, due to GES-induced E-field and external 
gravity due to the total SIP mass, becomes almost zero.  
 
 
Fig. 12. Variation of net normalized GES force per unit mass associated with solar interior 
plasma flow dynamics with respect to normalized position ( )ξ  from the heliocentre ( )0ξ = . 
The initial position 0.01iξ =  and initial electrostatic potential 0.001iθ = −  are held fixed. The 
lines correspond to the cases of Tε = 0.5 (graph 1), 0.4 (graph 2), 0.3 (graph 3), 0.2 (graph 4), 
0.1 (graph 5), and 0.0 (graph 6), respectively. The defined solar surface boundary is found to 
lie at a radial position ~ 3.5ξΘ  for a more suitable choice of Tε = 0.4-0.5 variations 
Now, one can see that the sonic point for Tε = 0.0 (graph 1 in Fig. 11c) falls around 10ξ ≅  
whereas the transonic point for the same value of Tε = 0.0 falls around the critical point 
c 47.5ξ ≅ . Similarly, one can see that the sonic point for Tε = 0.1 (graph 2 in Fig. 11c) falls 
around 15ξ ≅  whereas the transonic point for the same value of Tε = 0.1 falls around the 
non-critical point 50ξ ≅ . From these numerical observations of the transonic transition 
region, one can clearly notice that an extended zone of about 40λJ  exists having almost a 
uniform sonic flow speed of the SWP between sonic and transonic points. 










































In this region, the inertia-induced acoustic excitation theory [5-12] may have potential 
applications provided it is improved with a proper inclusion of the solar gravity under 
nonlocal normal-mode analysis. Similar situations are likely to arise in laboratory plasmas of 
gravitationally sensitive multi-ion colloidal plasma systems [14-15, 24-25].  
This is to point out that the intense acoustic fluctuations appearing in the Mach-profile (Fig. 
11c) are merely the results of a numerical instability arising due to the mathematically 
indeterminate situations localized mainly near the sonic speed. These fluctuations, however, 
are found to disappear beyond the critical distance. Physically, however, the physical 
appearance of such indeterminate structures in the graphical plots is because of some 
chaotic interference and intermittency of acoustic background fluctuations in the emitted 
SWP. It may produce some dissipative effects in course of the electrodynamical process of 
the electrodynamical interaction of the SWP particles with background particles of ambient 
stellar atmosphere.   
5.6 Comparison with exospheric model 
Exospheric model [38-39] is a simple kinetic model for the solar coronal plasma expansion. 
This model assumes that beyond a given altitude termed as the ‘exobase’ from the SSB, 
binary collisions between the SWP-particles are negligible. The coronal plasma expansion is 
believed to occur due to thermal evaporation of the hot protons that have velocity exceeding 
the escape velocity so as to cross over the barrier of the external solar gravitational field. The 
generalized model [19-23] considers the non-Maxwellian velocity distribution function for 
the coronal plasma electrons.  
Of course, this model has succeeded to explain the observation of the high speed SWP. This 
model indeed explains the high speed SWP without requiring any additional source to heat 
the coronal plasma electrons. In this model, the exobase is defined by the condition that the 
density scale length equals the mean free path of the SWP particles. Due to the complexities 
of coronal based physics and multiplicities of plasma species different exobases are likely to 
coexist. Moreover, the appropriate electrostatic potential is determined by applying the 
approximations of both local quasi-neutrality and zero current. Of course, this model has 
succeeded in explaining the observation of the high-speed SWP. But according to our model 
calculations, the zero-current approximation of the exospheric model seems to be valid only 
on large scales but not near and above the SSB.  
By our GES-model analyses, a finite electron-dominated [10-11] current with a positive finite 
divergence exists on the solar interior scale for d d 0θ ξ < . Immediately after the SSB, i.e., on 
the unbounded scale of the SWP, a divergence-free current exists. This seems to exhibit a 
discontinuous behavior. How to resolve this? In reality electron temperature has variable 
profiles on both the bounded and unbounded scales. Probably a self-consistent profile of 
two distinct electron temperatures on two regions of bounded and unbounded scales 
separately may resolve the interfacial transition problem of the proposed two-scale theory of 
the GES-associated solar plasma current system.  
According to our GES theory and model calculations, the zero-electric current 
approximation of exospheric model calculations [38-39] requires further review. The 
appropriate electrostatic potential estimate from numerical analysis emphasizes that the 
zero electric current approximation is an outcome of the GES model on the large scale of the 
SWP. Now the question may naturally arise, “What happens to the SWP current after the 
transonic transition?” It seems that the electron-dominated electric current dissipates mainly 
through a channel of inertial resistance of the plasma ions due to solar gravity as a barrier. 
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The other dissipation channels of the electric current may be through the SWP heating 
generation of fluctuations in thermal noise level, etc. The uniform flow region of the SWP is, 
in addition, found to have a large number of conservation rules [11] under the lowest order 
inertial correction of the thermal electrons in the solar plasma system approximately from 
applied mathematical point of view. The details of the associated physical mechanism and 
fluctuations will be communicated to somewhere else.    
5.7 Comments 
Before we conclude with any physical comment, we must admit that the neglect of 
collisional dissipation and deviation from a Maxwellian velocity distribution of the plasma 
particles is not quite realistic. But our GES model under these simple approximations may 
provide quite interesting results. For example, it provides deep physical insight into the 
interconnection between the Sun and the SWP. The violation of the zero-current 
approximation is indeed noted in the neighborhood of the SSB and above. Of course, the 
zero current approximation seems to be satisfied beyond the transonic region. This 
conclusion is based on the well-known condition of the floating surface boundary in basic 
plasma sheath physics.  
An estimated value De J
20~ 10λ λ − of the ratio of the solar plasma Debye length and the Jeans 
length of the total solar mass justifies the quasi-neutral behavior of the solar plasma on both 
the bounded and unbounded scales. 
Applying the spherical capacitor charging model, the coulomb charge on the SWP at a 
distance of ~ 1 AU comes out to be . For rotation frequency of the solar plasma system 
corresponding to the mean angular frequency about the centre of the system  (Gunn 1931), 
the mean value of the strength of the solar magnetic field associated with the SWP in our 
model analysis is estimated as SWP SWP SWPB Q f T
2 114 ~ 3.01 10π= × . This is obviously 
considerably higher for producing any significant effects on the dynamics of the SWP 
particles. Thus the effects of the magnetic field are not ignorable for the SWP particles due to 
the significantly strong Lorentz force, which is now estimated to be 
( )L SWPF e v B N20 1.64 10−= × ≈ ×  corresponding to a supersonic flow speed v km s 10 ~ 340.00 − . 
Thus the Lorentz force may have some remarkable effect on the SWP particles and hence, 
may not justifiably neglected for the unbounded scale description. It justifies the convective 
and circulation dynamics to be considered in that context. Therefore our unmagnetized 
plasma approximation may not prove well justified in our GES model configuration for the 
SWP flow dynamics description. Although collision processes are dominant in the realistic 
solar interior [2, 39-44], collisionless models [2, 39] are also equally useful for the solar 
plasma description. Thus our collisionless model approximation for mathematical simplicity 
may be justified here. In our GES model, the calculated values of the mean free paths for the 
solar plasma electrons, e m
198~ 1.50 10λ ×  and for ions, i m
132~ 3.05 10λ ×  justify the 
collisionless model approximation. This approximation holds good justifiably under the 
fulfillment of the validity condition e i J, .λ λ λ>>   
One can note that the SIP electron temperature, specified by eT 1 , differs from (exceeds) the 
SWP electron temperature specified eT 2  by one order of magnitude. This is discussed 
already discussed above. It simply means the SWP has been relatively cooled. It is quite 
natural for expanding plasma gas to be cool. This is to further comment that these two 





Actually, a discontinuity exists at the interface of the bounded and unbounded scales. This 
is an open problem to resolve.  
Let us clarify once again that equalizing the maximum value of the numerically determined 
solar self-gravity with the standard value specifies the SIP electron temperature. Similarly, 
the appropriate choice of the defined constant a0  specifies the SWP electron temperature, 
which ensures that a transonic solution of the SWP dynamics exists. Now, with this 
simplified treatment our theoretical model calculations yield the following conclusions. 
1. Contrary to the general belief that the SWP emerges from the SSB, our theory provokes 
us to argue that the genesis of the subsonic origin of the SWP at the SSB in fact lies in 
the SIP dynamics. It is governed by the basic principles of the GES formation near the 
SSB and beyond. The surface boundary is located at a radial distance defined by ~ 3.5ξ  
(Figs. 8–10) from the heliocentric origin. This specific location in the plots (Figs. 8a, 9a, 
and 10a) is marked by a vertical line with small circles.  
2. Thereafter, the outward moving SIP forms the SWP with a highly subsonic speed at the 
SSB. Initially the outward acceleration of the SWP is quite rapid allowing a transonic 
transition solution to exist for a specific choice of T 0.0 0.1ε = −  (Fig. 11a). This occurs as 
a consequence of the predominantly self-consistent electric field associated with the 
SWP (Fig. 11b). It produces a transonic transition region of sufficient length scale with the 
critical point lying at about R14 Θ  (Fig. 11c) from the SSB. 
3. It is noted that initially the gravitational potential barrier decelerates the SIP dynamics 
rapidly. As soon as the E-field of the SIP origin gathers sufficient strength, an outward 
flow occurs with a reduced minimum speed of MSSB ~10-7 (Figs. 8c, 9c, 10c) at the SSB 
defined by the quasi-hydrostatic equilibrium condition at a point of the maximum solar 
gravity, as clearly depicted in Fig. 12. This figure clearly shows the strong solar self-
gravity up to the solar boundary and relatively weaker strength of the solar external 
gravity beyond the boundary.    
4. According to our model calculations, the SSB behaves as a negatively biased grid with a 
bias potential of about 1 kV. The surface draws a finite current dominated by the 
thermal electrons and flows towards the surface. As a result, the solar surface 
oscillations may naturally be attributed to the resulting consequences of the GES 
oscillations. Under the neutral ideal gas approximation of the SIP, this property cannot 
be deduced.  
5. We therefore conclude that our GES-based model may be useful to study the properties 
of the SSB and the properties of the slow speed SWP. Of course, the properties of the 
high speed SWP description under our model will require a kinetic treatment as already 
reported by previous workers in the case of the exospheric model.  
A few more reminders are in order: 
1.  The exact location of the SSB and that of 1 AU distance as specified in Figs. 8-12 on the 
normalized scale are estimated for the normalization factor, which is, decided by the 
SIP parameters.  
2. In the absence of magnetic field in our model approach, the Lorenz force term is absent, 
but it will be needed for further improvements under the fluid and/or kinetic regime to 
see the realistic dynamics of the solar plasma system. However, the estimated mean 
value of the solar magnetic field SIPB T
11~ 7.53 10−×  in the SIP justifies and supports 
our unmagnetized plasma approximation in the present context.  
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3. The GES-model is a useful theoretical construct with which to study SWP dynamics in 
terms of solar interior dynamical behavior (generator of the SWP) through active 
dynamical coupling processes of solar exterior regions in the light of localized electric 
space charge effects.  
Finally, it is important to comment that the further improvements and modifications to the 
model will be needed to make it more realistic for actual SWP conditions. These form the 
basic problems of future research on the GES model. The genesis of the SWP is now found 
to be associated with the coupling of the SIP potential and self-gravitational potential of the 
SIP mass. We finally argue that the lines of communications should be kept open between 
theorists and observers and solar and stellar physicists, and more importantly also between 
the solar and plasma physics communities, in order to further the study of stellar wind 
plasmas. Ours is a first step, albeit very simplified and external-field free and ideal, in this 
particular direction. We have tried to provide an integrated theoretical outlook on the SIP 
dynamics on the bounded scale, and SWP on the unbounded scale. This model could further 
be useful to study the properties of the helio-seismic dynamics of the Sun and other stars 
[36-37] too.    
5.8 Overall summary 
The presented chapter reviews the latest findings of normal acoustic mode analyses through 
different types of transonic plasma equilibrium models [5-12] under the lowest order inertial 
correction of plasma thermal species. Different types of acoustic resonances are observed in 
transonic plasma equilibria depending on different plasma inertial ions. The linear analyses 
show the graphical nature of the associated resonance poles. This implies that transonic 
plasma is an unstable zone, which is rich in wide range spectra of acoustic wave 
fluctuations. The acoustic wave kinetics in the nonlinear normal mode analyses in different 
types of plasmas [8-9, 12, 26] is describable by a linear source driven KdV (d-KdV) equation. 
After integration, it shows two distinct classes of soluations, i. e., solitons and oscillatory 
shocks. The fundamental condition to observe inertia-induced (ion) acoustic wave resonant 
excitation is that the ion flow speed must be uniform. Accordingly, the same applies to the 
solar wind dynamics [10-11, 35-41] in self-gravitating plasma systems as well. A large number 
of conservation laws of applied mathematical significance associated with the d-KdV flow 
dynamics are also pointed out [9] in transonic plasma domain in different situations including 
solar plasma. Of course, convective and circulation dynamics which are the primary sources of 
magnetic field [41], are neglected throughout for simplicity. Similar observations of acoustic 
kinetics of the formation of soliton-type structures are also found in self-gravitating dust 
molecular clouds in presence of partially ionized dust grains through the active mechanism of 
gravito-acoustic coupling processes [27]. Some future scopes including realistic sources of 
acoustic perturbation of the presented analyses are also pointed out in brief.  
Very similar to Geoseismology dealing with the Earth’s interior through the various seismic 
(acoustic) waves produced during the earthquakes, Helioseismology is the study of the 
various linear and nonlinear surface waves and oscillations of solar origin (like p-mode, and 
f-mode) to measure the internal structure and dynamics of the Sun [36-44]. The acoustic 
dynamics in the Sun (or Star) is understandable by considering it to have a resonant cavity 
like an organ pipe in which acoustic waves are trapped (by reflections or refractions) [41]. 
One of the earliest studies of solar oscillations and fluctuations established that the power 
spectrum of the Sun’s full disk contained a multitude of Doppler shift peaks between 2.5 





(GONG), Stellar Observations Network Group (SONG), Helio- and Asteroseismology 
(HELAS) Network, and Birmingham Solar Oscillations Network (BiSON) are examples of 
recent studies being undertaken to measure these surface oscillations through space and  
ground based remote-sensing observations [36-37, 44]. Michelson Doppler Imager (MDI) 
onboard Solar and Heliospheric Observatory (SOHO) and recently, Helioseismic Magnetic 
Imager (HMI) onboard Solar Dynamics Observatory (SDO) also measure these oscillations 
from space [36-37, 41, 44]. Significant power has been observed at frequencies ranging from 
1.4 mHz to 5.6 mHz, corresponding to periods of 3 to 12 minutes. They are called ‘5 minute 
oscillations’ due to their dominant mean period [44]. Besides, the behavior of the solar 
intermediate-degree modes (during extended minimum) is also investigated to explore the 
time-varying solar interior dynamics with the help of contemporaneous helioseismic GONG 
and MDI data [44]. The basic physics behind these helioseismic and helioacoustic observations 
(in situ) reported in the literature, however, needs to be more clearly understood in a broader 
horizon. Moreover, there are many more experimental observations [3, 35-44] on seismic 
activities that will require self-gravitating plasma wave theory for further development of our 
stability analyses and seismic diagnostics. In conclusion, we strongly believe that the 
presented mathematical strategies and techniques of linear and nonlinear acoustic mode 
analyses amidst more realistic plasma-boundary interaction processes may have some 
potential applications in such future helio- and astero-seismic directions.    
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Acoustic Waves:  
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1. Introduction  
Films and thin films are exploited by an ever increasing number of technologies. The 
properties of films can be different from those of the same material in bulk form, and can 
depend on the preparation process, and on thickness. Specific techniques are needed for 
their measurement. Whenever films or thin layers have structural functions, as in micro 
electro-mechanical systems (MEMS), a precise characterization of their stiffness is crucial for 
the design of devices. The same can be said for the design of devices which exploit thin 
layers to support surface acoustic waves (surface acoustic wave filters). More generally, 
knowledge of the elastic properties is interesting because such properties depend on the 
structural properties. 
The most widespread technique for the mechanical characterization of films, instrumented 
indentation, induces both elastic and inelastic strains. It also characterizes irreversible 
deformation, but the extraction of the information concerning the elastic behaviour is non 
trivial. To overcome this difficulty, several measurement methods have been developed, 
which exploit vibrations as a probe of the material behaviour. These methods intrinsically 
involve only elastic strains, and are non destructive. This is true at any length scale, and is 
peculiarly useful at micrometric and sub-micrometric scales, where the exploitation of other 
types of probes can become critical.  
Both propagating waves and standing waves can be exploited, with excitation which can be 
either monochromatic (e.g. resonance techniques) or impulsive, therefore broadband, 
requiring an analysis of the response either in the time domain (the so called picoseconds 
ultrasonics) or in the frequency domain (the so called laser ultrasonics). The propagation 
velocities of vibrational modes are obtained, from which the stiffness is derived if an 
independent value of the mass density (the inertia) is available. 
Older resonance techniques have been developed to be operated with thin slabs, also 
exploiting optical measurements of displacement. In the measurement of films and small 
structures, the advantages of light, a contact-less and inertia-less probe, are substantial, and 
are increasingly exploited. The laser ultrasonics technique, commercially available since 
some years ago, measures waves travelling along the film surface. The so called 
picosecond ultrasonics technique measures waves travelling across the film thickness; it is 
a relatively sophisticated optical technique, which  exploits femtosecond laser pulses in a 
pump-and-probe measurement scheme. For best performance it needs the deposition of 
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picosecond ultrasonics technique measures waves travelling across the film thickness; it is 
a relatively sophisticated optical technique, which  exploits femtosecond laser pulses in a 
pump-and-probe measurement scheme. For best performance it needs the deposition of 
  
Acoustic Waves – From Microdevices to Helioseismology 
 
126 
an interaction layer, possibly combined with microlithography techniques to obtain a 
patterned layer.  
Techniques for optical detection of acoustic vibrations include inelastic scattering of light: 
Brillouin scattering. Brillouin spectroscopy does not excite vibrations, but relies on thermal 
excitation, which has the broadest band but small amplitude, and measures the spectrum of 
inelastically scattered laser light. Brillouin Spectroscopy and Surface Brillouin Spectroscopy 
are relatively simple optical techniques, which do not require a specific specimen 
preparation. They operate at sub-micrometric acoustic wavelengths, which are selected by 
the scattering geometry, and have been exploited to characterize the elastic properties of 
bulk materials and of films. 
An overview of this variety of techniques is presented here, underlining analogies and 
differences. The increasing demand of precise characterization raised the point of precision 
and accuracy achievable by vibration based techniques, and specifically by the optical 
techniques. In the overview, attention is drawn to the steps or the parameters which are the 
limiting factor for the achievable precision, and to the way of characterizing them. The 
effects of inaccuracies of the mass density are common to all the techniques based on 
vibrations, while other sources of uncertainty are more specific to each technique. 
2. Acoustic modes in elastic solids 
In the continuum description the instantaneous configuration of a solid undergoing 
deformation can be represented by the displacement vector field ( , )tu r , where 
( )1 2 3, ,u u u=u , ( )1 2 3, ,x x x=r  and t is time. The local state of the solid being represented by 
the strain and stress tensors, the linear elastic behaviour is characterized by the tensor of the 
elastic constants ijmnC , which can be conveniently represented by the matrix of the  elastic 
constants Cij.  When other phenomena, like e.g. viscoelasticity or elasticity of higher orders, 
can be neglected, the tensor of the elastic constants fully characterizes the stiffness. Inertia is 
characterized by the mass density ρ. Within a homogeneous linear elastic solid, in the 
absence of body forces, the equations of motion for the displacement vector field are 





,   1,2,3i mijmn
j m n j n
u uC i
t x x
ρ ∂ ∂= =
∂ ∂ ∂   . (1) 
These equations describe vibrational elastic excitations, which are typically called acoustic 
also in the ultrasonic frequency range. The basic solutions of Eqs.(1), and the most important 
ones when boundary effects are irrelevant, are the plane acoustic waves, or modes (Auld, 
1990; Kundu, 2004), of the form 
 ( ){ }expA i tω= ℜ  ⋅ −  u e k r   , (2) 
where k is the wavevector, ω = 2π f the circular frequency, f the frequency, A  an arbitrary 
complex amplitude, and e the polarization vector, which is normalized. The continuum 
description, underlying Eq. (1), is appropriate until the wavelength 2 /λ π= k  is much 
larger than the interatomic distances. The three translational degrees of freedom of each 
infinitesimal volume element correspond, for each wavevector k, to three independent 
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modes, having different polarization vectors and frequencies. In general the phase velocity 
/v fω λ= =k  depends on both the direction of k and the polarization vector e. In an 
infinite homogeneous medium, travelling waves of the type given by Eq. (2) exist for any 
frequency f compatible with the mentioned lower limit for wavelength.  
In the simplest case, the isotropic solid, the matrix of the elastic constants is fully determined 
by only two independent quantities;  the only non null matrix elements are C11 = C22 = C33, 
C44 = C55 = C66,  C12 = C13 = C23 = C11 - 2C44. In this case the shear modulus G coincides with 
C44, while Young modulus E, Poisson’s ratio ν  and bulk modulus B are respectively given 
by (Every, 2001; Kundu, 2004)  
 ( ) ( )44 12 44 44 11 44
12 44 11 44
3 2 3 4C C C C C C
E







11 12 11 44
2 1
2 2
C C C E
C C C C G
ν −= = = −
+ −
, (4) 
 11 12 11 44
2 4
3 3
C CB C C+= = − , (5) 
In the isotropic case the phase velocities are independent from the direction of k, only 
depending on the relative orientation of e with respect to k; one of the three modes is 
longitudinal ( e k ) and has velocity lv , the other two are transversal ( ⊥e k ), are 
independent (the two polarization vectors are orthogonal) and degenerate: they have the 
same velocity tv  (Auld, 1990; Kundu, 2004). The two velocities are  
 11C /lv ρ=    and   44C /tv ρ=  . (6) 
In the non isotropic case more than two independent quantities are needed to determine the 
matrix of the elastic constants, and  the phase velocities, beside depending on the direction 
of k, have a more complex dependence on the Cij values. 
In a finite geometry the search for standing waves having the harmonic time dependence of 
the type i te ω−  transforms Eq. (1) into an eigenfunction / eigenvalue equation of the 
Helmholtz type (Auld, 1990); an appropriate set of basis functions allows to transform this 
equation into a matrix eigenvalue problem (Nakamura et al., 2004). The eigenvalues are 
proportional to ω2, the square of the frequencies of the acoustic modes of the structure, or 
natural frequencies of the structure. In other words, the finiteness of the geometry converts 
the continuum spectrum of frequencies of the modes of the infinite medium, given by Eq. 
(2), into the discrete spectrum of the natural frequencies. These frequencies depend on the 
(Cij/ρ) values and on the geometry.  
In a schematic way: also in non isotropic media the acoustic velocities depend on stiffness 
and inertia as in Eqs. (6): 2 /v C ρ= , indicating generically by C the relevant combination of 
elastic constants and, possibly, direction cosines of k. In the simplest case, the one 
dimensional geometry of length L, the standing waves are identified by the constructive self 
interference condition /2 ( /2) /L n n v fλ= =  (n is an integer number), such that 
( /2) / /f n C Lρ= . Therefore, a measurement of the frequencies of the acoustic modes 
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an interaction layer, possibly combined with microlithography techniques to obtain a 
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effects of inaccuracies of the mass density are common to all the techniques based on 
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the strain and stress tensors, the linear elastic behaviour is characterized by the tensor of the 
elastic constants ijmnC , which can be conveniently represented by the matrix of the  elastic 
constants Cij.  When other phenomena, like e.g. viscoelasticity or elasticity of higher orders, 
can be neglected, the tensor of the elastic constants fully characterizes the stiffness. Inertia is 
characterized by the mass density ρ. Within a homogeneous linear elastic solid, in the 
absence of body forces, the equations of motion for the displacement vector field are 
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These equations describe vibrational elastic excitations, which are typically called acoustic 
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where k is the wavevector, ω = 2π f the circular frequency, f the frequency, A  an arbitrary 
complex amplitude, and e the polarization vector, which is normalized. The continuum 
description, underlying Eq. (1), is appropriate until the wavelength 2 /λ π= k  is much 
larger than the interatomic distances. The three translational degrees of freedom of each 
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modes, having different polarization vectors and frequencies. In general the phase velocity 
/v fω λ= =k  depends on both the direction of k and the polarization vector e. In an 
infinite homogeneous medium, travelling waves of the type given by Eq. (2) exist for any 
frequency f compatible with the mentioned lower limit for wavelength.  
In the simplest case, the isotropic solid, the matrix of the elastic constants is fully determined 
by only two independent quantities;  the only non null matrix elements are C11 = C22 = C33, 
C44 = C55 = C66,  C12 = C13 = C23 = C11 - 2C44. In this case the shear modulus G coincides with 
C44, while Young modulus E, Poisson’s ratio ν  and bulk modulus B are respectively given 
by (Every, 2001; Kundu, 2004)  
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In the isotropic case the phase velocities are independent from the direction of k, only 
depending on the relative orientation of e with respect to k; one of the three modes is 
longitudinal ( e k ) and has velocity lv , the other two are transversal ( ⊥e k ), are 
independent (the two polarization vectors are orthogonal) and degenerate: they have the 
same velocity tv  (Auld, 1990; Kundu, 2004). The two velocities are  
 11C /lv ρ=    and   44C /tv ρ=  . (6) 
In the non isotropic case more than two independent quantities are needed to determine the 
matrix of the elastic constants, and  the phase velocities, beside depending on the direction 
of k, have a more complex dependence on the Cij values. 
In a finite geometry the search for standing waves having the harmonic time dependence of 
the type i te ω−  transforms Eq. (1) into an eigenfunction / eigenvalue equation of the 
Helmholtz type (Auld, 1990); an appropriate set of basis functions allows to transform this 
equation into a matrix eigenvalue problem (Nakamura et al., 2004). The eigenvalues are 
proportional to ω2, the square of the frequencies of the acoustic modes of the structure, or 
natural frequencies of the structure. In other words, the finiteness of the geometry converts 
the continuum spectrum of frequencies of the modes of the infinite medium, given by Eq. 
(2), into the discrete spectrum of the natural frequencies. These frequencies depend on the 
(Cij/ρ) values and on the geometry.  
In a schematic way: also in non isotropic media the acoustic velocities depend on stiffness 
and inertia as in Eqs. (6): 2 /v C ρ= , indicating generically by C the relevant combination of 
elastic constants and, possibly, direction cosines of k. In the simplest case, the one 
dimensional geometry of length L, the standing waves are identified by the constructive self 
interference condition /2 ( /2) /L n n v fλ= =  (n is an integer number), such that 
( /2) / /f n C Lρ= . Therefore, a measurement of the frequencies of the acoustic modes 
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allows to derive ( ) ( )2 2/ /2C fL nρ= . Also in more complex geometries, the dependence is 
of the same type  
 ( )2C fL Nρ=  (7) 
where  L is now a characteristic length of the structure (for a slender rod, essentially one 
dimensional, the length), and N is a dimensionless numerical factor which, beside the mode 
order n, can depend on dimensionless quantities like geometrical aspect ratios or Poisson’s 
ratio. The factor N also depends on the character of the mode whose frequency f is being 
measured, and therefore on the specific modulus C which is involved.  
Structures can be finite in one or two dimensions and practically infinite in others, as it 
happens e.g. in a slab or a long cylinder. The free surface of an otherwise homogeneous 
solid is a case of semi-infiniteness along a single dimension. The translational symmetry is 
broken in the direction perpendicular to the surface, and new phenomena, absent in the 
infinite medium, are found: the reflection of bulk waves, and the existence of surface 
acoustic waves. Namely, at a stress free surface Eqs. (1) admit a further solution: the 
Rayleigh wave, the paradigm of the surface acoustic waves (SAWs). Such waves have 
peculiar characters (Farnell & Adler, 1972): a displacement field confined in the 
neighborhood of the surface, with the amplitude which declines with depth, a wavevector 
parallel to the surface, and a velocity lower than that of any bulk wave, such that the surface 
wave cannot couple to bulk waves, and does not lose its energy  irradiating it towards the 
bulk. Pseudo surface acoustic waves can also exist, which violate this last condition. The 
velocity Rv  of the Rayleigh wave cannot be given in closed form; in the isotropic case a 







  . (8) 
The continuum model of a homogeneous solid does not contain any intrinsic length scale. 
Accordingly, all the solutions for this model are non dispersive, meaning that the velocities 
(Eqs. (6) and (8)) are independent from wavelength (or frequency). 
More complex modes occur in non homogeneous media. Layered media are a particularly 
relevant case, in which new types of acoustic modes can occur; namely, modes confined 
around the interfaces and modes which are essentially guided by one layer or another, like 
the Sezawa waves. In this case, also in the continuum model the physical system has an 
intrinsic length scale, identified by the layer thicknesses. For wavelengths much smaller 
than the thicknesses wave propagation occurs within each layer as if it was infinite, with 
reflections and refractions at the surfaces. Instead, for wavelengths comparable to, or larger 
than, the thicknesses, the acoustic modes extend over several layers, and are modes of the 
whole structure. Such modes are dispersive: their velocities depend on wavelength, or, more 
precisely, on the wavelength to thickness ratio(s). Also the simplest surface wave, the 
Rayleigh wave of a bare homogeneous substrate, is modified by a layer deposited on it, and 
becomes dispersive: the propagation velocity depends on wavelength, therefore on 
frequency. The velocities of the acoustic modes in layered structures can be numerically 
computed, as non trivial functions of the properties of the substrate and the layer(s), and of 
the wavelength to thickness ratio. The dispersion relations ω(k) or ( )v f  are thus obtained. 
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3. Stiffness measurements 
3.1 Vibration based methods 
It has always been recognized that since the phase velocities of acoustic waves  and the 
natural frequencies of the acoustic modes depend on stiffness and inertia, their 
measurement gives access, by Eq.(6) or Eq. (7), to the elastic constants Cij, if the mass density 
ρ, and possibly the geometry, are known. Many experimental methods have been devised, 
which exploit vibrations to measure the elastic properties of solids. These methods measure 
the dynamic, or adiabatic, elastic moduli; these moduli do not coincide with the isothermal 
moduli which are measured in monotonic tests (if strain rate is not too high), but in elastic 
solids the difference between adiabatic and isothermal moduli seldom exceeds 1% (Every, 
2001). Furthermore, when the elastic constants are needed to design a device which operates 
dynamically, like most microdevices, the dynamic moduli are exactly the ones which are 
needed in the design process. 
Some methods measure the wave propagation velocity by measuring the transit time over a 
finite, macroscopic distance, other methods measure the frequency of standing modes 
defined by the sample geometry, or the frequency of propagating waves of well defined 
wavelength. The excitation can be either monochromatic, at a frequency which typically 
should be adjustable until  resonance conditions are achieved, or broadband. The latter is 
typically obtained by an impulsive excitation, which can be provided by a mechanical 
percussion or by a laser pulse. Generally, the response to a broadband excitation is 
spectrally analyzed. The availability of ultrafast lasers (femtosecond laser pulses) also allows 
an analysis in the time domain, by pump-and-probe techniques. 
In homogeneous specimens each propagation velocity, or the frequency of each standing 
wave, has a single value, from which the corresponding elastic modulus can be derived. In 
non homogeneous specimens, typically in supported films,  each propagation velocity can 
depend on wavelength or frequency. Dispersion relations ω(k) or ( )v λ  can be measured over 
a finite interval of frequency or wavelength, and the film properties can be obtained fitting 
the computed dispersion relations to the measured ones. 
3.2 Vibration excitation and detection techniques 
The various experimental methods operate in different frequency ranges. The range is 
determined by both the excitation and the detection techniques, and is strictly correlated to 
the spatial resolution. It is worth remembering that the acoustic velocities in typical elastic 
solids like metals and ceramics are of the order of a few km/s = mm×MHz, and that a phase 
velocity v  links the frequency f to a characteristic length L, which can be a characteristic 
dimension of a structure supporting standing waves, or the wavelength of a travelling wave.  
Characteristic lengths of centimetres imply frequencies in the tens of kHz range, which are 
easily excited by a mechanical percussion and measured by a microphone; Nieves et al. 
(2000) estimate at around 0.1 MHz the upper limit of the frequencies excited by the 
mechanical percussion, with a steel ball of a very few millimetres. Piezoelectric actuators, 
and sensors are also available. 
Characteristic lengths of several micrometers correspond to frequencies in the tens of MHz 
range. Structures of this size can be built by micromachining techniques, and their vibration 
can be excited and detected by capacitive actuators and sensors. Measurement techniques of 
this type are essentially a miniaturization of the vibrating reed technique (Kubisztal, 2008). 
Czaplewski et al. (2005) built flexural and torsional resonators of tetrahedral amorphous 
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allows to derive ( ) ( )2 2/ /2C fL nρ= . Also in more complex geometries, the dependence is 
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velocity Rv  of the Rayleigh wave cannot be given in closed form; in the isotropic case a 







  . (8) 
The continuum model of a homogeneous solid does not contain any intrinsic length scale. 
Accordingly, all the solutions for this model are non dispersive, meaning that the velocities 
(Eqs. (6) and (8)) are independent from wavelength (or frequency). 
More complex modes occur in non homogeneous media. Layered media are a particularly 
relevant case, in which new types of acoustic modes can occur; namely, modes confined 
around the interfaces and modes which are essentially guided by one layer or another, like 
the Sezawa waves. In this case, also in the continuum model the physical system has an 
intrinsic length scale, identified by the layer thicknesses. For wavelengths much smaller 
than the thicknesses wave propagation occurs within each layer as if it was infinite, with 
reflections and refractions at the surfaces. Instead, for wavelengths comparable to, or larger 
than, the thicknesses, the acoustic modes extend over several layers, and are modes of the 
whole structure. Such modes are dispersive: their velocities depend on wavelength, or, more 
precisely, on the wavelength to thickness ratio(s). Also the simplest surface wave, the 
Rayleigh wave of a bare homogeneous substrate, is modified by a layer deposited on it, and 
becomes dispersive: the propagation velocity depends on wavelength, therefore on 
frequency. The velocities of the acoustic modes in layered structures can be numerically 
computed, as non trivial functions of the properties of the substrate and the layer(s), and of 
the wavelength to thickness ratio. The dispersion relations ω(k) or ( )v f  are thus obtained. 
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solids the difference between adiabatic and isothermal moduli seldom exceeds 1% (Every, 
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needed in the design process. 
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defined by the sample geometry, or the frequency of propagating waves of well defined 
wavelength. The excitation can be either monochromatic, at a frequency which typically 
should be adjustable until  resonance conditions are achieved, or broadband. The latter is 
typically obtained by an impulsive excitation, which can be provided by a mechanical 
percussion or by a laser pulse. Generally, the response to a broadband excitation is 
spectrally analyzed. The availability of ultrafast lasers (femtosecond laser pulses) also allows 
an analysis in the time domain, by pump-and-probe techniques. 
In homogeneous specimens each propagation velocity, or the frequency of each standing 
wave, has a single value, from which the corresponding elastic modulus can be derived. In 
non homogeneous specimens, typically in supported films,  each propagation velocity can 
depend on wavelength or frequency. Dispersion relations ω(k) or ( )v λ  can be measured over 
a finite interval of frequency or wavelength, and the film properties can be obtained fitting 
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The various experimental methods operate in different frequency ranges. The range is 
determined by both the excitation and the detection techniques, and is strictly correlated to 
the spatial resolution. It is worth remembering that the acoustic velocities in typical elastic 
solids like metals and ceramics are of the order of a few km/s = mm×MHz, and that a phase 
velocity v  links the frequency f to a characteristic length L, which can be a characteristic 
dimension of a structure supporting standing waves, or the wavelength of a travelling wave.  
Characteristic lengths of centimetres imply frequencies in the tens of kHz range, which are 
easily excited by a mechanical percussion and measured by a microphone; Nieves et al. 
(2000) estimate at around 0.1 MHz the upper limit of the frequencies excited by the 
mechanical percussion, with a steel ball of a very few millimetres. Piezoelectric actuators, 
and sensors are also available. 
Characteristic lengths of several micrometers correspond to frequencies in the tens of MHz 
range. Structures of this size can be built by micromachining techniques, and their vibration 
can be excited and detected by capacitive actuators and sensors. Measurement techniques of 
this type are essentially a miniaturization of the vibrating reed technique (Kubisztal, 2008). 
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carbon (also known as amorphous diamond), by standard techniques for the production of 
micro-electromechanical systems. They exploited piezo-electric actuation, and an 
interferometric technique to measure the oscillation. They were able to perform 
measurements at variable temperatures, determining the elastic moduli of this material as 
function of temperature. They analyzed the uncertainty sources, finding that the leading 
contribution to the uncertainty comes, for the flexural oscillator, from the value of the mass 
density of this material, while for the torsional oscillator it comes from the exact dimensions 
of the thin member undergoing torsion.  
In larger structures, waves at frequencies in the tens of MHz range can be excited and 
detected by piezoelectric elements, possibly operating simultaneously as actuators and 
sensors. Excitation can also be performed by a laser pulse; if the pulse is short enough, the 
upper limit of the measurable frequency range can be set by the piezoelectric sensor. Optical 
detection techniques are also available. Specific devices like interdigitated transducers 
(IDTs) can be built by lithographic techniques on, or within, an appropriate layer stack, which 
must include a piezoelectric layer. Such devices emit and receive waves at the wavelength 
which resonates with the periodicity of the transducer, typically at micrometric scale. This 
configuration was exploited to measure the material properties (Bi et al. 2002; Kim et al., 2000), 
but it is seldom adopted, because it requires the production of a dedicated micro device.  
Micrometric and sub-micrometric wavelengths correspond to frequencies in the GHz to tens 
of GHz range. Detection of such frequencies requires optical techniques; excitation of such 
frequencies can be obtained by laser pulses of short enough duration.  
The variety of vibration based methods to measure the stiffness of solids the can be 
classified according to various criteria. In this chapter methods are reviewed grouping them 
by the main vibration excitation techniques: mechanical excitation, either periodic or by 
percussion, laser pulse excitation, and inelastic light scattering (Brillouin spectroscopy). 
Similarly to Raman spectroscopy,  Brillouin spectroscopy does not excite  vibrations at all, 
but relies on the naturally occurring thermal motion. This gives access to the broadest band, 
but with small vibration amplitudes, which require time consuming measurements. 
3.3 Precision and accuracy 
In all the techniques based on vibrations the elastic constants themselves are not the direct 
outcome of the measurement, but are derived from direct measurements of a primary 
quantity like frequency or velocity, and ‘auxiliary’ quantities like thickness, or mass density. 
The uncertainty to be associated to the resulting value of each elastic constant must be 
evaluated considering the uncertainties associated to each of the raw measurements. For a 
quantity q which is derived from directly measured quantities a, b and c, the uncertainty qσ  
depends on the ‘primary’ uncertainties aσ , bσ  and cσ . For a functional dependence of the 
type f Aa b cα β γ= , where A is a numerical constant, the usual error propagation formula can 
be written in terms of the relative uncertainties ( )/a aσ , ( )/b bσ , ( )/c cσ   as  
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σ σ σ σα β γ
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 (8) 
However, the various uncertainties can have different meanings and consequences. The 
frequency is typically measured either identifying the frequency of a periodic signal which 
achieves resonance, or by the spectral analysis of the response to a broadband excitation. In 
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both cases each frequency reading is associated to a finite degree of uncertainty, mainly due 
to random errors. In a set of repeated measurements such errors are uncorrelated, and tend 
to be cancelled by an averaging process; the error of each measurement affects the 
dispersion of results around the average, but not the average itself. In other words, these 
errors affect precision, but not accuracy. The accuracy of results is at most affected by the 
finite accuracy in the calibration of the frequency meter, of whichever nature it be. When 
then deriving the elastic moduli, the frequency reading can be exploited as such (see e.g. 
Eq.(7)),  or via the determination of a propagation velocity. In both cases, the obtained 
moduli also depend on further ‘auxiliary’ parameters. In a very simple case, from Eq. (6) we 
have 211C lvρ= , and the resulting value  of C11 is also affected by the finite uncertainty of 
the best available value of ρ, exploited in the derivation. However, in a set of repeated 
measurements the uncertainty of ρ does not contribute to the dispersion of results around 
the average, but it affects the average itself. This means that it affects accuracy, but not 
precision.  The same can be said for the sample geometry (see Eq. (7)).  
4. Mechanical excitation 
Mechanical excitation can be either impulsive and broadband, as obtained by a percussion, 
or narrow band, as provided by a periodic excitation. Most methods exploiting mechanical 
excitation rely on the identification of the natural frequencies, or resonances, of a structure. 
With a periodic excitation, such frequencies are identified scanning the excitation frequency 
until resonance conditions (maximum oscillation amplitude for given excitation force) are 
detected. With a broadband excitation the response (measured amplitude) is frequency 
analyzed to identify the resonant frequencies. 
Among the methods adopting harmonic excitation, acoustic microscopy (Zinin, 2001) 
exploits a piezoelectric actuator, typically in the form of an acoustic lens, and often 
operating also as a transducer. The acoustic lens is mechanically coupled to the sample by a 
liquid drop. Acoustic microscopy can be operated with imaging purposes; in the 
quantitative acoustic microscopy version (Zinin, 2001) it aims at measuring the acoustic 
properties of the sample. 
Beside acoustic microscopy, two main types of methods have been developed. The first one 
measures the bulk properties. It adopts macroscopic homogeneous samples, and can exploit 
either broadband or narrow band excitation. These methods have also been ruled by norms 
(ASTM, 2008, 2009). A second group of methods,  collectively called Resonance Ultrasound 
Spectroscopy, aims at measuring the properties of thin supported films. It almost invariably 
exploits a periodic excitation, whose frequency is swept in order to achieve resonance 
conditions.   
4.1 Measurement of bulk properties 
Macroscopic homogeneous samples are self supporting. They can be tested as free standing 
samples, provided the disturbances to free oscillations are minimized. Such a minimization 
includes sample suspension by thin threads, or specimen support by adequate material 
(cork, rubber), the supports having contact of minimum size, and positions at the nodes of 
the fundamental vibrational mode of interest, either flexural or torsional. Also the sensor 
contact, if oscillation is detected by a contact device, must be devised aiming at the 
minimization of  the disturbance induced by the contact. Non contact detection techniques 
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carbon (also known as amorphous diamond), by standard techniques for the production of 
micro-electromechanical systems. They exploited piezo-electric actuation, and an 
interferometric technique to measure the oscillation. They were able to perform 
measurements at variable temperatures, determining the elastic moduli of this material as 
function of temperature. They analyzed the uncertainty sources, finding that the leading 
contribution to the uncertainty comes, for the flexural oscillator, from the value of the mass 
density of this material, while for the torsional oscillator it comes from the exact dimensions 
of the thin member undergoing torsion.  
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upper limit of the measurable frequency range can be set by the piezoelectric sensor. Optical 
detection techniques are also available. Specific devices like interdigitated transducers 
(IDTs) can be built by lithographic techniques on, or within, an appropriate layer stack, which 
must include a piezoelectric layer. Such devices emit and receive waves at the wavelength 
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but relies on the naturally occurring thermal motion. This gives access to the broadest band, 
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However, the various uncertainties can have different meanings and consequences. The 
frequency is typically measured either identifying the frequency of a periodic signal which 
achieves resonance, or by the spectral analysis of the response to a broadband excitation. In 
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both cases each frequency reading is associated to a finite degree of uncertainty, mainly due 
to random errors. In a set of repeated measurements such errors are uncorrelated, and tend 
to be cancelled by an averaging process; the error of each measurement affects the 
dispersion of results around the average, but not the average itself. In other words, these 
errors affect precision, but not accuracy. The accuracy of results is at most affected by the 
finite accuracy in the calibration of the frequency meter, of whichever nature it be. When 
then deriving the elastic moduli, the frequency reading can be exploited as such (see e.g. 
Eq.(7)),  or via the determination of a propagation velocity. In both cases, the obtained 
moduli also depend on further ‘auxiliary’ parameters. In a very simple case, from Eq. (6) we 
have 211C lvρ= , and the resulting value  of C11 is also affected by the finite uncertainty of 
the best available value of ρ, exploited in the derivation. However, in a set of repeated 
measurements the uncertainty of ρ does not contribute to the dispersion of results around 
the average, but it affects the average itself. This means that it affects accuracy, but not 
precision.  The same can be said for the sample geometry (see Eq. (7)).  
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or narrow band, as provided by a periodic excitation. Most methods exploiting mechanical 
excitation rely on the identification of the natural frequencies, or resonances, of a structure. 
With a periodic excitation, such frequencies are identified scanning the excitation frequency 
until resonance conditions (maximum oscillation amplitude for given excitation force) are 
detected. With a broadband excitation the response (measured amplitude) is frequency 
analyzed to identify the resonant frequencies. 
Among the methods adopting harmonic excitation, acoustic microscopy (Zinin, 2001) 
exploits a piezoelectric actuator, typically in the form of an acoustic lens, and often 
operating also as a transducer. The acoustic lens is mechanically coupled to the sample by a 
liquid drop. Acoustic microscopy can be operated with imaging purposes; in the 
quantitative acoustic microscopy version (Zinin, 2001) it aims at measuring the acoustic 
properties of the sample. 
Beside acoustic microscopy, two main types of methods have been developed. The first one 
measures the bulk properties. It adopts macroscopic homogeneous samples, and can exploit 
either broadband or narrow band excitation. These methods have also been ruled by norms 
(ASTM, 2008, 2009). A second group of methods,  collectively called Resonance Ultrasound 
Spectroscopy, aims at measuring the properties of thin supported films. It almost invariably 
exploits a periodic excitation, whose frequency is swept in order to achieve resonance 
conditions.   
4.1 Measurement of bulk properties 
Macroscopic homogeneous samples are self supporting. They can be tested as free standing 
samples, provided the disturbances to free oscillations are minimized. Such a minimization 
includes sample suspension by thin threads, or specimen support by adequate material 
(cork, rubber), the supports having contact of minimum size, and positions at the nodes of 
the fundamental vibrational mode of interest, either flexural or torsional. Also the sensor 
contact, if oscillation is detected by a contact device, must be devised aiming at the 
minimization of  the disturbance induced by the contact. Non contact detection techniques 
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are available, including all optical techniques, and acoustic techniques: in the proper 
frequency range, oscillations can be detected through the air, by a microphone, and even 
excited, with harmonic excitation, by a similar technique, exploiting an audio oscillator and 
an audio amplifier. The optical techniques, intrinsically contact-less and inertia-less, have 
the broadest band, only limited by the light detection and analysis apparatus.  
Since the full characterization of the elasticity of an isotropic medium requires two 
independent parameters, it typically requires excitation of at least two modes of different 
nature. For a specific simple geometry, the slender rod of length L, test methods have been 
regulated by norms (American Society for Testing and Materials [ASTM], 2008, 2009, and 
other ASTM norms cited by these two). Mainly flexural and torsional modes are considered, 
for a slender rod of mass m, and either rectangular section of width b and thickness t, or 
circular section of diameter D. Mass density being measured as ( )m tbL/ρ = , Eq.(7) takes in 
this case, for the rectangular section, the forms (ASTM, 2008)  
 ( ) ( ) ( ) ( )f EE m tbL f L L t T L t2 2/ 0.9465 / , /ν=   ×   (9a) 
 ( ) ( ) ( )t GG m tbL f L T b t b L2/ 4 / , /=   ×   (9b) 
where ff  and tf  are the frequencies of  respectively the fundamental flexural and torsional 
modes, and ET  and GT  are numerical factors, functions of the indicated dimensionless 
quantities. Similar formulas hold for rods of circular section. The fundamental frequencies 
can be identified by either sweeping the frequency of a periodic excitation (ASTM, 2008), or 
by the broadband excitation by a mechanical percussion (ASTM, 2009), followed by the 
frequency analysis of the response.  In both cases the displacement can be sensed by a 
contact transducer or by a microphone. The estimates for E and G being coupled by the 
value of Poisson’s ratio (Eqs. 4 and 9a), an iterative procedure is indicated, to obtain 
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similar expressions being obtained for ( )GG /σ  and for rods of circular section; such 
equations allow to derive the uncertainties to be associated to the obtained moduli, from the 
intrinsic uncertainties of the primary quantities. It was estimated (ASTM, 2008) that the 
major sources of uncertainty come from the fundamental frequency f  and from  the smallest 
specimen dimension (thickness or diameter). Uncertainties of the moduli in the 1% range are 
achievable.  
Other free standing sample geometries were considered, and analyzed by detailed finite 
elements computations, to identify the appropriate values of the numerical factor N (see Eq. 
(7)). Nieves et al. (2000) consider a cylinder with length equal to diameter (L = D). They 
excite vibrations by a longitudinal percussion, and detect the displacement by an optical 
technique; several modes are typically observed. Alfano & Pagnotta (2006) consider instead 
a thin square plate, and, analyzing the displacement distributions of the first modes, they 
identify the best positions for the plate supports and for perpendicular percussion. They 
measure the response by a microphone. D’Evelyn & Taniguchi (1999) similarly exploited 
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thin disks, exciting different modes by different impact points of a hollow zirconia bead, 
and measuring the response by a microphone. They exploit computations of the resonant 
frequencies of thin disks performed by others, and they estimate the accuracies of these 
computations to 1 % or better. 
In all these cases, from the numerical computations the mode frequencies are tabulated or 
interpolated; Nieves et al. exploit the scaling parameter ( )G L/ /ρ π . The ratios of the 
mode frequencies depend essentially on Poisson’s ratio: the ratios of the observed 
frequencies allow therefore to identify the modes and to evaluate Poisson’s ratio. The 
frequency values allow then, by the scaling parameter, to derive the shear modulus.   
Both Nieves et al. and Alfano & Pagnotta perform detailed analyses of the measurement 
uncertainties. They both find that, also with their experimental set-up, the frequency 
measurement has a crucial role in the precision of the obtained moduli. Since Alfano & 
Pagnotta consider thin plates, they find that the precision of the thickness t is also crucial, 
simply because, thickness t being much smaller than the plate size a, a small value of the 
relative uncertainty  tt /σ  is more difficultly achievable than for aa /σ . 
For comparison purposes, Nieves et al. (2000), beside considering the axial modes, also 
excite, by tangential percussion, the torsional modes, whose frequencies can be computed in 
closed form. Once the torsional modes are discriminated from the bending modes, the 
results agree to better than 1%, indicating a precision of this order. They also perform 
measurements by the pulse-echo method, finding instead discrepancies of 2% or more; they 
suggest that this method, which measures the propagation velocity of travelling waves, might 
become intrinsically less accurate when performed in a confined geometry of small size.  
4.2 Resonance ultrasound spectroscopy 
The Resonance Ultrasound Spectroscopy (RUS) methods have been developed (Migliori et 
al., 1993; Ohno, 1976; Schwarz et al., 2005; So et al., 2003) aiming in particular at the 
measurement of the properties of supported thin films. A recent implementation (Nakamura 
et al., 2004, 2010) exploits, as film support, a thin plate which, to be measured, is located on a 
tripod. One of the three legs is rigid, and contains a thermocouple which monitors the 
sample temperature; the second leg is a piezoelectric actuator, feeding a harmonic excitation 
whose frequency is swept, the third one is a piezoelectric sensor, which detects the 
oscillation amplitude. The resonance spectrum, i.e. the oscillation amplitude as function of 
the frequency, is measured sweeping the excitation frequency. Several peaks are found, 
sometimes with partial overlaps; their amplitudes, but not their frequencies, depend on the 
position of the piezoelectric sensor. The measurement is precise enough to clearly detect the 
difference between measurements in air and in vacuum, and the reproducibility of the 
resonance frequencies is at the 0.1 % level (Nakamura et al., 2010). The elastic constants are 
found fitting the computed frequencies to the measured ones; to this end, mode 
identification is crucial. Identification is performed keeping the excitation frequency at 
resonance, and scanning the specimen surface by a laser-Doppler interferometer. The map 
of the out-of-plane displacement of the vibrating specimen is thus obtained, which allows an 
unambiguous mode identification.  
The elastic constants of the substrate are previously found by performing the same type of 
measurement on a bare substrate, and the elastic constants of the film are derived from the 
measured modifications of the resonance spectrum of the substrate. Since the vibration 
amplitude of the standing waves in a plate is maximum at the surface, the sensitivity of the 
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are available, including all optical techniques, and acoustic techniques: in the proper 
frequency range, oscillations can be detected through the air, by a microphone, and even 
excited, with harmonic excitation, by a similar technique, exploiting an audio oscillator and 
an audio amplifier. The optical techniques, intrinsically contact-less and inertia-less, have 
the broadest band, only limited by the light detection and analysis apparatus.  
Since the full characterization of the elasticity of an isotropic medium requires two 
independent parameters, it typically requires excitation of at least two modes of different 
nature. For a specific simple geometry, the slender rod of length L, test methods have been 
regulated by norms (American Society for Testing and Materials [ASTM], 2008, 2009, and 
other ASTM norms cited by these two). Mainly flexural and torsional modes are considered, 
for a slender rod of mass m, and either rectangular section of width b and thickness t, or 
circular section of diameter D. Mass density being measured as ( )m tbL/ρ = , Eq.(7) takes in 
this case, for the rectangular section, the forms (ASTM, 2008)  
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where ff  and tf  are the frequencies of  respectively the fundamental flexural and torsional 
modes, and ET  and GT  are numerical factors, functions of the indicated dimensionless 
quantities. Similar formulas hold for rods of circular section. The fundamental frequencies 
can be identified by either sweeping the frequency of a periodic excitation (ASTM, 2008), or 
by the broadband excitation by a mechanical percussion (ASTM, 2009), followed by the 
frequency analysis of the response.  In both cases the displacement can be sensed by a 
contact transducer or by a microphone. The estimates for E and G being coupled by the 
value of Poisson’s ratio (Eqs. 4 and 9a), an iterative procedure is indicated, to obtain 
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similar expressions being obtained for ( )GG /σ  and for rods of circular section; such 
equations allow to derive the uncertainties to be associated to the obtained moduli, from the 
intrinsic uncertainties of the primary quantities. It was estimated (ASTM, 2008) that the 
major sources of uncertainty come from the fundamental frequency f  and from  the smallest 
specimen dimension (thickness or diameter). Uncertainties of the moduli in the 1% range are 
achievable.  
Other free standing sample geometries were considered, and analyzed by detailed finite 
elements computations, to identify the appropriate values of the numerical factor N (see Eq. 
(7)). Nieves et al. (2000) consider a cylinder with length equal to diameter (L = D). They 
excite vibrations by a longitudinal percussion, and detect the displacement by an optical 
technique; several modes are typically observed. Alfano & Pagnotta (2006) consider instead 
a thin square plate, and, analyzing the displacement distributions of the first modes, they 
identify the best positions for the plate supports and for perpendicular percussion. They 
measure the response by a microphone. D’Evelyn & Taniguchi (1999) similarly exploited 
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thin disks, exciting different modes by different impact points of a hollow zirconia bead, 
and measuring the response by a microphone. They exploit computations of the resonant 
frequencies of thin disks performed by others, and they estimate the accuracies of these 
computations to 1 % or better. 
In all these cases, from the numerical computations the mode frequencies are tabulated or 
interpolated; Nieves et al. exploit the scaling parameter ( )G L/ /ρ π . The ratios of the 
mode frequencies depend essentially on Poisson’s ratio: the ratios of the observed 
frequencies allow therefore to identify the modes and to evaluate Poisson’s ratio. The 
frequency values allow then, by the scaling parameter, to derive the shear modulus.   
Both Nieves et al. and Alfano & Pagnotta perform detailed analyses of the measurement 
uncertainties. They both find that, also with their experimental set-up, the frequency 
measurement has a crucial role in the precision of the obtained moduli. Since Alfano & 
Pagnotta consider thin plates, they find that the precision of the thickness t is also crucial, 
simply because, thickness t being much smaller than the plate size a, a small value of the 
relative uncertainty  tt /σ  is more difficultly achievable than for aa /σ . 
For comparison purposes, Nieves et al. (2000), beside considering the axial modes, also 
excite, by tangential percussion, the torsional modes, whose frequencies can be computed in 
closed form. Once the torsional modes are discriminated from the bending modes, the 
results agree to better than 1%, indicating a precision of this order. They also perform 
measurements by the pulse-echo method, finding instead discrepancies of 2% or more; they 
suggest that this method, which measures the propagation velocity of travelling waves, might 
become intrinsically less accurate when performed in a confined geometry of small size.  
4.2 Resonance ultrasound spectroscopy 
The Resonance Ultrasound Spectroscopy (RUS) methods have been developed (Migliori et 
al., 1993; Ohno, 1976; Schwarz et al., 2005; So et al., 2003) aiming in particular at the 
measurement of the properties of supported thin films. A recent implementation (Nakamura 
et al., 2004, 2010) exploits, as film support, a thin plate which, to be measured, is located on a 
tripod. One of the three legs is rigid, and contains a thermocouple which monitors the 
sample temperature; the second leg is a piezoelectric actuator, feeding a harmonic excitation 
whose frequency is swept, the third one is a piezoelectric sensor, which detects the 
oscillation amplitude. The resonance spectrum, i.e. the oscillation amplitude as function of 
the frequency, is measured sweeping the excitation frequency. Several peaks are found, 
sometimes with partial overlaps; their amplitudes, but not their frequencies, depend on the 
position of the piezoelectric sensor. The measurement is precise enough to clearly detect the 
difference between measurements in air and in vacuum, and the reproducibility of the 
resonance frequencies is at the 0.1 % level (Nakamura et al., 2010). The elastic constants are 
found fitting the computed frequencies to the measured ones; to this end, mode 
identification is crucial. Identification is performed keeping the excitation frequency at 
resonance, and scanning the specimen surface by a laser-Doppler interferometer. The map 
of the out-of-plane displacement of the vibrating specimen is thus obtained, which allows an 
unambiguous mode identification.  
The elastic constants of the substrate are previously found by performing the same type of 
measurement on a bare substrate, and the elastic constants of the film are derived from the 
measured modifications of the resonance spectrum of the substrate. Since the vibration 
amplitude of the standing waves in a plate is maximum at the surface, the sensitivity of the 
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method is better than the ratio of film thickness to the support thickness. In particular, the 
sensitivity of each resonance frequency to each elastic constant is assessed evaluating 
numerically the derivatives  ijf C/∂ ∂ , and from these values the uncertainties ijCΔ  are 









 .  (11) 
Deposited thin films often have a significant texture, with one crystalline direction 
preferentially oriented perpendicularly to the substrate surface, and random in-plane 
orientations, resulting, at a scale larger than that of the single crystallite, in in-plane 
isotropy, with different out-of-plane properties.  This type of symmetry corresponds to the 
hexagonal symmetry, in which the tensor of the elastic constants is determined by five 
independent quantities. Among these, the resonance frequencies turn out to be almost 
insensitive to C44, which therefore remains not determined, while the highest sensitivity is to 
C11 (Nakamura et al., 2010). 
5. Laser pulse excitation 
A laser pulse which is absorbed induces a sudden local heating which, by thermal 
expansion, produces an impulsive mechanical loading. Such a mechanical impulse excites 
waves in a broad frequency range, which are then detected. The accessible frequency band 
can be limited by either the excitation bandwidth or the detection device. According to the 
nature of the material being investigated, the deposition of an interaction layer can be 
needed. In particular, a short absorption depth is required, in order to excite a pulse which 
has small spatial and temporal duration, and therefore a broad band. The power density 
threshold for ablation must also be considered: measurements are typically conducted with 
high repetition rate pulses, and if ablation occurs the specimen undergoes a continuous 
modification during the measurement. 
Two main configurations have been developed up to maturity; they differ for the 
propagation geometry and for the technique to detect vibrations. They are respectively 
called laser ultrasonics and picoseconds ultrasonics. 
5.1 Laser ultrasonics 
The so called laser ultrasonics technique is mainly exploited to characterize thin supported 
films. Oscillations are excited by a focused laser pulse, and propagation along the surface is 
detected, measuring the surface displacement at a distance from excitation pulse ranging 
from millimetres to centimetres. It is mainly the Rayleigh wave, modified by the presence of 
the film, which is excited and detected. The laser pulse, typically of nanosecond duration, is 
focused by a cylindrical lens on a line. The sudden expansion of this line source launches 
surface waves of limited divergence, propagating along the surface, perpendicularly to the 
focusing line. The component of the surface displacement normal to the surface itself can be 
measured, at various distances from the line source, by optical interferometry (Neubrand & 
Hess, 1992; Withfield et al., 2000), or, in a simpler and more robust way, by a piezoelectric 
sensor (Lehmann et al., 2002; Schneider et al., 1997, 1998, 2000).  
The recorded displacement is frequency analyzed, yielding the dispersion relation )( fv  for 
a frequency interval that can extend over a full frequency decade (e.g. 20 to 200 MHz). 
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Fitting the computed dispersion relation to the measured one allows to derive the film 
properties. The width of the measured frequency interval can allow to to derive the Young 
modulus and also the film thickness (Schneider et al., 1997, 2000). The uncertainties of the 
results is evaluated numerically by the fitting procedure. Since the observed propagation 
distance is of the order of millimetres, the obtained properties are representative of an 
average over the propagation distance. The performance of the method could be pushed to 
the measurement of the properties of diamond-like carbon films having thickness down to 5 
nm (Schneider et al., 2000). By stretching the observed propagation path to 20 mm it was 
possible to reduce the uncertainty of the measured propagation velocity of the Rayleigh 
wave to below 0.25 m/s. It was thus possible to detect the small variation of the Rayleigh 
velocity (5081 m/s for the bare (001) silicon substrate) induced by the presence of the film.  
In a different configuration, the laser pulse is focused on a point instead of a line, with 
consequent excitation of waves which expand in all the radial directions, and a common 
path interferometer is adopted, whose light collection point scans the specimen surface 
(Sugawara et al., 2002). It is thus possible to visualize the wavefronts, circular for isotropic 
samples and non circular for anisotropic ones, with time resolution of the order of 
picoseconds and spatial resolution of a few micrometres.   
5.2 Picosecond ultrasonics 
The so called picosecond ultrasonics technique owes its name to the picosecond laser pulses 
which were available at the time it was introduced (Thomsen et al., 1984, 1986). It is 
nowadays implemented by femtosecond laser pulses, and is intrinsically suited to 
characterize thin supported films and multilayers. It follows the optical pump-and-probe 
scheme (Belliard et al., 2009; Bienville et al., 2006; Bryner et al. 2006; Vollmann et al. 2002). 
The pump beam, a femtosecond laser pulse, is focused, by a spherical lens, at the specimen 
surface and, at least partially, absorbed. The focusing spot, a few to tens of micrometers 
wide, is orders of magnitude larger than the characteristic lengths of the involved 
phenomena: mainly the optical absorption length, and also the thermal diffusion length and 
the acoustic wave propagation length, both for a femtosecond time scale. Bryner et al. (2006) 
estimate that with an aluminium surface, a near infrared laser (800 nm), and a pulse width 
of 70 fs, the absorption depth and therefore the dominant acoustic wavelength are of the 
order of 10 nm. Quite consistently, for a similar laser pulse but for Pt and Fe ultra thin films, 
Ogi et al. (2007) estimate at several THz the upper bound of the frequencies excited by the 
laser pulse.  
The thermal and mechanical fields are thus (almost perfectly) laterally uniform, and 
essentially one dimensional: the absorbed pulse has a depth of the order of nanometres, and 
propagates like an acoustic wave with a plane wavefront which travels perpendicular to the 
surface, towards the specimen depth. At each interface this wave is partly transmitted and 
partly reflected, according to the acoustical impedances of the layers, and gives rise to 
echoes, which return to the surface, where they again are reflected back.  
The surface is then probed by the probe beam, much weaker than the pump beam, which 
reaches the surface with a variable delay, controlled by a delay line. The probe beam, 
similarly to the acoustic wave, is partly transmitted and partly reflected at each interface, 
leading, in each layer, to a forward and a backward electromagnetic field, whose complex 
amplitudes can be calculated using a transfer-matrix formalism. The external reflectivity of 
the surface is the ratio of the backward to the forward complex amplitudes in the outer 
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method is better than the ratio of film thickness to the support thickness. In particular, the 
sensitivity of each resonance frequency to each elastic constant is assessed evaluating 
numerically the derivatives  ijf C/∂ ∂ , and from these values the uncertainties ijCΔ  are 
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orientations, resulting, at a scale larger than that of the single crystallite, in in-plane 
isotropy, with different out-of-plane properties.  This type of symmetry corresponds to the 
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independent quantities. Among these, the resonance frequencies turn out to be almost 
insensitive to C44, which therefore remains not determined, while the highest sensitivity is to 
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5. Laser pulse excitation 
A laser pulse which is absorbed induces a sudden local heating which, by thermal 
expansion, produces an impulsive mechanical loading. Such a mechanical impulse excites 
waves in a broad frequency range, which are then detected. The accessible frequency band 
can be limited by either the excitation bandwidth or the detection device. According to the 
nature of the material being investigated, the deposition of an interaction layer can be 
needed. In particular, a short absorption depth is required, in order to excite a pulse which 
has small spatial and temporal duration, and therefore a broad band. The power density 
threshold for ablation must also be considered: measurements are typically conducted with 
high repetition rate pulses, and if ablation occurs the specimen undergoes a continuous 
modification during the measurement. 
Two main configurations have been developed up to maturity; they differ for the 
propagation geometry and for the technique to detect vibrations. They are respectively 
called laser ultrasonics and picoseconds ultrasonics. 
5.1 Laser ultrasonics 
The so called laser ultrasonics technique is mainly exploited to characterize thin supported 
films. Oscillations are excited by a focused laser pulse, and propagation along the surface is 
detected, measuring the surface displacement at a distance from excitation pulse ranging 
from millimetres to centimetres. It is mainly the Rayleigh wave, modified by the presence of 
the film, which is excited and detected. The laser pulse, typically of nanosecond duration, is 
focused by a cylindrical lens on a line. The sudden expansion of this line source launches 
surface waves of limited divergence, propagating along the surface, perpendicularly to the 
focusing line. The component of the surface displacement normal to the surface itself can be 
measured, at various distances from the line source, by optical interferometry (Neubrand & 
Hess, 1992; Withfield et al., 2000), or, in a simpler and more robust way, by a piezoelectric 
sensor (Lehmann et al., 2002; Schneider et al., 1997, 1998, 2000).  
The recorded displacement is frequency analyzed, yielding the dispersion relation )( fv  for 
a frequency interval that can extend over a full frequency decade (e.g. 20 to 200 MHz). 
 
Acoustic Waves: A Probe for the Elastic Properties of Films 
 
135 
Fitting the computed dispersion relation to the measured one allows to derive the film 
properties. The width of the measured frequency interval can allow to to derive the Young 
modulus and also the film thickness (Schneider et al., 1997, 2000). The uncertainties of the 
results is evaluated numerically by the fitting procedure. Since the observed propagation 
distance is of the order of millimetres, the obtained properties are representative of an 
average over the propagation distance. The performance of the method could be pushed to 
the measurement of the properties of diamond-like carbon films having thickness down to 5 
nm (Schneider et al., 2000). By stretching the observed propagation path to 20 mm it was 
possible to reduce the uncertainty of the measured propagation velocity of the Rayleigh 
wave to below 0.25 m/s. It was thus possible to detect the small variation of the Rayleigh 
velocity (5081 m/s for the bare (001) silicon substrate) induced by the presence of the film.  
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echoes, which return to the surface, where they again are reflected back.  
The surface is then probed by the probe beam, much weaker than the pump beam, which 
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space. This reflectivity is modified by the acoustic strain, by two mechanisms. Firstly, each 
interface is displaced by the acoustic wave, and, secondly, the refractive index in each layer 
is modified by the elastic strain, by the acousto-optic (also called photoelastic) coupling. In 
particular, it must be remembered that the traveling acoustic pulse extends over a depth of a 
few nanometers, inducing a localized perturbation of the refractive index, which partially 
scatters the optical beam. Interference can occur between the beam reflected at the outer 
surface and that reflected by the traveling acoustic pulse. 
Interferometric techniques allow to measure the variation of both amplitude and phase of 
the reflected beam, thus measuring the variation of the complex reflection coefficient. With 
probe pulses in the femtosecond range, and varying the probe pulse delay, the time 
evolution of the surface reflectivity can be monitored with high temporal resolution. This 
time evolution typically shows several features. The diffusion, towards the sample depth, of 
the heat deposited by the laser pulse gives a slowly varying reflectivity background. The 
echoes of the acoustic pulse which, after partial reflection at the film/substrate interface, are 
again reflected at the outer surface are generally visible. The so called Brillouin oscillations, 
due to the interference between the beam reflected at the outer surface and that reflected by 
the traveling acoustic pulse, can then be found.  
The analysis of the various features allows to characterize the waves which cross the layers 
travelling perpendicularly to the surface. In the derivation of the film properties, the 
knowledge of film thickness, typically obtained by X-ray reflectivity, has a crucial role; the 
uncertainty about thickness is one of the leading terms in the uncertainty of the final results. 
The achievable resolution depends on the excited wavelength. In copper the absorption 
depth is larger than the value cited above for aluminium. Since the smallness of the absorption 
depth determines the localization of the acoustic pulse and the achievable resolution, the 
deposition of an aluminium interaction layer, which guarantees a very small absorption depth, 
is a common practice. The interaction layer, typically a few tens of nanometres thick, then 
participates to the vibrational behaviour of the structure being investigated. Accurate 
measurements of stiffness therefore require consideration of the effects of the interaction 
layer, e.g. by measurements with layers of different thicknesses, followed by an 
extrapolation to null thickness (Mante et al., 2008). Obviously this deconvolution of the 
effects of the interaction layer contributes to the uncertainty of the final results. 
 Near infrared lasers are a common choice, because at shorter wavelength more complex 
phenomena can occur, which were attributed to electronic interband transitions (Devos & 
Cote, 2004); obviously, if one is interested in elastic properties, electronic transitions are a 
spurious effect to be avoided. 
By picoseconds ultrasonics it was possible to characterize a layer stack, including a buried 
layer of about 20 nm thickness (Bryner et al., 2006). The uncertainty  for the elastic constants 
of this layer is estimated at 20-25%, which is however remarkable for a layer of this type. 
The lowest limit for layer detection is also estimated at about 10 nm thickness.  In a different  
configuration, namely a single Pt or Fe layer on a silicon substrate or a borosilicate glass 
substrate, Ogi et al. (2007) were able to characterize metallic films of thickness down to 5 
nm. They found, at nanometric thicknesses, a dependence of the elastic moduli on thickness. 
This was explained by the impossibility of plastic flow at such low thicknesses: the elastic 
strains can thus reach levels which are non reachable in thicker samples, such that higher 
order elastic constants are no longer negligible. 
Periodic Mo/Si multilayers (superlattices) were investigated by Belliard et al. (2009), 
exploring various periodicities in the nanometric range. They detect bulk waves crossing 
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back and forth the multilayer; such waves show pulses of the order of 10 ps, which 
correspond to propagation lengths much larger than the superlattice period. These waves 
therefore see the whole multilayer as an effective medium. The theoretical prediction for the 
properties of the effective medium and the reflection coefficient at the superlattice / Si 
substrate interface are confirmed by the experimental findings. They also detect higher 
frequency oscillations, which correspond to localized waves. The periodic multilayer acts as 
a Bragg reflector, and opens forbidden gaps in the spectrum. It can confine a mode in the 
neighbourhood of the outer surface (acoustic-phonon surface modes), but only if the outer 
layer is the lower acoustic impedance layer (in this case Si), which therefore acts as a perfect 
reflector. The properties of such modes could be correctly predicted only taking into account 
the nanometric top silicon oxide layer, which spontaneously forms at he silicon surface. The 
presence of this additional layer is also consistent with the X-ray reflectivity measurements. 
The behaviour of a Mo cavity sandwiched between Mo/Si mirrors was also analyzed. 
The picoseconds ultrasonics technique was also exploited to investigate non laterally 
homogeneous specimens (Bienville et al., 2006; Mante et al., 2008). One limitation of this 
technique in the measurement of the  elastic constants is that it involves only plane waves 
travelling perpendicular to the surface, thus allowing only the out-of-plane elastic 
characterization of the film. To overcome this limitation, Mante et al. and Robillard et al. 
(2008) proposed a technique by which the film to be characterized, and the aluminium 
interaction layer deposited on it, are cut by lithographic techniques to obtain a periodic 
square lattice of square (200 nm × 200 nm) pillars. As confirmed by the measurements 
performed on square lattices of different lattice constants, the pump pulse also excites, in 
this nanostructured film, acoustic collective modes of the pillars, which propagate along the 
surface in various directions. Various branches are measured, from which also the in–plane 
properties of the film can be measured, achieving a complete elastic characterization. 
6. Brillouin spectroscopy 
Aggregates of atoms, from molecules to clusters, to nanoparticles and nanocrystals, up to 
mesoscopic and macroscopic aggregates, can interact with electromagnetic waves either 
elastically or inelastically. Inelastic interactions include emission/absorption phenomena, 
and inelastic scattering. We consider here inelastic scattering by vibrational excitations. At 
the molecular scale the atomic structure of matter has a crucial role, and quantum 
phenomena are relevant. At this level, vibrational excitations are the vibrations of molecules, 
or, in a crystal, the vibrations of the internal degrees of freedom of each unit cell, which form 
the so called optical branches of the dispersion relation, or optical phonons. Broadly 
speaking, inelastic scattering by these excitations is called Raman scattering.  
Aggregates above the nanometric scale also support collective vibrational excitations which 
begin to resemble to acoustic waves, and can be described by a continuum model. In a 
crystal, the vibrations of the degrees of freedom of the centre of mass of each unit cell form 
the so called acoustic branches of the dispersion relation, or acoustic phonons. In the long 
wavelength limit they are the are acoustic waves, accurately described by the continuum 
model (Eq. (1)). Broadly speaking, inelastic scattering by these excitations is called Brillouin 
scattering.  
Visible light has sub micrometric wavelength. In media, either crystalline or amorphous, 
which are homogeneous, and therefore translationally invariant, over at least a few 
micrometres, vibrational excitations of sub-micrometric wavelength have a well defined 
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therefore see the whole multilayer as an effective medium. The theoretical prediction for the 
properties of the effective medium and the reflection coefficient at the superlattice / Si 
substrate interface are confirmed by the experimental findings. They also detect higher 
frequency oscillations, which correspond to localized waves. The periodic multilayer acts as 
a Bragg reflector, and opens forbidden gaps in the spectrum. It can confine a mode in the 
neighbourhood of the outer surface (acoustic-phonon surface modes), but only if the outer 
layer is the lower acoustic impedance layer (in this case Si), which therefore acts as a perfect 
reflector. The properties of such modes could be correctly predicted only taking into account 
the nanometric top silicon oxide layer, which spontaneously forms at he silicon surface. The 
presence of this additional layer is also consistent with the X-ray reflectivity measurements. 
The behaviour of a Mo cavity sandwiched between Mo/Si mirrors was also analyzed. 
The picoseconds ultrasonics technique was also exploited to investigate non laterally 
homogeneous specimens (Bienville et al., 2006; Mante et al., 2008). One limitation of this 
technique in the measurement of the  elastic constants is that it involves only plane waves 
travelling perpendicular to the surface, thus allowing only the out-of-plane elastic 
characterization of the film. To overcome this limitation, Mante et al. and Robillard et al. 
(2008) proposed a technique by which the film to be characterized, and the aluminium 
interaction layer deposited on it, are cut by lithographic techniques to obtain a periodic 
square lattice of square (200 nm × 200 nm) pillars. As confirmed by the measurements 
performed on square lattices of different lattice constants, the pump pulse also excites, in 
this nanostructured film, acoustic collective modes of the pillars, which propagate along the 
surface in various directions. Various branches are measured, from which also the in–plane 
properties of the film can be measured, achieving a complete elastic characterization. 
6. Brillouin spectroscopy 
Aggregates of atoms, from molecules to clusters, to nanoparticles and nanocrystals, up to 
mesoscopic and macroscopic aggregates, can interact with electromagnetic waves either 
elastically or inelastically. Inelastic interactions include emission/absorption phenomena, 
and inelastic scattering. We consider here inelastic scattering by vibrational excitations. At 
the molecular scale the atomic structure of matter has a crucial role, and quantum 
phenomena are relevant. At this level, vibrational excitations are the vibrations of molecules, 
or, in a crystal, the vibrations of the internal degrees of freedom of each unit cell, which form 
the so called optical branches of the dispersion relation, or optical phonons. Broadly 
speaking, inelastic scattering by these excitations is called Raman scattering.  
Aggregates above the nanometric scale also support collective vibrational excitations which 
begin to resemble to acoustic waves, and can be described by a continuum model. In a 
crystal, the vibrations of the degrees of freedom of the centre of mass of each unit cell form 
the so called acoustic branches of the dispersion relation, or acoustic phonons. In the long 
wavelength limit they are the are acoustic waves, accurately described by the continuum 
model (Eq. (1)). Broadly speaking, inelastic scattering by these excitations is called Brillouin 
scattering.  
Visible light has sub micrometric wavelength. In media, either crystalline or amorphous, 
which are homogeneous, and therefore translationally invariant, over at least a few 
micrometres, vibrational excitations of sub-micrometric wavelength have a well defined 
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wavevector (see Eq. (2)). Due to translational invariance, the kinematics of scattering selects 
the excitations whose wavevector is close to the Brillouin zone center (k = 0). The acoustic 
and optical phonon branches have very different behaviours close to the zone center (k → 
0). The acoustic branch frequency ωa goes to zero, with phase velocity ωa/k and group velocity 
/a kω∂ ∂  which tend to coincide with the sound velocity (which depends on polarization and, 
in an anisotropic crystal, on the wavevector direction), while the optical branch frequency ωo 
typically goes to a maximum, with group velocity /o kω∂ ∂  which goes to zero.  
Correspondingly, with visible light and with typical properties of solids, the two types of 
branches produce inelastic scattering with frequency shifts ranging from a fraction of cm-1  
to a few cm-1 (i.e from a few GHz to tens of GHz) for Brillouin scattering, and from 
hundreds to thousands of cm-1 (i.e from THz to tens of THz) for Raman scattering. The 
spectral analysis of so widely different frequency ranges requires different types of 
spectrometer. However, for both types of scattering the experiments are performed without 
exciting the vibrations, but relying on the naturally occurring thermal motion.  
Brillouin spectrometry thus offers a fully optical, and therefore contact-less, method to 
measure the dispersion relations of bulk and surface acoustic waves, whose wavelength is 
determined by the scattering geometry and the optical wavelength, and is typically sub-
micrometric. The frequency results from the medium properties, and typically falls in the 
GHz to tens of GHz range. Measurements are performed illuminating the sample by a 
focused laser beam, and analyzing the spectrum of scattered light, which is dominated by 
the elastically scattered light, but also contains weak  Stokes/anti-Stokes doublets due to 
inelastic scattering by thermally excited vibrations (Beghi et al., 2004; Comins, 2001; Every, 
2002; Grimsditch, 2001; Sandercock, 1982). 
In sufficiently transparent materials scattering can occur in the bulk, by bulk acoustic waves. 
The coupling mechanism is the elasto-optic (or acousto-optic) effect: the periodic 
modulation of the refractive index by the periodic strain of the acoustic wave. In both 
transparent and opaque materials scattering can also occur by surface acoustic waves, by the 
ripple mechanism: the periodic corrugation of the surface due to the surface wave.  
In more detail: the incident beam, of angular frequency Ωi and wavelength λ0, impinges on a 
sufficiently transparent sample with wavevector iq  and is refracted into the wavevector i′q . 
Scattered light, of wavevector s′q , emerges with wavevector sq . The probed wavevector, 
( )' 's i= ± −k q q , is determined by λ0, the directions of iq  and sq , and the refractive index n. 
Light inelastically scattered by a vibrational excitation of angular frequency ω(k) gives a 
Stokes/anti-Stokes doublet at frequencies Ωs = Ωi ± ω. Detection, in the spectrum of 
scattered light, of such a doublet allows to measure ω = |Ωs - Ωi| and to derive the 
excitation velocity /v ω= k . In both transparent and opaque samples scattering occurring 
by surface waves only depends on the components of wavevectors parallel to the surface: 
the probed wavevector is ( )s i' '= ± −k q q  , and the surface wave velocity is v /ω= k . In 
other words, the spontaneous thermal motion can be viewed as spatially Fourier 
transformed into an incoherent superposition of harmonic waves having all the possible 
wavevectors; the scattering geometry (the directions of wavevectors iq  and sq ) selects  a 
specific wavevector k  or k   which is probed by the inelastic light scattering event.  
Although also other geometries have been exploited (Beghi et al. 2011), in Brillouin 
spectroscopy the most frequently adopted scattering geometry is backscattering: s i= −q q . 
For bulk scattering it corresponds to 2 'i= ±k q , such that   
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where θ  is the incidence angle (the angle between the incident beam and the surface 
normal).  In this case the probed wavevector depends the incidence angle, but not on the 
refractive index, because Snell’s law implies that upon refraction the optical parallel 
components ||q  remain unchanged.  
The data analysis for Brillouin spectroscopy results is common to all the methods, like laser 
ultrasonics, which measure the velocity of travelling waves. In the simplest cases the 
velocity is a function of the elastic constants which can be given in closed form. For instance, 
if scattering by the longitudinal bulk wave, of velocity 11C /lv ρ=  (Eq. (6)) is detected,  C11 
is directly obtained as  2 2 211C /lv kρ ρω= =  , and its uncertainty 11Cσ  is evaluated by Eq. (8). 
In other cases, and namely in the case of supported  films,  the mode velocity can be 
computed as function of the elastic constants only numerically. In that case it must be 
remembered that the stiffness of an elastic solid is determined by as many independent 
parameters as are needed to completely identify the tensor of the elastic constants. In other 
words the stiffness is identified by a point in a multidimensional space, the dimensionality 
being 2 in the simplest case of the isotropic medium, and being higher for lower symmetry 
media.  
Focusing here on the isotropic case, the stiffness can be represented, among other possible 
choices, by the (E,ν) couple (see Eqs. (3) and (4)). In Brillouin spectroscopy, for each mode 
the velocity is measured for various  wavevectors k (in laser ultrasonics it is measured for 
various frequencies) as ( )mv k  with uncertainty ( )v kσ ; since it can also be computed as 
( ), ,cv E kν , the stiffness, represented by the (E,ν) couple, can be determined by a standard 
least squares minimization procedure. The sum of squares is computed as 
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where, for each  wavevector k, the sum is further extended to all the detected acoustic 
modes. Following standard estimation theory, the minimum of ( )2 ,Eχ ν  identifies the most 
probable value ( ),E ν  of the ( ),E ν  couple, and the isolevel curves of the normalized 
estimator ( ) ( )( ) ( )2 2 2, , / ,E E Eχ ν χ ν χ ν−  identify the confidence region at any 
predetermined confidence level (Beghi et al., 2001, 2004, 2011; Lefeuvre et al., 1999). In some 
cases a well defined minimum of ( )2 ,Eχ ν  is found, allowing a good identification of the 
parameters (Beghi et al., 2001; Comins et al., 2000; Zhang et al., 2001a), while in other cases a 
broad, valley-shaped minimum is found. In such cases a good identification of the 
parameters is not possible (Beghi et al., 2002; Zhang et al., 1998), although sometimes some 
combination of the parameters can be identified with better precision than individual 
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parameters (Comins et al., 2000; Zhang et al., 1998, 2001a). When several acoustic modes are 
measured, the larger amount of available information allows a precise and complete elastic 
characterization, as obtained e.g. for  SiC films of micrometric thickness (Djemia et al, 2004).  
In Eq. (14) each value ( )mv k , being obtained as ω/ k, has an uncertainty ( )v kσ  which depends 
in turn on the uncertainty of the frequency of each spectral doublet, and on the precision of 
the incidence angle (see Eq. (13)) or of the refractive index (see Eq. (12)). It can be noted that 
the uncertainties  of frequency and angle are of the random type, which affects precision but 
not accuracy, while the uncertainty of the refractive index affects accuracy but not precision 
(see Section 3.3). As with other techniques, also the uncertainties concerning the mass 
density and the layer thickness(es) affect accuracy but not precision. These uncertainties 
were the object of detailed investigations (Beghi et al., 2011; Stoddart et al., 1998). The effects 
of the uncertainties of the quantities which are directly measured (‘primary uncertainties’) 
on the values of the elastic constants which are finally obtained were evaluated. It was 
found that with appropriate sets of measurement uncertainties at the 1% level  are reachable 
(Beghi et al., 2011). 
As already noted, Brillouin spectroscopy measures the acoustic modes at frequencies of the 
order of GHz to tens of GHz, therefore at wavelengths much shorter than those 
corresponding to frequencies of tens to hundreds of MHz, typically observed with 
piezoelectric excitation and/or detection. This gives Brillouin spectroscopy an intrinsically 
higher sensitivity to the properties of films, or to the perturbation induced by the presence 
of very thin films. Brillouin spectroscopy was exploited to characterize tetrahedral 
amorphous carbon films of thicknesses of hundreds of nanometres (Chirita et al., 1999), tens 
of nanometres (Ferrari et al., 1999), down to a few nanometres (Beghi et al., 2002). It was also 
shown that inelastic light scattering can be sensitive to nanometric thickness differences 
(Lou et al., 2010). By Brillouin spectroscopy it was also possible to characterize buried layers 
in silicon-on-insulator structures (Ghislotti & Bottani, 1994). 
On the other hand, the techniques which excite vibrations operate with oscillation 
amplitudes significantly larger than those measured by Brillouin spectroscopy; this allows 
more precise measurements of frequencies, which at least partially compensates for the 
lower intrinsic sensitivity due to the larger wavelengths. Combinations of techniques were 
also exploited: thicker tetrahedral amorphous carbon films films (3 micron) were 
characterized combining Brillouin spectroscopy and laser ultrasonics. A wide range of 
frequencies was thus accessible, allowing a detailed characterization of the elastic properties 
of the film (Berezina et al., 2004). A combination of Brillouin spectroscopy and picosecond 
ultrasonics was instead exploited to characterize superlattices formed by periodic 
multilayers of permalloy/alumina, with various periodicities at the nanometric scale 
(Rossignol et al., 2004). Picosecond ultrasonics characterizes the out-of-plane properties by 
waves travelling normal to the surface, while Brillouin spectroscopy characterizes the in-
plane properties by waves travelling along the surface. The combination of techniques 
elucidated the effects of the interfaces. 
Another algorithm for data analysis, different from that outlined above, has also been 
recently proposed (Every et al., 2010). Both algorithms refer to the types of waves most 
frequently measured in Brillouin spectroscopy of films or layered structures: surface 
acoustic wave, or pseudo surface acoustic waves, which essentially travel parallel to the 
surface, or however have a significant wavevector component parallel to the surface. It can 
also be mentioned that it was also possible, by Brillouin spectroscopy, to detect standing 
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acoustic waves trapped within a film, which are reflected back and forth, crossing the film 
perpendicularly to its surface (Zhang, 2001b). 
Brillouin spectroscopy lends itself to the characterization of structures other than films or 
layers. In particular, single-walled carbon nanotubes were characterized, measuring 
Brillouin scattering by a free-standing film of pure, partially aligned, single-walled 
nanotubes,  and analyzing the results in terms of  continuum models (Bottani et al., 2003). 
The dependence of the measured spectra on the angle between the exchanged wavevector 
and the preferential direction of the tubes shows that the tube-tube interactions are weak: 
the tubes are vibrationally almost independent. The tubes are modelled as continuous 
membranes, at two different levels: at the first one the membrane is infinitely flexible, only 
able to transmit in-plane forces, while at the second level of approximation the tube wall is 
treated as also able  to transmit shear forces and torques not belonging to the shell surface. 
In both cases scattering was essentially due to longitudinal waves travelling along the tubes. 
Taking into account that AFM images suggest that the tube segments contributing to 
scattering are not in the infinite tube length approximation, it was possible to derive the 2D 
Young modulus for the tube wall, achieving the first dynamic estimation of the stiffness of 
the  tube wall. Scattering from carbon nanotubes was observed also in a different geometry, 
with an ordered array of tubes, clamped at one end (Polomska et al., 2007).  
Due to its intrinsic contact-less nature, Brillouin spectroscopy is the natural choice for the 
measurement of elastic properties in conditions, like high temperature and/or high 
pressure, in which physical contact with the specimen is difficult, if possible at all. Brillouin 
spectroscopy only requires optical access, which can be obtained by an appropriate window, 
and even in the extreme conditions achievable in a diamond anvil cell, optical access is 
guaranteed by the transparency  of the same diamond anvils.  
Measurements were performed at high temperatures  (Pang, 1997; Stoddart, 1995; Zhang et 
al., 2001a), as well as at low temperatures, which were crucial to single out a particular 
mechanism of hypersound propagation in alkali-borate glasses (Carini et al., 2008). After 
pioneering experiments at high pressures (Crowhurst et al., 1999; Whitfield et al., 1976,), in 
recent years dedicated Brillouin spectrometers were built at synchrotron facilities, allowing 
simultaneous performance of high resolution x-ray diffraction and Brillouin spectroscopy 
(and possibly other optical investigations like Raman spectroscopy, fluorescence, 
absorption) on specimens subjected to extreme pressures in a diamond anvil cell, with 
possible heating  (Murakami et al., 2009; Prakapenka et al., 2010; Sinogeikin et al., 2006). This 
set-up, of particular interest for geophysicists since it allows to characterize the behaviour of 
minerals in the conditions which are found in the Earth’s interior, was exploited to perform 
measurements on SiO2 glass (Murakami & Bass, 2010) and other minerals, but  also on 
polymers (Stevens et al., 2007) and liquid methane (Li et al., 2010).  
7. Conclusion  
The stiffness of films, characterized by the elastic constants, depends on the film 
microstructure, and its precise characterization is crucial when thin layers have structural 
functions. The interest in the measurement of the elastic constants is witnessed by the 
number of new techniques, or of improvements of existing techniques, being proposed.  
The techniques which exploit either propagating acoustic waves or standing oscillations 
involve exclusively elastic strains: they therefore offer the most direct and clean access to the 
elastic properties, and potentially the most accurate measurements. Among the methods 
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based on vibrations, those which exploit, for excitation and/or detection, the contact-less 
and inertia-less nature of  light, have an important role.  
An overview of the variety of existing methods was presented here, trying to present a 
unified picture, and underlining the peculiarities of each of them, in particular for what 
concerns the experimental uncertainties. It turns out that, under appropriate conditions and 
experimental procedures, several techniques can achieve significant precision and accuracy. 
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1. Introduction 
In drilling engineering, we must have solid understanding of the underground geological 
environment which is not only complicated and diversified but also someway concealed. 
Thus, in order to find an effective method of predicting it, a long-term research and practice 
must be required. In drilling engineering for oil & gas, problems including borehole 
deviation & its control, wellbore instability & its control, influence directly drilling quality & 
efficiency of a deep or complicated well for exploration and production of oil & gas fields. 
For instance, because of the complicated surface and underground conditions as well as the 
depth (over 5000 m) of oil & gas reservoirs in western China, such unstable factors such as 
hole deviation and instability often encountered with each other in deep drilling 
engineering. Because we did not have access to the geological parameters of the formations 
to be drilled including the rock drillability anisotropy and so on, huge economic loss had 
been caused and the steps to explore and produce oil & gas in western China had been 
seriously restricted. Hence, there are many researches and development programs to do for 
the right cognition and scientific evaluation of the geological environments, and for the 
further study of mechanism of the drilling process instability, and so on. The solution of 
these problems is the key to improve the performance of drilling & HSSE (health, safety, 
security, environment) and lower well construction cost. 
The factors influencing the instability can be sorted into subjective category and objective 
category. In the objective category, there are the types of geological structure and in-situ 
stress, rock anisotropy, porosity, permeability, lithology, pressures, and mineral 
components, as well as rock strength and weak layer of the formation to be drilled, and so 
on. In the subjective category, there are the performance of down hole drilling system, the 
drilling parameters (weight and torque on bit, etc.), the drilling fluid performances (water 
loss, viscosity, rheological property and density) and its hydration on shale, the direction 
and open time of wellbore, the erosion and surge pressure of drilling fluid on the hole 
wall, the interaction between drillstring and hole wall. Thereby, in researches on the 
instability, the factors from the both categories should be taken into comprehensive 
consideration.  
Whether in vertical drilling or in directional drilling, it is always a complicated academic 
and technological problem how to control the well trajectory exactly along the designed 
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consideration.  
Whether in vertical drilling or in directional drilling, it is always a complicated academic 
and technological problem how to control the well trajectory exactly along the designed 
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track to reach the underground targets. In rotary drilling, the forming of wellbore & its 
trajectory is the result of the rock-bit interaction. In this interaction, the drill bit anisotropy 
and its mechanical behavior (i.e. the drill bit force and tilt angle) are important factors that 
can directly affect the well trajectory. The mechanical behavior depends on by the bottom 
hole assembly (BHA) analysis. Accordingly, principal factors influencing the well trajectory 
generally contain BHA, drill bit, operating parameters in drilling, drilled wellbore 
configuration and the formations to be drilled. Of which the BHA, drill bit and operating 
parameters in drilling are the factors that can be artificially controlled, and the formation 
property (such as rock drillability and its anisotropy) is the objective factor which can not be 
changed by us. The trajectory can be predicted before drilling and also can be determined 
after drilling through surveys and calculations. Besides, the drilled wellbore will not only 
generate a strong reaction on the drill bit force and the drillstring deflection, but also will 
exert an influence on the anisotropic drilling characteristics of the formation. Due to the 
above-complicated factors, the hole deviation is always inevitable, which may seriously 
influence the wellbore quality and the drilling performance. 
The well trajectory control is the process which forces drill bit to break through 
formations along the designed track forward by applying reasonable techniques. The 
anisotropic drilling characteristics of the drill bit & the formation and their interaction 
effects are the factors which will cause a direct influence on the well trajectory control. 
Thereby, it is a complicated scientific and technological problem for us how to make the 
cognition, evaluation and utilization of anisotropic drilling characteristics of the 
formation, as well as the prediction & control of mechanical action of the drill bit on the 
formations. 
Rock drillability anisotropy of the formation to be drilled has significant effects on the well 
trajectory control so that it is very important to evaluate it. Definitions of rock drillability 
anisotropy and acoustic wave anisotropy of the formation to be drilled are presented in this 
chapter. The acoustic velocities and the drillability parameters of some rock samples from 
Chinese Continental Scientific Drilling (CCSD) are respectively measured with the testing 
device of rock drillability and the ultrasonic testing system in laboratory. Thus, their 
drillability anisotropy and acoustic wave anisotropy are respectively calculated and 
discussed in detail by using the experimental data. Based on the experiments and 
calculations, the correlations between drillability anisotropy and acoustic wave anisotropy 
of the rock samples are illustrated through regression analysis. What’s more, the correlation 
of rock drillability in directions perpendicular to and parallel to the bedding plane of core 
samples is studied by means of mathematical statistics. Thus, a mathematic model is 
established for predicting rock drillability in direction parallel to the formation bedding 
plane by using rock drillability in direction perpendicular to the formation bedding plane 
with the well logging or seismic data. The inversion method for rock anisotropy parameters 
(ε,δ) is presented by using well logging information and the acoustic wave velocity in 
direction perpendicular to the bedding plane of the formation is calculated by using acoustic 
wave velocity in any direction of the bedding plane. Then, rock drillability in direction 
perpendicular to the bedding plane of the formation can be calculated by using acoustic 
wave velocity in the same direction. Thus, rock drillability anisotropy and anisotropic 
drilling characteristics of the formation can be evaluated by using the acoustic wave 
information based on well logging data. The evaluation method has been examined by case 
study based on oilfield data in west China. 
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2. Anisotropic drilling characteristics of the formation 
Although many theories have been proposed to explain the hole deviation since the 1950s 
(Gao et al, 1994), it is only the rock drillability anisotropy theory (Lubinski & Woods, 1953) 
that was recognized by petroleum engineers and widely applied to petroleum engineering 
because it can be used to quantify the anisotropic drilling characteristics of the formation 
and to explain properly the actual cases of hole deviation encountered in drilling 
engineering. The theory suggested that since values of rock drillability are not always the 
same in the directions perpendicular and parallel to the bedding plane of the formation, the 
formation will bring the bit a considerable force, which may likely cause changes on the 
original drilling direction and hole deviation. 
The orthotropic or the transversely isotropic formations are the typical formations 
encountered frequently in drilling engineering. The anisotropic effects of the formations 
(rock drillability) on the well trajectory must be considered in hole deviation control and 
directional drilling. Based on the rock-bit interaction model, the formation force is defined 
and modeled in this section to describe quantitatively anisotropic drilling characteristics of 
the formations to be drilled. 
2.1 Definition of rock drillability anisotropy 
Because of rock drillability anisotropy, the real drilling direction does not coincide with the 
resultant force direction of the drill bit (supposed that it is isotropic) on bottom hole. Besides 
calculating the drill bit force by BHA (bottom hole assembly) analysis, rock drillability 
anisotropy of the formation must be considered in hole deviation control. 
The formation studied here is typical orthotropic one, and the transversely isotropic 
formation discussed previously is regarded as its particular case. Let de
 , ue
  and 
se
 represent unit vectors in the directions of inner normal, up-dip and strike of the 
formation respectively, as shown in Fig.1.There are different physical properties along 
different directions of them. γ in Fig.1 represents dip angle of the formation to be drilled. 
Rock drillability anisotropy of the formation can be expressed by rock drillability anisotropy 
index. If the components of penetration rate of the drill bit (isotropic) along inner normal, 
up-dip and strike of the orthotropic formation are noted as dipR , strR  and nR  respectively, 
correspondingly the net applied forces are dipF , strF  and nF respectively, the rock 
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Rock drillability anisotropy of the orthotropic formation may be represented by two indexes 
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Dip angle and strike of the formation can be obtained from the analysis of well logging and 
geological structure survey. The values of r1I  and r2I  for the orthotropic formation can be 
evaluated by the experimental analysis or using the acoustic wave information. 
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Fig. 1. Descartes coordinates for the formation geometry 
2.2 The formation force 
Assumed that the drill bit is isotropic for eliminating the effects of its tilt angle on hole 
deviation, the effects of the orthotropic formation on hole deviation can be presented by the 
formation force analysis. The two parameter equations related to the formation forces can be 
derived from the rock-bit interaction model (Gao & Liu, 1989): 
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Where Gα  and Gφ  are called as the building angle parameter (positive for building up the 
inclination of well trajectory) and the drifting azimuth parameter (positive for left walking 
of well trajectory) of the formation respectively , and the ijt (i, j=1,2,3) can be expressed as 
(Gao & Liu, 1990): 
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where ij jia a= , ij jic c=  (i, j=1, 2, 3) can be calculated by the following equations: 
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      (6) 
Where ϕ ϕ ψΔ = − ; ϕ and α are respectively azimuth and inclination of well trajectory on the 
bottom hole; γ and ψ are respectively dip angle and up dip azimuth of the formation to be 
drilled. 
It is obviously that the values of Gα  and Gφ   are not only controlled by rock drillability 
anisotropy of the formation, but also affected by the formation geometry and the well 
trajectory. Therefore, Gα  and Gφ   can be used to describe the anisotropic drilling 
characteristics of the formation to be drilled. Thus, the formation force can be 
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Where GFα and GFφ are called as the inclination force (positive for building up the 
inclination) and the azimuth force (positive for decreasing the azimuth) of the formation 
respectively, and obW  is weight on bit. It should be pointed out that both GFα and GFφ  are 
only an equivalent expression of anisotropic drilling characteristics of the formation and 
they are completely different from the mechanical action forces of the drill bit on the 
formation. Rock drillability anisotropy of the formation is the internal cause of the 
generations of GFα and GFφ  , while weight on bit is the its external cause. 
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they are completely different from the mechanical action forces of the drill bit on the 
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2.3 Gα and Gϕ of the transversely isotropic formation 
By using equations (5) and (6) and making r1 r2 rI I I= = , equation (3) can be simplified as the 
following expressions of Gα  and Gφ  for the transversely isotropic formation: 
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Where all the symbols here express the same meanings as the previous ones. 
3. Experiments on rock anisotropy 
Evaluation of rock drillability anisotropy is necessary for hole deviation control in drilling 
engineering. Many efforts have been made to evaluate rock drillability of the formation 
through the core testing, the inverse calculation and the acoustic wave. Proposed in this 
section is an alternative solution by using the acoustic wave to evaluate rock drillability 
anisotropy of the formation. First, a correlation between the P-wave velocity anisotropy 
coefficient and the rock drillability anisotropy index of the formation which are calculated 
according to the core testing data in laboratory, is established by means of mathematical 
statistics. Then, a mathematical model is obtained for predicting the rock drillability 
anisotropy index by using the P-wave velocity anisotropy coefficient. Thus, rock drillability 
anisotropy of the formation can be evaluated conveniently by using the well logging or 
seismic data (Gao & Pan, 2006).  
3.1 Rock drillability anisotropy 
3.1.1 Definition 
The transversely isotropic formation is a typical anisotropic formation, whose anisotropy 





=   (10) 
where v v vD V F=  and h h hD V F=  are respectively rock drillability parameters in the 
directions perpendicular and parallel to the bedding plane of the transversely isotropic 
formation; vV  & vF and hV  & hF  are the corresponding components of the penetration rate 
& the net applied force of the isotropic bit to the formation.  
When the rock drillability is tested in laboratory using the core samples, the weight on the 
bit and the rotary speed are constant so that rock drillability anisotropy index of the 
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where Tv and hT are two parameters representing the drilling time (seconds) in directions 
perpendicular and parallel to bedding plane of the core samples respectively. The 
standard definition of rock drillability can be expressed by the following equation (Yin, 
1989): 
 d 2logK T=     (12) 
where dK  is the rock drillability and T  the drilling time. Taking two sides of equation (11) 
into logarithm to the base 2, we can obtain the following equations: 
 2 r 2 v 2 h dv dh dlog log logI T T K K K= − = − = −Δ     (13) 
 dr 2 KI −Δ=  (14) 
3.1.2 Rock samples 
Fourteen core samples used in laboratory came from the measured depth interval of 
48m∼1027 m of the well KZ-1 for scientific drilling in China, which were supplied by the 
Engineering Center for Chinese Continental Scientific Drilling (CCSD). In the directions 
perpendicular and parallel to the bedding plane, these core samples were cut into shapes of 
cube or cuboid and their surfaces of both ends were polished and kept parallel to each other, 
with an error of less than 0.2 mm. Then, the machined samples were put into an oven with a 
temperature of 105-110ºC and roasted for 24 h. Finally, all of the samples can be used for the 
testing of rock drillability after cooling down to room temperature. 
3.1.3 Testing method 
The rock drillability can be measured with a device for testing the rock drillability (shown 
in Fig.2). During the measurement, some weight is applied on the micro-bit by the 
function of a hydraulic pressure tank with the fixed poises, so that the weight on the 
micro-bit is kept at a constant value. The measured depth to be drilled to is set with the 
standard indicator, and the drilling time is logged with a stopwatch. Both the roller bit 
(bit of this kind has three rotating cones and each cone will rotate on its own axis during 
drilling) drillability and the PDC (the acronym of Polycrystalline Diamond Compact) bit 
drillability can be tested with the above-mentioned instrument, which is of the following 
standard data. 
The diameter of the micro-bit is 31.75 mm. 
Weight is 90±20 N on the roller bit and 500±20 N on the PDC bit. 
The rotary speed is 55±1 r/min. 
The total depth to be drilled to is 2.6 mm for the roller bit with a pre-drilled depth of 0.2 mm 
and 4 mm for the PDC bit with a pre-drilled depth of 1.0 mm. 
During testing the rock drillability, the micro-bit is often checked so that each of the worn 
micro-bits should be replaced in time to ensure the testing accuracy. The testing points of 
drilling time for each tested side of a rock sample should be gained as many as possible and 
their average value is taken as the test value of the side. The grade value of each side 
drillability of the rock sample can be calculated by equation (16) with the test data of drilling 
time for each side of the rock sample.  
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where Tv and hT are two parameters representing the drilling time (seconds) in directions 
perpendicular and parallel to bedding plane of the core samples respectively. The 
standard definition of rock drillability can be expressed by the following equation (Yin, 
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temperature of 105-110ºC and roasted for 24 h. Finally, all of the samples can be used for the 
testing of rock drillability after cooling down to room temperature. 
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The rock drillability can be measured with a device for testing the rock drillability (shown 
in Fig.2). During the measurement, some weight is applied on the micro-bit by the 
function of a hydraulic pressure tank with the fixed poises, so that the weight on the 
micro-bit is kept at a constant value. The measured depth to be drilled to is set with the 
standard indicator, and the drilling time is logged with a stopwatch. Both the roller bit 
(bit of this kind has three rotating cones and each cone will rotate on its own axis during 
drilling) drillability and the PDC (the acronym of Polycrystalline Diamond Compact) bit 
drillability can be tested with the above-mentioned instrument, which is of the following 
standard data. 
The diameter of the micro-bit is 31.75 mm. 
Weight is 90±20 N on the roller bit and 500±20 N on the PDC bit. 
The rotary speed is 55±1 r/min. 
The total depth to be drilled to is 2.6 mm for the roller bit with a pre-drilled depth of 0.2 mm 
and 4 mm for the PDC bit with a pre-drilled depth of 1.0 mm. 
During testing the rock drillability, the micro-bit is often checked so that each of the worn 
micro-bits should be replaced in time to ensure the testing accuracy. The testing points of 
drilling time for each tested side of a rock sample should be gained as many as possible and 
their average value is taken as the test value of the side. The grade value of each side 
drillability of the rock sample can be calculated by equation (16) with the test data of drilling 
time for each side of the rock sample.  
  













Fig. 2. Testing device for rock drillability(Note: 1. Rock sample; 2. micro-bit; 3. cutting tray; 
4. turbine rod; 5. lever; 6. weight; 7. meter for measuring depth; 8. bar with thread for 
adjusting lever; 9. worktable; 10. compaction bar with thread) 
3.1.4 Experimental result and analysis 
Some testing results of rock drillability for the 14 core samples from CCSD are obtained in 
laboratory and shown in Table 1 and Table 2.  
 









Perpendicular to the 
bedding plane 
Parallel to the 
bedding plane 
9 48 6.03 6.12 0.94 
38 145 9.18 9.86 0.62 
57 197 10.29 10.79 0.71 
104 305 11.11 11.39 0.82 
143 400 8.21 8.17 1.03 
179 504 8.70 8.99 0.82 
218 607 9.25 10.29 0.49 
252 698 10.64 10.78 0.91 
281 775 8.78 9.21 0.74 
288 795 10.17 8.22 3.86 
304 834 7.92 8.57 0.64 
340 925 8.89 9.08 0.88 
363 998 9.15 10.20 0.48 
373 1027 8.12 10.21 0.23 
Table 1. Experimental results of rock drillability with the roller bit 
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Perpendicular to the 
bedding plane 
Parallel to the 
bedding plane 
9 48 4.55 4.34 1.16 
38 145 8.57 10.65 0.24 
57 197 9.89 10.06 0.89 
104 305 10.78 10.90 0.92 
143 400 7.82 7.40 1.34 
179 504 8.48 8.47 1.01 
218 607 8.61 9.14 0.69 
252 698 9.52 9.86 0.79 
281 775 8.22 9.03 0.57 
288 795 9.55 7.31 4.72 
304 834 6.06 7.71 0.32 
340 925 8.14 8.95 0.57 
363 998 8.18 8.64 0.73 
373 1027 7.93 8.77 0.56 
Table 2. Experimental results of rock drillability with the PDC bit 
It is observed clearly from Table 1 and Table 2 that the rock samples from CCSD have the 
anisotropic characteristics in the rock drillability. The rock drillability perpendicular to the 
bedding plan is different from that parallel to the bedding plane, whether it is for the roller 
bit or for the PDC bit. For the roller bit, indices of drillability anisotropy of the rock samples 
are ranged from 0.23 to 0.94, except the anisotropy indices of rock samples of 143# and 288#, 
which are 1.03 and 3.86 respectively. The case is similar to the PDC bit; indices of drillability 
anisotropy of the rock samples are between 0.24 and 0.92, except the anisotropy indices of 
rock samples of 9#, 143#, 179# and 288#, corresponding to 1.16, 1.34, 1.01 and 4.72, 
respectively. Generally, the rock drillability perpendicular to the bedding plan is less than 
that parallel to the bedding plane, so that the formation can be penetrated more easily in the 
direction perpendicular to the bedding plane.  
3.2 Acoustic anisotropy of rock sample 
3.2.1 Definition 
It is supposed that the formation is the transversely isotropic, and thus the acoustic 
anisotropy of the formation rock can be expressed by an acoustic anisotropy index ( vI ): 
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where avV  and ahV  are the acoustic velocities in rock along the directions perpendicular and 
parallel to the bedding plane of the formation respectively. 
3.2.2 Testing method 
With the method of making the ultrasonic pulse penetrating through a rock sample, the 
acoustic velocities avV  and ahV   can be measured in laboratory. The ultrasonic testing 
  













Fig. 2. Testing device for rock drillability(Note: 1. Rock sample; 2. micro-bit; 3. cutting tray; 
4. turbine rod; 5. lever; 6. weight; 7. meter for measuring depth; 8. bar with thread for 
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3.1.4 Experimental result and analysis 
Some testing results of rock drillability for the 14 core samples from CCSD are obtained in 
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Table 1. Experimental results of rock drillability with the roller bit 
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where avV  and ahV  are the acoustic velocities in rock along the directions perpendicular and 
parallel to the bedding plane of the formation respectively. 
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With the method of making the ultrasonic pulse penetrating through a rock sample, the 
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system used in laboratory is shown in Fig. 3, in which the ultrasonic transducers can 
provide a frequency of 0.5 MHz and the butter and honey can be used as its coupling media. 
The pulse generator can generate electric pulses with a strength range of 1-300 V. The width 
and iteration frequency of the electric pulse can be adjusted and controlled. During testing, 
the signal generator makes an electric pulse signal which will touch off the emission end of 
the energy exchanger to generate ultrasonic pulses. The ultrasonic pulses (acoustic waves) 
propagating through the rock sample are incepted by the reception end of the energy 
exchanger. Finally, the propagation time and the signal strength of the ultrasonic pulses 
(acoustic waves) through the rock sample are logged by a digital memory oscillograph. 
In order to reduce the errors from the artificial operations, the emission end of the energy 
exchanger is aimed at its reception end as accurately as possible during testing. Before each 
test, the ultrasonic testing system should be calibrated using the aluminum rod to ensure the 
accuracy of the test results. Testing for each point of a rock sample is conducted for three 
times in the actual testing. The average value of the test data of three times for each point is 
taken as a final test result for the point of a rock sample. With the test data, the acoustic 
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where V  is the acoustic velocity; l is length of the rock sample, mm; t is propagation time of 
the acoustic wave, μs; and 0t is delayed time of the testing system, μs. 
 
 
Fig. 3. The ultrasonic testing system 
3.2.3 Experimental result and analysis 
Some ultrasonic test results of the 14 core samples from CCSD are logged with the above 
test method and with the ultrasonic testing system in laboratory, and the rock acoustic 
velocities shown in Table 3 can be calculated by equation (16). 
It can be obviously observed from Table 3 that the rock samples from CCSD are of the rock 
acoustic anisotropy. The rock acoustic velocity perpendicular to the bedding plan is 
different from that parallel to the bedding plane. Based on the acoustic velocity data in Table 
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acoustic anisotropy indices of the rock samples are between 0.85 and 0.98, except the 363# 
and 373#, which are 0.77 and 0.76 respectively. For the test of the rock samples from CCSD, 
the rock acoustic velocity perpendicular to the bedding plan is less than that parallel to the 
bedding plane, as shown in Table 3. The main reason for this difference is that there are 
many fractures with different scales in the rock sample. When the acoustic wave penetrates 
through the fractures, the fractures cause a loss of the pulse energy so as to make the 
acoustic velocity reduce more quickly, on the other hand, the pulse energy is dissipated in 
the process of propagation. According to some progress in geophysics (Patrick & Richard, 
1984), the fractures can play a role in guiding the wave when the elastic wave has 
propagated in the direction parallel to the bedding plane of the rock sample, and play a role 
in obstructing the wave when the elastic wave has propagated in the direction 
perpendicular to the bedding plane. Therefore, the propagation of the acoustic wave 
penetrating through the rock sample is probably controlled by such a kind of geophysical 
mechanism.  
 





P-wave velocities of the rock samples, m/s Acoustic 
anisotropy index of 
the rock sample Perpendicular to bedding 
plane (Vav) 
Parallel to bedding 
plane (Vah) 
9 48 4387 4457 0.98 
38 145 4442 5120 0.87 
57 197 6365 6826 0.93 
104 305 5431 5714 0.95 
143 400 4410 4928 0.89 
179 504 4568 4744 0.96 
218 607 4177 4671 0.89 
252 698 5805 5990 0.97 
281 775 4776 5516 0.87 
288 795 5142 5453 0.94 
304 834 4392 5129 0.86 
340 925 4325 5096 0.85 
363 998 3816 4928 0.77 
373 1027 3761 4930 0.76 
Table 3. Experimental results of acoustic velocities of the rock samples 
3.3 Correlations between Ir and Iv  
With the experimental data in table 1 to table 3 and the corresponding calculations, it can be 
found that the rock drillability anisotropy is inherently related to the acoustic anisotropy of 
the rock samples. Therefore, exponential function, logarithmic function, polynomial 
function, and linear function, are used to make a regression analysis of the data obtained by 
experiments. With the matching & extrapolating effects of these regression functions 
comprehensively considered, exponential function is finally selected as the regression model 
of correlation between rI and vI . The results of regression calculations for the correlations 
are listed in Table 4. 
In Table 4, rRBI  is denoted as the drillability anisotropy index of the rock sample with a 
roller bit, vpI  as the acoustic anisotropy index of P-wave through the rock sample, dRBKΔ  as 
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through the fractures, the fractures cause a loss of the pulse energy so as to make the 
acoustic velocity reduce more quickly, on the other hand, the pulse energy is dissipated in 
the process of propagation. According to some progress in geophysics (Patrick & Richard, 
1984), the fractures can play a role in guiding the wave when the elastic wave has 
propagated in the direction parallel to the bedding plane of the rock sample, and play a role 
in obstructing the wave when the elastic wave has propagated in the direction 
perpendicular to the bedding plane. Therefore, the propagation of the acoustic wave 
penetrating through the rock sample is probably controlled by such a kind of geophysical 
mechanism.  
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Table 3. Experimental results of acoustic velocities of the rock samples 
3.3 Correlations between Ir and Iv  
With the experimental data in table 1 to table 3 and the corresponding calculations, it can be 
found that the rock drillability anisotropy is inherently related to the acoustic anisotropy of 
the rock samples. Therefore, exponential function, logarithmic function, polynomial 
function, and linear function, are used to make a regression analysis of the data obtained by 
experiments. With the matching & extrapolating effects of these regression functions 
comprehensively considered, exponential function is finally selected as the regression model 
of correlation between rI and vI . The results of regression calculations for the correlations 
are listed in Table 4. 
In Table 4, rRBI  is denoted as the drillability anisotropy index of the rock sample with a 
roller bit, vpI  as the acoustic anisotropy index of P-wave through the rock sample, dRBKΔ  as 
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the rock drillability difference between both directions perpendicular and parallel to the 
bedding plane of the rock sample with a roller bit, calculated by equation (13), and rPDCI as 
the drillability anisotropy index of the rock sample with a PDC bit. 
 
Regression functions vp( )rRB e a bII +=  vp( )dRB e a bIK +Δ =  vp( )rPDC e a bII +=  
a 
Value −3.418 8.129 −4.286 
Standard error 0.840 1.893 1.491 
t-ratio −4.0679 4.295 −2.875 
Prob(t) 0.00226 0.00157 0.02068 
b 
Value 3.401 -9.993 4.366 
Standard error 0.914 2.361 1.661 
t-ratio 3.721 −4.232 2.628 
Prob.(t) 0.00397 0.00174 0.03026 
Correlation coefficient R 0.793 0.832 0.710 
F-ratio 16.92 22.41 8.09 
Prob.(F) 0.0021 0.0008 0.0217 
Table 4. Results of the regression calculations 
4. Evaluation method based on acoustic wave information 
Many studies have been made to evaluate the rock drillability anisotropy with the core 
testing method (Gao & Pan, 2006) and the inversion method (Gao et al, 1994). However, as 
for the core testing method, its result may not reflect the actual rock drillability anisotropy 
since the experimental conditions are different from the downhole conditions. Moreover, the 
profile of rock drillability anisotropy along the hole depth can not be established because of 
the limitation of the core samples. The inversion method needs to work with a bottom hole 
assembly (BHA) analysis program and some parameters in the inversion model are not easy 
to obtain so that its applications are limited to some extent. Thus, the evaluation method will 
be presented in this section so as to predict rock drillability anisotropy of the formation by 
using the acoustic wave information (Gao et al, 2008).  
4.1 Acoustic wave velocity of the formation 
The formation studied here is the transversely isotropic formation which is frequently 
encountered in drilling for oil & gas. Experimental investigation shows that layered rock has 
the transversely isotropic characteristics. 
4.1.1 Phase velocity in the transversely isotropic formation 
For the transversely isotropic media, Hooke’s law can be written as 
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where X , Y , and Z are respectively the body force in directions of x, y and z (Xu, 2011). u, 
v and w are the corresponding displacements. ρ  is the density of the elastic media, 3g / cm . 
Substituting equation (17) into equation (18) and solving with geometric equations without 
considering body force, we can get the following wave equation : 
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Because of the symmetry of the stress and strain in the direction normal to z direction, the 
wave equation can be simplified to two dimensions without any loss of generality. In the 
plane of y=0(that is the xz plane), the wave equation (19) can be written as  
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The solutions of equation (20) are  
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the rock drillability difference between both directions perpendicular and parallel to the 
bedding plane of the rock sample with a roller bit, calculated by equation (13), and rPDCI as 
the drillability anisotropy index of the rock sample with a PDC bit. 
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Many studies have been made to evaluate the rock drillability anisotropy with the core 
testing method (Gao & Pan, 2006) and the inversion method (Gao et al, 1994). However, as 
for the core testing method, its result may not reflect the actual rock drillability anisotropy 
since the experimental conditions are different from the downhole conditions. Moreover, the 
profile of rock drillability anisotropy along the hole depth can not be established because of 
the limitation of the core samples. The inversion method needs to work with a bottom hole 
assembly (BHA) analysis program and some parameters in the inversion model are not easy 
to obtain so that its applications are limited to some extent. Thus, the evaluation method will 
be presented in this section so as to predict rock drillability anisotropy of the formation by 
using the acoustic wave information (Gao et al, 2008).  
4.1 Acoustic wave velocity of the formation 
The formation studied here is the transversely isotropic formation which is frequently 
encountered in drilling for oil & gas. Experimental investigation shows that layered rock has 
the transversely isotropic characteristics. 
4.1.1 Phase velocity in the transversely isotropic formation 
For the transversely isotropic media, Hooke’s law can be written as 
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where X , Y , and Z are respectively the body force in directions of x, y and z (Xu, 2011). u, 
v and w are the corresponding displacements. ρ  is the density of the elastic media, 3g / cm . 
Substituting equation (17) into equation (18) and solving with geometric equations without 
considering body force, we can get the following wave equation : 
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Because of the symmetry of the stress and strain in the direction normal to z direction, the 
wave equation can be simplified to two dimensions without any loss of generality. In the 
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The solutions of equation (20) are  
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, 
where Pav  is phase velocity of the P-wave; SVav  is phase velocity of P-SV wave; SHav  is 
phase velocity of SH-wave; θ  is phase angle which is the angle between the wave front 















Fig. 4. Phase angle and group angle 
It is defined that 
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where 0α  is the vertical P-wave velocity; 0β  is the vertical SV-wave velocity; ρ  is rock 
density. ε , γ  and *δ  are rock anisotropy parameters of the formation.  
Substituting equation (24), (25), (26) and (27) into equation (21), (22) and (23), we can get 
 2 2 2 *0( ) [1 sin ( )]Pav Dθ α ε θ θ= + + ,    (28) 
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For the case of weak rock anisotropy (i.e. the quantity of ε , γ ,θ  and *δ is small), 
expanding equation (31) in the Taylor series at fixed θ and neglecting the second order of 
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Using equations (33) in equation (28) and (29), expanding Pav , SVav  and SHav  in a Taylor 
series at the fixed θ and neglecting the second order of small quantity can be expressed as 
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where 0α  is the vertical P-wave velocity; 0β  is the vertical SV-wave velocity; ρ  is rock 
density. ε , γ  and *δ  are rock anisotropy parameters of the formation.  
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For the case of weak rock anisotropy (i.e. the quantity of ε , γ ,θ  and *δ is small), 
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4.1.2 Phase velocity and group velocity 
The phase velocity is the velocity in the direction of the phase propagation vector, normal to 
the surface of constant phase, which is also called the wave front velocity since it is the 
propagation velocity of the wave front along the phase vector. The phase angle is formed 
between the direction of phase vector and the vertical axis. In contrast, the ray vector points 
always from the source to the considered point on the wave front. The energy propagates 
along the ray vector with the group velocity, while the group angle is formed between the 
propagation direction and the vertical axis. The difference between the phase angle and the 
ray angle is illustrated in Fig.4. 
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Where gφ  is the group angle; av  is the phase velocity; θ  is the phase angle. Expanding 
equation (37) leads to 
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Where gv  is the group velocity. 
The following section makes the solution for the relationship between the group velocity 
and the phase velocity, the group angle and the phase angle of the P-wave at any angle. 
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Making derivation to both sides of equation (41) , we can get 
Evaluation Method for Anisotropic Drilling Characteristics  





0 2 2( ) sin cos 2( 2 2 )sin 2 ( )
( ) ( )
Pa
Pa
dv t t t t R
d v R
θ α θ θ ε ε δ θ δ ε ε θ
θ θ θ




2 4 2 2 2( ) 4( 2 2 )sin 4 (2 )sin 2 ( )R t t t t D tθ ε ε δ θ δ ε θ θ= + − + − + = + . 
Substituting equations (41) and (42) into equation (38), we can get 
 
{ }23 2 1 4 3
2
3 2 4
2 ( ) ( ) 2 sin ( ) 2 ( ) tan
tan
2 ( ) ( ) sin ( )
g
M M M M M
M M M
θ θ θ θ θ θ
φ
θ θ θ θ
− − − −  =
− −  
    (43) 
Where  
2
1 2 2M t tε δ ε= − + ; 
2( ) 4 ( ) 2M t R tθ δ ε θ ε= + − ; 
3( ) 2 ( )M t R tθ δ ε θ ε= + − ; 
2
4( ) ( ) 2 ( )M t tR Rθ θ θ= − + . 
Substituting equation (41) and (42) into equation (39), we can get the following equation: 
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Where Pgv  is the group velocity of the P-wave; Pav  is the phase velocity of the P-wave.  




= , the phase velocity is equal to the group 
velocity.Thus, when the group angle of the P-wave at the considered point of the formation 
is given, its phase angle can be calculated by using equation (43). Phase velocity and group 
velocity of the point can also be made out by using equation (41) and (44). 
4.1.3 Methodology for determining rock anisotropy parameters 
From the above discussion, we know that if rock anisotropy parameters δ , ε  and γ , are 
known, the wave velocity at any direction can be calculated by using acoustic wave velocity 
perpendicular to the bedding of the formation. In other words, the acoustic wave velocity 
perpendicular to the bedding of the formation can be make out if the wave velocity at any 
direction and rock anisotropy parameters, δ , ε  and γ , are known. 
It is assumed that the formation to be drilled is transversely isotropic with symmetry axis 
perpendicular to the bedding of the formation and the formation properties do not change 
significantly from one well to another. Acoustic wave logging provides a way to measure 
the velocity of P-wave or S-wave in the formation (or slowness time). The schematic figure 
for measuring the velocity of P-wave or S-wave is illustrated in Fig.5. 
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In the figure 5, S1 and S2 are monopole sonic transducers. R1, R2, R3 and R4 are sonic 
receivers. When the sonic is transmitted from S1, time difference between R2 and R4 is 
recorded. In the same way, when the sonic is transmitted from S2, time difference between 
R1 and R3 is recorded. The average of time difference between R2 and R4 and time difference 
between R1 and R3 is the velocity in the formation measured. 
 
 
Fig. 5. The principle of acoustic wave logging 
Since available S-wave velocity is limited in logging data, we restrict ourselves to take 
consideration of the P-wave only. The frequency of the acoustic wave logging is about 
20kHz~25kHz， which has long wave length. Since a monopole sonic transducer has a 
mini-bulk, a monopole borehole sonic tool may be approximated by a point source in line 
with an array of point receivers. The group velocity surface is the response from a point 
source and so the monopole sonic tool response is approximated as a point source coupled 
with a series of point receivers in an infinite media (neglecting borehole effects). Therefore, 
we measure group velocity with borehole sonic tools. 
Three parameters, the vertical P-wave velocity (α0) and the anisotropy parameters ε and δ 
can be recovered using borehole sonic measurement at different angles relative to the axis of 
symmetry by following objective function: 
    2
1








Δ = −     (45) 
where ( )Pmiv θ  is the measured P-wave velocity; ( )Pciv θ  is the P-wave velocity calculated by 
equation (32); n is the total number of the measured signals. The goal of the inversion is to 
find the optimization value of C11, C13, C33 and C44, to minimize value of PvΔ , by which α0, δ 
and ε can be calculated, as shown in Fig.6 (Gao et al, 2008). 
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Fig. 6. Flow chart for the inversion calculations of rock anisotropy parameters 
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4.2 Prediction model of rock drillability anisotropy  
Based on the previous section 3, a calculation model has been established to predict rock 
drillability anisotropy of the formation: 
 1 dv 2r 2C K CI +=     (46) 
 dv 3 4 ln( )K C C t= + Δ   (47) 
Where Kdv is the rock drillability perpendicular to the bedding plane of the formation; Δt is 
the time interval of acoustic wave in the same direction, us/m; jC  (j=1,2,3,4) are the 
regression coefficients based on the experimental data and the survey data in drilling 
engineering. For example, by the regression analysis based on some oilfield data in west 
China,  we can get such coefficients as C1=0.05246, C2=-0.76732, C3=32.977, C4=-4.950. 
4.3 Evaluation method of rock drillability anisotropy based on acoustic wave 
From equations (46) and (47), it is shown that the key point for the evaluation of rock 
drillability anisotropy is how to obtain the rock drillability perpendicular to the bedding 
plane of the formation which depends on the time interval of acoustic wave in the same 
direction. Thus, the evaluation of rock drillability anisotropy comes down to determine the 
time interval of acoustic wave perpendicular to the bedding plane of the formation.  
Provided that the formation is of the transversely isotropy and has the symmetry axis 
perpendicular to the bedding plane of the formation, the angle between hole axis and the 
formation normal can be calculated by the following formula which is derived from 
transformation of the formation coordinates to the bottom hole coordinate.  
 arccos cos cos sin sin cos( )fω α β α β φ φ= − −      (48) 
where ω  is the angle between hole axis and normal of the formation; α  is hole inclination, 
degree or radian; φ  is azimuth, degree or radian; β  is stratigraphic dip, degree or radian; 
fφ  is azimuth of the formation tendency, degree or radian. 
When rock anisotropy parameters of a hole section is known, its acoustic wave velocity 
perpendicular to the bedding plane of the formation can be calculated by the following 
procedures: 
1. Calculating group angle according to stratigraphic dip angle & up dip direction, and 
inclination & azimuth of hole. 
2. Making an initial guess for the acoustic wave velocity ,0Pv . 
3. Reading shear wave velocity from shear wave logging or calculating it by equation (46). 
4. Calculating phase angle by equation (43). 
5. Calculating phase velocity and group velocity of the P-wave by equation (41) and 
equation (44), respectively. 
6. Comparing the P-wave group velocity with the measured velocity. 
7. If group velocity of the P-wave matches the measured velocity, ,0Pv  is what we find. 
Otherwise, we should repeat step 2 to step 7 until they are matched.  
The flow chart for inversion of the acoustic wave velocity perpendicular to the bedding 
plane of the formation is shown in figure 7. 
The rock drillability can be calculated by equation (47) after obtaining the time interval of 
the acoustic wave perpendicular to the bedding plane of the formation. Thus, the profile of 
rock drillability anisotropy index can be established by using equation (46). 
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Fig. 7. Inversion method of the acoustic wave velocity perpendicular to the bedding plane 
5. Case study 
Based on some well logging data and drilling information from Qinghai oilfield in west 
China, the case study is presented in this section to verify the evaluation method for the 
anisotropic drilling characteristics of the formation to a certain extent.  
Based on these data in table 5, rock drillability anisotropy of the fromation and its 
anisotropic drilling characteristics can be calculated by using the evaluation method 
described above. The inversion result of shale anisotropy parameters is shown in table 6. 
 
Well 
Number Well logging information 
Well 5 gamma-ray, compensated acoustic wave and compensated density, inclinometer data and geologic stratification data 
Well 6 gamma-ray, compensated acoustic wave and compensated density, inclinometer data and geologic stratification data 
Well 7 gamma-ray, compensated acoustic wave and compensated density, inclinometer data and geologic stratification data, and some other records 
Table 5. Well drilling & logging information from some completed wells at the Honggouzi 
conformation in Qinghai oilfield 
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vP,0 (m/s) ε δ 
root-mean-
square (m/s) 
4029.1 1.6833 1.6098 98.6153 
Table 6. The inversion result of shale anisotropy parameters for the Honggouzi 
conformation 
From the data in the table 6, we can see that the shale is of strong rock anisotropy. The 
acoustic wave front of the shale section is shown in figure 8. 
 
 
Fig. 8. Acoustic wave front of the shale section of the Honggouzi conformation 
Based on the wave front of the shale shown in Fig.8, the rock anisotropy parameters of the 
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= − − 
Δ = − − 
   (49) 
where ε  and δ  are rock anisotropy parameters of the formation at any measured depth; cε  
and cδ  are rock anisotropy parameters of the shale section; shV  is the shale content, %; 
GR is gamma ray value; maxGR is the maximum value of gamma ray; minGR is the minimum 
value of gamma ray; curG is the Hilchie index whose value is 3.7 for the Neogene 
Stratigraphy and 2 for old strata. 
After obtaining the rock anisotropy parameters( ε and δ ), we can calculate the acoustic 
wave perpendicular to the bedding plane of the formation by using the inversion method 
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shown in Fig.7 and the well logging data of acoustic wave. Thus, the rock drillability 
anisotropy of the formation can be calculated by equations (46) & (47), and the 
corresponding anisotropic drilling characteristics can be evaluated by equations (8) & (9), as 
shown in figure 9. 
 
 
Fig. 9. The evaluation results of anisotropic drilling characteristics of the formation at the 
Honggouzi conformation in Qinghai oilfield 
6. Conclusion 
The orthotropic formation and the transversely isotropic formation are the typical 
formations encountered frequently in drilling engineering. Based on rock-bit interaction 
model, the two parameter equations have been derived for us to calculate the anisotropic 
drilling characteristics of them as soon as rock drillability anisotropy of the formations is 
evaluated quantificationally by using the oilfield data. 
The correlation between rock drillability anisotropy and acoustic wave anisotropy of the 
formation can be matched to each other by an exponential function which is of the best 
extrapolative performance and relativity. Coefficients in the model are various for different 
formations to be drilled.  
To a certain extent, the research results presented here have shown a new way for us to 
evaluate conveniently rock drillability anisotropy of the formation by using well logging or 
seismic data. Case study shows that this evaluation method is better for applications of rock 
drillability anisotropy of the formation in drilling engineering. 
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correlate all possible failure modes of a gearbox during its useful life. Failures such as 
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feasibility of AE for gear fault diagnosis. In one test, a simulated pit was introduced on the 
pitch line of a gear tooth using an electrical discharge machining (EDM) process. An AE 
sensor and an accelerometer for comparative purposes were employed in both test cases. It 
was important to note that both the accelerometer and AE sensor were placed on the 
gearbox casing, it was observed that the AE amplitude increased with increased rotational 
speed and increased AE activity was observed with increased pitting. In a second test, 
periodically occurring peaks were observed when natural pitting started to appear after half 
an hour of operation. These AE activities increased as the pitting spread over more teeth. 
Singh concluded that AE could provide earlier detection over vibration monitoring for 
pitting of gears, but noted it could not be applicable to extremely high speeds or for 
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unloaded gear conditions. (Singh et al., 1996) Tan offered that AE RMS (Root Mean Square) 
levels from the pinion were linearly correlated to pitting rates; AE showed better sensitivity 
than vibration at higher toque level (220Nm) due to fatigue gear testing using spur gears. 
He made sure that the linear relationship between AE, gearbox running time and pit 
progression implied that the AE technique offers good potential in prognostic capabilities 
for monitoring the health of rotating machines. (Tan et al., 2005, 2007)  
On the other hand, the signal processing method for AE signal was studied using bearing 
and gearbox. In the results of the research (Sheen, 2008, 2010; Yang et al., 2007), the envelope 
analysis was found to be useful to detect fault in rolling element bearing. The fault detection 
frequency of bearing can be presented in the power spectrum. Wavelet transform was used 
for the signal processing method for the gearboxes (Wu et al., 2006, 2009), but wavelet 
transforms can give the different results with the envelope analysis. It can be shown the 
defect frequency, but the efficiency is lower than that of envelope analysis. Thus, the signal 
processing method for AE signal has not been completed until now, and it must be 
developed in the future.  
Therefore, in this paper, a signal processing method for AE signal by envelope analysis with 
discrete wavelet transforms is proposed. For the detection of faults generated by gear 
systems and a cracked rotor using the suggested signal processing, these were installed in 
each test rig system. In gearbox, misalignment was created by a twisted case caused by arc-
welding to fix the base and bearing inner race fault was generated by severe misalignment. 
Through the 15 days test using AE sensor, misalignment was observed and bearing faults 
were also detected in the early fault stage. To identify the sensing ability of the AE, vibration 
signal was acquired through an accelerometer and compared with the AE signal. Also, to 
find the advantage of the proposed signal processing method, it was compared to 
traditional envelope analysis. The detection results of the test were shown by the power 
spectrum and comparison of the harmonics level of the rotating speed. Modal test and 
zooming by a microscope were performed to prove the reason of the other faults. And the 
crack was seeded by wire cutting with 0.5 mm depth. The shaft was coupled with motor 
and non-drive-end was left 6.5 mm by lifting tool. During rotating the shaft, AE signals 
were acquired by AE sensor with 5MHz sampling frequency and 0.5 seconds storing time. 
The AE signals were transformed by FFT to create the power spectrums, and in the 
spectrums several peaks were occurred by the crack growth. Along the growth of the 
crack, the characteristic of the power spectrum was changed and displayed different 
frequencies. 
2. Signal processing method 
Envelope analysis typically refers to the following sequence of procedure: (1) band-pass 
filtering (BPF), (2) wave rectification, (3) Hilbert transform or low-pass filtering (LPF) and 
(4) power spectrum. The purpose of the band-pass filtering is to reject the low-frequency 
high-amplitude signals associated with the ith mechanical vibration components and to 
eliminate random noise outside the pass-band. Theoretically, in HFRT (High Frequency 
Resonance Technique) analysis, the best band-pass range includes the resonance of the 
bearing components. This frequency can be found through impact tests or theoretical 
calculations involving the dimensions and material properties of the bearing. However, it is 
very difficult to predict or specify which resonant modes of neighboring structures will be 
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excited. It will be costly and unrealistic in practice to find the resonant modes through 
experiments on rotating machinery that may also alter under the different operational 
conditions. In addition, it is also difficult to estimate how these resonant modes are affected 
in the assembly of a complete bearing and mounting in a specific housing, even if the 
resonant frequencies of individual bearing elements can be tested or calculated theoretically 
(Misiti et al., 2009). Therefore, most researchers decide on the band-pass range as on option. 
To recover the disadvantage of this option, wavelet analysis is included in the process of 
traditional envelope analysis in this paper. 
Wavelet theory (Burrus et al., 1997) is introduced that is a tool for the analysis of transient, 
non-stationary, or time-varying phenomena. Wavelet analysis is also called wavelet 
transform. There are two kinds of wavelet transform: continuous wavelet transform (CWT) 
and discrete wavelet transform (DWT). CWT is defined as the sum over all time of the signal 
multiplied by scaled, shifted versions of the wavelet function. To use CWT, one signal can 
be decomposed into a series of “small” waves belonging to a wavelet family. The wavelet 
family is composed of scaling functions, ϕ(t) deduced by father wavelet and wavelet 
functions, ψ(t) deduced by mother wavelet. The scaling function can be represented by the 
following mathematical expression: 
( )/2, ( ) 2 2j jj k k t kφ φ= −  
where j represents the scale coefficient and k represents shift coefficient. Scaling a wavelet 
simply means stretching (or compressing) it. Shifting a wavelet simply means delaying (or 
hastening) its onset. Mathematically, delaying a function f(t) by k is represented by f(t + k). 
Similarly, the associated wavelet function can be generated using the same coefficients as 
the scaling function. 
( ) ( )/2,  2  2j jj k t t kψ ψ= −  
The scaling functions are orthogonal to each other as well as the wavelet functions as shown 
in the following equations: 
 
( ) ( )
( ) ( )
2 2 0 for all 
0













Using an iterative method, the scaling function and associated wavelet function can be 
computed if the coefficients j and k are known. 
For many signals, the low-frequency content is the most important part. It is what gives the 
signal its identity. The high-frequency content, on the other hand, imparts flavour or nuance 
that is often useful for singular signal detection. In wavelet analysis, we often speak of 
approximations and details. The approximations are the high-scale, low frequency 
components of the signal. The details are the low-scale, high-frequency components. A 
signal can be decomposed into approximate coefficients aj,k, through the inner product of the 
original signal at scale j and the scaling function. 
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Similarly the detail coefficients dj,k can be obtained through the inner product of the signal 
and the complex conjugate of the wavelet function. 
( ) ( ), ,j k j j kd f t t dtψ
∞
−∞
= ⋅  
However, CWT takes a long time due to calculating the wavelet coefficient at all scales and 
it produces a lot of data. To overcome such a disadvantage, we can choose scales and 
positions based on powers of two – the so-called dyadic scales and positions – then wavelet 
analysis will be much more efficient and just as accurate. Such an analysis is obtained from 
the discrete wavelet transform (DWT). The approximate coefficients and detail coefficients 
decomposed from a discredited signal can be expressed as 
( ) ( ) ( ) ( ) [ ]
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The decomposition coefficients can therefore be determined through convolution and 
implemented by using a filter. The filter, g[k], is a low-pass filter and h[k] is a high-pass filter. 
The decomposition process can be iterated, with successive approximations being 
decomposed in turn, so that one signal is broken down into many lower resolution 
components. This is called the wavelet decomposition tree as shown in Fig. 1. 
 
 
Fig. 1. Wavelet decomposition tree 
DWT has a de-noise function and a filter effect focused on impact signal. To make up the 
weak point of BPF of the envelope analysis, DWT was intercalated on typical envelope 
analysis, between BPF and wave rectification exactly. The signal by DWT will be 
separated to different band widths by decomposition level and adapted to the signal with 
impact. 
For more complicated signals which are expressible as a sum of many sinusoids, a filter can 
be constructed which shifts each sinusoidal component by a quarter cycle. This is called a 
Hilbert transform filter. Let Ht{x} denotes the output at time t of the Hilbert-transform filter 
applied to the signal x. Ideally, this filter has magnitude 1 at all frequencies and introduces a 
phase shift of -π/2 at each positive frequency and +π/2 at each negative frequency. When a 
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real signal x(t) and its Hilbert transform y(t) = Ht{t} are used to form a new complex signal 
z(t)= x(t)+jy(t), the signal z(t) is the (complex) analytic signal corresponding to the real signal 
x(t). In other words, for any real signal x(t), the corresponding analytic signal z(t) = 
x(t)+jHt{x} has the property that all ‘negative frequencies’ of x(t) have been ‘filtered out’ 
(Douglas & Pillay, 2005). Hence, the coefficients of complex term in the corresponding 
analytic signal were used for FFT.  
Fig. 2 shows an analytic signal of the Hilbert transform for envelope analysis. The solid line 
is a time signal and the dash is its envelope curve. A high frequency signal modified by 
wavelet transform is modulated to a low frequency signal with no loss of the fault 
information due to envelope effect. According to that, the fault signals in the low frequency 
region can be detected using the analytic signal. That is an important fact for the proposed 
signal processing method. Therefore, the proposed signal processing method in this paper is 




Fig. 2. Analytic signal (dash) of the envelope effect 
Furthermore, to reduce the noise level in the power spectrum, the spectrum values were 
presented as the mean value of each day. Fig. 3 shows the power spectrums of the two 
different signal processing method. Fig. 3(a) is from envelope analysis, and Fig. 3(b) shows 
the envelope analysis intercalated DWT using Daubechies mother function between BPF 
and wave rectification. In Fig. 3, the DWT has an effect the amplifying sidebands peaks, 
especially about gear mesh frequencies, so the peaks of the harmonics of the rotating speed 
(fr) and gear mesh frequencies (fm) are bigger than another, and we can check up them easily. 
Therefore, in the following result, the power spectrum through envelope analysis with DWT 
will be shown. 
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Fig. 3. The comparison of Power spectrums in Envelope analysis with/without DWT 
3. Gearbox 
3.1 Test-rig 
The test-rig employed for this investigation consists of one identical oil-bath lubricated 
gearbox, 3 HP-motor, rigid coupling, tapper-roller bearing, pinion, gear, control panel and 
break system, as seen Fig. 4. The pinion was made from steel with heat treatment, the 
number of teeth is 70, and diameter is 140 mm. The gear was made from steel, but it was 
produced without any heat treatment process during manufacturing. The number of gear 




Fig. 4. Test-rig 
(a) Envelope analysis
(b) Envelope analysis with DWT
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A simple mechanism that permitted a break of disk-pad type to be rotated relative to each 
other was employed to apply torque to the gear. Contact ratio (Pinion/Gear) of the gears 
was 1.4. The motor used to drive the gearbox was a 3-phase induction motor with a 
maximum running speed of 1800 rpm respectively and was operated for 15 days with 
1500rpm. The torque on the output shaft was 1.2 kN·m while the motor was in operation, 
and other specifications of the gearbox are given as in Table 1. 
 
 Gear Pinion 
No. of teeth 50 70 
Speed of 
shaft 25.01 rev/s 
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3.2 Acquisition system and test procedures 
AE sensors used in this paper are a broadband type with a relative flat response in the range 
frequency from 10 kHz to 1 MHz. They are placed on the right side of the gearbox cases near 
the coupling in the horizontal direction at the same height with the shaft center (Fig. 4).  
AE signals are pre-amplified by 60 dB and the output from the amplifier is collected by a 
commercial data acquisition card with 10 MHz sampling rate during the test. Prior to the 
analog-to-digital converter (ADC), anti-aliasing filter is employed that can be controlled 
DAQ software. And Table 2 is shown the detail specifications of the data acquisition system. 
Before the test, attenuation test on the gearbox components was taken in order to 
understand the characteristics of the test-rig. The gearbox was run for 30 minutes prior to 
acquiring AE data for the unload condition. Based on the sampling rate of 10 MHz, the 
available recording acquisition time was 2 sec. 
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 Gear Pinion 
No. of teeth 50 70 
Speed of 
shaft 25.01 rev/s 
Meshing 
frequency 1250 Hz 1750 Hz 




17 Type Defect Freq. (fd) 
Fault Freq. 
(fd X fr) 
Diameter of 













inner race 30 mm 
BPFO : ball pass frequency of outer race 
BPFI : ball pass frequency of inner race 
FTF : fundamental train frequency 
BSF : ball spin frequency 
Table 1. Specification of gearbox and bearing 
3.2 Acquisition system and test procedures 
AE sensors used in this paper are a broadband type with a relative flat response in the range 
frequency from 10 kHz to 1 MHz. They are placed on the right side of the gearbox cases near 
the coupling in the horizontal direction at the same height with the shaft center (Fig. 4).  
AE signals are pre-amplified by 60 dB and the output from the amplifier is collected by a 
commercial data acquisition card with 10 MHz sampling rate during the test. Prior to the 
analog-to-digital converter (ADC), anti-aliasing filter is employed that can be controlled 
DAQ software. And Table 2 is shown the detail specifications of the data acquisition system. 
Before the test, attenuation test on the gearbox components was taken in order to 
understand the characteristics of the test-rig. The gearbox was run for 30 minutes prior to 
acquiring AE data for the unload condition. Based on the sampling rate of 10 MHz, the 
available recording acquisition time was 2 sec. 
  







18-bit A/D conversion 
10M samples/s rate 




Peak sensitivity [V/µbar] : -62 dB 
Operating frequency range : 100-1,000 kHz 
Resonant freq. [V/ µbar] : 650 kHz 
Directionality : ±1.5 dB 
Preamplifier 
Gain 
Wide dynamic range < 90 dB 
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Table 2. Specifications of data acquisition system 
3.3 Experiment result and discussion 
In general, the misaligned gear which almost always excites higher order fm harmonics is 
shown as in Fig. 5. Often, only small amplitudes will be at the fundamental fm, but much 
higher levels will be at 2 fm and/or 3 fm. The sideband spacing about fm might be 2 fr or even 
3 fr when gear misalignment problems are involved. When significant tooth wear occurs, not 
only will sidebands appear about fm, but also about the gear natural frequencies. In the case 
of those around fm, the amplitude of the sidebands themselves is a better indicator for wear 
than the amplitude of fm.  
 
 
Fig. 5. Spectrum indicating misalignment of gear 
As for significant gear eccentricity and/or backlash, these problems display the following 
characteristics:  
- Both eccentricity and backlash excite the gear natural frequencies as well as fm. They 
also may generate a number of sidebands about both the natural and gear mesh 
frequencies.  
- If a gear is eccentric; it will modulate the natural frequency and gear mesh frequencies, 
both of which will be sidebanded around the fr of the eccentric gear. An eccentric gear 
can generate significant forces, stresses and vibration if it is forced to bottom out with 
the meshing gears. (James & Bery, 1994)  
In the results of the envelop analysis with DWT, the high harmonics of fm occurred by strong 
wearing phenomena caused by misaligned teeth. In the power spectrum (Fig. 6), 25Hz (fr) 
and its harmonics are generated and 11.32Hz was the ball pass frequency of inner race (BPFI 
[fd]). In Fig. 6(c) and (d), the center dash line is shown for fm and 2 fm, and their side lines are 
the sidebands with difference 25Hz (fr). 
 




Fig. 6. Power spectrum of the second day 
 
 
Fig. 7. Peak level trend among days 
 
 
Fig. 8. Gear tooth weaned by misalignment 
(a) Harmonics of fr (b) Harmonics of fm 
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(a) Harmonics of fr (b) Harmonics of fm 
  




Fig. 9. Modal test result 
In condition monitoring for general rotating machinery, the harmonics (2 fr, 3 fr, 4 fr …) of fr are 
occurred higher than fr when the misalignment was happened. According to the phenomena 
of misalignment as shown in Fig.5, high level harmonics of fr were generated such as in Fig. 
6(b), and 2 fr was always bigger than fr as shown in Fig. 7(a). The level of 2 fm from second to 
thirteenth day was higher than or similar to fr as shown in Fig. 7(b). Thus, it is easily catching 
up to the misalignment that occurred in this test rig. However, it might be that faults of this 
system are not only misalignment but also resonance trouble, looseness, bearing fault, etc.  
Wearing effect by misalignment pollutes the lubrication oil. In Fig. 8, it could be found by 
the worn teeth and the spots near the pieces of gear teeth. The dripped pieces from the 
unloading surface raised the wearing effect on the loading surface, and then the gap 
between gear and pinion was increased. In addition, we could know that the impact marks 
on the unloading surface (Fig. 8(b)) were generated by misalignment; the impacting force 
was strong in the initial condition. In this way, the gear teeth were seriously damaged as in 
Fi g. 8. In Fig. 6(c) and (d), the sidebands are created on wide-spread frequency range near fm 
and 2 fm. That is similar to a state excited by impact force. To confirm the natural frequencies 
of the test-rig, modal test was fulfilled. The result of the modal test as in Fig. 9 show that fm 
and 2fm exist on the exiting frequency range. On the other hand, partial frequency bands 
close to fm and 2 fm were excited by the impact force, but it is not an exact natural frequency 
because the phase did not shift enough. Therefore, the peaks near fm and 2 fm were amplified 
and have many sidebands of fr and 11.32Hz (BPFI [fd]). Therefore, it is considered that 
excessive backlash occurred. Moreover, Fig. 10(a) shows the zooming power spectrum of 
Fig. 6(a) focused on fr harmonics. We could clearly know that if the sidebands were caused 
by BPFI [fd], then the inner race had some kind of fault. To find out the fault, the surface of 
the bearing inner race was carried out and viewed by a microscope with 100X zoom as 
shown in Fig. 11. Small spots were found on the surface, and small cracks were found out on 
(a) Phase 
(b) Frequency response function 
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the spots. However, this trouble was not seeded and existed from the initial condition. Thus, 
it is as assumed that the problem happened in assembly and/or was caused by 
misalignment.  
 
(a) Power spectrum of the AE signal using envelope analysis with DWT(suggested) 
(b) Power spectrum of the AE signal using traditional envelope analysis 
(c) Power spectrum of the signal from accelerometer 
 
 
Fig. 10. Sidebands BPFI in the first day power spectrum 
To identify the sensing ability of the AE, vibration signal was acquired through 
accelerometer and compared with the AE signal. Also, to find the advantage of the proposed 
signal processing method, it was compared to traditional envelope analysis.  
The power spectrum of the AE signal using traditional envelope analysis is shown in Fig. 
10(b), and the power spectrum using the vibration signal by accelerometer is displayed on 
Fig. 10(c). The vibration signal was treated by the same method with AE signal. The 
harmonics of fr are generated, and 2 fr for detecting the misalignment is created and can be 
found in all spectrums (Fig. 10) but the power spectrum of the AE signal, Fig. 10(a) and (b), 
can explicitly display the defect frequencies as compared to the accelerometer signal (Fig. 
10(c)). For example, in Fig. 10(c), the sidebands of BPFI are not easily found because of the 
higher level of noise in the low frequency range below fr than in the AE signal with or 
without DWT. 
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Fig. 11. Zooming of the inner race surface of the fault bearing 
 
Frequency [Hz] Traditional Method Proposed method 
13.709 1X-BPFI 0.2146 0.2459 
25.034 1X 0.8727 0.9525 
36.360 1X+BPFI 0.1936 0.3196 
38.750 2X- BPFI 0.0952 0.1435 
50.070 2X 1.0000 1.0000 
61.393 2X+ BPFI 0.1277 0.2470 
63.181 3X- BPFI 0.0970 0.1560 
75.102 3X 0.3044 0.5465 
86.427 3X+ BPFI 0.1699 0.2352 
99.540 4X 0.4269 0.4616 
110.866 4X+ BPFI 0.1062 0.1675 
124.574 5X 0.2312 0.3253 
135.899 5X+ BPFI 0.0714 0.1443 
Table 3. Ratio of peaks versus the maximum peak in respective spectrum 
According to the above results, we can understand that the AE signal can detect the fault 
more easily than accelerometers and can be used in the condition monitoring system for 
early detection fault. Moreover, as shown in Table 3 which is the ratio of peaks versus the 
maximum peak in the respective spectrum, the peak levels of the harmonics of fr and 
sidebands caused by BPFI are highly generated in the proposed signal processing method 
(Fig. 10(a)) than the traditional method. This can lead good feature values to evaluate the 
condition of the machinery. Therefore, the power spectrum of the proposed envelope 
analysis using AE signal can be shown the clean result with harmonics and sidebands and is 
a better technique for condition monitoring system. 
4. Cracked rotor 
4.1 Experiment system 
Test rig consisted of a motor, a flexible coupling, rolling element bearings (NSK6200), three 
steel bearing housings, a lifting tool and a cracked shaft. The transverse crack was seeded by 
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wire-cutting with 0.5 mm depth on the shaft made from SM45C. As shown in Fig. 12, the 
crack was positioned at 5mm near to the second drive-end bearing, and the non-driven end 
of the shaft was left 6.5 mm with bearing housing by the lifting tool. 
AE signal was acquired by an AE sensor and transferred to amplifier, analog-filter, DAQ 
board and HDD of a desktop. AE sensor is a wideband type with a relative flat response 
in the range frequency range from 100 kHz to 1 MHz. AE signals were pre-amplified with 
60 dB and the output from the amplifier was collected by a commercial data acquisition 
card with 5 MHz sampling rate during the test. The signals were stored 0.5sec by every 




Fig. 12. Experiment system 
4.2 Test result and discussion 
The operating speed was 600rpm, and the initial radial load for 160N was employed. The 
radial load was a variable parameter because it was applied by keeping the lifting distance 
with 6.5mm of the non-drive end of the shaft, and the test terminated on a fracture of the 
shaft. Fig. 13 shows the observations of continuous feature values as mean value, RMS, peak 
value and entropy estimation. In information theory, uncertainty can be measured by 
entropy. The entropy of a distribution is the amount of a randomness of that distribution. 
Entropy estimation is two stage processes; first a histogram is estimated and thereafter the 
entropy is calculated. Here, we estimate the entropy of AE signal with using unbiased 
estimated approach. Fig. 13(a), relatively high level of AE activity was noted from 18 
minutes, and it was increased until 60 minutes. But in RMS, Peak and Entropy estimation, 
the levels were kept to 18minutes beside a peak in around 9 minutes, since that these were 
continuously decreased to 70 minutes and were increased with hunting with several minute 
intervals until the fracture. 
Interestingly observations of the AE waveform, sampled at 5 MHz showed changing 
characteristics as a function of time. Fig. 14 shows a contour map of the peaks level of each 
frequency with time. Rotating speed (9.5Hz) and 3rd harmonic of rotating speed (28.6Hz, 
3X) dominated while the test as shown in Fig. 14(b). It is normally known that 3X is caused 
by misalignment of the bearings created by the loading system for this test (Hatch & Bently, 
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crack was positioned at 5mm near to the second drive-end bearing, and the non-driven end 
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value and entropy estimation. In information theory, uncertainty can be measured by 
entropy. The entropy of a distribution is the amount of a randomness of that distribution. 
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entropy is calculated. Here, we estimate the entropy of AE signal with using unbiased 
estimated approach. Fig. 13(a), relatively high level of AE activity was noted from 18 
minutes, and it was increased until 60 minutes. But in RMS, Peak and Entropy estimation, 
the levels were kept to 18minutes beside a peak in around 9 minutes, since that these were 
continuously decreased to 70 minutes and were increased with hunting with several minute 
intervals until the fracture. 
Interestingly observations of the AE waveform, sampled at 5 MHz showed changing 
characteristics as a function of time. Fig. 14 shows a contour map of the peaks level of each 
frequency with time. Rotating speed (9.5Hz) and 3rd harmonic of rotating speed (28.6Hz, 
3X) dominated while the test as shown in Fig. 14(b). It is normally known that 3X is caused 
by misalignment of the bearings created by the loading system for this test (Hatch & Bently, 
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2002). However, the harmonic component (3X) was kept the level in the wavelet level 6(Fig. 
14(b)), but it was increased from 30 minutes in the wavelet level 4(Fig. 14(a)). Additionally, 
1X started increasing earlier than 3X as shown in Fig. 14(a).  
 

























(a) Mean value [μVⅩ10-4]                 (b) RMS value [μV] 


























 (c) Peak value [μV]    (d) Entropy estimation value 
Fig. 13. Shaft test results; run-to-failure 
31Hz and 62Hz that were the harmonics of the fundamental train frequency (FTF or cage 
noise) of the bearing were continuously occurred. Cage noise can be generated in any type 
of bearing and the magnitude of it is usually not very high. Characteristics of this noise 
include: (1) it occurs with pressed steel cages, machined cages and plastic cages. (2) It occurs 
with grease and oil lubrication. (3) It tends to occur if a moment load is applied to the outer 
ring of a bearing. (4) It tends to occur more often with greater radial clearance. In Fig. 14, 
62Hz was continuously detected; 31Hz was detected with 3X. In a general bearing system, 
the amplitude of the bearing fault frequency is depended on the load grade and is increased 
along the growing load grade. However, 31Hz of the case noise of this test was not followed 
the load scale because loading force for this test was decreased with the crack growth. So, it 
was shown that 31Hz was related with the crack growth. 
According to this result, we could know that the reason of 3X (28.6Hz) was the moment load 
by the loading system; 31Hz was connected with the crack growth. Therefore, the peak 
levels around 3X and 31Hz was excited by the two frequencies and was increased with the 
crack growth. 
To clear more the characteristic of the crack growth, in addition, PAC energy value was 
observed. In acoustic emission technology, PAC-Energy is a 2-byte parameter derived from 
the integral of the rectified voltage signal over the duration of the AE hit (or waveform), 
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hence the voltage-time units (μV2∙sec). So, PAC energy value was determined by an 
integral of the square sum total of the transferred time signal in each wavelet level. Fig. 15 
shown the energy level of every wavelet levels along time, and its value was transferred to 
logarithmic value because of too low resolution in linear scale.  
Fig. 15 shows the energy trend of wavelet level 1 to 8. Many peaks were created while the 
test in wavelet level 1(Fig. 15(a)), a high peak was created around 9 minutes existed in 
wavelet level 1 to 4. Wavelet level 2, 4, 5 and 6 shows a similar trend after 10minutes. The 
energy level was slowly increased with time until about 30 minutes, and then it was 
increased fast until 35 minutes (additionally, it was considered that this increasing was 
related with the growth of the 3X and 31Hz in Fig. 14(a)), after that it was decreased a little for 
10 minutes. And it was hunted with every several minutes about 4 minutes until close fracture. 
In this trend, we had considered of two phenomena, the high peak and the period hunting. 
We could mind that the high peak was related with initial crack growth. Because it was 
shown as follows,  
- The increasing ratio of the energy was changed after it was happened. 
- The mean value was began fast change (Fig. 13(a)). 
- Generated in high frequency range (Fig. 15(a) ~ (d)). 
The period hunting was clearly occurred and displayed in wavelet level 2, 4 ~ 8. It was 
considered that it could indicate a state of the final stage of the fracture in the rotating shaft 
because of follows, 
- It had a period about 4 minutes. 
- It was displayed in lower frequency range than the high peak (Fig. 15(e) ~ (h)). 
- Its level was increased along near to the fracture. 
 
 
(a) Wavelet level 4 
 
(b) Wavelet level 6 
Fig. 14. Peak level trend by frequency 
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2002). However, the harmonic component (3X) was kept the level in the wavelet level 6(Fig. 
14(b)), but it was increased from 30 minutes in the wavelet level 4(Fig. 14(a)). Additionally, 
1X started increasing earlier than 3X as shown in Fig. 14(a).  
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(a) Wavelet level 4 
 
(b) Wavelet level 6 
Fig. 14. Peak level trend by frequency 
  




















Energy Trend Curve, Level = 1
 

















Energy Trend Curve, Level = 2
 
(a) Level 1                                                              (b) Level 2 
 
















Energy Trend Curve, Level = 3















Energy Trend Curve, Level = 4
 
(c) Level 3                                                              (d) Level 4 
 

















Energy Trend Curve, Level = 5


















Energy Trend Curve, Level = 6
 
(e) Level 5                                                           (f) Level 6 
 

















Energy Trend Curve, Level = 7

















Energy Trend Curve, Level = 8
 
(g) Level 7                                                           (h) Level 8 
 
Fig. 15. PAC energy trend of each wavelet level 
 




Fig. 16. PAC-Energy level of total wavelet level 
To compare absolutely the energy of each wavelet level, all of PAC energy was displayed on 
a 3D graph with time and wavelet levels as shown in Fig. 16. In wavelet level 5, after 
approximately 30 minutes, a large transient rise in PAC energy level was observed and this 
AE activity gradually observed frequently after 60 minutes until the shaft was fractured. In 
addition, a peak created at 9 minutes was indicated. In here, we could consider that the 
frequency range of wavelet level 5 could be shown a good relationship between the PAC 
energy and the crack growth of the middle and final stage. Even so, the trend of the wavelet 
level 7 and 8 was not clearly connected with the others because the frequency range of 
wavelet level 7 and 8 was lower than the useful frequency range (100kHz to 1MHz) of AE 
sensor for this research.  
Therefore, the AE signal caused by the crack growth was generated on the whole ultra-
sound frequency range; the initial crack could be detected using the PAC energy on wavelet 
level 1 to 4. In addition, it could be presented on wavelet level 5 until the fracture of the 
shaft. In the frequency domain, it was shown that the harmonic components of the rotating 
speed and bearing cage frequency were excited by the crack growth, especially on the 3X 
(28.6Hz) and 31Hz. 
5. Conclusion 
In this paper, a signal processing method for AE signal by envelope analysis with discrete 
wavelet transforms is proposed. For the detection of faults generated from a gear system 
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5. Conclusion 
In this paper, a signal processing method for AE signal by envelope analysis with discrete 
wavelet transforms is proposed. For the detection of faults generated from a gear system 
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using the suggested signal processing, a gearbox was installed in the test rig system. 
Misalignment was created by twisted case caused by arc-welding to fix the base and bearing 
inner race fault is generated by severe misalignment. To identify the sensing ability of the 
AE, vibration signal was acquired through accelerometer and compared to the AE signal. 
Also, to find the advantage of the proposed signal processing method, it was compared with 
traditional envelope analysis. 
According to the experiment result, AE sensor can detect the fault earlier than an 
accelerometer because of high sensitivity and in the power spectrum, the harmonics of the 
rotating speed and the gear mesh frequency clearly occurred. Misalignment was observed 
and bearing faults were also detected in the early fault stage. The proposed envelope 
analysis is worked to evaluate the faults and indicated the faults frequencies, rotating speed, 
sideband of BPFI, gear mesh frequency and harmonics, explicitly. 
For the detection of the crack growth on the shaft, a cracked shaft was installed on the test 
rig, and the crack was seeded by wire-cutting with 0.5 mm depth. The cracked shaft was 
lifted 6.5 mm by the lifting tool. The AE signals were transformed by FFT to create the 
power spectrums, and in the spectrums several peaks were occurred by the crack growth. 
Along the growth of the crack, the characteristic of the power spectrum was changed and 
displayed different frequencies. 
In the power spectrum, it was shown that the harmonic components of the rotating speed 
and bearing cage frequency were excited by the crack growth as shown in the Fig. 6, 
especially on the 3X (28.6Hz) and 31Hz. And the AE signal caused by the crack growth is 
generated on the whole ultrasonic frequency range; the initial crack could be detected using 
the PAC-Energy on wavelet level 1 to 4, and after that, it could be presented on wavelet 
level 5 until the fracture of the shaft. Therefore, in this paper, it could be shown that the 
crack growth in rotating machinery is able to be considered and to be detected; in addition, 
PAE-Energy can be used to detect the early detection of the crack. 
Therefore, the proposed signal processing method that is the envelope analysis intercalated 
DWT using Daubechies mother function between BPF and wave rectification can be shown 
to provide better result than traditional envelope analysis. 
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1. Introduction 
Photoacoustic imaging is a non-destructive method to obtain information about the 
distribution of optically absorbing structures inside a semitransparent medium. It is based 
on thermoelastic generation of ultrasonic waves by the absorption of a short laser pulse 
inside the sample. From the ultrasonic waves measured outside the object, the interior 
distribution of absorbed energy is reconstructed. The ultrasonic waves, which transport 
information from the interior to the surface of the sample, are scattered or absorbed to a 
certain extent by dissipative processes. The scope of this work is to quantify the information 
loss which is equal to the entropy production during these dissipative processes and thereby 
to give a principle limit for the spatial resolution which can be gained in photoacoustic 
imaging. This theoretical limit is compared to experimental data. In this book chapter state-
of-the-art methods for modeling ultrasonic wave propagation in the case of attenuating 
media are described. From these models strategies for compensating ultrasound attenuation 
are derived which may be combined with well-known reconstruction algorithms from the 
non-attenuating case for photoacoustic imaging.  
Section 2 gives a short description of photoacoustic imaging, especially photoacoustic 
tomography, and the available image reconstruction algorithms to reconstruct the interior 
structure from the detected ultrasound signal at the sample surface. Beside small point-like 
detectors also large detectors, so called integrating detectors are used for photoacoustic 
tomography. The latter ones require different image reconstruction algorithms. Spatial 
resolution is an essential issue for any imaging method. Therefore we describe the 
influencing factors of the resolution in photoacoustic tomography. 
Section 3 is dedicated to acoustic attenuation. The spatial resolution in photoacoustic 
imaging is limited by the acoustic bandwidth. To resolve small objects shorter wavelengths 
with higher frequencies are necessary. For such high frequencies, however, the acoustic 
attenuation increases. This effect is usually ignored in photoacoustic image reconstruction 
but as small objects or structures generate high frequency components it limits the 
minimum detectable size, hence the resolution. Several models for acoustic attenuation, 
especially used for ultrasound propagation in biological tissue, are compared with 
experimental data.  
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minimum detectable size, hence the resolution. Several models for acoustic attenuation, 
especially used for ultrasound propagation in biological tissue, are compared with 
experimental data.  
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Section 4 describes two different attempts to compensate this acoustic attenuation: either to 
include the compensation directly in the image reconstruction, e. g. in a modified time 
reversal method, or to calculate first the acoustic signal without attenuation from the 
measured attenuated signal and then perform the conventional photoacoustic image 
reconstruction. As any compensation of acoustic attenuation is mathematically an ill-posed 
problem both methods need regularization to prevent small measurement fluctuations from 
growing infinitely high in the reconstructed image. The possible degree of compensation 
depends on the size of these fluctuations. On the other hand acoustic attenuation is a 
dissipative process that causes entropy production equal to a loss of information, which 
cannot be compensated by any compensation algorithm. Therefore one can use the entropy 
production caused by acoustic attenuation to determine the minimal fluctuations in the 
measurement data, which turn out to be equal to thermal fluctuations. In statistical physics 
this fact is well known as the fluctuation-dissipation theorem, but the information 
theoretical background as a starting point to derive this theorem was not mentioned before 
in the literature. 
Section 5 uses stochastic processes to understand theoretically how information can be lost 
and its connection to entropy production. Therefore, the measured pressure signal is treated 
as a random variable with a certain mean value as a function of time and certain fluctuations 
around that value. First for the simple model of a damped harmonic oscillator, it is shown 
how information is lost during a dissipative process and to what extent we can reconstruct 
the original information after some time. Then attenuated acoustic waves can be treated in a 
similar way: the spatial Fourier transform of the pressure wave can be described by a similar 
stochastic process as the damped harmonic oscillator – only in a higher dimension. Each 
wave vector is represented by a damped oscillator of different frequency. 
Thinking about acoustic attenuation as a stochastic process helps to understand how 
entropy production and loss of information “work” on a microscopic scale. Beside a better 
theoretical insight the stochastic view on the acoustic wave answers a very important 
question: which is the best compensation method and the corresponding practicable spatial 
resolution in photoacoustic imaging? This question can be answered without taking 
fluctuations on a microscopic scale into account: the entropy production, which can be 
calculated from macroscopic mean values, is set equal to the information loss. 
2. Photoacoustic imaging 
In 1880, Alexander Graham Bell discovered that pulsed light striking a solid substrate can 
produce a sound wave, a phenomenon called the photoacoustic effect (Bell, 1880). Practical 
imaging methods based on this effect have been developed and reported the last decade (Xu & 
Wang, 2006). Today, photoacoustic imaging, which is also referred to as optoacoustic imaging 
or, when using microwaves instead of light for excitation, as thermoacoustic imaging, is 
attracting intense interest for cross-sectional or three-dimensional imaging in biomedicine. 
In photoacoustic imaging, short laser pulses are fired at a sample and the absorbed energy 
causes local heating (Fig. 1). This heating causes thermoelastic expansion and thereby 
generation of broadband elastic pressure waves (ultrasound) which can be detected outside 
the sample, for example by a piezoelectric device or by an optical detector. Two methods are 
used for photoacoustic imaging: photoacoustic microscopy uses focused ultrasonic detectors 
and the sample is imaged by scanning the focus through the sample. In photoacoustic 
tomography (PAT) an unfocused detector is used which detects the pressure from the 
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ultrasound wave arriving from all different locations of the source. A map or “image” of the 
photo-generated pressure distribution in the sample can be made by collecting the 
ultrasound at many different locations and processing it using a suitable algorithm e.g. by a 
filtered backprojection algorithm or by a time reversal algorithm.  
Only if the pulse is short enough, thermal expansion causes a pressure rise proportional to 
the locally absorbed energy density. Short enough means that the pressure wave does not 
“run out” of the smallest structure which should be resolved in the photoacoustic image 
during the pulse time. This so called “stress confinement” is therefore fulfilled if the sound 
velocity multiplied by the pulse time of the laser is small compared to the spatial resolution 
one wants to achieve in imaging. Another constraint is the “thermal confinement” which is 
fulfilled if the heat induced in a structure by the absorbed laser pulse does not diffuse out of 
this structure during the time of the laser pulse. As heat diffusion is usually slower than the 
propagation of sound the thermal confinement is fulfilled if stress confinement is fulfilled. 
 
 
Fig. 1. Photoacoustic Imaging – the spatial resolution is determined by excitation, 
propagation, and detection of the acoustic wave. (a) Thermoelastic generation of acoustic 
wave by laser light (arrows indicate scattered photons): excited pressure is proportional to 
the absorbed optical energy density, if laser pulse is short enough to satisfy thermal and 
stress confinement. (b) Propagation of ultrasonic wave to sample surface: frequency 
dependent acoustic attenuation causes entropy production and therefore a loss of 
information. (c) Detection of ultrasonic wave: bandwidth and size of detector limits spatial 
resolution 
Any photons, either unscattered or scattered (see arrows in Fig. 1), contribute to the 
absorbed energy as long as the photon excitation is relaxed thermally. Therefore PAT 
visualizes the product of the optical absorption distribution and the local light fluence. 
Using a Nd:YAG laser and an optical parametric oscillator (OPO) light pulses from the 
infrared to the visible regime can be selected with a repetition rate from 10 Hz up to 100 Hz. 
Some high speed PAT systems can even go up to 1000 Hz. The pulse duration in the 
nanosecond range enables a theoretical resolution of several microns in tissue (sound 
velocity similar to water at approx. 1500 m/s). For biomedical applications the light energy 
should not exceed 20 mJ/cm2 in the visible spectral range and 100 mJ/cm2 in the near 
infrared light. 
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If acoustic attenuation and shear waves (in liquid and soft tissue) are neglected, the acoustic 
pressure p as a function of time and space obeys the equation 
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where Δ  is the three-dimensional Laplace operator, c  the sound velocity, β  the thermal 
expansion coefficient, pC the specific heat capacity and ( , )H tr  the deposited energy per 
time and volume (“heating function”) caused by the absorption of the electromagnetic 
radiation in the sample.  
For short electromagnetic pulses ( , ) ( ) ( )H t A tδ= ⋅r r , where ( )A r  is the energy density of the 
absorbed electromagnetic radiation and ( )tδ  the Dirac delta function. Then the acoustic 
pressure ( , )p tr  solves the homogeneous scalar wave equation with the initial conditions 
( ) ( ) ( )20,0 ( ) pp p c C A Aβ= = ⋅ ≡ Γ ⋅r r r r  and / ( ,0) 0t p∂ ∂ =r . The initial pressure 0p  at time 
0t =  is therefore directly proportional to the absorbed energy density A  with the 
dimensionless constant  Γ , the Grüneisen coefficient.  
As shown in Fig. 1 (c) bandwidth and size of the detectors for collecting the ultrasound 
signals are important for the resolution of this imaging modality. A photoacoustically 
generated ultrasound signal is a broadband signal and contains frequencies in the range 
from kilohertz up to a few megahertz. Conventional point like piezo elements such as 
known from arrays for medical ultrasonic imaging have their maximum sensitivity close to 
their center frequency and can detect frequencies only within a certain bandwidth around 
this frequency. Therefore high frequencies are not detected which correspond to small 
structures and are necessary for image reconstruction with a high spatial resolution. Other 
approaches are necessary for high resolution photoacoustic imaging. A hydrophone could 
be one solution (Wang, 2008), or the utilization of optical point like detection as 
demonstrated e.g. by (Zhang et al., 2009) or (Berer et al., 2010).  
Point like detectors show a limit in achievable resolution by their size. The smaller the point 
detector the better is the spatial resolution. Unfortunately thermal and other fluctuations 
increase for a smaller detector, which results in a reduction of resolution. A totally different 
approach is the use of so called integrating detectors which are at least in one dimension 
larger than the object. This way the drawback of finite dimensions of point like detectors can 
be overcome. Such an integrating detector for photoacoustic imaging was introduced by 
(Haltmeier et al, 2004). They showed the mathematical proof of integrating area and line 
detectors and introduced new reconstruction methods which are necessary when using such 
a detector. First measurements using an integrating detector were shown by (Burgholzer et 
al., 2005). The first integrating detector was an area detector which was bigger than the 
object in two dimensions. For sufficient data for 3D image reconstruction the area detector 
had to be scanned around the object tangential to the surface of a sphere. This detector 
movement is difficult to realize. Hence the idea of the integrating line detector was 
developed. A fragmentation of the area detector into an array of line detectors results in an 
easier setup with only one rotation axis for the object and a linear motion of the integrating 
line detector (Fig. 2).  
An integrating line detector is a line which has at least a length 8 * D  , where D  is the 
diameter of a circle enclosing the sample and tangentially touching the line detector 
(Haltmeier et al., 2004). The line detector integrates the pressure along the line on a 
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cylindrical surface with the radius c t⋅  where c  is the speed of sound in the medium and t  
the time. Thus, integrating line detectors arranged in an array around the sample, e.g. in a 
circle, measure projection images of the object in a first measurement and reconstruction 
step. By rotating the sample and measuring such projection images from different angles it 
is possible to reconstruct a 3D image (Fig. 2). Three dimensional image reconstruction from 
a set of projection images requires only the application of the inverse Radon transform. 
Therefore 3D imaging using integrating line detectors is not computationally intensive 
compared with other algorithms which reconstruct a 3D image from a set of signals 
acquired from point like detectors. 
 
 
Fig. 2. Line detectors around a sample rotated on one axis. Either one line detector is 
scanning around the object or a detector array is used 
Since the first measurement results from (Burgholzer et al, 2005) the integrating line detector 
was further improved in sensitivity and spatial resolution. Several types of such line 
detectors were implemented. One premature approach was a line made of PVDF (piezo foil) 
which provides high sensitivity but with the drawback of directivity. The next consequential 
step was an optical line detector realized by an interferometer. A laser beam that is part of 
an interferometer measures variations of the refractive index induced by the acoustic 
pressure (elasto-optic effect) (Paltauf et al., 2006). Optical detectors offer a broadband 
characteristic and due to the circular shape of a laser beam or light guiding fiber there is no 
such directivity like when using a film of piezo foil. Two main approaches can be 
distinguished: free-beam implementations and the use of fiber-based interferometers. 
Independent of the realization different types of the interferometer can be used, e.g. a Mach-
Zehnder or a Fabry-Perot interferometer which is in general more sensitive than the first one.  
(Paltauf et al., 2006) presented measurements using a free-beam Mach-Zehnder 
interferometer. They used a focused laser beam as line detector. When placing the object 
next to the beam waist of the focused laser beam the best spatial resolution due to the 
smallest beam diameter could be achieved (Paltauf et al., 2008).  
(Grün et al, 2010) implemented fiber-based line detectors. The advantages of fiber-based line 
detectors are the easy handling and the small and constant beam diameter in the fiber. A 
small diameter of the laser beam is necessary for a good spatial resolution. The smaller the 
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diameter of the detecting part the better is the spatial resolution. A typical single mode fiber 
for near infrared has a core diameter of 9 microns; single mode fibers for the visible range of 
detection wavelength have typically about 6 microns. Due to the constant diameter along 
the whole line detector this type of integrating line detector is dedicated for the imaging of 
big samples. After first implementations of a Mach-Zehnder and a Fabry-Perot 
interferometer in glass fibers now polymer fibers are used. Due to the much better 
impedance matching of polymer fibers to the surrounding water, their sensitivity is higher 
than for glass fibers, where approximately 2/3 of the incoming signal is reflected before 
reaching the core (Grün et al., 2010). Furthermore the Young’s modulus is much lower in 
polymer fibers than in glass fibers for which reason the deformation of a polymer fiber is 
bigger than of a glass fiber applying the same pressure wave. As the strain optic coefficients 
are in the same order, this results in an enhanced change of refractive index and thus to 
higher signal amplitudes in the polymer fiber (Kiesel et al., 2007). 
(Nuster et al, 2009) did a comparison of the different implementations of an integrating line 
detector. At this stage of development the free-beam Mach-Zehnder interferometer was the 
most sensitive integrating line detector. But these measurements showed some new 
approaches how the fiber-based line detector could be made more sensitive, e.g. by building 
up a Fabry-Perot interferometer in a single mode polymer fiber.  
The next step after developing a sensitive line detector, no matter of which approach is the 
most sensitive one, is the creation of an array of many integrating line detectors, e.g. 200 
detectors arranged in a curve around the sample. This way one could acquire all data for a 
projection image within one excitation pulse of the laser.     
3. Acoustic attenuation 
The imaging resolution in photoacoustic imaging is limited by the acoustic bandwidth and 
therefore by the laser pulse duration as mentioned above, but also by the attenuation of the 
acoustic wave on its way to the sample surface, and finally by the bandwidth and size of the 
ultrasonic transducer. The acoustic attenuation can be substantial for high frequencies. This 
effect is usually ignored in reconstruction algorithms but can have a strong impact on the 
resolution of small objects or structures within objects. Stokes could already show in 1845 
that for liquids with low viscosity, such as water, the acoustical absorption increases by the 
square of the frequency (Stokes, 1845). If we do not take acoustic attenuation for 
photoacoustic image reconstruction into account, especially small structures (corresponding 
to shorter wavelengths and therefore higher frequencies) appear blurred (La Riviere et al., 
2006). To what extent this blurring can be compensated by regularization methods (as 
performed by (La Riviere et al., 2006)) and how much information is lost due the 
irreversibility of attenuation is investigated in this chapter.  
For thin layers (1D), small cylinders (2D), and small spherical inclusions (3D) the effect of 
attenuation is simulated and experimental results for several types of tissue are given. For 
photoacoustic tomography a new description of attenuation seems to be useful: like for a 
standing wave in a resonator the wave number is real but the frequency is complex. The 
complex part of the frequency is the damping in time. The resulting pressure wave as the 
solution of the wave equation is of course the same as by decomposing into plane waves 
with complex wave number. But with the complex frequency description acoustic attenuation 
can be included in all “k-space” methods well known in photoacoustic tomography just by 
introducing a factor describing the exponential decay in time (Roitner & Burgholzer, 2011). 
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Acoustic attenuation is an irreversible process and therefore the wave equation is not 
invariant to time reversal. Several important reasons for acoustic attenuation have been 
reported: viscosity, heat conduction, relaxation processes and chemical reactions. Stokes 
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under the assumption of adiabatic conditions (thus neglecting the loss due to heat 
conduction) (Stokes, 1845). This equation can also be found in (Shutilov, 1988) and can 
generally be derived from a relaxation behavior of pressure and density (Royer & 
Dieulesaint, 2000), where the density change follows the pressure change after a relaxation 
time τ . If τ  is further expressed in terms of viscosity and specific heat, this equation is also 
known as the thermoviscous equation. Eq. (2) describes acoustic attenuation which is 
approximately proportional to the square of the frequency. Other wave equations can 
describe a more general power law frequency dependence of the attenuation of the form 
0( )
yα ω α ω= ⋅ (0 < y < 3). (Szabo, 1994) has suggested adding the loss term ( ) ( ),L t p t∗ r  to 
the wave equation in order to account for such attenuation behavior: 
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Other models for acoustic wave propagation in acoustic media have been proposed also by 
(Nachman et al., 1990) and (Treeby & Cox, 2010).  
Measurement and simulation of broadband acoustic attenuation: 
 
 
Fig. 3. Experimental set-up to measure broadband high frequency acoustic attenuation in 
tissue with ultrasound generated by short laser pulses (a) and by piezoelectric transducers 
(b). In both cases a piezoelectric transducer receives the ultrasonic signals 
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tissue with ultrasound generated by short laser pulses (a) and by piezoelectric transducers 
(b). In both cases a piezoelectric transducer receives the ultrasonic signals 
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Fig. 3 shows the set up to determine frequency dependent acoustic attenuation in tissue by a 
single transmission experiment. High frequency ultrasonic pulses are either generated by a 
pulse laser (pulse duration 6 ns) heating up the surface of a silicon wafer (Fig. 3a) or by a 
piezoelectric transducer (Fig. 3b). The resulting planar-like ultrasound waves propagate 
through a fat tissue with varying thickness and through distilled water as a coupling 
medium to a piezoelectric transducer. The ultrasonic attenuation α  is determined by 
comparing transmission measurements of the investigated samples and distilled water. In 
Fig. 4 Fourier transformed attenuation results for subcutaneous fat of pig, human blood and 
olive oil are shown. A power law 0( )
yf fα α= ⋅  can be applied to those substances, where f 
denotes the frequency (Bauer-Marschallinger et al., 2011). 
 
 
Fig. 4. Attenuation as a function of frequency for three biological substances (double 
logarithmic scale) 
The attenuated planar ultrasound waveform can be calculated by a number of available 
simulation methods. In a comprehensive study (Roitner et al., 2011) we compared measured 
waveforms for two fat thicknesses (3.2 mm and 6.2 mm) to simulated waveforms obtained 
with three current simulation methods. The methods using the Matlab toolbox by (Treeby & 
Cox, 2010b) or the relation (4) by (LaRiviere et al., 2006) rely on a frequency power law 
absorption and are described in detail below. A third method by (Nachman et al., 1990) 
assumes multiple molecular relaxation processes as the cause of attenuation. These 
processes are characterized by their contributions ( 1 )n n Nκ = …  to the isothermal 
compressibility of the tissue and the relaxation times ( 1 )n n Nτ = … of their vibrational 
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energies. With these parameters a complex wave number is obtained involving a 
generalized compressibility 
1
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= −  and  
( )H t  is the Heaviside step function. χ  denotes the usual compressibility calculated with 
the formula 2 1( )cχ ρ −=  which holds in liquids as well as in soft biological tissues of density 
ρ . Stokes’ equation (2) is seen to be the special case of a single relaxation mechanism 1N = , 
1κ χ= . 
All three simulation methods produce waveforms in good agreement to the measured 
waveform. Of course, the approximation will become less accurate with longer propagation 
distance in the absorbing medium.  
Simulation results may also be validated if we recall that the frequency domain transfer 
function of the pressure signal propagating through a layer with complex wavenumber 
( )K ω  and thickness d equals exp(iK( ) )dω . So the simulated ‘water-fat-water’ waveform 
may be obtained from the measured ‘water-only’ waveform by inverting water attenuation 
over the fat thickness and then applying fat attenuation over the same fat thickness. 
4. Compensation of acoustic attenuation 
When taking acoustic attenuation into account, the wave equation, e.g. (2) or (3), is not 
invariant to time reversal any more. First order terms in time t or higher order odd terms 
change sign if time is reversed. The equations then do not behave “well” any more, noise is 
amplified exponentially and regularization methods have to be used for solving these time 
reversed equations. Using such regularized methods the spatial resolution, that is limited by 
the frequency-dependent damping, is improved (Burgholzer et al., 2007). To prevent high-
frequency noise from growing exponentially, Fourier spectral methods (Trefethen, 2000) in 
space have been used. They utilize the spatial Fourier transform to calculate the Laplacian 
and therefore allow for incorporating a damping of higher frequencies when calculating the 
time reversal. A similar algorithm to compensate acoustic attenuation step by step was 
proposed by (Treeby et al., 2010c) . 
In the second strategy, attenuation is compensated in one step where an approximation to 
the ‘un-attenuated’ measured signal is calculated from the attenuated measured signal by 
solving an appropriate integral equation (La Riviere et al., 2006); then an ordinary 
reconstruction algorithm for photoacoustic tomography is applied as in the absence of 
attenuation.  
The Matlab Toolbox by Treeby et al. implements a state-of-the-art algorithm to simulate 
ultrasound wave propagation (‘the direct problem’) and image reconstruction (‘the inverse 
problem’) for PAI. For the direct and inverse problems arbitrary source distributions and 
detector geometries, variable medium densities and sound speeds and an arbitrary constant 
medium absorption are supported in 1D-3D. The algorithm is first-order finite difference in 
time and pseudospectral in space (working in spatial Fourier space = ‘k-space’). The 
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adiabatic equation of state 20p c ρ=  are solved up to time T  for the sound velocity vector u , 
pressure p and density ρ . In the case of absorbing media the equation of state is extended to 
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kr r kF , where τ  is related to attenuation and η to 
dispersion (Treeby & Cox, 2010) and the inverse Fourier transform (IFT) in d  spatial 




f f f i dπ− −= = ⋅r k k k r kF . With this extension of 
the equation of state frequency-domain ultrasound absorption power laws of the form 
0( )
yα ω α ω= ⋅ can be supported. 
For the inverse problem, the same algorithm as for the direct problem is applied, but with 
zero initial conditions ( ,0) 0p =r , ( ,0) =u r 0  and time-varying Dirichlet boundary conditions 
on detector surface points Sr  in the form of the time-reversed sensor data  
( , ) ( , )S meas Sp t p T t= −r r . Absorption is compensated by inverting the sign of τ but leaving 
η unchanged. Additionally, a regularization filter is applied in k-space that suppresses the 


























































Fig. 5. Reconstruction of nine-circle phantom: (a) initial pressure distribution, (b) 
reconstruction Matlab toolbox with taper ratio r = 0.5, (c) reconstruction Matlab toolbox with 
taper ratio r = 0.75, (d) reconstruction one-step compensation plus fast series algorithm 
 
Compensation of Ultrasound Attenuation in Photoacoustic Imaging 
 
201 
A Tukey (tapered cosine) window is chosen for this filter. This window is parameterized by 
its cutoff-frequency in k -space (here 42 10 /rad mπ ⋅ , corresponding to 2π ⋅ 15 MHz in ω -
space) and its taper ratio r . The ratio controls the filter roll-off: raising r suppresses more 
high-frequency content in the measurement noise. In Fig. 5a we display a complex phantom 
consisting of nine circles of different sizes and source strengths, surrounded by a circular 
array of detectors (which could represent line detectors in 3D). This phantom was 
reconstructed first with taper ratio 0.5r = (Fig. 5b) and then with taper ratio 0.75r =  (Fig. 
5c). The absorption parameters were an exponent of 1.5y =  and 1.50 3 /( )dB cm MHzα = ⋅ , 
and the ‘measurement noise’ consisted only of numerical noise. 
Note that in Fig. 5b ring-like artifacts are produced during reconstruction, which are much 
reduced in Fig. 5c because there the regularization filter is more restrictive. With taper ratio 
1r =  they disappear altogether. If a simpler phantom is used, e.g. just a single circle, taper 
ratio 0.5r = does not produce any artifacts. To sum up, complex, fine-structured objects 
exhibit more signal content and hence more measurement noise at higher frequencies. Then 
the regularization filter must be parameterized more restrictively than for compact objects. 
The formula used for calculating and compensating attenuation in one step was first 
presented by (LaRiviere et al., 2006) and reads  
 0
0
( , ) ( , )exp( ( ) )
( )att S ideal S







⋅ r r  (4) 
This relation yields the temporal Fourier transform of the attenuated pressure at a given 
point S=r r (and, via an IFT, the attenuated pressure itself) if the ideal (i.e. un-attenuated) 
pressure is known over time at that point. This can be exploited for the direct problem 
where the evaluation involves only two nested numerical integrations. For the inverse 
problem, the left-hand side of (4) is known and the relation represents an integral equation 
to be solved for ( , )ideal Sp tr . Since this solution is very sensitive to measurement noise, i.e. 
noise in the spectrum of ( , )att Sp tr , regularization is necessary, for instance in the form of  
truncated singular value decomposition (SVD, see e.g. La Riviere et al., 2006). 
If the detector geometry is regular, fast reconstruction algorithms using series expansions in 
eigenfunctions of the Laplacian on the regular domain are available for the lossless case 
making the whole reconstruction with compensation much faster than reconstruction with 
the mentioned toolbox algorithm. In Fig. 5d we display a reconstruction of the nine-circle 
phantom using this procedure. To apply the SVD, a certain noise level in temporal Fourier 
space must be assumed. It is desirable to base this assumption on physical reasons - this will 
be discussed below. Here we assume a white Gaussian noise with a standard deviation of 
0,1%  of the largest amplitude in the spectrum. 
Fig. 5d shows that the reconstruction with the one-step compensation is almost of the same 
quality as the reconstruction with the Matlab toolbox algorithm. However, computation 
time is reduced by a factor of 10 in comparison to the toolbox algorithm. 
We already observed that the quality of reconstructions depends crucially on a good 
analysis of the amplitude and spectral distribution of the measurement noise. On the source 
side, advance knowledge of the type of object to be imaged is helpful (more bulky and 
compact, or more fine-structured). On the detector side, noise is created by fundamental 
physical processes as well as by technological limitations.  
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First, for any material volume V  at temperature T  pressure fluctuations of variance 
( ) /BVar p k T Vχ=  (Landau&Lifshitz, 1980) will occur where χ  is the adiabatic 
compressibility and Bk  is the Boltzmann constant. So if detectors are e.g. thin foils with 
small volume, this may play a role since noise amplitudes grow like 1/2V − .  
Second, the fluctuation-dissipation theorem states that sound absorption processes in media 
create pressure fluctuations. If the absorption is described by Stokes’ equation (2), a 












Third, noise is created by the analog-to-digital conversion process during electronic 
acquisition of the pressure signal. If this quantization noise is assumed to be white, its 
power spectral density at sampling frequency sf  will be constant and equal 
2 /12 sq f  
(Widrow & Kollar, 2008) where q  is the quantization interval. 
We have given only an outline of the considerations that have to be taken into account for a 
good estimation of the measurement noise. In a concrete application the relative importance 
of the mentioned contributions will depend on sizes and shapes of objects and detectors, the 
physics of the ultrasound propagation medium (compressibility, temperature) and the 
properties of the measurement devices. 
5. Stochastic processes for modeling acoustic attenuation 
As for any other dissipative process the energy of the attenuated acoustic wave is not lost 
but is transferred to heat, which can be described in thermodynamics by an entropy 
increase. This increase in entropy is equal to a loss of information, as defined by Shannon, 
and no compensation algorithm can compensate this loss of information. This is a limit 
given by the second law of thermodynamics. But can this limit be found in the algorithms 
for compensation of acoustic attenuation given in the previous section? Fluctuations of the 
measured pressure are “amplified” exponentially during the compensation and therefore 
we suspect a relation between the entropy production caused by acoustic attenuation and 
the fluctuations. Indeed such a relation is known in statistical physics as the fluctuation-
dissipation theorem and is due to (Callen & Welton, 1951), (Callen & Green, 1952), and 
(Greene & Callen, 1952). It represents in fact a generalization of the famous (Johnson, 1928) 
(Nyquist, 1928) formula in the theory of electric noise. 
In this section we use the theory of non-equilibrium thermodynamics presented by S.R. de 
Groot and P. Mazur (De Groot & Mazur). More about random variables and stochastic 
processes can be found e.g. in the book about Statistical Physics from (Honerkamp, 1998). 
An introduction to stochastic processes on an elementary level has been published by. 
(Lemons, 2002), also containing “On the Theory of Brownian Motion” by (Langevin, 1908). 
An introduction to Markov Processes is given by (Gillespie, 1992).  
In this section the measured pressure signal is treated as a time-dependent random variable 
with a mean value and a variance as a function of time. To be able to use the results of some 
“model” stochastic processes given in literature (Ornstein-Uhlenbeck process or damped 
harmonic oscillator) for a model of photoacoustic reconstruction we have changed the initial 
conditions: instead of a defined initial value (with zero variance) we have taken the 
stochastic process at equilibrium before time zero and at a time zero a certain perturbation 
has been applied to the process (e. g. a rapid change in momentum for the damped 
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harmonic oscillator – called kicked damped oscillator in this chapter). Reconstruction of the 
size of this perturbation at time t=0 from the measurement after a time t shows how the 
information about the size of this kick at t=0 gets lost with increasing time if dissipative 
processes occur. This change of the initial conditions has a significant advantage: it turns out 
that the variance stays constant in time, while the mean value is a function of time. This 
facilitates the calculations of the entropy production and of the information loss due to the 
stochastic process. 
Gauss-Markov processes and entropy 
In this section we shall assume that the time varying stochastic processes will have Gauss-
Markov character. In doing so we do not wish to assume that all dissipative macroscopic 
processes considered belong to this specific class of Gauss-Markov processes. It may, 
however, be surmised that a number of real phenomena may, with a certain approximation, 
be adequately described by such processes (De Groot & Mazur). The advantage of 
specifying more precisely the nature of the processes considered is that it enables us to 
discuss, on the level of the theory of random processes, the behavior of entropy production 
and of information loss. 
Following the theory of random fluctuations given e.g. by (De Groot & Mazur), we take as a 
starting point equations analogous to the Langevin equation used to describe the velocity of 
a Brownian particle: 
 ( )d t
dt
= − ⋅ +α M α ε  (5) 
The components of the vector α  are the random variables ( 1,2,..., )iα i n= , having zero mean 
value at equilibrium. The matrix M of real phenomenological coefficients is independent of 
time. The vector ( )tε  represents white noise, which is uncorrelated at different times. The 
distribution density of α  turns out to be an n-dimensional Gaussian distribution: 
 







−− − Σ −
=
Σ
α α α α
α  (6) 
with the mean value ( )tα and the covariance matrix Σ , which is usually also a function of 
time but for the initial conditions used later on the covariance matrix will be constant in 
time. Σ  is the determinant of the covariance matrix. If the initial value of α  is given by a 
given 0α ,  the mean value at a later time t will be: 
 0( )
tt e−= ⋅Mα α  (7) 
By an adequate coordinate transformation of α  the matrix M can be diagonalized: the 
eigenvalues of M  are the elements of the diagonal matrix. 
According to the second law of thermodynamics the entropy of an adiabatically insulated 
system must increase monotonously until thermodynamic equilibrium is established within 
the system. Then the entropy will be set to zero and the entropy at a time t is: 
 ( , )( ) ( , )ln
( , )B
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time. Σ  is the determinant of the covariance matrix. If the initial value of α  is given by a 
given 0α ,  the mean value at a later time t will be: 
 0( )
tt e−= ⋅Mα α  (7) 
By an adequate coordinate transformation of α  the matrix M can be diagonalized: the 
eigenvalues of M  are the elements of the diagonal matrix. 
According to the second law of thermodynamics the entropy of an adiabatically insulated 
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the system. Then the entropy will be set to zero and the entropy at a time t is: 
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with the Boltzmann constant Bk . For a constant covariance matrix the above integration 
results in: 
 11( ) ( ) ( )
2
T
BS t k t t
−= − Σα α  (9) 
Before modeling the attenuated acoustic wave as a Gauss-Markov process we give two 
simple examples: the Orstein-Uhlenbeck process with only one component of α  as a model 
for the velocity of a Brownian particle and the damped harmonic oscillator with two 
components of α . 
Example: kicked Ornstein-Uhlenbeck process 
If the random vector α  in eq. (5) has only one component we get the Langevin equation 
 ( ) ( ) ( )dv t v t t
dt
γ σ η= − ⋅ +  (10) 
which was used to describe Brownian motion of a particle. The random variable v  is the 
particle velocity, vγ− ⋅  is the viscous drag, and σ is the amplitude of the random 
fluctuations. The Langevin equation governs an Ornstein-Uhlenbeck process, after 
(Uhlenbeck & Ornstein, 1930), who formalized the properties of this continuous Markov 
process. Now we assume that initially we have thermal equilibrium with zero mean 
velocity. At time zero the particle is kicked which causes an immediate change in velocity of 
0v . Following eq. (7) the mean value ( )v t shows an exponential decay: 
 0( )
tv t e vγ−= ⋅  (11) 
The variance of the velocity ( )Var v is 2 2σ γ  and is constant in time. In Fig. 6 time and 
velocity are scaled to be dimensionless and the standard deviation (square root of the 
variance) of the velocity is normalized. 
From eq. (9) the information loss equal to the entropy production till the time t after the kick 
is: 
 22( ) ( )BS t k v t
γ
σ
Δ =  (12) 
On the other hand the entropy production known from thermodynamics is the dissipated 





Q mv tS t
T T
ΔΔ = =  (13) 
The thermodynamic entropy production in eq. (12) has to be equal to the loss of information 








=  (14) 
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Eq. (14) has been derived previously by the equipartition theorem: the equilibrium energy 
associated with fluctuations in each degree of freedom is kBT/2. We have used the equity of 
entropy production and information loss. Eq. (14) states a connection between the strength 
of the fluctuations, given by 2σ , and the strength of the dissipation γ . This is the 
fluctuation-dissipation theorem in its simplest form for uncorrelated white noise. 
 
 
Fig. 6. Points on a sample path of the normalized kicked Ornstein-Uhlenbeck process 
defined by the Langevin eq. (10). The solid lines represent the mean, and mean ± standard 
deviation of the scaled velocity coordinate. At the time t=0 a value of v0=10 has been added 
to the scaled velocity. After some time the information of the amplitude gets more and more 
lost due to the fluctuations 
It is instructive to determine the least square estimator (Honerkamp, 1998) for the initial 
velocity 0v . If we write for the estimated initial velocity rv  
 ( ) ( )rv R t v t= ⋅  (15) 
we calculate ( )R t by minimizing the mean error 20( )rv v− : 













This gives the Tikhonov regularization with 2 2 20 02 ( )v Var v vσ γ =  as regularization 
parameter. The inverse square root of the regularization parameter 0 ( )v Var v  can be 
interpreted as signal-to-noise-ration (SNR) of ( )v t . 
Example: kicked harmonic osciallator 
For modeling of acoustic waves one needs in addition to the dissipation also an oscillating 
term. For pure oscillation without damping we have no loss of information (Fig. 7). 
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For modeling of acoustic waves one needs in addition to the dissipation also an oscillating 
term. For pure oscillation without damping we have no loss of information (Fig. 7). 
  




Fig. 7. Points on a sample path of the kicked harmonic oscillator without damping. The 
momentum used to kick the oscillator can be reconstructed without loss of information at 
any time after the kick if ω is known 
The stochastically damped harmonic oscillator combines the oscillatory and the diffusive 
behavior and therefore it is a good starting point to model attenuated acoustic waves. The 
equations of motion are (using the momentum p  instead of the velocity v ): 
 ( ) 1 ( )dx t p t
dt m
=  (17) 
 20
( ) ( ) ( )dp t p t m x t
dt m
γ ω σ η= − ⋅ − +  (18) 
These equations can be combined using a two dimensional random vector ( , )x p=α  and 
were solved already by (Chandrasekhar, 1943) for definite initial conditions (0)x  and (0)p . 
Again we have changed the initial conditions to an oscillator with zero mean values kicked 
by an initial momentum 0p . In Fig. 8 the damping is chosen to be 0 3mγ ω= . 





1 1( ( )) ( ( ))
2 2
0
1( , , )
2
p p t m x x t




− − − −
= , (19) 
where ( )x t  and ( )p t  are the solutions of the ordinary (non-stochastic) damped harmonic 





( )1 1 1( ) ( ( ) ) ( )
2 2 pot kin
p tS t m x t E E
T m T
ω= − + = − + , (20) 
which is equal to the entropy from thermodynamics, where Epot+Ekin is the total energy of 
the harmonic oscillator (sum of the potential and kinetic energy). This fact confirms again 
that the fluctuation-dissipation theorem for the damped harmonic oscillator 2 2 Bk Tσ γ =  
can be derived from the equity of entropy production and information loss. 
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Fig. 8. Points on a sample path of the normalized kicked damped harmonic oscillator (eq. 
(17) and (18)). The solid lines represent the mean, and mean ± standard deviation of the 
scaled oscillation (left) and momentum (right). At the time t=0 a value of p0=10 has been 
added to the scaled momentum. After some time the information about the value of p0 gets 
more and more lost due to the fluctuations 
For the mean value of the momentum ( )p t  one gets from eq. (7): 
 20
sin( )( ) [cos( ) ]
2
t





= −  (21) 
Compared to the Ornstein-Uhlenbeck process (eq. (11)) the mean value has not only an 
exponential decay in time but also an oscillation with a frequency 2 2 20 /(4 )mω ω γ= − . As 
mentioned above (Fig. 7) the oscillating term does not change the entropy and no 
information is lost. In the average only the exponential decay causes production of entropy 
and the information about the value of 0p  gets more and more lost due to the fluctuations. 
The entropy production which is proportional to the total energy is shown in Fig. 9. 
 











Fig. 9. Total energy of the damped harmonic oscillator (solid line) shows in the average an 
exponential decay with the time constant /mγ  (dashed line) 
Attenuated acoustic wave as a stochastic process 
In photoacoustic imaging, the laser pulse at a time t = 0 generates an initial pressure 
distribution ( )0p r  (see section 2). For numerical calculations we use a discrete space j=r r  
(j=1,..,N), where jr  are N points on a cubic lattice with a spacing of rΔ  within the sample 
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Attenuated acoustic wave as a stochastic process 
In photoacoustic imaging, the laser pulse at a time t = 0 generates an initial pressure 
distribution ( )0p r  (see section 2). For numerical calculations we use a discrete space j=r r  
(j=1,..,N), where jr  are N points on a cubic lattice with a spacing of rΔ  within the sample 
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volume V. At a time t the pressure distribution ( )jp t  can be represented by a Fourier series 
(Barret et al. 1995), including the time t = 0 with the initial pressure distribution:  
 2
1
ˆ( ) ( , ) ( ) ( ) ( ) ( )k
N
i
j j k k j k
k
p t p t p t with e Dπϕ ϕ ⋅
=
= = = ⋅ ρ rr r r r  (22) 
( )D r  is a support function which is one within the sample volume V and zero outside. kρ  
are integer points on an infinite 3D lattices. From eq. (1) we get (if acoustic attenuation can 
be neglected): 
 2 2 2 2ˆ ˆ( ) cos( ) (0) 4k k k k kp t t p with cω ω π= = ρ . (23) 
Therefore we have only an oscillating term as shown in Fig. 7, but in higher dimensions, and 
no information is lost. 
For an attenuated acoustic wave instead of the wave equation (1) we have used the Stokes 
equation (2) or the wave equation (3), giving for the spatial Fourier components ˆ ( )kp t not 
only an oscillating term but also an exponential decay: 
 ˆ ( ) [ sin( ) cos( )] ktk k k k kp t A t B t e
λω ω −= +  (24) 
where the phase factors kA  and kB  can be derived from the initial conditions and kω  and 
kλ  are functions of kρ . Like for the damped harmonic oscillator this exponential decay 
causes the loss of information and can be modeled by a Gauss-Markov process. The 
information content in Fourier space is the same as in real space (Fig. 10). Therefore we can 
describe the information loss in the attenuated acoustic wave by the same model as for the 
damped harmonic oscillator, only in higher dimensions, as for each wave-vector-index k an 
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Fig. 10. The initial pressure distribution just after the laser pulse is Fourier transformed (FT). 
The time evolution of the Fourier series coefficients can be described similar to the mean 
value of a stochatsically damped harmonic oscillator. The pressure distribution after a time t 
is then calculated by an inverse Fourier transform (IFT) 
One dimensional (1D) example: photoacoustic signal of a 0.2 mm thin layer in glycerin: 
The effect of acoustic attenuation for the reconstructed image is similar in 1D, 2D, and 3D 
(Burgholzer et al., 2010a and 2010b). As in 1D the reconstructed image is just the shifted 
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measured signal, the effect of attenuation and of its compensation can be directly seen. The 
photoacoustic signal of a 0.2 mm thin absorbing layer in glycerin is calculated by using the 
scheme of Fig. 10 after a time of 4.5 microseconds. In glycerin the acoustic pressure can be 
described well by the Stokes’ equation with a relaxation time of 244 picoseconds (Shutilov, 
1988). 
For an attenuated acoustic wave instead of the wave equation (1) we have used the Stokes 
equation (2) or the wave equation (3), giving for the spatial Fourier components )(ˆ tpk not 
only an oscillating term but also an exponential decay: 
Putting eq. (24) into the Stokes equation (2) one gets: 
 2 2 2 2 2 2 214 (1 )
4k k k
c cω π τ= −ρ ρ  and 2 2k kcλ π τ= ρ  (25) 
The initial pressure distribution is a one dimensional square pulse corresponding to an 
absorbing layer of thickness 2a with a = 0.1 mm. In Fourier space we get: 
 1ˆ (0) sin( ) 2ikrk kp e ka with kk
πρ
π
−= =  (26) 
The calculated signal after a time of 4.5 microseconds is shown in Fig. 11 (dashed line). The 
dashed dotted line shows the signal without attenuation (no relaxation time) and therefore 
represents the ideal reconstructed image. 
 
 
Fig. 11. Simulation result as an example for Stoke’s equation: it is shown how an initial 
square pulse would look after a time of 4.5 microseconds in glycerine (τ=244ps) (dashed 
line). The dashed dotted line shows the pulse without attenuation (τ=0), which correspond 
to the reconstruction of the initial pressure pulse,  and the solid line is the SVD 
reconstruction of the initial pressure pulse (see text) 
For compensation of the acoustic attenuation we use the time reversed process of the Gauss-
Markov process from Fig. 10. Similar to the stochastically damped oscillator the entropy 
production for the acoustic wave is set equal to the loss of information from the Gauss-
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Markov process with standard deviation sk and is approximated by an exponential decay in 
time (Fig.  9): 
 22
1 1 ˆ( ) exp( 2 ) (0)
2 B k kk k
S t k t p
s
λΔ ≈ −  (27) 
 22 2
0 0
1 1 ˆ( ) exp( 2 ) (0)
2 k kk k
QS t t p
T c T s
λ
ρ
ΔΔ = ≈ −  (28) 
which gives a variance of ˆ ( )kp t  in the spatial Fourier space (“k-space”) independent from k: 
 2 20 0k Bs k c Tρ=  (29) 
In real space this gives the thermodynamic fluctuations. Or the other way around, the 
thermodynamic fluctuations have a quantity such that the information loss of the Gauss-
Markov process is equal to the dissipated heat divided by the temperature. Using the 
thermodynamic fluctuations for a detector size of 1 cm2 and the SVD regularization from 
section 4 the compensated ˆ ( )kp t  is calculated. By applying a subsequent inverse Fourier 
transform (IFT) one gets the compensated pressure profile in real space (solid line in Fig. 
11). 
6. Summary and conclusions 
Acoustic attenuation is modeled as a stochastic process: this helps to understand how 
thermodynamic entropy production and the decrease of information, which is “transported” 
in the acoustic wave, are closely connected on a microscopic scale. This theoretical insight 
enables to answer an important question in photoacoustic imaging: what is the highest 
possible compensation of attenuation and therefore the best spatial resolution one can 
achieve? 
We could show that for thermal fluctuations the information loss of the reconstructed image 
is equal to the entropy production due to attenuation of the acoustic wave. Therefore it is 
sufficient to calculate the entropy production from the macroscopic mean values and it is 
not necessary to take the fluctuations of the pressure into account. 
The size and locations of detectors in photoacoustic imaging should be optimized to get the 
best resolution and sensitivity. Up to now in such models it is not assumed that the pressure 
is a random variable, which favors small point like detectors. Taking thermal fluctuations 
and other noise into account will help to get a more realistic model for detectors and the 
reconstructed images from measured signals with these detectors. 
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1. Introduction 
The evolution in consumer expectations in terms of quality and safety in the agro-industry 
has led to the need to develop new methods of investigating product quality and the 
processes involved. Many fields of production still rely too much on the know-how of the 
operators who, with their experience acquired over time, have become key players in the 
company. In addition, the manufacturing of quality food products frequently relies on 
artisanal know-how that is difficult to industrialise and often synonymous of high 
production losses, therefore prohibitive costs. In contrast, so as to limit costs, the industrial 
production process is often associated with poorer quality. The objective evaluation of 
product quality involves the development of methods and sensors adapted to the product or 
the manufacturing process. 
Indeed, beneath an apparent simplicity, agro-industry products have complex physical 
properties linked to elasticity, viscosity and plasticity. One of the major difficulties lies in the 
complexity of the processes which depend on numerous physical parameters. The matter is 
subjected to numerous mechanical, thermal or chemical treatments thus migrating towards 
viscoelastic or even plastic properties that are more difficult to quantify.  
The originality of the approach adopted consists in the study and set up of an ultrasonic 
measuring device associated with its electronic environment in order to reply to a specific 
need due to the complexity of the physico-chemical phenomena involved. A global 
approach to this problem is very tricky as the physical properties of the media evolve 
significantly throughout processing. 
We thus focused on the development of sensors and methods of characterisation dedicated 
to different phases of the industrial processes. Two very closely linked aspects were 
therefore studied targeting product characterisation and process control. 
Work has been carried out to develop acoustic and ultrasonic instrumentation designed to 
monitor the change in state of the matter (liquid-gel transition and product cohesion), then 
to monitor the evolution of its elastic properties. The process control applications concern 
the development of a very low frequency, non-destructive monitoring method to reply to 
the specificities of the physical properties of the matter. 
In this document, we report the scientific approach highlighting the design of the ultrasonic 
sources which dispenses with classic design through the choice of specific resonance modes 
for the sensors. Their design aims at promoting low frequency resonance in a relatively 
small scale composite structure. This sensor technology was adapted according to the 
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the specificities of the physical properties of the matter. 
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sources which dispenses with classic design through the choice of specific resonance modes 
for the sensors. Their design aims at promoting low frequency resonance in a relatively 
small scale composite structure. This sensor technology was adapted according to the 
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frequency chosen to study the change in physical state of the media and to monitor the 
evolution of the acoustic properties of products that are often heterogeneous.  
Several approaches were used to optimise this technology: an analytical approach to 
determine the sensor's first vibratory mode which was consolidated by a numerical study, 
then confirmed and validated experimentally.  
The application is based on two points: 
• The physical or physico-chemical phenomenon linked to the transition phase and the 
sol-gel transition in the dairy field; the opaqueness and the fragility of this type of gel 
justifies the importance of quantifying the metrological parameters such as 
measurement accuracy, stability over time and mechanics of the sensor implemented. 
• The interaction of the sensor with its environment in a process. A bivariate study 
(sensor/propagation medium) was carried out in order to select the required geometry 
to ensure that the sensor is adapted to its environment: loaded metallic plates subjected 
to mechanical stress and heated to a temperature of around 100°C (plate heat 
exchanger) or strongly absorbent media (fermenting bread dough...). This part of the 
study consisted in finding a good compromise between the geometry of the sensor, its 
location in the overall system and the required sensitivity. 
2. Context 
Many biochemical industrial activities involve very complex physicochemical phenomena 
which enable products to be processed. These products often go through a variety of states 
during processing.  
Processing uses energy from chemical reactions (e.g. enzymatic), thermal or mechanical 
energy, or even a combination of these different forms of energy. Physical modifications can 
also occur (incorporation of air in the matter…). All these forms of energy are often 
combined within the same process and it is difficult to quantify the contribution of each in 
the product processing phenomena.  
Due to the complexity of the processes (several processing stages, multiplicity of forms of 
energy…) and the products (viscoelastic matter, visco-elasto-plastic…), associated with the 
legitimate concern of not interfering with the process, few measurements have been carried 
out during the various stages of processing. The temperature, pressure and flow are often 
monitored during processing even though they are not necessarily correlated to the desired 
properties of the product under development. 
This is why we chose to develop acoustic sensors adapted to the constraints imposed by 
either the product or the process.  
Among the essential parameters sought-after, rheological measurements are often 
determining in terms of the consumers’ perception of the qualities of the end product such 
as texture, viscosity, elasticity.... Several techniques of investigation exist but the majority 
are laboratory applications and are difficult to adapt for in-line controls. The difficulty thus 
arises of using multiple techniques to obtain a more complete characterization of the process 
and the interpretation of the data obtained with these analysis techniques. 
Furthermore, the quality control of the processed products also involves evaluating the 
performance of the process. The temperature, pressure and flow are of course part of the 
characteristics measured for the control and/or closed-loop control of the various stages of 
product processing. However, in the case of complex processes they are difficult to correlate 
to the final properties of the product. 
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The processes can also evolve over time. This is the case with heat exchangers for which the 
performance varies over time due to fouling. Only preventive maintenance leading to 
additional production costs can ensure stable performances of the process over time. The 
development of sensors integrated in the process to provide information on the evolution of 
the performance remains essential. 
This work presents a selection of studies which have led to the development of low 
frequency acoustic sensors specifically adapted to monitor changes in the physical state of 
complex media and the process: fragile gel, highly heterogeneous or highly absorbent 
media, media with complex rheological behaviour...  
Several cases were studied: 
• A low frequency acoustic sensor adapted to the characterization of complex products 
using an omni-directional source in the case of media undergoing a change in physical 
state;   
• continuous homogeneous medium: sol-gel transition, 
• complex heterogeneous medium: transition from a suspension of particles in a 
liquid to a cohesive visco-elasto-plastic solid. 
• A very low frequency acoustic sensor used to monitor the response of a medium 
subjected to mechanical vibrations. Such technology is designed to study the processing 
phenomena of a highly absorbent product such as bread dough during fermentation. 
Finally, the identification of the needs and constraints imposed by certain environments 
(temperature, hygiene, attenuation...) have led to the combination of these types of 
technology to monitor a process (e.g. fouling of plate heat exchangers, search for an 
optimum point in the kneading phase...). By taking into account the coupling of the sensor 
with its environment this technique can, in certain cases, exploit the noise emitted by the 
process itself, as in kneading for example. 
In this work, we chose to illustrate the potential of low frequency acoustic methods on 
applications from the agri-foodstuffs sector. These same states can also be found in the 
pharmaceutical and cosmetics industries, the aviation industry, the medical field as well as 
in material chemistry. 
The methodology implemented can be divided into several phases:  
• Analysis of the product and/or process 
• Definition and/or optimisation of the appropriate method and a sensor meeting the 
various constraints :  
• Analytical study 
• Numerical modelling 
• Experimental validation of the sensor 
• Validation of the application 
3. Sensors suitable for studying media of which the physical properties 
evolve over time 
3.1 Monitoring changes in the physical state of the matter 
The analysis of the different stages in the formation of macromolecular networks is of major 
importance, since understanding the structure and properties (physical or chemical) of gels 
requires the understanding of the process of organization. In many physical, chemical or 
biological processes, the union of small separate elements to form aggregates of different 
sizes and further macroscopic phases makes connectivity an essential characteristic of this 
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type of process. Many models have been proposed to explain the phenomenon of 
aggregation. The most important ones are those of Flory (Flory, 1953), Stockmayer 
(Stockmayer, 1943), Case (Case, 1960), Gupta (Gupta et al., 1979), Eichinger (Eichinger, 
1981), Allsopp (Allsopp, 1981) and San Biagio (San Biagio et al., 1990). In most cases the 
phenomenon is described by the classical theory as a “particular case of percolation” and the 
two-dimensional growth of the network according to Caylay’s tree. Other studies including 
those of De Gennes (De Gennes, 1989) and Stauffer (Stauffer, 1981, 1985) describe the 
phenomenon of random aggregation and the problems of percolation and gelation. 
However, the different characteristics of the macromolecular chain-making system can be 
evaluated according to Clerc (Clerc et al., 1983), using for example a Monte-Carlo 
simulation, predicting the influence of the characteristics of the starting solution and the 
gelation conditions on the structure and the arrangement of the masses.    
In fact, the gelation process is a transition from an entirely soluble system to a 
heterogeneous two-phase system: composed of an insoluble entity (infinite-size 
macromolecule) and a soluble phase. This transition is accompanied by radical changes in 
some physical properties of the medium. Below the gelation “point”, the viscosity of the 
medium increases and the medium ceases to flow by developing an elasticity.  
To study this phenomenon, several physical measurement techniques exist i.e. optical, 
thermal, rheological and acoustic (Nassar, 1997). However, sampling and sensitivity to a 
limited range of physical properties are often drawbacks. Consequently, different 
techniques are required to explore an entire process with the difficulty of bringing together 
the heterogeneous data provided by these techniques. This is, for example, the case of 
optical methods which are penalized by the opacity of the substances analyzed as well as 
the size of the molecules formed in relation to the wavelength. Thermal methods are 
insensitive to the mechanical characteristics of the medium. The fragility of some gels (milk 
gel) limits rheological techniques. In many cases, several analytical techniques exist, but 
they are only used in the laboratory.  
 
 
Fig. 1. Basic principle 
To develop further instrumentation in order to understand and to quantify the modification 
process of media in real conditions, a low-frequency ultrasonic technique using sensors with 
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extremely pointed ends that act as point sources was examined. The application of this 
technology using two near-field coupled sensors to explore the relationship between the 
physical properties measured during the evolution of the time of flight of the wave and the 
structural changes during matter formation (Figure 1) was investigated.  
The sensors were near-field coupled through the medium to be characterised. Such 
disposition privileges the Signal/Noise ratio and avoids the loss of acoustic pressure which 
is inversely proportional to the ray of the spherical wave.  In a metal or ceramic solid all the 
waves are generated simultaneously, but in the media we are concerned with, the 
dominating longitudinal wave is the fastest and is relatively simple to exploit.  
The advantage of these sensors is that they can be adapted to the measurement 
configuration envisaged according to the nature of the wave and the appropriate resonance 
mode.  
3.2 Study of a low-frequency ultrasonic device 
The aim of the study was to define and develop optimal ultrasonic instrumentation to 
understand the phenomenon and quantify the viscoelastic properties of changing media. 
The usual ultrasonic characterization techniques are generally based on the use of a resonant 
piezoelectric transducer in thickness mode. As the resonant frequency of a transducer is 
inversely proportional to its size, it is greater for low frequencies around 100 KHz. Some 
researchers like Degertekin (Degertekin & Khury-Yakub, 1996a, 1996b, 1996c), Shuyu 
(Shuyu, 1996, 1997) and Nikolovski (Nikolovski & Royer, 1997)  used this physical principle, 
but associated a tapered volume with the ceramic components to concentrate the mechanical 
energy. 
The aim of this part of the work was to obtain a low frequency acoustic point source to 
generate a spherical wave in the medium. To do this a different procedure from that 
traditionally used in classic sensor design was implemented. A new technique was used 
which consisted in setting in resonance the entire mechanical structure of a reduced-size 
unit through the contact of an extremely pointed end with the material to be analyzed. In 
order to behave like an acoustic point source, the size of the point was smaller than the 
wavelength in the medium.  
The first part presents a theoretical analysis of low-frequency ultrasonic resonators, beaming 
a spherical wave in the medium. The choice of a triangular shaped resonator and its 
mechanical behavior will be assessed and the study completed by a numerical approach 
based on the application of the finite elements method to characterize all the resonator 
vibration modes and visualize the corresponding distortions when the structure is excited. 
As the analytical results were in good agreement with the numerical results, they were 
applied to the whole triangular-shaped sensor to validate the findings experimentally. The 
resonance mode frequencies determined by the numerical calculation were then correlated 
with the electrical impedance measurements. 
3.3 Study and design 
3.3.1 Analytical approach 
For a possible analytical analysis, the structure of a standard ultrasonic sensor is based on a 
simple triangle shape (Figure 2). 
The propagation of longitudinal waves in the triangular part of the sensor was studied to 
determine the resonance frequency of the elongation mode and the velocity amplification 
  
Acoustic Waves – From Microdevices to Helioseismology 
 
216 
type of process. Many models have been proposed to explain the phenomenon of 
aggregation. The most important ones are those of Flory (Flory, 1953), Stockmayer 
(Stockmayer, 1943), Case (Case, 1960), Gupta (Gupta et al., 1979), Eichinger (Eichinger, 
1981), Allsopp (Allsopp, 1981) and San Biagio (San Biagio et al., 1990). In most cases the 
phenomenon is described by the classical theory as a “particular case of percolation” and the 
two-dimensional growth of the network according to Caylay’s tree. Other studies including 
those of De Gennes (De Gennes, 1989) and Stauffer (Stauffer, 1981, 1985) describe the 
phenomenon of random aggregation and the problems of percolation and gelation. 
However, the different characteristics of the macromolecular chain-making system can be 
evaluated according to Clerc (Clerc et al., 1983), using for example a Monte-Carlo 
simulation, predicting the influence of the characteristics of the starting solution and the 
gelation conditions on the structure and the arrangement of the masses.    
In fact, the gelation process is a transition from an entirely soluble system to a 
heterogeneous two-phase system: composed of an insoluble entity (infinite-size 
macromolecule) and a soluble phase. This transition is accompanied by radical changes in 
some physical properties of the medium. Below the gelation “point”, the viscosity of the 
medium increases and the medium ceases to flow by developing an elasticity.  
To study this phenomenon, several physical measurement techniques exist i.e. optical, 
thermal, rheological and acoustic (Nassar, 1997). However, sampling and sensitivity to a 
limited range of physical properties are often drawbacks. Consequently, different 
techniques are required to explore an entire process with the difficulty of bringing together 
the heterogeneous data provided by these techniques. This is, for example, the case of 
optical methods which are penalized by the opacity of the substances analyzed as well as 
the size of the molecules formed in relation to the wavelength. Thermal methods are 
insensitive to the mechanical characteristics of the medium. The fragility of some gels (milk 
gel) limits rheological techniques. In many cases, several analytical techniques exist, but 
they are only used in the laboratory.  
 
 
Fig. 1. Basic principle 
To develop further instrumentation in order to understand and to quantify the modification 
process of media in real conditions, a low-frequency ultrasonic technique using sensors with 
 
Low Frequency Acoustic Devices for Viscoelastic Complex Media Characterization 
 
217 
extremely pointed ends that act as point sources was examined. The application of this 
technology using two near-field coupled sensors to explore the relationship between the 
physical properties measured during the evolution of the time of flight of the wave and the 
structural changes during matter formation (Figure 1) was investigated.  
The sensors were near-field coupled through the medium to be characterised. Such 
disposition privileges the Signal/Noise ratio and avoids the loss of acoustic pressure which 
is inversely proportional to the ray of the spherical wave.  In a metal or ceramic solid all the 
waves are generated simultaneously, but in the media we are concerned with, the 
dominating longitudinal wave is the fastest and is relatively simple to exploit.  
The advantage of these sensors is that they can be adapted to the measurement 
configuration envisaged according to the nature of the wave and the appropriate resonance 
mode.  
3.2 Study of a low-frequency ultrasonic device 
The aim of the study was to define and develop optimal ultrasonic instrumentation to 
understand the phenomenon and quantify the viscoelastic properties of changing media. 
The usual ultrasonic characterization techniques are generally based on the use of a resonant 
piezoelectric transducer in thickness mode. As the resonant frequency of a transducer is 
inversely proportional to its size, it is greater for low frequencies around 100 KHz. Some 
researchers like Degertekin (Degertekin & Khury-Yakub, 1996a, 1996b, 1996c), Shuyu 
(Shuyu, 1996, 1997) and Nikolovski (Nikolovski & Royer, 1997)  used this physical principle, 
but associated a tapered volume with the ceramic components to concentrate the mechanical 
energy. 
The aim of this part of the work was to obtain a low frequency acoustic point source to 
generate a spherical wave in the medium. To do this a different procedure from that 
traditionally used in classic sensor design was implemented. A new technique was used 
which consisted in setting in resonance the entire mechanical structure of a reduced-size 
unit through the contact of an extremely pointed end with the material to be analyzed. In 
order to behave like an acoustic point source, the size of the point was smaller than the 
wavelength in the medium.  
The first part presents a theoretical analysis of low-frequency ultrasonic resonators, beaming 
a spherical wave in the medium. The choice of a triangular shaped resonator and its 
mechanical behavior will be assessed and the study completed by a numerical approach 
based on the application of the finite elements method to characterize all the resonator 
vibration modes and visualize the corresponding distortions when the structure is excited. 
As the analytical results were in good agreement with the numerical results, they were 
applied to the whole triangular-shaped sensor to validate the findings experimentally. The 
resonance mode frequencies determined by the numerical calculation were then correlated 
with the electrical impedance measurements. 
3.3 Study and design 
3.3.1 Analytical approach 
For a possible analytical analysis, the structure of a standard ultrasonic sensor is based on a 
simple triangle shape (Figure 2). 
The propagation of longitudinal waves in the triangular part of the sensor was studied to 
determine the resonance frequency of the elongation mode and the velocity amplification 
  
Acoustic Waves – From Microdevices to Helioseismology 
 
218 
ratio between the ends. The analysis is based on an extension of Ensminger’s (Ensminger, 
1960) theory. 
According to figure 2, the x section is written: 
 ( ) ( )1 1 1S  e x    Then     S  e x  x /x= ⋅ = ⋅ +   (1) 
 





Fig. 2. Basic analytical shape 
Ensminger studied the propagation of a wave in extensional mode in a cone with no loss of 
which the lateral dimensions were short in comparison with the length. In the case of a 
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v is the velocity of the particles, ω is the pulsation and c is the velocity of the longitudinal 
wave in the material making up the vibratory element.  
On the basis of the dimensions given in figure 3, the solution to this differential equation 
leads to an approximate velocity amplification ratio between the two extremities (Nassar, 








Fig. 3. Basic shape. Triangular sensor of thickness  e = 1 mm,  L = 32 mm,  1  = 2 mm and         
2   = 16 mm 
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3.3.2 Numerical approach 
While an analytical study can only take into consideration one particular mode of vibration 
of the triangular part of the sensor, a numerical study based on the finite elements method 
can determine all the vibrating modes of these parts as well as those of the realised sensor. 
For a real structure; whole sensor included a binding rod and a triangular truncated part 
(Figure 4), the displacement differential equations were solved with a continuous regime, 
taking into account the boundary conditions at the surfaces. The materials were defined by 
Young’s modulus E, Poisson's coefficient ν and density ρ. The results presented below were 
applied without loss and they were compared to the characteristics of the longitudinal mode 
determined by the analytical calculations. This comparison was also made for the triangular 
sensor which was studied as a whole. 
For our study, the ANSYS analysis software was used. The sensors used were made 
essentially of piezoelectric material. A source of excitation was engraved in the general 
structure of the vibrating element (triangle part), providing mechanical continuity without 
any break (Figure 4a). This type of engraving was considered as it has been demonstrated 
(Nassar, 1997) that for the same longitudinal mode, the amplification ratio at the ends is 71 
times bigger when there is one engraved source providing mechanical continuity with the 
vibrating element so that one source can impact the structure by gluing (Figure 3b). 
 
  
Fig. 4. From left to right: (a) engraved source; (b) embedded source; (c) elongation mode 
Table 1 show the resonance frequencies and the vibration velocity transformation ratio 
(|v(0) /v(L)|) and table 2 present the difference rate of this ratio according to the position of 
the excitation source 
 
 Longitudinal resonance 
frequency Hz 
Velocity ratio v(0)/v(L) 
at the extremities 
Analytical calculation 60132 2.16 
Numerical calculation 57611 2.32 
Electrical impedance measurements 59 kHz 
Table 1. Comparative study. Analytical and numerical approach 
 
sensors Embedded source Engraved source 
Frequency (Hz) 57729 57611 
Standardised velocity ratio 1.4 10 -2 1.00 
Table 2. Impact of the nature and the location of the source 
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The results show a good correlation between the frequencies determined by the calculations 
and those determined numerically or using impedance measurements.  
A significant increase in the amplitude of vibration was observed resulting from the design 
of the electrode on an active element. 
3.4 Application for monitoring changes in state  
3.4.1 Pointed sensors for sol-gel transition 
The milk gelation can be considered as an aggregation of different sized molecules 
(Walstra& Vliet, 1986; Fox, 1989; Dalgleish, 1993). This model was explored for several 
reasons: the available knowledge, the experimental conditions that are known and relatively 
easy to conduct, the complex medium with the physical properties of liquid and gel states in 
close contact. 
As the reaction progresses, the average mass of each aggregate increases and the number of 
molecules in the medium tested decreases. The aggregation process results in a giant 
macromolecule defining the gel. 
This process was examined using two identical ultrasonic sensors near-field coupled 
through the medium to be characterized. The working frequency was 60 kHz.  
Figure 5 presents a schematic diagram of the measuring device. The emitter is driven by a 
sharp electrical pulse lasting 15 µs. These conditions provide a longitudinal vibration mode 
at the end of the sensor which behaves like a point source. This phenomenon generates a 
divergent ultrasonic wave in the medium, one part of which was measured using a receiver 
located at a constant distance from the transmitter by the first the zero-crossing of the wave.  
The propagation of the wave in the medium is more or less a compressional wave, as 
suggested by the time of flight corresponding to a velocity of 1600 m/s in reconstituted milk 










Electrical and mechanical protection
Sensor
 
Fig. 5. Diagram of the measuring cell. Tus is the temperature of the product at “sensor 
level”, Tcw is the temperature of the container walls and Ta is the ambient temperature  
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3.4.2 Ultrasonic monitoring of gelation: measurement of the variation in the time-of-
flight of the wave  
3.4.2.1 Measurement stability 
The time of flight dt(ns) of the signal, measured in distilled temperature-controlled water at 
30±0.1°C (reference medium) remains stable. The precision obtained was 1ns over a global 
reply time of 10µs, given a relative precision of 10-4 per measurement at the zero-crossing 
point 
3.4.2.2 Measurement reliability in gelation process 
The reliability of a measurement system resides in its reproducibility and its faculty to 
follow all the stages of the gelation process. In the standard conditions using 12 grams of 
skimmed milk powder dissolved in 100 ml of distilled water and in accordance with the 
literature (Noël & al., 1989), the sol-gel transition clotted between 15 and 16 min. At a 
regulated ambient temperature at 30 °C similar to the one of the medium under test, as 
shown in figure 6, the time of flight of the signal decreased indicating an increase in the 
mechanical resistance of the product. This variation had not reached a plateau value, 






























Estimation of clotting time  
Dispersion of the measurements 
 
Fig. 6. Typical curves of the gelation process of two media prepared in the same conditions 
at a reaction temperature of 30.1 °C observed using the ultrasonic technique. The difference 
between the two curves provides a quantitative estimation of the global dispersion of the 
ultrasonic measurement due to the electronics and sample preparation 
Figure 6 also provides a qualitative estimation of the reproducibility of the ultrasonic 
measurements. The curves show the progress of the action of the rennet in two media 
prepared in the same conditions. The maximum dispersion of the measurements was 5 ns 
due to the electronic parts and the milk reconstitution process. 
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3.4.2.3 Evolution of the molecular network 
Figure 7 presents the variations in the time of flight resulting from the variation of the 




























Ta = 20 °C 
Ta = 17 °C 
Ta = 23 °C 
Ta = 30 °C 
 
Fig. 7. Ultrasonic sensor responses during milk gelation at 30.1 °C, but at different ambient 
temperatures (from 17 °C to 30 °C) 
The curve observed at an ambient temperature of 30 °C, similar to the temperature of the 
milk, was similar to those obtained by measurements using other physical methods 
(McMahon & Brown, 1984). When the ambient temperature was significantly different from 
the product temperature, ultrasonic curves showed a specific pattern.  
According to Dalgleish (Dalgleish, 1982), gelation process was defined like a transition 
phenomenon in which a soluble suspension made of macromolecules (liquid phase) 
becomes insoluble when a giant mass forms. We can assume that basic macromolecules are 
synthesized by linking monomers (building units) via covalent bonds. This chemical 
reaction is due to the presence of functional groups of the monomers that are able to form 
chemical bonds with other functional groups of the monomers (Mercier & Marechal, 1993). 
The network formation occurs if the functionality of the units is greater than two (Mercier & 
Marechal, 1993). As the reaction progresses, the conversion status of the system is 
characterized by the connectivity rate p (Flory, 1953; Stockmayer, 1943). Below the gelation 
threshold, the viscosity of the medium increases as the connectivity rate p approaches the 
critical advancement rate pc. This phenomenon is known as a critical connectivity transition. 
Above the threshold, the medium ceases to flow and the gel phase develops some elasticity. 
This phenomenon introduces structural changes in the physical properties and more 
particularly in the mechanical behavior of the medium, thus resulting in the transition from 
a liquid state to a viscoelastic solid state.  
To illustrate this process schematically, let us consider an initial solution containing units 
that can link together. At the beginning, the medium behaves like a viscous solution in a sol 
phase due to the presence of a single type of finite-size masses: in this case, p is low (Figure 
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8b). When p increases, bigger and bigger masses are formed (Figure 8c). For a certain critical 
value of p, pc, a giant chain appears (continuous connectivity of the space from one side to 
the other  A ↔ B ; Figure 8d) defining the gel point. Above the threshold pc, the medium in 
the gel phase has the macroscopic behavior of a viscoelastic solid. For  p = 1 all the units 
belong to the giant mass (Figure 8e). 
 
p < pc 
p → pc 
A 
B 
p = pc A↔B 
(c) (d) 
p > pc 
p →1 
p = 1 
(e) 






Fig. 8. Schematic representation of the sol-gel transition. a) Initial phase, b) Suspension of 
molecules of finite sizes, c) Agglomeration and formation of macromolecules of large 
masses, d) Critical connection phase: p = pc, e) Network continuity connection to give a 
single giant macromolecule, the gel 
As the properties of a gelling medium are proportional to the reaction progress, it is possible 
to represent the behavior of the viscoelasticity in terms of the connectivity rate p according 
to the following cases (Figure 8): 
• For p < pc, the system is a liquid whose viscosity increases as the gel point approaches. 
• For p = pc, elastic behavior appears. 
• For p > pc, the medium becomes a solid gel whose elasticity increases with p. 
In order to relate the theoretical aspect to the experimental results, the following curve 
(Figure 9) has been divided into five different stages. The phenomenon describes the 
gelation process when the ambient temperature was different from the product 
temperature. It was undetectable when these temperatures were the same. 
According to figure 9, “stage (a)” could be interpreted as a proteolytic phase characterized 
by the appearance of two polypeptides resulting from the effect of the rennet product. This 
stage is followed by the formation of aggregates of finite size (Figure 8b). This molecular 
reorganization might be related to the change of slope of the curve (stage b) reflecting a 
decrease in the time of flight, which means an increase in the velocity in the sol medium. 
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to represent the behavior of the viscoelasticity in terms of the connectivity rate p according 
to the following cases (Figure 8): 
• For p < pc, the system is a liquid whose viscosity increases as the gel point approaches. 
• For p = pc, elastic behavior appears. 
• For p > pc, the medium becomes a solid gel whose elasticity increases with p. 
In order to relate the theoretical aspect to the experimental results, the following curve 
(Figure 9) has been divided into five different stages. The phenomenon describes the 
gelation process when the ambient temperature was different from the product 
temperature. It was undetectable when these temperatures were the same. 
According to figure 9, “stage (a)” could be interpreted as a proteolytic phase characterized 
by the appearance of two polypeptides resulting from the effect of the rennet product. This 
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Ultrasonic measurement Thermal measurement
 
Fig. 9. The specific ultrasonic response during milk gelation when the ambient temperature 
was different from the temperature of the milk 
The temperature inside the medium remained constant during this stage and resulted from 
the propagation of heat by pure and free convection. The formation of more or less 
voluminous masses in the medium (stage (c)) induced the transition from a viscous state to a 
viscoelastic state, slowing down the free convection. This led to a slight temperature 
decrease in the medium at the level of the sensors (TUS in Fig. 4) to reach a new equilibrium 
where heat was mainly transmitted through the container walls (regulated temperature: 
Tcw°C), by conduction. The changes in the medium during this stage could be interpreted in 
the following manner: 
1. Due to a thermal conduction phenomenon, a slight temperature gradient appears in the 
medium, between the container walls (Tcw = 30.1°C) and the center of the vat, at the 
location of the measuring point; TUS°C (following on the ambient temperature). The 
temperature decrease induced an increase of the time of flight. 
2. The time of flight decreased as the reaction progressed. This decrease can be attributed 
to the development of an elastic modulus resulting from the formation of 
macromolecules, changing the medium from a viscous liquid state to a viscoelastic solid 
state. The phenomenon was expressed physically by the evolution of the connectivity 
rate p towards its critical value pc .   
These two phenomena make “stage (c)” a competition between : 
1. An increase of the time of flight resulting from a decrease in temperature. 
2. A decrease in the time of flight resulting from the appearance of an elastic component 
in the changing medium. 
The connectivity rate p, reached a critical value pc in “stage (d)”, at the maximum of the 
curve when the existence can be assumed of a giant macromolecular chain linking the two 


























Low Frequency Acoustic Devices for Viscoelastic Complex Media Characterization 
 
225 
of the medium could dominate the remaining part of the reaction, due to the weak thermal 
variation (≈ 2 °C) resulting from the difference in temperature between the medium and the 
environment (ambient temperature). 
During “stage (e), the gel strengthened. The gel was stronger when the ambient temperature 
was very close to the temperature medium (Figure 7). This phenomenon can be shown 
experimentally by an increase in Δdt(ns) resulting from a decrease in time of flight, whereas 
theoretically it was explained by the evolution of the connectivity rate p towards 1 following 
the establishment of continuous connections of finite size masses on the giant molecule, the 
gel. 
3.4.3 Monitoring the formation dynamics of the cohesion forces in a fractionated 
medium: measurement of the variation in the wave amplitude  
A key step often met in agro-industry processes is the formation of the matrix of the final 
product. In cheese-making, this phase involves the cohesion of the elements making up the 
medium. Generally, it is the conversion of the matter from a heterogeneous state (made up 
of overlapping grains) to a homogenous state. In this particular case, the cohesion of the 
curd grains, essential step in the process, varies according to the process conditions as well 
as the enzymatic and bacterial activities in the medium. It is thus necessary to take these into 
account in the description of the cohesion.  
Analysis of the medium during the cohesion process  
During draining, very different physical states are involved in the conversion of the curd 
grains from a heterogeneous medium to a more homogenous medium. It is therefore 
difficult to describe the interaction between the ultrasonic wave and the curd grains during 
draining using just one physical model. So, for a better evaluation of the different phases in 
the processing of the medium: 
1. From moulding and for a very short period of time the grains are touching and cohesive 
links begin to form between the contact surfaces, thus forming a skeleton containing 
connected porosities through which the whey continues to drain (Figure 10a).  
2. When the whey evacuation channels become blocked (Figure 10b), this phase is 
described by the multilayer model by Brekovskikh (Brekovskikh, 1980). It is equivalent 
to a material made up of layers of grains and whey of which the thickness is equivalent 
to the size of the grains as well as whey evacuation channels. The layers of whey 
become thinner and thinner until they disappear (Figure 10c), producing a homogenous 
medium (final phase). This approximation is valid insofar as the main signal beam is 
confined to a narrow area of the medium, which is the case in our measurements. 
Indeed, the zone of interest is comparable to the size of the grains (Figure 11). 
The evolution of the medium throughout the entire draining phase in the mould was 
described using these two models: the outflow of the whey and the cohesion of the grains. 
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Fig. 10. Evolution of the medium over time 
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Fig. 11. Estimation of the propagation zone of the main signal beam 
Heated to a constant temperature of 35 °C, the experimental mould was instrumented with a 
transmitter and two ultrasonic receivers spread out so as to integrate the signals transmitted 
through two paths presenting enough interfaces between the grains. This thus reduced 
measurement dispersion linked to the random number of interfaces (Figure 12). 
 
 
      Transmitter 







Fig. 12. On the left: The experimental measuring device with a horizontal cross-section of the 
mould at sensor level and on the right: omni-directional, optimised sensor in elongation 
mode at 246 kHz 
Figure 13 shows that the amplitude of the ultrasonic signal is a parameter that is sensitive to 
variations in the properties of the medium under investigation. 
 
Uncontrolled rapid 
evacuation of the whey 
Constant ratio between 






Fig. 13. Typical curve reflecting the cohesion phenomenon as seen by the variation in the 
ultrasonic amplitude 
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3.5 Case of highly absorbent matter 
The characterisation of media using ultrasounds is often limited by the heterogeneous 
nature of the matrix which can, in the case of cosmetic, pharmaceutical and agro-food 
products, be viscoelastic and heterogeneous (foam or emulsion for example). Wave 
attenuation in such media is mainly due to viscous absorption and scattering from 
heterogeneities. The higher the frequency the greater the attenuation, hence the necessity to 
analyse the media using low frequencies in order to characterise the evolving matter. 
The search for a compromise between the analysis frequency and the volume of the medium 
to be characterised led us to propose specific sensor geometries associated with specific 
excitation conditions. 
In order to manage this constraint, a very low frequency acoustic technique was adapted so 
as to communicate sufficient energy to a particularly absorbent sample. This was achieved 
by mechanical excitation caused by a shock. An electrical image of this excitation is obtained 
using a second identical sensor used as the synchronisation reference (Figure 14).    
 
 
Fig. 14. Schematic diagram 
3.5.1 Principle of the sensor proposed 
The sensor proposed is illustrated in figure 15. In the shape of a thin disc, its structure is 
made up of a ring with an embedded piezoelectric disc. 
A structure like this offers the advantage of being able to work at resonances lower than 
those of the piezoelectric disc and thus several resonance modes can be used of which the 
main ones are flexion and radial modes. This type of sensor also offers a large area of contact 
with the medium studied, which, in the case of soft and aerated materials, can be 
advantageous. 
The resonance modes of a circular structure, notably those of a disc or a thin ring, have been 
studied for many years by several authors (Aggarwal, 1952a, 1952b; Moseley, 1960; Vogel & 
Skinner, 1965; Leissa, 1969; Blevins, 1979; Irie & al., 1984; Lee & Singh, 1994) . The main 
modes of resonance of a disc are radial modes in the disc plane and flexion modes outside 
the disc plane (Tables 3, 4 & 5). The tables show a good correlation between the theoretical, 
numerical and experimental analyses. 
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Fig. 15. Set-up of the sensor proposed 
 
Flexion 
modes (s, n) 
Theoretical 
(Hz) FEM (Hz) 
(1.0) 1798 1794 
Table 3. Illustration of the deformations. Amplitude perpendicular to the disc plane Flexion 
mode (1.0) for a frequency of 1.8 kHz (theoretical and using finite elements) 
 
Radial modes Analytical calculation (kHz) FEM (kHz)
35.5 35.5 
92.6 92.7 
Table 4. The resonance frequencies of the first two radial modes for a free aluminium disc 
(R=5cm; h=2mm) obtained analytically and numerically using finite elements 
 










Table 5. Resonance frequencies of the first radial and flexion modes for the composite sensor 
3.5.2 Application for monitoring fermenting bread dough 
The objective of this application was to establish the links between the product evolution 
kinetics and the acoustic characteristics measured. 
From a practical point of view, impulse excitation was used in this system. The excitation 
was obtained by a controlled mechanical impact (rod of an electromagnet), thus exciting the 
disc used for the synchronisation. The vibration induced in the dough is received by a 
receiver disc identical to that of the synchronisation disc (Figure 16). 
 
 
Fig. 16. Experimental measuring device  
A metrological study of the measuring device carried out using standard samples (for 
example a pocket of water at 25°C) showed that the standard deviation of the amplitude and 
the velocity was approximately 2%. Signal acquisition was carried out over 3 hrs.  
3.5.3 Dynamic monitoring of the fermentation process of bread dough 
After controlled kneading of the dough, the measurement chamber was placed in an 
enclosure in order to control the temperature and humidity. The acoustic values studied 
were the variation of the time-of-flight and the wave amplitude on reception. 
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Figure 17 shows the variations in these two values. It can be noted that the critical points 
and phases appear simultaneously on the two curves.  
 
 
Fig. 17. Evolution of the standardised amplitude and the relative signal delay on reception 
during the fermentation phase 
Where: 
• τr is the time necessary to reach a relatively stable zone, 
• Tr reflects the period of stability during which the relative delay reaches its maximum 
and remains relatively constant, 
• ΔtM is the maximum relative delay. It is linked to the gas fraction contained in the 
dough and therefore the extensibility of the latter. 
• τa is the period during which the amplitude of the signal decreases before reaching a 
plateau,  
• Ta is the period of stability of the amplitude,  
• AS is defined as being the amplitude of the signal during the period of stability. 
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A repeatability study was carried out to estimate the dispersion of the parameters (delay 
and amplitude). Several tests were performed under the same operating conditions. The 
standard deviation of the measurements of these parameters was around 3%.  
Table 6 summarises the variations in the characteristic parameters observed on the curves 
according to the evolution in the temperature 
 
 20° 27° 34° 
τr (min) 165 105 60 
Tr (min) 145 70 55 
ΔtM (µs) 380 385 374 
τa (min) 160 95 55 
Ta (min) 130 75 50 
AS (%) 40 43 44 
Table 6. Parameters relating to the variation in temperature 
It can be noted that the maximum relative delay is relatively constant (approximately 380µs) 
for the three products made under the same operating conditions. This parameter seems to 
be independent of the temperature, which is in agreement with the hypothesis that it varies 
according to the gas fraction contained in the matter and the elastic properties of the matrix. 
4. Acoustic sensor for in-line monitoring of a manufacturing process 
In certain industrial processes it is often difficult to access useful information in real-time 
due to the conditions imposed on the mechanical and thermal parameters, pressure, 
hygiene..., conditions which require a specific installation of the sensor with regard to its 
environment. The difficulty thus arises of an integration taking into account both the 
process constraints and the acoustic constraints. This is the case of a plate heat exchanger 
which can be considered as a typical example in this category (Figure 18). 
 
 
Fig. 18. Standard plate heat exchanger 
4.1 Sensor selection criteria  
For the exchanger, the sensor selected is not cumbersome and is sensitive over a 
temperature range reaching over 100°C (Figure 19). The excitation and synchronisation 
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modes remain the same as the previous case (disc sensor). The principle of the measurement 
is to excite a vibration mode in one or several plate exchangers and to analyse the evolution 
under the effect of fouling by measuring the response of the plates using a receiver.  
A bivariate system-sensor study enabled the geometry of the latter to be defined over the 




Electromagnet soliciting a 
reference sensor  
Receiver   
Fig. 19. Positioning of the sensors on an exchanger plate 
4.1.1 Sensor excitation mode  
In order to monitor the evolution of the damping of the plate modes due to fouling of the 
exchanger, it is necessary to excite these modes with enough energy to preserve the signal-
noise ratio (of the signal received) after going through the exchanger. 
A mechanical shock is the only way of producing enough energy for local excitation. 
The frequency response obtained by modal analysis in the absence of structural constraints 
is given in the first column in table 7. This column gathers the different modes specific to the 
structure studied. Some correspond to simple, longitudinal or transversal displacements, 
others to more complex displacements (flexions, torsions...).  
 
Mode Frequency (Hz) - numerical Frequency (Hz) - experimental 
1 1683 1586 
2 2387 2894 
3 3557 3639 
4 5422 5330 
5 5734 6639 
6 7417 7390 
Table 7. The first 6 modes specific to the sensor 
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The second column shows the modal frequencies obtained from the analysis of the 
impedance of the sensor mounted on a heat exchanger. 
The mean standard deviation between the frequencies obtained by modal analysis and those 
obtained experimentally is 5 %. The good correlation between these results indicates that the 
numerical modelling provides a good estimation of the resonance frequencies of the sensor.  
4.1.2 Excitation by mechanical shock: estimation of the frequency range  
The mechanical excitation in question is ensured via the core of an electromagnet.  




Fig. 20a. Temporal response of a mechanical shock 
 
 
Fig. 20b. Spectral response associated with the shock 
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The curves show the temporal response and the frequency range of the sensor following a 
stress induced by a mechanical shock of short duration. The experiments carried out on the 
overall system (sensor & exchanger) in real configuration show that the temporal response is 
maximum 4 ms and its frequency response is around a central frequency of approximately 4 
kHz. 
4.2 Application  
4.2.1 Fouling mechanism 
Heat exchanger fouling is a dynamic process. The phenomenon continues to evolve, 
generally until equilibrium is reached or cleaning is required. The period of fouling can vary 
from a few hours to several months. 
Müller (Müller-Steinhagen & Middis, 1989) looked at five stages in the process of the 
appearance and development of particulate fouling: 
• The initiation, which corresponds to the time necessary before fouling, can be observed 
on a clean surface. The duration depends on the nature of the deposit, the initial state of 
the surface (material, roughness) and the temperature of the wall. 
• The denaturing of the product (protein, organic matter...) under the effect of heat and 
the surrounding parameters (pH...), their aggregation and transport within the vicinity 
of the wall. 
• The adhesion of the particles transported to the wall, controlled by surface adhesion 
forces (Van der Waals, electrostatic...) and cohesion of the deposit. It has been shown 
that the particles can adhere to a clean surface or adhere to other particles already 
deposited. 
• The dislodging of deposited particles, caused by hydrodynamic forces which exert 
shear stress on the deposit.  
• The aging of the deposit over time results in changes in its structure which can either 
weaken or consolidate it. 
Generally, the initiation phase is rarely taken into account in particulate fouling models. The 
mechanisms that govern the deposit of particles are generally presented as being the 
transport of the particles to the surface, then the "adhesion" to the wall and finally the 
possible dislodging of the particles. 
4.2.2 Results 
Before studying the phenomenon of fouling, the metrological variation of the measurement 
system was taken into account according to the main technological parameters:  
• Variation in temperature at constant flow. 
• Variation in flow at constant temperature. 
• Variation in viscosity at constant temperature and flow. 
This phase is essential in order to separate the interferences of acoustic values generated by 
the fouling phenomenon from those linked to the technological conditions of the exchanger 
and its environment.  
The curves in figure 21 show the evolution of the energy of the acoustic signals as well as 
the pressure drop in the system as a function of the process time. 
The "Power" curve shows the damping effect linked to the load on the plate caused by 
fouling.  
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In conclusion, this work concerned the monitoring of fouling using acoustics. By adopting a 
multi-stage experimental protocol we have been able to show that the variation in the 
acoustic signal can be used to predict variations in the pressure drop as well as the state of 
fouling in the plate heat exchanger under very specific operating conditions. 
Finally, this study illustrates an example of a non-intrusive acoustic technique for the local 
monitoring in real time of the fouling of plate heat exchangers. The results show that it is 
possible to follow the relative kinetics of the state of fouling in each zone of the exchanger 
with the right choice and positioning of the sensors. 
5. Conclusion 
This chapter has proposed a synopsis of all the work that has led to the development of 
novel low frequency sensors. By using structural resonance modes excited by a transducer, 
these sensors present the advantage of having small sized sources with regard to the 
acoustic wavelength generated. These sensors are omni-directional but can nevertheless 
present significant contact areas with the medium to be characterised. This is the case for 
sensors developed for the characterisation of gels. The close contact of the elements set in 
resonance with the medium enables phenomena linked to changes in state to be monitored 
easily. Various applications have led us to develop sensors with very different geometries 
and which are optimised with the application in mind. 
Indeed, for each need expressed, the approach consisted in optimising not only the 
geometry of the sensors but also their optimum position according to the problem posed. 
Three different cases were thus studied: 
• identical near-field coupled sensors, through the medium to be characterised. They 
were used for monitoring the evolution of the ultrasonic values to characterise a sol-gel 
transition or the cohesion kinetics of a medium. For certain applications, the sensors are 
immersed in the medium. This direct immersion is essential for characterising fragile 
media. 
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• a low frequency receiver associated with an excitation of the medium via a mechanical 
shock in the case of very absorbent and scattering media. A second identical sensor is 
used for the synchronisation of the acquisitions thus reducing, by standardisation, the 
scattering of the values measured. The mechanical shock produces significant vibratory 
energy over a broad frequency range. 
• finally, the sensors were coupled to heat exchanger plates in order to characterise 
fouling. This work has shown the interest of using acoustic sensors to monitor 
processes, providing an often local and dynamic response to the evolution of the 
performances of the process. 
The work carried out provides a solid base of knowledge on ultrasound-complex media 
interactions. This knowledge could be put to good use in the development of sensors and 
integrated ultrasonic methods and their applications in the analysis and monitoring of local 
properties. 
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Using Thickness–Shear Mode Sensors 
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1. Introduction 
Biological interfaces and accompanying interfacial processes constitute one of the most 
dynamic and expanding fields in science and technology such as biomaterials, tissue 
engineering, and biosensors. For example, in biomaterials, the bio-interfacial processes 
between biomaterials and surrounding tissue plays a crucial role in the biocompatibility of 
the layer (Werner, 2008). In tissue engineering, cellular adhesion plays an important role in 
the regulation of cell behavior, such as the control of growth and differentiation during 
development and the modulation of cell migration in wound healing, metastasis, and 
angiogenesis (Hong et al., 2006). Performance of a biosensor is highly dependent on 
interfacial processes involving the sensor sensing interface and a target analyte. Therefore, 
quantitative information on the novel and robust immobilization of detector molecules is 
one the most important aspects of the biosensor field (Kroger et al., 1998).  
Thickness shear mode (TSM) sensors have been used in a variety of studies including 
interfacial biological processes, cells, tissue and properties of various proteins and their 
reaction (Cote et al., 2003). Phenomena such as cell adhesion (Soonjin et al., 2006.), 
superhydrophobicity (Sun et al., 2006, Roach et al., 2007), particle-surface interactions 
(Zhang et al.,2005), organic and inorganic particle manipulation (Desa et al., 2010) and 
rheological and interfacial properties of blood coagulation (Ergezen et al. 2007) were studied 
using TSM sensors. Due to the high interfacial sensitivity of TSM sensors, it has been shown 
that cell motility can be monitored by analyzing the noise of the TSM sensor response 
(Sapper et al., 2006). It has also been demonstrated that the number of motile sperm in a 
semen sample can be assessed in real-time using a flow-chamber integrated with a thickness 
shear mode sensor (Newton et al., 2007). 
1.1 Quantification of Thickness Shear Mode (TSM) sensor response 
The TSM sensor response is affected by the complex nature of the interface. Its response is 
influenced by the geometrical and material properties of the interacting surfaces such as 
surface roughness (Cho et al., 2007), hydrophobicity (Ayad and Torad, 2009), interfacial 
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slippage (Zhuang et al., 2008), coverage area (Johanssmann et al., 2008), sensitivity profile 
(Edvardsson et al., 2005) and penetration depth of the shear acoustic wave (Kunze et al., 
2006).  
Various theoretical models have been developed for quantitative characterization of the 
TSM sensor response to interfacial interactions. Nunalee et al (2006) developed model to 
predict of the TSM sensor response to a generalized viscoelastic material spreading at the 
sensor surface in a liquid medium. Cho et al (2007) created a model system to study the 
viscoelastic properties of two distinct layers, a layer of soft vesicles and a rigid bilayer. 
Urbakh and Daikhin (2007) developed a model to characterize the effect of surface 
morphology of non-uniform surface films on TSM sensor response in contact with liquid. 
Hovgaard et al (2007) have modeled TSM sensor data using an extension to Kevin-Voigt 
viscoelastic model for studying glucagon fibrillation at the solid-liquid interface. Kanazawa 
and Cho (2009) discussed the measurement methodologies and analytical models for 
characterizing macromolecular assembly dynamics.  
The physical description based on a wave propagation concept in a one-dimensional 
approximation has been proven as the best model of thickness shear mode (TSM) sensors. 
The fundamentals have been published in several books (Rosenbaum, 1998). Martin et al. 
have (1994) applied this background to sensors by using Mason's equivalent circuit to 
describe the thickness shear mode sensor itself and transmission lines as well as lumped 
elements for viscoelastic coatings, semi-infinite liquids etc.. Follow-up papers have 
introduced a more straightforward definition of the elements of the BVD-model (Behling et 
al, 1998) as well as several additional approximations, e.g. based on perturbation theory, to 
derive less complex equations, have suggested a simplified notation to separate the mass 
from so-called nongravimetric effects, or have applied the transmission line model to several 
subsystems (Voinova et al, 2002) for demonstration of specific situations just to call some 
examples. More recent papers deal with deviations from the one-dimensional 
approximations, e.g. by introducing generalized parameters by deriving specific solutions 
e.g. for surface roughness or with discontinuity at boundaries. 
TSM sensors combined with the theoretical models mentioned above were used to 
determine the properties of liquids (Lin et al., 1993), high protein concentration solutions 
(Saluja et al., 2005), and thin polymer films (Katz et al., 1996).  
For viscoelastic layers, their mechanical impedance depends upon the density, thickness, 
and the complex shear modulus of the loading. Identification of the all the system 
parameters from the impedance measurements has been very challenging and uncertain 
without a priori knowledge of the thicknesses and/or some of the material properties 
(Lucklum et al. 1997).  
Furthermore, Kwoun (2006) showed the beneficial features of the multi-resonance operation 
of the TSM (called as “multi-resonance thickness shear mode) sensor to study the formation 
of biological samples, specifically collagen and albumin, on the sensor surface. In this work, 
it was demonstrated that the different harmonic frequency clearly showed the different 
characteristics of mechanical properties, especially shear modulus, of the biological sample. 
Although this work was one of the pioneer studies to demonstrate the strengths of the 
MTSM measurement technique, it is limited as it is a semi-quantitative method. Exact values 
of mechanical properties of anisotropic collagen and albumin samples were not able to be 
defined due to complexity of the non-linear simultaneous equations of the model. An 
improved MTSM technique combined with an advanced data analysis technique was 
proposed by Ergezen et al (2010). A new approach merging the multi-harmonic thickness 
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shear mode (MTSM) measurement technique and genetic algorithm-based data analysis 
technique has been used. This novel method was utilized to solve two unmet needs: 
1. Identification of all four parameter by using the MTSM sensor’s single harmonic 
response results in an under-determined problem. The MTSM sensor response enables 
the identification of two parameters by providing imaginary and real components of 
the mechanical impedance. In other words, there are fewer equations than the 
material/geometrical parameters of the interface, therefore, the stochastic method is the 
only approach that can address this problem mathematically. In this project it was 
shown that combination of the MTSM measurement technique and the genetic 
algorithm-based data analysis technique (called as MTSM/GA technique) was used to 
solve this under-determined problem. It was reported for the first time, a novel approach 
that enables determining all four parameters, which define the response of the MTSM 
technique.  
2. Most of the biological interfaces constitute multi-layer structures. Multi-layer modeling 
of biological interfacial processes was proposed by several researchers and by us 
(Wegener et al., 1999, Ergezen et al., 2007).  In contrast, there has been very limited 
(Lucklum et al., 2001) theoretical study and no experimental studies based on the 
MTSM sensor for quantitative characterization of multi-layer biological processes. It was 
reported, for the first time, the most comprehensive theoretical and experimental study for 
quantitative characterization of multi-layer biological interfacial processes.  
A new approach merging the multi-harmonic thickness shear mode (MTSM) sensor and a 
data extraction technique based on stochastic global optimization procedure has been 
proposed. For this purpose, the MTSM/GA technique is being developed and calibrated 
with a polymer layer (having known properties). This was then used to estimate the 
properties of a protein layer with unknown properties adsorbed to the MTSM sensor 
surface. It was demonstrated that this new method has the potential to be a novel tool for 
quantitatively characterization of interfacial biological layers. 
2. Theory 
2.1 Multi-Harmonic Thickness Shear Mode (MTSM) sensor 
Piezoelectric MTSM sensors transmit acoustic shear waves into a medium under test, and 
the waves interact with the medium. Shear waves monitor local properties of a medium in 
the vicinity of the sensor and of the medium/sensor interface (on the order of nm - μm); 
thus, they provide a very attractive technique to study interfacial processes. Measured 
parameters of acoustic waves are correlated with medium properties such as interfacial 
mass/density, viscosity, or elasticity changes taking place during chemical or biological 
processes.  
The shear acoustic wave penetrates the medium over a very short distance. The square of 
the depth of penetration of an acoustic shear wave in MTSM sensor is related to medium 
viscosity, elasticity, density and the frequency of the wave (please see Appendix IA.) 
(Kwoun et al. 2006). Figure 1a shows the acoustic wave penetrating the adjacent medium 
and Figure 1b shows that the depth of penetration decreases at higher harmonic frequencies 
in a semi-infinite medium.  
Therefore, by changing the frequency, one can control the distance at which the wave 
probes the medium. Multi-harmonic operation of MTSM sensor will enable to control the 
interrogating depth into the biological processes. Therefore it will provide a more in depth 
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shear mode (MTSM) measurement technique and genetic algorithm-based data analysis 
technique has been used. This novel method was utilized to solve two unmet needs: 
1. Identification of all four parameter by using the MTSM sensor’s single harmonic 
response results in an under-determined problem. The MTSM sensor response enables 
the identification of two parameters by providing imaginary and real components of 
the mechanical impedance. In other words, there are fewer equations than the 
material/geometrical parameters of the interface, therefore, the stochastic method is the 
only approach that can address this problem mathematically. In this project it was 
shown that combination of the MTSM measurement technique and the genetic 
algorithm-based data analysis technique (called as MTSM/GA technique) was used to 
solve this under-determined problem. It was reported for the first time, a novel approach 
that enables determining all four parameters, which define the response of the MTSM 
technique.  
2. Most of the biological interfaces constitute multi-layer structures. Multi-layer modeling 
of biological interfacial processes was proposed by several researchers and by us 
(Wegener et al., 1999, Ergezen et al., 2007).  In contrast, there has been very limited 
(Lucklum et al., 2001) theoretical study and no experimental studies based on the 
MTSM sensor for quantitative characterization of multi-layer biological processes. It was 
reported, for the first time, the most comprehensive theoretical and experimental study for 
quantitative characterization of multi-layer biological interfacial processes.  
A new approach merging the multi-harmonic thickness shear mode (MTSM) sensor and a 
data extraction technique based on stochastic global optimization procedure has been 
proposed. For this purpose, the MTSM/GA technique is being developed and calibrated 
with a polymer layer (having known properties). This was then used to estimate the 
properties of a protein layer with unknown properties adsorbed to the MTSM sensor 
surface. It was demonstrated that this new method has the potential to be a novel tool for 
quantitatively characterization of interfacial biological layers. 
2. Theory 
2.1 Multi-Harmonic Thickness Shear Mode (MTSM) sensor 
Piezoelectric MTSM sensors transmit acoustic shear waves into a medium under test, and 
the waves interact with the medium. Shear waves monitor local properties of a medium in 
the vicinity of the sensor and of the medium/sensor interface (on the order of nm - μm); 
thus, they provide a very attractive technique to study interfacial processes. Measured 
parameters of acoustic waves are correlated with medium properties such as interfacial 
mass/density, viscosity, or elasticity changes taking place during chemical or biological 
processes.  
The shear acoustic wave penetrates the medium over a very short distance. The square of 
the depth of penetration of an acoustic shear wave in MTSM sensor is related to medium 
viscosity, elasticity, density and the frequency of the wave (please see Appendix IA.) 
(Kwoun et al. 2006). Figure 1a shows the acoustic wave penetrating the adjacent medium 
and Figure 1b shows that the depth of penetration decreases at higher harmonic frequencies 
in a semi-infinite medium.  
Therefore, by changing the frequency, one can control the distance at which the wave 
probes the medium. Multi-harmonic operation of MTSM sensor will enable to control the 
interrogating depth into the biological processes. Therefore it will provide a more in depth 
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characterization of the biological interfacial processes. For example, it was suggested that 
cell adhesion on extra cellular matrix should be modeled as a multi-layered structure 
(Wegener et al. 2000). Therefore MTSM sensors can provide information about mechanical 




Fig. 1. a) Acoustic wave penetrating into the medium b) depth of penetration decreases at 
higher harmonic frequencies 
It should be noted that it was assumed that the medium is semi-infinite and the mechanical 
properties are not frequency dependent in fig. 1.  
2.2 Electrical response of MTSM sensor  
The MTSM sensor is a piezoelectric-based sensor which has the property that an applied 
alternating voltage (AC) induces mechanical shear strain and vice versa. By exciting the 
sensor with AC voltage, standing acoustic waves are produced within the sensor, and the 
sensor behaves as a resonator. The electrical response of the MTSM sensor in air over a wide 
frequency range is shown in figure 2, where S21 is the magnitude response of the MTSM 
sensor (|S21|=20log(100/(100+Zt)), Zt=total electromechanical impedance of the MTSM 
sensor (Rosenbaum 1998). As an example, the magnitude and phase responses of MTSM 
sensor are presented at the first (5 MHz), third (15 MHz), fifth (25 MHz) and seventh (35 
MHz) harmonics in air. 
 
 
Fig. 2. A typical a) frequency vs. magnitude response and b) frequency vs. phase response 
characteristic and the associated resonance harmonics for the MTSM sensor, spanning a 
wide frequency range (5 MHz to 35 MHz). (Insets) Magnified view of magnitude and phase 
response at 5 MHz 
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An example of the MTSM’s magnitude response in the vicinity of the fundamental resonant 
frequency is given below (figure 3a). When the TSM sensor is loaded with a biological 
media, there will be a shift in resonant frequency and a decrease in the magnitude. These 
changes can be correlated with changes in the mechanical and geometrical properties of the 
medium such as thickness, viscosity, density and stiffness. Depending on the changes at the 
interface of the sensor surface-medium interface, a positive and/or negative shift can be 
seen in the frequency response (Figure 3b). 
 
 
Fig. 3. (a)Demonstration of a typical qualitative frequency-dependent response curve for the 
MTSM sensor in the vicinity of the resonant frequency; n = harmonic number, αRn=Initial 
maximum magnitude, fRn=Initial resonant frequency, (b) In the case of both positive and 
negative frequency shifts throughout the experiment, αRnI, αRnII =Instantaneous maximum 
magnitudes of loaded MTSM sensor at time t1 and t2 respectively, fRnI, fRnII =Instantaneous 
resonant frequencies of the loaded MTSM sensor at time t1 and t2 respectively (Inlet) 
resonant frequency and magnitude are monitored as a function of time 
2.3 MTSM/GA data processing technique 
This section will be structured in the following manner; first, the general structure of a 
genetic algorithm will be explained. Second, advantages of genetic algorithm over other 
techniques will be discussed. Finally, implementation of MTSM-GA technique for 
determination of material parameters will be explained.  
Principles of operation of a genetic algorithm (GA) 
Basic definitions of GA terms are defined in Appendix IB. Genetic algorithm (GA) is based 
on the genetic processes of biological organisms (figure 4). GA works with a population of 
individuals, each representing a possible solution to a given problem. Each individual is 
assigned a fitness score according to how good a solution to the problem it is. The highly-fit 
individuals are given opportunities to reproduce, by cross breeding with other individuals 
in the population. This produces new individuals as offspring, which share some features 
taken from each parent.  
Comparison of GA to other data processing techniques 
Complex models are ubiquitous in many applications in the fields of engineering and 
science. Their solution often requires a global search approach. Therefore the objective of 
optimization techniques is to find the globally best solution of models, in the possible 
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characterization of the biological interfacial processes. For example, it was suggested that 
cell adhesion on extra cellular matrix should be modeled as a multi-layered structure 
(Wegener et al. 2000). Therefore MTSM sensors can provide information about mechanical 
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MHz) harmonics in air. 
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An example of the MTSM’s magnitude response in the vicinity of the fundamental resonant 
frequency is given below (figure 3a). When the TSM sensor is loaded with a biological 
media, there will be a shift in resonant frequency and a decrease in the magnitude. These 
changes can be correlated with changes in the mechanical and geometrical properties of the 
medium such as thickness, viscosity, density and stiffness. Depending on the changes at the 
interface of the sensor surface-medium interface, a positive and/or negative shift can be 
seen in the frequency response (Figure 3b). 
 
 
Fig. 3. (a)Demonstration of a typical qualitative frequency-dependent response curve for the 
MTSM sensor in the vicinity of the resonant frequency; n = harmonic number, αRn=Initial 
maximum magnitude, fRn=Initial resonant frequency, (b) In the case of both positive and 
negative frequency shifts throughout the experiment, αRnI, αRnII =Instantaneous maximum 
magnitudes of loaded MTSM sensor at time t1 and t2 respectively, fRnI, fRnII =Instantaneous 
resonant frequencies of the loaded MTSM sensor at time t1 and t2 respectively (Inlet) 
resonant frequency and magnitude are monitored as a function of time 
2.3 MTSM/GA data processing technique 
This section will be structured in the following manner; first, the general structure of a 
genetic algorithm will be explained. Second, advantages of genetic algorithm over other 
techniques will be discussed. Finally, implementation of MTSM-GA technique for 
determination of material parameters will be explained.  
Principles of operation of a genetic algorithm (GA) 
Basic definitions of GA terms are defined in Appendix IB. Genetic algorithm (GA) is based 
on the genetic processes of biological organisms (figure 4). GA works with a population of 
individuals, each representing a possible solution to a given problem. Each individual is 
assigned a fitness score according to how good a solution to the problem it is. The highly-fit 
individuals are given opportunities to reproduce, by cross breeding with other individuals 
in the population. This produces new individuals as offspring, which share some features 
taken from each parent.  
Comparison of GA to other data processing techniques 
Complex models are ubiquitous in many applications in the fields of engineering and 
science. Their solution often requires a global search approach. Therefore the objective of 
optimization techniques is to find the globally best solution of models, in the possible 
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presence of multiple local optima. Conventional optimization and search techniques 
include; (1) gradient-based local optimization method, (2) random search, (3) stochastic hill 
climbing, (4) simulated annealing, (5) symbolic artificial intelligence and (6) genetic 
algorithms. The detailed information on each technique and comparisons to Genetic 
Algorithms (GA) are already explained by Depa and Sivanandam (2008). Here, the aim is 
not to analyze these techniques in detail but to show the suitability of GA as a parameter 
estimation algorithm. As discussed by Depa and Sivanandam,  some of the advantages of 
GA over other techniques are: (1) it is good for multi-mode problems, (2) it is resistant to 
becoming trapped in local optima, (3) it performs well in large-scale optimization problems, 
(4) it handles large, poorly understood search spaces easily. These advantages match with 
the requirements for an optimization technique to be applied in this application. Therefore 




Fig. 4. Flow chart of a genetic algorithm 
Structure of the MTSM/GA technique 
The structure of MTSM-GA technique is presented in figure 5. As seen from the figure, there 
are two inputs to the GA, namely; range of variables and MTSM sensor response. GA 
outputs the determined values of the variables by using GA functions such as crossover, 
mutation and fitness evaluation. In the following sections, initially, the inputs to the GA will 
be explained. Then the structure of GA and its internal functions will be presented.   
MTSM sensor response 
The first input to the GA is the MTSM sensor response. Both magnitude and phase 
responses were continuously monitored during the experiments (see materials and methods 
section). Then the specific points on these responses such as resonant frequency, maximum 
magnitude, minimum phase, frequency at minimum phase, and phase at maximum 
magnitude were input to GA for calculating the fitness score for each individual. The 
changes in these target points were calibrated with the diwater/glycerin changes.  
Selection of the ranges for variables   
The next step of the technique is to set the ranges for the variables (chromosomes). These 
ranges represent the bounded space within which the GA will search for solutions. The 
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ranges should be reasonable for each parameter in order to determine accurate solutions. 
For example, for a Newtonian liquid the stiffness is 0, therefore one should not set the range 
to be between 1e5 N/m2 and 1e7 N/m2. If this were done the algorithm will not converge to 
a solution because of the inappropriate choice of ranges.  
 
 
Fig. 5. Basic structure of MTSM/GA technique 
As shown by Kwoun (2006), the viscoelastic materials can be divided in to four regimes, 
namely; liquid like, soft rubber, hard rubber and solid like. As seen from table 1, the 
viscosity values might change between 0.001 and 0.1 kg/m.s and stiffness value changes 
between 0 – 1e9 N/m2  . Typical range of density values for a polymer was determined to be 
between 1000 – 1400 kg/m3. 
 
Phase η (kg/m.s) C (N/m^2) 
Liquid like 0.001 – 0.01 0-1e5 
Soft Rubber 0.01 – 0.1 0-1e5 
Hard Rubber 0.01 – 0.1 1e5 – 1e7 
Solid Like - 0.1 1e7 – 1e9 
Table 1. Four regimes of a viscoelastic system  
Genetic Algorithm and its internal functions 
This section will be divided into three sections. First, the GA’s main parameters such as 
number of populations, crossovers, mutation rates and genes per chromosome will be 
analyzed. Then the fitness function of the GA will be explained. Finally, the technique 
combination of sub-spacing and zooming to determine the values for four variables will be 
presented.  
Selection of GA parameters 
Different combinations of the GA parameters were evaluated. Here, the combination that 
gives the best result is presented. Each variable was represented by a binary chromosome 
that contains 16 genes. A random population of 100 individuals was generated. Tournament 
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presence of multiple local optima. Conventional optimization and search techniques 
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to be between 1e5 N/m2 and 1e7 N/m2. If this were done the algorithm will not converge to 
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number of populations, crossovers, mutation rates and genes per chromosome will be 
analyzed. Then the fitness function of the GA will be explained. Finally, the technique 
combination of sub-spacing and zooming to determine the values for four variables will be 
presented.  
Selection of GA parameters 
Different combinations of the GA parameters were evaluated. Here, the combination that 
gives the best result is presented. Each variable was represented by a binary chromosome 
that contains 16 genes. A random population of 100 individuals was generated. Tournament 
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selection was implemented for selection of individuals for mutation and crossover. In order 
to carry out the crossovers the entire population is divided into groups of 5 individuals 
each, these groups are randomly selected. From each group, the individual with the highest 
fitness together with another individual of this group are selected for crossover. The two 
selected individuals are the parents and yield two offspring. Both the parents and the 
offspring pass to the next generation. This idea was implemented in order to reduce the 
selection pressure. 
The crossover between the parents is a simple one meaning that a random crossover point is 
selected and two kids’ genome are formed with the left and right genes of the crossover 
point of each parent. A relatively high mutation probability (0.5) is present in order to avoid 
local minimum, otherwise all the individuals might end up having the same genome and 
this genome corresponding to a not optimal solution. Also elitism was implemented to 
assure that the best individual of a generation survives to the next generation. This ensures 
that the algorithm keeps the best solution until a better one is found. 
Fitness function 
One of the most important parts of a genetic algorithm is the fitness function. The fitness 
function must reflect the relevant measures to be optimized. This function evaluates the 
function being searched for the set of parameters of each member of the population. The 
output of the fitness function is a vector that contains the fitness for each member of the 
population. This vector helps in the selection of individual for generating new offspring or 
individuals that will be included in the new generated population. 
The approach used, in this study to model biolayers on a MTSM sensor, is Mason's 
transmission line model (please see Appendix C). This model is a one-dimensional model 
that describes the electrical characteristics of an acoustic structure wherein, each layer of 
load can be represented as a T-network of impedances.  
Once the initial population is created the algorithm randomly generates a population 
(includes 100 individuals) chosen from the ranges of the variables (the section titled 
“selection of the ranges for variables”). Then each individual was input to fitness function 
(transmission line model). The error between the model (transmission line model) and the 
experimental results were compared by using the following equation: 
2 2 2 2 2 2
100
1 Re Rt Re Rt Me Mt Me Mt ARe ARt ARe ARt
fit_ func
( ( ) ( f f ) (P P ) ( f f ) ( ) ( f f ) )α α α α
=
+ − + − + − + − + − + −
 
The denominator of this function represents the difference between the model and the 
experimental data (we use the plus one in order to avoid the eventual division by zero). In 
this project, rather than fitting the whole magnitude and phase curve, certain points such as 
αR = maximum magnitude, fR = resonant frequency, PM = minimum phase, fM = resonant 
frequency at minimum phase, αAR = minimum magnitude, fAR = anti-resonant frequency has 
been compared between the model and the experimental results. Subscript “e” indicates 
experimental results and subscript “t” stands for theoretical model. This function is 
monotonously increasing with the kindness of the solution provided by the genetic 
algorithm. The algorithm was terminated at after 500 generations.  
Set-up of the Genetic Algorithm   
Acoustic impedance seen at the sensor/film interface is derived from transmission line 
theory (Martin and Frye 1991). Surface mechanical impedance is related to density and 
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thickness of the film, and complex modulus (= GI + jGII ). Therefore there are four 
independent variables to define the surface acoustic impedance. The MTSM sensor response 
contributes two parameters by providing real and imaginary part of mechanical impedance. 
Hence using single harmonic response results in an under-determined problem.  Genetic 
optimization technique has been applied to under-determined problems to obtain 
approximate solutions with satisfactory accuracy (Wang and Dhawan, 2008).  Here genetic 
algorithm has been improved by combining sub-space and zooming techniques. It was 
shown that this combination provides very good approximation with less than 1% error.  
First, sub-spacing method was applied. This method gives a quick idea of where the 
solution can be and also it decreases algorithm running time dramatically (Garaia and 
Chaudhurib, 2007).  Therefore the solution space was divided in 10 sub-spaces. Genetic 
algorithm was run 5 times in each subspace. Each subspace’s convergence performance was 
evaluated. The sub-space with the best fitness score was considered to be the candidate 
solution space. It was observed that the candidate sub-space had a distinct convergence 
performance compared to the others. This method dramatically increased the efficiency of 
GA by eliminating the irrelevant solution spaces. 
Secondly, GA was run 100 times (this number was chosen to have 95% confidence level and 
10% confidence interval statistically). The termination criterion for each run was 500 
generations. After 100 runs, it was observed that, for two out of four variables,  observed 
points having a uniform distribution (skewness < 0.5) were accumulating around one 
number in a narrow range (in ±20% of candidate solution point). The average value of the 
observed points was also equal or very close (<5%) to solution (theoretically shown). 
Therefore GA was always able to converge to “the most likely” values for two out of four 
variables after these two steps (from our observations, mostly stiffness and thickness, and 
sometimes, viscosity and thickness). It was shown theoretically that one can always put these 
numbers, and calculate the other two variables with the error of less than <15% at this step.  
Then zooming method was applied to reduce the search space around the candidate 
optimum solution point. Several zooming methods have been developed for different 
applications (Ndiritu and Daniel, 2001, Kwon et al. 2003). In this project, the GA was run 30 
times, and then the new range was set to be between maximum and minimum numbers of 
the 30 points. This zooming continued until the error was less than 1% for all variables. This 
error was achieved after 6 zooming.   
These results showed that the MTMS/GA technique combined with sub-spacing and 
zooming methods can be applied successfully to approximate the solution with good 
accuracy for this under-determined problem.  
3. Materials and methods 
The MTSM/GA technique first experimentally tested with the polymer SU8-2002 layer spin 
coated on sensor surface. The determined properties of the layer were compared with the 
values obtained from literature. The technique was then applied to obtain the mechanical 
and geometrical properties of a protein layer adsorbed on gold layer. The methods and 
chemicals used in the experiments are described below.   
a. Deposition of the thin polymer film 
The SU 8-2002 (MicroChem) polymer solution was spin coated on MTSM sensor by using 
the following procedure. First, the gold electrode surface of TSM sensors was cleaned using 
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selection was implemented for selection of individuals for mutation and crossover. In order 
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local minimum, otherwise all the individuals might end up having the same genome and 
this genome corresponding to a not optimal solution. Also elitism was implemented to 
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The denominator of this function represents the difference between the model and the 
experimental data (we use the plus one in order to avoid the eventual division by zero). In 
this project, rather than fitting the whole magnitude and phase curve, certain points such as 
αR = maximum magnitude, fR = resonant frequency, PM = minimum phase, fM = resonant 
frequency at minimum phase, αAR = minimum magnitude, fAR = anti-resonant frequency has 
been compared between the model and the experimental results. Subscript “e” indicates 
experimental results and subscript “t” stands for theoretical model. This function is 
monotonously increasing with the kindness of the solution provided by the genetic 
algorithm. The algorithm was terminated at after 500 generations.  
Set-up of the Genetic Algorithm   
Acoustic impedance seen at the sensor/film interface is derived from transmission line 
theory (Martin and Frye 1991). Surface mechanical impedance is related to density and 
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thickness of the film, and complex modulus (= GI + jGII ). Therefore there are four 
independent variables to define the surface acoustic impedance. The MTSM sensor response 
contributes two parameters by providing real and imaginary part of mechanical impedance. 
Hence using single harmonic response results in an under-determined problem.  Genetic 
optimization technique has been applied to under-determined problems to obtain 
approximate solutions with satisfactory accuracy (Wang and Dhawan, 2008).  Here genetic 
algorithm has been improved by combining sub-space and zooming techniques. It was 
shown that this combination provides very good approximation with less than 1% error.  
First, sub-spacing method was applied. This method gives a quick idea of where the 
solution can be and also it decreases algorithm running time dramatically (Garaia and 
Chaudhurib, 2007).  Therefore the solution space was divided in 10 sub-spaces. Genetic 
algorithm was run 5 times in each subspace. Each subspace’s convergence performance was 
evaluated. The sub-space with the best fitness score was considered to be the candidate 
solution space. It was observed that the candidate sub-space had a distinct convergence 
performance compared to the others. This method dramatically increased the efficiency of 
GA by eliminating the irrelevant solution spaces. 
Secondly, GA was run 100 times (this number was chosen to have 95% confidence level and 
10% confidence interval statistically). The termination criterion for each run was 500 
generations. After 100 runs, it was observed that, for two out of four variables,  observed 
points having a uniform distribution (skewness < 0.5) were accumulating around one 
number in a narrow range (in ±20% of candidate solution point). The average value of the 
observed points was also equal or very close (<5%) to solution (theoretically shown). 
Therefore GA was always able to converge to “the most likely” values for two out of four 
variables after these two steps (from our observations, mostly stiffness and thickness, and 
sometimes, viscosity and thickness). It was shown theoretically that one can always put these 
numbers, and calculate the other two variables with the error of less than <15% at this step.  
Then zooming method was applied to reduce the search space around the candidate 
optimum solution point. Several zooming methods have been developed for different 
applications (Ndiritu and Daniel, 2001, Kwon et al. 2003). In this project, the GA was run 30 
times, and then the new range was set to be between maximum and minimum numbers of 
the 30 points. This zooming continued until the error was less than 1% for all variables. This 
error was achieved after 6 zooming.   
These results showed that the MTMS/GA technique combined with sub-spacing and 
zooming methods can be applied successfully to approximate the solution with good 
accuracy for this under-determined problem.  
3. Materials and methods 
The MTSM/GA technique first experimentally tested with the polymer SU8-2002 layer spin 
coated on sensor surface. The determined properties of the layer were compared with the 
values obtained from literature. The technique was then applied to obtain the mechanical 
and geometrical properties of a protein layer adsorbed on gold layer. The methods and 
chemicals used in the experiments are described below.   
a. Deposition of the thin polymer film 
The SU 8-2002 (MicroChem) polymer solution was spin coated on MTSM sensor by using 
the following procedure. First, the gold electrode surface of TSM sensors was cleaned using 
  
Acoustic Waves – From Microdevices to Helioseismology 
 
248 
Piranha solution (one part of 30% H2O2 in three parts H2SO4). After 2 min exposure time, 
the sensors were rinsed with distilled water. The surface was dried in a stream of nitrogen 
gas. The SU 8 – 2002 sample was dispensed on MTSM sensor surface and sensors were spin 
coated for 40 seconds. The sensors were then soft baked for 1 min at 95 oC. The SU 8-2002 
films were exposed to UV light for 4 seconds under 25 mJ/cm2. This was followed by 1 min 
hard baking on hot plate at 95 oC.  
b. Antibody adsorption on MTSM sensor surface  
The reference measurements were taken for air and phosphate buffer saline (PBS). Next, the 
sensors were exposed to rabit-immunoglobulin G (IgG) (50 μg/ml) suspended in diwater 
(Fisher Scientific, pH: 5.34, Cat No: 25—555-CM) for 50 minutes to allow IgG coating of the 
sensor surface by adsorption.  
c. Characterization of geometrical properties of the thin film 
The thicknesses of the SU 8 – 2002 films were determined by using optical profilometer 
(Zygo Inc. Model #: NV6200). For the thickness measurements, a very small portion of 
MTSM sensor surface was not exposed to UV light. After the films were developed, the SU 
8-2002 layer was removed from this portion. To obtained different thicknesses of film layer, 
1:1 solution of SU8-2002 and cyclopentanone (Acros Organics) was prepared.   
The surface topography of the film layer was measured using atomic force microscopy 
(AFM). The prepared samples were placed on a glass slide installed on the atomic force 
microscope (Bioscope; Veeco), that was mounted on the inverted fluorescence microscope 
(TE2000; Nikon, Melville, N.Y.). Measurements were made using  contact mode with a  scan 
rate of 2 Hz.  
d. Measurement system and MTSM sensor data analysis technique 
A 14 mm diameter, 0.33 mm thick, 5 MHz quartz crystal with deposited 7 mm gold 
electrodes was placed in a custom fabricated brass sensor holder (ICM). The sensor holder 
was connected to a Network Analyzer (NA) (HP4395A). A LabView program on a personal 
computer was used to control the network analyzer and collect the data at 5, 15, 25 and 35 
MHz. The experiments were done in room temperature (24oC±1oC).  Magnitude and phase 
responses of MTSM sensor were monitored during the experiments (figure 6). The sampling 
rate was 30 seconds. Each experiment was repeated three times. 
 
  
Fig. 6. a) Magnitude and b) phase responses of MTSM sensor 
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4. Results and discussions 
Initially, two different thicknesses of SU8 2002 layers were spin coated on sensor surface and 
changes in the frequency and magnitude responses were monitored at 5, 15, 25 and 35 MHz. 
The thicknesses of the layers were measured by using optical profilometer (fig. 7a). The 
average thicknesses of the layers were 1920±25 nm and 770±50 nm respectively. Surface 
topography of the SU8 - 2002 layers was measured by using AFM (fig. 7b). The average 



























Fig. 7. A) Thickness measurements from optical profilometer sample a. SU8-2000 solution 
sample b. 1:1 dilution of SU8-2002 and cyclopentanone B) Surface topography of SU 8 layer 
a. Determination of mechanical and geometrical properties of SU8 layer of 1.92 μm 
thickness 
First set of experiments were performed by spin coating 2 μm thick SU 8 - 2002 layer on 
sensor surface. The MTSM/GA determined properties are presented in table 2. The average 
thickness of the polymer layer determined to range from 2080 nm to 2140 nm among the 
harmonics. Although these values are slightly higher than the value (1920±25 nm) obtained 
in control experiments, they are still in less than 10% experimental errors. The variation 
between the frequencies for density value was also very small, ranging from 1240 to 1253 
kg/m3. These numbers correlate well with the literature value of 1200 kg/m3 (Jiang et al., 
2003) for SU8. 
 
MTSM Frequency MTSM/GA Results Profilometer Jiang et al. [38] 
          (MHz)  d(nm) ρ (kg/m3) d (nm) ρ (kg/m3) 





15 2140±50 1246±11 
25 2080±110 1240±50 
35 2080±60 1240±28 
Table 2. Comparison density and thickness values of SU 8-2002 layer determined using 
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Piranha solution (one part of 30% H2O2 in three parts H2SO4). After 2 min exposure time, 
the sensors were rinsed with distilled water. The surface was dried in a stream of nitrogen 
gas. The SU 8 – 2002 sample was dispensed on MTSM sensor surface and sensors were spin 
coated for 40 seconds. The sensors were then soft baked for 1 min at 95 oC. The SU 8-2002 
films were exposed to UV light for 4 seconds under 25 mJ/cm2. This was followed by 1 min 
hard baking on hot plate at 95 oC.  
b. Antibody adsorption on MTSM sensor surface  
The reference measurements were taken for air and phosphate buffer saline (PBS). Next, the 
sensors were exposed to rabit-immunoglobulin G (IgG) (50 μg/ml) suspended in diwater 
(Fisher Scientific, pH: 5.34, Cat No: 25—555-CM) for 50 minutes to allow IgG coating of the 
sensor surface by adsorption.  
c. Characterization of geometrical properties of the thin film 
The thicknesses of the SU 8 – 2002 films were determined by using optical profilometer 
(Zygo Inc. Model #: NV6200). For the thickness measurements, a very small portion of 
MTSM sensor surface was not exposed to UV light. After the films were developed, the SU 
8-2002 layer was removed from this portion. To obtained different thicknesses of film layer, 
1:1 solution of SU8-2002 and cyclopentanone (Acros Organics) was prepared.   
The surface topography of the film layer was measured using atomic force microscopy 
(AFM). The prepared samples were placed on a glass slide installed on the atomic force 
microscope (Bioscope; Veeco), that was mounted on the inverted fluorescence microscope 
(TE2000; Nikon, Melville, N.Y.). Measurements were made using  contact mode with a  scan 
rate of 2 Hz.  
d. Measurement system and MTSM sensor data analysis technique 
A 14 mm diameter, 0.33 mm thick, 5 MHz quartz crystal with deposited 7 mm gold 
electrodes was placed in a custom fabricated brass sensor holder (ICM). The sensor holder 
was connected to a Network Analyzer (NA) (HP4395A). A LabView program on a personal 
computer was used to control the network analyzer and collect the data at 5, 15, 25 and 35 
MHz. The experiments were done in room temperature (24oC±1oC).  Magnitude and phase 
responses of MTSM sensor were monitored during the experiments (figure 6). The sampling 
rate was 30 seconds. Each experiment was repeated three times. 
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4. Results and discussions 
Initially, two different thicknesses of SU8 2002 layers were spin coated on sensor surface and 
changes in the frequency and magnitude responses were monitored at 5, 15, 25 and 35 MHz. 
The thicknesses of the layers were measured by using optical profilometer (fig. 7a). The 
average thicknesses of the layers were 1920±25 nm and 770±50 nm respectively. Surface 
topography of the SU8 - 2002 layers was measured by using AFM (fig. 7b). The average 



























Fig. 7. A) Thickness measurements from optical profilometer sample a. SU8-2000 solution 
sample b. 1:1 dilution of SU8-2002 and cyclopentanone B) Surface topography of SU 8 layer 
a. Determination of mechanical and geometrical properties of SU8 layer of 1.92 μm 
thickness 
First set of experiments were performed by spin coating 2 μm thick SU 8 - 2002 layer on 
sensor surface. The MTSM/GA determined properties are presented in table 2. The average 
thickness of the polymer layer determined to range from 2080 nm to 2140 nm among the 
harmonics. Although these values are slightly higher than the value (1920±25 nm) obtained 
in control experiments, they are still in less than 10% experimental errors. The variation 
between the frequencies for density value was also very small, ranging from 1240 to 1253 
kg/m3. These numbers correlate well with the literature value of 1200 kg/m3 (Jiang et al., 
2003) for SU8. 
 
MTSM Frequency MTSM/GA Results Profilometer Jiang et al. [38] 
          (MHz)  d(nm) ρ (kg/m3) d (nm) ρ (kg/m3) 





15 2140±50 1246±11 
25 2080±110 1240±50 
35 2080±60 1240±28 
Table 2. Comparison density and thickness values of SU 8-2002 layer determined using 
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The frequency dependent shear modulus of SU 8-2002 layer obtained using the MTSM/GA 
is presented in table 3. Both loss and storage modulus varies with the operating frequency. 
These extracted values were compared with the values obtained by Jiang et al (2003) (table 
3). Jiang et al calculated the shear modulus of SU8 layer by using the impedance-admittance 
characteristics of the equivalent circuit models of loaded and unperturbed TSM sensors 
operating at 9 MHz. 
 
MTSM 
Frequency MTSM/GA Results 
Jiang et al.[38] 
( at 9 MHz) 
(MHz) GI (N/m2) GII (N/m2) GI (N/m2) GII (N/m2) 





15 (2.33±0.18)x108 (1.00±0.03) x106 
25 (3.82±0.52)x108 (4.69±0.52) x106 
35 (5.81±0.71) x108 (6.49±0.18) x106 
Table 3. Comparison of determined GI and GII values of SU8 layer using MTSM/GA at 5, 15, 
25 and 35 MHz and Jiang et al (2003) 
As seen in table 3, the values obtained by Jiang et al. fall between the values obtained using 
the MTSM/GA method for 5 and 15 MHz. The small variation in the GI and GII may be due 
to difference in the film preparations.  Alig et al. (1996) has shown that variations in film 
preparation methods can affect the mechanical properties of the polymer layers. 
b. Determination of mechanical and geometrical properties of SU8 layer of 0.770 μm 
thickness 
The second set of experiments was done with the ~770 nm thick SU 8-2002 layer on MTSM 
sensor. As seen from the table 4, the thickness of the layer determined using the MTSM/GA 
method correlates well with the expected thickness for each harmonic (less than 10% error). 
Furthermore the results vary only 10 nm between the harmonics. Similarly, determined 
values for density were consistent between the harmonics, which is around ~1200 kg/m3.  
 
MTSM Frequency MTSM/GA Results Profilometer Jiang et al.[39] 
(MHz) d(nm) ρ (kg/m3) d (nm) ρ (kg/m3) 





15 820±20 1190±30 
25 810±35 1190±50 
35 810±52 1213±35 
Table 4. Determined density and thickness values by MTSM/GA or 770 nm thick SU8 layer 
at 5, 15, 25 and 35 MHz 
The initial losses before coating were -0.53 dB and -2.5 dB for 5 and 35 MHz respectively. 
The losses increase to -0.59 dB for 5 MHz and -4.18 dB for 35 MHz. As seen from these 
results, the losses remain relatively low when the thickness of the layer was decreased to 770 
nm in contrast to the phenomenon observed when the film thickness was 2 μm. For 2 μm 
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film thickness, the losses increase to -1.9 dB and -11.5 dB at 5 MHz and 35 MHz respectively, 
while initial loses were similar to what observed for 770 nm film thickness.  
The shear modulus values determined via the MTSM/GA technique are presented. Both 
loss and storage modulus were decreased compared to the values obtained when film 
thickness was 2 μm (figure 8). It has been shown that the scale effect on the mechanical 
properties of the polymers might be the reason for the decrease in the values (Liu et al, 2009, 
Luo et al, 2003).   
 
 
Fig. 8. a) Storage and b) loss modulus as a function of harmonic frequency for 770 nm and 
1920 nm thick SU8 layer at 5, 15, 25 and 35 MHz (error bars are smaller than symbols when 
not visible) 
c. Determination of mechanical and geometrical properties of an antibody layer 
Third set of experiments were done by adsorbing an antibody layer on MTSM sensor 
surface under static conditions at 5, 15, 25 and 35 MHz. Antibodies play crucial importance 
in many applications such as biosensing (Hanbury et al. 1996) and drug delivery (Morrison 
et al., 1995). The sensor surface was saturated with antibody to form a uniform protein layer 
on the surface. Change in the frequency and magnitude responses at 15, 25 and 35 MHz are 
presented in figure 9. At the fundamental frequency (5 MHz), high fluctuations observed in 




Fig. 9. Time response of A. resonant frequency and B. maximum magnitude responses of 
MTSM sensor to antibody binding at 15, 25 and 35 MHz 
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The frequency dependent shear modulus of SU 8-2002 layer obtained using the MTSM/GA 
is presented in table 3. Both loss and storage modulus varies with the operating frequency. 
These extracted values were compared with the values obtained by Jiang et al (2003) (table 
3). Jiang et al calculated the shear modulus of SU8 layer by using the impedance-admittance 
characteristics of the equivalent circuit models of loaded and unperturbed TSM sensors 
operating at 9 MHz. 
 
MTSM 
Frequency MTSM/GA Results 
Jiang et al.[38] 
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Table 3. Comparison of determined GI and GII values of SU8 layer using MTSM/GA at 5, 15, 
25 and 35 MHz and Jiang et al (2003) 
As seen in table 3, the values obtained by Jiang et al. fall between the values obtained using 
the MTSM/GA method for 5 and 15 MHz. The small variation in the GI and GII may be due 
to difference in the film preparations.  Alig et al. (1996) has shown that variations in film 
preparation methods can affect the mechanical properties of the polymer layers. 
b. Determination of mechanical and geometrical properties of SU8 layer of 0.770 μm 
thickness 
The second set of experiments was done with the ~770 nm thick SU 8-2002 layer on MTSM 
sensor. As seen from the table 4, the thickness of the layer determined using the MTSM/GA 
method correlates well with the expected thickness for each harmonic (less than 10% error). 
Furthermore the results vary only 10 nm between the harmonics. Similarly, determined 
values for density were consistent between the harmonics, which is around ~1200 kg/m3.  
 
MTSM Frequency MTSM/GA Results Profilometer Jiang et al.[39] 
(MHz) d(nm) ρ (kg/m3) d (nm) ρ (kg/m3) 





15 820±20 1190±30 
25 810±35 1190±50 
35 810±52 1213±35 
Table 4. Determined density and thickness values by MTSM/GA or 770 nm thick SU8 layer 
at 5, 15, 25 and 35 MHz 
The initial losses before coating were -0.53 dB and -2.5 dB for 5 and 35 MHz respectively. 
The losses increase to -0.59 dB for 5 MHz and -4.18 dB for 35 MHz. As seen from these 
results, the losses remain relatively low when the thickness of the layer was decreased to 770 
nm in contrast to the phenomenon observed when the film thickness was 2 μm. For 2 μm 
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film thickness, the losses increase to -1.9 dB and -11.5 dB at 5 MHz and 35 MHz respectively, 
while initial loses were similar to what observed for 770 nm film thickness.  
The shear modulus values determined via the MTSM/GA technique are presented. Both 
loss and storage modulus were decreased compared to the values obtained when film 
thickness was 2 μm (figure 8). It has been shown that the scale effect on the mechanical 
properties of the polymers might be the reason for the decrease in the values (Liu et al, 2009, 
Luo et al, 2003).   
 
 
Fig. 8. a) Storage and b) loss modulus as a function of harmonic frequency for 770 nm and 
1920 nm thick SU8 layer at 5, 15, 25 and 35 MHz (error bars are smaller than symbols when 
not visible) 
c. Determination of mechanical and geometrical properties of an antibody layer 
Third set of experiments were done by adsorbing an antibody layer on MTSM sensor 
surface under static conditions at 5, 15, 25 and 35 MHz. Antibodies play crucial importance 
in many applications such as biosensing (Hanbury et al. 1996) and drug delivery (Morrison 
et al., 1995). The sensor surface was saturated with antibody to form a uniform protein layer 
on the surface. Change in the frequency and magnitude responses at 15, 25 and 35 MHz are 
presented in figure 9. At the fundamental frequency (5 MHz), high fluctuations observed in 




Fig. 9. Time response of A. resonant frequency and B. maximum magnitude responses of 
MTSM sensor to antibody binding at 15, 25 and 35 MHz 
  
Acoustic Waves – From Microdevices to Helioseismology 
 
252 
The properties of the medium were determined at t1 = 10 and t2 = 70 minutes. At t1 = 10, the 
system is modeled as MTSM sensor loaded with semi-infinite Newtonian medium ( 
DIwater) (fig 10A). The height of the column (2 mm) was much higher than the penetration 
depth of the acoustic wave at 5 MHz (~250 nm in DI water).   
At t2 = 10 min., the MTSM/GA determined properties of the layer at 15, 25 and 35 MHz are 
presented in table 5. The variations in the determined thickness values were very high 
(ranging from 300 nm to 5 μm due to the fact that column height was much larger than the 
penetration depth. Solution range for thickness values was set to be between 1 nm to 10 μm 
in genetic algorithm. Thus any thickness value larger than the penetration depth will satisfy 
the solution because the MTSM sensor is not sensitive to the changes beyond the penetration 
depth. However,  the solutions were always higher than penetration depth as expected. Due 
to the high fluctuations in thickness values, it was not presented here. In contrast the 
solutions for ρ1, η1 and C1 match with the literature values very well. (Literature values are 




Fig. 10. Physical model for MTSM sensor system at A) t=10 and  B) t=70  
 
MTSM Frequency Density (kg/m3) CI (N/m2) η (kg/m.s) 
15 1006±5 (2.00±1.00) x102 (1.05±.004) x10-3 
25 1003±2 (5.00±3.00) x102 (1.08±0.03) x10-3 
35 1004±4 (1.00±1.00) x102 (1.06±0.04) x10-3 
Table 5. Determined properties for semi-infinite Newtonian medium layer by MTSM/GA at 
15, 25 and 35Hz 
At t = 70 min., the physical model is presented in fig 10b. A viscoelastic layer (protein layer) 
with finite thickness and semi-infinite Newtonian medium were loaded on MTSM sensor. 
The properties for diwater layer were entered into the algorithm as known variables and the 
unknown properties (ρp, ηp, C1 and dp) of viscoelastic layer were determined using the 
MTSM/GA method.  The results are presented in table 6. The thickness of the layer was 
determined to range from 10.3 to 11 nm for the harmonics. This number correlates well with 
the values presented by the other researches.  Westphal et al (Westphal and Bornmann 2002) 
calculated the height of antibody layer as 9.2 nm. Furthermore Liao et al (Liao et al 2004) 
measured the average height of the antibody layer as 10.1±3.3 nm.  
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The density of the antibody layer was also determined by the MTSM/GA to be 1030±14 
kg/m3. This density value is close to the water density in which the antibodies were 
suspended. Hook et al. (2002) considered the density of antibody layer as 1050 kg/m3 when 
the antibodies were not attached to gold surface. After the cross-linking, the density value 
was1300 kg/m3, this is closer to the density value of dry protein. Voros (2004) also showed 
that the wet density of antibody layer is significantly different than the dry protein density 
value due to the solvent present in the adsorbed proteins. Therefore we believe that the 
determined value of the density is in a reasonable range.  
 
MTSM Frequency Thickness (nm) Density (kg/m3) GI (N/m2) GII (N/m2) 
15 11±0.3 1050±10 (5.20±0.5) x104 (4.80±0.58) x105 
25 10.4±0.6 1080±12 (5.00±0.13) x104 (9.50±1.40) x105 
35 10.3±0.4 1040±14 (5.60±0.12) x104 (1.52±0.31) x106 
Table 6. Determined properties for antibody layer by MTSM/GA at 15, 25 and 35 MHz  
As seen from the table 6, the adsorbed antibody layer has low storage modulus (<1e5 
N/m2), and relatively higher loss modulus. While storage modulus was same for each 
harmonic, loss modulus changed with frequency. It has been experimentally shown that the 
adsorbed protein layers on TSM sensor, such as antibody, vesicles and cells do not behave 
like “rigid and thin” films (Voinova et al, 2002). Therefore the linear relationship between 
resonant frequency shift and mass deposition is not observed. Saluja et al. (2005) indicated 
low concentrations (less than 60 mg/ml) of antibody suspension behave like Newtonian 
medium. But it should not be expected that the properties of adsorbed layer will not be the 
same as the properties of antibody suspension. The effect of the binding between protein 
layer and gold layer should be considered. No literature value was found for direct 
comparison. Therefore we believe that MTSM/GA technique will lead to development of a 
quantitative tool for study of biological interfacial processes.  
5. Conclusions 
It was shown that MTSM sensor combined with genetic algorithm can be used to extract 
mechanical and geometrical properties of biological layers. The developed technique was 
first experimentally tested with SU8-2002 polymer layers with known properties having two 
different thicknesses. It was shown that the developed technique was successfully 
determined the mechanical and geometrical layers of thin polymer layers. MTSM/GA 
technique was then applied to extract the properties of antibody layer coated on MTSM 
sensor. The obtained data support our hypothesis about use of MTSM/GA technique can be 
a powerful tool for quantitative characterization of interfacial biological interfacial 
processes. 
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The properties of the medium were determined at t1 = 10 and t2 = 70 minutes. At t1 = 10, the 
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The density of the antibody layer was also determined by the MTSM/GA to be 1030±14 
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a powerful tool for quantitative characterization of interfacial biological interfacial 
processes. 
6. Acknowledgments 
We are thankful to Dr. Moses Noh for providing supplies and micro-fabrication facilities for 
polymer coating. 
  
Acoustic Waves – From Microdevices to Helioseismology 
 
254 
7. Appendix I 
A. The depth of penetration of a shear wave (δ) 
The depth of penetration of a shear wave (δ) in a Newtonian medium is given by the 
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 (2) 
ρm = density of medium (kg/m3),  
ηm = viscosity of medium (kg/m.s),  
Cm = stiffness of medium (N/m2),  
ω = angular frequency (rad/s) and  
n = harmonic number 
B. Basic terminologies of a genetic algorithm  
Individual:  A solution to the problem is called an individual. 
Population: The total number of solutions is called population. 
Chromosome:  Each individual has a number of chromosomes that represent each parameter 
(i.e. variables to be determined) of the problem.  
Genes: Each chromosome contains a fixed number of genes, the number of genes per 
chromosome determine the resolution of the total solution. The number of genes per 
chromosome is mostly determined by the broadness of the range in which each 
chromosome lies.  
Fitness: Every individual has to be weighed according to its fitness. The individual fitness 
value determines its survival and breeding probability. A higher fitness individual has 
higher probability of survival. 
C. Mason’s  transmission line model  
As seen in fig. 11, the biological process consist of a piezoelectric layer (MTSM sensor) and a 
non-piezoelectric biological layer. In this model, each layer of load can be represented as a 
T-network of impedances. 
 
 
Fig. 11. Mason model representation of non-piezoelectric layers loaded on piezoelectric plate 
 
Modeling of Biological Interfacial Processes Using Thickness–Shear Mode Sensors 
 
255 
8. Appendix II (Symbols) 
F1 = input force (N) 
F2 = output force (N) 
v1 = input particle velocity (m/s) 
v2 = output particle velocity (m/s) 
A = area of active electrode of MTSM (m2) 
k = propagation constant (m-1) 
d = thickness (m) 
Z = acoustic impedance (acoustic ohm) 
I = current (C) 
C0 = static capacitance of MTSM (F) 
φ: transformer ratio                
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1. Introduction 
The analysis of hearing mechanisms and research on the influence of various internal 
(pathologies, ageing) and external (trauma, vibration, noise) factors on sound perception are 
usually done using acoustic waves induced in the external ear canal. Stimuli which have 
been used for this purpose are: clicks, tone bursts, half-sine-waves, single tones or pairs of 
tones. The Corti organ’s responses to the external stimuli have either an electric or acoustic 
character. In the former case, these are cochlear microphonics (CMs) picked up from the 
surface or from the inside of the cochlea, which are usually used as an indicator of damage 
to the organ of Corti in animals. In the latter case, these are acoustic waves that appear in the 
external ear canal as a result of stimulation. The acoustic waves have an important clinical 
value. Taking into account the presence of nonlinear distortions in the cochlea, the waves 
that appear after stimulation with a pair of tones are called distortion product otoacoustic 
emissions (DPOAE). 
In studies on CMs, the origin of stimulating waves is often a single earphone (controlled by 
a generator of defined, often periodical, electrical signals) placed in the external auditory 
canal. In studies on DPOAE, a probe with two miniature earphones and one microphone is 
placed in the external auditory canal. The earphones are controlled by two generators of 
frequencies f1 and f2 and the microphone converts the returned DPOAE wave with a 
combination frequency, e.g. 3 1 22f f f= − , into an electrical signal. 
The acoustic wave which induces CM signals is usually a periodic wave, while the waves 
inducing DPOAE signals consist of two pure tones. Thanks to the easy access to the 
output(s) of the generator(s) the phase-sensitive detection (PSD) technique can be used to 
measure both CM and DPOAE signals. Very weak (even below single microvolts) CM and 
DPOAE signals originating from the unimpaired cochlea can be measured in this way. 
Thanks to this technique signals obscured by other disturbing sources (even thousand  times 
larger) can be measured accurately. This is possible because the phase-sensitive detector 
singles out the input signal with a specific reference frequency while signals with 
frequencies different from the reference are rejected. The fundamentals of this technique and 
its measuring potential are described in section 2. 
In section 3, the authors’ own experiments aimed at determining the effect various factors 
on the electrical function of the Corti organ are described. The factors include: vibration 
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(3.3), ototoxic medicines (3.4) and laser beams used in ear microsurgery (3.6). The role of the 
signal phase in the measurements is given special attention. 
In section 4, experiments involving acoustic waves being nonlinear products of the Corti 
organ are presented. The individual subsections describe the way in which the PSD 
technique is applied (4.1), compare the latter with the previously used methods (4.2) and 
discuss the authors’ own experiments in which the phase-sensitive technique is employed to 
measure DPOAE signals (4.3) and to measure simultaneously DPOAE signals and CMDP 
(cochlear microphonic distortion product) signals (4.4). It is shown that the phase of DPOAE 
signals plays an essential role in otoacoustic emission studies. 
All the experiments described in sections 3 and 4 were carried out on coloured guinea pigs, 
each weighing 500-650 g, being under general ketamine/xylazine (15 mg/kg and 10 mg/kg 
body weight, respectively) anaesthesia. A Homoth measuring probe was placed in the 
external auditory meatus of the animals. The probe contained two mini earphones and a 
standard microphone. Prior to the measurements the probe had been graduated in a 
Brüel&Kraej artificial ear 4144, using a measuring amplifier 2607 made by the same 
company. Permission to carry out the experiments had been given by the Bioethical 
Committee in Wrocław.  
Section 5 presents the final conclusions and discusses the future of the phase sensitive 
detection technique in investigations into the function of the cochlea exposed to various 
hazards. 
2. Phase-sensitive detection technique 
2.1 Fundamentals 
The measurement apparatus based on the phase-sensitive detection technique is called a 
lock-in amplifier or a lock-in nanovoltmeter. Lock-in measurements require a frequency 
reference which should be strictly connected with a fixed frequency of the function 
generator used in the experiment. The reference signal can be either a square wave or a 
sinusoid. A block diagram of a typical lock-in amplifier is shown in fig. 1. 
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Fig. 1. Block diagram of lock-in amplifier with single phase-sensitive detector 
Let us assume that the input signal can be described as: 
 ( )1 0cos ,sig sigV A tω α= +   (1) 
and the reference signal as:  
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 ( )2 0cosref refV A tω β= +     (2) 
The two signals have different amplitudes, frequencies and initial phases. At the phase-
sensitive detector inputs there are signals with unchanged frequencies, but with different 
amplitudes and phases: ( )1 1 01cossig sigV A tω α= + and ( )1 2 01cos .ref refV A tω β= +  The output 
of the PSD is simply the product of the two sine waves 
( ) ( )1 1 01 1 2 01cos cosPSD sig refV A t A tω α ω β= + ⋅ +  
 ( ) ( ) ( ) ( )1 1 1 2 01 01 1 2 01 010,5 cos cossig refA A t tω ω α β ω ω α β    = − + − + + + +         (3) 
At the output of the PSD there are two signals: a slow-changing signal with differential 
frequency ( )1 2ω ω−  and a signal with overall frequency ( )1 2ω ω+ . If the PSD output signals 
are passed through a low pass filter, the fast AC signal will be removed. When the 
frequencies of the two signals are approximately equal ( 1 2ω ω≈ ), the filtered PSD output is a 
slowly changing DC signal proportional to the signal amplitude and cos(α01-β01). When 
1 2ω ω= , the filtered signal is exactly a DC signal. By adjusting the phase of the reference 
signal one can make (α01-β01) equal to zero, in which case only Bsig can be measured. This is 
true if both initial phases α0 and β0 do not change over time, otherwise cos(α01-β01) will 
change over time and  outV  of  the lock-in amplifier will not be a DC signal. 
The phase dependency of the output voltage of the lock-in amplifier with one PSD unit  can 
be eliminated by adding a second PSD multiplying the same measured signal by a reference 
signal shifted by 900. A block diagram of the lock-in amplifier with a double PSD is shown 
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Fig. 2. Block diagram of lock-in amplifier with double PSD 
The output of the second PSD, filtered by the low pass filter, is proportional to the signal 
amplitude and ( )01 01sin .α β− Now there are two outputs: ( )1 01 01cossigX A α β= −  and 
( )1 01 01sin .sigY A α β= −  When 
 ( )( ) ( )( )2 21 01 01 1 01 01 1cos sinsig sig sigR A A Aα β α β= − + − =   (4) 
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Fig. 2. Block diagram of lock-in amplifier with double PSD 
The output of the second PSD, filtered by the low pass filter, is proportional to the signal 
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the phase dependency is removed. Phase difference (α01-β01) can be measured according 
to 
 ( )101 01 tan Y Xα β −− =    (5) 
The first lock-in amplifiers were based on analogue technology. The measured signal and 
the reference were analogue voltage signals and they were multiplied in an analogue PSD. 
The results of multiplication were filtered through a multistage RC filter. In such lock-ins 
the reference signal phase at the PSD input had to be manually adjusted to the phase of the 
measured signal so that ( )01 01cos 1.α β− = It was technically difficult to perform 
measurements by means of such lock-ins and it was practically impossible to register the 
amplitude and phase changes of the measured signals. Digital technology made it possible 
to build lock-in amplifiers in which both signal and reference inputs were multiplied and 
filtered digitally. Dual phase-sensitive detection eliminated the need for manual phase 
adjustments and enabled the simultaneous measurement of signal amplitude and phase. 
Such simultaneous measurements can be performed in real time, practically without any 
delay to the inducing signal. It also became possible to register short (below 0.1s) and slow 
changes in amplitude and phase over time. 
2.2 Application of double-phase detection 
The PSD technique offers greater measuring possibilities owing to the fact that: 
1. the signal fed to the examined object may have various periodical waveforms, 
2. the examined object can be linear or nonlinear, 
3. the reference signal frequency can be equal to the frequency of the signal being 
delivered to the examined object, but it also can be an integral multiplicity (or 
submultiplicity) of this frequency. 
4. two coherent signals can be introduced to the examined (usually nonlinear) object; the 
reference signal can be used at a frequency that is a linear combination of the 
frequencies of the inducing signals. 
The basic experimental setup is shown in fig.3. 
The generator used in the setup has two synchronous outputs. One of them (sync. output) 
supplies a TTL signal. Depending on the frequency of the reference signal one can measure 
the first harmonic, higher harmonics and subharmonics. In switch position 1 (fig.3), the 
reference signal is taken directly from the generator’s synchronous output whereby the first 
harmonic can be measured. In switch position 2, the synchronous signal is multiplied by 
integral number n whereby the n-harmonic can be measured. In order to measure the n-
subharmonic the generator’s synchronic output must be divided by integral number n (the 
switch in position 3). 
In the simplest case, the waveform of the signal directed to the examined object is 
sinusoidal. When the examined object is linear, using the PSD technique one can very 
precisely (with an accuracy of 1 nanovolt) measure the electrical response of the object. If 
the signal is a simple square wave or another periodical wave with frequency f, the 
examined linear object does not change the signal spectrum and the filtered PSD output is 
a DC signal proportional to the root mean square (rms) of the first component of the 
signal. 
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Fig. 3. Basic experimental set-up with lock-in amplifier for measuring  first harmonic (1), 
higher harmonic (2) and subharmonic (3) 
The situation becomes more complicated when the examined object is nonlinear. The signal 
spectrum at the PSD input differs from the one at the generator output (the nonlinear object 
changes the input signal spectrum). This is true for all the signal waveforms, including the 
sinusoidal one. Then the lock-in amplifier measures the rms of both the first harmonic and 
the n-harmonic (n-subharmonic). When harmonic or subharmonic distortion is measured, 
the function generator supplies a pure sinusoidal signal without any harmonics. The basic 
experimental setup shown in fig. 3 was used to carry out experiments described in section 3. 
2.3 Nonlinear object testing with two synchronous signals 
The double phase-sensitive detection technique and modern digital technologies offered 
new possibilities of examining nonlinear objects. An example of the measuring systems 
which have been developed is shown below (fig. 4). The main component of the setup is a 
digital sinus generator of three signals with synchronous frequencies. Two of the signals are 
delivered to the examined object while the third one serves as a reference signal. The 
frequency of the third signal is a linear combination of the frequencies of the other two 
signals. 
Let us assume that the output-input function for the examined object can be described by 
the formula: 
 3 ,out inV C V= ⋅   (6) 
where C is a constant value. The input signal is the sum of signals with different amplitudes, 
phases and frequencies and so:   
 ( ) ( ) 31 1 01 2 2 02cos cosoutV C A t A tω α ω α = + + +     (7) 
After trigonometric conversions it is possible to receive a signal frequency spectrum at the 
object’s output. The frequencies, amplitudes and phases of the particular spectral 
components (assuming that the examined object does not change its phase relations, i.e. it is 
characterized by pure resistances) are shown in table 1. 
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ω1 ( )2 21 1 21,5 0,5A C A A+ α01 
ω2 ( )2 22 2 11,5 0,5A C A A+ α02 
3 ω1 310,75C A  3 α01 
3 ω2 320,75C A  3 α02 
2 ω1+ω2 21 20,75C A A  2α01+α02 
ω1+2 ω2 21 20,75C A A  α01 + 2 α02 
2 ω1 –ω2 21 20,75C A A  2α01 – α02 
ω1–2 ω2 21 20,75 C A A  α01 – 2 α02 
Table 1. Exemplary spectrum at output of object with 3rd-order nonlinearity,  
tested by pair of pure tones 
The amplitude of each of the spectral components can be measured using this technique if a 
proper reference signal frequency is selected. The interpretation of phase shifts between the 
particular spectral components is much more complicated and requires taking into account 
the phase shifts introduced by the examined object. Moreover, the phase shifts introduced 
by the examined object may be a function of frequency and so they may be different for each 
spectral component. The technique was used to examine nonlinear distortions during the 
stimulation of the cochlea by a pair of pure tones. The results of this research are presented 
in section 4. 
3. Using PSD technique to study cochlear potentials 
3.1 Measuring techniques 
Cochlear potentials are biopotentials of the inner ear. They are described as electrical signals 
arising in response to the acoustic stimulation (usually by a click or a tone) of the organ of 
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Corti. For the first time they were registered by Wever and Bray in 1930 (Wever &Bray, 
1930). The discovery of the signals made it much easier to examine the function of the inner 
ear and made it possible to assess the impact of various external and internal factors on this 
function. It is widely believed that cochlear microphonics (CMs) are generated mainly by 
outer hair cells (OHCs). Therefore it seems reasonable to use CMs as an indication of the 
OHC function. On the basis of measurements performed over a long period (e.g. a few 
weeks or months) one can assess if given hearing damage is temporary or permanent. The 
CM signal originating from different places in the human ear (or the animal ear) can be 
recorded. In humans CMs are usually picked up from the round window during surgical 
procedures performed on patients with various hearing pathologies. There are much fewer 
reports describing the reception of CM signals from the promontory or the ear canal near 
the eardrum. The past and present studies of the mechano-electrical cochlear function 
(based on the reception of CMs) are conducted mainly on animals, using: in vivo 
preparations of anaesthetized animals with positive Preyer’s reflex, in vitro preparations of 
the cochlea or in vitro preparations of the hair cells. As regards the research into the impact 
of various external and internal factors on the hearing organs, the in vivo studies seem to be 
most clinically valuable. 
In the 1930s and 1940s CMs were measured at the cochlea’s round window (Wever & Bray, 
1930). In most animals the round window is relatively easily accessible and so measuring 
electrodes were usually placed on it or in its direct proximity. In the first years after the 
discovery of inner ear potentials, CM signals were measured by a single active probe. 
Several years later the first mapping of CMs on the cochlear surface was described 
(Thurlow, 1943). It was probably the first attempt ever to place the probe so close to the 
source of cochlear microphonics. CM potentials are continued to be measured at the 
cochlea’s round window today (Brown, 2009). This measuring technique was not 
abandoned after the introduction of very sensitive (but invasive) procedures (Tasaki et al., 
1952). Tasaki monitored CMs using a pair of active intracochlear electrodes in the basal turn 
(one electrode in scala tympani, the other in scala vestibuli). The electrodes were connected 
to a balanced differential amplifier. The reference electrode was placed on the neck muscles. 
This enables the measurement of the potentials very close to the organ of Corti and 
eliminates the auditory nerve potentials. The largest drawback is the mixing of perilymph 
and endolymph when the probe is introduced. 
A new recording technique has been described by Carricondo (Carricondo at al., 2001). In 
this technique, CM potentials are recorded by subcutaneous electrodes in animals or by 
surface electrodes in humans. Two active electrodes are placed on the mandibular muscles 
while the reference electrode is located on the head’s vertex. All the three electrodes are 
connected to a differential amplifier. The signal coming from the amplifier’s output is 
filtered and subsequently averaged through in-phase synchronization with the sound 
stimuli. 
3.2 History of CM studies in Wroclaw 
In 1960 at the Wroclaw University of Technology an oscillograph was built and used as part 
of an experimental setup for registering cochlear microphonics (CMs). In the following years 
Jankowski and Giełdanowski started a series of experiments on animals – first on cats, later 
on guinea pigs (Jankowski et al., 1962). A Biopotentials Research Workshop was founded, 
where biopotentials were measured after damage to the inner ear or the skull, in acoustic 
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This enables the measurement of the potentials very close to the organ of Corti and 
eliminates the auditory nerve potentials. The largest drawback is the mixing of perilymph 
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trauma, in hypothermia or hypoxia, after the administration of certain drugs, and so on. 
Figure 5 shows a schematic of the experimental setup. 
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Fig. 5. Schematic of experimental setup used by Jankowski & Giełdanowski 
The experimental animals (under urethane anaesthesia, which does not diminish CM 
voltages) underwent ear surgery: the bones were exposed and drilled until the round 
window was revealed. Platinum electrodes (platinum wires 0.1 mm in diameter, coated with 
PMMA) were used for CM measurements. The bare end (not coated with PMMA) of the 
platinum wire was brought into contact with the round window membrane (without 
damaging it). An injection needle was used as the other electrode. It was inserted into the 
muscles around the surgical wound. An example of an CM oscillogram from Ziemski’s 
work (Ziemski, 1970) is shown in fig. 6. 
 
 
Fig. 6. Example of CM oscillograph record (stimulus tone parameters: f =4096 Hz, acoustic 
pressure level -  60dB) 
In the middle of the 1990s a new surgical approach, making it possible to expose the whole 
cochlea in guinea pigs, was proposed. Skin was cut from the occipital part of the skull, 
around the angle of the mandible up to the place of about 0.5 cm above the angle of the 
animal’s snout. The temporal muscles were removed, the mandible partially resected and 
the stylo-hyoid muscle cut. Bones were drilled, leaving the tympanic membrane intact. In 
the 1990s the present authors used the phase-sensitive detection technique to measure CMs. 
A patent was applied for in 1996 and the technique was patented in December 2000 (Patent 
PL no. 180060). A report on the use of a similar method was published by Kobayashi 
(Kobayashi, 1997). A schematic of the first setup used to measure CMs by the PSD technique 
is shown in fig. 7. 
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Fig. 7. Schematic of first setup used to measure CMs by phase-sensitive detection technique 
Thanks to the new surgical approach combined with the phase-sensitive detection technique 
it became possible to create a map of CM potential amplitude and phase distributions on the 
cochlear surface. For this purpose, the active electrode would be fixed in six different points 
on the cochlea’s surface (on the apex, one point at the third turn, two points at the second 
turn and two points at the basal turn). When the electrode was fixed in any of the six points, 
the frequencies of the stimulating acoustic wave would be successively selected from the 
measurable range. Three different acoustic wave pressures (60 dB, 80 dB and 95 dB) would 
be set for each of the measuring frequencies. This means that 18 different amplitude-phase 
(A-P) values of the CM signal were measured in each of the six points on the cochlea’s 
surface. In this way 18 different A-P distribution patterns would be obtained for the guinea 
pig cochlea. Six of them (three for f. = 260 Hz and three for f = 8 kHz) are shown in fig. 8. 
Phase in each measuring point is related to phase on apex at 60 dB. 
It was found that CMs had a different phase and amplitude in the different parts of the 
cochlea, which was due to the fact that each of the six measuring points was located at a 
different distance from the CM sources inside the organ of Corti. 
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Fig. 8. CM potential amplitude and phase in six different points on cochlea surface, 
measured at 260 Hz and 8 kHz. At each of six points there are three amplitude/phase 
values: upper for 90 dB, central for 80 dB and lower for 60 dB 
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Fig. 8. CM potential amplitude and phase in six different points on cochlea surface, 
measured at 260 Hz and 8 kHz. At each of six points there are three amplitude/phase 
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In order to unify CM measurements, two distinctive and universal measurement points 
were established: the cochlea’s apex for the frequencies of 260, 500, 1000 and 2000 Hz and 
the cochlea’s base for 4000 and 8000 Hz. Phase in each measuring point is related to phase 
on apex at 60 dB. 
3.3 Influence of whole-body vibration on inner ear 
Vibration is one of the most widespread injurious factors in the environment of civilized 
man (Palmer et al., 2000a, 2000b). The energy absorbed can have a pathological effect on all 
the tissues and organs of the body, although the consequences of exposure to vibration do 
not present a uniform clinical picture (Jones, 1996; Seidel & Heide, 1986). Because all 
machines and vibration devices also produce noise, usually the combined effect of the two 
factors is examined (Castelo Branco, 1999). There is a prevalent view that mechanical 
vibrations exert only a weak, additionally traumatic influence on the hearing organ (Seidel, 
1993). Several experimental investigations into the harmfulness of vibration were carried out 
on animals (Hamernik et al., 1980, 1981). Changes in the hearing organ most often would be 
found in the hair cells (Rogowski, 1987). This made us undertake our own research in the 
1990s. In order to determine the impact of long-term general vibration on the inner ear it 
was necessary to: 1) design and built noiseless vibration apparatus, 2) subject several groups 
of animals to general vibration (defined by controlled parameters over different periods of 
time) and 3) evaluate selected parts of the organ of hearing, using norms based on values 
derived from a control group. 
In order to ensure proper experimental conditions, i.e. sinusoidal (10 Hz) vertical (5 mm) 
shaking, a device consisting of an electric impulse generator, a power amplifier and an 
impulse exciter was built (fig. 9). Experiments were carried out on young, coloured guinea 
pigs of both sexes weighing 240-360g. Fifty six animals with the normal Preyer reflex and 
without otoscopically detectable changes were used. The control group (group m0) 
consisted of 20 of the animals and served to establish functional and morphological norms. 
In order to avoid changes due to aging being interpreted as the effects of vibration, the 
control group was examined after a seven-month stay (6+1 months = duration of the longest 
experiment + a rest) in an animal house. The study group consisted of 36 guinea pigs 
divided into two subgroups of 18 animals each. Each subgroup was subjected to vibration 
over different periods, i.e. 30 (group m1) and 180 (m6) days. These were in fact respectively 
22 days (5 days/week, 6 hours/day = 132 hours) and 132 days (792 hours). After the 
experiment and a one-month (30 day) rest, the animals which were in good general 
condition and without otoscopically detectable changes were qualified for functional and 
morphological investigations. 
Cochlear microphonics were measured under urethane anaesthesia, using the PSD 
technique and the setup schematically shown in fig. 3 (the switch in position 1). CMs were 
picked up from the apex of the cochlea for the frequencies of 250 Hz, 500 Hz, 1 kHz and 2 
kHz and from the region of the round window for 4 kHz and 8 kHz, using a platinum 
needle electrode. For the two study groups and the control group, a total of 6048 data values 
were taken for the bilaterally examined pulse wave frequencies (260 Hz-8 kHz) and 
intensities (55 dB-95 dB). 
The results of the CM measurements were subjected to statistical analysis. The aim was to 
find out whether the experiment had any influence on CMs and, if so, what that influence 
was. The questions asked were: 1) are there statistically significant differences between the 
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CM voltages obtained from the control groups and the study groups, and 2) are there 
statistically significant differences in the CM voltages obtained within the study groups? 
The CM values obtained from the healthy animals showed considerable individual 
differences, and their distribution showed neither normalcy nor log-normalcy. Therefore all 
the experimental samples were examined using non-parametric tests. The K-S Lilliefors test 
showed: 1) for control group m0 compared with study groups m1 and m6, a significant 
decrease in CMs for the frequencies of 260 Hz, 1 kHz and 2 kHz, and 2) for m1 compared 
with m6, a decrease in CM for the frequencies of 260 Hz and 2 kHz. The Kruskall-Wallis test 




Fig. 9. Cage with animals exposed to vibrations 
The results of the investigations indicated possible greater damage to the hair cells in the 
forth and third turnings of the cochlea. Further morphological examinations were needed to 
verify this observation. After the bilateral CM measurements the animals were decapitated 
and samples were prepared for SEM examinations  of the sensorial epithelium. The samples 
were examined and photographed using a scanning DSM 950 microscope. The influence of 
general vibration on the organ of Corti was assessed on the basis of the condition of the hair 
cells, taking into consideration their disorganization, deformation, mutual adhesion and any 
reduction in the number of cilia. 
SEM examinations were carried out on 20 cochleae from the control group animals and on 
all the animals in the two study groups. In the healthy animals, the sensorial epithelium was 
found to be normal in every case, but in each of the study groups the above mentioned 
damage was observed. It usually occurred in the OHC region of the apex, and its extent 
gradually increased in the direction of the cochlea’s base (up to the second turning). OHC3 
was found to be most susceptible to vibratory trauma. Cell damage decreased from the 
circumference to the modiolus, and the OHCs showed considerably greater resistance to 
vibration (fig.10). Undoubtedly, the observed damage to the sensorial epithelium resulted 
from mechanical vibration, and its severity clearly increased with the duration of the 
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intensities (55 dB-95 dB). 
The results of the CM measurements were subjected to statistical analysis. The aim was to 
find out whether the experiment had any influence on CMs and, if so, what that influence 
was. The questions asked were: 1) are there statistically significant differences between the 
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CM voltages obtained from the control groups and the study groups, and 2) are there 
statistically significant differences in the CM voltages obtained within the study groups? 
The CM values obtained from the healthy animals showed considerable individual 
differences, and their distribution showed neither normalcy nor log-normalcy. Therefore all 
the experimental samples were examined using non-parametric tests. The K-S Lilliefors test 
showed: 1) for control group m0 compared with study groups m1 and m6, a significant 
decrease in CMs for the frequencies of 260 Hz, 1 kHz and 2 kHz, and 2) for m1 compared 
with m6, a decrease in CM for the frequencies of 260 Hz and 2 kHz. The Kruskall-Wallis test 




Fig. 9. Cage with animals exposed to vibrations 
The results of the investigations indicated possible greater damage to the hair cells in the 
forth and third turnings of the cochlea. Further morphological examinations were needed to 
verify this observation. After the bilateral CM measurements the animals were decapitated 
and samples were prepared for SEM examinations  of the sensorial epithelium. The samples 
were examined and photographed using a scanning DSM 950 microscope. The influence of 
general vibration on the organ of Corti was assessed on the basis of the condition of the hair 
cells, taking into consideration their disorganization, deformation, mutual adhesion and any 
reduction in the number of cilia. 
SEM examinations were carried out on 20 cochleae from the control group animals and on 
all the animals in the two study groups. In the healthy animals, the sensorial epithelium was 
found to be normal in every case, but in each of the study groups the above mentioned 
damage was observed. It usually occurred in the OHC region of the apex, and its extent 
gradually increased in the direction of the cochlea’s base (up to the second turning). OHC3 
was found to be most susceptible to vibratory trauma. Cell damage decreased from the 
circumference to the modiolus, and the OHCs showed considerably greater resistance to 
vibration (fig.10). Undoubtedly, the observed damage to the sensorial epithelium resulted 
from mechanical vibration, and its severity clearly increased with the duration of the 
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experiment. Consequently, the mechanism of deterioration in hearing in all the frequency 
ranges (especially at low and average frequencies) in persons subjected to whole-body 
vibration could be discovered by analyzing the observed changes. 
 
 
Fig. 10. Group M6, 4th cochlear turning: numerous lesions of hair cells and damage to 
Hensen’s cells 
3.4 Studies of gramicidin ototoxicity 
Polypeptide antibiotics are used in a variety of clinical situations. Their molecules contain a 
specific chain of aminoacids and a non-aminoacidic part (e.g. fatty acids in polymyxins or 
glycopeptide in vancomycin). They are generally effective against Gram-positive bacteria, 
except for polymyxins which are effective against Gram-negative bacteria. They act by 
disrupting the selective permeability of bacterial cellular membranes. Despite their long 
history, polymyxins have had a limited clinical use due to the large number of side effects. 
Currently they are used primarily for topical treatment (Wadsten at all, 1985). 
Since no descriptions of the effects of the systemic administration of gramicidin on the inner 
ear could be found in the literature, the authors decided to examine CMs and to compare the 
ototoxic effects after the systemic and topical administration of gramicidin. Also the inner 
ear of animals which received i.m. injections of gramicidin were examined using a DSM 950 
scanning electron microscope (Bredberg at al., 1970; Davis, 1983) . 
The research was conducted on 70 young, coloured guinea pigs. All the animals showed the 
positive Preyer reflex and no pathologies under otoscopic examinations. The experimental 
animals (G) were divided into 5 subgroups, depending on the drug administration mode 
and the administered dose. Each experimental subgroup (G1-G5) consisted of 8 randomly 
chosen animals. Subgroups G1-G3 received respectively 2, 5 and 10 mg of gramicidin/kg 
i.m., once per day, for 14 consecutive days. The animals from subgroups G4 and G5 were 
administered a 0.25% and 10% solution of gramicidin suspended on a haemostatic sponge 
placed on the round window.  
The control group (K) consisted of 30 animals randomly divided into 2 subgroups (K1 and 
K2). The animals in control subgroup K1 were injected with normal saline solution once per 
day for 14 consecutive days. The animals in subgroup K2 were administered normal saline 
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solution placed on the round window. One day after the last injection (the 15th day of the 
study) electrophysiological measurements were carried out on the animals in subgroups G1-
G3 and K1. Then their cochleae were removed for SEM examinations. In the case of the 
animals belonging to subgroups G4, G5 and K2, CM measurements were performed after 
removing the haemostatic sponge from both ears and allowing the round windows with 
their surroundings to dry (Gale & Ashmore, 1977). 
Cochlear microphonics (CMs) were investigated under urethane anaesthesia, using the PSD 
technique and the setup schematically shown in fig. 3 (the switch in position 1). CMs were 
picked up from the apex of the cochlea for the frequencies of 260 Hz, 500 Hz, 1 kHz and 2 
kHz and from the region of the round window for 4 kHz and 8 kHz by means of a platinum 
needle electrode. As regards study subgroups G1-G5 and control subgroups K1 and K2, a 
total of 7560 data values were taken for the examined frequencies (260 Hz-8 kHz) and 
intensities (55 dB-95 dB). The results of the CM measurements were subjected to statistical 
analysis (the t-Student test). 
Gramicidin administered systemically in a dose of 2 mg/kg led to a significant (38%) decline 
in  CM voltage in K1 subgroup animals for the frequencies of 260 Hz and 2 kHz. For the 
other frequencies the drop in CMs amounted to about 15%, except for the 4 kHz at which a 
slight improvement was observed for sound levels between 55 and 70 dB. A significant drop 
in CMs was observed in subgroup G2 at 2 kHz and sound levels above 70 dB. At 95 dB the 
decline in CMs was 30% larger than in the G1 animals. The changes in the G2 animals 
relative to G1 were even more significant at 500 Hz, 1 kHz and 8 kHz. The animals receiving 
10 mg/kg of gramicidin showed lower CMs than the ones registered in all the examined 
frequency ranges for control subgroup K1. The largest drop was registered at 2 kHz (31% 
lower than in the K1 control subgroup). The smallest changes were observed at 8 kHz. In 




Fig. 11. Group K1, 2nd cochlear turn: unchanged sensory epithelium 
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animals (G) were divided into 5 subgroups, depending on the drug administration mode 
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solution placed on the round window. One day after the last injection (the 15th day of the 
study) electrophysiological measurements were carried out on the animals in subgroups G1-
G3 and K1. Then their cochleae were removed for SEM examinations. In the case of the 
animals belonging to subgroups G4, G5 and K2, CM measurements were performed after 
removing the haemostatic sponge from both ears and allowing the round windows with 
their surroundings to dry (Gale & Ashmore, 1977). 
Cochlear microphonics (CMs) were investigated under urethane anaesthesia, using the PSD 
technique and the setup schematically shown in fig. 3 (the switch in position 1). CMs were 
picked up from the apex of the cochlea for the frequencies of 260 Hz, 500 Hz, 1 kHz and 2 
kHz and from the region of the round window for 4 kHz and 8 kHz by means of a platinum 
needle electrode. As regards study subgroups G1-G5 and control subgroups K1 and K2, a 
total of 7560 data values were taken for the examined frequencies (260 Hz-8 kHz) and 
intensities (55 dB-95 dB). The results of the CM measurements were subjected to statistical 
analysis (the t-Student test). 
Gramicidin administered systemically in a dose of 2 mg/kg led to a significant (38%) decline 
in  CM voltage in K1 subgroup animals for the frequencies of 260 Hz and 2 kHz. For the 
other frequencies the drop in CMs amounted to about 15%, except for the 4 kHz at which a 
slight improvement was observed for sound levels between 55 and 70 dB. A significant drop 
in CMs was observed in subgroup G2 at 2 kHz and sound levels above 70 dB. At 95 dB the 
decline in CMs was 30% larger than in the G1 animals. The changes in the G2 animals 
relative to G1 were even more significant at 500 Hz, 1 kHz and 8 kHz. The animals receiving 
10 mg/kg of gramicidin showed lower CMs than the ones registered in all the examined 
frequency ranges for control subgroup K1. The largest drop was registered at 2 kHz (31% 
lower than in the K1 control subgroup). The smallest changes were observed at 8 kHz. In 




Fig. 11. Group K1, 2nd cochlear turn: unchanged sensory epithelium 
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In the animals receiving topical 0.25% gramicidin solution (G4), a significant drop in CMs 
(in comparison with control K2) was observed at 1 kHz and 2 kHz. In group G5 (where the 
animals were administered 10% gramicid in solution on the round window) a drop in CMs 
was observed also at 4 kHz and 8 kHz. At low sound levels the largest falls in CMs were 
observed in subgroup G4. 
In the G1 and G2 animals no damage to the sensory epithelium was found under SEM. The 
destruction of cochlear hair cells occurred in the G3 animals. The changes were most visible 
in OHC3 cells in the cochlea’s third turning. 
To sum up, the systemic administration of gramicidin leads to greater disruptions of the 
bioelectric functions of the inner ear than local, topical administration (Linder at al., 1995). 
 
 
Fig. 12. Group G3, 3rd cochlear turn: numerous lesions in OHC3 cells and structural changes 
in cilia 
3.5 CM amplitude and phase changes caused by changes in intensity of stimulating 
acoustic wave 
Another important improvement in CM measurement came with the introduction of a lock-
in amplifier with double phase-sensitive detection. In December 2003 a device for the phase-
sensitive measurement of inner cochlea microphonic potentials was registered at the Patent 
Office. It was patented in November 2010. The device can measure harmonic, subharmonic 
and linear distortion products of the cochlea after dual-tone stimulation. Figure 13 shows a 
schematic of the measuring device. 
The amplitude and phase of CMs in a given point on the surface of the cochlea depend on 
the intensity (L) and frequency (f) of the sound. When the frequency is fixed, the two CM 
potential parameters (amplitude and phase) depend on only parameter L. Typical changes 
in amplitude and phase over time registered at two different acoustic wave frequencies (260 
and 8000 Hz) for the same guinea pig are shown in fig. 14. For this data, graphs of CM 
potential rms and phase depending on the level of sound intensity are shown in Fig. 15. 
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Fig. 13. Experimental setup for measuring CM potentials 
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Fig. 14. Exemplary changes in CM rms and phase depending on sound intensity (sound 
levels were changed by 5 dB every 50 seconds) 
Cochlear microphonic potentials are believed to be generated by the outer hair cells (OHCs). 
The latter are situated in three rows on the basilar membrane. All the OHCs have tiny 
strands (numbering about a hundred) called stereocillia. The apex of each single 
stereocillium lies in the tectorial membrane. In the resting state the stereocillia of each single 
cell form a conical bundle. During the acoustic excitation of the cochlea the stereocillia may 
dance about wildly. This alternating motion causes the channels in the stereocillia to open 
and close, providing a route for the influx of K+ ions. The upper part of the OHCs acts as a 
resistor whose resistance changes according to the mechanical movements of the stereocillia. 
Changes in this resistance cause changes in extra-cellular currents. The measured CM 
potential is the result of the flow of extra-cellular currents through the input resistance of the 
lock-in amplifier. 
The place theory suggests that a tone of a defined frequency excites mainly the OHCs 
located on the basilar membrane in a place specific for the given frequency (CF). The OHC 
electrical activity picked up from a given place on the cochlea surface is the vector sum of 
the extra-cellular currents generated by the particular OHC cells belonging to the given CF 
area (probably oval in shape). As the excitation wave intensity increases, extra-cellular 
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In the animals receiving topical 0.25% gramicidin solution (G4), a significant drop in CMs 
(in comparison with control K2) was observed at 1 kHz and 2 kHz. In group G5 (where the 
animals were administered 10% gramicid in solution on the round window) a drop in CMs 
was observed also at 4 kHz and 8 kHz. At low sound levels the largest falls in CMs were 
observed in subgroup G4. 
In the G1 and G2 animals no damage to the sensory epithelium was found under SEM. The 
destruction of cochlear hair cells occurred in the G3 animals. The changes were most visible 
in OHC3 cells in the cochlea’s third turning. 
To sum up, the systemic administration of gramicidin leads to greater disruptions of the 
bioelectric functions of the inner ear than local, topical administration (Linder at al., 1995). 
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3.5 CM amplitude and phase changes caused by changes in intensity of stimulating 
acoustic wave 
Another important improvement in CM measurement came with the introduction of a lock-
in amplifier with double phase-sensitive detection. In December 2003 a device for the phase-
sensitive measurement of inner cochlea microphonic potentials was registered at the Patent 
Office. It was patented in November 2010. The device can measure harmonic, subharmonic 
and linear distortion products of the cochlea after dual-tone stimulation. Figure 13 shows a 
schematic of the measuring device. 
The amplitude and phase of CMs in a given point on the surface of the cochlea depend on 
the intensity (L) and frequency (f) of the sound. When the frequency is fixed, the two CM 
potential parameters (amplitude and phase) depend on only parameter L. Typical changes 
in amplitude and phase over time registered at two different acoustic wave frequencies (260 
and 8000 Hz) for the same guinea pig are shown in fig. 14. For this data, graphs of CM 
potential rms and phase depending on the level of sound intensity are shown in Fig. 15. 
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Fig. 14. Exemplary changes in CM rms and phase depending on sound intensity (sound 
levels were changed by 5 dB every 50 seconds) 
Cochlear microphonic potentials are believed to be generated by the outer hair cells (OHCs). 
The latter are situated in three rows on the basilar membrane. All the OHCs have tiny 
strands (numbering about a hundred) called stereocillia. The apex of each single 
stereocillium lies in the tectorial membrane. In the resting state the stereocillia of each single 
cell form a conical bundle. During the acoustic excitation of the cochlea the stereocillia may 
dance about wildly. This alternating motion causes the channels in the stereocillia to open 
and close, providing a route for the influx of K+ ions. The upper part of the OHCs acts as a 
resistor whose resistance changes according to the mechanical movements of the stereocillia. 
Changes in this resistance cause changes in extra-cellular currents. The measured CM 
potential is the result of the flow of extra-cellular currents through the input resistance of the 
lock-in amplifier. 
The place theory suggests that a tone of a defined frequency excites mainly the OHCs 
located on the basilar membrane in a place specific for the given frequency (CF). The OHC 
electrical activity picked up from a given place on the cochlea surface is the vector sum of 
the extra-cellular currents generated by the particular OHC cells belonging to the given CF 
area (probably oval in shape). As the excitation wave intensity increases, extra-cellular 
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currents are generated by an increasing number of OHC cells within the same CF area, 
which results in an increase in CM amplitudes. The phase changes registered then probably 
correspond to the shifts of the centre of the extra-cellular currents within the CF area. 
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Fig. 15. Output-input characteristic obtained from traces shown in Fig. 14 
3.6 Changes in amplitude and phase of CM potentials as result of laser irradiation 
A focused laser beam can be a precise surgical scalpel. Perkins was the first to describe the 
use of a laser (an argon laser to be precise) in the surgical treatment of otosclerosis (Perkins, 
1980). Since that time several kinds of laser (Ar, KTP, CO2, Er) have been used in ear 
microsurgery. Vollrath and Schreiner were the first to use the rms of cochlear microphonics 
to estimate the effect of the argon laser beam on the electrical response of the cochlea in 
guinea pigs (Vollrath & Schreiner, 1982). The PSD technique enables the recording of the 
simultaneous changes in amplitude and phase of the CM potential during laser irradiation. 
The information about cochlear activity acquired in this way is more detailed.   
Studies of the effect of Ar laser irradiation on the electrical activity of the cochlea have been 
described by us in several papers. We used the double PSD technique to record CM 
potentials prior to, during and after argon laser irradiation of the cochlea in guinea pigs. The 
goal of the studies was to determine safe laser parameters for argon laser stapedotomy, 
taking into account changes in not only the rms of CM potentials but also in their phase. In 
our experiments we used a CW argon laser with adjusted output power (0.1 – 3.0 W). An 
electronically controlled mechanical chopper was used to obtain laser light pulses differing 
in their parameters (the duration of a single laser pulse, the time interval between the 
successive pulses, the number of pulses in a series). Via a 200 μm optical lightguide the laser 
pulses would be delivered to the cochlear bone (near the round window) of an 
anaesthetized guinea pig with the surgically opened bulla. Exemplary traces selected from 
many different recordings are shown in fig. 16. 
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Fig. 16. Changes in rms and phase of CM potentials evoked by 80 dB acoustic wave of 1 kHz 
frequency during Ar laser pulse irradiation of 0.27 W (left) and 0.48 W (right) peak power. 
Irradiation parameters: 1 – single pulse of 0.5 s duration, 2 - single pulse of 0.5 s duration, 3 - 
single pulse of 1 s duration, 4 – two pulses of 1s duration with 1s interval between them, 5 – 
single pulse of 0.5s duration 
It was found that in each registration the phase and amplitude of CM potentials changed 
during a laser pulse. The characteristic of the phase changes is always the same and 
diminishes relative to the initial (prior-to-irradiation) phase (in fig. 16 the initial phase was 
assumed to be equal to -300). The character of changes in CM rms depends on the peak 
power of the pulses used. Two characteristic peak power levels: P1 and P2 can be 
distinguished. When the peak power of the pulses is lower than P1, laser irradiation results 
in a small increase in CM rms. This may be due to the slight increase in the temperature of 
the cochlea and to a biostimulating effect. After the first peak, but still below the second one 
(P2), a sharp drop (even down to zero) in CM rms occurs. The drop is temporary and the 
cochlea quickly recovers its initial activity. Beyond P2, changes in the electrophysiological 
activity of the cochlea are irreversible. As for today, the observed changes in the phase of 
CM potentials are hard to explain. It remains unknown why low-level laser radiation 
activates other groups of OHC cells in the CF area. 
4. Double PSD technique in studies of DPOAE 
4.1 Evoked otoacoustic emission 
Evoked otoacoustic emissions (EOAE) are acoustic waves present in the external auditory 
canal after the cochlea is stimulated with an acoustic excitation wave. Depending on the 
excitation, different kinds of emission can be distinguished. If the stimulating signal is 
constant, then the emission is called simultaneous evoked otoacoustic emission (SEOAE). 
When pulse stimulating (clicks) sounds are used  and the emission is registered between 
the clicks, the emission is called transiently evoked otoacoustic emission (TEOAE). If dual-
tone stimulation (by two sinusoidal waves with respectively frequencies f1 and f2 and 
levels L1 and L2) is used, then the emission is called distortion product otoacoustic emission 
(DPOAE). 
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microsurgery. Vollrath and Schreiner were the first to use the rms of cochlear microphonics 
to estimate the effect of the argon laser beam on the electrical response of the cochlea in 
guinea pigs (Vollrath & Schreiner, 1982). The PSD technique enables the recording of the 
simultaneous changes in amplitude and phase of the CM potential during laser irradiation. 
The information about cochlear activity acquired in this way is more detailed.   
Studies of the effect of Ar laser irradiation on the electrical activity of the cochlea have been 
described by us in several papers. We used the double PSD technique to record CM 
potentials prior to, during and after argon laser irradiation of the cochlea in guinea pigs. The 
goal of the studies was to determine safe laser parameters for argon laser stapedotomy, 
taking into account changes in not only the rms of CM potentials but also in their phase. In 
our experiments we used a CW argon laser with adjusted output power (0.1 – 3.0 W). An 
electronically controlled mechanical chopper was used to obtain laser light pulses differing 
in their parameters (the duration of a single laser pulse, the time interval between the 
successive pulses, the number of pulses in a series). Via a 200 μm optical lightguide the laser 
pulses would be delivered to the cochlear bone (near the round window) of an 
anaesthetized guinea pig with the surgically opened bulla. Exemplary traces selected from 
many different recordings are shown in fig. 16. 
 
Analysis of Biological Acoustic Waves by Means of the Phase–Sensitivity Technique 
 
275 




















   
   
   
   
   
   
   







rms of CM 







   
   
   
   
   
   
   




















0 60 120 180 240 300 
0 
 rms of CM 
 phase of CM 
 1  2  3  4 
 recording time [s] 
5 
 
Fig. 16. Changes in rms and phase of CM potentials evoked by 80 dB acoustic wave of 1 kHz 
frequency during Ar laser pulse irradiation of 0.27 W (left) and 0.48 W (right) peak power. 
Irradiation parameters: 1 – single pulse of 0.5 s duration, 2 - single pulse of 0.5 s duration, 3 - 
single pulse of 1 s duration, 4 – two pulses of 1s duration with 1s interval between them, 5 – 
single pulse of 0.5s duration 
It was found that in each registration the phase and amplitude of CM potentials changed 
during a laser pulse. The characteristic of the phase changes is always the same and 
diminishes relative to the initial (prior-to-irradiation) phase (in fig. 16 the initial phase was 
assumed to be equal to -300). The character of changes in CM rms depends on the peak 
power of the pulses used. Two characteristic peak power levels: P1 and P2 can be 
distinguished. When the peak power of the pulses is lower than P1, laser irradiation results 
in a small increase in CM rms. This may be due to the slight increase in the temperature of 
the cochlea and to a biostimulating effect. After the first peak, but still below the second one 
(P2), a sharp drop (even down to zero) in CM rms occurs. The drop is temporary and the 
cochlea quickly recovers its initial activity. Beyond P2, changes in the electrophysiological 
activity of the cochlea are irreversible. As for today, the observed changes in the phase of 
CM potentials are hard to explain. It remains unknown why low-level laser radiation 
activates other groups of OHC cells in the CF area. 
4. Double PSD technique in studies of DPOAE 
4.1 Evoked otoacoustic emission 
Evoked otoacoustic emissions (EOAE) are acoustic waves present in the external auditory 
canal after the cochlea is stimulated with an acoustic excitation wave. Depending on the 
excitation, different kinds of emission can be distinguished. If the stimulating signal is 
constant, then the emission is called simultaneous evoked otoacoustic emission (SEOAE). 
When pulse stimulating (clicks) sounds are used  and the emission is registered between 
the clicks, the emission is called transiently evoked otoacoustic emission (TEOAE). If dual-
tone stimulation (by two sinusoidal waves with respectively frequencies f1 and f2 and 
levels L1 and L2) is used, then the emission is called distortion product otoacoustic emission 
(DPOAE). 
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Otoacoustic emission was predicted by Gold as early as in 1948 (Gold, 1948). Thirty years 
later Kemp published a paper in which he described experiments proving the existence of 
this phenomenon (Kemp, 1978). He used clicks of 0.2 ms duration at a repetition rate of 
16/s. In-between the successive pulses he recorded (with an electret microphone) acoustic 
wave pressure fluctuations at the outlet of the external acoustic canal. By applying an 
averaging procedure to the two-minute recordings he was able reduce the noise level to  
0 dB SPL and reveal the backward signal which originated from the cochlea stimulated by 
the click. A few hundreds of works on this subject have been published since the first paper 
by Kemp. New experimental data are reported but their interpretations are not always 
explicit and mutually consistent. Despite the fact that the DPOAE mechanism is not yet fully 
understood, DPOAE signal estimation is a method of testing the human peripheral auditory 
function. The method is widely used in newborn hearing screening tests. 
The presence of components which are absent in the stimulating acoustic wave is distinctive 
of DPOAE. The components result from the mechanical activity of the organ of Corti and are 
transmitted in the reverse direction through the middle ear and the tympanic membrane. 
Among the few possible products of cochlear nonlinearity, the acoustic wave f3 =2 f1 – f2 is 
most widely examined because of its  highest acoustic pressure level. 
All the DPOAE acoustic waves are studied after their transduction into electric signals by a 
microphone. The microphone must be of high sensitivity and with a linear dynamic reserve 
(about 80 dB). The same requirements apply to the input preamplifier and the lock-in 
voltmeter amplifier since the measured DPOAE electrical signals cannot result from 
measuring system nonlinearity. The microphone placed in the external auditory canal 
transduces acoustic waves into electrical signals: both primary tones of 60-70 dB and reverse 
DPOAEs of 0 – 20 dB. Also floor noise occurs in the external ear canal. The apparatus used 
for measuring DPOAE must eliminate all undesirable signals with frequencies different than 
the frequency of the signal to be measured. 
Otoemissions are examined after they have been converted in very accurate electric 
microphones. The biggest problem faced when examining DPOAEs is their extremely low 
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The main unit of the experimental setup is a generator of three synchronous sinusoidal 
signals. The three frequencies are synchronized by a 18 MHz clock, whereby weak DPOAE 
signals can be measured using the PSD technique. The DPOAE response is measured by 
means of a probe which contains two miniature earphones and a low noise microphone. 
From the generator, pure tones with frequencies f1 and f2 are fed to the earphones. The two 
primary tones are digitally synthesized. The amplitudes, phases and frequencies of the tones 
are regulated by a PC with dedicated software. The software also enables the acquisition of 
the amplitude and phase of the DPOAE signals during measurements. 
4.2 Previous techniques of measuring DPOAE 
As mentioned earlier, DPOAE signals are of very low level, even if they are evoked in an 
unimpaired ear. Several signal processing techniques for the measurement of DPOAE 
signals under a large amount of noise and primaries of 60-70 dB have been developed. 
Initially, the Fast Fourier Transform (FFT) was used as the main signal processing tool for 
improving the signal-to-noise ratio in order to better estimate the level of DPOAE signals. In 
this method, the signals are first divided into data blocks and then averaged over time. For 
better reduction of the overall background noise long measurement time is required, which 
increases the amount of recorded data to be averaged. The FFT method requires about 10 
seconds of block data. During long DPOAE recording, transient artefacts (e.g. talking,  head 
movements) may occur, which when averaged together with the measuring signal may 
degrade the accuracy of the signal. Besides, the averaging method is incapable of measuring 
rapid changes of DPOAE signals. 
In the first decade of the 21st century several novel methods of measuring DPOAE signals 
were developed (Ziarani & Konrad, 2004; Li et al., 2003). In comparison with the 
conventional methods, the new methods offer a shorter measurement time, which is of 
significance for clinical examinations. In addition, these methods are more immune to 
artefact and background noise. Thanks to the new methods it is possible to continuously 
record DPOAE signals. Besides offering the above advantages, the double PSD technique 
enables the simultaneous measurement of amplitude and phase of DPOAE signals. The two 
DPOAE parameters can be measured in a very short time, even below 10 ms. 
In screening protocols typically a few pairs of primary tones with fixed acoustic levels are 
used and the responses are analyzed one after another (sequentially). In order to reduce the 
examination time the multiple-tone pairs method can be employed. In this method, DPOAE 
signals are evoked simultaneously by three or four pairs of two-tones. This method reduces 
measurement time but has a limited use . 
4.3 DPOAE measurement using double PSD technique 
Before the PSD technique was introduced to measure DPOAE signals it had been assumed 
that the amplitude and frequency of DPOAE signals depended on four acoustic parameters 
of the stimulating signals (primaries), i.e. the amplitude and frequency of each of the two 
signals. The DPOAE phenomenon itself is investigated according to the procedure described 
below. First the f2/f1 ratio (usually 1.22) and the stimulating signal intensity levels (e.g. L2/L1 
= 60dB/65dB) are fixed. For the frequency of one of the stimulating waves (usually f2) 
several discrete values are set while the frequency of the other wave is changed in small 
steps, e.g. 1/3 octave-bands centred around the fixed f2 (Wagner at al., 2008). When 
examining the effect of different internal (e.g. age, gender) and external (e.g. industrial 
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Otoacoustic emission was predicted by Gold as early as in 1948 (Gold, 1948). Thirty years 
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DPOAEs of 0 – 20 dB. Also floor noise occurs in the external ear canal. The apparatus used 
for measuring DPOAE must eliminate all undesirable signals with frequencies different than 
the frequency of the signal to be measured. 
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noise, medicines) factors, DPOAE is measured in the same stimulation conditions before 
and after the stimulus acts. Most experimental works in this field describe measurements of 
solely the amplitude of DPOAE signals. Some works also dealt with the phase of DPOAE 
signals, but it was measured in an indirect way, using signal processing methods. The 
phase-sensitive technique enables the simultaneous measurement of the amplitude and 
phase of DPOAE signals, with no need to use complex signal processing methods. The 
measurement takes place in real time. 
Figure 18 shows an exemplary record of the simultaneous changes in the amplitude and 
phase of DPOAE signals caused by changes in the acoustic parameters of the stimulating 
waves. The recording was made in real time using the measuring setup shown in fig. 17. In 
the whole course of recording the combination frequency (f3) remained constant at 3749 Hz 
while the other parameters were changed every 20 seconds in a specified sequence. The 
whole 980 second long recording time had been divided into seven 140 long time intervals 
in which parameter k = f2/f1 assumed the consecutive values: 1.10, 1.15, 1.20, 1.25, 1.39, 1.35, 
1.40. The following seven combinations of stimulating wave levels: 1 - (55 dB, 55 dB), 2 - (55 
dB, 60 dB), 3 - (60 dB, 55 dB), 4 - (60 dB, 60 dB), 5  - (65 dB, 60 dB), 6 - (60 dB, 65 dB) and 7- 
(65 dB, 65 dB) were fixed for each value of parameter k. In each of the combinations, the dB 
SPL of primary f1 is in the first place. During the 980 second long recording the parameters 
of the primaries  were changed  49 times in total. 
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Fig. 18. Simultaneous changes in rms and phase of DPOAE signals, caused by fixed 
sequence of changes in parameters of primaries. Numbers 1 – 7 denote following 
combinations of primary frequencies 1dB 2dB/L L levels:  1 - (55 dB, 55 dB), 2 - (55 dB, 60 dB), 3 
- (60 dB, 55 dB), 4 - (60 dB, 60 dB), 5 - (65 dB, 60 dB), 6 - (60 dB, 65 dB) and 7 - (65 dB, 65 dB). 
The same combinations of levels were used for each value of parameter k=f2/f1 
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The measurements showed that each change in the value of one of the parameters of the 
primaries results in a change of both the amplitude and phase of the DPOAE signal. 
Moreover, the character of the changes depends on the on the ontogenetic traits. 
Thanks to the phase-sensitive technique one can determine the effect of the initial phase of 
each of the primaries on the amplitude and phase of DPOAE signals. For this purpose a 
generator of three synchronous sinusoidal signals was incorporated into the setup shown in 
fig. 17. The generator offers the possibility of fixing not only the amplitude and frequency of 
each of the primaries, but also the initial phase of each of the signals. 
Five parameters of the primaries, i.e. the amplitude and frequency of each of the signals and 
the initial phase of one of the signals were fixed. The sixth parameter, i.e. the initial phase of 
the second primary was changed in a range of 0 – 360 degrees. The phase was changed in 
steps of 22.5 degrees. Exemplary measurements are shown in figs 19 and 21. Each of the 
figures comprises four panels. On the left side of each of the figures there are two panels 
showing experimentally determined changes in the amplitude and phase of DOPAE signals, 
caused by changes in the initial phase of primary f1 (fig.19) or primary f2 (fig(21). The data 
were obtained for combination frequency f3 = 3749 Hz, parameter k = f2/f1 = 1.25,  intensity 
levels L1/L2 = 65/55dB and the zero initial phase of primary f1 (fig.19) or f2 (fig.21). 
The graphs in the panels on the right side of each of the figures were plotted on the basis of 
formulas (8) – (10), but the values of some of the constants in the formulas were matched to 
obtain agreement with the experimental traces. 
 
 
Fig. 19. Simultaneous changes in amplitude (upper panels) and phase (lower panels) of 
DPOAE signals, caused by changes in initial phase of primary f1, obtained from experiment 
(left) and theoretically (right) (details in text)  
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The measurements showed that each change in the value of one of the parameters of the 
primaries results in a change of both the amplitude and phase of the DPOAE signal. 
Moreover, the character of the changes depends on the on the ontogenetic traits. 
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each of the primaries on the amplitude and phase of DPOAE signals. For this purpose a 
generator of three synchronous sinusoidal signals was incorporated into the setup shown in 
fig. 17. The generator offers the possibility of fixing not only the amplitude and frequency of 
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Currently, it is generally believed that the DPOAE signal induced in the external acoustic 
canal  by a double-tone is composed of two backward travelling waves  (e.g. Knight 
&Kemp, 2000). The primary wave arises in the place where the two regions (CF1 and CF2) 
characteristic of frequency f1 and f2 overlap (but much more closer to CF2). The wave 
propagates in the basilar  membrane towards both the cochlea’s base and its apex . The 
wave directed towards the apex bounces off in the region characteristic of frequency f3 (CF3) 
and propagates towards the base. Thus two waves with the same frequency f3, but shifted in 
phase relative to each other, propagate towards the cochlea’s base. Depending on the 
difference between the two waves, destructive or constructive amplitude interference 
occurs. 
There are two different theories in the literature, concerning how the waves propagate 
backward from their generation places (He at all, 2007). According to one theory, the two 
waves propagate as compression waves to the cochlear base via the cochlear fluids. 
According to another theory, the two waves are transverse waves slowly propagating along 
the basilar membrane. Currently the prevailing view is that two backward waves, being 
transverse waves in the basilar membrane, arise in the cochlea excited by two tones. Taking 
into consideration this view and the previously determined sites where the backward waves 
arise, the schematic shown below (fig. 20) was drawn. 
 
f2 f1 f3=2f1-f2 








Fig. 20. Schematic diagram of source of two backward travelling waves whose interference 
produces DPOAE wave in auditory canal 
The resultant wave near the oval window can be written as 
 ( ) ( )3 10 1 2cos 2w mA t A tω α κ β β= + + + − ,  (8) 
where 
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A1m – the amplitude of the primary wave, 
K = A2m/A1m, 
10α  - the initial phase of the primary wave, 
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1 2,β β - the phases induced by the initial phases of the primaries, 
rα - a phase difference between the primary and secondary wave, due to the path length 
distance. 
It follows from formula (9) that the amplitude of the resultant wave does not depend on the 
the initial phases of the primaries, and the phase of the resultant wave: 
 10 1 22α κ β βΩ = + + −     (11) 
(directly measured by the lock-in amplifier) is a linear function of the stimulating waves 
phase. However, experimental results do not corroborate the above dependence. The 
amplitude of the DPOAE signal turns out to be a function of the initial phases of the 
stimulating signals, and the measured phase is only approximately a linear function of the 
initial phases (panels on the left side of figs 19 and 21). If it is assumed that angle αr changes 
in the same way as the initial phase of the primary, full agreement between the experimental 
traces and the ones determined from formulas (8) and (10) is obtained. This is shown in the 
panels on the right side of figs 19 and 21. The graphs on the right side of fig. 19 were plotted 
on the basis of formulas (8) and (10), assuming 12 ,rα β= while the graphs on the right side 
of fig. 21 were plotted assuming 2 .rα β= −  
 
 
Fig. 21. Simultaneous changes in amplitude (upper panels) and phase (lower panels) of 
DPOAE signals, caused by changes in initial phase of primary f2, obtained in experiment 
(left) and theoretically (right) (details in text) 
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It follows from formula (9) that the ratio of the maximum amplitude of the DPOAE  wave 
(Awmax) to the minimum value (Awmin) amounts to 
 max 2 max min
min 1 max min
1
1
w m w w
w m w w
A K A A AK
A K A A A
+ −=  = =
− +
    (12) 
For the measurement conditions for which the traces shown in figs 19 and 21 were 
determined, it was calculated from formula (12) that K = 0.34 and K = 0.27  when 
respectively initial signal phase f1 and f2 is changed. This means that about 11.5% and 7.3% 
of the primary wave energy is reflected from  region CF3 in respectively the former and 
latter case. 
The preliminary measurements shows that there is a certain mechanism in the Corti organ, 
which is responsible for the fact that a change in the phase of one of the stimulating signals 
(i.e. phase modulation) causes the amplitude modulation of the DPOAE signal. Further 
research is needed to explore this mechanism, but already at this stage one can say that the 
PSD technique proposed by the authors will play a major role in the exploration of this 
mechanism. 
4.4 Simultaneous measurements of DPOAE and CMDP, using double PSD technique 
Much of the experimental research reported in the world literature indicates that the main 
source of CM signals and DPOAE waves are OHCs. Thanks to the use of phase-sensitive 
detection in the measurement of each of the signals one can observe the simultaneous 
changes in the amplitude and phase of the two signals, resulting from changes in the 
parameters of the primaries. The measuring setup used for this purpose is shown in fig. 22. 
The setup incorporates two patents developed by the authors. 
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Fig. 22. Experimental setup for simultaneous measurement of amplitude and phase of 
DPOAE and CMDP signals 
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Two lock-in amplifiers, one for measuring the rms and phase of the DPOAE signal 
(amplifier No. 2) and the other for measuring the rms and phase of the CMDP signal 
(amplifier No. 1), have been incorporated into the setup. The CMDP signal is the distortion 
product in cochlear microphonics. The same signal (with combination frequency f3) from the 
generator is fed to the reference inputs of each of the amplifiers. The reference input of lock-
in No.2 can also be successively fed signals with stimulation frequencies f1 and f2 and 
combination frequency f3 and the rms and phase of three CM signals with different 
frequencies can be measured. Measurements made in this way may provide a fuller picture 
of the cochlea functions. 
The above setup was used to measure changes in the rms and phase of both DPOAE and 
CMDP signals, caused by changes in the excitation parameters. Four anaesthetized guinea 
pigs with the positive Preyer reflex were subjected to the experiments. Recordings were 
made at the following combination frequencies: 1312, 1875, 2671, 3749 and 5342 Hz. The 
parameters of the primaries were changed as in sect. 4.3, i.e. one of the parameters of the 
primaries was changed every 20 seconds in a specified way. Exemplary traces recorded for 
frequency f3 = 1875 Hz are shown in fig. 23. 
 
 
Fig. 23. Simultaneous changes in rms and phase of both DPOAE and CMDP, induced by 
changes in parameters of primaries 
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It follows from formula (9) that the ratio of the maximum amplitude of the DPOAE  wave 
(Awmax) to the minimum value (Awmin) amounts to 
 max 2 max min
min 1 max min
1
1
w m w w
w m w w
A K A A AK
A K A A A
+ −=  = =
− +
    (12) 
For the measurement conditions for which the traces shown in figs 19 and 21 were 
determined, it was calculated from formula (12) that K = 0.34 and K = 0.27  when 
respectively initial signal phase f1 and f2 is changed. This means that about 11.5% and 7.3% 
of the primary wave energy is reflected from  region CF3 in respectively the former and 
latter case. 
The preliminary measurements shows that there is a certain mechanism in the Corti organ, 
which is responsible for the fact that a change in the phase of one of the stimulating signals 
(i.e. phase modulation) causes the amplitude modulation of the DPOAE signal. Further 
research is needed to explore this mechanism, but already at this stage one can say that the 
PSD technique proposed by the authors will play a major role in the exploration of this 
mechanism. 
4.4 Simultaneous measurements of DPOAE and CMDP, using double PSD technique 
Much of the experimental research reported in the world literature indicates that the main 
source of CM signals and DPOAE waves are OHCs. Thanks to the use of phase-sensitive 
detection in the measurement of each of the signals one can observe the simultaneous 
changes in the amplitude and phase of the two signals, resulting from changes in the 
parameters of the primaries. The measuring setup used for this purpose is shown in fig. 22. 
The setup incorporates two patents developed by the authors. 
 
    INTERFACE 
   LOCK-IN 
  AMPLIFIER 







microphone    LOCK-IN 
  AMPLIFIER 




      GENERATOR OF 
THREE  SYNCHRONIC 
SINUSOIDAL  SIGNALS 
        PC  
phase rms phase f3 =2f1-f2 
CMDP 
 
Fig. 22. Experimental setup for simultaneous measurement of amplitude and phase of 
DPOAE and CMDP signals 
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Two lock-in amplifiers, one for measuring the rms and phase of the DPOAE signal 
(amplifier No. 2) and the other for measuring the rms and phase of the CMDP signal 
(amplifier No. 1), have been incorporated into the setup. The CMDP signal is the distortion 
product in cochlear microphonics. The same signal (with combination frequency f3) from the 
generator is fed to the reference inputs of each of the amplifiers. The reference input of lock-
in No.2 can also be successively fed signals with stimulation frequencies f1 and f2 and 
combination frequency f3 and the rms and phase of three CM signals with different 
frequencies can be measured. Measurements made in this way may provide a fuller picture 
of the cochlea functions. 
The above setup was used to measure changes in the rms and phase of both DPOAE and 
CMDP signals, caused by changes in the excitation parameters. Four anaesthetized guinea 
pigs with the positive Preyer reflex were subjected to the experiments. Recordings were 
made at the following combination frequencies: 1312, 1875, 2671, 3749 and 5342 Hz. The 
parameters of the primaries were changed as in sect. 4.3, i.e. one of the parameters of the 
primaries was changed every 20 seconds in a specified way. Exemplary traces recorded for 
frequency f3 = 1875 Hz are shown in fig. 23. 
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Nearly 100% correlation between the DPOAE rms and the CMDP rms was found, i.e. when 
after a change in one of the parameters of the primaries the DPOAE rms increased, then 
CMDP rms would also increase. Unfortunately, there was no such correlation between the 
phases of the two signals. This situations is well illustrated by the records of the changes, 
shown in fig. 23. 
5. Conclusion 
Practically all the ways of measuring biological acoustic waves in the cochlea, in which the 
phase-sensitive detection technique can be applied, have been described. Exemplary 
experimental results coming from many different measurement cycles carried out by the 
authors on guinea pigs in the last nearly 20 years were presented to demonstrate the 
measuring possibilities offered by the PSD technique. The latter’s main advantage is that 
very weak (even below the ambient noise level) electrical signals can be measured in a very 
short time (in the order of milliseconds). A minor limitation of this technique is that it is 
applicable to objects to whose input periodical signals are fed from the outside. 
In many investigations into the electrophysiological function of the cochlea it is essential not 
only to simultaneously measure the amplitude response, but also the phase response to the 
stimulation. This is undoubtedly another advantage of the PSD technique. 
Much more difficult than the measurement of the phase is the interpretation of its changes. 
As for now, it is not always possible to interpret the observed changes, which particularly 
applies to DPOAE. This phenomenon has been known for over 30 years, but it still has not 
been fully explored. The great worldwide interest in this subject is reflected in the large 
number of publications devoted to it. The interest stems from the fact that for many years 
DPOAE measurements have been part of hearing screening tests during which DP-grams 
are recorded. This especially applies to newborns and people with mental disabilities, in 
which cases it is impossible to record audiograms. Besides gaining an insight into the nature 
of the DPOAE phenomenon, it is essential to determine the correlation between the DP-
gram and the audiogram. In the authors’ opinion, the phase-sensitive detection technique 
represents a new tool for investigating electrophysiological phenomena in the cochlea and it 
will contribute to the better understanding of the phenomena taking place in this organ. 
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Photoacoustic Technique Applied to  
Skin Research: Characterization of Tissue,  
Topically Applied Products and  
Transdermal Drug Delivery 




The photoacoustic (PA) effect basically consists in the production of acoustic waves due to 
the absorption of modulated (or pulsed) radiation by a sample. Graham Bell discovered the 
PA effect in 1880, when he noticed that the incidence of modulated light on a diaphragm 
connected to a tube produced sound. Thereafter, Bell studied the PA effect in liquids and 
gases, showing that the intensity of the acoustic signal observed depended on the absorption 
of light by the material. 
In the nineteenth century, it was known that the heating of a gas in a closed chamber 
produced pressure and volume changes in this gas. However, there were many different 
theories to explain the PA effect. Rayleigh said that the effect was due to the movement of 
the solid diaphragm. Bell believed that the incidence of light on a porous sample expanded 
its particles, producing a cycle of air expulsion and reabsorption in the sample pores. Both 
were contested by Preece, who pointed the expansion/contraction of the gas layer inside the 
photoacoustic cell as cause of the phenomenon. Mercadier explained the effect conceiving 
what we call today thermal diffusion mechanism: the periodic heating of the sample is 
transferred to the surrounding gas layer, generating pressure oscillations. 
The lack of a suitable detector for the PA signal made the interest in this area decline until 
the invention of the microphone. Even then, research in this field was restricted to 
applications in gas analysis up to 1973, when Rosencwaig started to use the PA technique in 
spectroscopic studies of solids and, together with Gersho, developed a mathematical model 
for the generation of the PA signal in solid samples – the Rosencwaig-Gersho (RG) Model 
(Rosencwaig & Gersho, 1976). 
In condensed matter samples, one of the most important mechanisms for PA signal 
generation is the thermal diffusion, classically described by the RG model. According to this 
model, the (modulated) radiation absorbed by condensed matter samples is converted into 
heat, causing temperature modulation in the surrounding atmosphere. This eventually 
produces the mechanical effect of periodic expansion and contraction originating sound 
waves that can be detected by a microphone. 
Since the publishing of the RG model and, soon after that, of the generalized theory for the 
PA effect by McDonald and Wetsel (1978), the PA technique has already proved its 
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relevance in a large number of very different fields, from the polymerization of dental resins 
(Balderas-Lopez et al., 1999) to photosynthesis studies (Malkin & Puchenkov, 1997; Herbert 
et al., 2000). 
1.1 Objectives 
The purpose of this chapter is to present applications of the PA technique in skin research, 
both in the characterization of skin itself and in transdermal drug delivery studies. The basic 
experimental setup for such studies will be briefly presented, aiming to help those who may 
be interested in developing similar studies. Emphasis will be done to in vivo measurements, 
because of its importance in this field. Our objective is to show the usefulness of the PA 
technique in the biomedical field, particularly in skin research; finally, perspectives for 
future work in this field will be presented. 
2. Photoacoustic measurements 
2.1 Basic experimental setup 
Figure 1 presents one scheme for a basic photoacoustic experimental setup. 
 
 
Fig. 1. Example of a basic photoacoustic experimental setup (scheme) 
The experimental scheme in Figure 1 shows a (typically mechanical) chopper positioned in 
front of the light source, in order to modulate the radiation that comes into a 
monochromator (utilized in PA spectrocopy measurements). Light absorbed by the sample 
generates acoustic waves inside the PA cell; the PA signal is captured by a microphone 
(inside the PA cell) that sends it to the lock-in amplifier (also connected to the chopper, to 
receive information on the frequency modulation). The lock-in amplifier is connected to a 
microcomputer for data acquisition. In vivo, skin measurements are performed with an 
open-ended PA cell, in which it is the sample itself that closes the chamber. 
2.2 Measurements as a function of time 
The PA signal depends on the optical and thermal properties of the sample, which may 
vary with time due to different factors. When a sample undergoes changes in its 
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composition or structure (as it occurs during the polimerization of a dental resin, for 
instance), the propagation of heat inside the sample is also modified, thereby altering the 
PA signal. 
We must also mention the possibility of performing photosynthesis studies using PA 
measurements as a function of time (W.J. Silva et al., 1995). When PA measurements are 
performed in photosynthesizing samples as plant leaves, the PA signal presents, in 
addition to the photothermal component, a photobaric component, resulting from the gas 
exchanges associated to the photosynthesis process (Acosta-Avalos et al., 1996). This 
allows the study of the so-called photosynthetic induction, that is, the increase of the net 
photosynthetic rate that occurs when a plant is shifted from darkness to light (Sui et al., 
2011). 
As stated by Bodzenta et al. (2002) in their work on PA detection of drug diffusion into a 
membrane, PA measurements give the possibility for investigations in relatively long time 
periods. This makes the PA technique suitable for the monitoring of dehydration processes 
(Lopez et al., 2005) and of changes occurring in time in biological tissues such as skin. It is 
possible to study, for example, the kinetics of transdermal drug delivery through the 
analysis of PA measurements as a function of time. One example will be presented at the 
section 4 of the present chapter. 
2.3 Studies on the modulation frequency: depth profile 
In thermally thick samples (as skin tissue), only the light absorbed within the first thermal 
diffusion length (μT) of the sample/tissue contributes to the PA signal (Rosencwaig, 1980). 
As the thermal diffusion length depends on the modulation frequency (f) of the incident 





where α is the thermal diffusivity of the sample, it is possible to perform depth-profile 
studies, with the evaluation of the penetration depth of a product (or even a microorganism) 
in tissue. The possibility of performing depth-profile studies is particularly interesting in the 
characterization of multilayer systems (as skin itself). 
The frequency dependence analysis of the PA signal can also be employed in the 
determination of the thermal properties (thermal diffusivity, thermal effusivity) of a sample 
or material (Balderas-Lopez & Mandelis, 2001), including biological tissues as porcine skin 
(Gao et al., 2005; Qiu et al., 2008). 
2.4 Measurements as a function of the wavelength: Photoacoustic spectroscopy 
Photoacoustic spectroscopy (PAS) is already incorporated to the roll of useful photothermal 
techniques since the 1980s (Rosencwaig, 1980; Vargas & Miranda, 1988). Besides the 
possibility of rendering depth-profile analysis in multi-layered samples, PAS presents at 
least two additional advantages over other spectroscopy techniques: i) as transmitted and 
reflected light do not interfere in PAS measurements, it is a “more direct” technique, 
representing a direct measurement of the light absorption by the sample; ii) it allows the 
study of optically opaque and highly scattering samples (which could not be analyzed by 
conventional optical spectroscopy). 
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relevance in a large number of very different fields, from the polymerization of dental resins 
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open-ended PA cell, in which it is the sample itself that closes the chamber. 
2.2 Measurements as a function of time 
The PA signal depends on the optical and thermal properties of the sample, which may 
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In PAS measurements, the emission spectra of the light source is typically obtained through 
measurements using black carbon powder (or other black material) as the sample, with all 
the remaining measurements being normalized with respect to the lamp spectrum. 
PAS can also be employed in skin research. In 2004, Benamar and co-workers presented a PAS 
study on the effect of dihydroxyacetone, frequently employed for artificial tan. Measurements 
were carried out in the presence and absence of dimethylisosorbide (a solvent for 
dihydroxyacetone), on excised human skin. By monitoring the PAS signal intensity with time 
in the UV (300-400nm) range, these authors demonstrated that dihydroxyacetone in 
combination with dimethylisosorbide enhances the process of tanning (Benamar et al., 2004). 
Recently, Melo et al. (2011) applied PAS to evaluate the penetration rate of Helicteres 
gardneriana extract, topically applied for anti-inflammatory purposes. Experiments were 
conducted ex vivo in mice. Croton oil was applied into both mouse’s right and left auricles to 
induce inflammatory response, and the left auricle was treated with the extract. The strong 
anti-inflammatory effect observed for the Helicteres gardneriana extract was associated with 
the deep percutaneous penetration observed for the formulation, according to PA data 
(Melo et al., 2011). 
2.5 Photoacoustic imaging and tomography 
Photoacoustic imaging is based on the production of acoustic waves following irradiation by 
a short pulse of light whose absorption generates local heating and transient thermoelastic 
expansion (Balogun et al., 2009). According to Beard (2009), haemoglobin “represents the 
most important source of endogenous contrast” in PA imaging. This makes the technique 
particularly indicated to studying tissue abnormalities as tumors and other diseases related 
to changes in the structure and oxygenation status of the vasculature (Beard, 2009). 
Recently, Hu and Wang (2010) presented “PA tomography” as a method combining high 
spatial resolution and optical absorption contrast, important in microvascular imaging and 
characterization. Reviewing the “major embodiments of PA tomography” (microscopy, 
computed tomography and endoscopy), they have analyzed the methods employed in 
different studies, including hemodynamic monitoring, determination of hemoglobin 
concentration, evaluation of oxygen saturation, studies of blood flow and tumor-vascular 
interaction. 
Besides being applied to soft tissues, PA imaging can also be employed to hard tissues. Li 
and Dewhurst (2010) have applied a PA imaging system with a near-infrared (NIR) pulsed 
laser to obtain images from both soft tissue and post-mortem dental samples. They have also 
performed simulations (based on the thermoelastic effect) to predict initial temperature and 
pressure fields within a tooth sample, observing that values are maintained below the 
corresponding safety limits. In this way, the results presented by Li and Dewhurst show 
that the PA technique can be sucessfully applied to image both soft and hard tissues. 
3. Photoacoustic measurements and the characterization of skin 
Biological materials are sometimes difficult to study employing conventional techniques 
that require previous preparation of the samples, because these materials can have its 
properties significantly altered by preparation processes as solubilization, for example. The 
PA technique does not require previous preparation; it can be described as a non-invasive 
technique that allows even in vivo measurements. 
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In general, biological tissues can be characterized as highly scattering samples; however, this 
is not a problem for PA mesurements, in which the signal is based in the direct absorption of 
radiation. As pointed by Cahen and co-workers (1980), “the relative insensitivity to scattered 
light of the PA signal makes such measurement an attractive way to measure biological 
samples in vivo“. These features explain the potential of the PA technique in the study of 
opaque materials and complex biological systems such as skin. PA measurements can be 
employed to determine the absorption characteristics of the skin itself or topically applied 
products, as well as kinetic changes related to transdermal drug delivery. 
Skin diseases can also be studied through PA measurements. In 2010, Swearingen et al. 
developed a PA methodology to determine the nature of skin lesions (pigmented and 
vascular) in vivo, which is important because misdiagnosis may even lead to cancerous 
lesions not receiving proper medical care. These authors irradiated skin with two laser 
wavelengths (422 and 530nm), with the relative response at these two wavelengths 
(422nm/530nm) indicating whether the lesion is pigmented or vascular, due to the distinct 
absorption spectrum of melanin and hemoglobin (Swearingen et al., 2010). 
3.1 Skin type classification 
Skin type classification is important not only for medical or clinical purposes, but also for 
pharmaceutical and cosmetic industries, following the idea that an objective, precise 
characterization of skin could be useful in the design of new topically applied products and 
in defining more specific skin treatments according to each skin type. 
However, in dermatology, there is still no universal agreement about the best method for 
classifying skin, as even the widely accepted method proposed by Fitzpatrick (1988) – 
defining the so-called “skin phototypes” – is based in clinical, subjective analysis. 
More recently, Baumann (2006a, 2006b) proposed a new skin type classification, according 
to which 16 different skin types are defined from the combination of four parameters, as 
skin can be characterized as: i) pigmented or nonpigmented; ii) dry or oily; iii) sensitive or 
resistant; and iv) wrinkled or tight. Baumann´s skin typing is based on an extensive 
research, performed with 1400 volunteers. However, it relies essentially on the response of 
volunteers to a questionnaire; therefore, it does not fulfill “per se” the need of an objective 
classification, which would require experimental evaluation. 
PA measurements have a potentially important role to play in an experimental approach to 
skin type classification. In 2000, Schmidt and co-workers conducted non-contacting, in vivo 
PAS measurements in skin (performed in 50 volunteers), in the VIS-NIR range, seeking an 
objective determination of pigmentation, blood microcirculation and water content of 
human skin (Schmidt et al., 2000). According to these authors, strong spectral variations 
observed within the same skin type are probably based on the natural variability of human 
skin and in the subjective clinical evaluation of the skin type; nevertheless, PAS results 
obtained show good correlation between PA data and (clinically evaluated) skin type, 
indicating that skin type determination could indeed be performed through the analysis of 
PA measurements. 
3.2 Skin pigmentation analysis employing photoacoustic measurements 
In 2004, Viator and co-workers proposed a method for the determination of the epidermal 
melanin content employing a PA probe using a Nd:YAG (neodymium, yttrium, aluminum, 
garnet) laser at 532nm (Viator et al., 2004). Ten human subjects with skin phototypes I–VI 
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were tested using the PA probe and visible reflectance spectroscopy (VRS); melanin content 
was evaluated through each of these methods, and a good linear fit (r2=0.85) was obtained 
for the plot of PA x VRS. 
Pigmentation skin level can also be evaluated through simple, direct PA measurements 
employing non-laser light sources. Actually, PA measurements have been performed at the 
Laboratory of Photoacoustic Technique Applied to Biological Systems (FASBio), at UNIVAP 
(Brazil). The objective of such in vivo measurements was to classify different skin types 
according to the amplitude of the PA signal, which can be associated to the corresponding 
pigmentation level of the skin. 
In the following subsections, we present this straightforward PA approach to skin 
characterization according to the level of pigmentation, employing PA measurements in 
volunteers. Experimental results are compared both to Fitzpatrick and Baumann clinical 
skin type evaluations. 
3.2.1 Materials and methods 
The PA setup employed in such in vivo skin measurements consisted of a 250W tungsten 
halogen lamp as light source (with wavelength range 400nm<λ<700nm and light intensity of 
about 20W/m2), a mechanical chopper (SRS, model SR540), a lock-in amplifier (SRS, model 
SR530) and a microcomputer for data acquisition. 
 
 
Fig. 2. Experimental setup with volunteer positioned for in vivo skin measurement 
The double faced PA cell employed, with an electret microphone, was developed at 
UNIVAP; sensitivity was 15 mV/Pa for the frequency employed in skin measurements, 
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17Hz. The electret microphone structure was described by Marquezini et al. (1990). The PA 
cell has a cylindrical body and two opposite, parallel faces (one is closed by a thin glass 
layer and the other, by the sample itself). For the modulation frequency employed (17Hz), 
the thickness of the skin layer under study is about 30µm. 
PA measurements were recorded as a function of time (200 readings for each measurement, 
in 0.5s intervals, up to a total of 100s per measurement). During measurements, one face of 
the PA cell was closed with a thin transparent window, while the forearm of the volunteer 
was gently pressed against the opposite face. 
Figure 2 shows the PA experimental setup employed for in vivo skin measurements at the 
FASBio/UNIVAP, with a volunteer positioned for measurement. 
Measurements were performed in 57 female volunteers, between 20 and 30 years-old. 
Initially, each volunteer answered a questionnaire according to their daily routine associated 
to skin care; volunteers were also clinically evaluated and, as a result, they were classified 
according to skin phototype, following Fitzpatrick classification (Fitzpatrick, 1988). 
Before measurements, the skin area to be evaluated was cleaned with cotton embedded in 
alcohol 70%. The PA signal was then recorded for the inner and outer faces of both 
forearms. Volunteers were then classified according to the respective PA signal amplitude, 
and this classification was compared to the phototype classification. 
3.2.2 Results and discussion 
Initially, a comparison between the PA signal amplitude of the inner and outer faces was 
performed, showing a highly significant statistical difference (paired t-test, p<0,005), with 
higher PA amplitude being observed for the outer face of the forearm. This result can be 
attributed to the higher pigmentation level of the skin region continuously exposed to solar 
radiation, demonstrating that skin constitution and aspect are clearly influenced by the level 
of sun exposure. 
After clinical evaluation of the volunteers for skin phototype (following Fitzpatrick 
classification), PA results were grouped according to the phototype of each volunteer. 
Results are presented in Table 1. 
 
Skin phototype (Fitzpatrick) PA signal amplitude (mV) 
II 1.26 ± 0.05 a 
III 1.59 ± 0.09 ab 
IV 1.70 ± 0.10 ab 
V 1.80 ± 0.10 b 
Table 1. PA signal amplitude (mV) for the inner face of the forearm, for each skin phototype 
(average ± standard error). Different indexes (a, b) indicate significant statistical difference 
(comparison among groups: p=0.009, ANOVA) 
Comparison among phototype groups was performed and significant statistical difference 
was verified (as we can see in Table 1), showing that the PA signal level (amplitude) for the 
inner forearm tends to scale with skin phototype, as defined by Fitzpatrick. 
Afterwards, the PA signal amplitude for each volunteer (average values for the inner face of 
the forearm) allowed the division of the volunteers in two groups, “pigmented” (P) and 
“non-pigmented” (NP), following the Baumann proposal. As the average PA signal 
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amplitude obtained for all measurements (inner face of the forearm) was 1.5mV, this was 
the cutoff value adopted for separating the volunteers into “P” (for PA signal amplitude 
above 1.5 mV) and “NP” (under 1.5 mV). Table 2 shows the division of each (clinically 
evaluated) phototype group into the (experimentally evaluated) P and NP groups. In this way, 
the PA technique allowed the comparison between two different skin classification forms. 
 
Skin phototype NP group (%) P group (%) 
II 93 7 
III 46 54 
IV 31 69 
V 20 80 
Table 2. Distribution of the volunteers of each phototype in the NP and P groups, according 
to the PA signal level 
Table 2 shows that phototype II is highly related to the NP group, while phototypes IV and 
V concentrate in the P group. Phototype III appears in both groups, showing the variability 
of elements inside this classification. 
The simple methodology presented here and the corresponding results obtained open 
perspectives for an objective, experimental classification of skin types, based upon PA 
measurements. Additional work in this field is currently being performed at 
FASBio/UNIVAP (Brazil). 
4. Transdermal drug delivery 
4.1 Topical application of drugs: advantages and requirements for evaluation 
Topical application of drugs is known as an interesting alternative route to oral and 
intravenous administration, both aiming to systemic effects and local action, offering 
advantages such as ease of administration and lack of first-pass effect (Aqil et al., 2007). 
However, in studies of transdermal drug delivery (penetration of substances into skin), one 
must employ non-invasive techniques, in order to avoid second order effects that would at 
least bring difficulties to the interpretation of the results. In vivo measurements are 
particularly desirable in such studies, because the response of excised skin can be affected 
by dehydration, and the response of artificial skin differs significantly from that of in vivo 
skin at least in some cases – as when we talk about in-depth processes, in which even blood 
circulation may play a role. 
As mentioned earlier in the present chapter, the PA technique can be applied without 
previous preparation of the samples and even for in vivo measurements; as such, 
transdermal drug delivery studies have been performed employing the PA technique in 
order to obtain the penetration rate of a wide range of different products topically applied to 
skin (Bernengo et al., 1998; Hahn et al., 2001; Savateeva et al., 2001; Pedrochi et al., 2005; 
Truite et al., 2007). 
4.2 Substrates for transdermal drug delivery studies 
Besides measurements in human skin, penetration rates of topically applied products are 
frequently evaluated through measurements performed in animal skin tissue. In this case, 
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rabbit and pig skin are, by far, the most employed alternatives, because of the similarity to 
human skin. 
As pointed by Simon & Malbach (2000), physiological and anatomical similarities between 
man and pig make this animal a good model for man in biomedical research. The correlation 
of quantitative data between pig skin and human skin can be frequently classified as very 
good (Benech-Kieffer et al., 2000); therefore, pharmacological (and even toxicological) skin 
research is often based on the knowledge of pig skin absorption and percutaneous 
permeation. 
Recently, Nicoli et al. (2008) employed qualitative and quantitative analysis of stratum 
corneum lipids and permeation experiments to analyze the utilization of rabbit ear skin in 
transdermal permeation studies, using pig ear skin as a reference. Their results showed that 
the stratum corneum of both rabbit ear skin and pig ear skin present similar thickness. 
Probably due to its higher lipophilicity, rabbit ear skin was less permeable to hydrophilic 
compounds; however, the permeability to progesterone was comparable between isolated 
pig epidermis and rabbit ear skin. Nicoli and co-workers conclude that the rabbit ear skin 
can be sucessfully employed in skin permeatin studies. 
4.3 Photoacoustic evaluation of topically applied products 
Different pharmaceutical formulations for a topically applied drug may present very 
different transdermal delivery ratios, depending on the product composition (excipients 
usually play a major role in the penetration kinetics of topically applied products). These 
penetration rates may be evaluated through the analysis of the time-dependence of the PA 
signal after topical application of a given product in skin. This methodology can also be 
applied to the evaluation of sunscreens, that may be characterized in terms of their 
(photo)stability after topical application (in this case, the lower the rate, the better the 
product). 
Gutierrez-Juarez et al. (2002) employed PA measurements in the analysis of substances 
topically applied to the human skin. To fulfill this purpose, these authors utilized a double-
chamber PA cell; the absorption determination was obtained through the measurement of 
the thermal effusivity of the binary system substance–skin. The model employed by 
Gutierrez-Juarez and co-workers (that assumes that the effective thermal effusivity of the 
binary system corresponds to that of a two-phase system) was experimentally applied to 
study different topically applied substances, in different parts of the body. The 
corresponding relative concentrations of substances as a function of time were determined 
by fitting a sigmoidal function (for ketoconazol and sunscreen) or an exponential function 
(for nitrofurazona, vaseline and vaporub) to the experimental data. 
Pedrochi and co-workers (2005) employed PAS measurements to evaluate the penetration 
rate of different sunscreens into human skin in vivo. Their results showed that the 
diminution rate of the sunscreen amount in the skin surface depends on the form of the 
product: sunscreens in cream form tend to present faster reduction after application in skin. 
This leads to the conclusion that sunscreens in gel form are more adequate (presenting 
longer protection against UV radiation). 
Another transdermal drug delivery study is the work of Truite et al. (2007), which employed 
PAS measurements in the ex vivo determination of the penetration rate of different 
phytotherapic formulations (with and without salicylic acid) for treatment of vitiligo. 
Measurements were performed as a function of time in rabbits. PA depth monitoring 
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amplitude obtained for all measurements (inner face of the forearm) was 1.5mV, this was 
the cutoff value adopted for separating the volunteers into “P” (for PA signal amplitude 
above 1.5 mV) and “NP” (under 1.5 mV). Table 2 shows the division of each (clinically 
evaluated) phototype group into the (experimentally evaluated) P and NP groups. In this way, 
the PA technique allowed the comparison between two different skin classification forms. 
 
Skin phototype NP group (%) P group (%) 
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III 46 54 
IV 31 69 
V 20 80 
Table 2. Distribution of the volunteers of each phototype in the NP and P groups, according 
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of elements inside this classification. 
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order to obtain the penetration rate of a wide range of different products topically applied to 
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the stratum corneum of both rabbit ear skin and pig ear skin present similar thickness. 
Probably due to its higher lipophilicity, rabbit ear skin was less permeable to hydrophilic 
compounds; however, the permeability to progesterone was comparable between isolated 
pig epidermis and rabbit ear skin. Nicoli and co-workers conclude that the rabbit ear skin 
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Different pharmaceutical formulations for a topically applied drug may present very 
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usually play a major role in the penetration kinetics of topically applied products). These 
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signal after topical application of a given product in skin. This methodology can also be 
applied to the evaluation of sunscreens, that may be characterized in terms of their 
(photo)stability after topical application (in this case, the lower the rate, the better the 
product). 
Gutierrez-Juarez et al. (2002) employed PA measurements in the analysis of substances 
topically applied to the human skin. To fulfill this purpose, these authors utilized a double-
chamber PA cell; the absorption determination was obtained through the measurement of 
the thermal effusivity of the binary system substance–skin. The model employed by 
Gutierrez-Juarez and co-workers (that assumes that the effective thermal effusivity of the 
binary system corresponds to that of a two-phase system) was experimentally applied to 
study different topically applied substances, in different parts of the body. The 
corresponding relative concentrations of substances as a function of time were determined 
by fitting a sigmoidal function (for ketoconazol and sunscreen) or an exponential function 
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rate of different sunscreens into human skin in vivo. Their results showed that the 
diminution rate of the sunscreen amount in the skin surface depends on the form of the 
product: sunscreens in cream form tend to present faster reduction after application in skin. 
This leads to the conclusion that sunscreens in gel form are more adequate (presenting 
longer protection against UV radiation). 
Another transdermal drug delivery study is the work of Truite et al. (2007), which employed 
PAS measurements in the ex vivo determination of the penetration rate of different 
phytotherapic formulations (with and without salicylic acid) for treatment of vitiligo. 
Measurements were performed as a function of time in rabbits. PA depth monitoring 
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showed that both formulations propagated through the skin up to the melanocytes region, 
leading the authors to suggest that the delivery of the active agents may occur even without 
the use of queratinolitic substances (that are not really recommended, since they are known 
to induce side effects in animals). 
The PA technique can be employed to study the penetration kinetics of topically applied 
products not only as a function of product composition, but also according to the 
application method. Phonophoresis is the utilization of ultrasound (US) waves to enhance 
the delivery of topically applied substances (Byl, 1995). In physiotherapy practice, 
phonophoresis is one of the various strategies developed to overcome the skin’s resistance 
in transdermal drug delivery, enhancing skin permeability (Duangit et al., 2011). 
In the last years, comparative studies between massage and phonophoresis (in its 
different modes) as application methods for different anti-inflammatories have been in the 
front line of research at the FASBio/UNIVAP; in the experiments, transdermal drug 
delivery has been evaluated through PA measurements as a function of time after topical 
application of different drugs in the forearm region, using manual massage or 
phonophoresis. 
Results indicate that different products present distinct absorption times (depending on the 
vehicle employed, for example); the application method also affects the typical time constant 
of drug penetration into skin, though not for all tested formulations. 
In the following subsections, we present one experiment performed at FASBio/UNIVAP in 
which the penetration kinetics of the pharmaco Cordia verbenacea DC (Acheflan) in the 
human skin was evaluated through PA measurements as a function of time for each of the 
application methods: massage and phonophoresis. 
4.3.1 Materials and methods 
The pharmaco Cordia verbenacea DC (Acheflan) is a topic usage anti-inflammatory 
medication widely employed in medicine, having alpha-humulen and trans-caryophyllen as 
active agents. Our experiment aimed to evaluate the penetration kinetics of Acheflan in the 
human skin (massage versus phonophoresis) through in vivo PA measurements. 
The survey was conducted in 10 volunteers (four men and six women) aged between 18 and 
30 years. The following inclusion criteria were adopted: (i) absence of ulcers or any change 
in dermatology distal forearm and wrist; (ii) not being allergic to any component of the 
formula topically applied; (iii) absence of metal implants in the wrist or forearm; (iv) 
absence of stomach pain complaints; and (v) not being pregnant. 
The protocol for cleaning prior to drug application consisted of cleaning the skin area to be 
evaluated (region near the distal forearm and right ulnar artery) with cotton soaked in 70% 
alcohol. The area of topical application was then demarcated and Cordia verbenacea DC 
(essential oil 5.0mg/g) was applied by rubbing the head of the ultrasound therapy 
equipment configured for continuous mode and intensity of 1.2W/cm2, but switched off, for 
five minutes. This procedure was repeated on the opposite forearm with the ultrasound 
therapy equipment turned on, also for five minutes. 
PA measurements employed the same experimental system described in section 3.2.1. 
During measurements, the volunteers were positioned adjacent to the assembly with an 
aluminum foil (60μm thick) sealing the PA cell and the distal forearm positioned in direct 
contact with it, as proposed by Bernengo et al. (1998). For an aluminum foil with this 
thickness, the cutoff frequency is approximately 7kHz; in the present study, the modulation 
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frequency employed was 17Hz, so that the foil can be considered as thermally thin 
(Rosencwaig, 1980). 
Each measurement series consisted of 40 readings (one each two seconds, for a total time of 
80 seconds), repeated 10 times for each application form, with rest intervals of 100 seconds 
between successive series (total time of 30 minutes for each volunteer and application 
method). The software “SISCOMF” (developed at UNIVAP) was employed for data 
acquisition. 
In order to analyze the typical time constant for the penetration of the applied drug, the 
experimental curves were fitted by the Boltzmann equation: 






The Boltzmann curve is a S-shaped curve in which A1 is the initial signal amplitude, A2 the 
final signal amplitude, t0 is the half-absorption time and dt, the time interval such as 67% of 
the penetration process occurs between t0-dt e t0+dt. 
Analysis of the PA data was performed with the aid of the software Microcal Origin® 7.5 
(employed for the generation of the fitting curves); statistical analysis was performed with 
GraphPad Instat® 3.0. 
4.3.2 Results and discussion 
Figure 3 shows an example of PA data measurements as a function of time fitted by a 
Boltzmann curve. 
 



















Fig. 3. Example of a Boltzmann curve (dashed line) fitting PA data obtained for one of the 
volunteers after phonophoresis application of the pharmaco Cordia verbenacea DC (Acheflan) 
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The experimental results obtained (average values for each parameter of the fitting curve) 
are summarized in Table 3; interpretation of such results must consider that the initial 
amplitude (A1) of the PA signal corresponds to the system formed by the applied drug+skin, 
while the final amplitude (A2) corresponds to the skin only, with the product having 
penetrated beyond the layer responsible for the generation of the PA signal (about 30µm, in 
the present case). 
 
Application Method A1 (u.a) A2 (u.a) t0 Dt ts (t0 + dt) 
Massage 0,66 ± 0,04 0,70 ± 0,02 7 ± 2 4 ± 2 11 ± 2 
Phonophoresis 0,65 ± 0,03 0,72 ± 0,04 5 ± 1 1,3 ± 0,3 7 ± 1 
Table 3. Average values (± standard error) for A1 and A2 (in arbitrary units), t0 and dt (in 
minutes), for each of the application methods (N=10) 
In order to understand if penetration was effective, first of all, it is imperative to evaluate if 
the difference between A1 and A2 is statistically significant. Therefore, initially a paired t-test 
was carried on to verify if there was significant difference between A1 and A2 for each 
application method employed (indicating significant penetration of the applied product). 
This was verified for both application methods; however, this difference is more evident for 
phonophoresis application, in which the difference between the initial and the final signal 
presents p=0,011 (p=0,066 was found for massage application). 
Statistical tests were also employed in the comparison between the two application methods 
(massage and phonophoresis); no statistical significance was found for t0 and dt. 
Considering tS = (t0 + dt) as the total effective penetration time for the epidermal layer under 
study, the results obtained (average ± error, N=10) are 11(±2) minutes (for massage 
application) and 7(±1) minutes (for phonophoresis application). The paired t-test for this 
parameter shows p=0,073. 
Experiments performed at FASBio/UNIVAP show that the form of application can 
influence the kinetics of transdermal drug delivery, depending on the applied product. In 
the experiment presented here, significant penetration has been reported for both forms of 
administration (massage and phonophoresis); PA measurements showed that effective 
penetration is at least more evident after phonophoresis application, when compared to 
massage application. 
5. Conclusion and perspectives 
The possibility of performing in vivo studies brings great value to the use of the PA 
technique in experimental skin research. The potential and relevance of PA measurements 
in this field have been shown by a large range of experiments being performed by different 
research groups around the world – actually, the examples here presented must be seen as a 
sample of what has been done. 
PA measurements in vivo are able to detect alterations in skin pigmentation. Even in skin 
regions normally protected from sun exposure, the PA signal level tends to follow clinical 
classification; actually, the use of the PA technique goes one step ahead, allowing 
comparative and quantitative research through simple, direct measurements. 
Topical drug application has been employed in the treatment of many pathological 
processes; its efficiency is associated to the efficiency of transdermal drug delivery. PA 
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measurements have been sucessfully employed in transdermal drug delivery studies, 
allowing a quantitative analysis of the kinetics and effectivity of drug delivery. Different PA 
experiments point to the fact that gel formulations tend to be more adequate for topical use. 
Depending on the topically applied product, the form of application can also be determinant 
in the kinetics of transdermal drug delivery. 
Measurements already performed indicate various perspectives for future research, such as: 
i) the determination of the skin oiliness level; ii) analysis of skin lesions; iii) studies on the 
photostability of sunscreens and even determination of the sun protection factor (SPF) of 
sunscreens (through PAS measurements); and iv) further studies on formulation and 
application form of a wide range of topically applied products. 
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the present case). 
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i) the determination of the skin oiliness level; ii) analysis of skin lesions; iii) studies on the 
photostability of sunscreens and even determination of the sun protection factor (SPF) of 
sunscreens (through PAS measurements); and iv) further studies on formulation and 
application form of a wide range of topically applied products. 
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1. Introduction  
Terrestrial atmosphere shows a high variability over a broad range of periodicities, which 
mostly consists of wave-like perturbations characterized by various spatial and temporal 
scales. The interest for short time variability in ionospheric attributes is related to the role 
that ionosphere plays in the Earth's environment and space weather. Acoustic-gravity 
waves (AGWs), waves in the period range from sub-seconds to several hours, are sources of 
most of the short-time ionospheric variability and play an important role in the dynamics and 
energetics of atmosphere and ionosphere systems. Many different mechanisms are likely to 
contribute to the acoustic-gravity wave generation: for instance, excitation at high latitudes 
induced by geomagnetic and consequent auroral activity, meteorological phenomena, 
excitation in situ by the solar terminator passages and by the occurrence of solar eclipses.  
During solar eclipse, the lunar shadow creates a cool spot in the atmosphere that sweeps at 
supersonic speed across the Earth’s atmosphere. The atmosphere strongly responds to the 
decrease in ionization flux and heating. The very sharp border between sunlit and eclipsed 
region, characterized by strong gradients in temperature and ionization flux, moves 
throughout the atmosphere and drives it into a non-equilibrium state. Acoustic-gravity 
waves contribute to the return to equilibrium. At thermospheric heights, the reduction in 
temperature causes a decrease in pressure over the totality footprint to which the neutral 
winds respond. Thermal cooling and downward transport of gases lead to neutral 
composition changes in the thermosphere that have significant influence on the resulting 
electron density distribution. Although the mechanisms are not well understood, several 
studies show direct evidence that solar eclipses induce wave-like oscillations in the acoustic-
gravity wave domain.  
Many different mechanisms are likely to contribute to wave generation and enhancement at 
ionospheric heights. Hence, it is difficult to clearly separate or differentiate each contributing 
agent and to decide which part of wave field belongs to the in situ generated and which part 
comes from distant regions. First experimental evidence of the existence of gravity waves in 
the ionosphere during solar eclipse was reported by Walker et al. (1991), where waves with 
periods of 30–33 min were observed on ionosonde sounding virtual heights.  
1.1 Ionospheric sounding 
As the solar radiation penetrates Earth’s atmosphere it forms pairs of charged particles. 
Under a normal day-time conditions the ionization solar flux increases immediately after 
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Under a normal day-time conditions the ionization solar flux increases immediately after 
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sunrise, reaches maximum around local noon and decreases again till sunset. Under such 
conditions concentration of charged particles significantly grows in the atmosphere and forms 
atmospheric plasma called ionosphere. Due to the composition of the neutral atmosphere 
together with the changing efficiency of the incoming solar radiation, ionosphere is stratified 
into the layers denoted D, E, F1 and F2. After sunset, electrons and ions recombine rapidly in 
the D, E and F1 layer. Due to slower recombination processes of atomic ions that dominate at 
heights approximately above 150km altitude, F2 layer remains present all the night. Special 
stratification Es, sporadic E layer, occurs sometimes at heights of E layer (Davies, 1990). 
Ionosphere significantly affects propagation of the electromagnetic waves. According to a 
frequency of the wave with respect to a concentration of the ionospheric plasma, wave 
propagates through the medium or it is reflected. Electromagnetic waves with frequency 
lower than plasma frequency of the particular plasma parcel are reflected, which allows to 
estimate plasma frequency. Higher frequency waves propagate through plasma. An 
instrument called ionosonde (or digisonde) transmits electromagnetic wave of a defined 
frequency and detects it after reflection from the ionosphere. Typical ionosonde sounding 
range is 1 MHz – 20 MHz. For each sounding wave ionosonde records time of flight τ on the 




τ=  that corresponds to wave propagation in the vacuum (c stands 
here for speed of light). Virtual height is equal or higher than the corresponding real height. 
The output of the measurement is height-frequency characteristics called an ionogram. Real 
height electron concentration profiles can further be inverted from ionograms using for 
instance programs POLAN (Titheridge, 1985) or NHPC (Huang and Reinish, 1996). 
Ionosphere represents inhomogeneous and anisotropic medium which leads to a wave 
splitting into an ordinary and extraordinary wave modes. Hence, two reflection traces are 
recorded by the ionosonde (as seen on ionograms in Figure 1). However, the extraordinary 
mode is not further used for electron concentration profile inversion. 
Figure 1 shows typical day-time and night-time ionograms recorded by a digisonde in the 
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Single element of fluid, parcel of the atmosphere, at height z with density ρ which is 
displaced in the vertical by Δz to a place where its density changes to ρ+Δρ, remains in 
pressure equilibrium with its surroundings. Displacement takes place adiabatically. This is 






where p stands for pressure can traverse the system faster than the time-scale of interest and 
the motion is so fast that the entropy is preserved. The parcel is no longer in equilibrium 
and starts to oscillate about its equilibrium height with buoyancy frequency.  
The buoyancy force which acts on the parcel is balanced by inertial force (Newton’s  second 
law):  






where Δρ is the difference between internal and external densities. 
Internal and external Δρ are derived as: 




which is due to compressibility of the fluid within the membrane and  




is the change of background density at new position due to inhomogeneous nature of the 
atmosphere. Taking both the contributions of Δρ we get 





d dz g ln g c z
dt dz
 (7) 
which can be recast into 












dg ln g c
dz
 (9) 
If 2Bω >0, the solution is oscillatory and the fluid parcel will oscillate with characteristic 
buoyancy frequency ωB called Brunt-Vaisala frequency. 
More convenient form used for atmosphere is following: 
 ( )ω = γ − +2 2 2 2 2B 1 g c g /c dc /dz  (10) 
This approximation is valid in the atmosphere-ionosphere system of our interest. 
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In isothermal atmosphere Bω  reduces to  
 ( )ω = γ −2 2 2B 1 g /c  (11) 
In the terrestrial atmosphere the buoyancy period depends on the height. The height 
variance of the acoustic cut-off and buoyancy frequencies in the isothermal atmosphere is 
shown in Figure 2.  
 
 
Fig. 2. Height dependence of acoustic cut-off period ta and Brunt-Vaisala period tB that 
represent limits dividing periods into acoustic and gravity wave domains. Period domain 
between acoustic cut-off and Brunt-Vaisala represents region where no AGW propagates. 
Wave motion in the atmosphere can be described using mass conservation (continuity 
equation), and equation of motion:  






→ → ∂   ρ + ∇ = −∇ + ρ  ∂  
 
u u. u p g
t
 (13) 
where pressure gradients and gravity are the only forces causing the acceleration. 
Oscillation takes place adiabatically 
 → →∂ ∂ρ   ρ + ∇ = γ + ∇  ∂ ∂  
p u. p p u.
t t
 (14) 
where ρ, p,γ and u
→
 are parameters of the atmosphere – density, pressure, ratio of specific 
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Applying the perturbation approach we are searching for wave-like solutions for the 
perturbation quantities. Further simplification comes from the assumption that the 
background state is of constant temperature T in which p0/ρ0 must be a constant. 
 ρ = γ20 0p / c /  (15) 
Then the system (12), (13) and (14) reduces to:  
 → →∂ρ + ρ ∇ − ρ =
∂ 0 0 z





∂ρ + ∇ − ρ =
∂0
u p' 'g 0
t
 (17) 
 ∂ ∂ρ   ρ − = γ − ρ  ∂ ∂  
' '
0 0 z 0 0 z
p' 'p u /H p u /H
t t
 (18) 
where index 0 denotes stationary (non fluctuating) component and the apostrophe denotes 
perturbation. These are the basic governing equations for the gravity waves. For a non-
trivial solution the following prescription of the dispersion relation must be satisfied: 
 ( )ω − ω ω − ω − ω − ω =4 2 2 2 2 2 2 2 2 2a x g zk c c k 0  (19) 
From disperse relation, it is evident that between buoyancy frequency and acoustic cut-off 
frequencies one cannot have both kx and kz real. Figure 2 shows two period domains with 
border limits of acoustic cut-off period and buoyancy period.  
An attenuation or growth in the wave amplitude must occur in either the vertical or the 
horizontal directions. We suppose that there is no variation in amplitude in horizontal 
directions so that kx is purely real and kz has an imaginary component. At frequencies 
exceeding acoustic cut-off ωa, expression (19) becomes simple and the waves may be termed 
as ACOUSTIC WAVES. At frequencies smaller than Brunt-Vaisala frequency where gravity 
plays an important role, the waves are called GRAVITY or INTERNAL GRAVITY WAVES. 
Brunt-Vaisala frequency and acoustic cut-off frequency divide the frequency spectrum into 
two domains in which ωg
 
forms the high frequency limit for one class ω<ωg normally called 
internal gravity waves and ωa is the low frequency limit for another class ω>ωa called the acoustic waves. A gap in the frequency spectrum exists between ωg
 
and ωa where no 
internal waves can propagate. 
Important approximations can be obtained under the assumption zk 1 2H>>  and 
gω << ω then: 
 ( )= ω ω2 2 2 2z g xk / k  (20) 
These approximations apply to much of the observed gravity waves. From (20) we see that 
the angle of ascent of the phase α is: 
 α = = ω ω = τ τz x g gtg k /k / /  (21) 
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The motions of the air parcels are, in general, ellipses in the plane of propagation and have 
components transverse to the direction of wave propagation. The ratio of the horizontal 
displacement ξ  to its vertical displacement ζ  is: 









On the frequencies just above the acoustic cutoff the air motion is essentially vertical. With 
acoustic waves on high frequencies the motion is radial as in sound waves. The motion is 
circular with horizontal propagation at a frequency a 2 /ω γ . Gravity wave propagation is 
limited to angles between  











sin  (23) 
The sense of rotation of the air for gravity waves is opposite than for acoustic waves. As Φ 
approaches its asymptotic values the air motion becomes linear and transverse to the 
direction of propagation. Air parcel rotation is clockwise in case of acoustic waves while 
anticlockwise in case of gravity waves. Energy vector lies in the same quadrant as direction 
of propagation of acoustic waves. Energy flows up when phase travels down and vice versa 
in case of gravity waves propagation. This is important property since it accounts for the 
observed downward phase propagation when the source is below the level at which a 
disturbance is observed. 








ω ω − ω −
ω=
ω ω − ω −
2 2 2
x g













Due to coupling between neutral and charged components the initial wave-like oscillation in 
the neutral atmosphere induces wave-like perturbation in the ionosphere. Perturbation in 
the ion production is the most effective when solar ionizing rays are nearly in alignment 
with the initial wave front. Perturbations in the neutral atmosphere may cause perturbations 
in chemical processes. Presence of AGW influences the ionisation rate through changes in 
the local neutral density and temperature, and through changes in the ionisation radiation 
absorption (Hooke, 1970).   
3. AGW in the ionospheric plasma 
Acoustic-gravity waves are always present in the Earth’s atmosphere. AGWs arise from 
many natural sources like convection, topography, wind shear, moving solar terminator, 
earthquakes, tsunami, etc. Increase in wave-like activity is associated also with human 
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the neutral atmosphere induces wave-like perturbation in the ionosphere. Perturbation in 
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activity including coordinated experiments or unwilling accidents. AGWs influence on the 
upper atmosphere is not yet understood enough. They produce a great amount of variability 
and contribute to the background conditions in a specific parcel of the atmosphere. Gravity 
waves propagating from lower laying atmosphere have been long regarded as a very 
important source of the energy and momentum transfer in the upper atmosphere (Hines, 
1960). The breaking of the upward propagating waves affects wind system, generates 
turbulence and heats the atmospheric gas.  
Waves that reach upper atmosphere produce travelling atmospheric disturbances (TAD) or 
travelling ionospheric disturbances (TID) and even form the ionospheric inhomogenities 
which grow and finally break into the plasma instabilities observed by radar techniques that 
might cause scintillation of the communication signals propagating through the ionosphere. 
From the observation it is evident that the thermosphere is continuously swept by the 
acoustic-gravity waves. Statistically, the waves show a moderate preference for southward 
travel, with this preference being reduced or shifted to southeastward travel during 
disturbed times (Oliver et al., 1997). Experimental studies show that AGW activity in the 
ionosphere slightly increases during dawn and dusk periods of the day (Galushko et al., 
1998; Somsikov & Ganguly, 1995; Sauli et al., 2005 among others). Influence of infrasonic 
waves generated by ground experimental sources on the ionosphere was reported for 
instance by Rapoport et al. (2004). 
Solar eclipse represents well defined source of the AGW in the atmosphere and 
ionosphere systems. During solar eclipse event, solar ionization flux decreases producing 
well-defined cool spot in the atmosphere that moves through the Earth’s atmosphere. 
Moving source in the atmosphere can emit both acoustic and gravity waves. Supersonic 
motion of the source forms wave field with bow wave. Both acoustic and gravity waves 
can be radiated in association with supersonic motion in the atmosphere. When the source 
is moving within atmosphere with subsonic velocity only gravity waves can be emitted 
(Kato et al., 1977). 
4. Solar eclipse event – signatures in the ionospheric plasma 
It has been proposed by Chimonas and Hines (1970) that solar eclipses can act as sources for 
AGWs. The lunar shadow creates a cool spot in the atmosphere that sweeps at supersonic 
speed across the Earth. The sharp border between sunlit and eclipsed regions, characterized 
by strong gradients in temperature and ionization flux, moves throughout atmosphere and 
drives it into a non-equilibrium state. Earth atmosphere shows variable sensitivity to the 
changes of ionization flux.  
4.1 Experiments 
Solar eclipse event represents phenomenon that can be precisely predicted, hence many 
observational campaigns are organised around the world. Effects of the solar eclipses on the 
ionospheric plasma are studied by mean of GPS techniques, radars, vertical ionospheric 
soundings etc. Study limitations lay mainly in the fact that there are no identical solar 
eclipse events. Moreover, solar eclipse induced effects are easily to be mixed with effects 
caused by geomagnetic field variations, diurnal changes of the ionosphere, seasonal 
variability of the atmosphere/ionosphere etc. In the upper atmosphere, AGWs can be 
observed either directly as neutral gas fluctuations or indirectly as induced ionospheric 
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plasma variations. Despite intensive research many questions in the problem of the 
generation and propagation remain to be understood.  
Studies by Fritts and Luo (1993) suggest that perturbations generated by the eclipse induced 
ozone heating interruption may propagate upwards into the thermosphere–ionosphere 
system where they have an important influence. Temperature fluctuations and electron 
density changes propagate as a wave, away from the totality path, cf. Muller-Wodarg et al. 
(1998). By means of vertical ionospheric sounding, Liu et al. (1998) detected waves excited 
during solar eclipse event at F1 layer heights and their generation and/or enhancement 
attributed to changes of temperatures and variations of the height of the transition level for 
the loss coefficient and the height of the peak of electron production. Studies reported by 
Farges et al. (2001) suggest a longitudinal diversity of the disturbances with respect to pre-
noon and postnoon phases. Xinmiao et al. (2010) reported synchronous oscillations in the Es 
and F layer during the recovery phase of the solar eclipse. Ivanov et al. (1998) found that 
during solar eclipse with maximum obscuration of about 70% the F-region electron density 
decreased by 6-8% compared to a control day and detected travelling ionospheric 
disturbances. Additionally, they detected strong variations in the difference group delays 
with a period about 40 minutes associated with the start and end of the eclipse. Oscillations 
in the ionosphere, similar to gravity waves, were observed following some solar eclipse 
events (Chimonas and Hines, 1970; Cheng et al., 1992; Liu et al., 1998; Sauli et al., 2006). 
Investigation of the latitudinal dependence of NmF2 (the maximum electron density of the 
F2 layer) indicated that the strongest response was at middle latitudes (Le et al., 2009). The 
response of the sporadic-E (Es) layer also differed in each solar eclipse event. A remarkable 
decrease in Es layer ionization was observed during the eclipse of 20 July 1963 (Davis et al., 
1964). Enhancement of Es layer ionization has also been reported and it has been suggested 
that it is related to internal gravity waves generated in the atmosphere during the solar 
eclipse (Datta, 1972). 
4.2 Processes induced by solar eclipse 
During the solar eclipse, on the time scale shorter than day-night change, the ionosphere 
reconfigures itself into a state similar to that of night situation. Photochemical ionization 
falls heavily almost to a night-time level. With the decreasing solar flux, atmospheric 
temperature falls in the moon shadow creating a cool spot with well defined border. Then 
the increasing solar flux starts ionization processes and warms the atmosphere again to 
daytime level.  
Such changes in the ionization cause variation in the reflection heights, decrease/increase in 
electron concentration at all ionospheric heights, decrease/increase in the total electron 
content, rising/falling of the layer height. Such effects are characteristic for the processes 
during sunrise/sunset in the ionosphere. However, supersonic movement of the eclipsed 
region represents a key difference from the regular solar terminator motion at sunrise and 
sunset times. These changes in the neutral atmosphere and ionosphere induced by solar 
eclipse force the evolution of the ionospheric plasma toward a new equilibrium state. The 
return to equilibrium is likely accompanied by the eclipse induced wave motions excited in 
the atmosphere. Any moving discontinuity of gas parameters such as temperature, pressure 
etc. will generate transit-like waves. In the upper ionosphere, waves can be generated by a 
strong horizontal electron pressure gradient. Possible mechanisms contributing to the wave 
generation in the region of solar terminator are in detail discussed by Somsikov & Ganguly 
(1995). 
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Solar eclipse induces changes in all atmospheric regions extend from the upper atmosphere 
down to ground level. Despite the low magnitude of the eclipse induced effects at ground 
level, Jones et al. (1992) reported wave-like oscillation related to eclipse on the 
microbarometer pressure records. The cooling effect of the Moon’s shadow may induce the 
powerful meridional airflow in the atmosphere, which accelerates the ionized clouds in the 
Es layer and forms the wind shear to raise the observed Doppler frequency shift and foEs 
values, respectively (Chen et al., 2010).  
5. Solar eclipse observed by vertical ionospheric sounding in midlatitudes 
Vertical sounding measurements provide local information on the electron density 
distribution of the bottomside ionosphere. Electron concentration in the plasma and its 









where fp denotes plasma frequency and N, e, ε0 and  m stand for the electron 
concentration, the charge of electron, permittivity of free space, and the mass of the 
electron, respectively.  
This section summarizes experimental results from the midlatitude ionospheric observatory 
Pruhonice (50N, 15E). At the observatory, the vertical sounding measurements were 
performed with ionosonde IPS 42 KEL Aerospace till the end of year 2003. Then this older 
equipment was replaced by digisonde DPS 4. Special campaigns of rapid sequence 
soundings were organized in order to study in detail ionospheric behavior during partial 
solar eclipses of 11 August 1999, 4 January 2011 and annular solar eclipse 3 October 2005. All 
three analyzed events were characterized by low geomagnetic activity; hence they represent 
a good occasion to observe mostly solar eclipse induced effects in the ionosphere. However, 
inconclusive results of the solar eclipse observations rise from the fact that different solar 
eclipses produce different plasma motions. Indeed, the travel cone geometry and its angular 
effects on the magnetized plasmas are different for each eclipse.  
Solar eclipse of 11 August 1999 (as a total seen in place as close as 200 km from the 
measurement point) represents so far the event of the highest solar disc coverage observed 
in the Observatory Pruhonice. Figure 3 depicts sequence of raw ionograms measured during 
this event by IPS 42 KEL Aerospace equipment. The ionograms were recorded with the 
cadence of 1 minute. On the ionograms there is clearly seen that the eclipse event affects 
whole electron density profile. Critical frequencies in the E and F layer decrease before 
maximum disc occultation and then increase again. The electron density decrease in the E 
layer is much stronger than in the F layer due to different dominant type of the 
recombination. Electron density fall and increase occur simultaneously with occultation 
and de-occultation of the solar disc in the E and F1 layer while the F2 layer electron 
density reacts with slight delay. There are special structures of the spread F type 
developed on the profile after beginning of the solar disc occultation (clearly seen on 
ionograms at 9.14 UT and 9.16 UT). Shape of the F layer is affected as well. Unfortunately, 
effects in the F1 region cannot be discussed here in details because F1 layer is blanketed 
by strong sporadic E layer during part of the solar eclipse.  
 




Fig. 3. Sequence of raw ionograms measured by the ionosonde KEL Aerospace IPS 42 at the 
observatory Pruhonice. During the special campaign ionograms were recorded with one-
minute resolution in order to study rapid ionospheric changes during the solar eclipse. 
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Detail analysis of electron concentration by mean of spectral analysis reveals that within 
oscillation of electron concentration there occur several clear wave-like oscillations. It has 
been shown by Sauli et al. (2007) that wavelet spectral analysis is very convenient approach 
for such wave detection. The advantage of the wavelet based analysis is identification of the 
structure occurrence time which helps to associate particular wave-like structure to the 
agent. Figure 4 shows estimated wave parameters for selected structure that is coherent 
through all studied heights. Parametrization of the wave-like structure is based on AGW 
approximation described in Section 2. From Figure 4 it is evident that wave originates at 
height of about 200 km and propagates upward and downward from the source region. 
 
 
Fig. 4. Parameters of acoustic-gravity wave structure detected within ionospheric plasma 
during solar eclipse event 11 August 1999 (Sauli et al., 2007). Panels: wave vector (a), phase 
velocity (b), packet velocity (c), wave number (d), energy (e) and phase (f) angles. For the 
vectors of first row, the ‘□’ correspond to the measured (full squares) and computed (empty 
symbols) z-components, the ‘○’ correspond to the horizontal components while the ‘∇ ’ are 
related to the modulus. 
Another representation of the rapid changes in the ionospheric plasma is shown on the 
profilogram (Figure 5) measured during solar eclipse 3 October 2005 by DPS 4. Decrease in 
the plasma frequency at all heights is well developed. Within plasma frequency oscillation, 
several wave coherent structures were found that can be attributed to the eclipse event. 
These structures occur in the plasma at the maximum of the eclipse and after the event. In 
all cases we detected a component of upward energy progression. Due to the occurrence 
time and low geomagnetic activity the detected wave-like oscillations in the ionospheric 
plasma are likely signatures of bow shock and possibly waves excited by cooling of ozone in 
the lower laying atmosphere. Estimated velocities for one particular structure are shown in 
Figure 6.   
 




Fig. 5. Profilogram (height-time-plasma frequency development) during solar eclipse 3 
October 2005 as measured by DPS 4. Ionograms were measured every 2 minutes. All 
ionograms were manually scaled and inverted into true-height profiles using True Height 
Profile Inversion Tool NHPC. 
 
 
Fig. 6. Parameters of acoustic-gravity wave structure detected within ionospheric plasma 
during solar eclipse event 3 October 2005 (Sauli et al. 2007). Panels: wave vector (a), phase 
velocity (b), packet velocity (c), wave number (d), energy (e) and phase (f) angles. For the 
vectors of first row, the ‘□’ correspond to the measured (black) and computed (empty) z-
components, the ‘○’ correspond to the horizontal components while the ‘∇ ’ are related to the 
modulus. 
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Result of the annular eclipse is significantly different from the case of the total eclipse event 
of 1999 where the dominant AGW activity took place at the beginning of eclipse. The 
atmospheric cooling and decrease in radiation flux during an annular solar eclipse is not as 
strong as during a total eclipse and the ionospheric response occurs with time delay. 
 
 
Fig. 7. Virtual reflection heights of plasma frequency in the range 4.2 - 4.3 MHz derived from 
raw ionograms. From up to bottom: day before, day of eclipse, day after eclipse.  Vertical 
lines in middle panel depict beginning and end of the eclipse. Time resolution is different 
for day of solar eclipse (2 min) and days before/after (15 min). 
In Figure 7 and Figure 8, there are plots of virtual reflection height variations at single 
frequency during three consecutive days, day of solar eclipse event and one day before and 
after the event. Variation of the reflection height during eclipse event of 3 October 2005 does 
not differ much from the corresponding variation during reference time span day before 
and day after. Wave-like oscillations excited by solar eclipse are of comparable magnitude 
as those induced by other sources preceding and consecutive day. On the contrary, clear 
difference in reflection height oscillation during reference days and solar eclipse event is 
perfectly seen in Figure 8. Records of virtual heights at fixed frequency from January 4, 2011 
present strong ionospheric response which is exhibited as periodic changes in reflection 
height. Sharp changes in the reflection height develop immediately after the beginning of 
the solar disc occultation and last till the end of eclipse event. Higher wave-like activity 
remains remarkable whole day. In this partial solar eclipse event, wave-like oscillations can 
be very probably attributed to the solar eclipse.  
Strong decrease in electron concentration in practically whole electron profile as well as the 
wave-like changes were observed during and after August 11, 1999 and January 4, 2011. 
Wave-like activity develops immediately after the start of the solar disc obscuration during 
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partial solar eclipse. During annular solar eclipse, significant acoustic-gravity wave type 
bursts develop around and after maximum phase of the eclipse. 
 
 
Fig. 8. Virtual reflection heights of plasma frequency range 3.4 – 3.5 MHz derived from raw 
ionograms. From up to bottom: day before, day of eclipse, day after eclipse.  Vertical lines in 
middle panel depict beginning and end of the eclipse.  Time resolution is different for day of 
solar eclipse (5 min) and days before/after (15 min). 
6. Conclusion 
Acoustic-Gravity waves play important role in the dynamic of the upper atmosphere. 
Vertical ionospheric sounding represents powerful tool that allows us to monitor acoustic-
gravity wave activity in the ionosphere. Ionospheric observation of such a strong event as 
solar eclipse gives us an opportunity to better understand processes of creation and 
dissipation of the AGW in the area of the ionosphere. Although the acoustic-gravity waves 
are always present in the area of our interest, sharp temporally well-defined changes of 
solar flux during the solar eclipse give us a possibility to define sources of AGW.  
It is rather uneasy to unambiguously assess causality between the solar eclipse events and 
the detected wave structures in the ionospheric plasma. Difficulties result from the fact that 
there are no two exactly identical solar eclipse events and from limitations of sounding 
techniques. Despite the fact that various AGW sources have been identified, many others 
remain to be found. Amongst irregular AGW bursts, regular increase in AGW activity were 
found to occur around sunrise and sunset hours, excited by Solar Terminator movement. 
Most of other sources (meteorological systems, geomagnetic and solar disturbances, etc.) 
and corresponding wave-like oscillations contribute to the irregular patterns of AGW 
activity observed in the ionospheric plasma.  
  
Acoustic Waves – From Microdevices to Helioseismology 
 
316 
Result of the annular eclipse is significantly different from the case of the total eclipse event 
of 1999 where the dominant AGW activity took place at the beginning of eclipse. The 
atmospheric cooling and decrease in radiation flux during an annular solar eclipse is not as 
strong as during a total eclipse and the ionospheric response occurs with time delay. 
 
 
Fig. 7. Virtual reflection heights of plasma frequency in the range 4.2 - 4.3 MHz derived from 
raw ionograms. From up to bottom: day before, day of eclipse, day after eclipse.  Vertical 
lines in middle panel depict beginning and end of the eclipse. Time resolution is different 
for day of solar eclipse (2 min) and days before/after (15 min). 
In Figure 7 and Figure 8, there are plots of virtual reflection height variations at single 
frequency during three consecutive days, day of solar eclipse event and one day before and 
after the event. Variation of the reflection height during eclipse event of 3 October 2005 does 
not differ much from the corresponding variation during reference time span day before 
and day after. Wave-like oscillations excited by solar eclipse are of comparable magnitude 
as those induced by other sources preceding and consecutive day. On the contrary, clear 
difference in reflection height oscillation during reference days and solar eclipse event is 
perfectly seen in Figure 8. Records of virtual heights at fixed frequency from January 4, 2011 
present strong ionospheric response which is exhibited as periodic changes in reflection 
height. Sharp changes in the reflection height develop immediately after the beginning of 
the solar disc occultation and last till the end of eclipse event. Higher wave-like activity 
remains remarkable whole day. In this partial solar eclipse event, wave-like oscillations can 
be very probably attributed to the solar eclipse.  
Strong decrease in electron concentration in practically whole electron profile as well as the 
wave-like changes were observed during and after August 11, 1999 and January 4, 2011. 
Wave-like activity develops immediately after the start of the solar disc obscuration during 
 
Acoustic–Gravity Waves in the Ionosphere During Solar Eclipse Events 
 
317 
partial solar eclipse. During annular solar eclipse, significant acoustic-gravity wave type 
bursts develop around and after maximum phase of the eclipse. 
 
 
Fig. 8. Virtual reflection heights of plasma frequency range 3.4 – 3.5 MHz derived from raw 
ionograms. From up to bottom: day before, day of eclipse, day after eclipse.  Vertical lines in 
middle panel depict beginning and end of the eclipse.  Time resolution is different for day of 
solar eclipse (5 min) and days before/after (15 min). 
6. Conclusion 
Acoustic-Gravity waves play important role in the dynamic of the upper atmosphere. 
Vertical ionospheric sounding represents powerful tool that allows us to monitor acoustic-
gravity wave activity in the ionosphere. Ionospheric observation of such a strong event as 
solar eclipse gives us an opportunity to better understand processes of creation and 
dissipation of the AGW in the area of the ionosphere. Although the acoustic-gravity waves 
are always present in the area of our interest, sharp temporally well-defined changes of 
solar flux during the solar eclipse give us a possibility to define sources of AGW.  
It is rather uneasy to unambiguously assess causality between the solar eclipse events and 
the detected wave structures in the ionospheric plasma. Difficulties result from the fact that 
there are no two exactly identical solar eclipse events and from limitations of sounding 
techniques. Despite the fact that various AGW sources have been identified, many others 
remain to be found. Amongst irregular AGW bursts, regular increase in AGW activity were 
found to occur around sunrise and sunset hours, excited by Solar Terminator movement. 
Most of other sources (meteorological systems, geomagnetic and solar disturbances, etc.) 
and corresponding wave-like oscillations contribute to the irregular patterns of AGW 
activity observed in the ionospheric plasma.  
  
Acoustic Waves – From Microdevices to Helioseismology 
 
318 
As the solar eclipses, analyzed in the Section 5, occur sufficiently long time after the sunrise 
hours, one can assume that none of the reported waves are induced by solar terminator. 
During the analyzed sounding campaigns, no wave coming from auroral zone was 
expected, due to the quiet geomagnetic and solar activity. Additionally, meteorological 
analysis shows that meteorological systems very probably did not influence the ionosphere 
during studied events by means of AGW. The acoustic-gravity wave activity increases after 
a notably larger delay for the annular solar eclipse compared to the total solar eclipses: 
waves are found during the maximum phase of the eclipse only for the former while they 
occur during the initial phase for the latter. This discrepancy in gravity waves 
generation/occurrence can likely be explained by differences in the terrestrial atmosphere 
cooling: the border between sunlit and eclipsed region is much sharper in the case of total 
eclipse. Analyzing wave propagations, we observe predominantly upward propagating 
structures. The wave structure, that propagate upward and downward from the source 
region located around 200 km height, was created during an exceptional case related to the 
Solar eclipse of 11 August 1999.  
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1. Introduction 
The technology of a high-speed water jet cutting and disintegration of various materials 
attained considerable growth during the last decades. Continuous high-speed water jets are 
currently used in many industrial applications such as cutting of various materials, cleaning 
and removal of surface layers. However, despite the impressive advances made recently in 
the field of water jetting, substantial attention of number of research teams throughout the 
world is still paid to the improvement of the performance of the technology, its adaptation to 
environmental requirements and making it more beneficial from the economic point of view. 
An obvious method of the water jetting performance improvement is to generate jets at 
ultra-high pressures. The feasibility of cutting metals with pure water jets at pressures close 
to 690 MPa was investigated already in early nineties of the last century (Raghavan & Ting, 
1991). Such a high pressure, however, induces extreme overtension of high-pressure parts of 
the cutting system which has adverse effect on their lifetime. 
An alternate approach, as shown in this chapter, is to eliminate the need for such high 
pressures by pulsing the jet. It is well known that the collision of a high-velocity liquid mass 
with a solid generates short high-pressure transients which can cause serious damage to the 
surface and interior of the target material. The liquid impact on a solid surface consists of 
two main stages (see Fig. 1). During the first stage, the liquid behaves in a compressible 
manner generating the so-called ‘‘water-hammer’’ pressures. These high pressures are 
responsible for most of the damage resulting from liquid impact on the solid surface. The 
situation shortly after the initial impact of the liquid on the solid surface is illustrated in Fig. 
2. After the release of the impact pressure, the second stage of the liquid impact begins. 
Once incompressible stream line flow is established, the pressure on the central axis falls to 
the much lower Bernoulli stagnation pressure that lasts for relatively long time.  
The force distribution on liquid jet impact on the solid surface can be summarized as 
follows: initially a small central area of the first contact is compressed under a uniform 
pressure. The magnitude of the impact pressure pi on the central axis is given by  
�� =
���������
���� � ���� (1)
where v is the impact velocity and ρ1, ρ2 and c1, c2 are the densities and the shock velocities in 
the liquid and the solid, respectively (de Haller, 1933). 
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Fig. 1. Two stages of liquid impact on a solid target 
 
 
Fig. 2. Initial stage of impact between a water drop and a solid target with the contact edge 
moving faster than the shock velocity in the liquid. The liquid behind the shock envelope is 
compressed and the target beneath this area subjected to high pressure 
The magnitude of the impact pressure is independent of the geometry of the drop (Thomas 
& Brunton, 1970), but the duration of the pressure is affected by the size and shape of the 
drop. For a sphere or cylinder the corresponding radius or half-width of the contact area R 
exposed to this pressure is given by 
 (2)
where r is the radius of curvature of the drop or cylinder (liquid mass) in the region of 
contact (Bowden & Field, 1964). 
The initial area of contact grows as the impact continues; there is very little reduction in 
pressure on the surface until appreciable outward flow begins. The outward flow of the 
liquid becomes possible when the limit of the compressible deformation of the liquid is 
exceeded. The limit is given by 
 (3)
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At this stage there is a rapid fall in pressure along the periphery of contact. As the outward 
flow continues, the water-hammer compression at the centre of impact is relieved until the 
maximum pressure acting on the surface is the central stagnation pressure for the 






When the liquid begins to flow away from the point of impact, there is evidence that the 
velocity of this tangential flow may be as much as five times the impact velocity (Thomas & 
Brunton, 1970). The velocity increase is thought to be connected with the shape of the head 
of the jet. It has been observed that an increase in velocity along the surface occurs only in 
cases where the jet head is inclined at an angle to the surface. Since spherical drops (and/or 
spherical heads of a train of pulses of pulsating jet) always provide a sloping interface to a 
plane solid surface it might be expected that high radial velocities will occur on impact. 
Therefore, there are additional shear forces associated with the high speed flow across the 
surface acting on the surface in addition to the normal forces. The shear forces acting on a 
roughened surface are large enough to cause local shear fractures, even in high strength 
materials (Hancox & Brunton, 1966). 
Exploitation of above described effects associated with water droplet impingement on solids 
in a high-speed water jet cutting technology should lead to considerable improvement of its 
performance, better adaptation to more and more demanding environmental requirements, 
and consequently to more beneficial use of the technology also from the economical point of 
view. Generating sufficiently high pressure pulsations in pressure water upstream the 
nozzle exit enables to create a pulsating water jet that emerges from the nozzle as a 
continuous jet and it forms into a train of pulses at certain standoff distance from the nozzle 
exit. Such a pulsating jet produces all of the above mentioned effects associated with water 
droplet impingement on solids. In addition, the action of pulsating jet induces also fatigue 
stress in the target material due to the cyclic loading of the target surface. This further 
improves the efficiency of the pulsating liquid jet in comparison with the continuous one. 
Thus, destructive effects of the continuous high-speed water jet can be enhanced by the 
introduction of high-frequency pulsations in the jet, i.e. by generation of pulsating water 
jets. 
Recently, a special method of the generation of the high-speed pulsating water jet was 
developed and tested extensively under laboratory conditions. The method is based on the 
generation of acoustic waves by the action of the acoustic transducer on the pressure liquid 
and their transmission via pressure system to the nozzle. The high-pressure system with 
integrated acoustic generator of pressure pulsations consists of cylindrical acoustic chamber 
connected to the liquid waveguide. The liquid waveguide is fitted with pressure liquid 
supply and equipped with the nozzle at the end. The acoustic actuator consisting of 
piezoelectric transducer and cylindrical waveguide is placed in the acoustic chamber (see 
Fig. 3). Pressure pulsations generated by acoustic actuator in acoustic chamber filled with 
pressure liquid are amplified by mechanical amplifier of pulsations and transferred by 
liquid waveguide to the nozzle. Liquid compressibility and tuning of the acoustic system are 
utilized for effective transfer of pulsating energy from the generator to the nozzle and/or 
nozzle system where pressure pulsations transform into velocity pulsations. The acoustic 
generator can be used for generation of both single and multiple pulsating water jets (e.g. 
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At this stage there is a rapid fall in pressure along the periphery of contact. As the outward 
flow continues, the water-hammer compression at the centre of impact is relieved until the 
maximum pressure acting on the surface is the central stagnation pressure for the 
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jets. 
Recently, a special method of the generation of the high-speed pulsating water jet was 
developed and tested extensively under laboratory conditions. The method is based on the 
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Fig. 3). Pressure pulsations generated by acoustic actuator in acoustic chamber filled with 
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liquid waveguide to the nozzle. Liquid compressibility and tuning of the acoustic system are 
utilized for effective transfer of pulsating energy from the generator to the nozzle and/or 
nozzle system where pressure pulsations transform into velocity pulsations. The acoustic 
generator can be used for generation of both single and multiple pulsating water jets (e.g. 
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rotating) using commercially available cutting heads and jetting tools. Laboratory tests of 
the device based on the above mentioned method of the pulsating liquid jet generation 
proved that the performance of pulsating water jets in cutting of various materials is at least 




Fig. 3. Schematic drawing of the high-pressure system with integrated acoustic generator of 
pressure pulsations 
However, further improvement of the apparatus for acoustic generation of pulsating liquid 
jet requires thorough study oriented at determination of fundamentals of the process of 
excitation and propagation of acoustic waves (and/or high-frequency pressure pulsations) 
in liquid via high-pressure system and their influence on forming and properties of 
pulsating liquid jet. 
Problems related to the generation and propagation of pressure pulsations with frequency 
in the order of tens of kHz in liquid under pressure of tens of MPa and subsequent 
discharge of the liquid influenced by the pulsations through the orifice in the air (producing 
pulsating liquid jet with axial velocity in the order of hundreds meters per second) were not 
investigated in detail so far. Only partial information on this topic can be found in 
publications dealing with processes of a fuel injection for combustion in diesel engines (see 
e.g. Pianthong et al., 2003 or Tsai et al., 1999) and/or underwater acoustics (Wong & Zhu, 
1995). 
Therefore, the research on pulsating water jets was focused recently on the study of 
fundamentals of the process of excitation and propagation of acoustic waves (high-
frequency pressure pulsations) in liquid via high-pressure system and their influence on 
forming and properties of pulsating liquid jet as well as on the visualization of the pulsating 
jets and testing of their effects on various materials. Results obtained in above mentioned 
areas so far are summarized in following sections. 
2. Acoustic wave propagation in high-pressure system with integrated 
acoustic generator 
The efficient transfer of the high-frequency pulsation energy in the high-pressure system to 
longer distances represents one of the basic assumptions for generation of highly effective 
pulsating water jets with required properties. To achieve that goal, the amplification of 
pressure pulsations propagating through the high-pressure system is necessary. The 
amplification can be accomplished by properly shaped liquid waveguide that is used for the 
pulsations transfer to the nozzle. In addition, maximum effects will be obtained if the entire 
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be able to study theoretically process of generating and propagation of pressure pulsations 
in the high-pressure system, both analytical and numerical models of the system with 
integrated acoustic generator were developed. 
2.1 Analytical solution 
The analytical solution of both pressure and flow oscillation waveforms in the conffuser-
shaped tube with circular cross-section is based on linearized Navier-Stokes equations and 
wave equation for propagation of pressure wave. The wave equation incorporates both the 
standard kinematical viscosity and the kinematical second viscosity that is related to the 
liquid compressibility. Therefore, the irreversible stress tensor Πij, on the basis of which the 
wave equation is derived, can be written as follows: 




where the function Θ (dynamic second viscosity) is related to the voluminous memory, and 
cij represents the tensor of deformation velocity. 
In the frequency domain (ω), equation (5) can be written in simplified form verified 
experimentally: 
���� � ������ � ���
�
� ����  (6) 
whereby δij represents Kronecker delta, and η dynamic viscosity. It is obvious from (6) that 
the dynamic second viscosity is frequency dependent. The kinematical second viscosity is 
then defined using following formula: 
� � ��� (7) 
where � represents liquid density. 
2.1.1 Wave equation 
If one considers linearized Navier-Stokes equations, the wave equation for pressure function 




�� (��) � � �
���(� � �) ��� (��)
�
�
�� � ���� � � (8) 
 
where γ is kinematical viscosity, p pressure, t time and v speed of sound in water, 
respectively. 
If Laplace transformation for zero initial conditions is applied in (8), following equation can 
be obtained: 
��� � ���� � �(�)��� � ���� � � (9) 
where s represents parameter of the Laplace transformation according to time (ξ(s) is the 
Laplace function of the second kinematical viscosity), and, at the same time, following is 
valid: 
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rotating) using commercially available cutting heads and jetting tools. Laboratory tests of 
the device based on the above mentioned method of the pulsating liquid jet generation 
proved that the performance of pulsating water jets in cutting of various materials is at least 
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be able to study theoretically process of generating and propagation of pressure pulsations 
in the high-pressure system, both analytical and numerical models of the system with 
integrated acoustic generator were developed. 
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standard kinematical viscosity and the kinematical second viscosity that is related to the 
liquid compressibility. Therefore, the irreversible stress tensor Πij, on the basis of which the 
wave equation is derived, can be written as follows: 




where the function Θ (dynamic second viscosity) is related to the voluminous memory, and 
cij represents the tensor of deformation velocity. 
In the frequency domain (ω), equation (5) can be written in simplified form verified 
experimentally: 
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whereby δij represents Kronecker delta, and η dynamic viscosity. It is obvious from (6) that 
the dynamic second viscosity is frequency dependent. The kinematical second viscosity is 
then defined using following formula: 
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where � represents liquid density. 
2.1.1 Wave equation 
If one considers linearized Navier-Stokes equations, the wave equation for pressure function 
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where γ is kinematical viscosity, p pressure, t time and v speed of sound in water, 
respectively. 
If Laplace transformation for zero initial conditions is applied in (8), following equation can 
be obtained: 
��� � ���� � �(�)��� � ���� � � (9) 
where s represents parameter of the Laplace transformation according to time (ξ(s) is the 
Laplace function of the second kinematical viscosity), and, at the same time, following is 
valid: 
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If following expression is denoted κ: 
�� � ������ � (�� � �)��� (11) 
then it can be written 
��� � �� � � (12) 
In the frequency domain it is valid that �(��) � ���. 
The solution of (12) can be performed by the implementation of spherical coordinate system 
(r, φ, υ), see Fig. 4. Now, the wave equation can be written in the following form: 
 
 
Fig. 4. Implementation of spherical coordinate system 
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Let’s assume the solution of (13) as a product of functions: 
� = �(�)�(cos�)Φ(�) (14) 
Then, individual particular integrals can be expressed as follows: 
Φ� = ��cos�� + ��sin�� (15) 
��(cos�) = ������(cosυ) + ������ (cosυ) (16) 
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2.1.2 Transfer matrix 
The objective is to determine transfer matrix P that can be used in solving pressure and 
flow pulsations in hydraulic systems in conffuser-type tubes. For this purpose, it is 









The solution can be simplified by the assumption that the flow is rotary symmetrical. It can 
be derived under the above mentioned assumption that functions ���, ���  will be 
streamlined to the following form: ��� , ��� . Further, considering that the pressure function p 
varies only a little with respect to the angle υ, the following relation for the mean velocity cr 











The continuity equation and component cr in Navier-Stokes equations expressed in the 
spherical coordinate system were used in the above mentioned derivation. Withal, effects of 
dynamic viscosity were neglected. If we will keep considering zero initial conditions, it can 
be written after the Laplace transformation (20): 
��� = �
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� = −2��� �1 �
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��� (22) 
If all assumptions of the solution are considered, following can be written for Laplace 
images of both the pressure function and the velocity �� and with respect to (21): 
� = 1√�
������(��) � �����(��)� (23) 
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If we introduce for � = �� the state vector 
�� = ���(��� �)� �(��� �)� (26) 
and for r the state vector 
�� = ���(�� �)� �(�� �)� (27)
the dependence in locations r and r0 can be expressed by means of the transfer matrix: 
�(�� �) = ��(��� �) (28)
Then, the matrix P will be derived from (26) and (27) by the elimination of integration 
constants F, G. If we designate: 
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In the frequency domain, � = ��  is substituted.  
Both pressure and flow pulsations of hydraulic systems with conffuser-shaped tubes can be 
solved on the basis of the transfer matrix (30). Individual elements of the transfer matrix are 
dependent on values of the speed of sound and the second viscosity. Values of both these 
quantities depend on the static pressure and the value of second viscosity depends also on 
the frequency. The values can be determined experimentally using the transfer matrix.  
2.1.3 Application of the transfer matrix 
The transfer matrix derived in the previous section can be used in solving transmission of 
pressure and flow pulsations in complex hydraulic systems. Such a system can consist of 
cylindrical and confusser-shaped sections; the system can also be bifurcated.  
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The advantages of use of the transfer matrixes for determination of both pressure and flow 
oscillation waveforms in the hydraulic system are illustrated on the model of the conffuser-
shaped tube with the circular cross-section. The tube consists of series of coaxial cylinders 
with various diameters connected with cone frustums and filled with water at a pressure of 
30 MPa. The acoustic generator of pressure pulsations located at the end of the largest 
diameter cylinder vibrates at the frequency of 20 kHz. The cylindrical nozzle is situated on 
the other end of the tube. The length of the largest diameter cylinder L1 (and thus also total 
length of the tube L) can be changed (see Fig. 5).  
 
 
Fig. 5. Schematic drawing of the conffuser-shaped tube with circular cross-section 
Effects of acoustic generator on the pressurized fluid in the tube are simulated by mean 
velocity: 
�� = �������� ��� =
1
� � �� (31) 
The cylindrical nozzle at the end of the conffuser is represented by the linear hydraulic 
resistance, simulated by following equations: 
� = ���� � = ��� (32) 
where λ represents the discharge coefficient.  
Based on the transfer matrixes, a simulation model with the above described geometrical 
configuration was elaborated. Firstly, the natural frequency of the hydraulic system in 
question was determined using the simulation model. Next, the frequency was applied as 
oscillation frequency of the acoustic generator and propagation of a generated forced 
pressure waveform in the hydraulic system was investigated. Fig. 6 illustrates calculated 
forced pressure waveforms in the simulated geometry related to the phase angle.  
It can be seen from the Fig. 6 that oscillations of the acoustic actuator generate a standing 
wave in the hydraulic system. The standing wave converts to the travelling wave at the area 
close to the nozzle exit. It is obvious from the presented solution that a properly designed 
conffuser-type tube can amplify the amplitude of pressure pulsations at the exit of the 
pulsating nozzle. 
The presented analytical solution of the problem of the acoustic (pressure) wave 
propagation in the high-pressure system can be used for the determination of the optimal 
geometrical configuration of the high-pressure system to operate in the resonance mode. 
The solution can also be used in design of a transmission line for efficient transfer of high-
frequency pulsation energy to longer distances in high-pressure systems for generation of 
pulsating high-speed water jets. 
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propagation in the high-pressure system can be used for the determination of the optimal 
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Fig. 6. Amplitudes of forced pressure waveforms in the simulated geometry related to the 
phase angle calculated from the analytical model 
2.2 Numerical model 
Computational Fluid Dynamics (CFD) models of selected geometrical configurations of the 
high-pressure system with integrated acoustic generator were created using CFD code 
ANSYS CFD to simulate numerically the influence of operating and configuration 
parameters of the acoustic generator and transmitting line on the generation and 
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propagation of acoustic waves (pressure pulsations) in high-pressure system and properties 
of pulsating jet. The high-pressure system consisted of cylindrical acoustic chamber, liquid 
waveguide provided with high-pressure water supply and the nozzle. To simplify the 
model, acoustic actuator was substituted by vibrating wall of the acoustic chamber. The 
fluid flow in the model was solved as 3-D turbulent compressible unsteady flow of water. 
Water compressibility was taken into account in the numerical model using so called user 
defined function (UDF). The UDF covers calculations of both water density and speed of 
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� = �� 1���� � 143� (34)
where ρ is water density [kg.m-3], ρref is reference water density under normal conditions 
(998,2 kg.m-3), p and pop are real and operating pressures [Pa], K represents bulk modulus of 
water (2.2 . 109 Pa) and a is speed of sound in water [m.s-1] determined experimentally. 
The numerical simulation of a high-pressure system equipped with an acoustic generator 
was verified by the measurement of pressure pulsations in the high-pressure system 
upstream to the nozzle exit using dynamic pressure sensors. The pressure waveform in the 
numerical model was recorded at the same location as the pressure sensor was installed 
during the laboratory measurement. It was found out that numerical model provides 
information on the pressure waveform in high-pressure system that is in relatively very 
good agreement with experimental measurement. Comparison of results of numerical 
simulation and measurement also proved that the numerical model is able to simulate 
influence of geometry changes on the amplitude of dynamic pressure accurately and thus 
also to simulate pressure wave propagation and transmission in the high-pressure system. 
 
 
Fig. 7. Standing wave amplitudes along longitudinal axis of the high-pressure system 
After the verification of plausibility of results of numerical simulation by the laboratory 
measurement, the model was used in studying of the process of propagation and 
transmission of acoustic waves in the high-pressure system from the acoustic actuator to the 
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nozzle. An example of the behaviour of amplitudes of standing wave along the longitudinal 
axis of high-pressure system can be seen in Fig. 7. Figure 8 illustrates forced pressure 
waveforms in the simulated geometry related to the phase angle. 
 
 
Fig. 8. Calculated forced pressure waveforms in the simulated geometry related to the phase 
angle recorded along the longitudinal axis of high-pressure system – from numerical model. 
(Scale indicates amplitude of dynamic pressure in MPa.) 
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Results obtained from the numerical simulation correspond to results obtained from the 
analytical one even if the numerical model used is not physically accurate in the close 
vicinity of the nozzle outlet where cavitation occurs. Cavitation model was not implemented 
in the numerical model with respect to the computational speed. Results of numerical 
modelling clearly indicate that the geometrical configuration of high-pressure system 
influences significantly propagation and transmission of pressure pulsations from the 
acoustic actuator to the nozzle. The amplitude of pressure waves increases towards the 
nozzle outlet due to the proper shaping of the liquid waveguide – its frustums act as 
mechanical amplifiers of the acoustic waves. At the same time, the amplitude of pressure 
pulsations close to the nozzle outlet (where it has crucial influence on the pulsating jet 
generation) changes significantly with respect to the geometrical configuration of the high-
pressure system. 
3. Visualization of pulsating jet 
The use of visualization plays an important role in the study of behaviour of pulsating water 
jet. It enables not only the examination of characteristics of the jet such as mean velocity and 
break-up length of the pulsating jet but also to study the morphology and processes of 
formation of the pulsating jet and development of pulses in the jet. Furthermore, the 
visualization can be used to validate results obtained from numerical simulation of the 
process of generation of pulsating jets using CFD methods. 
An original method of visualization of pulsating water jets based on the application of 
stroboscopic effect was elaborated for the above mentioned purposes. The method enables 
to obtain visual information not only on instantaneous structure of the pulsating jet but also 
on the mean structure of the jet. In addition, the stroboscopic effect allows observing process 
of formation of pulsating water jet by the naked eye. Special stroboscope for the pulsating jet 
visualization was developed where the frequency of stroboscope flashing is controlled by 
the frequency of pressure pulsations in the high-pressure system measured upstream from 
the nozzle exit. An example of the mean structure of pulsating jet with pulsating frequency 
of 20 kHz can be seen in Fig. 9. Exposure time of the photograph was 1/1000 s and the 
frequency of stroboscope flashing was about 20 kHz, therefore the figure represents 
superposition of 20 images of pulsating jet “frozen” by the stroboscope flashing. 
 
 
Fig. 9. The mean structure of the pulsating water jet generated at 30 MPa (illumination by 
the stroboscope) 
An instantaneous structure of the pulsating water jet with the frequency of 20 kHz was 
studied using the high-speed camera LaVision VC-HighSpeedStar 5 equipped with image 
amplifier LaVision HighSpeed IRO. The record rate of the high-speed camera was 35 000 
frames per second and the gate was set to 1µs. In addition, visualization of instantaneous 
structure of the pulsating water jet was also performed using Particle Image Velocimetry 
(PIV) system consisting of LaVision Imager Intense camera and New Wave Research laser, 
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Model Solo 120 with pulse duration 3-5 ns; the optical system was used to produce 1 mm 
thick sheet of light. An example of the pulsating jet visualized by high-speed camera can be 
seen in Fig. 10, the same jet visualized by PIV system is presented in Fig. 11. 
 
 




Fig. 11. The instantaneous structure of the pulsating water jet generated at 30 MPa (PIV 
system) 
The fan (flat) pulsating water jet visualization was performed using the pulsed laser New 
Wave Research and digital camera Nikon D70s. Figure 12 shows the morphology of fan 
pulsating water jet generated at a pressure of 20 MPa. 
 
 
Fig. 12. The instantaneous structure of the fan pulsating water jet generated at 20 MPa 
(illumination by pulsed laser, camera Nikon D70s) 
4. Effects of pulsating water jets on materials 
Effects of pulsating water jets with the frequency of 20 kHz were tested on various types of 
materials, such as metals, rocks and concrete. Tested materials were exposed to the action of 
 
Use of Acoustic Waves for Pulsating Water Jet Generation 337 
diverse types of jets: single round and fan pulsating jets as well as rotating pulsating jets. 
The effects of pulsating jets were evaluated in terms of cutting depth, rate of mass-loss or 
volume removal rate respectively and compared with the effects of continuous water jets 
under the same operating conditions. 
Obtained results show clearly the supremacy of pulsating water jets over continuous ones in 
terms of their effects on material. Figures 13 to 15 illustrate the effects of various types of 
both pulsating and continuous jets on metal, rock and concrete samples. Differences in the 
surface structures created by pulsating and continuous water jets on individual materials 
are clearly visible in the above mentioned figures. An example of erosion effects of pulsating 
fan water jets (generated at various pressures) on aluminium samples at variable stand-off 
distance is presented in Figure 16.  
 
 
Fig. 13. Comparison of effects of pulsating (P) and continuous (C) water jets on samples of: 
a) mild steel (pressure 40 MPa, nozzle dia. 1.98 mm, traverse speed 0.03 m.min-1, standoff 
distance 140 mm), b) brass (pressure 40 MPa, nozzle dia. 1.98 mm, traverse speed 0.03 
m.min-1, standoff distance 140 mm), c) duralumin (pressure 50 MPa, nozzle diameter 1.45 
mm, traversing speed 0.05 m.min-1, standoff distance 60 mm) and d) basalt (pressure 50 
MPa, nozzle diameter 1.45 mm, traversing speed 1.0 m.min-1, standoff distance 40 mm (P) 
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Fig. 14. Comparison of effects of rotating pulsating (A) and rotating continuous (B) water 
jets on concrete sample (Vr – removed volume, pressure 30 MPa, nozzle diameter 2x1.47 
mm, traversing speed 0.5 m.min-1, standoff distance 40 mm (A) and 20 mm (B)) 
 
 
Fig. 15. Comparison of effects of fan pulsating (A) and fan continuous (B) water jets on 
concrete samples (Vr – removed volume, pressure 30 MPa, equivalent nozzle diameter 2.05 
mm, traversing speed 0.2 m.min-1, standoff distance 40 mm) 
A B
V  = 22 cmr
3 V  = 4 r cm
3
 
Use of Acoustic Waves for Pulsating Water Jet Generation 339 
Results of the measurement of surface roughness characteristics on surfaces created by fan 
pulsating jets indicate that the characteristics are strongly influenced by both the standoff 
distance and the operating pressure. An example of the influence of a standoff distance on 
arithmetic mean roughness (SRa) and average maximum height roughness (SRz) can be seen 
in Figures 17 and 18, respectively. It should be pointed out that surface roughness (both SRa 
and SRz) produced by the pulsating fan water jet out of the range of “optimum” standoff 
distances (where the pulsating jet acts as a continuous jet) correspond to those produced by 
continuous jets reported by Kunaporn et al. (2009). On the other hand, the fan pulsating 
water jet produces surfaces with much higher values of the surface roughness (up to 20 
times higher) within the “optimum” range of standoff distances (where the pulses are well-
developed in the jet) compared to continuous jets. 
 
 
Fig. 16. Top: Pulsating fan water jets generated by nozzle with equivalent of diameter 1.10 mm 
and spraying angle of 10° at various operating pressures. Scale on the left side of photographs 
represents standoff distance in millimeters. Dots indicate the range of standoff distances where 
maximum erosion effects of pulsating fan water jet occur. Bottom: Erosion effects of the above 
pulsating fan water jets on duralumin samples. Scale on the right side of photographs 
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Results of the research of effects of pulsating jets on various materials obtained so far 
indicate that the pulsating jets can be used advantageously for the removal of surface layers 
of materials and/or “rough” cutting. However, further research will be necessary to be able 
to use the pulsating water jets in applications of precise cutting. 
 
 
Fig. 17. Influence of a standoff distance on arithmetic mean roughness (SRa) of the surface 
created by the action of pulsating fan water jet generated by the fan jet nozzle with 
equivalent of diameter 1.10 mm and spraying angle of 10° 
 
 
Fig. 18. Influence of a standoff distance on average maximum height roughness (SRz) of the 
surface created by the action of pulsating fan water jet generated by the fan jet nozzle with 




































Use of Acoustic Waves for Pulsating Water Jet Generation 341 
5. Conclusions 
Presented results of the analytical solution and numerical simulation of the transmission of 
acoustic waves in high-pressure system represent the first step in gaining knowledge 
regarding processes of generation and propagation of high-frequency pressure pulsations in 
the liquid under high pressures and their influence on forming and morphology of 
pulsating liquid jets. 
Results obtained from the visualization of pulsating water jets are used in studying of the 
characteristics of the jets and to verify results obtained from numerical simulation of the 
process of generating and forming of pulsating water jets. Laboratory and pilot tests of 
effects of pulsating water jets on various materials showed clearly the potential of pulsating 
jets to improve the performance of water jetting technology significantly. 
It can be concluded that the research presented in the paper contributed to better knowledge 
of processes occurring in areas of generation and propagation of high-frequency pressure 
pulsations in the liquid under high pressure, their influence on forming and morphology of 
pulsating water jets and effects of the jets on materials. However, it is still necessary to 
further study problems of the efficient transfer of the high-frequency pulsation energy to 
longer distances in the high-pressure system. This will enable creation of the highly effective 
pulsating liquid jet with required properties. 
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1. Introduction 
Analytical mass-spectrometry (MS) is a powerful, widely-used tool for materials analysis, 
helping to make progress in materials and environmental sciences, chemistry, biology, 
astrophysics, etc (Dass 2007). Often the sample to be studied (analyte) is a solid requiring: a) 
volatilization/desorption of the analyte atoms/molecules and b) their consequent 
conversion to the charged particles (ionization) prior to mass analysis. The last two decades  
have seen revolutionary advances in these techniques (Dass 2007) and the use of direct laser 
irradiation to achieve volatilization is one of the wide-spread methods (Lubman 1990)          
These pulsed laser-based techniques for the desorption/emission of the atoms, molecules 
and ions from the surface of solids has benefitted from fundamental study of the process 
beginning with the invention of the lasers (Honig and Woolston 1963) . A short laser pulse 
hitting a solid absorbing surface delivers high energy in a small volume inducing a 
variety of state changes. One consequence is the evaporation/desorption of surface atoms 
and molecules could be used for further analysis by MS technique. However, the 
increasing use of MS methods in analytical chemistry of organic and biomolecules 
revealed that this direct desorption process had significant drawbacks for the analysis of 
molecular solids. Most importantly, the high energy density produced during irradiation 
results in not only surface heating but also in excitation of internal vibrational and 
electronic states of desorbed molecules leading to their partial or even complete 
fragmentation (Lubman 1990). This difficulty was overcome for many samples by the 
development of Matrix Assisted Laser Desorption and Ionization (MALDI), which by 
imbedding the analyte in a specialized UV absorbing molecular solid (the “matrix”) 
allows UV lasers to both desorb and ionize large organic and biomolecules without 
significant fragmentation (Cole 2010). Because MALDI combines both of the needed initial 
processes (desorption and ionization) it very quickly following the pioneering publication 
(Karas, Bachmann et al. 1985) became a key analytical tool. MALDI is now one of 
principle research tools in proteomics (Cole 2010) and its discovery was recognized with 
the Nobel Prize in chemistry in 2002.   
Despite the success of the MALDI technique current active areas of research include 
quantification and analysis in the low mass region. Application of MALDI to analyte 
quantification while possible requires careful attention to matrix/analyte sample 
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preparation, a detailed understanding of the crystallization process with regard to  
the analyte, and careful many spot analyses (to find the sample signal average  
which often varies by orders of magnitude as a function of laser position). (Duncan, Roder 
et al. 2011) 
This desire to find a discriminative, sensitive and more easily quantifiable alternative to 
MALDI has lead us to re-examine another molecular desorption method that doesn’t require 
the use of a matrix. The first observation of this method of molecular desorption (later called 
Laser Induced Acoustic Desorption, LIAD) belongs (to the best of our knowledge) to B. 
Lindner (Lindner and Seydel 1985). This observation has been followed by several studies 
including  (Golovlev, Allman et al. 1997) where the abbreviation LIAD was introduced and 
by (Perez, Ramirez-Arizmendi et al. 2000) who applied the technique to several classes of 
MS problems.  
LIAD has rather simple experimental layout: an analyte is deposited onto the front surface 
of thin metal foil (the substrate), which is irradiated from the back (i.e. the side opposite to 
both the analyte and the mass spectrometer) by a pulsed laser beam with power density 
insufficient to pierce the foil. Such irradiation results in the volatilization of the analyte. 
The volatilization is largely in the form of neutral molecules that can be utilized for 
further MS analysis using an appropriate post-ionization method. The method seems to be 
relatively insensitive to the sample preparation method. Commonly the sample 
preparation requires only evaporating a drop containing a few nano-moles of the analyte. 
Remarkably little desorption induced fragmentation is seen when a suitable “soft” 
ionization method such as VUV photoionization can be found. It is also useful to note that 
while the molecular signal depends on drive laser intensity the fragmentation observed 
varies only weakly. 
The advantages of LIAD have been demonstrated by many researchers; however, the 
mechanism is not well understood. The first desorption mechanism was proposed 
(Golovlev, Allman et al. 1997). It was supposed that because the metal is opaque and 
completely blocks the direct interaction between the drive laser light and adsorbed, front-
side molecules, the only possible way of energy transfer is the mechanical. In this model, the 
interaction of laser pulse with metal foil backside resulted in formation of acoustic waves 
that move through the foil inducing a front surface oscillation motion. The molecules that 
are sitting on this surface desorb due to a simple “shake-off” mechanism similar to those 
that we use to remove dust particles from our clothes by shaking it. 
A difficulty with this model arises when considering the relatively strong surface binding 
energy experienced even by physisorbed molecules. In order to be efficiently desorbed from 
the surface, surface molecules need to achieve initial kinetic energies exceeding their surface 
binding energies (typically in the range of 0.05 - 0.5 eV for physically adsorbed molecules 
(Adamson and Gast 1997)). This corresponds to velocities of a few hundred m/s for 
molecules with masses of a few hundred atomic mass units. Unfortunately, acoustic 
vibrations have mass transfer velocities much lower than the speed of sound, and in elastic 
deformation mode, this velocity does not exceed a few m/s (Landau and Lifshits 1987). 
While laser-driven acoustic wave generation in metals is very well studied problem 
(Hutchins 1985), the physics of their generation in metal foils is crucial to understanding the 
need for development of new desorption mechanisms. In the next paragraphs we will give a 
brief theoretical overview and will present our experimental results on laser-driven acoustic 
waves in thin metal foils.        
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2. Laser-driven acoustic waves in thin metal foils 
The interaction of pulse laser beam with metal surface is very complex phenomenon but our 
specific interest is in formation of the acoustic waves in irradiated material. To generate an 
acoustic wave a time dependent stress needs to be applied to the solid.  A laser pulse is an 
excellent tool to generate this kind of the stress. There are two principal mechanisms of 
laser-induced stress formation in the solids: a) thermal stress, resulted from the non-uniform 
heating of the irradiated surface by the laser beam; b) mechanical stress due to mechanical 
impulse transferred from the leaving plasma plume formed on the surface during laser 
ablation. The parameters of the acoustic waves generated for these two processes are 
slightly different and will be discussed in details later. Here we will use acoustic wave 
theory but one should note that its’ use is applicable only when the magnitude of the 
applied stress is small in comparison with the Young’s modulus of the material. Large 
applied stresses can cause the development of the shock waves a phenomenon with 
different characteristics than acoustic waves (Menikoff 2007). Shock waves have been also 
hypothesized to be the driver of the LIAD phenomenon, and, as such cannot be entirely 
excluded from consideration, especially in some extreme cases. Nevertheless, during the last 
decade, laser-driven acoustic waves emerged in the literature as the “prime suspect” in the 
LIAD case. 
2.1 Acoustic waves in metal foils 
The general governing equation for the generation of elastic waves in solids can be derived 
by combining the equation of motion and the Hooke’s law. In general case it is a differential 
tensor equation, which interconnects the stress tensor, applied to the body, the displacement 
of the body’s elemental volumes (strain), and their elastic properties. In order to analyze the 
data in detail, the appropriate stress tensor needs to be determined, and the corresponding 
set of partial differential equations for strain and stress must be resolved (Pollard 1977). One 
can simplify this analysis by taking into account specifics of the experiments. For thin foils 
with h/R0<<1 (where R0 is the radius of the target foil, and h is its thickness), a round thin 
plate approximation can be applied to describe and analyze this problem (Smith 2000). The 
rise of the strain due to laser heating and the consequent development of the plasma plume 
can be considered as an external driving force. Generally speaking, the thin plate equation is 




2 2 2 2
1 1 2 ( , )−
   ∂ ∂ ∂ ∂ ∂+ ⋅ + ⋅ + ⋅ ⋅ − =   ∂ ∂ ∂ ∂ ∂   
Lv F r tr r r r t t
ξ ξξ α
θ
   (1)  
where ξ=ξ(r,t) is the surface displacement in the z direction (perpendicular to the sample 
surface), F(r,t) is the external driving force caused by the laser irradiation, vL is a parameter 
depending on the material density, ρ, thickness, h, and flexural rigidity, D. Furthermore, 
 /= ⋅Lv D hρ  , and  , 
3 2( /12 (1 ))= ⋅ ⋅ −D N h ε      (2) 
where ε is the Poisson ratio, N is Young’s modulus and α is the oscillation decay constant. A 
vibrating thin plate is one of the most frequently analyzed mathematical problems, and its 
detailed analysis can be found elsewhere (McLachlan 1951; Smith 2000). In the discussion 
given below, we will remain in the framework of the analysis given by (Smith 2000).  
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where ξ=ξ(r,t) is the surface displacement in the z direction (perpendicular to the sample 
surface), F(r,t) is the external driving force caused by the laser irradiation, vL is a parameter 
depending on the material density, ρ, thickness, h, and flexural rigidity, D. Furthermore, 
 /= ⋅Lv D hρ  , and  , 
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where ε is the Poisson ratio, N is Young’s modulus and α is the oscillation decay constant. A 
vibrating thin plate is one of the most frequently analyzed mathematical problems, and its 
detailed analysis can be found elsewhere (McLachlan 1951; Smith 2000). In the discussion 
given below, we will remain in the framework of the analysis given by (Smith 2000).  
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Assuming separate solutions for the radial and tangential terms, Eq. (1) can be converted 
into a system of three differential equations of the second order. Being primarily interested 
in the foil displacement in normal (z ) direction to the surface at the epicenter (r=0) and 
assuming that the external driving force F(t) is a pulse function lasting a specific time τ,  we 
can separate the variables in the Eq. (2) for t>>τ. Under the assumption of harmonic motion 
for all modes, the surface displacement can be expressed as ,1( , ) ( )
− ⋅= ⋅ m ni t tr t r e ω αξ ξ  , where 
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where n is an integer number, , , /=n m n m Lk vω  and vL is the wave velocity as in Eq.(2).  
Under the assumption that the oscillations are harmonic and decay exponentially, the 
following solution for the surface displacement can be obtained (McLachlan 1951): 
 ( )0 , ,( , ) ( ) ( ) exp( ) exp( )= ⋅ + ⋅ ⋅ ⋅ − ⋅n n n m n n m nr t J k r I k r i t tξ ξ χ ω α    (4)  
where Jn and In  are Bessel functions and χ is a constant. The term describing the angular 
dependence of the oscillations is omitted in Eq.(4). The fact that foils used in LIAD 
experiments are typically glued or welded on their perimeter corresponds in our analysis to 
the situation when edges of the round plate are fixed (i.e. non-vibrating), and is described by 
the following boundary conditions: 
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that lead to an equation, whose solutions jn,m have tabulated values (Smith 2000). The 
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Because values of α are small compared to the first term under the square root sign in Eq.(6), 
it is a reasonable assumption that the frequency is proportional to the square root of the 
ratio of Young’s modulus, N, to the density of the foil material, ρ. As described by Eq. (6), in 
the steady-state regime (driving force F(t)=0 for t>>τ) the frequency spectra and decay times 
of the oscillation will remain the same while the laser intensity is varied, and only the 
amplitude should change. 
For short times, (t<τ), the approach to solving Eq.(1) is to assume that the external force is a 
delta-function in space F(r,t)=F(t)δ(r) (point source), allowing the solution of Eq.1 to be 
expressed in the form 
 ( , ) ( ) ( )= ⋅r t g r tξ ξ  (7) 
where g(r) and ξ(t) represent the spatial and the time dependencies of the final solution, 
respectively. This approximation should help to develop a clearer understanding of physical 
problems related to the laser generation of acoustic waves in thin foils.  
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Using Eq. (7), Eq. (1) can be split into two independent equations, with the equation for ξ(t) 
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and the equation for g(r) being a non-uniform Bessel equation with the δ(r)- function in the 
right side of it.  
The exact solution of Eq. (8) can be expressed as the convolution of the Green function of the 
problem (8) and real time shape of F(t). The governing equation for the Green function will 
be Eq.(8) with δ-function in the right side. It can be easily derived by applying the Laplace 
transform to the Eq.(8), subsequently solving the obtained linear equation in the s-space and 
returning back to the time space with using the inverse Laplace transform. As a result of 





( ) sin ( ) ( )
− ⋅ −




et t F d
α τ
ξ ω α τ τ τ
ω α
, (9) 
and the complete solution of Eq.(8) can then be obtained as the sum of the components of 
Eq.(9) over n.  
Thus, the generation of acoustic waves in thin foils can be described by Eq.(9) which 
strongly depends on driving force F(t) after whose cease the vibration evolves into decaying 
harmonic oscillations (Eq.(4)) with frequencies defined by Eq.(6). It is apparent that maximal 
surface velocities can be achieved only at the initial stage of acoustic wave generation when 
t<τ. The application of Eq.(9) to analysis of laser-driven acoustic vibrations is complicated by 
the lack of the exact knowledge of the time profile of the driving force F(t). Depending on 
regime of the surface irradiation, this force may be of different origins and, accordingly, 
have strongly varying magnitudes and time profiles. The appropriate mechanisms will be 
discussed in the following section.  
2.2 Generation of the acoustic waves by laser pulses 
2.2.1 The action of laser pulse on the metal surface: heating and plasma generation 
Metals subjected to pulsed laser irradiation absorb energy within a very thin surface layer 
(the skin-depth for most metals is less than 10-7 m) so that the temperature of the irradiated 
surface can rise extremely fast. For moderate laser intensities (below the plasma formation 
threshold) and a Gaussian-shaped laser beam, the maximum surface temperature can be 












where Tmax(0) is the maximum surface temperature at z=0 (the z direction is orthogonal to 
the target surface), A is the laser radiation absorption coefficient, Imax is the peak laser power,  
τ  is the laser pulse duration, and c, ρ, and Κ are the specific heat, density and thermal 
conductivity of the corresponding metal, respectively.   
After cessation of the laser pulse, the adsorbed energy continues to diffuse into the bulk 
metal and along the metal surface, resulting in a temperature increase underneath the 
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ratio of Young’s modulus, N, to the density of the foil material, ρ. As described by Eq. (6), in 
the steady-state regime (driving force F(t)=0 for t>>τ) the frequency spectra and decay times 
of the oscillation will remain the same while the laser intensity is varied, and only the 
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For short times, (t<τ), the approach to solving Eq.(1) is to assume that the external force is a 
delta-function in space F(r,t)=F(t)δ(r) (point source), allowing the solution of Eq.1 to be 
expressed in the form 
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where g(r) and ξ(t) represent the spatial and the time dependencies of the final solution, 
respectively. This approximation should help to develop a clearer understanding of physical 
problems related to the laser generation of acoustic waves in thin foils.  
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t<τ. The application of Eq.(9) to analysis of laser-driven acoustic vibrations is complicated by 
the lack of the exact knowledge of the time profile of the driving force F(t). Depending on 
regime of the surface irradiation, this force may be of different origins and, accordingly, 
have strongly varying magnitudes and time profiles. The appropriate mechanisms will be 
discussed in the following section.  
2.2 Generation of the acoustic waves by laser pulses 
2.2.1 The action of laser pulse on the metal surface: heating and plasma generation 
Metals subjected to pulsed laser irradiation absorb energy within a very thin surface layer 
(the skin-depth for most metals is less than 10-7 m) so that the temperature of the irradiated 
surface can rise extremely fast. For moderate laser intensities (below the plasma formation 
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conductivity of the corresponding metal, respectively.   
After cessation of the laser pulse, the adsorbed energy continues to diffuse into the bulk 
metal and along the metal surface, resulting in a temperature increase underneath the 
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irradiated spot and outward from the spot along the surface. Temperature evolution at any 
moment, t>τ, and for any position, z>0, proceeds according to the following equation 
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where γ is the thermal diffusivity of the metal, which can be expressed as  /= Κ cγ ρ  .  
The function ierfc(x) is given by  
 1/2 2( ) {exp( ) (1 ( ))}−= − − −ierfc x x x erf xπ   (12) 
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Eqs. (10) and (11) are the solutions of the one-dimensional heat diffusion equation and are 
valid only if the laser beam size, r0, is significantly greater than both the foil thickness h and 
the thermal diffusion length lth calculated as lth=(γ·t)1/2. 
The strong rise of the surface temperature given by Eq.(10) results in the surface melting and 
evaporation, as well as in plasma plume formation (ablation regime) (Miller and Haglund 
1998). Despite the fact that laser plasma generation and evolution have been the focus of 
numerous studies, no general mechanisms exist that describe the plasma recoil pressure on 
the surface for a broad range of laser intensities (Phipps, Turner et al. 1988), due to the 
complexity of the phenomenon. For GW/cm2 peak laser powers, hot and dense plasma is 
formed in the vicinity of the surface, which can screen the surface and prevent laser 
radiation from reaching it. In this case, the ablative pressure very weakly depends on the 
target material parameters (Phipps, Turner et al. 1988) and has a sub-linear dependence on 
laser intensity. In a semi-regulating, one-dimensional plasma model (which can be applied 
to our case as a simplified, first-order approximation), this equation is written, as follows 
(Gospodyn, Sardarli et al. 2002) : 
 8 3/4 1/4,max 7.26 10 ( )
−≈ ⋅ ⋅ ⋅ ⋅aP I λ τ , (13) 
where I is expressed in GW/cm2, λ in microns, τ in nanoseconds and Pa,max in Pa. While Eq. 
(13) was derived for an aluminum target in vacuum and for a supercritical plasma density, it 
exhibits only a weak dependence on the atomic mass, A, of the material irradiated (A-1/8) 
(Gospodyn, Sardarli et al. 2002) and may be applicable to specific experiments only as an 
upper limit estimate. For lower laser intensities (<1 GW/cm2), the plasma plume 
transmittance strongly varies with laser intensity (Song and Xu 1997), depending upon the 
plasma density and temperature. In this case the evaporated surface material is ionized only 
partially and the total mass of the evaporated atomic cloud are exponentially increasing 
with the surface temperature and, hence with the laser intensity (Murray and Wagner 1999).   
2.2.2 Thermal and plasma driven acoustic waves in metal foils 
The temperature rise, as heat is transported into the solid causes linear thermal expansion 
resulting in the development of thermoelastic acoustic waves in the irradiated metal. Eqs. 
(10) and (11) can be used to determine the driving force which produces the waves. In 
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accordance with the general theory of thermal stresses in thin plates (Boley and Weiner 
1960), a non-uniform heating of the surface is equivalent to a negative loading pressure and 
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where the temperature distribution over z is described by the Eq. (11) and η is the linear 
thermal expansion coefficient.  
If the loading force is negative (i.e., directed backwards, towards the heating laser beam, Eq. 
14), it is not surprising that an initial depression observed in the foil surface is opposite to 
the heating laser beam. Similar results have been reported in the literature (Scruby 1987) for 
thicker metal samples where the thin plate approximation was not applicable. Maximum 
amplitudes and shapes of the observed depression vary for different metals and are defined 
by both the temperature profile (Eq. (11)) and by elastic properties of the material.  
In the case of plasma formation, the situation becomes more complex. The amplitude of the 
driving force can be estimated using an expression similar to Eq.(13), whereas the time 
profile of generated stress pulse is the subject of experimental study (Krehl, Schwirzke et al. 
1975). Laser plasmas formation and their interaction with the surface is very complex and 
multi-variable problem, which can only be solved in the framework of some model 
assumption (Mora 1982). This is why direct experimental studies of laser-driven surface 
vibrations should be an essential part of any acoustic wave related desorption phenomena.  
2.2.3 Experimental observations of laser-generated acoustic waves in thin foils 
Experimental studies of acoustic waves in solids due to pulsed laser irradiation have started 
with the advent of such lasers (White 1963). A great collection of experimental results and 
theoretical analyses of acoustic wave generation in solids driven by laser pulses has been 
accumulated since (Hutchins 1985), and these studies continue at present (Xu, Feng et al. 
2008). Regrettably, there is a very limited data set, which could be used to interpret of LIAD 
experiments. To prove (or disapprove) the “shake-off” hypothesis of molecular desorption, 
direct measurements of thin foil surface velocities in back-side irradiation geometry are 
required. The scarcity of such data motivated us to setup a series of our own experiments 
aiming at measurements of thin foils vibrations under typical LIAD conditions.  
Experimental approaches to this problem are well known and described in the literature 
(Scruby and Wadley 1978; Royer and Dieulesaint 2000). Nevertheless, we will briefly 
describe below our system, in order to create a better stage for presentation and discussion 
of the original results. 
2.2.3.1 Experimental technique: optical and electrical methods 
One of the most popular and widely used methods to studies of acoustic waves is based on 
non-contact optical measurements. Figure 1a shows the experimental setup for 
measurements of surface displacement using interferometry-based approach. A He-Ne laser 
(1) (Melles-Griot, 543 nm, 0.5 mW) was used as the light source for a Michelson 
interferometer. It consisted of a beam splitter (5), an etalon and steering mirrors (3, 4), a 
focusing lens (6), a target (7), an imaging lens (9), an aperture (13), a focusing lens (14) and a 
photomultiplier (15). The target was back-irradiated by a pulsed laser (12) through a fused 
silica lens (8). Laser beam parameters were measured by intersecting the laser flux with two 
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irradiated spot and outward from the spot along the surface. Temperature evolution at any 
moment, t>τ, and for any position, z>0, proceeds according to the following equation 
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where the temperature distribution over z is described by the Eq. (11) and η is the linear 
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aiming at measurements of thin foils vibrations under typical LIAD conditions.  
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(Scruby and Wadley 1978; Royer and Dieulesaint 2000). Nevertheless, we will briefly 
describe below our system, in order to create a better stage for presentation and discussion 
of the original results. 
2.2.3.1 Experimental technique: optical and electrical methods 
One of the most popular and widely used methods to studies of acoustic waves is based on 
non-contact optical measurements. Figure 1a shows the experimental setup for 
measurements of surface displacement using interferometry-based approach. A He-Ne laser 
(1) (Melles-Griot, 543 nm, 0.5 mW) was used as the light source for a Michelson 
interferometer. It consisted of a beam splitter (5), an etalon and steering mirrors (3, 4), a 
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photomultiplier (15). The target was back-irradiated by a pulsed laser (12) through a fused 
silica lens (8). Laser beam parameters were measured by intersecting the laser flux with two 
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partially reflecting (8%) quartz plates (10, 11) directing reflected beams onto a fast 
photodiode (16) and an energy meter (17), respectively. A wedge-type optical attenuator 
(18) was used to balance the Michelson interferometer shoulders and to increase the contrast 
of the resulting interference pattern. Focusing lenses (6) and (8) were mounted on three-axis 
translation stages. In this arrangement, both the acoustic-wave generating and diagnostic 
laser beams could be independently focused and translated to different points on the target 
surface. A lens (9) formed the magnified interference pattern in the plane of an aperture (13) 
whose diameter was selected to be equal to the width of the dark band of the lowest 
interference order. A second lens (14) was used to collect the light, which passed through 
the aperture (13), and to direct it to the photomultiplier (PMT, 15).  
The anode of the PMT was terminated with a 50 Ohm load to allow optical signals with rise 
times as short as 5 ns to be measured. This capability was confirmed by demonstrating that 
the shape of a 12 ns, NdYAG laser pulse was identical when measured by using this 
detection system and by a high-speed avalanche photodiode. The measurements bandwidth 
was limited by the PicoScope 3206 oscilloscope (200 MHz bandwidth and 200 Ms/s 
sampling rate), which was used for signal acquisition. The digitized PMT signal was 
transmitted to a PC via USB port and stored for further processing. The oscilloscope was 
triggered by a pulse from the fast photodiode (17). The measured lag between the trigger 
signal and the PMT signal was less than 40 ns. The maximum signal amplitude, 
corresponding to the peak-to-valley ratio of the interference pattern, was 80 mV. The 
minimum detectable signal was 5 mV at signal-to-noise ratio of about 3, which corresponds 
to a surface displacement of approximately 25 nm. However, because of the strong electrical 
noise generated by the Q-switch of the laser, the smallest surface displacement detectable in 
this series of experiments was about 40 nm. 
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Fig. 1(a,b). Schematic drawing of the experimental setup for laser-driven acoustic wave 
studies. (a) Interferometry method; (b) Capacitance method 
The same target irradiation scheme as described above was also used for the capacitance 
transducer measurements (Fig.1b). In contrast to the previous approach, a metal pin was 
placed in front of the target. This pin served as the second plate of a capacitor whose first 
plate was the target. These two capacitor electrodes were separated by a small gap d, 
typically about 100 μm. Both the target and the pin were fixed in optical mounts that 
allowed alignment in the plane of the sample surface. In addition, the mount of the pin was 
placed on a translation stage (9), driven by a picomotor, which could move the target (with 
the precision of 1 µm) in the direction orthogonal to the target surface. The pin had a 
diameter of 3 mm and its end was polished flat. In general, the design of this detector is 
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similar to that described in Ref.19. The pin was connected to the input of a miniature charge 
amplifier (7) powered by a constant (20 mA) direct current (DC) supply (8) and connected to 
the oscilloscope (10). The bandwidth of the charge amplifier was about 2 MHz, which 
provided a signal rise time of less than 400 ns.  To increase the overall sensitivity of the 
detector, a positive bias potential of 100 V was applied to the target.  
The sensitivity of the transducer to surface displacement can easily be expressed in terms of 
a planar capacitor 
 2
−Δ = ΔVSq d
d
ε   (15) 
where Δq is the change in the electric charge, V is the applied voltage, S is the surface area of 
the pin tip, d is the width of the gap between the electrodes and Δd is the change of the 
width. The sensitivity of the charge preamplifier was 10 mV/pC, which corresponded to a 
minimal detectable signal of about 5 mV (thus yielding reasonably good signal-to-noise 
ratio). With an applied bias potential of -100 V, the estimated detection limit of the 
transducer-based sensor was about 5 nm.   
2.2.3.2 Experimental results: displacement and surface velocity of thin foils 
Foils with various thicknesses (from 12.5 μm up to 100 µm) made from different materials 
were used in our experiments. Materials were selected to span the range from soft metals 
(Au, Al and Ni) to refractory metals (W, Mo and Ta) and semiconductors (Si). For each 
experiment, the front surface of the sample was mechanically polished to roughness of less 
than 0.250 µm (RMS). After polishing, the foils were glued with silver epoxy to the rim of a 
hollow quartz cylinder (8 mm outside diameter, 8 mm height, and 0.5 mm wall thickness). 
The epoxy was cured for 2 hours in an oven at temperature of 100º C. Due to the differences 
between thermal expansion coefficients of the foil materials and quartz, the foil stretched 
over the top of the quartz cylinder once the assembly cooled to room temperature. The 
tension was not very strong (according to our estimates, the total radial force did not exceed 
1 N), and therefore, the foils in our experiments may be considered as supported at the 
edges. The silver epoxy also provided a conductive path between the sample and the 
instrument by placing a silver epoxy track along the quartz cylinder side.  
Lasers generating both ultraviolet (UV) and infrared (IR) light were used for target 
irradiation. The UV light was generated by an ArF excimer laser (EX10-300, GAM, Inc.) 
having a wavelength 193 nm and a pulse duration of 15 ns. The output pulse energy could 
be varied from 0.4 to 4 mJ by using neutral density optical filters. The laser radiation was 
focused onto the backside of the target (opposite to the surface displacement sensors) using 
a fused silica lens with a focusing distance of f=300 mm. The irradiated spot on the target 
had rectangular dimensions of 100×500 μm, which corresponded to a UV laser power 
density in the range of 50–500 MW/cm2. For IR irradiation of the target, a Q-switched 
Nd:YAG laser (Continuum) was used. This IR light had a wavelength of 1064 nm, a 12 ns 
pulse duration and an output energy in the range of 1–15 mJ/pulse. The IR laser beam had a 
Gaussian profile and produced a spot on the target surface with a nominal diameter of 500 
μm, corresponding to peak power density of 40–600 MW/cm2. 
Waveforms representing foil oscillations were measured over the time range from 5 μs to 5 
ms. For times much greater than the laser pulse duration (t>>τ), a decaying quasi-harmonic 
oscillations were observed for all materials. The measured time dependence of the 
displacement of the foils irradiated by laser pulses with different intensities exhibited 
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partially reflecting (8%) quartz plates (10, 11) directing reflected beams onto a fast 
photodiode (16) and an energy meter (17), respectively. A wedge-type optical attenuator 
(18) was used to balance the Michelson interferometer shoulders and to increase the contrast 
of the resulting interference pattern. Focusing lenses (6) and (8) were mounted on three-axis 
translation stages. In this arrangement, both the acoustic-wave generating and diagnostic 
laser beams could be independently focused and translated to different points on the target 
surface. A lens (9) formed the magnified interference pattern in the plane of an aperture (13) 
whose diameter was selected to be equal to the width of the dark band of the lowest 
interference order. A second lens (14) was used to collect the light, which passed through 
the aperture (13), and to direct it to the photomultiplier (PMT, 15).  
The anode of the PMT was terminated with a 50 Ohm load to allow optical signals with rise 
times as short as 5 ns to be measured. This capability was confirmed by demonstrating that 
the shape of a 12 ns, NdYAG laser pulse was identical when measured by using this 
detection system and by a high-speed avalanche photodiode. The measurements bandwidth 
was limited by the PicoScope 3206 oscilloscope (200 MHz bandwidth and 200 Ms/s 
sampling rate), which was used for signal acquisition. The digitized PMT signal was 
transmitted to a PC via USB port and stored for further processing. The oscilloscope was 
triggered by a pulse from the fast photodiode (17). The measured lag between the trigger 
signal and the PMT signal was less than 40 ns. The maximum signal amplitude, 
corresponding to the peak-to-valley ratio of the interference pattern, was 80 mV. The 
minimum detectable signal was 5 mV at signal-to-noise ratio of about 3, which corresponds 
to a surface displacement of approximately 25 nm. However, because of the strong electrical 
noise generated by the Q-switch of the laser, the smallest surface displacement detectable in 
this series of experiments was about 40 nm. 
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Fig. 1(a,b). Schematic drawing of the experimental setup for laser-driven acoustic wave 
studies. (a) Interferometry method; (b) Capacitance method 
The same target irradiation scheme as described above was also used for the capacitance 
transducer measurements (Fig.1b). In contrast to the previous approach, a metal pin was 
placed in front of the target. This pin served as the second plate of a capacitor whose first 
plate was the target. These two capacitor electrodes were separated by a small gap d, 
typically about 100 μm. Both the target and the pin were fixed in optical mounts that 
allowed alignment in the plane of the sample surface. In addition, the mount of the pin was 
placed on a translation stage (9), driven by a picomotor, which could move the target (with 
the precision of 1 µm) in the direction orthogonal to the target surface. The pin had a 
diameter of 3 mm and its end was polished flat. In general, the design of this detector is 
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similar to that described in Ref.19. The pin was connected to the input of a miniature charge 
amplifier (7) powered by a constant (20 mA) direct current (DC) supply (8) and connected to 
the oscilloscope (10). The bandwidth of the charge amplifier was about 2 MHz, which 
provided a signal rise time of less than 400 ns.  To increase the overall sensitivity of the 
detector, a positive bias potential of 100 V was applied to the target.  
The sensitivity of the transducer to surface displacement can easily be expressed in terms of 
a planar capacitor 
 2
−Δ = ΔVSq d
d
ε   (15) 
where Δq is the change in the electric charge, V is the applied voltage, S is the surface area of 
the pin tip, d is the width of the gap between the electrodes and Δd is the change of the 
width. The sensitivity of the charge preamplifier was 10 mV/pC, which corresponded to a 
minimal detectable signal of about 5 mV (thus yielding reasonably good signal-to-noise 
ratio). With an applied bias potential of -100 V, the estimated detection limit of the 
transducer-based sensor was about 5 nm.   
2.2.3.2 Experimental results: displacement and surface velocity of thin foils 
Foils with various thicknesses (from 12.5 μm up to 100 µm) made from different materials 
were used in our experiments. Materials were selected to span the range from soft metals 
(Au, Al and Ni) to refractory metals (W, Mo and Ta) and semiconductors (Si). For each 
experiment, the front surface of the sample was mechanically polished to roughness of less 
than 0.250 µm (RMS). After polishing, the foils were glued with silver epoxy to the rim of a 
hollow quartz cylinder (8 mm outside diameter, 8 mm height, and 0.5 mm wall thickness). 
The epoxy was cured for 2 hours in an oven at temperature of 100º C. Due to the differences 
between thermal expansion coefficients of the foil materials and quartz, the foil stretched 
over the top of the quartz cylinder once the assembly cooled to room temperature. The 
tension was not very strong (according to our estimates, the total radial force did not exceed 
1 N), and therefore, the foils in our experiments may be considered as supported at the 
edges. The silver epoxy also provided a conductive path between the sample and the 
instrument by placing a silver epoxy track along the quartz cylinder side.  
Lasers generating both ultraviolet (UV) and infrared (IR) light were used for target 
irradiation. The UV light was generated by an ArF excimer laser (EX10-300, GAM, Inc.) 
having a wavelength 193 nm and a pulse duration of 15 ns. The output pulse energy could 
be varied from 0.4 to 4 mJ by using neutral density optical filters. The laser radiation was 
focused onto the backside of the target (opposite to the surface displacement sensors) using 
a fused silica lens with a focusing distance of f=300 mm. The irradiated spot on the target 
had rectangular dimensions of 100×500 μm, which corresponded to a UV laser power 
density in the range of 50–500 MW/cm2. For IR irradiation of the target, a Q-switched 
Nd:YAG laser (Continuum) was used. This IR light had a wavelength of 1064 nm, a 12 ns 
pulse duration and an output energy in the range of 1–15 mJ/pulse. The IR laser beam had a 
Gaussian profile and produced a spot on the target surface with a nominal diameter of 500 
μm, corresponding to peak power density of 40–600 MW/cm2. 
Waveforms representing foil oscillations were measured over the time range from 5 μs to 5 
ms. For times much greater than the laser pulse duration (t>>τ), a decaying quasi-harmonic 
oscillations were observed for all materials. The measured time dependence of the 
displacement of the foils irradiated by laser pulses with different intensities exhibited 
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qualitatively similar behavior, although amplitudes, frequencies and decay times varied. 
These results suggest that each foil behave as a mechanical system able to oscillate in a free-
running mode after the external force is removed. Fast Fourier Transform (FFT) analysis 
applied to the measured data has shown that the frequency spectra consisted of discrete 
lines (modes) appearing in the range of 10–100 kHz.  
In contrast to the steady-state regime (t>>τ) when different foils oscillated very similarly, the 
initial moment (t<τ) of the evolving oscillation was distinctly different for each foil. Fig. 2 
presents the time dependence of the surface displacement for different metals at low 
irradiation intensities (50 MW/cm2) for “early” times in the range up to 50 μs. For all 
measurements at low intensities, the initial displacement is found to be negative, indicating 
that the surface is first depressed (i.e. towards to the driving laser beam and, 
correspondingly, away from the detector). Increasing the laser intensity leads to the initial 
surface vibration waveform displacement changing from negative to positive. This is due to 
the recoil pulse which occurs when material is ablated from the irradiated surface due to 
plasma formation. Fig. 3 shows the time dependences of the displacement of Ta foil surface 
for different laser irradiation intensities. The plasma formation threshold for this Ta foil was 
~220 MW/cm2, as determined by the observation of the plasma plume glow in a separate 
experiment. The FFT analysis of the experimental data at higher laser intensities revealed 
that the frequency spectrum of the foil oscillations in the non-steady-state regime contains 
much higher frequency components than found for the steady-state case. After a few tens of 
microseconds, the high frequency components disappear as the foil oscillation become 
harmonic as described by Eq.(4). 
 






















Fig. 2. Time dependent displacement for different metal foils at low laser intensities (50 
MW/cm2 
The obtained results are in good agreement with time dependencies of surface displacement 
measured under slightly different experimental conditions (Hutchins 1985). This fact clearly 
demonstrates that laser-driven acoustic waves in thin metal foils have no experimental 
peculiarities distinguishing them from well-known acoustic wave mechanisms. This result 
allowed us to calculate surface velocities using the measured surface displacements (Fig. 4). 
As one can see from Fig.4, these velocities are indeed in the range of meters per second.  
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Fig. 3. Time dependent displacement of Ta  foil (12.5 μm thick) at different laser intensities 
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Fig. 4. Time dependence of Ta foil (12.5 mm thick) surface velocity at 400 MW/cm2 driving 
laser intensity 
This picture clearly confirms the statement above that the mass transfer velocity (or surface 
displacement velocity, in terms of our experiment) is much slower than the speed of sound 
in metals. In its turn, this result supports our hypothesis that the vibrational motion of the 
foil surface cannot serve as direct cause of molecular desorption, and that  the real physical 
mechanism of LIAD is not as simple as mechanical shake-off. 
3. Desorption of the molecules from back-irradiated thin metal foils 
3.1 Laser desorption in modern MS: methods and applications 
As shown in the previous sections, laser induced desorption phenomena play important 
role in modern MS. The primary role of the laser beam there is to deliver high energy 
density into some (typically small) volume of the analyte. Due to the local overheating this 
volume is volatilized forming hot and dense vapor plume, which might be partially ionized. 
This ionization phenomenon can be considered as a great advantage of laser desorption 
because there is no need for an additional ionization step, so that the desorbed ions may be 
directly analyzed by a mass-spectrometer. At the same time, this can be a significant 
drawback, because, due to collisions in the plume, organic molecules may fragment to the 
point that their mass analysis becomes meaningless (Miller and Haglund 1998). While using 
UV lasers in MS analyses of organic materials often produced encouraging results, it is well 
recognized in the literature that “general mechanism that is applicable to all organic solids 
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qualitatively similar behavior, although amplitudes, frequencies and decay times varied. 
These results suggest that each foil behave as a mechanical system able to oscillate in a free-
running mode after the external force is removed. Fast Fourier Transform (FFT) analysis 
applied to the measured data has shown that the frequency spectra consisted of discrete 
lines (modes) appearing in the range of 10–100 kHz.  
In contrast to the steady-state regime (t>>τ) when different foils oscillated very similarly, the 
initial moment (t<τ) of the evolving oscillation was distinctly different for each foil. Fig. 2 
presents the time dependence of the surface displacement for different metals at low 
irradiation intensities (50 MW/cm2) for “early” times in the range up to 50 μs. For all 
measurements at low intensities, the initial displacement is found to be negative, indicating 
that the surface is first depressed (i.e. towards to the driving laser beam and, 
correspondingly, away from the detector). Increasing the laser intensity leads to the initial 
surface vibration waveform displacement changing from negative to positive. This is due to 
the recoil pulse which occurs when material is ablated from the irradiated surface due to 
plasma formation. Fig. 3 shows the time dependences of the displacement of Ta foil surface 
for different laser irradiation intensities. The plasma formation threshold for this Ta foil was 
~220 MW/cm2, as determined by the observation of the plasma plume glow in a separate 
experiment. The FFT analysis of the experimental data at higher laser intensities revealed 
that the frequency spectrum of the foil oscillations in the non-steady-state regime contains 
much higher frequency components than found for the steady-state case. After a few tens of 
microseconds, the high frequency components disappear as the foil oscillation become 
harmonic as described by Eq.(4). 
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The obtained results are in good agreement with time dependencies of surface displacement 
measured under slightly different experimental conditions (Hutchins 1985). This fact clearly 
demonstrates that laser-driven acoustic waves in thin metal foils have no experimental 
peculiarities distinguishing them from well-known acoustic wave mechanisms. This result 
allowed us to calculate surface velocities using the measured surface displacements (Fig. 4). 
As one can see from Fig.4, these velocities are indeed in the range of meters per second.  
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Fig. 4. Time dependence of Ta foil (12.5 mm thick) surface velocity at 400 MW/cm2 driving 
laser intensity 
This picture clearly confirms the statement above that the mass transfer velocity (or surface 
displacement velocity, in terms of our experiment) is much slower than the speed of sound 
in metals. In its turn, this result supports our hypothesis that the vibrational motion of the 
foil surface cannot serve as direct cause of molecular desorption, and that  the real physical 
mechanism of LIAD is not as simple as mechanical shake-off. 
3. Desorption of the molecules from back-irradiated thin metal foils 
3.1 Laser desorption in modern MS: methods and applications 
As shown in the previous sections, laser induced desorption phenomena play important 
role in modern MS. The primary role of the laser beam there is to deliver high energy 
density into some (typically small) volume of the analyte. Due to the local overheating this 
volume is volatilized forming hot and dense vapor plume, which might be partially ionized. 
This ionization phenomenon can be considered as a great advantage of laser desorption 
because there is no need for an additional ionization step, so that the desorbed ions may be 
directly analyzed by a mass-spectrometer. At the same time, this can be a significant 
drawback, because, due to collisions in the plume, organic molecules may fragment to the 
point that their mass analysis becomes meaningless (Miller and Haglund 1998). While using 
UV lasers in MS analyses of organic materials often produced encouraging results, it is well 
recognized in the literature that “general mechanism that is applicable to all organic solids 
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at all UV wavelengths does not exist”(Srinivasan and Braren 1989).  The introduction of 
MALDI gave strong indication that many problems, associated with laser desorption MS 
might have been solved. However despite popularity of MALDI in MS analyses of proteins, 
lipids and many other organics (Schiller, Suss et al. 2007), this method cannot be considered 
as universal because it requires to identify efficient matrix substances for different organic 
species, and often to develop specialized sample preparation protocols. And, regrettably, 
MALDI MS cannot be used to directly characterize mixtures of unknown molecules. This is 
why the search for more versatile and universal methods of molecular desorption/ionization 
is still on in the analytical mass spectrometry community. From this perspective, the ability of 
LIAD to volatilize different kinds of organic molecules without noticeable (or, very often, 
without any) fragmentation has attracted strong interest among researchers.    
3.2 Laser-induced acoustic desorption 
As described above, the acronym LIAD was suggested in the work conducted by the Chen’s 
team  (Golovlev, Allman et al. 1997) where the hypothesis about the acoustic wave nature of 
the desorption process was expressed. However, LIAD remained just an interesting 
observation until Kentamaa’s team of researchers from Purdue University (Perez, Ramirez-
Arizmendi et al. 2000) took on it and demonstrated successful applications of LIAD for the 
MS analysis of different organic species like cytosine, guanine, thimidine and some others.  
This work was followed by the series of studies where the applicability of LIAD to the MS 
analysis of a wide range of organic samples has been demonstrated. The LIAD 
volatilization  method was successfully coupled with Fourier transform ion cyclotron 
resonance mass spectrometer and alanylglycine (Reid, Tichy et al. 2001), saturated 
hydrocarbons (Campbell, Crawford et al. 2004), polyethylene (Campbell, Fiddler et al. 
2005) and even petroleum distillates (Crawford, Campbell et al. 2005) were analyzed. The 
great advantages of this technique were the ability to efficiently volatilize various 
organics and the simplicity of its incorporation into different classes of MS instruments, 
such as Linear Quadrupole Ion Trap MS (Habicht, Amundson et al. 2010) and Time-of-
Flight MS (Zinovev, Veryovkin et al. 2007). Various approaches for the ionization of the 
desorbed molecules were successfully employed, among them: electron impact and 
chemical ionization (Crawford, Campbell et al. 2005), single-photon ionization (SPI) 
(Zinovev, Veryovkin et al. 2007), as well as Elecro- Spray Ionization (ESI) (Cheng, Huang 
et al. 2009). Moreover, the ability of the LIAD process to non-destructively eject from solid 
surfaces not only single molecules but also larger  intact biological particles, such as 
viruses (Peng, Yang et al. 2006) and 1 μm size tungsten particles (Menezes, Takayama et 
al. 2005) have been demonstrated.   
In our opinion, the wider spread of LIAD among analytical MS applications is now limited 
by the lack of an adequate theoretical concept able to explain the existing observations and 
to predict optimal experimental conditions for future measurements. The mechanical 
“shake-off” model was proposed only as a qualitative explanation of observed desorption 
process, and as such was never used to obtain any quantitative agreement between the 
observable LIAD parameters and the generated acoustic waves. Moreover, to date, there 
was no work published in the literature, which would be devoted to systematic studies of 
physical parameters of the molecules desorbed by LIAD. Since we have attempted such as 
study, we feel it would be beneficial for the research community if we describe here briefly 
our own experimental methods and experimental results on LIAD.   
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3.3 Energy and velocity distributions of desorbed molecules 
Because the dominant fraction of the desorbed flux in LIAD are neutral molecules, it is very 
important to select an appropriate ionization method for the molecules as well as the type of 
their mass analysis technique. Single-photon ionization (SPI) is well suited for 
characterization of this phenomenon (Pellin, Calaway et al. 2001) because of its ability to 
efficiently ionize the desorbing flux with minimal fragmentation. SPI occurs following 
absorption of a single photon whose energy exceeds the ionization potential (IP) of the 
molecule of interest, creating a cation. For many molecules, particularly those with aromatic 
rings to stabilize the cation, fragmentation from photoionization is minimized, and thus the 
state of the initial LIAD flux can, in principle, be revealed(Lipson and Shi 2002). Currently, 
the shortest wavelength of commercially available energetic lasers suitable for SPI is 157 nm 
(F2 laser), which corresponds to the photon energy of 7.9 eV. This energy limits the range of 
species that can be ionized by SPI to atoms and molecules with IPs less than 7.9 eV. 
Therefore, organic dyes were chosen as analytes for this LIAD study due to their low IPs, 
ability to form stable cations, and high photon absorption coefficients. We selected dyes that 

















Fig. 5. Schematic drawing of target assembly and laser irradiation pathways.  On the right 
the enlarged view of desorption/ionization scheme is displayed 
A time-of-flight mass spectrometer (TOF MS) with a combined LIAD/SPI ion source was 
employed in our studies of the LIAD phenomenon. The experiments were conducted under 
ultra high vacuum conditions, with the residual gas pressure in the sample chamber less 
than 3×10-7 Pa. The schematic drawing of the target assembly in our instrument is shown in 
Fig. 5. The sample was mounted on one of six sample holders that were supported by a 
hexagonal carousel. This carousel was driven by an ultrahigh-vacuum compatible motion 
stage with closed-loop precision of better than 50 nm.  The sample holders were secured on 
the carousel via three 30 mm long alumina ceramic insulators and connected (using vacuum 
feedthroughs) to a high-voltage pulser unit, which provided voltages necessary for the 
operating of TOF MS instrument. Each new sample was inserted into the UHV chamber 
through a vacuum loadlock. Using the motion stage, the sample was then positioned in the 
focal plane of the TOF MS source optics. The ion optics and operational principles of our 
instrument are described in more detail elsewhere (Veryovkin, Calaway et al. 2004). A 
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at all UV wavelengths does not exist”(Srinivasan and Braren 1989).  The introduction of 
MALDI gave strong indication that many problems, associated with laser desorption MS 
might have been solved. However despite popularity of MALDI in MS analyses of proteins, 
lipids and many other organics (Schiller, Suss et al. 2007), this method cannot be considered 
as universal because it requires to identify efficient matrix substances for different organic 
species, and often to develop specialized sample preparation protocols. And, regrettably, 
MALDI MS cannot be used to directly characterize mixtures of unknown molecules. This is 
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LIAD to volatilize different kinds of organic molecules without noticeable (or, very often, 
without any) fragmentation has attracted strong interest among researchers.    
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the desorption process was expressed. However, LIAD remained just an interesting 
observation until Kentamaa’s team of researchers from Purdue University (Perez, Ramirez-
Arizmendi et al. 2000) took on it and demonstrated successful applications of LIAD for the 
MS analysis of different organic species like cytosine, guanine, thimidine and some others.  
This work was followed by the series of studies where the applicability of LIAD to the MS 
analysis of a wide range of organic samples has been demonstrated. The LIAD 
volatilization  method was successfully coupled with Fourier transform ion cyclotron 
resonance mass spectrometer and alanylglycine (Reid, Tichy et al. 2001), saturated 
hydrocarbons (Campbell, Crawford et al. 2004), polyethylene (Campbell, Fiddler et al. 
2005) and even petroleum distillates (Crawford, Campbell et al. 2005) were analyzed. The 
great advantages of this technique were the ability to efficiently volatilize various 
organics and the simplicity of its incorporation into different classes of MS instruments, 
such as Linear Quadrupole Ion Trap MS (Habicht, Amundson et al. 2010) and Time-of-
Flight MS (Zinovev, Veryovkin et al. 2007). Various approaches for the ionization of the 
desorbed molecules were successfully employed, among them: electron impact and 
chemical ionization (Crawford, Campbell et al. 2005), single-photon ionization (SPI) 
(Zinovev, Veryovkin et al. 2007), as well as Elecro- Spray Ionization (ESI) (Cheng, Huang 
et al. 2009). Moreover, the ability of the LIAD process to non-destructively eject from solid 
surfaces not only single molecules but also larger  intact biological particles, such as 
viruses (Peng, Yang et al. 2006) and 1 μm size tungsten particles (Menezes, Takayama et 
al. 2005) have been demonstrated.   
In our opinion, the wider spread of LIAD among analytical MS applications is now limited 
by the lack of an adequate theoretical concept able to explain the existing observations and 
to predict optimal experimental conditions for future measurements. The mechanical 
“shake-off” model was proposed only as a qualitative explanation of observed desorption 
process, and as such was never used to obtain any quantitative agreement between the 
observable LIAD parameters and the generated acoustic waves. Moreover, to date, there 
was no work published in the literature, which would be devoted to systematic studies of 
physical parameters of the molecules desorbed by LIAD. Since we have attempted such as 
study, we feel it would be beneficial for the research community if we describe here briefly 
our own experimental methods and experimental results on LIAD.   
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3.3 Energy and velocity distributions of desorbed molecules 
Because the dominant fraction of the desorbed flux in LIAD are neutral molecules, it is very 
important to select an appropriate ionization method for the molecules as well as the type of 
their mass analysis technique. Single-photon ionization (SPI) is well suited for 
characterization of this phenomenon (Pellin, Calaway et al. 2001) because of its ability to 
efficiently ionize the desorbing flux with minimal fragmentation. SPI occurs following 
absorption of a single photon whose energy exceeds the ionization potential (IP) of the 
molecule of interest, creating a cation. For many molecules, particularly those with aromatic 
rings to stabilize the cation, fragmentation from photoionization is minimized, and thus the 
state of the initial LIAD flux can, in principle, be revealed(Lipson and Shi 2002). Currently, 
the shortest wavelength of commercially available energetic lasers suitable for SPI is 157 nm 
(F2 laser), which corresponds to the photon energy of 7.9 eV. This energy limits the range of 
species that can be ionized by SPI to atoms and molecules with IPs less than 7.9 eV. 
Therefore, organic dyes were chosen as analytes for this LIAD study due to their low IPs, 
ability to form stable cations, and high photon absorption coefficients. We selected dyes that 

















Fig. 5. Schematic drawing of target assembly and laser irradiation pathways.  On the right 
the enlarged view of desorption/ionization scheme is displayed 
A time-of-flight mass spectrometer (TOF MS) with a combined LIAD/SPI ion source was 
employed in our studies of the LIAD phenomenon. The experiments were conducted under 
ultra high vacuum conditions, with the residual gas pressure in the sample chamber less 
than 3×10-7 Pa. The schematic drawing of the target assembly in our instrument is shown in 
Fig. 5. The sample was mounted on one of six sample holders that were supported by a 
hexagonal carousel. This carousel was driven by an ultrahigh-vacuum compatible motion 
stage with closed-loop precision of better than 50 nm.  The sample holders were secured on 
the carousel via three 30 mm long alumina ceramic insulators and connected (using vacuum 
feedthroughs) to a high-voltage pulser unit, which provided voltages necessary for the 
operating of TOF MS instrument. Each new sample was inserted into the UHV chamber 
through a vacuum loadlock. Using the motion stage, the sample was then positioned in the 
focal plane of the TOF MS source optics. The ion optics and operational principles of our 
instrument are described in more detail elsewhere (Veryovkin, Calaway et al. 2004). A 
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dielectric mirror with 98% reflection at 248 nm was mounted in the center of the carousel, in 
order to deliver the laser beam to the back side of the sample. Note that we will use the 
convention that the front of the sample is the side facing the ion source and TOF, while the 
back side is the opposite.  For desorption, an excimer KrF laser with wavelength 248 nm 
(EX10/300 GAM Laser Inc.) was used. The output energy of the laser pulse could be varied 
between 0.5 - 5 mJ by adjusting the laser discharge voltage and by an additional attenuation 
with a set of neutral optical filters. The driving laser beam was focused on the target back 
surface into a spot of rectangular shape ~200×800 μm2 by the fused silica lens with focusing 
distance of 500 mm. The laser pulse duration was 7 ns, producing a peak power density on 
the irradiated surface ranging from 50 to 500 MW/cm2. These laser intensities are close to 
those used in most of LIAD experiments (Perez, Ramirez-Arizmendi et al. 2000; Campbell, 
Crawford et al. 2004; Campbell, Fiddler et al. 2005; Crawford, Campbell et al. 2005) taking 
into account that the reflection coefficient in the UV is normally less than it is at visible 
wavelengths. Post-ionization of the desorbed molecules was performed with an F2 laser, 
with output energy of 2 mJ/pulse, and pulse duration of 10 ns. The F2 laser beam was 
focused just above the front target surface, with a waist of 400×2000 μm2, using of a 
combination of MgF2 spherical and cylindrical lenses. The F2 laser radiation power density 
in the focal plane was ~10 MW/cm2, which assured the saturation of the photoionization 
process for the investigated molecules (as verified by a laser power study). 
For comparison with LIAD, direct laser desorption (LD) mass spectra were measured for the 
same samples, also using the F2 laser for post-ionization. To this end, an N2 laser  (337 nm 
wavelength, 100 μJ/pulse energy and 7 ns pulse duration) was focused onto the target front 
surface using an in-vacuum Schwarzschild optical microscope (Veryovkin, Calaway et al. 
2004). The beam spot size on the surface was about 50 μm in diameter.  
The delay between the driving KrF (or N2) laser pulses and the ionizing F2 laser could be 
precisely controlled and varied from 0 to 1000 μs.  The desorbed molecules that move away 
from the surface could therefore be ionized at a precisely defined moment in time and 
volume in space above the target after the desorption event, with the photoions then 
analyzed by the TOF MS. This approach allowed us to measure mass spectra for the 
(postionized) desorbed neutral molecules and determine their velocity distribution. Each 
mass spectrum was the sum of 128 individual acquired spectra. To prevent the rise of the 
average foil temperature due to adsorption of laser power, the repetition rate of the laser 
pulses was maintained at 8 Hz.    
Foils from different materials with different thicknesses were used in the experiments. The 
foil preparation procedure was the same as described in paragraph 2.2.3.1. Before applying 
the analyte to the top surface of the foil, each substrate was cleaned in methanol-acetone 
solution (1:1) in an ultrasonic bath (10 minutes).  
Organic dyes rhodamine B, fluorescein, methylanthracene (MA), coumarin-522 (N-Methyl-
4-trifluoromethylpiperidino3,2-gcoumarin), and BBQ (4,4″-Bisbutyloctyloxy-p-quaterphenyl) 
were used as received (Eastman Kodak).  The dyes were dissolved in methanol (for MA and 
BBQ, mixed xylenes were also used as solvent), and then the resulting solution (about 10-3 
M) was used for sample preparation. One μl of the analyte solution was pipetted onto the 
foil surface, and then the quartz cylinder-foil assembly was spun at 4500 rpm for 30 seconds 
to coat the analyte uniformly over the surface. During spin-coating, a significant part of the 
solution (90% or more) was taken off the surface and, surface concentrations of the analyte 
could be estimated to be less than 0.5 nM/cm2. After the sample preparation, the foil was 
introduced into the instrument via the loadlock for analysis. 
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In good agreement with the previously published results on LIAD, we detected strong and 
stable desorption signals from foils with thickness of 12.5 µm (Fig. 6). Thicker foils (25 µm) 
produced relatively weak signals for the range of acoustic wave driven laser intensities used in 
our experiments. For comprehensive experiments, a Ta foil with 12.5 µm thickness was chosen 
as optimal, not only because high desorption signals were detected from it, but also for its 
good mechanical strength, high melting point, and durability under powerful laser irradiation. 
The TOF mass spectra of different organic dye molecules desorbed from the front of the 
back-irradiated Ta foil surface and ionized by the 157 nm laser radiation are shown in Fig.6. 
This figure shows three major features, (1) all analytes display large parent molecular ion 
signals, (2) all spectra display a small number of peaks, with a few or none in the  mass range 
below 100 Da., (3) the number of fragment ion peaks is specific to each molecular analyte. In 
order to characterize the desorption process in terms of the corresponding molecular 
fragmentation, a parameter ς, can be defined as a ratio of the sum of intensities of the fragment 
peaks Af to the parent molecular peak intensity Ap , /= f pA Aς . As will be shown below, 
this parameter depends on laser intensities that drive the acoustic waves. For SPI , the 
parameter ς characterizes not only the peculiarities of the desorption process, but it also 
generally depends on the photoionization cross-section of the parent molecule and specifics of 
its photofragmentation such as possible decay channels and their activation energies. 
 




































Fig. 6. Mass spectra of organic dyes in LIAD experiments 
For rhodamine B, the parameter ς grew linearly with KrF laser intensity (Fig. 7), and a 
similar behavior was also detected for fluorescein, although values of ς were different (ς =0.8 
for fluorescein at 300 MW/cm2 of KrF laser intensity). On the contrary, the same 
experiments conducted for BBQ, surprisingly revealed that the parameter ς decreased with 
increasing desorption laser power. This discrepancy in ς parameter dependency may 
indicate that the relationship between these two observations is not a trivial one. This raises 
the question of whether the desorption and fragmentation phenomena are driven by the 
same fundamental process. We note that fragmentation is not intrinsic to LIAD. In our 
experiments, we observed some indications of fragmentation for only three analytes out of 
five. The analysis of existing  data from the literature shows that in some cases 
fragmentation was observed even with soft ionization of the desorbed molecules whereas in 
other cases fragmentation was very small or completely absent. A detailed study of 
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pulses was maintained at 8 Hz.    
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In good agreement with the previously published results on LIAD, we detected strong and 
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produced relatively weak signals for the range of acoustic wave driven laser intensities used in 
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fragmentation in LIAD has not been done yet and the presented here results are the first 
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Fig. 7. Power dependence of fragmentation parameter 
 
 




















Desorbing laser energy, mJ
Fig. 8. Power dependence of total desorption yield for rhodamine B molecules  
An important characteristic of any desorption phenomenon is its yield. This is why in order 
to understand the basic processes driving the phenomenon, one has to identify external 
parameters that have the strongest effect on the desorption yield and then measure a 
dependence of the yield for each parameter. In the case of LIAD, the dependence of key 
peak intensities in the mass spectra and the ς parameter on the driving laser intensity 
appears to be the most important for understanding this phenomenon. The overall 
desorption yield for all studied analytes strongly increased with desorption laser intensity 
(within our experimental range), displaying for most peaks approximately exponential 
dependency. Figure 8 demonstrates this dependence clearly. Plotted on a semi-logarithmic 
scale, these dependences appear linear, with different slopes for each analyte. 
For the characterization of physical nature of the desorption processes, the knowledge of 
velocity distributions of desorbed neutral molecules is extremely important (Levis 1994). As 
Molecular Desorption by Laser–Driven  
Acoustic Waves: Analytical Applications and Physical Mechanisms 
 
359 
mentioned above, time-of-flight mass spectra of such molecules  can be measured using the 
laser post ionization (LPI) technique (Spengler, Bahr et al. 1988). This experimental 
arrangement makes it possible to determine the distribution of the desorbed neutral 
molecules over their translational velocities (in the direction normal to the substrate surface) 
by varying the time delay between desorbing and post-ionizing laser pulses. Raw 
experimental data in this case are the dependencies of the observed signal on the laser delay 
time, called below as signal-vs-delay dependencies. In order to be able to directly compare 
LIAD and LD results, the energies of the desorbing N2 (LD) and KrF (LIAD) lasers were 
adjusted such that the output molecular ion signals reached about the same intensities for 
the same gains of the TOF MS detector. 
In good agreement with the previous experiments (Perez, Ramirez-Arizmendi et al. 2000), 
dramatic differences between LIAD and LD in widths of the signal-vs-delay dependencies 
and in positions of their maximums have been observed in these measurements.  The most 
tempting explanation for this experimental finding was that the mean velocities of desorbed 
molecules in LIAD and LD processes were very different. Unfortunately, no actual energy or 
velocity distributions of desorbed molecules in LIAD process have been measured 
experimentally and reported in the literature to date. For the first time, this gap in 
knowledge can now be filled by processing our experimental data from the signal-vs-delay 
dependencies and converting them into kinetic energy distributions corresponding to our 
experimental conditions. 
Our experiment geometry (Fig.5) is rather common, and the detailed discussion of the 
method as well as the appropriate conversion equations can be found elsewhere (Young, 
Whitten et al. 1989; Balzer, Gerlach et al. 1997). Typical values of the distance S and the 
thickness of ionization volume dS were set to 3 and 0.4 mm, respectively. While, as 
mentioned above, the value of S could be varied in our experiments between 1 mm and 5 
mm, in order to achieve optimal compromise between the energy/velocity resolution and 
the signal-to-noise ratio, most of our data were obtained at S=3 mm. At this distance, the 
relative velocity resolution was dv/v=dS/S=0.4/3=0.13 and, correspondingly, the energy 
resolution was dE/E=0.18. A typical velocity distribution obtained for rhodamine B is 
demonstrated on Fig.10. It is apparent that the desorbed molecules in LIAD  are very slow. 
The average velocities of rhodamine B and BBQ molecules were found to be 59±12 m/s and 
47±9 m/s, respectively. For methylanthracene and coumarin522 molecules, the measured 
average velocities were 76±20 m/s and 70±18 m/s. It is important to recognize that these 
LIAD-desorbed molecules are much slower than what could be expected assuming the 
thermal mechanism of LIAD. In order to fit these rhodamine B data with Maxwellian 
distributions (dashed curve on Fig.10), physically unrealistic low temperatures of about 100 
K, were required. On the other hand, the measured velocities are much higher than that of 
the laser-induced acoustic motion of the foil surface in normal direction, which, measured in 
the same experimental arrangement, did not exceed 1 m/s. This observation caused serious 
doubts on the validity of the “shake-off” mechanism considered by many as the most likely 
cause of LIAD. The measurements of velocity distribution of species desorbed in LD 
geometry were used for direct comparison with LIAD, and as the proof of validity of our 
experimental procedure. A smaller insert plot on Fig.10 demonstrates the velocity 
distribution of desorbed rhodamine B main fragment (399 amu) obtained in the LD 
irradiation scheme. The mechanisms of the velocity distribution formation in the LD process 
are well-known and discussed in many reviews (Levis 1994). According to a commonly 
used procedure described in (Natzle, Padowitz et al. 1988), this distribution can be fit by a 
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fragmentation in LIAD has not been done yet and the presented here results are the first 
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mentioned above, time-of-flight mass spectra of such molecules  can be measured using the 
laser post ionization (LPI) technique (Spengler, Bahr et al. 1988). This experimental 
arrangement makes it possible to determine the distribution of the desorbed neutral 
molecules over their translational velocities (in the direction normal to the substrate surface) 
by varying the time delay between desorbing and post-ionizing laser pulses. Raw 
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velocity distributions of desorbed molecules in LIAD process have been measured 
experimentally and reported in the literature to date. For the first time, this gap in 
knowledge can now be filled by processing our experimental data from the signal-vs-delay 
dependencies and converting them into kinetic energy distributions corresponding to our 
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the signal-to-noise ratio, most of our data were obtained at S=3 mm. At this distance, the 
relative velocity resolution was dv/v=dS/S=0.4/3=0.13 and, correspondingly, the energy 
resolution was dE/E=0.18. A typical velocity distribution obtained for rhodamine B is 
demonstrated on Fig.10. It is apparent that the desorbed molecules in LIAD  are very slow. 
The average velocities of rhodamine B and BBQ molecules were found to be 59±12 m/s and 
47±9 m/s, respectively. For methylanthracene and coumarin522 molecules, the measured 
average velocities were 76±20 m/s and 70±18 m/s. It is important to recognize that these 
LIAD-desorbed molecules are much slower than what could be expected assuming the 
thermal mechanism of LIAD. In order to fit these rhodamine B data with Maxwellian 
distributions (dashed curve on Fig.10), physically unrealistic low temperatures of about 100 
K, were required. On the other hand, the measured velocities are much higher than that of 
the laser-induced acoustic motion of the foil surface in normal direction, which, measured in 
the same experimental arrangement, did not exceed 1 m/s. This observation caused serious 
doubts on the validity of the “shake-off” mechanism considered by many as the most likely 
cause of LIAD. The measurements of velocity distribution of species desorbed in LD 
geometry were used for direct comparison with LIAD, and as the proof of validity of our 
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distribution of desorbed rhodamine B main fragment (399 amu) obtained in the LD 
irradiation scheme. The mechanisms of the velocity distribution formation in the LD process 
are well-known and discussed in many reviews (Levis 1994). According to a commonly 
used procedure described in (Natzle, Padowitz et al. 1988), this distribution can be fit by a 
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two-temperature bi-modal velocity distribution: dashed lines in the insert plot represent 
spectral components with different temperatures, and the solid line corresponds to their 
sum. Being in a good agreement with general LD regularities, these results also confirm the 
validity of the experimental procedure used for both LD and LIAD. 
 
 
Fig. 9. The comparison of signal-vs-delay for LIAD and LD desorbed rhodamine B molecules 
Velocity distributions were measured also at different fluences of the driving KrF laser. On 
Fig. 10, two distributions corresponding to laser fluences of 2.3 J/cm2 and 3.4 J/cm2 are 
plotted. Within the limits of accuracy of our measurements, no change of average velocity 
has been detected, which suggests that both thermal and “shake-off” models are not 
applicable for the explanation of LIAD process.  
 
































Fig. 10. Velocity distribution for rhodamine B molecules at different LIAD desorption laser 
intensities. On insert there is the same distribution for LD regime 
In order to calculate the mean energies of desorbed molecules, we used the described above 
approach and took into account that the Jacobian of this variable transformation was given 
by S2/t3 (Balzer, Gerlach et al. 1997). The mean energies of molecules in LIAD experiments 
(as well as their mean velocities) showed no apparent trend with the increase of desorbing 
laser fluences keeping the average value at about 9 meV for rhodamine B, 9.5 meV for BBQ, 
6.5meV for coumarine 522 and 7.5meV for methylanthracene. Typical energy distributions 
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measured for these molecules are shown on Fig.11. Dashed line represents Maxwell 
distribution for rhodamine B corresponding to the 80 K temperature. This temperature was 
chosen to obtain the best fit at the distributions maximums. At the same time, high energy 
tails of the experimental energy distributions strongly deviate from the exponential law, 
which is apparent with the double logarithmic scale in Fig.11, and reveal behavior close to 
the power dependence. 
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Energy, eV  
Fig. 11. Energy distribution of different organic dyes molecules. Dashed line represents 
equilibrium Boltzmann distribution at T=100 K 
4. Is desorption process in LIAD really driven by acoustic waves?  
4.1 “Shake-off “mechanism versus thermal origin of molecular desorption 
The “shake-off” mechanism of molecular desorption in LIAD for a long time was considered 
as the only sensible explanation of the observed phenomenon. However, as was shown 
above, it contradicts both with general physical considerations and with the experimentally 
measured parameters of acoustic vibrations of the surface as well as with the observed 
energy and velocity spectra of desorbed molecules.   
An important consequence of the backside irradiation is the heating of the front side. 
Considering this effect, we should keep in mind that this heating process in LIAD is 
distinctly different from the case of direct front-side laser irradiation (LD). In the latter case, 
due to the small value of skin depth in metals, the rate of the temperature rise is extremely 
high. In case of backside irradiation of the foils, the front surface temperature is governed by 
the heat conduction through the metal foil, which makes the heating rate much slower than 
that for the front side irradiation geometry. For one-dimensional heat conduction problem, 
the specific time of the temperature rise is defined by the heat propagation time 2 /= lτ α , 
where α is the thermal diffusivity of the metal and l is the foil thickness. For the foil 
thicknesses typical for LIAD (~10 µm) and the thermal diffusivity of the most metals α≈0.2 – 
0.7 cm2s-1, τ has the values in the range of a few µs. Our numerical calculations using the 
heat conduction equation showed that for Ta foil with the thickness of 12.5 µm and the 
driving laser fluence 3.5 J/cm2 (corresponding under conditions of our experiments to the 
peak laser intensity of about 500 MW/cm2), the front surface temperature rise is 375 K, 
which reaches its maximum 1.75 µs after the laser desorbing pulse ceases. If experiments 
  
Acoustic Waves – From Microdevices to Helioseismology 
 
360 
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where α is the thermal diffusivity of the metal and l is the foil thickness. For the foil 
thicknesses typical for LIAD (~10 µm) and the thermal diffusivity of the most metals α≈0.2 – 
0.7 cm2s-1, τ has the values in the range of a few µs. Our numerical calculations using the 
heat conduction equation showed that for Ta foil with the thickness of 12.5 µm and the 
driving laser fluence 3.5 J/cm2 (corresponding under conditions of our experiments to the 
peak laser intensity of about 500 MW/cm2), the front surface temperature rise is 375 K, 
which reaches its maximum 1.75 µs after the laser desorbing pulse ceases. If experiments 
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start with room temperatures, the peak foil surface temperatures then can reach 668÷673 K. 
Because the melting point of rhodamine B is just 438 K, the thermal origin of the LIAD 
process can, in fact, come into the focus of our consideration. However, other experimental 
results obtained in this work, make this mechanism very unlikely. These results are:  
1. rather small fragmentation of molecules in LIAD, compared to that for LD;  
2. distinct differences in velocity and energy distributions between LIAD and LD;  
3. slow velocities and low kinetic energies of desorbed molecules compared to those 
required by the thermal mechanism;  
4. the apparent independence of mean energies of  the desorbed molecules in LIAD on the 
driving laser fluence (also observed by by Kenttamaa et al. in their recent work (Shea, 
Petzold et al. 2007).  
Moreover, the mechanical “shake-off” mechanism is also in contradiction with the 
observation (4), because the amplitudes and velocities of laser generated acoustic waves 
should increase with the driving laser fluencies. Thus we can conclude that both 
mechanisms of the direct energy transfer (acoustic waves and heat conduction) cannot serve 
as the primary explanation of the LIAD phenomenon, and apparently more complicated 
processes are involved here. 
4.2 Stress and strain of the foil surface due to the laser irradiation 
It is a well-known fact that a film deposition on a substrate surface results in many cases in 
the residual mechanical stress (due to the lattice parameters mismatch between the film and 
the substrate) and thus in some excessive potential energy stored in the film. This stress can 
be produced by two ways: one is the growth stress and the other is the induced (or extrinsic) 
stress (Freund and Suresh 2003). An external impact, such as acoustic or thermal wave 
generated by the laser irradiation of the substrate, should initiate the reconstruction of the 
film, which can result in releasing this excess energy or, possibly, generating an additional 
extrinsic stress. In both cases, it can cause formation of cracks in the film so that intermolecular 
bonds at the edges of the cracks can break. As a result of this crack formation process, excited 
electronic states can form at the crack edges and induce desorption of the molecules. 
Despite a great variety of mechanisms of stress formation and evolution do exist, a 
quantitative description of this process is possible only in limited cases even for simple 
adsorbent-adsorbate systems. Accurate modeling of the film behavior requires precise 
knowledge of the thermal and mechanical properties of the film material and their 
interaction with substrate surface. For most organic materials, such data are unavailable, 
and thus only limited estimates may be done, based on  the little amount of data published 
in the literature (Bondi 1968). Moreover, the deposited films of organic materials tend to 
consist of a mixture of micro-crystals with different crystallographic orientation and, 
therefore, there are many grain boundaries, defects, dislocations in such films that could 
significantly change their local mechanical properties. 
A simplified numerical estimate of the stress energy, related to the thermal mismatch of the 
substrate foil and the analyte film on its top could be done, as follows. An equi-biaxial  
stress resulting from acoustic vibration of the back-irradiated metal foil may be estimated 
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where E is the Young's modulus, v is the Poisson ratio, hf is the thickness of organic film and 
R is the radius of curvature of the foil surface. From the other side, the stress, resulting from 
thermal mismatch has the following value (Boley and Weiner 1960) 
 ( ) /(1 )= − ⋅ Δ ⋅ −t s f T Eσ α α ν , (17) 
where αs and αf are thermal expansion coefficients of the substrate and the film respectively, 
ΔT is the temperature increase. There is not much information in the literature on thermo-
mechanical  parameters for molecular crystals but based on existing data for anthracene 
(Bondi 1968) we can estimate the order of the generated stress values. Under the assumption 
that αf =2.8 ·10-4 K-1 , αs = 6.3 ·10-6 K-1,  E= 13 GPa, v≈0.25, and  ΔT=100 K, we can obtain 
σt=485 MPa. At the same time, the stress associated with acoustic vibrations is much lower: 
σm≈1.7 kPa (taking into account that maximal value of R is approximately 1 m, and the film 
thickness never exceeded 10-7 m,). This is a negligible value, in comparison with σt , which 
means that the thermal mismatch stress is the principal reason for cracks formation. The 
estimate of internal energy, stored in thermally strained organic films can be done with 
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Here M is the molar mass, ρ is the specific gravity and NA is the Avogadro number. It is 
interesting to note that ga does not depend on the analyte island size but strongly depends 
on the thermal and mechanical parameters. Again with the use of existing data for 
anthracene we can estimate the value of ga, and for ΔT=100 K we will get ga=0.025 eV . This 
is not enough to break intermolecular bonds but when thermally induced stress exceeds a 
critical value, the film can start to fracture and the stored energy is released in a small 
volume in the vicinity of the stress cracks. Due to the strong spatial nonuniformity of 
thermo-mechanical properties of molecular crystals (Bondi 1968) the physical mechanisms 
involved in this process are very complicated in nature; therefore we can give only a 
qualitative picture of this phenomenon. Presumably, the cracks are formed along grain 
boundaries, defects and interfaces. The increase of the desorption laser intensity that causes 
a rise in ΔT and, in accordance with Eq. 18, an increase in energy G, results in the formation 
of additional cracks. Some part of this excess energy can be then converted into the 
increased free surface energy, other part – into electronic excitations, but because these 
processes are obviously non-adiabatic, the crack formation most likely will be accompanied 
by breaking intermolecular bonds and forming new desorption sites. 
4.3 Proposed mechanisms of the molecules desorption 
The desorption process itself appears to be the most obscure part of the LIAD phenomenon. 
The formation of the electronically excited states on the surface due their mechanical 
fracture is considered to be the main physical nature of triboemission (Nakayama, Suzuki et 
al. 1992), also known as “Kramer effect” (Oster, Yaskolko et al. 1999; Oster, Yaskolko et al. 
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where E is the Young's modulus, v is the Poisson ratio, hf is the thickness of organic film and 
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2001). The essence of this effect is the emission of charged particles and photons initiated by 
surface distortion (in particular by mechanical deformation, scratching, bending, etc.) and 
do not connected with thermal excitation. The luminescence of thin metal discs, irradiated 
from back side by the laser pulses (Abramova, Shcherbakov et al. 1999; Abramova, Rusakov 
et al. 2000) can also serve as evidence of formation of excited electronic states by the laser-
driven stress in thin foils.  
The mechanism of molecular desorption due to such laser-generated stress has been 
proposed earlier by Vertes (Vertes and Levine 1990; Vertes 1991) for MALDI, and was based 
on the thermal stress generation in the layer of organic film deposited on solid substrates. 
One should notice, however, a clear differences in the physical conditions between these 
sample volatilization methods. For MALDI, the absorption of the laser pulse energy occurs 
in an optically and thermally dense film, which experiences thermal stress due to its non-
uniform and fast heating. In the case of LIAD, the laser radiation is absorbed by the back 
side of the metal foil substrate, opposite from where the sample was deposited. The amount 
of energy transmitted through the metal foil to the analyte layer on the front site should be 
so strongly attenuated, compared to the direct (front side) irradiation, that it cannot directly 
be sufficient for desorbing molecules with velocities observed in our experiments. On the 
other hand, a typical average thickness of the analyte film in LIAD can be estimated to be on 
the order of several molecular layers. Because of this, the specific density of energy stored in 
each analyte island due to intrinsic stress can be high, and during laser irradiation of the 
back side of the foil, the laser irradiation can simply trigger the release of this energy and  to 
induce molecular desorption event.  
The other experimental fact that could help in the interpretation of LIAD phenomenon is the 
similarity of the energy and velocity spectra of desorbed neutral molecules in case of LIAD 
and Electron Stimulated Desorption (ESD) (Young, Whitten et al. 1989). The primary 
mechanism of ESD is supposed to be the formation of the repulsive states in the surface due 
to electron excitation.  
Thus we could hypothesize that in case of LIAD, due to complete opaqueness of metal foil 
for laser radiation, the only channel for energy transfer is the formation of acoustic and 
thermal field by laser pulse impact. As shown above, the result can be the mechanical 
distortion of the analyte film followed by film cracking and delamination and the 
consequent formation of excited and repulsive states electronic for analyte molecules.  
This will increase the number of desorption sites and finally the total number of desorbed 
molecules as observed in the nonlinear laser intensity dependence. But because the 
formation of the any individual cracks is defined only by the intermolecular bonding forces 
in the vicinity of the crack, the translational kinetic energy of desorbed molecules should 
still remain independent of driving laser intensity, also matching our observations and other 
recent LIAD publications. 
5. Conclusion   
Traditionally, the name LIAD combine all desorption phenomena taking place when an 
opaque target is irradiated from the back side, ignoring differences in experimental 
conditions. In our opinion, it is not correct. As it was demonstrated in this work, under some 
experimental conditions (most commonly used in many present studies), the physical origin 
of the observed desorption phenomenon is not (and could not be) connected with the 
acoustic waves generated in the foil and most likely is defined by the film stress and 
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cracking due to thermal and mechanical mismatch of the analyte and substrate. Therefore, 
ironically, the acronym LIAD in this case does not correctly reflect the physical nature of the 
process. 
From the other hand, we cannot exclude that some strong change of the experimental 
conditions can also change the relationship between various physically possible 
mechanisms of molecular desorption, similarly to the case of direct laser desorption, when 
the thermal mechanism dominates under wide range of conditions and makes other possible 
mechanisms undetectable.  One can expect, for example, that strong increase of laser power 
density (10 GW/cm2 and above) will cause the corresponding increase of the foil 
temperature and formation of hot and dense plasma plume near its surface facing the laser. 
In some such cases and strongly depending on the foil material properties, the material 
motion could evolve from elastic into plastic regime of deformation. The acoustic wave 
relation could not then apply, and the velocity of the surface linear motion may strongly 
increase. “Large and heavy” objects weakly bound to the substrate surface may be then 
kinematically removed from it (“shaken-off”). This could indeed serve as an explanation of 
observations from recent experiments where the desorption of intact viruses and biological 
cells were reported (Peng, Yang et al. 2006). However, this regime cannot be connected with 
generation of the acoustic waves but most likely corresponds to a physically different mode 
of shock-wave generation (Menikoff 2007). One cannot exclude that under some 
experimental LIAD conditions only these shock-wave induced phenomena can be 
responsible for molecular desorption, particularly in the experiments where emission of ions 
was detected. In one of such pioneering experiments (Golovlev, Allman et al. 1997), where 
the laser generated pressure pulse was apparently much stronger than that in our work, 
because of confined ablation conditions (Fabbro, Fournier et al. 1990), the emission of both 
electrons and ions was observed. This may have been connected with significant surface 
disruption at the microscale generated by shock waves.   
From another standpoint, the backside irradiation of very thin films (about two or three 
hundred nanometers), which also could be called LIAD, has demonstrated domination of 
the thermal mechanism in the desorption process (Ehring, Costa et al. 1996). It is clear that 
the thermal equilibrium between front and back sides in such thin films can establish within 
the time interval of tens of nanoseconds, and the absolute temperature difference between 
front and back sides is negligibly small. Thus, at some laser power densities, the front side 
temperature could reach the melting temperature of the metal that would be enough to 
cause an efficient thermal desorption of the most organic molecules. 
To conclude, the variety of desorption and emission phenomena observed on the front side 
of  thin metal foils whose back sides are subjected to pulsed laser irradiation, combined 
under the general name of LIAD, could, in fact, have a number of different physical origins 
depending on specific experimental conditions. According to our observations conducted at 
moderate laser power densities (0.1 - 1 GW/cm2) and foils thicknesses of about 5 – 20 µm, 
that appear to be the most commonly used conditions in LIAD experiments, the 
predominant desorption mechanism is connected with the reorganization of the deposited 
analyte film and the consequent breaking of molecular bonds on the edges of these cracks. 
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1. Introduction 
During several last decades much attention was paid to the processes that occur in solid-
state optical media under the interaction with high-power focused laser radiation. A great 
number of studies were devoted to the phenomena of optical breakdown, structure changes, 
stimulated scatterings, generation of hypersonic waves in transparent dielectrics under the 
action of nanosecond (ns) and picosecond (ps) laser pulses (Manenkov & Prokhorov, 1986; 
Nelson et al., 1982; Ready, 1971; Robinson et al., 1984; Stuart et al., 1995). Recent interest in 
these studies was stimulated by the appearance of lasers with femtosecond (fs) pulses 
(Gordienko et al., 2010; Merlin, 1997; Sakakura et al., 2007).   
An experimental study of a small region with high pressure and temperature gradients 
formed in a medium at focusing high-power laser radiation had been performed, as a rule, 
outside the laser cavity. In our experiment (Basiev et al., 2004), a region with such properties 
happened to be formed directly in the 2-mirror laser cavity, when Yb:YAG samples were 
pumped by the focused wide-band (0,89-0,95 μm) radiation from a pulsed LiF: F2+ color 
center laser (ccl). Thus, in contrast to many studies on ytterbium lasers, conditions for 
generation in Yb-doped samples in this experiment had been distinguished by the very high 
intensity (over 1 GW/cm2) of the pump, which moreover had a low coherence. Experiments 
on pumping of Yb-doped and non-doped samples of different optical media (YAG, glass, 
LiF et al.) by powerful low-coherent radiation from LiF: F2+ ccl were continued in 
subsequent papers (Bykovsky, 2005, 2006; Bykovsky & Senatsky, 2008a,b, 2010). At 
intensities I ≥ 1 GW/cm2 interaction of ccl pump radiation with the medium in the focal 
region was essentially nonlinear. The interaction of ccl pulses with samples was 
accompanied by excitation of stimulated Brillouin scattering (SBS) and stimulated Raman 
scattering (SRS) of pump radiation. The scattering generated hypersonic waves of high 
amplitude, which were converted into a periodic sequence of shock waves with sharp 
pressure jumps on their fronts propagating along the direction of pump. Pressure jumps 
were so large that they caused a phase transition in an optical medium, which was observed 
near the sample surface in the form of small domains with spatial modulation of the 
refractive index caused by the interference of hypersonic waves. 
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Under ccl pumping due to heat release and generation of intensive hypersonic waves a 
region with strong temperature, pressure and refractive index gradients and at the same 
time with a high-level of inversion was formed in the focus of the pump laser in Yb-doped 
materials. Despite the strong optical inhomogeneity of the medium, Yb lasing in 10-15 ns 
pulses was observed in Yb:YAG (with 20% concentration of Yb3+ ions) and Yb:glass (with 
10% Yb3+ concentration) during the action of the 20-30 ns pump pulse and after it (due to 
inversion remaining in the medium). During the SBS of pump radiation the hypersonic 
wave spatial structure served as a resonator for Yb lasing. Shock waves (with phonon 
energies up to 1000 cm-1) affected the generation dynamics. The Yb lasing was 
distinguished by some specific characteristics such as a surprisingly wide spectrum (up to 
50 nm) and a high directivity of the emission. In addition to the wide-band generation on 
the shock-waves grating there was also observed Yb lasing on resonator modes. After the 
end of the pump pulse another sequence of shock waves diverging outward the focal 
region affected the build-up of generation between 2 mirrors in the cavity. The line 
spectra of Yb generation in the resonator contained twisted spectral lines with structures 
of small-scale spots.  
Description of these unusual phenomena observed under the interaction of short intense 
pump laser pulse of low coherence with optical media and their explanation are presented 
in this chapter. The optical scheme and the parameters of LiF:F2+ ccl are considered. The 
features of SBS and SRS and the appearance of the periodical shock waves in the optical 
medium at low-coherent pumping are discussed. The interpretation to observed specific 
optical damage is given. The mechanism of generation of broadband, high-directional short 
laser pulses in the spatial structure of thin layers with inversion produced in the region of 
propagation of  intense hypersonic waves in the medium is discussed. Conditions for 
generation in a 2 mirror resonator containing active medium with a strong refractive index 
gradient are considered. The interpretation of the observed twisted lines with small-scale 
structures in generation spectra as well as temporal, spatial-angular characteristics of Yb 
lasing in the resonator is given. 
2. LiF: F2+ color center pump laser 
Optical pumping of Yb-doped materials can be performed only into the single Yb3+ ion 
absorption band at 2F7/2 -2F5/2 transition near 0.9 μm (Figs.1, 2). In this connection, the use of 
flash lamps as sources of broadband radiation for pumping an Yb-doped medium is 
ineffective. At the present moment, the most effective and widely used sources of  Yb-doped 
materials pumping are semiconductor laser diodes operating within the spectral range near 
0.94 μm. Along with semiconductor diodes solid-state laser pump sources have been used to 
investigate Yb-doped active media. Cr:LiSAF, Ti:Sa, Nd:YAG (0.94 μm transition) lasers 
have been used to pump Yb:S-FAP and Yb:YAG (Bykovsky et al., 2000; Kanabe et al., 2000; 
Marshall et al., 1997, as cited in Bykovsky & Senatsky, 2008b). 
In our work a LiF: F2+ color center laser (ccl) was used to pump an Yb:YAG crystal (Basiev et 
al., 2004). The lithium fluorine color center (LiF: F2+, LiF: F2-) lasers are the sources of 
radiation in the near IR (0.8-1.3 μm) , and they effectively convert the neodymium and ruby 
laser radiation into this spectral range (Basiev et al., 1982). Possible room temperature 
operation, high conversion efficiency (up to 30%), and a large generation tuning range (more 
than 1000 cm-1) make such lasers very attractive for certain practical applications. The 
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pumping of Yb-doped samples by the ccl had been, undoubtedly, inferior to laser diodes 
pumping in efficiency. However, at focusing ccl radiation in the Yb-doped medium the 
pump power densities typical of semiconductor diodes could be easily exceeded. This had 
been, of course, of interest for research. Therefore, just the ccl had been used later in 
experiments on study lasing in Yb-doped samples as well as nonlinear interaction of pump 
radiation with optical materials. The possible generation region of LiF: F2+ ccl extends from 
0.83 to 1.1 μm (Basiev et al., 1982) and completely covers the absorption band of Yb:YAG. 
In particular experimental conditions the actual emission band of ccl depends on the 




Fig. 1. Energy level diagram of Yb3+ ions in a Yb:YAG crystal. Ovals combine the Stark 
components of levels with rapid (≈ 10-12 s) thermal relaxation (Krupke, 2000) 
 
 
Fig. 2. Absorption and luminescence spectra of Yb+3 ions in the YAG crystal (1 mm plate,  
Yb+3 ions concentration 20%) 
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radiation in the near IR (0.8-1.3 μm) , and they effectively convert the neodymium and ruby 
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than 1000 cm-1) make such lasers very attractive for certain practical applications. The 
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pumping of Yb-doped samples by the ccl had been, undoubtedly, inferior to laser diodes 
pumping in efficiency. However, at focusing ccl radiation in the Yb-doped medium the 
pump power densities typical of semiconductor diodes could be easily exceeded. This had 
been, of course, of interest for research. Therefore, just the ccl had been used later in 
experiments on study lasing in Yb-doped samples as well as nonlinear interaction of pump 
radiation with optical materials. The possible generation region of LiF: F2+ ccl extends from 
0.83 to 1.1 μm (Basiev et al., 1982) and completely covers the absorption band of Yb:YAG. 
In particular experimental conditions the actual emission band of ccl depends on the 




Fig. 1. Energy level diagram of Yb3+ ions in a Yb:YAG crystal. Ovals combine the Stark 
components of levels with rapid (≈ 10-12 s) thermal relaxation (Krupke, 2000) 
 
 
Fig. 2. Absorption and luminescence spectra of Yb+3 ions in the YAG crystal (1 mm plate,  
Yb+3 ions concentration 20%) 
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Figure 3 illustrates the scheme of the ccl with elements of radiation transport and 
diagnostics. A LiF: F2+ crystal (40х20х6 mm) was placed in the resonator formed by a plane 
mirror M1 (≈ 100% reflection at 0.9 μm) and a glass plate M2. The length of the ccl resonator 
made 30 cm. The LiF: F2+ crystal was pumped through glass plate by a ruby laser operating 
in the single shot regime with pulse duration  ≈ 30 ns and the energy up to 1 J. A multimode 
radiation at the wavelength of 0.694 μm was focused into the LiF: F2+  crystal by a lens  L1 
with the focal length F1=500 mm. The ccl multimode radiation was, in its turn, focused on 
the studied samples by a lens L2 with the focal length F2=120 mm. The Yb-doped samples 
were placed into a compact two-mirror resonator. 
 
 
Fig. 3. Scheme of the experimental setup: (1) active element of a ccl; (2) Yb-dopped plate in 
the resonator with mirrors M8 and M9; (3) calorimeter; (M1, M2) ccl resonator mirrors; (M3 - 
M7) steering mirrors for ccl and Yb laser radiation; (L1 – L2) lenses; (PD1, PD2) photodiodes 
The ruby laser and ccl pulses were registered with the help of photodiodes and a two-
channel oscilloscope, and the laser energy was measured by calorimeters. The ccl radiation 
spectra were analyzed by the STE-1 spectrograph operating in the near IR region. The ccl 
emitted pulses of 20-30 ns duration and the energy of 100-150 mJ. For the most cases, the ccl 
pulse shape repeated the shape of the ruby laser pulse, Fig. 4a. Since the ccl resonator 
round-trip time made ≈ 2 ns, then during the ruby laser pumping the radiation made not 
more than 15 round trips in the ccl cavity. Due to high amplification in the LiF: F2+ medium 
the ccl pulse was formed in several round trips inside the resonator. Though the LiF: F2+ 
crystal was cut at a Brewster angle the ccl radiation was weakly polarized. 
Figure 4b presents the densitograms of LiF: F2+ laser spectrum. The LiF: F2+ laser emission 
was observed within the range 0.89-0.95 μm. The lines of an argon spectral lamp were used 
as the wavelengths markers. Large spectrum width of ccl and short time of radiation 
development in the resonator speak about low coherency of the ccl emission. The ccl 
multimode radiation divergence was ≈ 2х10-3 rad. This allowed focusing the ccl pump at the 
sample into a ≈250μm spot. Moving samples along the axis of the focused pump beam one 
could change the size of the focal region within the limits of 250÷1000 μm, and the power 
density in the medium within the range of 0.5÷5 GW/cm2. Such a range of power density 
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variation allowed one to carry out both experiments on Yb lasing (see Section 4-6) and 
experiments on nonlinear interaction of ccl radiation with optical materials (see Section 3). 
In some of experiments, the ccl energy density was close to the damage threshold of 
Yb:YAG, glass and other studied materials. The material being damaged, the further 
experiments used a fresh part of a sample.   
 
 
Fig. 4. Oscillograms of the ruby laser (1) and ccl (2) pulses – (a); densitograms of the LiF: F2+ 
laser spectrum with the argon spectral lamp reference lines – (b) 
3. Interaction of ccl radiation with optical media   
The experiments on nonlinear interaction of ccl radiation with optical media have been 
mainly performed using non-doped samples out of the cavity, Fig. 5. The ccl radiation was 
focused at samples by L2, F=120 mm, and, so, within the sample thickness of 1-3 mm the 
pump power density changed insignificantly. The lens was tilted at 100 to the direction of ccl 
beam so that reflections from lens surfaces would not come back to the ccl resonator. As the 
samples there were used plates and slabs with polished surfaces made of the following 
materials: crystalline quartz (10х10х20mm), Yb:YAG crystal (1-2 mm thick plates), YAG 
crystal (4,5х30х30 mm), calcite (2 mm plates), LiF crystal (5 mm plate), 2 mm plexiglas 
plates, glass cube (20х20х30 mm). The ccl radiation was directed onto samples at a normal 
or at some angle (including the Brewster angle) to the sample’s surface. The ccl pulse energy 
coming to samples varied within the range from 50 to 120 mJ. 
In all materials a strong scattering of radiation was registered under the action of a ccl pulse. 
A diagnostic complex consisting of photodiodes, oscilloscopes, calorimeters and a 
spectrograph was arranged on the stand (Fig.5) in order to study the scattering of the low 
coherent wideband (0,89-0,95 μm) radiation of LiF: F2+ ccl. Due to very large spectrum width 
(tens of nm) and complicated space-angular structure of the scattered radiation components, 
one comes across difficulties in obtaining the spectral data on the scattered radiation, and it 
was not done. Strong scattering from the ccl focusing region in a wide angular range (tens of 
degrees) in forward and opposite directions (relative to the ccl beam) was observed for all 
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variation allowed one to carry out both experiments on Yb lasing (see Section 4-6) and 
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3. Interaction of ccl radiation with optical media   
The experiments on nonlinear interaction of ccl radiation with optical media have been 
mainly performed using non-doped samples out of the cavity, Fig. 5. The ccl radiation was 
focused at samples by L2, F=120 mm, and, so, within the sample thickness of 1-3 mm the 
pump power density changed insignificantly. The lens was tilted at 100 to the direction of ccl 
beam so that reflections from lens surfaces would not come back to the ccl resonator. As the 
samples there were used plates and slabs with polished surfaces made of the following 
materials: crystalline quartz (10х10х20mm), Yb:YAG crystal (1-2 mm thick plates), YAG 
crystal (4,5х30х30 mm), calcite (2 mm plates), LiF crystal (5 mm plate), 2 mm plexiglas 
plates, glass cube (20х20х30 mm). The ccl radiation was directed onto samples at a normal 
or at some angle (including the Brewster angle) to the sample’s surface. The ccl pulse energy 
coming to samples varied within the range from 50 to 120 mJ. 
In all materials a strong scattering of radiation was registered under the action of a ccl pulse. 
A diagnostic complex consisting of photodiodes, oscilloscopes, calorimeters and a 
spectrograph was arranged on the stand (Fig.5) in order to study the scattering of the low 
coherent wideband (0,89-0,95 μm) radiation of LiF: F2+ ccl. Due to very large spectrum width 
(tens of nm) and complicated space-angular structure of the scattered radiation components, 
one comes across difficulties in obtaining the spectral data on the scattered radiation, and it 
was not done. Strong scattering from the ccl focusing region in a wide angular range (tens of 
degrees) in forward and opposite directions (relative to the ccl beam) was observed for all 
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samples at the ccl power density ≥ 1 GW/cm2. The scattering intensity grew with the 
growth of the ccl intensity. The strongest scattering was observed at an angle of 1800, i.e. 
back to the ccl aperture. The scattering was also observed at 900 to the ccl beam. Using 
photodiodes FD with ≈1 ns time resolution, the shape and duration of the ccl pulse and 
scattered radiation were registered by two-channel oscilloscopes of 1ns and 4ns resolution. 
To collect the scattered radiation to photodiodes the spherical mirrors were used, Fig. 5. The 
registered time and space-angular characteristics of scattering evidenced the rise of 
stimulated scattering (SBS and SRS) of wideband low-coherent ccl radiation in the samples.  
 
 
Fig. 5. Scheme of the experiment on the study of nonlinear phenomena in the crystal and 
glass samples: R1, R2 – LiF: F2+ ccl mirrors; R3 – R5 ccl radiation transport  mirrors; R6 – R7 – 
mirrors to collect scattered radiation at diagnostic system; L1, L2 – lenses; FD – photodiodes; 
1 – LiF: F2+ active element; 2 – sample; 3 – calorimeter; D – diaphragm 
Figure 6 shows oscillograms of the ccl and scattered radiation pulses. A series of 
oscillograms in Fig.6 (left) illustrates the SBS of ccl pump radiation in YAG. Strong back 
scattering typical of SBS was observed in the YAG sample, placed at different positions to 
the pump. The duration of backscattered pulses was always smaller than the pump pulse 
duration (20÷30 ns) and constituted 8÷15 ns. At the oscillogram of the ccl pulse which 
passed the sample and the diaphragm D, one observes a pump «cut-off» typical for SBS, 
Fig. 6 (left, I, b). This pulse «cut-off» was connected with the reflection of the ccl beam 
incident onto the sample under the occurrence of a periodic grating formed by hypersonic 
waves. 
Figure 6 (right) illustrates oscillograms of scattering in the YAG and crystalline quartz 
samples in forward and backward directions, as well as at 900 to the ccl beam. Mirror R6 
(Fig.5) focused the backward scattering at angles from 60 to 430, and mirror R7 - forward 
scattering at 50 to 250 in respect to the pump beam. The photodiode FD 6 recorded the 900 
scattering. The data obtained on the scattering of wide-band low-coherent ccl radiation 
allow one to consider the pulses observed as different forms of the stimulated scattering. 
The scattering backward to the ccl aperture proves to be the SBS of pump, as noted above. 
The forward scattering at large angles may be attributed to the anti-Stokes component of 
SRS, and the backward scattering at large angle is due to the Stokes component of SRS. 
Scattering at 900, apparently, is due to the SBS and SRS of pump in the transverse direction. 
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Profiles of the scattered pulses observed in the oscilloscope, Fig.6 (right) illustrate the 
dynamics of SBS and SRS in samples and the influence of different components of 
stimulated scattering on each other. It should be noted that the pump intensities at which 
SBS and SRS were observed in our experiments (0.5 GW/сm2), had been almost an order 
lower than those typical of scattering at a coherent pumping.  
 
 
Fig. 6. (Left) SBS of ccl radiation in YAG slab (4,5х30х30mm). Oscillogams of SBS pulses (a) 
and ccl pulses behind the diaphragm D (b) for different orientations of the slab: I - pumping 
along the slab long side; II - pump beam along the short side; III - sample at Brewster angle 
to the pump. (Right) Oscillograms of scattering for YAG (I) and crystalline quartz (II):  a–
SBS pulse; b–scattering at 900 to the pump; c–anti-Stokes SRS signal, d–Stokes SRS signal 
After the action of ccl pulses of 4-5 GW/сm2 intensity onto samples multiple marks of such 
an action in the form of volume and surface damages, and changes of the material structure 
were observed. Microphotographs of structural changes were collected, data were 
systematized. The material of transparent dielectrics was found to be damaged in different 
ways. Cracks in the medium, local regions of structure changes, tracks of self-focusing, and 
some other types of optical damage were observed near the surface and in the depth of a 
sample in the direction of the pump beam. Figures 7-9 demonstrate microphotographs of 
structural changes in YAG and LiF samples. One can observe plane formations of several 
micron thicknesses with a sharp boundary, Figs.7, 9. Most of such objects were concentrated 
near the sample surface at depths < 200 μm. Fig.8 demonstrates cracking at the LiF crystal 
surface. All these figures are illustrative for the energy release in the subsurface layers of 
samples. The optical damage in transparent dielectrics caused by high-power radiation was 
observed and studied for a few decades. The structure changes observed in the ccl 
experiments were compared with literature on the interaction of highly coherent radiation 
with transparent media. It was found that the low-coherent ccl radiation causes structural 
changes of some new kinds, which are not described in literature, for example, flat regions 
with structural changes bordered by a sharp boundary. The effects of nonlinear interaction 
of ccl pump radiation with transparent optical media (stimulated scattering, structural 
changes) were interpreted under the assumption that the SBS of low-coherent ccl radiation 
causes a succession of hypersonic shock waves. The formation of hypersonic shock waves at 
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samples. The optical damage in transparent dielectrics caused by high-power radiation was 
observed and studied for a few decades. The structure changes observed in the ccl 
experiments were compared with literature on the interaction of highly coherent radiation 
with transparent media. It was found that the low-coherent ccl radiation causes structural 
changes of some new kinds, which are not described in literature, for example, flat regions 
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of ccl pump radiation with transparent optical media (stimulated scattering, structural 
changes) were interpreted under the assumption that the SBS of low-coherent ccl radiation 
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elastic nonlinearity at SBS was considered theoretically (Polyakova, 1966, 1968). But those 
results have not been so far supported by SBS experiments using the coherent pumping. 
 
 
 a   b 
Fig. 7. Structure changes in YAG plate in 2 different ccl shots (a, b): left – sample surface, 
right- 7-10 μm under the surface. Wavy lines on the photos are supposed to be caused by the 
hypersonic waves interference inside the sample, connected with the aberration (coma) of 
the focusing lens, L2. Scale ~ 11,8 μm/mark 
 
 
Fig. 8. Cracking at the LiF crystal surface. Scale ~ 11,8 μm/mark 
 
 
 a  b   c 
Fig. 9. Cross-like cracking having an additional plane formation with a sharp boundary 
inside the LiF crystal (a); ellipse-like cracking in the YAG crystal (b); a group of rectangular 
damages in the LiF crystal (c). Scale ~11,8 μm/mark 
Structural changes in samples subjected to ccl pulses allow one to suppose the effect of 
hypersonic shock waves. Actually, a microphotograph of Fig.7a shows a region of the 
medium located at the depth of 7-10 μm under a YAG plate surface, where one can clearly 
see a quasi-periodic structure of stripes “imprinted” into an oval region with a sharp 
boundary. Figure 7b demonstrates another region, where a similar structure with step 10-15 
μm is shown. These structures happened to be visible thanks to the refractive index 
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gradient. However, such structures could not be formed in a medium as a result of the 
interference of low-coherent ccl radiation. At the same time, these structures could be the 
result of interference of intensive hypersonic waves propagating at a small angle to each 
other in the region of SBS of pump radiation. There are some other experimental data, which 
support a hypothesis of origin of intensive hypersonic waves in the medium. For example, a 
sharp boundary outlining structural changes in an YAG crystal, Fig.7 is the evidence of 
matter displacement deep down caused by the motion of dislocations in a surface region 
probably due to the phase transition in the low-lying layers in the region of hypersonic 
waves propagation. Note, that no apparent disturbances of the sample surface were 
observed.  It is seen that some elements at the surface inside the oval region are near the 
same as they are outside: the pre-radiation scratches across the region boundary being 
continued, Fig.7. 
To interpret the phenomena observed (stimulated scattering, structural changes) we 
consider a physical picture of the ccl radiation interaction with the medium, and a possible 
mechanism of the hypersonic waves buildup. The pump radiation spectral width of ≈ 600 Å 
permits one to suppose that a ccl pulse represents a sequence of ultra-short pulses (USP) of 
fs durations distributed chaotically within the 20÷30 ns envelope of the pump pulse. Energy 
of a single USP is estimated as 0.1÷1 μJ. Power density of separate ultra-short spikes could 
exceed 1010 W/сm2. The interaction of ps and fs pulses with optical media was intensively 
studied, see for example (Nelson et al.,1982). The interaction of a single fs pulse (1013W/сm2 
intensity) with transparent dielectrics (quartz, LiF, CaF2, and others) produced generation of 
coherent optical phonons in the THz region leading to Raman scattering of probe pulses 
with ps delay (Gordienko et al., 2010; Merlin, 1997). The hypersonic waves (GHz region) 
were excited in liquids and solid-state media due to SBS on a space grating at the 
interference of two identical laser beams (1010 W/сm2 intensity, ps durations) propagating at 
an angle to each other (Nelson et al., 1982; Robinson et al., 1984). In our conditions samples 
were irradiated by a succession of the chaotically distributed USP with a spectral range, 
which may be characterized by the central wavelength λр and the wave vector kp = 2π/λр.  
The appearance of shock waves at low-coherent pumping and their absence at the coherent 
pumping may be due to different conditions of SBS of pump radiation for those two cases. 
As is known, the SBS of coherent pump is developed on density fluctuations, i.e. hypersonic 
waves of the thermal origin (Ritus, 1982; Starunov & Fabelinsky, 1969). Aside from thermal 
fluctuations, there exist the stationary inhomogeneities in any solid-state medium, such as 
micro-inclusions, lattice inhomogeneities, dislocations. The stationary inhomogeneities may 
be the source of excitation of hypersonic waves and SBS. In fact, the interference of the 
incident and reflected pump radiation near inhomogeneity gives rise to a standing light 
wave with a spatial period λр/2np where np is the refractive index of the medium at λр. The 
standing wave amplitude is determined by the coefficient of the pump radiation reflection 
from an inhomogeneity. The standing wave causes modulation of the refractive index, 
which gives rise to a spatial structure with the period Λ=λр/2np, which is resonant to the 
incident pump radiation and can be considered as the “seed” of the hypersonic wave. This 
structure starts moving due to the absorption of the momentum of light at scattering of 
pump photons. However, the stationary inhomogeneities do not exert influence on the 
development of hypersonic waves at the quasi-continuous coherent pumping, because the 
constant generation of the perturbations near the inhomogeneity is a drawback to the 
development of hypersonic waves and SBS.  
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elastic nonlinearity at SBS was considered theoretically (Polyakova, 1966, 1968). But those 
results have not been so far supported by SBS experiments using the coherent pumping. 
 
 
 a   b 
Fig. 7. Structure changes in YAG plate in 2 different ccl shots (a, b): left – sample surface, 
right- 7-10 μm under the surface. Wavy lines on the photos are supposed to be caused by the 
hypersonic waves interference inside the sample, connected with the aberration (coma) of 
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Fig. 8. Cracking at the LiF crystal surface. Scale ~ 11,8 μm/mark 
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Fig. 9. Cross-like cracking having an additional plane formation with a sharp boundary 
inside the LiF crystal (a); ellipse-like cracking in the YAG crystal (b); a group of rectangular 
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gradient. However, such structures could not be formed in a medium as a result of the 
interference of low-coherent ccl radiation. At the same time, these structures could be the 
result of interference of intensive hypersonic waves propagating at a small angle to each 
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which gives rise to a spatial structure with the period Λ=λр/2np, which is resonant to the 
incident pump radiation and can be considered as the “seed” of the hypersonic wave. This 
structure starts moving due to the absorption of the momentum of light at scattering of 
pump photons. However, the stationary inhomogeneities do not exert influence on the 
development of hypersonic waves at the quasi-continuous coherent pumping, because the 
constant generation of the perturbations near the inhomogeneity is a drawback to the 
development of hypersonic waves and SBS.  
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At the pulsed low-coherence pumping, not only fluctuations but stationary inhomogeneities 
may be the source of SBS and hypersonic waves as well. Let an interaction of a single USP (a 
spike of pump) with the radiation reflected by an inhomogeneity produces a spatial 
structure with the period Λ=λр/2np in a medium at the distance corresponding to the spike 
coherence length (for YAG, np ≈ 1.82, Λ ≈ 0.25 μm). For USP with durations ranging 0.01-0.1 
ps the coherence length makes 5-50 μm. If the spike duration tsр is less than half period of 
the hypersonic wave tsp < T/2 (T = λр/2npvs ≈ 50 ps, vs ≈ 5х105 сm/s -sound velocity in YAG) 
then after the spike end the periodical perturbations should propagate in the direction of 
pump and backward in the form of two travelling hypersonic waves, whose lifetime in the 
solid-state medium is ≥ 10-9 s for the GHz frequencies (Ritus, 1982; Starunov & Fabelinsky, 
1969). In this time interval, the hypersonic waves may fall under influence of many other 
USP pulses, which follow the first spike. The pump radiation affects the hypersonic waves, 
and as a result it is partially scattered with changing frequency due to the Doppler shift both 
to the Stokes and anti-Stokes sides. In the anti-Stokes case an atom moving towards pump is 
decelerated by absorbing momentum from a counter propagating pump photon. That stops 
eventually the counter-propagating hypersonic wave. At Stokes scattering, however, 
momentum from a co-propagating pump photon is transferred to an atom in the direction of 
its motion, supporting the hypersonic wave propagation.  Therefore, only one from the two 
hypersonic waves, i.e. the wave moving along the pump direction is sustained. Herewith 
the scattered light wave at the Stokes frequency ωs propagates towards the pump and 
stimulates emission (at frequency ωs) of the excited atoms, which absorbed a pump photon 
(at frequency ωp). The difference of the photons energy, Δω=ωр-ωs, determines the 
amplification of the hypersonic wave, co-propagating the pump. At the same time this wave 
is extended towards the pump source. In other words, the scattered light wave deflates 
energy from the pump to the co-propagating hypersonic wave and extends it toward the 
pump source by half of the coherence length of the USP. The following next pump spikes 
running over the hypersonic wave should extend it up to the sample input surface. 
Because the spatial structure of the co-propagating hypersonic wave, which is resonant with 
pump, reflects effectively the incident radiation, the maximum photon energy and 
momentum are transferred to atoms in a “leading” edge of this structure facing the pump 
source. The energy is accumulated there as a result of a multiple run of USP pulses on a 
hypersonic wave, which stops near the surface unable to propagate further. Thus, the 
hypersonic wave amplitude rises. This provides jumps of pressure at the wave fronts, which 
make the sound velocity higher at the maxima and the leading fronts steeper. The 
hypersonic wave is transformed into a periodic shock wave due to this growing 
“anharmonicity”. Thus concentration of acoustic energy near the input surface of the sample 
occurs. 
A proposed model of shock waves formation at SBS of low-coherent ccl radiation makes it 
possible to interpret the experimental data on stimulated scattering and structure changes in 
the medium. A directed action of high-energy phonons causes structural changes near the 
sample surface, as shown on microphotographs of Figs.7-9. Release of acoustic energy and 
the rise of tension in a sub-surface layer may be evidenced by cracking of a LiF crystal 
surface, Fig.8. Other evidences may be the flat regions of structural changes, Figs.7, 9. The 
analysis of experimental data on lasing in the Yb-doped samples (see section 4-6) made it 
possible to estimate pressure at the shock wave fronts (tens of GPa). The pressure above 10 
GPa is higher than the pressure of phase transitions in some materials. One may assume that 
Excitation of Periodical Shock Waves in Solid–State Optical Media (Yb:YAG, Glass)  
at SBS of Focused Low–Coherent Pump Radiation: Structure Changes, Features of Lasing 
 
379 
structural changes of YAG crystal with a sharp boundary, Fig.7, 9 are rather due to phase 
transitions in a medium. 
It should be noted that propagation of a hypersonic wave produced at some inhomogeneity 
deep in the medium may be stopped inside the sample by a “barrier” in the form of a 
dislocation, a crack, and the like. The wave would be partially stopped by the barrier. Its 
acoustic energy is released in the sample near the side of the barrier. In the case of acoustic 
energy exceeding the crystal lattice deformation threshold or the phase transition threshold 
there occurs local splitting of medium, shift of the barrier’s wall. In this way one can explain 
the observed structural changes in crystals occurring along cleavage planes, Fig.9. Figure 9a 
demonstrates a typical cross-like cracking of a LiF crystal having an additional plane 
formation with a sharp boundary. Figure 9b shows an ellipse-like splitting in the YAG 
crystal. Sharp boundaries in a region of structural changes may be interpreted as phase 
transition boundaries in the medium. Figure 9c illustrates a group of rectangular damages, 
which seems to be due to the concentration of acoustic energy on defects (dislocation walls) 
inside the sample. The formation of tensions around damages, which seen in the form of 
blurred fringes, Fig.9c, is also the evidence of a considerable release of energy in that region. 
The comparison of mechanisms for hypersonic wave formation at SBS of the coherent and 
incoherent pump may be supplemented by the following considerations. The efficiency of 
the pump energy transfer into the acoustic energy proves to be higher in the case of the low-
coherence pumping. At similar pump energy the light–acoustic wave interaction proceeds 
more effectively when pumping by USP with higher intensities and at small distances (USP 
coherence lengths) as compared with the case of a high-coherence radiation. Rather large 
amplitude of light wave scattered on stationary inhomogeneities (as compared to 
fluctuation scattering) and high intensity of the low-coherence spikes (compared to average 
level of the pump intensity) should make the SBS threshold lower and stimulate formation 
of the intensive hypersonic waves. This explains the appearance of intensive hypersonic 
waves at low-coherence pumping. At the coherent pumping, the hypersonic wave seeded 
by a small-dimensional fluctuation of pressure, needs large distances for its development, 
and cannot “grow” to a shock wave.  Note, that at the low-coherence pumping, the 
hypersonic wave may be caused even by a large-scale inhomogeneity, like a plane back 
surface of a sample. In that case, the produced hypersonic wave has a wide wave front. 
Even in a thin sample (1-2mm) this may cause structural changes of medium (phase 
transitions) comparable with dimensions of the pump spot. 
Sharpening of the hypersonic wave fronts provides the appearance of high-frequency 
harmonics up to the optical phonons excitation. Moreover, as steepness of the shock waves 
increases, the momentum transferred to waves from successive USP pumping increases too, 
thus exciting oscillations of atoms (coherent phonons) with frequencies inversely 
proportional to the USP duration. The USP of the pump being scattered on coherent 
phonons (like probe pulses in works Gordienko et al., 2010; Merlin, 1997) give rise to the 
stimulated Stokes or anti-Stokes scattering. As optical phonons are concentrated on shock-
wave fronts, hence the stimulated scattering is linked to fronts, Fig.10.  Due to a large shift of 
the Stokes wavelength (λs), the SRS may be amplified only at the angle α to the pump: cosα = 
nsλp/npλs, Fig.10. The anti-Stokes SRS is developed in the opposite direction. The respective 
directions and angles of scattering are illustrated in Fig.10.  It should be noted that high-
intensity optical phonons excited at shockwave fronts stir up the molecules at amplitudes 
and frequencies close to the possible limit in the crystal lattice, and hence make easier 
structural changing of the medium, i.e. its phase transition to a more dense state. 
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Fig. 10. Illustration to Stokes (λs) and anti-Stokes (λas) scattering at hypersonic shock wave 
fronts: α – angle between Stokes and pump waves; β, β’ - angles between anti-Stokes and 
pump: nsλp/npλs = cosα; nsλas/nasλs = sinγ = cosθ; θ - α = β’ and β = 90° - (γ – α), β’ = 90° - (γ + α). 
4. Experiments on pumping Yb-doped media by LiF: F2+ ccl 
Experiments on pumping Yb-doped media were performed using a setup of Fig. 3. Samples: 
plane – parallel 2-mm-thick Yb :YAG (20% of Yb) or 3-mm Yb-doped phosphate glass (10% 
of Yb) plates were mounted in a resonator of length L ≈ 20 mm formed by plane mirrors M8 
and M9. Samples were pumped by pulses of focused ccl radiation through mirror M8 with 
the reflectance ≈100% at ≈1 μm transmitting 80%-90% of pump radiation. The pump beam 
propagated close to the normal to the resonator mirrors. The reflectance of mirror M9 at ≈ 1 
μm was 30% (for Yb: YAG) or 70% (for Yb: glass). The energy, spectrum, shape of Yb-laser 
pulses were registered by calorimeters, photodiodes, and STE-1 spectrograph. Experiments 
were performed at room temperature in the single-shot regime. In most experiments 
samples in the resonator were exposed to the ccl radiation of energy 60 - 70 mJ. The focused 
ccl beam produced the radiation intensity distribution I (r) (r-radius of the excited region) in 
the subsurface layers of samples with the maximum at the pump beam axis. The minimal 
size 2r of the focal spot on the sample surface was ≈ 250 μm. The ccl intensity was varied 
within 0.5 - 5 GW cm-2 by moving the lens. Lasing in a Yb :YAG crystal was observed at 
pump intensities exceeding 0.5 GW cm-2, Yb laser energy did not exceed 0.5 mJ. Figures 11 
and 12 show Yb-lasing oscillograms recorded for one shot. The first of a series of laser pulses 
appeared during the pump pulse, while the next pulses appeared after the end of the pump 
and were delayed by tens and hundreds of ns, up to 1.2 microsecond (μs). Spectra were 
recorded by STE-1 on an IR film or on the image converter. The optical scheme of the STE-1 
imaged (1:1) the vertical slit of ≈100μm width on the film. At uniform illumination of the slit 
by the monochromatic radiation of a spectral lamp the film registered separate narrow 
vertical lines, Fig.4b. In case of Yb-lasing we observed much more complex spectra, Figs 11-
14. The lasing spectra were recorded within an angle of ≈10-2 rad, which was determined by 
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the slit height and a distance (≈1m) from the sample. Laser radiation going along the 
resonator axis was directed to the lower part of the slit. No focusing of radiation on the slit 
was performed. Figs 11, 12 demonstrate lines in the region of Yb transitions in YAG at 1.03 
and 1.05 μm. At low pump intensities line lasing appeared first at ≈1.05 μm. As the pump 
intensity was increased, line lasing was observed simultaneously at 1.03 and 1.05 μm (Fig. 
11), and at the maximum pump it was observed at 1.03 μm, Fig.12. Fig.11 demonstrates a 
noticeable inclination of the spectral line at 1.03 μm from the vertical direction. This means 
that the lasing wavelength in this line was varied along the slit height. Structure of small-
scale (50-200μm) spots was observed in 1.05 μm line, Fig.11. Along with narrowband lasing, 
broadband unstructured lasing was observed virtually in each pulse. Spectral bands up to 
20 nm width were extended to the blue (up to 1.0 μm) and red (up to 1.06 μm) parts of the 
spectrum far beyond the regions near 1.03 and 1.05 μm in which Yb :YAG lasing is usually 
observed. As pump was increased, the broadband spectra were shifted to the blue  
(Fig. 12).  
 
 
Fig. 11. Oscillograms of pump (1) and Yb:YAG laser (2) pulses, and the lasing spectrum in 
the 1.03 – 1.06-μm region 
 
 
Fig. 12. Oscillograms of pump (1) and Yb:YAG  laser (2) pulses and lasing spectra in 1.03 – 
1.06-μm region for 3 ccl pulses with energies 100, 125, and 150 mJ (from left to right) 
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Fig. 13. Lasing spectra of Yb: glass in the 1.00 – 1.05-μm region 
Lasing in the Yb: glass (Figs 13,14) appeared at pump intensities 4-5 GW cm-2 and was 
accompanied, as a rule, by the local damage of samples. The lasing energy did not exceed  
0.1 mJ. The oscillograms of the glass lasing (similar to the Yb :YAG lasing) exhibit several ns 
pulses delayed with respect to the pump, Fig.14. The spectrograms demonstrate line (in 
1.02-1.05 μm region) and broadband (1.00-1.06 μm) lasing spectra. Structures of small-scale 
spots are clearly visible in Yb:glass line spectra, Fig.14. The total spectrum of two broad 
bands of the Yb:glass emission exceeded 50 nm, Fig. 13. The width of stripes of broadband 
lasing in vertical direction was about 1mm, Fig.13. The line and broadband lasing spectra 
both in glass and Yb:YAG were recorded from the slit parts located at different heights, Figs 
11-14. Note, that spectra of Yb lasing were recorded when the slit was in the far-field 
diffraction zone with respect to the position of the radiation source. So, the observed narrow 
stripes and small spots of generation, Figs 11-14, indicated a high directivity of radiation. 
The angular divergence of radiation, estimated from the size of spots on the slit, did not 
exceed usually 10-3-10-4 rad. At the same time, the angular divergence caused by diffraction 
from the lasing region with r ≈100 μm should be ≈10-2 rad. Thus, the angular directivity of 
Yb-lasing could exceed the diffraction limit by one- two orders of magnitude, i.e. the 
generation should occur in highly directed beams of small transverse size.  
At pump intensities from 0.5 to 5 GWcm-2 used in our experiments, we observed intense 
pulses of scattered ccl radiation in Yb-doped crystal and glass samples similar to 
observations of scattering (SBS and SRS) in non-doped samples described in the part 3. 
Consider the features of the inversion distribution in the Yb-doped medium upon SBS of 
pump radiation. The dynamic grating of hypersonic waves produced in samples near the 
surface played the role of an additional external mirror for the ccl and efficiently reflected 
incident radiation, preventing its propagation inside a crystal or glass sample. The 
penetration depth of hypersonic waves into the medium is l ≈ 1/η, (η = 102- 103 cm-1 is the 
hypersonic waves attenuation coefficient) (Ritus, 1982; Starunov & Fabelinsky, 1969). Thus, 
the excitation region of SBS (and SRS) in the medium was a surface layer of thickness l < 100 
μm. The heat release caused by the dissipation of energy of hypersonic waves and optical 
phonons excited in the medium upon SRS of ccl radiation occurred in this layer. Inversion 
was also mainly produced in this thin layer. The maximum energy density stored in Yb 
:YAG containing 20% of Yb (N0 = 2.9 x1021 cm-3) upon excitation of all Yb3+. ions to the 2F5/2 
metastable level was estimated as ≈500 J cm-3. Even for such an extremely large energy in 
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the volume of an Yb :YAG crystal cylinder of diameter 250 μm and length 100 μm, the 
energy stored in inversion does not exceed, according to estimates, 2.5 mJ, which 
corresponds to the low level of Yb-lasing energy in experiments. A part of the pump 
energy was absorbed by Yb ions beyond the region of SBS excitation, and the other part 
escaped from the sample. So, the population of Yb ions on the metastable level decreased 
over the sample length along the pump beam. Only a small fraction (estimated as 10%) of 
the ccl output energy incident on samples was spent to excite ytterbium. A grater part (up 
to 70%) of the ccl energy was transformed to stimulated scattering due to nonlinear 
interaction with the medium and was spent to form intense hypersonic waves and optical 
phonons accompanied by heat release in the medium. The thermal energy required for 
heating and melting of the above-mentioned Yb :YAG crystal cylinder was estimated as 30 
mJ. At the same time, the thermal energy in the medium during the formation of 
inversion and generation and due to stimulated scattering did not exceed, according to 
estimates, 10 mJ, i.e. it was insufficient for melting of the material. This suggests that 
structural changes in the surface layer of samples (Fig.7-9) could be produced by intense 
hypersonic waves appearing during the SBS of pump radiation. Thus, the Yb-doped 
medium during the SBS of pump proved to be divided into a layer of thickness ≈100 μm 




Fig. 14. Oscillograms of Yb: glass laser pulses and spectra in the 1.00 – 1.04-μm region 
Figures 11-14 demonstrate the integrated (per pulse) temporal pictures and broadband and 
narrowband lasing spectra of ytterbium. These two types of emission correspond to 
different Yb-laser pulses appearing at different stages of the development of lasing. We can 
distinguish two such stages: the first one is the development of Yb-lasing during irradiation 
of a sample by the pump pulse, and the second one is Yb-lasing after the end of the pump 
pulse. At the first stage of duration t1 = 20–30 ns, during the action of a ccl pulse onto the 
sample the generation could occur without a resonator, just due to the feedback at the 
dynamic hypersonic wave grating. The broadband unstructured spectra correspond to this 
stage. At the second stage of duration t2 up to 1.2 μs there was generation in the Yb laser 
resonator which was characterized by line spectra, Figs. 11-14. 
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5. Features of Yb- lasing: broadband spectra, data interpretation  
We attribute broadband lasing in the crystal and glass to Yb-laser pulses appearing at the 
first stage. Consider the conditions of inversion formation and lasing at the first stage by 
using a model assuming the appearance of shock hypersonic waves in the medium during 
the SBS of pump radiation. Excitation of Yb ions to the 2F5/2 metastable level and formation  
of hypersonic wave grating (Fig. 15) occurred simultaneously in a thin layer of the medium. 
The grating period Λ is related to the pump wavelength λp and the refractive index of the 
medium np by the expression Λ= λp/(2np) (Ritus, 1982; Starunov & Fabelinsky, 1969). By 
assuming that λp ≈ 0.92 μm, we obtain for YAG Λ ≈ 0.25 μm. The period of the hypersonic 
wave is T=λp/(2npvs ), where vs is the sound speed. For the glass, we have T ≈ 70 ps, and for 
the YAG crystal, T ≈ 50 ps. Intensive hypersonic waves strongly affected the spatial 
distribution of inversion. Indeed, conditions were produced for excitation of high-frequency 
vibrations of the medium (optical phonons) and SRS on the fronts of shock waves. The 
scattering parameters show that a broad phonon spectrum was excited upon SRS, including 
phonons with energies ≈1000 cm-1 near the high-frequency boundary of the phonon 
spectrum in the medium (Gorelik, 2007). The energy of such phonons is sufficient for the 
population of the Stark components of the 2F7/2 level lying above the ground level of Yb 
(Fig.1). The redistribution of the population of Stark levels occurs during several ps. Due to 
the phonon population on the fronts of shock waves, the inversion for transitions from the 
2F5/2 level to the Stark components of the 2F7/2 level was decreased, preventing the 
development of lasing. At the same time, due to the rapid decrease of pressure and dynamic  
cooling of the medium, which occurred behind the fronts of shock waves (Fig. 15), the 
population of the Stark components of the 2F7/2 level was rapidly depleted, resulting in the 
inversion jump. As a result, a structure of thin (<0.3 μm) periodical layers with the high 
inversion was established in the medium for a short time (tinv < T). During the propagation 
of a hypersonic wave, the inversion regions were displaced. After the time T, the same 
inversion distribution over layers again reestablished. Thus, upon the SBS and SRS of pump 
radiation, amplification could appear at transitions between the 2F5/2 level and Stark 
components of the lower 2F7/2 level, including transitions in the short-wavelength region (< 
1.03 μm), which are not observed usually in Yb- lasers.  
 
 
Fig. 15. Illustration to conditions for inversion formation and stimulated emission in the 
region of shock hypersonic waves in the active medium. The dependence of the pressure 
profile P in the hypersonic wave on the coordinate x along the pump direction is shown. The 
dashed straight line indicates the pressure at which inversion is produced. The possible 
relations between the pump, λp and laser, λg wavelengths satisfying condition (1) are given 
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The formation of inversion in the region of propagation of hypersonic waves produces the 
conditions for generation of short radiation pulses in the medium. Indeed, a distributed 
feedback (DFB) laser (Kogelnik & Shank, 1971) appeared in fact in our experiments in the 
hypersonic wave grating region. Such a laser operates without an external resonator and can 
emit ps pulses (Bor & Muller, 1986; Katarkevich et al, 1996; Kogelnik & Shank, 1971). Unlike 
dye DFB lasers based on a photo-induced sinusoidal grating in the medium, the high-
contrast DFB structure was formed under our conditions due to modulation of the medium 
parameters (refractive index, inversion) during the propagation of a sequence of intense 
hypersonic waves. The possibility of creating a DFB laser on a hypersonic wave grating was 
discussed already in pioneering paper (Kogelnik & Shank, 1971). The length of the DFB 
structure in the region of SBS is ≈ 100 μm; in this case, the travel time t´ of a photon in the 
structure is much shorter than the round-trip transit time τ in the Yb- laser resonator (τ = 
2L/c ≈ 100 ps). The possibility of lasing using the hypersonic wave grating without the 
resonator was confirmed by experiments. Lasing during the ccl pump pulse was observed 
both in samples mounted inside the resonator and in samples without the resonator, in 
particular, in samples mounted at an angle to the pump beam axis. The generation of ps 
pulses in dye DFB lasers on a stationary grating pumped by ns pulses occurs due to self-Q-
switching mechanism: `blowing away' of the gain grating by the structure emission itself 
(Bor & Muller, 1986; Katarkevich et al, 1996). Unlike this, upon the SBS of ccl pump 
radiation, a DFB structure moving in the medium appears with period Λ which can depend 
on the pump intensity (pressure in the medium). Under these conditions, the Q-switching in 
the DFB structure can be determined, apart from the mechanism considered above, by the 
rapid movement of the grating in the medium and by variations in its parameters as well. 
Pulses of ps duration, t < tinv should be generated in our experiments successively in these 
periodic inversion layers during their movement. Besides, the change in Λ should lead to 
scanning of the lasing spectral band over the gain profile in the medium. The temporal 
picture of Yb- lasing at the first stage (during pump) was not investigated in detail due to 
the lack of recording equipment with a proper time resolution. The shape and duration of 
Yb-laser pulses were determined by the resolution of the oscilloscope (1- 4 ns).  
By considering the conditions for appearing of stimulated emission in the moving layer 
structure, we can interpret features of broadband lasing spectra of the glass and Yb :YAG 
crystal (Figs 11-14). The Yb emission appears at wavelengths λg > λp. This emission is 
amplified along the normal to the layer structure when the path difference between the 
layers involved in lasing is equal to the quantity multiple of λg. This synchronism condition 








=      (1) 
Here, ng is the refractive index of the medium for λg; and k and m are integers. It is important 
that the refractive index depends on pressure P in the medium: ng, np ~ P. Pressure depends 
on the intensity of hypersonic waves and the heat release in the medium upon pumping. 
The maxima of the spatial structure of the laser field are located in regions with a decreased 
density, behind the fronts of shock waves, Fig. 15. Here ng can take values lower than the 
refractive index n0 at the normal pressure. At the same time, the refractive index np on the 
fronts of shock waves can be larger than at the normal pressure. Under these conditions for 
ng < np, relation (1) is fulfilled for k = 1 for small values of m (m > 2, m = 3, 4..., see, Fig. 15). It 
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follows from the relation Λ = λp/(2np) that, as the intensity of hypersonic waves and heat 
release increase (with increasing P and np) at the fixed λp, the period Λ of the grating 
decreases. This in turn leads to the blue shift of λg. Correspondingly, as P is decreased, the 
wavelength λg should shift to the red. Experiments confirm these conclusions. The shift of 
broadband spectra with changing the pump intensity is illustrated in Fig. 12. One can see 
that the spectrum of Yb:YAG shifts to the blue by 10 nm with increasing the ccl pulse energy 
from 100 to 150 mJ. Note that the shift of the emission region of DFB lasers with changing of 
the pressure was observed in dye lasers (Bor & Muller, 1986). 
The inhomogeneous distribution of the pump with the maximum at the beam axis gave rise 
to the transverse gradient of pressure P(r) in the region of propagation of hypersonic waves. 
Because of this gradient, for regions with different pump intensities (at the beam axis and its 
periphery) relation (1) is fulfilled for different values of m. These values can correspond to 
the regions of the broadband spectrum shifted in the wavelength scale and over the slit 
height, Figs 11-14. In the axial region with the maximum pressure (r ≈ 0, the lower part of 
spectrograms), lasing was developed in the short-wavelength part of the spectrum. The 
spectra in regions with the lower pump (r > 0) are shifted to the red (Figs 11-14). 
The regions of the broadband spectrum should be located on the wavelength scale in 
accordance with possible transitions in Yb: glass and Yb:YAG. According to the energy level 
diagram presented in Fig. 1, the emission of Yb:YAG in the spectral region under study (Figs 
11, 12) can be determined by transitions between the two lower components of the 
metastable 2F5/2 level with energies 10327 and 10624 cm-1 and three components of the 2F7/2 
level with energies 565, 612, and 785 cm-1. In each spectral region, lasing in the DFB 
structure was built up in the active medium within the part of the gain line corresponding to 
the Yb transition which was resonant for the particular period of hypersonic waves. Thus, a 
large width of lasing spectra of Yb-doped materials (Figs 11 - 14) could be caused not only 
by the generation of short pulses in the DFB structure upon emission of thin layers of the 
active medium but, as explained above, by the shifts of  λg with changing the pump intensity 
as well. This is a picture of lasing in Yb-doped media in the region of the propagation of 
longitudinal hypersonic waves at SBS of pump radiation. Thus, the data on Yb broadband 
lasing confirm the concept of intense (shock) hypersonic wave formation at powerful low-
coherent pumping of the optical media.  
The interpretation of data on the “sub-diffraction” angular divergence of Yb:YAG and 
Yb:glass generation had required the introduction of a new concept for the photon, which 
means its existence not in the form of a “traveling” wave, but  with fixed positions of 
maxima, minima, and nodes along the photon propagation direction (Bykovsky, 2006; 
Bykovsky & Senatsky, 2008a,b, 2010). It was assumed that the photon is a combination of the 
two pinpoint dipoles, which move jointly with light velocity and rotate with frequency ω in 
the opposite directions.  The phase of the photon and its field are connected with the phase 
of this rotation (Bykovsky, 2006). Such an approach helps to describe the effects observed. 
The field produced by the photon motion along the coordinate x is described by the 
function: 0 0sin( )E E kx ϕ= − , where k 2π λ= , and  λ  is the distance, at which the photon 
changes its  phase by 2π;  E0 –the field amplitude, φ0 - the initial phase. The new concept 
does not contradict to the properties of the well-known electromagnetic “traveling” wave: 
the traveling wave may be “constructed” from separate photons following each other along 
the same direction and having a continuous relative phase shift from 0 to 2π. If we assume 
that the excited atoms in a medium irradiate photons along the same direction and with the 
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initial phases +π/2 or -π/2 only, and that emitted photons are correlated by the relation 
Δх=сΔt, where Δх is the distance between the neighbor photons and Δt - the interval between 
the moments of their emission, then such a combination of photons should form a traveling 
wave. This assumption follows from an equation describing a field of a neighbor photon 
irradiated from a point distanced by Δх: 0 0sin[ ( ) ]E E k x x ϕ= ± Δ ± . Taking into account that 
k x kc t tωΔ = Δ = Δ  we obtain: 0 0sin( )E E kx tω ϕ= ± Δ ±  - the traveling wave relation. The 
traveling wave amplitude increases in proportion to the number of equal-phase photons. To 
provide the traveling wave formation it is necessary that the size of a homogeneous region 
with inversion, from which a large number of photons is spontaneously irradiated into 4π, 
exceeded the wavelength λ. Organization of photons in the form of the traveling wave makes 
it possible to deplete inversion with maximum efficiency, as it is taken off continuously from 
all points on the path of the wave propagating in the active medium. If the inversion is non-
homogeneous and structured with the period λ/2, such a medium will emit photon in trains, 
whose maxima should spatially coincide with the inversion maxima. Photons having phases 
differing by 2πn form a photon train described by the function: 0 0sin( 2 )nE E kx nπ ϕ= ± ± . That 
should not be a traveling wave. `The instant photograph' of the filed distribution in a photon 
train should represent the contrast periodic structure of antinodes and nodes and can 
noticeably differ from `the instant photograph' of a traveling sinusoidal wave.  However, the 
summary field produced by many photon trains, which are correlated by the relation Δх=сΔt, 
becomes “traveling”. This “traveling” is like the Christmas-tree garland, whose running lights 
are due to the time shift of neighboring lamps burning moments. 
Because the field produced by the photon is described by a harmonic function, the field 
superposition of the photon trains propagating at different angles and with different phases 
gives rise to the wave effects: interference and diffraction. The diffraction is connected with 
spatial confinement of the light wave front and caused by the interference of photons with 
different phases contained in the aperture of a beam.  The intensity peaks are formed in the 
directions defined by the beam wave front profile, dimension and shape of a confined 
region, and the light wavelength. By the angular width of these peaks one may judge about the 
light beam divergence. The diffraction divergence of the traveling wave arises because the 
traveling wave restricted by an aperture contains within this aperture at the length of one 
spatial period the photons with different phases ranging from 0 to 2π. In general the phase 
dispersion of photons distributed in the interval ∆x along the beam direction can be estimated 
as ∆φ = 2π∆x/λ. When the beam is limited by an aperture of diameter d, the direction to the first 
minimum of the far-field intensity distribution (half the angle α of the diffraction divergence) 
can be written in the form  ~ λ∆φ/(2πd). In the case of a traveling plane monochromatic wave, 
the phase dispersion ∆φ in the beam can achieve ±π. This gives the known estimation  ~ λ/d of 
the divergence angle for a beam limited by an aperture of diameter d.  If the phase dispersion 
of photons is decreased, the diffraction divergence angle  decreases proportionally to ∆φ. The 
group of such phased photons will form a beam with the sharp angular radiation pattern, 
which was observed in our experiments. Formation of beams with sub diffraction divergence 
occurs, apparently, in experiments on super-resolution microscopy, when the size of the 
fluorescent or light scattering object along the direction of beam does not exceed the light 
wavelength (Galbraith, C.& Galbraith, J., 2011; Tychinskii, V., 2008). 
Unlike a usual laser with the extended active medium in the resonator, in our experiments 
radiation was formed in a structure consisting of thin inversion layers. The regions with 
reduced pressure behind the front of shock waves, shown in Fig. 15, represent as if the 
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follows from the relation Λ = λp/(2np) that, as the intensity of hypersonic waves and heat 
release increase (with increasing P and np) at the fixed λp, the period Λ of the grating 
decreases. This in turn leads to the blue shift of λg. Correspondingly, as P is decreased, the 
wavelength λg should shift to the red. Experiments confirm these conclusions. The shift of 
broadband spectra with changing the pump intensity is illustrated in Fig. 12. One can see 
that the spectrum of Yb:YAG shifts to the blue by 10 nm with increasing the ccl pulse energy 
from 100 to 150 mJ. Note that the shift of the emission region of DFB lasers with changing of 
the pressure was observed in dye lasers (Bor & Muller, 1986). 
The inhomogeneous distribution of the pump with the maximum at the beam axis gave rise 
to the transverse gradient of pressure P(r) in the region of propagation of hypersonic waves. 
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spectra in regions with the lower pump (r > 0) are shifted to the red (Figs 11-14). 
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diagram presented in Fig. 1, the emission of Yb:YAG in the spectral region under study (Figs 
11, 12) can be determined by transitions between the two lower components of the 
metastable 2F5/2 level with energies 10327 and 10624 cm-1 and three components of the 2F7/2 
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as well. This is a picture of lasing in Yb-doped media in the region of the propagation of 
longitudinal hypersonic waves at SBS of pump radiation. Thus, the data on Yb broadband 
lasing confirm the concept of intense (shock) hypersonic wave formation at powerful low-
coherent pumping of the optical media.  
The interpretation of data on the “sub-diffraction” angular divergence of Yb:YAG and 
Yb:glass generation had required the introduction of a new concept for the photon, which 
means its existence not in the form of a “traveling” wave, but  with fixed positions of 
maxima, minima, and nodes along the photon propagation direction (Bykovsky, 2006; 
Bykovsky & Senatsky, 2008a,b, 2010). It was assumed that the photon is a combination of the 
two pinpoint dipoles, which move jointly with light velocity and rotate with frequency ω in 
the opposite directions.  The phase of the photon and its field are connected with the phase 
of this rotation (Bykovsky, 2006). Such an approach helps to describe the effects observed. 
The field produced by the photon motion along the coordinate x is described by the 
function: 0 0sin( )E E kx ϕ= − , where k 2π λ= , and  λ  is the distance, at which the photon 
changes its  phase by 2π;  E0 –the field amplitude, φ0 - the initial phase. The new concept 
does not contradict to the properties of the well-known electromagnetic “traveling” wave: 
the traveling wave may be “constructed” from separate photons following each other along 
the same direction and having a continuous relative phase shift from 0 to 2π. If we assume 
that the excited atoms in a medium irradiate photons along the same direction and with the 
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initial phases +π/2 or -π/2 only, and that emitted photons are correlated by the relation 
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occurs, apparently, in experiments on super-resolution microscopy, when the size of the 
fluorescent or light scattering object along the direction of beam does not exceed the light 
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radiation was formed in a structure consisting of thin inversion layers. The regions with 
reduced pressure behind the front of shock waves, shown in Fig. 15, represent as if the 
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`instant photograph' of the spatial arrangement of such a structure. The photons with the 
wavelength resonant with the structure, λg/ng = mΛ, will occupy different spatial positions in 
the `photograph' with respect to the layers of thickness linv « λg/ng. And only a small part of 
the total number of photons in the `resonator' of our DFB laser will coincide in position and 
phase with the inversion maxima in the medium and, therefore, will be amplified efficiently 
during the lifetime tinv < T of the layers of the given spatial configuration, forming a beam on 
the basis of photon trains. During the movement of the inversion layers structure (following 
the movement of the hypersonic wave), new groups of phased photons will be formed, and 
their frequency will shift with changing the structure parameters. In such a way the model 
considered above explains the appearance of the sharp angular radiation pattern of the 
broadband lasing of ytterbium in the crystal and glass. In the case of a `thick' sinusoidal 
grating, photons occupying different positions in space (which is equivalent to the large 
phase dispersion within the photon train) are amplified. This leads to the increase in the 
radiation divergence. Thus, when a periodic spatial grating of thin inversion layers is 
produced in the active medium, the high-directional stimulated radiation of an ensemble of 
excited atoms can be observed in the optical range.  
6. Features of ytterbium lasing: line spectra, data interpretation 
Line spectra observed in the crystal and glass relate to the second stage of Yb-lasing. The 
second stage is the Yb-lasing in the resonator after the end of pump due to inversion 
remained in the medium. Of special interest the details of Yb spectra are. Twisted, inclined 
and structured lines in spectra were observed in the region 1.03–1.05 μm, Figs.11-14,16. 
Figures 11, 13, 14 showed an inclination of some lines to the short-wavelength side of the 
spectrum in respect to the vertical position of the slit. Nearly all line spectra showed quasi-
periodic structures of small-scale (50–200 μm) spots (Figs. 11, 14, 16). Twisted lines 
consisting of separate spots are shown at Fig.16. This picture indicates a wave-like change in 
the generation wavelength in separate lasing spots along the height of the slit. 
 
 
Fig. 16. Twisted lines with multiple spots of Yb:glass generation at several transitions near 
1.04 μm; time delay from the pump pulse ≈ 50 ns 
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Consider the conditions for the development of lasing in a resonator at the end of pump, 
under disappearance of longitudinal hypersonic waves and relaxation of the excitation 
region in the active medium. Lasing developed in the resonator in the presence of the region 
of strong optical inhomogeneity near the active element surface- a thin layer with the 
inhomogeneous inversion distribution and gradient of the refractive index, n produced by 
pressure, temperature, and density gradients. To the rest part of the sample the pump 
penetrated weakly. The refractive index profile was formed during the action of the pump 
on a medium and it also changed after the end of pump during the relaxation of the excited 
region. This profile affected the development of Yb-lasing. An experimental study of a non-
stationary refractive index profile (so-called “transient lens”) arising under short laser pulse 
interaction with a medium is a rather complicated task. Here we discuss in a qualitative 
form processes that affected formation of the index profile, n(r) assuming that pumping was 
symmetrical over the azimuth angle. Consider again a part of the medium in the form of a 
cylinder of 250 μm diameter and 100 μm length, which fits the size and configuration of the 
focal region at tight ccl focusing. The heat load occurred in such a cylinder during inversion 
formation, Yb-lasing, and mainly, due to pump radiation scattering. The heat load was 
estimated to be <10 mJ, which allows for the average thermal energy density in the cylinder, 
< 2 × 103 J/cm3. Estimations for the average pressure, Pav and temperature, Tav just after the 
end of pump give Pav ≈ 1 GPa and Tav ≈103 K. In actuality, due to the bell-shaped profile of 
the pump beam, P(r) and T(r) profiles with maxima exceeding averaged values arose in the 
medium. The maximum pressure near the axis of the excitation region at the moment near 
the end of pump pulse may be estimated by using the value Ppt, at which a phase transition 
occurs. Structure modifications similar to phase transitions had been observed in Yb:YAG 
and Yb:glass samples near the axis, where hypersonic waves of maximum intensity 
propagated (section 3). We use data for glass Ppt ≈ 10 GPa, δn/δP =-0.13 × 10–5 bar–1, and 
δn/δT = –6 × 10–6 K–1 (Alcock & Emmony, 2002; Koechner, 2006; Mak et al., 1990). At P(0) ≈ 
Ppt the drop of n(r) along r from axis to periphery of the cylinder due to the drop in pressure 
in the medium is Δn(Ppt) = δn/δP ×Ppt = 0.13. Changes of Δn due to temperature gradients 
are significantly less. For example, at ΔT = 103 K, Δn(T) = δn/δT × T = –6 × 10–3. For YAG 
δn/δT ≈ 8 ×10–6 K–1 (Koechner, 2006; Mak et al., 1990) and Δn(T) ≈ 8 × 10–3 .Thus, the main 
contribution to the n(r) profile was made just by pressure. The n(r) profile defines a sign, 
optical power and aberrations of a “transient” lens in the medium. Optical power of the lens 
after the end of pump can be estimated at the assumption that the index had been changed 
by Δn ≈ 0.1 at Δr ≈ 150 μm. That gradient corresponds to appearance in the medium of a 
positive lens with diameter 2r ≈ 300 μm and f ≈ 1cm. A simplified scheme for the case of 
lasing in the resonator with a “transient” lens is given in Fig. 17.  
The evolution of profiles P(r) and n(r) after pumping was determined by unloading of the 
high-pressure region in the focal volume. A problem of unloading of a small cylindrical or 
spherical region in a solid-state optical medium, where the energy had been stored after ns 
laser pulse irradiation, had been considered in several studies (Bullough & Gilman, 1966; 
Conners & Thompson, 1966; Sharma & Rieckhoff, 1970). A typical process of relaxation is 
the propagation of an elastic dilatational wave across the medium. The time of traveling, ttr 
of an elastic wave with the sound velocity across the excitation region can be evaluated by ttr 
=r/vs . For the glass, at rp = 250 μm and vs = 4.5 ×105 cm/s, ttr ≈ 50 ns. The propagation of the 
dilatational wave along radial direction outward the center of the pumped region had led to 
the pressure profile deformation. With the drop of pressure at the axis, the gradient dn/dr 
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`instant photograph' of the spatial arrangement of such a structure. The photons with the 
wavelength resonant with the structure, λg/ng = mΛ, will occupy different spatial positions in 
the `photograph' with respect to the layers of thickness linv « λg/ng. And only a small part of 
the total number of photons in the `resonator' of our DFB laser will coincide in position and 
phase with the inversion maxima in the medium and, therefore, will be amplified efficiently 
during the lifetime tinv < T of the layers of the given spatial configuration, forming a beam on 
the basis of photon trains. During the movement of the inversion layers structure (following 
the movement of the hypersonic wave), new groups of phased photons will be formed, and 
their frequency will shift with changing the structure parameters. In such a way the model 
considered above explains the appearance of the sharp angular radiation pattern of the 
broadband lasing of ytterbium in the crystal and glass. In the case of a `thick' sinusoidal 
grating, photons occupying different positions in space (which is equivalent to the large 
phase dispersion within the photon train) are amplified. This leads to the increase in the 
radiation divergence. Thus, when a periodic spatial grating of thin inversion layers is 
produced in the active medium, the high-directional stimulated radiation of an ensemble of 
excited atoms can be observed in the optical range.  
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Figures 11, 13, 14 showed an inclination of some lines to the short-wavelength side of the 
spectrum in respect to the vertical position of the slit. Nearly all line spectra showed quasi-
periodic structures of small-scale (50–200 μm) spots (Figs. 11, 14, 16). Twisted lines 
consisting of separate spots are shown at Fig.16. This picture indicates a wave-like change in 
the generation wavelength in separate lasing spots along the height of the slit. 
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Consider the conditions for the development of lasing in a resonator at the end of pump, 
under disappearance of longitudinal hypersonic waves and relaxation of the excitation 
region in the active medium. Lasing developed in the resonator in the presence of the region 
of strong optical inhomogeneity near the active element surface- a thin layer with the 
inhomogeneous inversion distribution and gradient of the refractive index, n produced by 
pressure, temperature, and density gradients. To the rest part of the sample the pump 
penetrated weakly. The refractive index profile was formed during the action of the pump 
on a medium and it also changed after the end of pump during the relaxation of the excited 
region. This profile affected the development of Yb-lasing. An experimental study of a non-
stationary refractive index profile (so-called “transient lens”) arising under short laser pulse 
interaction with a medium is a rather complicated task. Here we discuss in a qualitative 
form processes that affected formation of the index profile, n(r) assuming that pumping was 
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by Δn ≈ 0.1 at Δr ≈ 150 μm. That gradient corresponds to appearance in the medium of a 
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high-pressure region in the focal volume. A problem of unloading of a small cylindrical or 
spherical region in a solid-state optical medium, where the energy had been stored after ns 
laser pulse irradiation, had been considered in several studies (Bullough & Gilman, 1966; 
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the propagation of an elastic dilatational wave across the medium. The time of traveling, ttr 
of an elastic wave with the sound velocity across the excitation region can be evaluated by ttr 
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dilatational wave along radial direction outward the center of the pumped region had led to 
the pressure profile deformation. With the drop of pressure at the axis, the gradient dn/dr 
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decreased accordingly. So, in the course of relaxation there occurred smoothing of profiles 
P(r) and n(r). It should be noted that profile n(r) could include a small-scale modulation as 
well (imitated at Fig.17). The sources for such modulation might be pressure and density 
perturbations that had been arising in a medium at propagation of hypersonic waves during 
and after pumping. Note, that typical time of thermal relaxation of the medium in a 
cylindrical region with radius rp is τ = rp 2/4μ » ttr. Here rp is the radius of the pumped region 
and μ is the coefficient of the temperature diffusivity. For Yb:YAG at rp = 250 μm, μ = 0.046 
cm2s–1 (Koechner, 2006 ), τ ≈ 3 ms. Hence, the time of thermal relaxation of medium is 
several orders higher than dynamic unloading. That is, roughly, a picture of formation and 
evolution of the refractive index profile in the medium in the region of ccl focusing defined 
by a non-uniform heat load and dynamics of the pressure profile during pumping and 
under the medium relaxation. So, a sequence of acoustic waves diverging in radial direction 
outward the focal region should affect the build-up of Yb-lasing in the resonator. 
 
 
Fig. 17. Scheme of the experiment on excitation of Yb-doped medium in the resonator by 
focused ccl radiation: 1 - active element; 2, 3 - mirrors; 4 - spectrograph STE-1 located at 
distance S≈1m from the resonator; 5 - a picture imitating spectra registered; δ –angle 
between a generation trajectory and resonator axis. The dimensions of the resonator with 
active element are exaggerated relative to the scale of the scheme. Profiles of pump beam 
intensity, I(r) and pressure in the medium, P(r) are out of scale as well 
The interpretation of data on the Yb-lasing in the resonator has required also the 
introduction of a new concept for the photon electromagnetic field distribution in space, 
considered in section 5. This new approach allows the existence of light beams of an 
aperture d ≈ λ and with a “sub-diffraction” angle of divergence. Within the framework of 
this new concept the picture of Yb lasing in the resonator looks as follows. The location of 
line spectra in the upper part of the slit evidences that Yb radiation emergent from the 
resonator was deflected from the axis, i.e., off-axis oscillations were built up in the resonator. 
For the arrangement of mirrors and active element given in our experiment off-axis lasing 
could be developed over trajectories with reflections at angles δ1, δ2 … at the mirror (3), Fig. 
17. Such trajectories located at distances rpt < r < rp from the axis, should contain curvilinear 
segments in the area of the optical inhomogeneity. We suppose that beams with aperture of 
several λ (small generation channels) constituted lasing along these off-axis trajectories. At 
the high value of dn/dr and the very high level of inversion, in each of the channels the 
selection of emitted photons (in accordance with their phases) took place in such a way that 
only a group of photons being approximately in the same phase φ0 overcame the generation 
threshold. The photons different by phase from φ0 were scattered due to diffraction and left 
the channel aperture. In the given channel with a coordinate r a group of photons of the 
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same phase made several round trips in the resonator during the time t', and a beam of the 
high directivity with the generation wavelength λg corresponding to one of the longitudinal 
modes was formed. So, generation in different channels over the pumped area developed at 
their own frequencies, and this radiation, reaching the slit at different points gave us an 
integrated picture of lasing beams and the spectrum in the form of  lines composed of small 
spots, which dimensions characterized beam divergence  in each of the channels. 
For Yb-doped plates placed in the middle of the resonator with L = 20 mm and for 
trajectories located in plates at r < 500 μm, angles δ should lie inside the spectrograph 
registration angle ≈10–2 rad. Beams of generation left resonator at angles δ and reached the 
slit. The greater was the distance r between the generation trajectory inside the sample and 
the resonator axis, the greater was the shift of the corresponding generation beam spot 
upward in vertical direction on the slit, Fig. 17. So, under the propagation of beams of high-
directivity from resonator at angles δ, one, actually, observed at the slit a projection (a 
magnified “image”) of a spatial distribution of generation channels in the active medium 
over the radial coordinate. Since data on the Yb emission intensity distribution over the 
azimuth angle were absent, one can speak only about partial mapping on the slit of the 
spatial distribution of generation channels in the lasing area. The magnification coefficient k 
of such an image may be estimated from comparison of dimensions of the possible 
generation area (r ≤ 500 μm) and the height of line spectra at the slit (≈1 cm), k ≥ 20. With 
account of k factor, to observed structures of small-scale spots in line spectra should 
correspond sources of Yb emission with dimensions of several wavelengths only.  
Structures of multiple spots in Yb:YAG and Yb:glass lines (Figs. 11, 14, 16) may find 
explanation when one takes into consideration the specific spatial configuration of the field 
of thermo-elastic stresses in the area of ns laser pulse focusing into the medium. The quasi-
periodic, alternating in sign, oscillating character of the amplitude of the tangential 
component of stress in dependence on the radial coordinate inside a small spherical region 
of a solid-state optical medium at ns laser pulse focusing was ascertained (Conners & 
Thompson, 1966; Sharma & Rieckhoff, 1970). In spherical ring zones round the centre of the 
focal region the tangential tensile stresses in the medium are consequently replaced by 
compressing stresses, and then, again, by the tensile ones, etc. The spatial period of such 
oscillations calculated for the case of ≈70 mJ laser pulse focusing into the glass constituted 30 
μm (Sharma & Rieckhoff, 1970).  In conditions of our experiment one can expect the 
occurrence of oscillating (in space and time) profiles of thermo-elastic stresses in Yb-doped 
media within the area of ccl radiation focusing as well. Alternating in sign stresses should 
result in a small-scale modulation at the profile n(r), Fig.17. The oscillation of the n(r) profile 
should stimulate the Yb generation in ring zones, which may fall into separate generation 
channels. The structures of bends consisting of generation spots, Figs.16 may be considered 
as a kind of an “image” of the distribution over the radial coordinate of tangential stress 
peaks in the focal region projected with a magnification on the slit. It is possible to say that 
such images were taken by the high-speed photography method. The “illumination” for this 
high-speed photography came from the Yb laser pulse itself. The “exposure” time of a single 
frame corresponded to the duration of the generation pulse. Time delay between the pump 
pulse and the “shooting” moments makes ≈ 50ns (Figs. 16) and over 300 ns (Fig.14). Splitting 
of a single bend into several generation spots with wavelength shifts (Fig.16) is in agreement 
with the model of generation channels. The shift of a spot to the long-wavelength side 
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decreased accordingly. So, in the course of relaxation there occurred smoothing of profiles 
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and μ is the coefficient of the temperature diffusivity. For Yb:YAG at rp = 250 μm, μ = 0.046 
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Fig. 17. Scheme of the experiment on excitation of Yb-doped medium in the resonator by 
focused ccl radiation: 1 - active element; 2, 3 - mirrors; 4 - spectrograph STE-1 located at 
distance S≈1m from the resonator; 5 - a picture imitating spectra registered; δ –angle 
between a generation trajectory and resonator axis. The dimensions of the resonator with 
active element are exaggerated relative to the scale of the scheme. Profiles of pump beam 
intensity, I(r) and pressure in the medium, P(r) are out of scale as well 
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same phase made several round trips in the resonator during the time t', and a beam of the 
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of thermo-elastic stresses in the area of ns laser pulse focusing into the medium. The quasi-
periodic, alternating in sign, oscillating character of the amplitude of the tangential 
component of stress in dependence on the radial coordinate inside a small spherical region 
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as a kind of an “image” of the distribution over the radial coordinate of tangential stress 
peaks in the focal region projected with a magnification on the slit. It is possible to say that 
such images were taken by the high-speed photography method. The “illumination” for this 
high-speed photography came from the Yb laser pulse itself. The “exposure” time of a single 
frame corresponded to the duration of the generation pulse. Time delay between the pump 
pulse and the “shooting” moments makes ≈ 50ns (Figs. 16) and over 300 ns (Fig.14). Splitting 
of a single bend into several generation spots with wavelength shifts (Fig.16) is in agreement 
with the model of generation channels. The shift of a spot to the long-wavelength side 
corresponds to increase of pressure (stresses) in the medium, and the shift to the short-
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wavelength—to decrease of pressure. In the course of medium relaxation, stress amplitudes 
and, correspondingly, spot wavelength shifts should have been reduced. At ≈50ns delay 
(twisted lines, Fig.16) spots have noticeable wavelength shifts which correspond to high 
stress amplitudes. Structures at moments over 300 ns after pump (Fig.14) correspond to a 
smoothed picture of n(r) profile. Note, that structures recorded with such big delays indicate 
the continued acoustic “ringing” in the medium. Estimated from Fig. 11, 14, 16 (at k = 20) 
period of stress spatial oscillations in YAG and glass varies from 15 to 40 μm and is in a 
qualitative agreement with the calculations (Sharma & Rieckhoff, 1970). Acoustic vibrations 
frequencies corresponding to these values constitute 108–109 Hz. Attenuation of phonons at 
these frequencies at a room temperature for YAG is smaller than 0.1 db/μs and for glass—
about 10 cm–1 (Dutoit, 1974; Zhu et al., 1991). These data confirm that “ringing” of the 
unloading medium in the focal region in YAG and glass may continue over several μs.  
The Yb:YAG line spectra near 1,03 μm were registered usually with 10÷50 ns delays after the 
end of ccl pulse and even together with the trailing edge of the ccl pulse. Observations of 
line spectra near 1,03μm, emitted soon after the pump pulse, like Fig.11, reveal noticeable 
inclination of spectral lines. This bending means that the wavelength of lasing at the same 
longitudinal mode (the number of nodes is preserved) changes from the centre to periphery 
of the excited region in the active medium. This corresponds to the development of lasing in 
some sites of the medium with a pressure (refractive index) gradient from the beam centre 
to its periphery. It can be easily shown that λg shifts to the blue if the refractive index 
gradient decreases from the beam axis to its periphery, Fig. 11. The pressure drop ΔP in the 
medium after the end of pump can be estimated from this line spectral shift. The frequency 
ωq of the longitudinal mode of the resonator with the number of wavelengths λq over the 
resonator length 2L equal to q is described by the expression 
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Here, Δλq(r) is the wavelength shift along the radius. For Δλq(r) ≈ 1.4 ×10-7 cm, λq ≈ 10-4 cm, L 
≈ 2 cm, n0 ≈ 1, and Δl ≈ 10-2 cm, the change in the index is Δn ≈ 0.28. By assuming that the 
change in the index is produced only by the change in pressure along the radius and using 
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the value of dn/dP for glass (Alcock & Emmony, 2002), we obtain ΔP ≈ 30 GPa. So, this 
estimates the pressure, which arises at the axis of the focal region after the end of pump. 
Similar estimations are possible for the pressure jumps, which arise during the propagation 
of dilatational waves outward the center of the focal region. Knowing a value of the 
wavelength shift in a bend at Fig.16, Δλq (r), one can estimate changes of the index, Δn and 
pressure, ΔP in the medium, using the expression (4). As seen from Fig.16, for glass at Δλq (r) 
≈ 0.3x10–7 cm, λq ≈ 10–4 cm, L ≈ 2 cm, n0 ≈ 1, Δl ≈ 10-2 cm, Δn ≈ 0.05, and ΔP ≈ 5 GPa. The 
estimated ΔP considerably exceeds the glass fracture strength < 0.1 GPa (Sharma & 
Rieckhoff, 1970), which was measured usually for applied static load. The role of tensile 
stresses in laser damage of transparent dielectrics was discussed in many publications 
(Koldunov et al., 2002; Sharma & Rieckhoff, 1970; Strekalov, 2000). It was considered that 
due to oscillating character of the stress amplitude in the focal area there must be observed 
laser damage of the medium in the form of periodically spaced spherical rings (Sharma & 
Rieckhoff, 1970; Strekalov, 2000). It is known that material strength sharply grows under 
pulsed load as compared to the static load. Under the high-speed deformation (in the ns 
range), strength of material becomes comparable to the theoretical limit-tens GPa (Kanel et 
al., 2007). So a fast periodic change of the stress sign in the medium should decelerate the 
development of material destruction in the form of rings. This is the reason why the laser 
damage in the form of multiple rings usually was not observed in many experiments when 
ns pulses of laser radiation were focused into the volume of transparent dielectrics. The 
damage in the form of rings was not observed in our experiments as well. One of the few 
observations of the multiple ring damage (Martinelli, 1966) relates to the case when glass 
samples were exposed to focused free-running laser radiation. Anyway, according to 
calculations (Sharma & Rieckhoff, 1970) oscillating profile of thermo-elastic stresses should 
occur in the region of ns laser pulse focusing. The presented material provides experimental 
data which confirm in the quality form the calculated (Sharma & Rieckhoff, 1970) picture of 
thermo-elastic stresses distribution and elastic wave propagation across the medium. 
7. Conclusion  
The study of the interaction of powerful ns pulses of low-coherence radiation of the LiF: F2+ 
color center laser (ccl) with optical materials (Yb:YAG, glass, et al.) was carried out. Efficient 
SBS of low-coherence pump, accompanied by SRS and formation of hypersonic waves 
reaching the intensity of shock waves were found. A physical model of excitation of SBS and 
hypersonic waves at scattering of ultrashort pulses of low-coherence pump at stationary 
inhomogeneities in optical materials is presented. It is shown that ns laser pulse, whose 
duration is much higher than its inverse spectral width, causes SBS much more efficient 
than a pulse of high coherence with the same duration and energy. Unlike SBS of a coherent 
radiation caused by a pressure fluctuation, scattering of low-coherence pump may be 
caused by any stationary inhomogeneities in a medium: cracks, dislocations, micro-
inclusions, or just by a plane back surface of a sample. An effective energy contribution of 
light pulses into hypersonic waves on a small coherence length near the input surface of a 
sample leads to their transformation into a periodic succession of high-pressure shock 
waves, which results in structure changes of a crystal lattice (phase transition) in that region. 
The appearance of structural changes in optical materials that are specific to the interaction 
of powerful pulses of low coherence radiation with matter was found. The mechanisms of 
structural changes based on the action of intense hypersonic waves were considered. 
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the value of dn/dP for glass (Alcock & Emmony, 2002), we obtain ΔP ≈ 30 GPa. So, this 
estimates the pressure, which arises at the axis of the focal region after the end of pump. 
Similar estimations are possible for the pressure jumps, which arise during the propagation 
of dilatational waves outward the center of the focal region. Knowing a value of the 
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of powerful pulses of low coherence radiation with matter was found. The mechanisms of 
structural changes based on the action of intense hypersonic waves were considered. 
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Nanosecond pulses of Yb lasing in the region 1.00-1.06 μm with the spectral width up to 20 
nm in Yb :YAG and 50 nm in the Yb: glass samples were observed. The divergence of the 
broadband laser radiation (10-3 -10-4 rad) was one or two orders of magnitude smaller than 
the diffraction limit respectively to the source of Yb radiation in a sample. The mechanism of 
generation of broadband laser pulses of short duration and high directivity in the spatial 
structure of thin layers with inversion produced in the region of the propagation of intense 
hypersonic waves in the medium is discussed. The interpretation of experimental data is 
based on a new concept of the spatial distribution of the electromagnetic field of a photon 
not in the form of a “traveling” wave but with the field structures located in fixed positions 
along the photon propagation direction. The new approach allows the existence of light 
beams of an aperture d ≈ λ and with a “sub-diffraction” angle of divergence. Such beams 
must consist of groups of phase-synchronized photons with a small phase difference 
distanced by an interval ≈ λ. This synchronized group is no longer a “traveling” wave, its 
angle of divergence is defined by the phase difference of photons in a group. 
Spectral lines in 1.03–1.05 μm region structured by 50–200 μm spots as well as lines with 
inclinations were found at Yb lasing in a resonator. Structures of multiple spots in spectra  
reflect the specific spatial configuration of the field of thermo-elastic stresses in the 
unloading region of ccl pulse focusing after the end of the pump. Inclinations of spectral 
lines reflect the pressure gradient from the center to the periphery of the region of ccl 
focusing. Basing on inclinations of spectral lines the pressure in the region of shock 
hypersonic wave propagation was estimated. Estimations show that for some of the studied 
media the pressure values may exceed the phase transition threshold.  
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1. Introduction 
The reduction of the effects of mechanical vibration fall into the of vibration isolation, design 
for vibration or vibration control (de Silva, 2000). The vibration control is subdivided into two 
group: passive control and active one. The core of the vibration control is to detect the level of 
vibration in a system and to counteract the effects of the vibration, so it needs two devices. 
Hence, the passive devices do not require external power for their operation. Hence, passive 
control is relatively simple, reliable and economical. But it has limitations namely, the 
control force depends entirely on the natural dynamics and it may not be adjust on line. 
Furthermore, in a passive device, there is no supply of power from an external source. It 
leads to the incomplete control, particularly in complex and high-order systems. 
The shortcomings of passive control can be overcome using an active one. In this case, the 
system response is directly sensed on line and on that basis, the specific control actions are 
applied to any locations of the system. But the active control needs external power, namely 
to apply control forces to vibrating system through actuators and to measure vibration 
response using sensors. 
Two different types of actuators can be applied (Shimon et al., 2005). The first, inertial 
actuators, make up a piezoelectric material to vibrate large masses. Their vibrations are used 
to counteract the vibrations of the structure (Jiang et al., 2000). The advantages and 
disadvantages are enumerated in above reference. 
The second type of actuators is a layer of smart or intelligent materials. The sensors also 
belong to these materials; together they are well−known as piezoelectric elements 
(Tylikowski & Przybyłowicz, 2004). It was shown that these elements can offer excellent 
potential for an active vibration reduction of the structure vibrating with low frequencies 
(Croker, 2007; Fuller at al, 1997; Hansen & Snyder, 1997; Kozień, 2006; Przybyłowicz, 2002; 
Wiciak, 2008). As a general, piezoelectric elements are glued to the host structure. It makes 
the advantage, namely their incorporating into the structure is that the actuating mechanism 
becomes part of the structure. Both sensors and actuators are relatively light, compared to 
the structure, and can be made in arbitrary shape. The disadvantage is that they once 
bonded and they cannnot be used again. In recent years the measure of the vibration with 
the sensors are replaced by touch less measures. For this reason, hereafter in research the 
sensors are omitted and only second type actuators will be considered. Nowadays actuators 
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are used to very original structures for example to the satellite boom (Moshrefi-Torbati et al., 
2006) or to sun plate (Qiu et al., 2007). 
To make the reduction more effective, many problems should be solved.  
• dynamic effects (mass loading and stiffness) of the actuators on the structure vibration 
(Charette et al., 1998; Gosiewski & Koszewnik, 2007; Hernandes et al., 2000; Q. Wang & 
C. Wang, 2001) 
• dynamic effects of the glue (between actuators and structure) on the structure vibration 
(Pietrzakowski, 2004; Sheu et al., 2008). 
• actuators’ geometric-technical features (Frecker, 2003; Hong et al., 2007; Wang, 2007), 
• orientation of the actuators on the structure (Bruant et al., 2010; Ip & Tse, 2001; Qiu et 
al., 2007), 
• appropriate actuators distribution on the structure (Bruant et al., 2010), 
• others, but they play a minor part. 
Reviewing the literature, it appears that the actuators distribution play a major part. Now, a 
question arises about an optimal distribution of actuators. In the recent year, a great number 
of papers has been published on this subject. It is obvious that there are a lot of optimization 
techniques; an excellent survey is given in (Bruant et al., 2010). Two main approaches are 
distinguished to this problem. 
First of them is the coupling of the optimization of actuators/sensors locations and controller 
parameters. In this case the following criterions are taken into account for the optimization: 
• quadratic cost function of the measure error and the control energy (Bruant et al., 2001), 
• maximization of dissipation energy during the control (Yang, 2005), 
• spatial 2H  norm of the closed-loop transfer matrix from the disturbance to the 
distributed controlled output (Liu et al., 2006), 
• simultaneous simple H∞  controller (Guney & Eskinat, 2007). 
As can be seen, the optimization criterions are dependent on the choice of controllers. 
Therefore, the optimal location obtained using one controller may not be a suitable choice 
for another one. 
At the latter approach, the optimal location is obtained independently of the controller 
definition. In this case, the following criterions are used: 
• maximization controllability/observability criterion using the gramian matrices (Bruant 
& Proslier, 2005; Jha & Inman, 2003), 
• modal controllability index based on singular value analysis of the control vector 
(Dhuri, & Seshu, 2006), 
• maximization of the control forces transmitted by the actuators to the structure (Q. 
Wang & C. Wang, 2001), 
• using the 2H  norm (Halim & Reza Moheimani, 2003; Qiu et al., 2007). 
In the quoted references, it was not provided the actuators distribution in explicite; only the 
general rules (criterions) were formulated. However, this problem was partially solved; it 
was proved in (Brański & Szela, 2007; Brański & Szela, 2008; Szela, 2009; Brański & Szela 
2010; Brański & Lipiński, 2011) that the most effective actuators distribution was on the 
structure sub-domains with the largest curvatures; such distribution was called quasi-
optimal one. As the research object, a right-angled triangle plate with clamped-free-free 
boundary conditions was taken into account. The quasi-optimal distribution was deduced 
based on the heuristic reasons and the conclusions were confirmed only numerically. 
Furthermore, the problem was solved merely for the separate modes. 
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Basing on the quasi-optimal distribution of the actuators, the protection beam vibration is 
achieved (Brański et al., 2010; Brański & Lipiński, 2011). In this case always the separate 
modes were considered. The problem was solved based on heuristic reasons and was 
confirmed analytically. In the latest own research, the results presented in (Brański et al., 
2010) were substantiated analytically (Brański & Lipiński, 2011). 
In this chapter, the above attitude to the optimal actuators distribution is continued and 
extended. First at all, the optimal problem is formulated. For this purpose, the optimization 
criterion is defined. It is assumed that a measure of the vibration reduction is a reduction 
coefficient (Szela, 2009; Brański & Szela 2010) and here it becomes the objective function. 
This attitude is quite similar to the maximization of the control forces transmitted by the 
actuators to the structure (Q. Wang & C. Wang, 2001). 
Dynamics effects of the glue and actuators are also considered. Furthermore, the solution of 
active vibrations reduction is derived for general solution, not only for separate modes. 
Since analytical solution was attained with separation of variables method, first of all the 
modes of the problem are derived. Next, the orthogonality condition of the modes is derived 
too. 
The simple supported beam is chosen as the research object. The study of beams is very 
important in a variety of practical cases, noteworthy, the vibration analysis of structures like 
bridges, tall buildings, and so on. Loosing a bit on generality, it is considerably easier to 
realize the aim of the paper. It is assumed that the beam is excited with evenly spread and 
harmonic force. The material inner damping coefficients of all elements of the research 
system are taken into account. It seems that all main factors having the influence on the 
beam vibration were considered. 
To solve the problem analytically, a few simplifications are made. Namely, the energy 
provided to the system is in the form of voltage applied to the surface of the actuators. 
Assuming that the charge is homogenously distributed, as a result of piezoelectric effect, the 
actuators interact with the beam with moments for couple of forces homogenously 
distributed along the actuators’ edges. Next, these moments are replaced with the couple of 
forces and finally, they are counteracted the vibrations. 
All problems were considered only theoretically; no calculations are run. It seems that 
presented considerations will be the base to many numerical simulations and experiments. 
To the author’s knowledge, the theoretical description of the optimal actuators distribution 
on even simple structure like the beam, up to now have not been brought up. 
2. Active beam vibration reduction with additional elements 
In this problem, the additional elements make the concentrated masses and actuators and all 
constitute the mechanical set beam-actuators-masses. Adding actuators (and the glue at the 
same time) is the technical necessity but they introduce to the mechanical set the additional 
dynamics effects namely, local stiffness and concentrated masses. As far as concentrated 
masses are concerned, adding them is substantiated as follows. The proposed optimal 
distribution of the actuators needs asymmetrical beam vibrations and these ones may be 
ensured by at least one concentrated mass. 
2.1 Uniform beam vibration with damping 
There are four theories (models) for the transversely vibrating uniform beam (Han et al., 
1999): Euler-Bernoulli, Rayleigh, shear and Timoshenko. The first of them, called the 
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In this problem, the additional elements make the concentrated masses and actuators and all 
constitute the mechanical set beam-actuators-masses. Adding actuators (and the glue at the 
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1999): Euler-Bernoulli, Rayleigh, shear and Timoshenko. The first of them, called the 
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Fig. 1. The geometry of the simple supported beam 
Let be the beam as depicted in Fig. 1. The Bernoulli-Euler equation governs transverse 
vibration (or bending or lateral vibration) of the beam has a following standard form 
(Kaliski, 1986; Pietrzakowski, 2004), 
 ( )4 4 2t tEJD u μEJD D u ρS D u f+ + = −  (1) 
where u u(x, t)=  – beam deflection at the point x  and the time t , f f(x,t)=  – load force, 
4 4 4D (.) (.) / x= ∂ ∂ , tD (.) (.) / t= ∂ ∂ ; hereafter the rest symbols are jointly explained. 
To solve Eq. (1) explicitly, four boundary conditions, at the ends of the beam, are needed. In 
general, boundary conditions represent displacement, slope, moment and shear 
respectively. Here, it is assumed that the beam is simple supported, then both displacement 
and the bending moment equal zero 
 u(0, t) 0,= 2D u(0,t) 0=  (2) 
 u( , t) 0,= 2D u( , t) 0=  (3) 
To solve over determined problem, one needs to know initial conditions. But here, the 
harmonic steady state plays a major part, so that the initial conditions are omitted. 
2.2 Beam vibration with concentrated masses 
To solve the intended problem, Eq. (1) must be rounded out. First of all, to obtain 
asymmetric modes and consistently asymmetric general vibration, a few concentrated 
masses are added to the beam (Low & Naguleswaran, 1998; Majkut, 2010; Naguleswaran, 
1999).  They are marked by { }rm ,  and their distribution is described with set of coordinates 
{ }rx , see Fig. 2, hence 
 r r 1 1 2 2 r rr m (x x ) m (x x ) m (x x ) ... m (x x ) ...δ δ δ δ− = − + − + + − +  (4) 






m 2 mrm1 ... ...
 
Fig. 2. Distribution of the concentrated masses 
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Furthermore, the dynamic effects of the actuators and glue on the beam vibration are 
introduced. The location and length of separate actuators, and the glue layers 
simultaneously, are denoted commonly with coordinates { }sx  and { }s  respectively and 












Fig. 3. Distribution of actuators and glue layers 
For simplicity, let { }P E, J,h, ,S,ρ μ=  means the physical and geometrical parameters of the 
beam, actuators and glue, i.e. {Young's modulus, surface moment of inertia, thickness, mass 
density, surface of the rectangular cross-section, inner damping factor} respectively. 
Furthermore all parameters are supplemented with following index 
{ } { }b,a,g [b]eam,[a]ctuator,[g]lueϑ = = , for example S bhϑ ϑ=  means the surface of the 
rectangular cross-section, b  − beam / glue layer width. Moments of inertia are calculated 
relatively of y -axis, see Fig. 4, where the neutral axis displacement d  is neglected , hence 
3
b bJ (bh )/12= , 
3 2
g g g b gJ (bh )/12 S (h 2 h 2)= + + , 
3 2









Fig. 4. Cross-sections of the set beam−actuator−glue 
The parameters of the set beam-actuators-glue may be written as 
 0b s 1s 2s b ss sP P P H(x x ) P P H= + − = +   (5) 
where ss n1,2,...,= , s a gP P P= + , 
0
1s 2s 1s 2sH H(x x ) H(x x ) H(x x )= − = − − − , 1sH(x x )−  − 
Heaviside step function in point 1sx  and so on,  { } { }1s 2s s s s sx ,x x 2 ,x 2= − +  . 
For sn  aktuators ( sn  glue layers) and rn  concentrated masses, Eq. (1) takes the form 
( ) ( ) ( ) ( ) ++++++  uDHSSuDDHJEJEuDHJEJE 2ts 0ssbbt4s 0sssbbb4s 0ssbb ρρμμ  
2
r r tr
m (x x )D u fδ+ − = −  (6) 
The Eq. (6) may be written down quite similar like Eq. (1), namely 
 ( ) ( )4 4 2t r tEJD u EJD D u S D u fμ ρ α+ + + = −  (7) 
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b b s ss
EJ E J E J H ,= + 0b b b s s ssEJ E J E J Hμ μ μ= + , 
 0b b s ssS S S H ,ρ ρ ρ= + r r rr m (x x )α δ= −  (8) 
On the ground of the EJ , Sρ  and rα  form, Eq. (7) can not be understood in a classical 
manner. To solve it, some methods may be applied. One of them is presented in (Ercoli & 
Laura, 1987; Kasprzyk & Wiciak, 2007; Majkut, 2010); another attitude may be found in 










Fig. 5. Geometry of the set beam−one actuator−one mass 
At the latter attitude, the beam is divided into some uniform elements. The division may not 
be coincidental. To clearly explain this problem, for simplicity consider a set beam-one 
actuator (and glue)-one concentrated mass, Fig. 5. The division is imposed out of the change 
of physical properties namely, properties of the actuators (and glue) and concentrated 
masses. So, the beam is divided into jj 1,2,...,n 4= =  elements. All elements may be 
considered separately and the solution to Eq. (7) can be expressed as 
 jju(x, t) u (x,t)=   (9) 
where ju (x, t)  is the solution on j -element and it is fulfilled the following equation 
 ( ) ( )4 4 2j j j j j j t j j j r t j jE J D u E J D D u S D u fμ ρ α+ + + = −  (10) 
To find ju (x, t)  with the separation of variables method, the eigenvalues and eigenfunctions 
for each element are needed. 
2.3 Eigenvalues and eigenfunctions problem 
In this problem it is assumed that ( , ) 0jf x t =  and j 0μ = , hence based on Eq. (10) one obtains 
 4 2j j j j j t jE J D u S D u 0ρ+ =  (11) 
where j jE J  and j jSρ  may be different on the separate elements, but here, as depicted in 
Fig. 5, is 
 1 1 3 3 4 4 b bE J E J E J E J ,= = = 2 2 b b a a g gE J E J E J E J= + +  (12) 
 1 1 3 3 4 4 b bS S S S ,ρ ρ ρ ρ= = = 2 2 b b a a g gS S S Sρ ρ ρ ρ= + +  (13) 
The boundary conditions for the j −element consist of boundary conditions of the problem 
and coupling conditions between neighboring elements. The concentrated mass rm  is 
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considered in coupling conditions between third and forth elements and therefore it is 
omitted in Eq. (11). 
Let the solution be represented by a product of spatial and temporal functions 
 j ju (x, t) X (x) T(t)=  (14) 
Substituting (14) into (11) gives 




j j j 2t
j j j




= − =  (16) 
hence 
 4 4j j jD X X 0λ− =  (17) 
 2 2tD T T 0ω+ =  (18) 










= =  (19) 
The Eq. (17) is very important and the solution to it is 
 j j 1 j j 2 j j 3 j j 4 jX (x) A K ( x) B K ( x) C K ( x) D K ( x)λ λ λ λ= + + +  (20) 
where Krylov functions are defined as, (Kaliski, 1986), 
( )1K (z) ch(z) cos(z) 2 ,= + ( )2K (z) sh(z) sin(z) 2= − ,  









Fig. 6. Geometry of the set beam-one actuator-one mass in local coordinates 
The boundary conditions in local coordinates, jx [0,e ]∈ , to the separate j -element have the 
form, Fig. 6, 
• boundary conditions at the left end of the 1st−element 
 1X (0) 0,=
2
1D X (0) 0=  (22) 
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The boundary conditions in local coordinates, jx [0,e ]∈ , to the separate j -element have the 
form, Fig. 6, 
• boundary conditions at the left end of the 1st−element 
 1X (0) 0,=
2
1D X (0) 0=  (22) 
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• coupling conditions between 1st and 2nd−elements 
1 1 1 2 2X ( e ) X ( 0),λ λ= 1 1 1 2 2DX ( e ) DX ( 0)λ λ= , 
 2 21 1 1 1 1 2 2 2 2E J D X ( e ) E J D X ( 0),λ λ=
3 3
1 1 1 1 1 2 2 2 2E J D X ( e ) E J D X ( 0)λ λ=  (23) 
• coupling conditions between 2nd and 3rd−elements 
2 2 2 3 3X ( e ) X ( 0),λ λ= 2 2 2 3 3DX ( e ) DX ( 0)λ λ= , 
 2 22 2 2 2 2 3 3 3 3E J D X ( e ) E J D X ( 0),λ λ=
3 3
2 2 2 2 2 3 3 3 3E J D X ( e ) E J D X ( 0)λ λ=  (24) 
• coupling conditions between 3rd and 4th−elements 
3 3 3 4 4X ( e ) X ( 0),λ λ= 3 3 3 4 4DX ( e ) DX ( 0),λ λ=
2 2
3 3 3 3 3 4 4 4 4E J D X ( e ) E J D X ( 0)λ λ=  
and 
3 2 3
3 3 3 3 3 r 3 3 3 4 4 4 4E J D X ( e ) m X ( e ) E J D X ( 0)λ ω λ λ+ =  
or 
 3 2 33 3 3 3 3 r 4 3 4 4 4 4E J D X ( e ) m X ( 0) E J D X ( 0)λ ω λ λ= +  (25) 
• boundary conditions at the right end of the 4th−element 
 λ =4 4 4( ) 0,X e λ =
2
4 4 4( ) 0D X e  (26) 
Since 1 2 3 4λ λ λ λ≠ ≠ ≠  then, to calculate them, the Eq. (19) must be used. It is convenient to 
express { }2 3 4, ,λ λ λ  as a function 1λ , hence 
 4 4 4 4 21 1 2 2 3 3 4 4λ γ λ γ λ γ λ γ ω= = = =  (27) 
or 
 ( )4 42 1 1 2λ λ γ γ= , ( )4 43 1 1 3λ λ γ γ= , ( )4 44 1 1 4λ λ γ γ=  (28) 
Substituting Eq. (20) into boundary conditions (22) it appears that 1A 0= , 1C 0= . In the 
same way, the rest of conditions given by Eqs. (23) − (26) lead to the set of algebraic 
equations and it may be written in the matrix form 
 =A x 0  (29) 
The matrix A  is too large, to presented it in explicit form. Hence, its elements fall into 
blocks so that the matrix A  can be written as 
 
′ ′′ 






A A 0 0
0 B B 0
A
0 0 C C
0 0 0 D
 (30) 
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In the current boundary problem, the separate blocks take the form 
 
2 4
1 3 1 1 2
2 2 2
1 1 1 4 1 1 1 2 2 2 2
3 3 3
1 1 1 1 1 1 1 3 2 2 2
1 2 3 4
2 2 2 3 2 4 2 1
2 2 2 2
2 2 2 3 2 2 2 4 2 2 2 1 2 2 2 2
3
2 2
K K 1 0 0 0
K K 0 0 0
E J K E J K 0 0 E J 0
E J K E J K 0 E J 0 0
K K K K
K K K K





λ λ λ λ





′ ′′ ′ ′ − 
= ′′ ′′ ′′ ′′ ′′  
′′ ′′ ′′ ′′




























1 2 3 4
3 2 3 3 3 4 3 1
2 2 2 2
3 3 3 3 3 3 3 4 3 3 3 1 3 3 3 2
3 3 3 3
3 3 3 4 3 3 3 1 3 3 3 2 3 3
1 0 0 0
0 0 0
0 0 E J 0
0 E J 0 0
K K K K
K K K K
E J K E J K E J K E J K




λ λ λ λ
λ λ λ λ





′′ ′′′ − 
= ′′′ ′′′ ′′′ ′′′ ′′′  
′′′ ′′′ ′′′ ′′′





























r 4 4 4
1 2 3 4
3 4 1 2
1 0 0 0
0 0 0
0 0 E J 0
m E J 0 0
K K K K







− ′′′ ′′′ ′′′′ −   =   ′′′′ − −    
 ′′′′ ′′′′ ′′′′ ′′′′
 









where the symbols in matrices are given by 
{ } { }1 2 3 4K K ,K ,K ,Kυ = , 
 1 1K K ( e ),υ υ λ′ = 2 2K K ( e ),υ υ λ′′ = 3 3K K ( e ),υ υ λ′′′ = 4 4K K ( e )υ υ λ′′′′=  (34) 
The unknowns are collected in column matrix 
 [ ]T1 1 2 2 2 2 3 3 3 3 4 4 4 4B ,D ,A ,B ,C ,D ,A ,B ,C ,D ,A ,B ,C ,D=x  (35) 
To solve of the homogeneous matrix equation (29), one assumes that 1det ( ) 0λ =A  and it 
gives the set { }1νλ , 1,2,...,nν = . Based on Eq. (28) one can calculate { }2 3 4, ,ν ν νλ λ λ  and 
finally, based on Eq. (19), the frequency { }νω  of the system beam-actuator-mass. 
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where the symbols in matrices are given by 
{ } { }1 2 3 4K K ,K ,K ,Kυ = , 
 1 1K K ( e ),υ υ λ′ = 2 2K K ( e ),υ υ λ′′ = 3 3K K ( e ),υ υ λ′′′ = 4 4K K ( e )υ υ λ′′′′=  (34) 
The unknowns are collected in column matrix 
 [ ]T1 1 2 2 2 2 3 3 3 3 4 4 4 4B ,D ,A ,B ,C ,D ,A ,B ,C ,D ,A ,B ,C ,D=x  (35) 
To solve of the homogeneous matrix equation (29), one assumes that 1det ( ) 0λ =A  and it 
gives the set { }1νλ , 1,2,...,nν = . Based on Eq. (28) one can calculate { }2 3 4, ,ν ν νλ λ λ  and 
finally, based on Eq. (19), the frequency { }νω  of the system beam-actuator-mass. 
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Now, the unknowns put down in column matrix, Eq. (35), should be determined. Let the 
main matrix elements A  be written as two suffix quantities Aαβ , where α  and β  label the 
rows and columns respectively. Let Mαβ  be the minor of the Aαβ  element. The general 
solution to Eq. (29) is 
 1 2 31 1 2 1 2 3B : D : A : ... ( 1) M : ( 1) M : ( 1) M : ...
α α α
α α α
+ + += − − −  (36) 
Substituting { }jνλ  and unknowns x  to Eq. (20), the ν −eigenfunctions (ν −modes) assigned 
to the j −element are obtained. The solution to Eq. (10) is given by 
 





=    and the separate modes are equal 
 j j 1 j j 2 j j 3 j j 4 jX (x) A K ( x) B K ( x) C K ( x) D K ( x)ν ν ν ν νλ λ λ λ= + + +  (38) 
2.4 Orthogonality of modes 
Orthogonality condition of the uniform beam modes may be found in (Kaliski, 1986; de 
Silva, 2000). First of all, based on twice integration by parts, one has 
 ( )4 3 2 2 2
0 00
X (x)D X (x)dx X (x)D X (x) DX (x)D X (x) D X (x)D X (x)dxν μ ν μ ν μ ν μ= − + 
 
 (39) 
The separate modes X (x)μ , X (x)ν , fulfill the following modal equations 
 
 4 2EJD X (x) S X (x)μ μ μω ρ=  (40) 
 4 2EJD X (x) S X (x)ν ν νω ρ=  (41) 
Multiplying above equations by X (x)ν  and X (x)μ  respectively, integrate both in range o 
integration x [0, ]∈  , use Eq. (39), subtract the second result from the first one, one obtains 
(for simplicity an argument (x)  is omitted) 
 
 ( ) ( ) ( )2 2 3 2 3 2
0 0
S X X dx EJ X D X DX D X X D X DX D Xν μ ν μ μ ν μ ν ν μ ν μω ω ρ  − = − − − 

 (42) 
For standard boundary conditions, the right-hand-side equals zero. 
The procedure outlined above can be used to the problem presented in Fig. 6, but Eq. (39) 





ee 4 3 2
j j j j j j0 0
e 2 2
j j0
X (x)D X (x)dx X (x)D X (x) DX (x)D X (x)
                                   D X (x)D X (x)dx







Considering both boundary conditions of the problem and coupling conditions between 
neighboring elements, Eqs. (22)−(26), instead of Eq. (42) one has 
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( )( 1 2 3 4e e e e2 2 1 1 1 1 2 2 2 2 3 3 3 3 4 4 4 40 0 0 0S X X dx S X X dx S X X dx S X X dxν μ ν μ ν μ ν μ ν μω ω ρ ρ ρ ρ− + + + +     
)r 4 4 4 4m X (0)X (0) E Jν μ+ = ⋅  
( ) ( )3 2 3 24 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4X (e )D X (e ) DX (e )D X (e ) X (e )D X (e ) DX (e )D X (e )μ ν μ ν ν μ ν μ ⋅ − − −   (44) 
Because of Eq. (26), the right-hand-side is zero, hence 
( )( 1 2 3 4e e e e2 2 1 1 1 1 2 2 2 2 3 3 3 3 4 4 4 40 0 0 0S X X dx S X X dx S X X dx S X X dxν μ ν μ ν μ ν μ ν μω ω ρ ρ ρ ρ− + + + +     
 )r 4 4m X (0)X (0) 0ν μ+ =  (45) 
 
 






Fig. 7. Geometry of set with jn −elements 
The orthogonality condition, Eq. (45), may be generalized in a simple way. Let the system 
beam-actuators-masses be divided into jn −elements as depicted in Fig. 7. In this case one has 
 ( ) ( ) j j j j j2 2 j j j j j j j n 1 n n n nj jS X X dx m X (0)X (0) m X (e )X (e ) 0ν μ ν μ ν μ ν μω ω ρ + − + + =     (46) 
Since the term 2 2ν μω ω−  is canceled for μ ν= , the general orthogonality condition is given by 




≠+ + =  =
   (47) 
The Eq. (47) in particular case is used in deriving the solution to the forced vibration 
problem. 
2.5 Forced vibrations with damping 
A point departure for further consideration is Eq. (7); for j −element one has 
 ( )4 4 2j j j j j j t j j j t j jE J D u E J D D u S D u fμ ρ+ + = −  (48) 
The solution to Eq. (48) is forced vibrations with damping. Let be the load force in the form 
 j j ff (x, t) f (x)exp(i t)ω=  (49) 
where 1 2i ( 1)= − , fω  – excited frequency. 
Applying separation of variables method, the solution to Eq. (48) is assumed as 
 j jf fu (x, t) X (x)exp(i t)ω=  (50) 
Substituting Eqs. (49) and (50) to Eq. (48) one obtains 
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 4 2j j f jf f jf j
j j
1(1 i )D X (x) X (x) f (x)
S
γ μ ω ω
ρ
+ − = −  (51) 
The solution of the above equation is given by 
 jf j jX (x) C X (x)ν νν=   (52) 
where jC ν  − constants, jX (x)ν  − Eq. (38). 
After some calculation, the constants jC ν  are expressed by 
 j j j j2 2
j j j
1 1 1C I C I
Sν ν ν νν νρ α β
∗= =  (53) 
where 
 j 2 2
j j j
1 1 1C
Sν ν νρ α β
∗ = , 2 2 2
j j f f
1 1
(1 i )ν να μ ω ω ω
=
+ −
, j j jjI f (x) X (x)dxν ν= −   (54) 
In the end, the problem of the forced j −element beam vibration with damping, excited with 
the force jf (x)  is solved; in the harmonic steady state it is given by 
 
 f jf j jj jX (x) X (x) C X (x)ν νν= =   (55) 
In current problem, two form of the forces have the practical meaning namely, the force 
with constant amplitude j0 0f (x) f=  and the force acting at discrete point ja if (x ) . The former 
may be interpreted as the spread excitation forced, for example with plane acoustic wave, 
but the latter is the control force due to actuators, henceforth 
 j 0 ja if (x) f f (x )= +  (56) 
2.6 Interaction between beam and actuators 
It is assumed that the actuator is perfectly bonded to the beam surface. Exciting actuator, the 
interaction between actuator and the beam is appeared. The interaction process is explained 
in (Hansen & Snyder, 1997; Fuller at al, 1997) in detail and references cited therein. 
Assuming the spatially uniform actuator, it provides boundary induction solely in terms of 
the external line moment distributed along its edges (Burke & Hubbard, 1991; Sullivan et al., 
1996). So, the bending moment in y −direction is given by the formula (Hansen & Snyder 
1997), Fig. 8, 
 ( )2 2x 0 1 2M M x x x x− −= − < − > − < − >  (57) 





=  (58) 
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where aC  – constant depending on geometry and mechanical properties of the actuator and 





x1 x2a  
Fig. 8. External line moments of the actuator 
The problem is to determine of the aC , because it depends on the analysis method of the 
mutual interaction between beam-actuator (Hansen & Snyder 1997; Pietrzakowski, 2004). 
Let the static force coupling model is taken into account. If relatively thin actuator compared 
with beam thickness is assumed (so uniform normal stress distribution is accepted) and 
furthermore by ignoring the neutral axis displacement d , see Fig. 4, the constant aC  is come 
down to the form 
 ( )( )
b b a a b a
a
b b a a
E h E h h h
C





Since the beam vibration equation is the forces equation then to consider the action of 
actuator with the beam, moments xM  are replaced with two couples of forces, Fig. 9, 











Fig. 9. External pair of forces of the actuator 
Next, the separate forces are considered in Eq. (56). 
2.7 Beam vibration reduction through actuators 
For the problem presented in Fig. 5, the total load of the beam, described by Eq. (56), is 
given by 
 ( )j 0 js 1s js s js 2sf (x) f f (x x ) 2f (x ) f (x x )δ δ δ= − + − − + +  (61) 
where the symbol jaf  is replace by jsf  in order to express, in the future, the interaction sum 
of actuators and the glue on the beam. 
An expression in brackets is the sum of interacting forces actuator-beam. Hence, the integral 
jI ν , Eq. (54), for jf (x)  expressed by above equation is given by 
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 4 2j j f jf f jf j
j j
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γ μ ω ω
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Next, the separate forces are considered in Eq. (56). 
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( )j j j 0 j js 1s s 2s jj j jI f (x) X (x)dx f X (x)dx f (x x ) 2 (x ) (x x ) X dxν ν ν νδ δ δ= − = − + − − + + =    
 0 j js j 1s j s j 2sjf X (x)dx f X (x ) 2X (x ) X (x )ν ν ν ν = − + − +   (62) 
The expression in square bracket constitutes the second-order central finite difference. Since 
the distance between nodes s  is constant, then the difference can be transformed into 
 2j 1s j s j 2s j s2
s
1 X (x ) 2X (x ) X (x ) D X (x )ν ν ν ν − + = 
 (63) 
where 
 2 j s j sD X (x ) (x )ν νκ= ±  (64) 
The j s(x )νκ  is the curvature of the mode jX (x)ν  at the point sx x=  (Brański & Szela, 2007; 
Brański & Szela, 2008). The sign of the j s(x )νκ  is contractual namely, if the bending of the 
beam is directed upwards, the sign is positive and vice versa. Substituting Eq. (64) into 
Eq. (62), one obtains 
 2j 0 j js s j s j 0 j sjI f X (x)dx f (x ) I Iν ν ν ν νκ= − + = +   (65) 
Next, substituting Eq. (65) into Eq. (52) through Eq. (53), the reduction vibration is obtained 
 ( )jf j j j j j 0 j s j jf jX (x) C I X (x) C I I X (x) A X (x)ν ν ν ν ν ν ν ν νν ν ν∗ ∗= = + =    (66) 
Note, that the amplitude jfA ν  is the direct quantity which is liable to the reduction, in 
explicit form is 
 ( )jf j j j j 0 j sA C I C I Iν ν ν ν ν ν∗ ∗= = +  (67) 
At the same time, together with the vibration reduction amplitude jfA ν , the curvature is 
subjected to the reduction and based on Eq. (66) is 
 2jf jf jf jf jD X Aν ν νν νκ κ κ= ± = = ±   (68) 
Furthermore, the reduction of the jfA ν  leads to the reduction of the shear force jfQ (x)  and 
bending moment jfM (x)  (Brański et al., 2010; Kaliski, 1986; Kozień, 2006), 
 jf j j jf j j jf j j jf jQ (x) E J D (x) E J D (x) E J A D (x)ν ν νν νκ κ κ= ± = ± = ±   (69) 
 jf j j jf j j jf j j jf jM (x) E J (x) E J (x) E J A (x)ν ν νν νκ κ κ= ± = ± = ±   (70) 
As can be seen, the vibration reduction undergo on the following amplitudes: of the beam 
vibration jfX (x)  − Eq. (66), of the shear force jfQ (x)  − Eq. (69) and of the bending moment 
jfM (x)  − Eq. (70). Hereafter, the notion e.g. “shear force reduction” is used instead of “the 
reduction of the amplitude of the shear force”, and so on. 
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The Eqs (66), (69) and (70) and may be written commonly 
 jf jf j jf j(x) (x) C A (x)ν ν νν νΨ = Ψ = Φ   (71) 
where 
 jf jf jf jf{X ,Q ,M },Ψ = j j j j{X ,D , },ν ν ν νκ κΦ = j j j j jC {1, E J , E J }= ± ±  (72) 
Omitting for simplicity the index "f" , for entire system beam-actuators one has 
 j jj j(x) (x) (x)ννΨ = Ψ = Ψ   (73) 
or 
 j j jj(x) C A (x) CA (x)ν ννΨ = Φ = Φ  (74) 
where 
 ( ) ( )20 s s s 0sA C I C I f (x ) C I Iκ∗ ∗ ∗ Σ= = + = +   (75) 
 (x) { X(x),D (x), (x)}κ κΦ =  (76) 
It is appeared from Eq. (75) that the active vibration reduction depends on the following 
parameters: 
• fω  − excited frequency, it is contained in Cν
∗ , 
• sx  − distribution of the actuators on the beam, 
• s(x )κ  − value of the beam curvature at the point of the actuators distribution, 
• sf  − interacting forces between beam-actuators or more generally − mechanical 
properties of the actuators, 
• s  − actuators lengths or more generally – geometrical properties of the actuators, 
• sn  − number of actuators. 
As mentioned above, the optimal actuators distribution described with { }sx  has an 
important meaning and finding of the { }sx  is the aim of the chapter. 
3. Optimal actuators distribution problem 
Before the optimization problem will be formulated, any coefficients of the vibration 
reduction should be defined. 
3.1 Reduction and effectiveness coefficients 
Let be the difference between any quantities of the beam vibration 
 R(x) (x) (x)ΔΨ = Ψ − Ψ  (77) 
where (x)Ψ , R (x)Ψ  – quantities calculated without and with actuators respectively; (x)Ψ , 
R (x)Ψ  are given together by Eq. (74), where 
 0A C I
∗=  (78) 
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( )j j j 0 j js 1s s 2s jj j jI f (x) X (x)dx f X (x)dx f (x x ) 2 (x ) (x x ) X dxν ν ν νδ δ δ= − = − + − − + + =    
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 ( )jf j j j j 0 j sA C I C I Iν ν ν ν ν ν∗ ∗= = +  (67) 
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 2jf jf jf jf jD X Aν ν νν νκ κ κ= ± = = ±   (68) 
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 jf j j jf j j jf j j jf jQ (x) E J D (x) E J D (x) E J A D (x)ν ν νν νκ κ κ= ± = ± = ±   (69) 
 jf j j jf j j jf j j jf jM (x) E J (x) E J (x) E J A (x)ν ν νν νκ κ κ= ± = ± = ±   (70) 
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reduction of the amplitude of the shear force”, and so on. 
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The Eqs (66), (69) and (70) and may be written commonly 
 jf jf j jf j(x) (x) C A (x)ν ν νν νΨ = Ψ = Φ   (71) 
where 
 jf jf jf jf{X ,Q ,M },Ψ = j j j j{X ,D , },ν ν ν νκ κΦ = j j j j jC {1, E J , E J }= ± ±  (72) 
Omitting for simplicity the index "f" , for entire system beam-actuators one has 
 j jj j(x) (x) (x)ννΨ = Ψ = Ψ   (73) 
or 
 j j jj(x) C A (x) CA (x)ν ννΨ = Φ = Φ  (74) 
where 
 ( ) ( )20 s s s 0sA C I C I f (x ) C I Iκ∗ ∗ ∗ Σ= = + = +   (75) 
 (x) { X(x),D (x), (x)}κ κΦ =  (76) 
It is appeared from Eq. (75) that the active vibration reduction depends on the following 
parameters: 
• fω  − excited frequency, it is contained in Cν
∗ , 
• sx  − distribution of the actuators on the beam, 
• s(x )κ  − value of the beam curvature at the point of the actuators distribution, 
• sf  − interacting forces between beam-actuators or more generally − mechanical 
properties of the actuators, 
• s  − actuators lengths or more generally – geometrical properties of the actuators, 
• sn  − number of actuators. 
As mentioned above, the optimal actuators distribution described with { }sx  has an 
important meaning and finding of the { }sx  is the aim of the chapter. 
3. Optimal actuators distribution problem 
Before the optimization problem will be formulated, any coefficients of the vibration 
reduction should be defined. 
3.1 Reduction and effectiveness coefficients 
Let be the difference between any quantities of the beam vibration 
 R(x) (x) (x)ΔΨ = Ψ − Ψ  (77) 
where (x)Ψ , R (x)Ψ  – quantities calculated without and with actuators respectively; (x)Ψ , 
R (x)Ψ  are given together by Eq. (74), where 
 0A C I
∗=  (78) 
  




 ( )R 0A C I I∗ Σ= +  (79) 
The difference (x)ΔΨ  is interpreted as the quantity of the vibration reduction and it is the 
first measure of this reduction namely, the quantity reduction coefficient. 
The second measure of the vibration reduction is defined as 
 R(x) (x)(x)R (x)
(x) (x)ψ
Ψ − ΨΔΨ= =
Ψ Ψ
 (80) 
It is called as the reduction coefficient and it may be expressed in per cent. Note, that if the 
reduction coefficient equals one, the vibration reduction is total, R (x) 0Ψ = . 
An effectiveness of the vibration reduction is defined as a quotient of some vibration 
reduction measure by an amount of the energy W  provided to the system in order to excite 
actuators. Hence, thirst measure of the vibration reduction may be defined by so called the 
effectiveness coefficient 
 E (x) R (x) WΨ Ψ=  (81) 
The energy W  provided to the system is translated into couples of forces, Fig. 9. Therefore, 
the energy W  may be replaced by forces R ssf 4 f= , hence 
 RE (x) R (x) fΨ Ψ=  (82) 
The Eqs. (77) – (82) define the appropriate factors of the vibration reduction at the point x . 
In many cases, it is convenient to calculate mean values of these coefficients at whole beam 
domain or at the beam sub-domains. First of them is the mean quantity reduction coefficient 
and it is defined by the formula 
 ( )m i R ii
i
1 (x ) (x )
n
ΔΨ = Ψ − Ψ          ii 1,2,...,n=  (83) 
Consequently, the mean reduction coefficient and the mean effectiveness coefficient are 
defined respectively 
 
 m m mRΨ = ΔΨ Ψ ,                  m i ii (x ) nΨ = Ψ  (84) 
 m m RE R fΨ Ψ=  (85) 
The coefficients defined above may constitute the base to formulate the optimization 
problem; hereafter the R (x)Ψ  is chosen. 
3.2 Formulation of the optimization problem 
In this chapter, one formulates the following problem: find the optimal actuators 
distribution { }sx  which maximize of the reduction coefficient R (x)Ψ ; hence R (x)Ψ  is 
assumed as an objective function. In this case the maximal value of R (x)Ψ  equals one and it 
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means p-reduction; such instance is considered in (Brański et al., 2010; Brański & Lipiński, 
2011) and it seems that it is possible only in for separate mode. 
Let the energy provided to the actuators be constant and hence, the sf  is always constant. 
Now, for clarity of the disquisition, rewrite the effectiveness coefficient in explicit form 
 R R(x) (x) CA (x) CA (x)R (x)
(x) CA (x)Ψ
Ψ − Ψ Φ − Φ= =
Ψ Φ
 (86) 
Working out on above assumption, the R (x)Ψ  will be maximal, if R (x)Ψ  is minimal. Hence, 
the optimal condition ;maxR (x) R (x)Ψ Ψ=  leads to the next condition R R ;min(x) (x)Ψ ≡ Ψ . Note, 
that the R (x)Ψ  depends on the reduction amplitude RA . So, the R R ;min(x) (x)Ψ ≡ Ψ , if the 
amplitude RA  is minimal and instead of the above condition, it leads to 
 R R ;minA A=  (87) 
3.3 Heuristic analysis of the optimization problem 
Note, that the amplitude RA  comprises the factor C 0
∗ ≠ , but it is constant and this is the 
factor 0 RI I IΣ+ =  which is changed. In practice, instead of the condition (87), the following 
condition of the reduction must be fulfilled 
 2R 0 0 s s s minsI I I I f (x ) IκΣ= + = + =   (88) 
For future considerations the sign of RI  is very important. The vibrations are reduced with 
actuators, if the I  is positive, but must be fulfilled the following condition: R 0I I I 0Σ= + ≥ ; 
RI 0=  assures the total reduction. If this condition is not fulfilled, the actuators excite 
vibrations and thereby they are not accomplished owns role. Note, that the sign of  0I  is 
always negative, see Eq. (65). Then, the sign of I  must be positive and it depends on the 
signs both forces sf  and curvatures s(x )κ . 
From physical point of view, the sign of (x)κ  is changed and as established above; it is 
positive, if the bending of the beam is directed upwards. Then, for many actuators one has 
 2 2 2 s 11 1 1 2 2 2 s s ssI f ( ) (x ) f ( ) (x ) ... f ( 1) (x ) 0κ κ κ
+
 = + + − + = − >    (89) 
To obtain the positive sign of I , the signs of sf  should alternates; this problem clearly 
expressed in the following way 
 
 2 2 s 1 2 s 11 1 1 2 2 2 s s ssI ( )f ( ) (x ) ( )f ( ) (x ) ... ( 1) f ( 1) (x ) 0κ κ κ
+ +
 = + + + − − + = − − >    (90) 
First at all, it is possible if the signs of s(x )κ  and sf  are the same, namely positive or 
negative, and they take their extremes. To fulfill this requirement, the actuators should be 
specially distributed on the beam. An idea of description of the sign of s(x )κ  is advance 
determined. The value of s(x )κ  is determined by means of the distribution of the actuators; 
they are bended at { }sx . Hence, the distribution has a great significance; this problem was 
solved in (Brański & Szela, 2007; Brański & Szela, 2008; Brański et al., 2010; Brański & Szela 
2010; Szela, 2009). Interpreting Eq. (88) through Eq. (90) it is appear that the actuators ought 
  




 ( )R 0A C I I∗ Σ= +  (79) 
The difference (x)ΔΨ  is interpreted as the quantity of the vibration reduction and it is the 
first measure of this reduction namely, the quantity reduction coefficient. 
The second measure of the vibration reduction is defined as 
 R(x) (x)(x)R (x)
(x) (x)ψ
Ψ − ΨΔΨ= =
Ψ Ψ
 (80) 
It is called as the reduction coefficient and it may be expressed in per cent. Note, that if the 
reduction coefficient equals one, the vibration reduction is total, R (x) 0Ψ = . 
An effectiveness of the vibration reduction is defined as a quotient of some vibration 
reduction measure by an amount of the energy W  provided to the system in order to excite 
actuators. Hence, thirst measure of the vibration reduction may be defined by so called the 
effectiveness coefficient 
 E (x) R (x) WΨ Ψ=  (81) 
The energy W  provided to the system is translated into couples of forces, Fig. 9. Therefore, 
the energy W  may be replaced by forces R ssf 4 f= , hence 
 RE (x) R (x) fΨ Ψ=  (82) 
The Eqs. (77) – (82) define the appropriate factors of the vibration reduction at the point x . 
In many cases, it is convenient to calculate mean values of these coefficients at whole beam 
domain or at the beam sub-domains. First of them is the mean quantity reduction coefficient 
and it is defined by the formula 
 ( )m i R ii
i
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to be bonded on the beam sub-domains in which the curvatures reach their extremum and 
consequently the highest and lowest values respectively, see Fig. 10. This is so called quasi-
optimal actuators distribution and it is described with Q sx x≡  points, their number is 









Fig. 10. Optimal distribution of the actuators 
As far as signs and values of { }sf  are concerned, it was assumed that the added energy 
exciting actuators is constant. So, the values { }sf  of the separate actuators are known and 
always are constant, while the sign sf  springs from the physical interpretation of the 
interaction beam-actuator. As can be seen in Fig. 10, the forces s2 f  are placed at the point of 
local extreme, namely at the sx , with the opposite direction to the bending of the beam 
X(x) . At the same time, the forces sf  on the actuator edges are in the direction of the beam 
bending and let assume that this sign of sf  is positive. Another way, the vectors sf  and the 
beam bending X(x)  are in the same direction. In such sign convection, both sf  and s(x )κ  in 
Eq. (90) have the same signs and all terms are positive. Furthermore, the actuators 
distribution described with Q sx x≡  ensures the maximum of the reduction coefficient. 
The heuristic analysis described above was substantiated numerically for the separate beam 
and triangular modes and the details may be found in own papers. 
3.4 Analytical analysis of the optimization problem 
The aim of this section is to work out of the analytical method, which will describe such 
distribution of the actuators in order to assure the maximum of the reduction coefficient. It 
is expected that the analytical method will confirm the quasi-optimal distribution which has 
been found above with heuristic method. Therefore the assumptions are the same like in 
heuristic method, namely sn , sf  and s  are settled. 
Let the distribution of actuators be marked with the set of unknown coordinates s{x }  for the 
moment; that are exactly these coordinates s Q{x } {x }≡  of which are looked for. One starts 
from Eq. (88), hence 
 2 2R 0 0 1 1 1 1 2 2I I I I f (x ) f (x ) ...κ κΣ= + = + + +   (91) 
Since the (x)κ  is the function which changes the sign, it is appropriate to search the points 
sx  which assure the extreme RI (x) , not minimum only. The function RI (x)  can have the 
extreme only at points sx , at which RDI (x)  is equal to zero or 
2 2
1 1 1 1 2 2f D (x ) f D (x ) ... 0κ κ+ + =   does not exist (Fichtenholtz, 1999). Because 0I  is constant 
than a necessary condition for existing extreme value is 
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 R sDI (x ) 0=  (92) 
where R s R sDI (x ) DI (x x )= =  and hence 
 2 21 1 1 1 2 2f D (x ) f D (x ) ... 0κ κ+ + =   (93) 
Because of 2s sf 0≠  then instead of Eq. (93) one has 
 sD (x ) 0κ =  (94) 
From the condition (94), a set of stationary points { }sx  is obtained. The sufficient condition 
for existing extreme demands, in order to the function be determined on either side of the 
point sx  and xD ( )κ  must change sign at this point (turning point); it is sufficient condition 
formulated in the first form. This condition is expressed in the other form 
 2 sD (x ) 0κ ≠  (95) 
If this condition is not fulfilling, then this point should be omitted. 
One still needs to consider the biggest and the lowest values of (x)κ ; they are in 
hypothetical points { }max minx ,x . In order to find them, the values of (x)κ  at the stationary 
points { }sx  are calculated and they are compared to the values calculated at the end points 
of the appropriate interval. In the future consideration, the sn  points among stationary { }sx  
and { }max minx ,x  ones, at which (x)κ  takes in turn its absolute values, are taken into account. 
The problem of the signs of the s(x )κ  and sf  is quite the same as in heuristic analysis. 
Analytical analysis was applied for p-reduction and for the separate beam modes (Brański & 
Lipiński, 2011). As pointed out there, the analytical solution to the optimal actuators 
distribution problem confirms the results obtained with heuristic solution. 
4. Conclusion 
Deriving the shape of (x)κ , the influence both masses and stiffness of the actuators and glue 
on the shape of X(x) , and consistently on the shape of (x)κ , were omitted; if not, an 
adaptation method must be applied. But after determining shape of (x)κ , all these 
parameters were considered. 
As can be note, the actuators optimal distribution is attained assuming that the added 
energy to excite actuators is constant. It is translated into constant sf . Having the optimal 
distribution, the reduction coefficient may be improved by adding more energy or in order 
words, by increasing sf . This way, presented optimal method corresponds to that one 
presented in (Q. Wang & C. Wang, 2001), namely “maximization of the control forces 
transmitted by the actuators to the structure”. 
Based on theoretical considerations, and numerical ones presented in own papers, the 
following conclusion may be formulated. 
1. The optimization problem of the actuators distribution assuring the maximal active 
vibration reduction of the beam, measured with reduction coefficient, may be solved 
both heuristically and analytically. In analyzed problem, it turned out that both 
methods give the same results. 
2. The following algorithm of analytical method may be worked out: 
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• to search of stationary points { }sx  of the beam curvature, 
• to search of { }max minx ,x  points of the beam curvature, 
• Qn  points among stationary { }sx  and { }max minx ,x  ones, at which (x)κ  takes in turn its 
maximum absolute values, are selected, they are denoted by { }Qx , 
• to bond the actuators at the { }Qx  points, 
• to determine the value of the reduction coefficient, 
• to increase the value sf , through the energy increase which excites actuators, until the 
reduction coefficient will attain its maximum. 
It seems that proposed optimization method is very simple and may be useful in many 
technical problems of active vibration reduction. This work is a starting point for many 
computer simulations and experiments. 
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• to search of stationary points { }sx  of the beam curvature, 
• to search of { }max minx ,x  points of the beam curvature, 
• Qn  points among stationary { }sx  and { }max minx ,x  ones, at which (x)κ  takes in turn its 
maximum absolute values, are selected, they are denoted by { }Qx , 
• to bond the actuators at the { }Qx  points, 
• to determine the value of the reduction coefficient, 
• to increase the value sf , through the energy increase which excites actuators, until the 
reduction coefficient will attain its maximum. 
It seems that proposed optimization method is very simple and may be useful in many 
technical problems of active vibration reduction. This work is a starting point for many 
computer simulations and experiments. 
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Multilayered Structure as a Novel Material for 
Surface Acoustic Wave Devices:  
Physical Insight 
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Russia 
1. Introduction 
Since 70-ies, when the first delay lines and filters employing surface acoustic waves (SAW) 
were designed and fabricated, the use of SAW devices in special and commercial 
applications has expanded rapidly and the range of their working parameters was extended 
significantly (Hashimoto, 2000; Ruppel, 2001, 2002). In the last decade, their wide 
application in communication systems, cellular phones and base stations, wireless 
temperature and gas sensors has placed new requirements to SAW devices, such as very 
high operating frequencies (up to 10 GHz), low insertion loss, about 1 dB, high power 
durability, stable parameters at high temperatures etc. 
The main element of a SAW device is a piezoelectric substrate with an interdigital 
transducer (IDT) used for generation and detection of SAW in the substrate. The number of 
single crystals utilized as substrates in SAW devices did not increase substantially since 70-
ies because a new material must satisfy the list of strict requirements to be applied in 
commercial SAW devices: sufficiently strong piezoelectric effect, low or moderate variation 
of SAW velocity with temperature, low cost of as-grown large size crystals for fabrication of 
4-inch wafers, long-term power durability, well developed and non-expensive fabrication 
process for SAW devices etc. Today only few single crystals are utilized as substrates in 
SAW devices: lithium niobate, LiNbO3 (LN), lithium tantalate, LiTaO3 (LT), quartz, SiO2, 
lithium tetraborate, Li2B4O7 (LBO), langasite, La3Ga5SiO14 (LGS) and some crystals of LGS 
group (LGT, LGN etc.) with similar properties.  
The SAW velocities in these single crystals do not exceed 4000 m/s, which limit the highest 
operating frequencies of SAW devices by 2.5-3 GHz because of limitations imposed by the 
line-resolution technology of IDT fabrication. The minimum achievable insertion loss and 
maximum bandwidth of SAW devices depend on the electromechanical coupling 
coefficient, which can be evaluated for SAW as k2≈2ΔV/V, where ΔV is the difference 
between SAW velocities on free and electrically shorted surfaces. The largest values of k2 can 
be obtained in some orientations of LN and LT. Ferroelectric properties of these materials 
are responsible for a strong piezoelectric effect. As a result, k2 reaches 5.7% in LN and 1.2% 
in LT, for SAW. For leaky SAW (LSAW) propagating in rotated Y-cuts of both crystals, the 
coupling is higher and can exceed 20% for LN and 5% for LT. However, LSAW attenuates 
because of its leakage into the bulk waves when it propagates along the crystal surface. As a 
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result, insertion loss of a SAW device increases. Attenuation coefficient depends on a crystal 
cut and IDT geometry. For example, in 36º to 48º rotated YX cuts of LT and in 41º to 76º YX 
rotated YX cuts of LN, high electromechanical coupling of LSAW can be combined with low 
attenuation coefficient via simultaneous optimization of orientation and electrode structure 
(Naumenko & Abbott, US patents, 2003, 2004). When these substrates are utilized in 
radiofrequency (RF) SAW filters with resonator-type structures, low insertion loss of 1dB or 
even less can be obtained. Today such low loss filters are widely used in mobile 
communication and navigation systems. The main drawback of these devices is high 
sensitivity of the characteristics to variations of temperature because the typical values of 
temperature coefficient of frequency (TCF) vary between -30 ppm/ºC and -40 ppm/ºC for 
LT and between -60 ppm/ºC and -75 ppm/ºC for LN.  
Contrary to LN and LT, quartz is characterized by excellent temperature stability of SAW 
characteristics but low electromechanical coupling coefficient, k2<0.15%. Hence, even in 
resonator-type SAW filters with very narrow bandwidths, about 0.05%, where the loss of 
radiated energy is minimized due to the energy storage in a resonator, the best insertion loss 
achieved in a SAW device with matching circuits is only 2.5-4 dB.  
In some orientations of LBO, LGS and other crystals of LGS group, zero TCF is combined 
with a moderate electromechanical coupling coefficient. However, these crystals have 
limited applications in commercial SAW devices because low SAW velocities restrict high-
frequency applications on LGS and LBO dissolves in water and acid solutions, which 
prohibits application of conventional wafer fabrication processes to this material and finally 
results in an increased cost of SAW devices. 
Hence, none of available single crystalline materials provides a combination of large 
piezoelectric coupling, zero TCF and high propagation velocity. A strong need in such 
material exists today, especially for application in SAW duplexers and multi-standard 
cellular phones, where the temperature compensation is the key issue because of necessity 
to divide a limited frequency bandwidth into few channels with no overlapping allowed in 
a wide range of operating temperatures. As an alternative to conventional SAW substrates, 
layered or multilayered (stratified) materials were studied extensively since 80-ies but only 
in the last decade some of these structures found commercial applications in SAW devices, 
due to the recent successes of thin film deposition technologies and development of robust 
simulation tools for design of SAW devices on layered structures.  
2. Multilayered structures as materials for SAW devices 
As described above, the increasing requirements to the substrate materials, on one side, and 
rapid development of thin film deposition technologies, on the other side, gave rise to the 
novel class of materials for SAW devices – layered or multilayered structures. One or more 
films of different materials deposited on a regular substrate can improve its characteristics 
significantly. A proper combination of a substrate and a thin film helps to overcome the 
limitations of the conventional SAW substrates. In this section, a brief overview of the 
layered structures will be given. The examples presented here are currently investigated by 
different research groups as promising compound SAW substrate materials or found 
already some applications in SAW devices. The focus is made on the recent achievements in 
material research mostly motivated by challenges of the rapidly developing market of 
communication devices. Based on this overview, a generalized multilayered structure, 
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which includes all described examples, will be derived and a method of investigating this 
structure will be presented and then applied to few different structures, for which more 
detailed discussion of SAW propagation characteristics will be given.  
The first example of a layered structure is a dielectric isotropic silicon dioxide (SiO2) film 
deposited on one of rotated YX-cuts of LN or LT characterized by a high electromechanical 
coupling. Today these structures attract attention of researchers and SAW designers as the 
most promising candidates for application in SAW duplexers required in most of popular 
mobile phone systems (Kovacs et al., 2004; Kadota, 2007; Nakai et al., 2008; Nakanishi et al., 
2008]. These RF devices must separate the transmitted and received signals in a narrow 
frequency interval and in a wide range of operating temperatures, e.g. between -30ºC and 
+85ºC. Therefore, substrate materials combining high propagation velocity, high 
electromechanical coupling and low TCF are strongly required. Due to the opposite signs of 
TCF in SiO2 and LT or LN, a layered SiO2/LT or SiO2/LN structure allows to obtain the 
desired combination of characteristics.  When it is utilized in a resonator-type filter, the 
electrodes of IDT and metal gratings are commonly built at the interface between SiO2 and 
LN or LT. Besides, a heavy metal, such as copper, is utilized as an electrode material (Nakai 
et al., 2008). A layered structure with such electrode configuration is schematically 
presented as Type 1 in Fig.1.  The location of electrodes at the interface helps to keep a high 
electromechanical coupling and combine it with a large reflection coefficient in SAW 
resonators. A large metallization thickness effectively reduces resistive losses and results in 
a high Q factor of a SAW resonator. Another advantage of using heavy electrodes is a 
reduced propagation loss, which is achieved due to the transformation of LSAW into SAW. 
SAW devices with low insertion loss of 1-2 dB and low TCF of -7ppm/ºC, have been 
successfully realized on such substrates (Kadota, 2007).  
A thickness of SiO2 film in SiO2/LT and SiO2/LN structures can vary within a wide range, 
from a few percent of a SAW wavelength up to a few wavelengths, to provide the required 
combination of electromechanical coupling, TCF and propagation loss. Moreover, SiO2 film 
helps to isolate the working surface of a SAW device from environmental influences and 
facilitates packaging of SAW chip. 
 
           film 
       substrate        substrate 
          film 
 IDT electrodes 
Type 1 Type 2 
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result, insertion loss of a SAW device increases. Attenuation coefficient depends on a crystal 
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Multilayered Structure as a Novel Material  
for Surface Acoustic Wave Devices: Physical Insight 
 
423 
which includes all described examples, will be derived and a method of investigating this 
structure will be presented and then applied to few different structures, for which more 
detailed discussion of SAW propagation characteristics will be given.  
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successfully realized on such substrates (Kadota, 2007).  
A thickness of SiO2 film in SiO2/LT and SiO2/LN structures can vary within a wide range, 
from a few percent of a SAW wavelength up to a few wavelengths, to provide the required 
combination of electromechanical coupling, TCF and propagation loss. Moreover, SiO2 film 
helps to isolate the working surface of a SAW device from environmental influences and 
facilitates packaging of SAW chip. 
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Another electrode configuration in a structure with one thin film is schematically presented 
as Type 2 in Fig. 1, with IDT located on the top surface. It is typical for a piezoelectric film on 
a non-piezoelectric substrate or on a substrate with low electromechanical coupling 
coefficient. As a piezoelectric film, zinc oxide ZnO is widely used (Kadota & Minakata, 1998; 
Nakahata et al., 2000; Emanetoglu et al., 2000; Brizoual et al., 2008). ZnO films are cheap and 
provide sufficiently high values of electromechanical coupling. The film deposition 
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technique (e.g. magnetron sputtering) has been well developed for this material. Another 
piezoelectric film, which is extensively studied as a promising material for high-frequency 
SAW devices is aluminum nitride (AlN) (Benetti et al., 2005, 2008; Fujii et al., 2008; Omori et 
al., 2008). It is characterized by chemical stability, mechanical strength, high acoustic 
velocity and good dielectric quality. Some other piezoelectric films, like CdS or GaN, were 
investigated previously but did not receive as much attention as ZnO or AlN.  
A piezoelectric film is usually combined with silica glass, silicon, sapphire or diamond 
substrate. Silica glass is cheap, the use of silicon as a wafer enables simple integration of IF 
and RF components in one chip, sapphire is characterized by high SAW velocities, up to 
6000 m/s, and diamond provides the highest SAW velocities among all materials, up to 
11000 m/s, and is being used for high frequency SAW devices in the GHz range. For 
example, SAW resonator with center frequency about 4.5 GHz was built on AlN/diamond 
structure characterized by SAW velocity about 10000 m/s and k2≈1% (Omori et al., 2008). A 
combination of SAW velocity about 5500 m/s and electromechanical coupling about 0.25% 
can be obtained in AlN/sapphire structure (Ballandras et al., 2004). To reduce TCF of a SAW 
device, ZnO film can be combined with quartz or LGS. For example, nearly zero TCF and k2 
about 1.8% was achieved for SAW in ZnO/quartz structure, via optimization of quartz 
orientation (Kadota et al., 2008).  
One more structure, which can be referred to the Type 1, recently found application in SAW 
devices. It is a thin plate of a piezoelectric crystal, such as LN or LT with thickness 10-15 
wavelengths, which is directly bonded to a dielectric or semiconductor wafer. The bonding 
technology (Eda et al., 2000) provides excellent contact between the two materials and 
allows fabrication of SAW devices with reproducible characteristics on a thin LN or LT plate 
bonded to a thick silicon or glass wafer. In these structures, high values of electromechanical 
coupling coefficients typical for LN and LT are combined with improved TCFs, due to low 
thermal expansion coefficients (TCE) determined by massive silicon, glass or sapphire wafer 
(Tsutsumi et al., 2004). An example of bonded wafer will be numerically investigated in 
section 4. 
The quality of a contact between LN or LT plate and a silicon wafer can be improved if a 
thin SiO2 film is deposited between these materials (Abbott et al., 2005). Such two-layered 
structure with IDT on the top surface is schematically shown as Type 3 in Fig. 2. With silicon 
as a substrate, SiO2 as the first film and LN or LT as the second film (plate), this structure 
can give the same advantages as LT/Si or LN/Si bonded wafers but with higher quality 
contact between the materials. The presence of additional SiO2 film results in spurious 
acoustic modes propagating in a SAW device. These modes deteriorate the device 
performance and should be simulated properly to achieve the desired device characteristics.  
Another example of the Type 3 structure is a silicon wafer with isotropic SiO2 as the first film 
and ZnO as the second film. Optimization of SiO2 and ZnO film thicknesses enables 
obtaining of a structure with TCF=0 (Emanetoglu et al., 2000). A high frequency SAW device 
can be built if SiO2 and ZnO films are deposited atop of a diamond or a sapphire substrate. 
With ZnO as the first film and isotropic SiO2 as the second film, the preferential location of 
IDT electrodes is at the substrate-film interface (Type 4). Alternatively, IDT can be built on 
ZnO surface and then buried in SiO2 overlay (Type 5). For example, Nakahata (Nakahata et 
al., 2000) reported on a SAW resonator using SiO2/ZnO/diamond structure with two 
different electrode configurations (Type 4 and Type 5). Zero TCF, high velocity about 10000 
m/s and k2≈1.2% were obtained for shear horizontally (SH) polarized SAW mode. A 
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resonator with center frequency about 2.5 GHz, temperature compensated characteristics 
and low insertion loss was fabricated on this structure. 
Nakahata (Nakahata et al., 1995) reported one more example of the two-layered structure, 
which can be referred to Type 4. It is a ZnO film on a silicon wafer with thin isotropic 
diamond layer between them. The following SAW characteristics have been obtained: 
velocity V≈8050 m/s, k2 ≈1.42 %, TCF≈0. 
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Fig. 2. Three typical structures with two thin films 
The examples described above are not aimed at comprehensive survey of layered structures 
potentially applicable in SAW devices but demonstrate that a variety of layered structures 
can be referred to a few basic types. A unified approach to analysis of acoustic modes in 
different layered structures would be beneficial for optimization of SAW devices, because 
such approach allows comparing characteristics of the same SAW design built on different 
combinations of film and substrate materials.  
The simulation of SAW characteristics is an important part of the SAW device design 
procedure. In a specified structure, such simulation must take into account orientation of 
each material if it is anisotropic, film thicknesses, a thickness and shape of IDT electrodes, 
electrode width to pitch ratio etc. Besides, the accurate analysis of all modes propagating in 
the investigated structure is required, including the main SAW or LSAW mode and all 
spurious modes generated by IDT in the specified frequency interval. A number of spurious 
modes grows with a number of layers and increasing of their thicknesses, which makes the 
simulation procedure more complicated. Moreover, with increasing film thickness SAW 
changes its nature and eventually transforms into a new type of acoustic wave. However, 
the characteristics of any acoustic mode change continuously with this transformation.  
The variation of film thicknesses within wide range helps to obtain a variety of novel 
materials with different combinations of characteristics demanded for SAW devices of 
different applications. After a proper combination of materials is selected, the geometrical 
parameters of a multilayered structure must be optimized to satisfy the desired electrical 
specification, including frequency bandwidth, insertion loss, out-of-band rejection, shape 
factor of frequency response or Q factor of a SAW resonator, temperature deviation of 
frequency etc. It is a common practice to optimize film and electrode thicknesses and other 
geometrical parameters of IDTs simultaneously with orientations of anisotropic materials 
included in the layered structure, to achieve the best SAW device performance. 
The challenges described above require a robust, fast and universal numerical technique, 
which could be applied to different types of multilayered structures, with film thicknesses 
varying within wide range and allowing transformation of SAW into boundary waves, plate 
modes or other types of acoustic waves.  Such technique is described in the next section. 
  
Acoustic Waves – From Microdevices to Helioseismology 
 
424 
technique (e.g. magnetron sputtering) has been well developed for this material. Another 
piezoelectric film, which is extensively studied as a promising material for high-frequency 
SAW devices is aluminum nitride (AlN) (Benetti et al., 2005, 2008; Fujii et al., 2008; Omori et 
al., 2008). It is characterized by chemical stability, mechanical strength, high acoustic 
velocity and good dielectric quality. Some other piezoelectric films, like CdS or GaN, were 
investigated previously but did not receive as much attention as ZnO or AlN.  
A piezoelectric film is usually combined with silica glass, silicon, sapphire or diamond 
substrate. Silica glass is cheap, the use of silicon as a wafer enables simple integration of IF 
and RF components in one chip, sapphire is characterized by high SAW velocities, up to 
6000 m/s, and diamond provides the highest SAW velocities among all materials, up to 
11000 m/s, and is being used for high frequency SAW devices in the GHz range. For 
example, SAW resonator with center frequency about 4.5 GHz was built on AlN/diamond 
structure characterized by SAW velocity about 10000 m/s and k2≈1% (Omori et al., 2008). A 
combination of SAW velocity about 5500 m/s and electromechanical coupling about 0.25% 
can be obtained in AlN/sapphire structure (Ballandras et al., 2004). To reduce TCF of a SAW 
device, ZnO film can be combined with quartz or LGS. For example, nearly zero TCF and k2 
about 1.8% was achieved for SAW in ZnO/quartz structure, via optimization of quartz 
orientation (Kadota et al., 2008).  
One more structure, which can be referred to the Type 1, recently found application in SAW 
devices. It is a thin plate of a piezoelectric crystal, such as LN or LT with thickness 10-15 
wavelengths, which is directly bonded to a dielectric or semiconductor wafer. The bonding 
technology (Eda et al., 2000) provides excellent contact between the two materials and 
allows fabrication of SAW devices with reproducible characteristics on a thin LN or LT plate 
bonded to a thick silicon or glass wafer. In these structures, high values of electromechanical 
coupling coefficients typical for LN and LT are combined with improved TCFs, due to low 
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can give the same advantages as LT/Si or LN/Si bonded wafers but with higher quality 
contact between the materials. The presence of additional SiO2 film results in spurious 
acoustic modes propagating in a SAW device. These modes deteriorate the device 
performance and should be simulated properly to achieve the desired device characteristics.  
Another example of the Type 3 structure is a silicon wafer with isotropic SiO2 as the first film 
and ZnO as the second film. Optimization of SiO2 and ZnO film thicknesses enables 
obtaining of a structure with TCF=0 (Emanetoglu et al., 2000). A high frequency SAW device 
can be built if SiO2 and ZnO films are deposited atop of a diamond or a sapphire substrate. 
With ZnO as the first film and isotropic SiO2 as the second film, the preferential location of 
IDT electrodes is at the substrate-film interface (Type 4). Alternatively, IDT can be built on 
ZnO surface and then buried in SiO2 overlay (Type 5). For example, Nakahata (Nakahata et 
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resonator with center frequency about 2.5 GHz, temperature compensated characteristics 
and low insertion loss was fabricated on this structure. 
Nakahata (Nakahata et al., 1995) reported one more example of the two-layered structure, 
which can be referred to Type 4. It is a ZnO film on a silicon wafer with thin isotropic 
diamond layer between them. The following SAW characteristics have been obtained: 
velocity V≈8050 m/s, k2 ≈1.42 %, TCF≈0. 
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The examples described above are not aimed at comprehensive survey of layered structures 
potentially applicable in SAW devices but demonstrate that a variety of layered structures 
can be referred to a few basic types. A unified approach to analysis of acoustic modes in 
different layered structures would be beneficial for optimization of SAW devices, because 
such approach allows comparing characteristics of the same SAW design built on different 
combinations of film and substrate materials.  
The simulation of SAW characteristics is an important part of the SAW device design 
procedure. In a specified structure, such simulation must take into account orientation of 
each material if it is anisotropic, film thicknesses, a thickness and shape of IDT electrodes, 
electrode width to pitch ratio etc. Besides, the accurate analysis of all modes propagating in 
the investigated structure is required, including the main SAW or LSAW mode and all 
spurious modes generated by IDT in the specified frequency interval. A number of spurious 
modes grows with a number of layers and increasing of their thicknesses, which makes the 
simulation procedure more complicated. Moreover, with increasing film thickness SAW 
changes its nature and eventually transforms into a new type of acoustic wave. However, 
the characteristics of any acoustic mode change continuously with this transformation.  
The variation of film thicknesses within wide range helps to obtain a variety of novel 
materials with different combinations of characteristics demanded for SAW devices of 
different applications. After a proper combination of materials is selected, the geometrical 
parameters of a multilayered structure must be optimized to satisfy the desired electrical 
specification, including frequency bandwidth, insertion loss, out-of-band rejection, shape 
factor of frequency response or Q factor of a SAW resonator, temperature deviation of 
frequency etc. It is a common practice to optimize film and electrode thicknesses and other 
geometrical parameters of IDTs simultaneously with orientations of anisotropic materials 
included in the layered structure, to achieve the best SAW device performance. 
The challenges described above require a robust, fast and universal numerical technique, 
which could be applied to different types of multilayered structures, with film thicknesses 
varying within wide range and allowing transformation of SAW into boundary waves, plate 
modes or other types of acoustic waves.  Such technique is described in the next section. 
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3. An advanced numerical technique for analysis of acoustic waves in 
multilayered structures 
The most popular numerical technique used for simulation of SAW characteristic in multi-
layered structures is Transfer Matrix Method (TMM) (Adler, 1990). It is based on the matrix 
formalism suggested by Stroh (Stroh, 1965) for solution of a SAW problem in anisotropic 
media. For each material of a multilayered structure, TTM assumes building of a fundamental 
acoustic tensor dependent on the material constants and the analyzed orientation. Then the 
characteristics of the partial acoustic modes are found as the eigen vectors and eigen values 
of the matrix associated with this tensor. Finally, the transfer matrix is calculated, which 
characterizes the change of acoustic fields within the analyzed layer. The method is fast and 
convenient and does not impose any limitations on the number of layers. However, it is 
known to work unstable when the film thickness exceeds 3-5 wavelength because of bad 
conditioned matrices built of elements, some of which exponentially decay and others 
exponentially grow with film thickness. These elements are associated with incident and 
reflected modes. As suggested by Tan (Tan, 2002) and Reinhardt (Reinhardt et al., 2003), a 
separate treatment of these two groups of partial modes helps to avoid the instability and 
extends the range of the analyzed thicknesses from zero to infinite value. 
Another limitation of the previously reported numerical techniques developed for analysis 
of SAW in multilayered structures is their focusing on a certain type of acoustic waves, 
which is related to a fixed type of a multilayered structure, with analytically defined 
boundary conditions at the interfaces and external boundaries. For example, acoustic waves 
propagating in a substrate with a thin film of finite thickness and stress-free boundary 
conditions at the top surface are different from acoustic waves propagating in the same 
combination of materials when the film thickness tends to infinite value. In practice, the 
results obtained with different versions of software using fixed boundary conditions often 
diverge and do not allow seeing how the wave characteristics change continuously with 
variation of film thickness within wide range. For example, the software FEMSDA (Endoh et 
al., 1995; Hashimoto et al., 2007, 2008), which is very popular among SAW device designers, 
includes separate versions for analysis of SAW in a substrate with a thin film and for 
investigation of boundary waves. In the first version, a film thickness providing robust 
calculations does not exceed a half-wavelength. 
To overcome the described limitation, an advanced numerical technique was developed 
(Naumenko, 2009, 2010). It can be applied to a variety of multilayered structures and types 
of acoustic waves. The universal character of the software is achieved due to 
characterization of the air as a dielectric medium with a very small density and elastic 
stiffness constants and treatment of this medium as an example of a dielectric. The same 
numerical methods are applied to this and other materials, which compose a layered 
structure. With such approach, it is not necessary to fix the stress-free boundary conditions 
at the top surface of a thin film or at the boundaries of a finite-thickness plate to find 
acoustic waves propagating in these structures. The stress-free boundary conditions are 
automatically simulated with high accuracy when the adjacent medium is specified as the 
air.  
The developed technique refers to a multilayered structure schematically shown in Fig. 3, in 
which a metal film or IDT is located between N upper and M lower layers, where M and N 
can vary between one and ten or more if necessary.  
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Fig. 3. Schematic drawing of analyzed multilayered structure  
Analysis starts from the uppermost or lowermost half-infinite material, in which the wave 
structure is calculated. It can be a dielectric, a piezoelectric material or the air. In each 
adjacent finite-thickness layer, the transformation of the wave structure is deduced via 
separate treatment of incident and reflected partial modes. It means that the reflection and 
transmission matrix coefficients replace the transfer matrix to escape numerical noise at film 
thicknesses exceeding 3-5 wavelengths. For the structures with few dielectric (isotropic) 
films, the variation of the dielectric permittivity within each film characterized by the finite 
thickness h and dielectric permittivity filmε  is taken into account via the well known 
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where k is the wave number. Analysis of the lower and upper multilayered half-spaces is 
considered completed when the wave structure has been determined at z=0 and z=hm, 
where hm is a metal film thickness, and the surface impedance matrices ( )ˆUPZ k  and 
( )ˆ LOWZ k  have been calculated at the upper and lower boundaries of the metal film. Each of 
these matrices characterizes the ratio between the vectors of displacements u  and normal 
stresses T at the analyzed interface, 1Ẑ −= uT . A piezoelectric material is characterized by 
the generalized 4-dimensional displacement and stress vectors, with added electrostatic 
potential φ  and normal electrical displacement D, respectively. The matrices ( )ˆUPZ k  and 
( )ˆ LOWZ k  comprise the information about the layers located above and below the metal film 
and enable simple formulation of electrical boundary conditions at z=0 and z=hm. If the mass 
load of metal film is included in the analysis of the upper N layers, then the function of 
effective dielectric permittivity (EDP) ( )sε k  can be calculated at z=0 (Ingebrigtsen, 1969; 
Milsom et al., 1977). This function relates the electric charge σ  at the surface to the 
electrostatic potential ϕ ,  
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( )ˆ LOWZ k  comprise the information about the layers located above and below the metal film 
and enable simple formulation of electrical boundary conditions at z=0 and z=hm. If the mass 
load of metal film is included in the analysis of the upper N layers, then the function of 
effective dielectric permittivity (EDP) ( )sε k  can be calculated at z=0 (Ingebrigtsen, 1969; 
Milsom et al., 1977). This function relates the electric charge σ  at the surface to the 
electrostatic potential ϕ ,  
  
Acoustic Waves – From Microdevices to Helioseismology 
 
428 
 ( )sσ k ε k ϕ= ⋅ ⋅     (2) 
and can be used for extraction of the velocities and electromechanical coupling coefficients 
of  SAW and other acoustic modes propagating in a multilayered structure.  EDP function 
was originally introduced for semi-infinite piezoelectric medium, but it is also an efficient 
tool for analysis of acoustic waves in layered structures.  
The numerical method described above was extended to a periodic metal grating 
sandwiched between two multilayered structures. In this case, the spectral domain analysis 
(SDA) of the upper and lower multi-layered half-spaces is combined with the finite-element 
method (FEM) applied to simulation of the electrode region. To some extent, the developed 
SDA-FEM-SDA technique (Naumenko, 2010) can be considered as an advanced FEMSDA 
method. In this case, the function of Harmonic Admittance Y(f,s)  (Blotekjear et al, 1973; 
Zang et al, 1993) is calculated. Similar to EDP function, Harmonic Admittance relates the 
electric charge on the electrodes of the infinite periodic grating Q  to the applied 
harmonically varying voltage eV , 
 ( ) 1 eQ jω Y(f,s) V
−= ⋅     (3) 
and depends on frequency f and the normalized wave number, s p / λ= , where p is a pitch 
of the grating. This function can be used for simulation of a SAW resonator and calculation 
of its main parameters: resonant and anti-resonant frequencies, reflection coefficient etc. 
Also it comprises the information about SAW and other acoustic modes, which can be 
generated in the analyzed layered structure, and their characteristics can be extracted from 
Y(f,s) . 
It should be mentioned that a numerical procedure of finding eigen modes of the 
fundamental acoustic tensor can be successfully applied to the air as an example of isotropic 
medium and the calculated SAW characteristic do not differ noticeably from that obtained 
with stress-free conditions set analytically at the film/air interface. The method and 
software SDA-FEM-SDA enable analysis of electrodes composed of few different metal 
layers and having a complicated profile, with different edge angles in metal layers. The gaps 
between electrodes may be empty or filled with a dielectric material. Due to these options, 
some important physical effects can be simulated, such as the effect of a sublayer (e.g. 
titanium) often used for better adherence of electrode metal to the substrate or the effect of 
nonrectangular electrode profile on a SAW device performance.  
The developed numerical technique can be applied to different types of multilayered 
structures and different acoustic waves can be investigated, for example,  
a. SAW and LSAW in a piezoelectric substrate; 
b. SAW and LSAW in a substrate with one or few thin films (e.g. Love modes); 
c. plate modes generated by IDT and propagating in a thin plate (e.g. Lamb waves); 
d. boundary waves propagating along the interface between two half-infinite media; 
e. acoustic waves propagating in a thin piezoelectric plate bonded to a thick wafer. 
In addition, a continuous transformation between different types of acoustic waves can be 
observed. It gives a physical insight into the mechanisms of wave transformation  
with increasing film thickness. An example of wave transformation will be considered in 
Section 5.  
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4. Multilayered structures: Examples of analysis 
In this section, few examples of application of the developed numerical technique to the 
structures of practical importance are presented. 
4.1 SiO2/42ºYX LT with Al film at the interface 
The first example is a dielectric film on a piezoelectric substrate, which can be referred to the 
Type 2 structure shown in Fig.1. The calculated characteristics of LSAWs propagating in 






0 0.05 0.1 0.15 0.2
SiO2 thickness (wavelengths)



















































 VSC  





    Al   
    SiO2 
 
 42ºYX LT 
 
Fig. 4. Characteristics of leaky SAW propagating in SiO2/42ºYX LT with uniform Al film 
(hAl=5%λ) atop of SiO2 film, as functions of normalized SiO2 film thickness. OC or SC 
electrical conditions are analyzed 
SiO2 is an isotropic dielectric film. LSAW velocities V, attenuation coefficients δ (in dB/λ, 
where λ is LSAW wavelength) and TCF are presented as functions of the normalized SiO2 
film thickness, h/λ. These characteristics have been calculated for the open-circuited (OC) 
and short-circuited (SC) electrical conditions in Al film. The finite thickness of a metal film 
(hAl=5%λ) was taken into account. The difference between the OC and SC velocities 
determines the electromechanical coupling coefficient k2, which decreases rapidly with 
increasing dielectric film thickness. The behavior of attenuation coefficients depends on the 
electrical condition. The functions δOC(hSiO2) and δSC(hSiO2) reach nearly zero values at 
hSiO2=5%λ and hSiO2=8%λ, respectively. Therefore, the variation of SiO2 film thickness can be 
used for minimization of propagation losses in a SAW device. Due to the opposite signs of 
TCF in SiO2 film and LT substrate, in the layered structure the absolute value of TCF 
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Fig. 4. Characteristics of leaky SAW propagating in SiO2/42ºYX LT with uniform Al film 
(hAl=5%λ) atop of SiO2 film, as functions of normalized SiO2 film thickness. OC or SC 
electrical conditions are analyzed 
SiO2 is an isotropic dielectric film. LSAW velocities V, attenuation coefficients δ (in dB/λ, 
where λ is LSAW wavelength) and TCF are presented as functions of the normalized SiO2 
film thickness, h/λ. These characteristics have been calculated for the open-circuited (OC) 
and short-circuited (SC) electrical conditions in Al film. The finite thickness of a metal film 
(hAl=5%λ) was taken into account. The difference between the OC and SC velocities 
determines the electromechanical coupling coefficient k2, which decreases rapidly with 
increasing dielectric film thickness. The behavior of attenuation coefficients depends on the 
electrical condition. The functions δOC(hSiO2) and δSC(hSiO2) reach nearly zero values at 
hSiO2=5%λ and hSiO2=8%λ, respectively. Therefore, the variation of SiO2 film thickness can be 
used for minimization of propagation losses in a SAW device. Due to the opposite signs of 
TCF in SiO2 film and LT substrate, in the layered structure the absolute value of TCF 
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reduces with increasing film thickness but does not reach zero in the investigated interval of 
film thicknesses. However, larger SiO2 thicknesses are not considered because the 
electromechanical coupling coefficient becomes too low for practical applications. Further 
improvement of TCF is possible if IDT is located at the SiO2/LT interface (Type 1 structure). 
Such example will be considered in Section 5. 
4.2 ZnO/sapphire: Existence of high-velocity SAW 
The next example, ZnO film on a sapphire substrate, is a layered structure with a 
piezoelectric film on a non-piezoelectric substrate, which is potentially useful for high-
frequency SAW device applications. Also this example demonstrates that a deposition of a 
thin film on a substrate can result in the existence of a high-velocity SAW, which cannot 
exist in a crystal without a thin film. 
The typical SAW velocities in layered structures using a sapphire substrate are about 5500 
m/s.  Leaky SAWs, which have higher velocities, propagate with certain attenuation 
dependent on orientation of a substrate. Two types of LSAW can exist in crystals and 
layered structures: common or low-velocity LSAW, with velocities confined in the interval 
between that of the slow quasi-shear and fast quasi-shear limiting bulk acoustic waves 
(LBAWs), and high-velocity LSAW with velocities between that of the fast quasi-shear and 
quasi-longitudinal LBAWs. The limiting BAW is a bulk wave, which propagates in the 
sagittal plane (i.e. the plane, which is normal to the substrate surface and parallel to the 
propagation direction of SAW or LSAW) and is characterized by the group velocity parallel 
to the substrate surface. Usually a high velocity LSAW is not suitable for SAW device 
applications because of its fast attenuation. In some crystals with strong acoustic anisotropy, 
a high-velocity LSAW degenerates into the quasi-longitudinal LBAW in selected 
orientations, and low-attenuated LSAW can propagate around such orientations 
(Naumenko, 1996). For example, such waves exist in some orientations of quartz and LBO.  
 
 
Fig. 5. (a) Velocity and attenuation coefficients of high-velocity leaky waves propagating in 
sapphire, Euler angles (0°, -20.3°, 0°), with ZnO film, as functions of normalized ZnO 
thickness, and (b) Displacements as function of depth, for HVSAW existing at hZn0=5.16%λ 
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Fig. 5, a shows the calculated velocities and attenuation coefficients of high-velocity LSAWs 
propagating in ZnO/sapphire structure, when the sapphire orientation is defined by the 
Euler angles (0°, -20.3°, 0°). The thickness of a metal film deposited atop of ZnO is not taken 
into account. The velocities of the fast quasi-shear and quasi-longitudinal LBAWs in 
sapphire are shown as VFAST SHEAR BAW and VLONGITUDINAL BAW, respectively. The non-
attenuated SAW solution, which occurs on a high-velocity LSAW branch at hZnO≈5.16%λ 
(Fig.5, a), is not a quasi-bulk wave described above. Fig.5,b shows the mechanical 
displacements, which follow the propagation of this wave. The analyzed solution is a 
sagittally polarized surface wave, which attenuates exponentially into the depth of sapphire, 
similar to Rayleigh SAW. Such high velocity SAW (HVSAW) can not exist without 
perturbation of a free crystal surface, e.g. by deposition of a thin film or a metal grating. The 
existence of this type of waves was revealed via numerical analysis of experimental data on 
SAW modes in ZnO/SiC structure (Didenko et al., 2000) and confirmed by other examples 
of layered structures, which support propagation of these waves, such as ZnO/diamond, 
Zno/sapphire etc. (Naumenko & Didenko, 1999). 
The HVSAW found in ZnO/sapphire may be attractive for applications in high-frequency 
SAW devices because it combines a high propagation velocity exceeding 9000 m/s with 
electromechanical coupling about 0.3%. With deposition of a metal film or a periodic metal 
grating the wave with attractive properties does not disappear but a combination of cut 
angle and ZnO thickness should be optimized properly to provide low LSAW attenuation. 
4.3 Al grating on 46ºYX LT/Si bonded wafer  
In this example, SAW modes are investigated in LT/Si structure with a periodic Al grating 
atop of LT, which can be obtained experimentally by bonding LT plate to a silicon wafer. In 
such structure, the TCF may be dramatically reduced compared to regular LT wafer. 
 
 
0 2 4 6 8


































VSC in regular LT 




Fig. 6. Velocities of acoustic modes propagating in 46ºYX LT plate bonded to silicon wafer, 
with OC and SC Al grating, as functions of normalized LT thickness, hAl=9%λ 
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reduces with increasing film thickness but does not reach zero in the investigated interval of 
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Fig. 5, a shows the calculated velocities and attenuation coefficients of high-velocity LSAWs 
propagating in ZnO/sapphire structure, when the sapphire orientation is defined by the 
Euler angles (0°, -20.3°, 0°). The thickness of a metal film deposited atop of ZnO is not taken 
into account. The velocities of the fast quasi-shear and quasi-longitudinal LBAWs in 
sapphire are shown as VFAST SHEAR BAW and VLONGITUDINAL BAW, respectively. The non-
attenuated SAW solution, which occurs on a high-velocity LSAW branch at hZnO≈5.16%λ 
(Fig.5, a), is not a quasi-bulk wave described above. Fig.5,b shows the mechanical 
displacements, which follow the propagation of this wave. The analyzed solution is a 
sagittally polarized surface wave, which attenuates exponentially into the depth of sapphire, 
similar to Rayleigh SAW. Such high velocity SAW (HVSAW) can not exist without 
perturbation of a free crystal surface, e.g. by deposition of a thin film or a metal grating. The 
existence of this type of waves was revealed via numerical analysis of experimental data on 
SAW modes in ZnO/SiC structure (Didenko et al., 2000) and confirmed by other examples 
of layered structures, which support propagation of these waves, such as ZnO/diamond, 
Zno/sapphire etc. (Naumenko & Didenko, 1999). 
The HVSAW found in ZnO/sapphire may be attractive for applications in high-frequency 
SAW devices because it combines a high propagation velocity exceeding 9000 m/s with 
electromechanical coupling about 0.3%. With deposition of a metal film or a periodic metal 
grating the wave with attractive properties does not disappear but a combination of cut 
angle and ZnO thickness should be optimized properly to provide low LSAW attenuation. 
4.3 Al grating on 46ºYX LT/Si bonded wafer  
In this example, SAW modes are investigated in LT/Si structure with a periodic Al grating 
atop of LT, which can be obtained experimentally by bonding LT plate to a silicon wafer. In 
such structure, the TCF may be dramatically reduced compared to regular LT wafer. 
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Fig. 6. Velocities of acoustic modes propagating in 46ºYX LT plate bonded to silicon wafer, 
with OC and SC Al grating, as functions of normalized LT thickness, hAl=9%λ 
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The results shown in Fig.6 were obtained with the software SDA-FEM-SDA because the 
effect of a periodic metal grating is different from that of a uniform metal film. When LT 
thickness is about 1-2 wavelengths, the velocity of the SAW mode propagating in the 
layered structure is nearly the same as in a regular LT substrate with electrode thickness 
hAl=9%λ but the wave characteristics are perturbed by interactions with multiple plate 
modes, the number of which grows with increasing LT thickness. It should be noted that in 
a regular 46ºYX LT substrate the acoustic wave propagating with nearly the same velocity 
has a leaky wave nature. The bonding of LT plate to a silicon wafer results in the 
transformation of LSAW into SAW. The leakage of the wave becomes impossible because in 
silicon the shear BAW propagates faster than the analyzed SAW mode.  
4.4 Al grating on 46ºYX LT/SiO2/Si bonded wafer 
The next example differs from the previous one by the additional SiO2 film between LT and 
Si wafer. A silicon dioxide layer is required to be deposited on the LT wafer to enable a 
stronger bond to silicon (Abbott et al., 2005). The presence of additional SiO2 film impacts 
the acoustic and electrical properties of a bonded wafer and SAW resonators built on its 
surface. The spectrum of acoustic modes propagating in LT/SiO2/Si bonded wafer looks 
more complicated than in LT/Si structure and depends on SiO2 and LT thicknesses. In Fig. 
7, the velocities of acoustic modes are shown as functions of the normalized SiO2 film 
thickness when LT thickness is fixed, hLT=6λ. 
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Fig. 7. Velocities of acoustic modes propagating in 46ºYX LT/SiO2/Si structure with Al 
grating, as functions of normalized thickness of SiO2 film, when hLT=6λ and hAl=9%λ 
4.5 Cu grating buried in SiO2, on 46ºYX LT/SiO2/Si bonded wafer 
This numerical example refers to the same bonded structure as described above but 
demonstrates the effect of additional SiO2 overlay deposited over periodic metal grating 
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electrodes. Such layer is aimed at further improvement of the temperature characteristics of 
SAW devices. 
In this case, Cu electrodes are investigated because this metal provides higher reflection 
coefficients in SAW resonators and hence lower insertion loss in RF SAW filters than Al, 
when electrodes are buried in SiO2 overlay. The velocities of acoustic modes are shown in 
Fig.8 as functions of the normalized intermediate SiO2 film thickness, while the thicknesses 
of SiO2 overlay, LT plate and Cu electrodes are fixed, hOVL=0.25%λ, hLT=4λ and hCu=2.5%λ, 
respectively. The dispersion of SAW velocities in 46ºLT/SiO2/Si (Fig. 8,a) and 
SiO2/46ºLT/SiO2/Si (Fig. 8,b) structures demonstrates that in practice very accurate 
simulation is required to account for all spurious modes, because these modes may affect 
the admittance of a SAW resonator.  
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Fig. 8. Velocities of acoustic modes as functions of normalized thickness of intermediate SiO2 
film, when hLT=4λ and hCu=2.5%λ, (a) in 46ºLT/SiO2/Si structure with Cu grating, and (b) in 
SiO2/46ºLT/SiO2/Si structure with Cu grating atop of 46ºLT plate and overlay thickness 
hOVL=0.25%λ 
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The results shown in Fig.6 were obtained with the software SDA-FEM-SDA because the 
effect of a periodic metal grating is different from that of a uniform metal film. When LT 
thickness is about 1-2 wavelengths, the velocity of the SAW mode propagating in the 
layered structure is nearly the same as in a regular LT substrate with electrode thickness 
hAl=9%λ but the wave characteristics are perturbed by interactions with multiple plate 
modes, the number of which grows with increasing LT thickness. It should be noted that in 
a regular 46ºYX LT substrate the acoustic wave propagating with nearly the same velocity 
has a leaky wave nature. The bonding of LT plate to a silicon wafer results in the 
transformation of LSAW into SAW. The leakage of the wave becomes impossible because in 
silicon the shear BAW propagates faster than the analyzed SAW mode.  
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Fig. 7. Velocities of acoustic modes propagating in 46ºYX LT/SiO2/Si structure with Al 
grating, as functions of normalized thickness of SiO2 film, when hLT=6λ and hAl=9%λ 
4.5 Cu grating buried in SiO2, on 46ºYX LT/SiO2/Si bonded wafer 
This numerical example refers to the same bonded structure as described above but 
demonstrates the effect of additional SiO2 overlay deposited over periodic metal grating 
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electrodes. Such layer is aimed at further improvement of the temperature characteristics of 
SAW devices. 
In this case, Cu electrodes are investigated because this metal provides higher reflection 
coefficients in SAW resonators and hence lower insertion loss in RF SAW filters than Al, 
when electrodes are buried in SiO2 overlay. The velocities of acoustic modes are shown in 
Fig.8 as functions of the normalized intermediate SiO2 film thickness, while the thicknesses 
of SiO2 overlay, LT plate and Cu electrodes are fixed, hOVL=0.25%λ, hLT=4λ and hCu=2.5%λ, 
respectively. The dispersion of SAW velocities in 46ºLT/SiO2/Si (Fig. 8,a) and 
SiO2/46ºLT/SiO2/Si (Fig. 8,b) structures demonstrates that in practice very accurate 
simulation is required to account for all spurious modes, because these modes may affect 
the admittance of a SAW resonator.  
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Fig. 8. Velocities of acoustic modes as functions of normalized thickness of intermediate SiO2 
film, when hLT=4λ and hCu=2.5%λ, (a) in 46ºLT/SiO2/Si structure with Cu grating, and (b) in 
SiO2/46ºLT/SiO2/Si structure with Cu grating atop of 46ºLT plate and overlay thickness 
hOVL=0.25%λ 
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Fig. 9 demonstrates an example of calculated admittance of a periodic Cu grating used with 
different multilayered structures described above. In addition to the main SAW mode, 
which exhibits resonance and anti-resonance, the multiple spurious modes propagate in the 
analyzed layered structures and can disturb a SAW resonator performance. The frequencies 
of the spurious responses are very sensitive to the thicknesses of the layers in a 
multilayered structure. However, the accurate simulation of these modes enables 








































Fig. 9. Admittance of infinite periodic grating with Al electrodes (hAl=10%λ), as function of 
normalized frequency, when the grating is built on regular 42ºYX LT substrate, on LT plate 
(hLT=5.5λ) bonded to Si substrate and atop of LT/SiO2/Si structure, with hSiO2=2λ. 
VBAW=4214.636 m/s 
The effect of spurious modes on a resonator performance can be minimized by the 
variation of rotation angle of LT plate. If one of rotated YX cuts of LN is used as a 
piezoelectric plate, the insertion loss of a resonator SAW device can be reduced in a wider 
bandwidth. 
The examples presented in this section illustrate possible applications of the developed 
numerical technique and demonstrate that being a part of design tools for SAW device 
simulation it can be also an efficient tool for analysis of acoustic modes in multilayered 
structures.  
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5. Transformation of acoustic waves in anisotropic layered structures 
In isotropic or highly symmetric materials, acoustic waves are characterized by mechanical 
displacements either belonging to the sagittal plane, u=(u1, 0, u3), or normal to this plane, 
u=(0, u2, 0), i.e. such waves are Rayleigh-type or SH polarized modes. Similar solutions 
occur in some symmetric orientations of materials belonging to the lower symmetry classes. 
Such solutions have been extensively studied analytically. To the best author’s knowledge, 
the most comprehensive overview of different types of acoustic waves existing in substrates 
with thin films, in thin plates and at the boundary between two half-infinite media was 
made by Viktorov (Viktorov, 1967, 1981).  Some statements, which refer to acoustic waves 
propagating in isotropic structures, are listed below. 
a. In isotropic substrate with isotropic thin film, SH-polarized Love waves can propagate 
if the shear BAW propagates faster in a substrate than in a film.  
b. Along the boundary between two rigidly connected isotropic half-infinite media, the 
sagittally polarized Stonely waves can propagate. These waves are usually trapped near 
the interface between two media, with penetration depth about one wavelength. 
c. SH-polarized boundary waves can exist if additional thin film with lower shear BAW 
velocity is added between two half-infinite media.  
d. In isotropic thin plates, two types of waves can exist: sagittaly polarized Lamb waves 
(symmetric and anti-symmetric modes) and SH-polarized plate modes. With increasing 
plate thickness, higher-order modes appear and their number increases.  
e. With plate thickness decreasing to zero, the first-order symmetric Lamb mode 
degenerates into the longitudinal BAW. With increasing plate thickness, this mode 
finally degenerates into two Rayleigh SAWs propagating along the boundaries of the 
plate. 
f. Higher-order plate modes arise from the shear and longitudinal BAWs at certain cut-off 
thicknesses and have a structure of standing waves propagating between two 
interfaces.  
The layered structures used in SAW devices must include at least one anisotropic material 
to provide a piezoelectric coupling of SAW with IDT. Anisotropy results in mixed 
polarizations of acoustic modes propagating in thin films, plates and along the interface 
between two media. The transformation of each mode with increasing film thickness is 
unique and requires separate investigation. Whereas analytical study of such waves is 
possible only in some symmetric orientations, the numerical technique presented in this 
chapter enables calculation of the wave characteristics and analysis of displacements 
associated with different acoustic modes. Its application to multilayered structures can 
reveal the mechanisms of wave transformation. The understanding of these mechanisms 
helps to select properly the thicknesses of metal and dielectric or piezoelectric layers to 
ensure the propagation of a required acoustic wave. 
An example of such investigation is presented here. It refers to 42ºYX LT with SiO2 film. 
Similar structure was considered in Section 4.1, but in the present example  a periodic 
grating is analyzed instead of a thin metal film and this grating is located at the interface 
between LT substrate and SiO2 film. As a metal of the grating, copper is considered. Such 
structure is of great practical importance as potential material for RF SAW devices with 
improved temperature characteristics. 
The calculated velocities of acoustic modes propagating in LT substrate with copper grating 
are shown in Fig.10,a as functions of the Cu electrode thickness. Fig.10,b shows the velocities 
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Fig. 9 demonstrates an example of calculated admittance of a periodic Cu grating used with 
different multilayered structures described above. In addition to the main SAW mode, 
which exhibits resonance and anti-resonance, the multiple spurious modes propagate in the 
analyzed layered structures and can disturb a SAW resonator performance. The frequencies 
of the spurious responses are very sensitive to the thicknesses of the layers in a 
multilayered structure. However, the accurate simulation of these modes enables 








































Fig. 9. Admittance of infinite periodic grating with Al electrodes (hAl=10%λ), as function of 
normalized frequency, when the grating is built on regular 42ºYX LT substrate, on LT plate 
(hLT=5.5λ) bonded to Si substrate and atop of LT/SiO2/Si structure, with hSiO2=2λ. 
VBAW=4214.636 m/s 
The effect of spurious modes on a resonator performance can be minimized by the 
variation of rotation angle of LT plate. If one of rotated YX cuts of LN is used as a 
piezoelectric plate, the insertion loss of a resonator SAW device can be reduced in a wider 
bandwidth. 
The examples presented in this section illustrate possible applications of the developed 
numerical technique and demonstrate that being a part of design tools for SAW device 
simulation it can be also an efficient tool for analysis of acoustic modes in multilayered 
structures.  
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5. Transformation of acoustic waves in anisotropic layered structures 
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ensure the propagation of a required acoustic wave. 
An example of such investigation is presented here. It refers to 42ºYX LT with SiO2 film. 
Similar structure was considered in Section 4.1, but in the present example  a periodic 
grating is analyzed instead of a thin metal film and this grating is located at the interface 
between LT substrate and SiO2 film. As a metal of the grating, copper is considered. Such 
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The calculated velocities of acoustic modes propagating in LT substrate with copper grating 
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of acoustic waves propagating in SiO2/Cu grating/LT structure, as functions of the 
normalized  SiO2 thickness, with Cu thickness fixed, hCu=0.2λ. The analyzed Cu thicknesses 
look too high for application in SAW resonators but provide better insight into the wave 
transformation mechanisms, which is a purpose of this investigation.  
When the metal thickness is small, two acoustic waves exist in LT, SAW1 and LSAW. With 
increasing Cu thickness, the velocities of both modes decrease rapidly and at hCu=0.075λ 
LSAW transforms into the second SAW mode, SAW2. With further increasing of electrode 
thickness, two SAW modes interact with each other. To avoid discontinuities in the 
characteristics of two SAW modes, these modes are distinguished by their velocities: 
VSAW2>VSAW1. 
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Fig. 10. SAW and leaky SAW velocities in 42ºYX LT, (a) with Cu film, as functions of film 
thickness; (b) with Cu and SiO2 films, as functions of normalized SiO2 film thickness 
If metal thickness is fixed (hCu=0.2λ) and the gaps between electrodes are filled with SiO2, 
the velocities of two SAW modes grow rapidly (Fig.10,b). Another interaction between 
SAW1 and SAW2 occurs at hSiO2≈hCu, i.e. when the top surface of the whole structure 
becomes flat. With increasing SiO2 film thickness two SAW modes finally transform into the 
boundary waves, BW1 and BW2. The boundary waves propagate with velocities lower than 
that of the shear BAW in SiO2. The wave BW2 shows electromechanical coupling sufficient 
for application in resonator SAW devices, k2=3.49%. For this mode, TCF grows from -31 
ppm/ºC in LT substrate up to 10 ppm/ºC in a layered structure with SC grating and from -
43 ppm/ºC up to 6 ppm/ºC with OC grating. At hSiO2>0.7λ, higher-order plate modes arise 
from the fast shear limiting BAW in LT. 
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Fig. 11. Transformation of two SAW modes in 42ºYX LT with Cu grating with increasing 
SiO2 film thickness; (a), (c), (e), (g) SAW1, (b), (d), (f), (h) SAW2 
Fig.11 demonstrates how the acoustic fields associated with the modes SAW1 and SAW2 
change with increasing SiO2 film thickness. OC electrical condition is considered, by way of 
example. The components of mechanical displacements in the sagittal plane are revealed as 
perturbations of the regular mesh and the values of SH components are presented as 
colored diagrams. When Cu thickness is small (Fig.11,a,b), SAW1 is nearly perfect Rayleigh 
wave and LSAW is a quasi-bulk SH-type wave slowly attenuating with depth. When 
hCu>0.075λ, LSAW transforms into SAW2, which is also SH-type wave. At Cu thicknesses 
about 0.12λ, both SAW modes are perturbed by interaction between them. In the interval of 
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for application in resonator SAW devices, k2=3.49%. For this mode, TCF grows from -31 
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Fig.11 demonstrates how the acoustic fields associated with the modes SAW1 and SAW2 
change with increasing SiO2 film thickness. OC electrical condition is considered, by way of 
example. The components of mechanical displacements in the sagittal plane are revealed as 
perturbations of the regular mesh and the values of SH components are presented as 
colored diagrams. When Cu thickness is small (Fig.11,a,b), SAW1 is nearly perfect Rayleigh 
wave and LSAW is a quasi-bulk SH-type wave slowly attenuating with depth. When 
hCu>0.075λ, LSAW transforms into SAW2, which is also SH-type wave. At Cu thicknesses 
about 0.12λ, both SAW modes are perturbed by interaction between them. In the interval of 
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Cu thicknesses between 0.12λ and 0.2λ, the modes SAW1 and SAW2, which have been 
determined as the lower-velocity and higher velocity modes, exchange their polarizations. 
After the second interaction, which occurs at hSiO2=hCu=0.2λ, SAW1 and SAW2 turn back into 
Rayleigh-type and SH-type waves, respectively. However, at hCu=0.2λ (Fig.11,c,d) both 
waves still have mixed polarizations.  With increasing SiO2 film thickness, SAW1 and SAW2 
transform into the boundary waves BW1 and BW2, respectively (Fig. 11, g, h), with acoustic 
waves localized in Cu grating and around it. The boundary waves have mixed 
polarizations, which would be impossible in isotropic substrate with isotropic thin film, but 
due to specific features of the analyzed LT orientation, BW1 is nearly sagittally polarized 
wave and BW2 is nearly pure SH wave.  BW2 penetrates deeper into SiO2 film than into LT 
substrate. A numerical analysis reveals that SiO2 thickness about 1.5λ is sufficient for 




               
           
                        
                                 (a)                                                   (b) 
     
   hSiO2=3λ  
 
   
 
      Cu   
          
      LT 
p=λ/2 
 
Fig. 12. Acoustic fields associated with two higher-order modes propagating in 42ºYX LT 
with Cu grating and SiO2 film when hSiO2=3λ. (a) 1st mode; (b) 2nd mode 
The acoustic fields associated with propagation of the two higher-order modes (Fig.10,b) 
have been also investigated. These modes have leaky wave nature. Fig.12 illustrates the 
structure of these modes at hSiO2=3λ. The first mode, which exists when hSiO2>0.7λ, has SH 
polarization deeply penetrating into SiO2 (Fig.12,a). With increasing SiO2 thickness, this 
mode degenerates into the SH BAW propagating in SiO2. The second mode, which exists at 
hSiO2>1.6λ, looks as a combination of SH-type SAW in LT substrate with Cu grating and 
sagittally polarized quasi-bulk wave propagating in SiO2 (Fig.12,b), with the amplitude of 
SH polarization component much higher than the amplitudes of two other components. 
This example demonstrates the effect of anisotropy on the propagation of acoustic waves in 
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multilayered structures and reveals another application of the numerical technique 
described in this chapter. Similar investigation can be performed for other structures of 
practical importance or serve to study the wave processes in multilayered structures. 
6. Conclusion 
In this chapter, some layered and multilayered structures, which look promising as 
substrates for modern SAW devices developed for applications in cellular phones, 
communication and navigation systems have been overviewed. A universal numerical 
technique, which enables fast and accurate analysis of these and other structures have been 
presented and, by way of example, applied to some multilayered structures of practical 
interest. The physical insight into the mechanisms of SAW transformation with increasing 
film thickness in a multilayered structure was provided via simulation of acoustic fields in 
one of the structures.  
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VietNam 
1. Introduction 
Surface Acoustic Wave (SAW) devices, using interdigital electrodes, play a key role in 
today’s telecommunication systems and are widely used as electronic filters, resonators, 
delay lines, convolvers or wireless identification systems (ID tags). 
During the last three decades, demands set by the expansion of the telecommunication 
industry and many applications in sensor have resulted in the introduction of a new 
generation of the SAW devices. Consequently, the design of high performance SAW devices 
requires precise and efficient models, simulation tools. Several methods have been proposed 
for modeling, analyzing SAW devices. These include the impulse model, the equivalent 
circuit models, the coupling-of-mode (COM) model, P-matrix model, angular spectrum of 
waves models [1] and the Scattering Matrix approach that was presented by Coldren and 
Rosenberg [2]. While the impulse model is only a first order model, the other models 
include second order effects, e.g. reflections, dispersion, and charge distribution effects. 
Purely numerical methods have also been and are being developed by many authors [3]-
[35], [41]. 
In this chapter, the method for calculating the SAW parameters, including modeling and 
simulation, is given. 
Section 2 gives the calculation of SAW properties and analyses of different SAW device 
structures. 
Section 3 presents the equivalent circuit of SAW delay line based on Mason model. 
The equivalent circuit of SAW delay line based on Couple-Of-Mode theory is presented in 
section 4. 
Based on section 3 and 4, section 5 shows comparison between using the equivalent circuit 
of SAW delay line device based on Mason model and COM theory. This model is useful and 
fast model for designing the SAW device. 
2. Calculation of SAW parameters 
2.1 SAW parameters 
The most important parameter for SAW device design is the center frequency, which is 
determined by the period of the IDT fingers and the acoustic velocity. The governing 
equation that determines the operation frequency is: 
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 f0 = vSAW/ λ   (1) 
where 
λ is the wavelength, determined by the periodicity of the IDT and vSAW is the acoustic wave 
velocity . For the technology being used in this research: 
 λ = p = finger width × 4 (2) 
with the finger width (as shown in Figure 1) is determined by the design rule of the 
technology which sets the minimum metal to metal distance. 








Fig. 1. IDT parameters 
By using matrix method or Finite Element Method (FEM) in section 2.2, the velocity v of 
acoustic wave is derived in two cases: 
- Wave velocity V0 is velocity in case of free surface. 
- Wave velocity Vs is velocity in case of short-circuit surface. 
Therefore, the electromechanical coupling coefficient K is calculated approximately by 
Ingebrigtsen [54] as: 




−=  (3) 
By using the matrix method or FEM and approximation of coupling factor as in (3), the SAW 
parameters in different structures AlN/Si, AlN/SiO2/Si and AlN/Mo/Si are calculated and 
analysed in three next sections. 
2.2 Matrix method and Finite Element Method (FEM). The choice between them 
Matrix method 
The SAW propagation properties on one layer or multilayer structure are obtained by using 
matrix approach, proposed by J.J.Campbell and W.R.Jones [50], K.A.Ingebrigtsen [54], and 
then developed by Fahmy and Adler [31], [32], [33] and other authors  [51], [52], [53]. The 
numerical solution method is based on characterizing each layer by means of a transfer 
matrix relating the mechanical and electrical field variables at the boundary planes. The 
boundary conditions for multilayer are based on the mechanical and electrical field 
variables those quantities that must be continuous at material interfaces. This matrix method 
is used to calculate the wave velocity and therefore, the electromechanical coupling factor. A 
general view and detail of this approach are given as follows and also presented in [50]-[53]. 
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where  
, , ,ijkl ijk jkc e ε ρ  are elastic tensor, piezoelectric tensor, dielectric tensor and mass density, 
respectively, of the considered material.  
U is the particle displacement. 
φ  is the scalar electric potential. 
The boundary conditions are shown in Table 1 
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Table 1. Boundary conditions 
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The general solution for Ul and φ  (1) and (2) may be written as follows: 
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where l =1, 2, 3 







C A ik b x x vtφ
=
= + −  (8) 
The coefficients Cm are determined from boundary conditions. 












































Phase velocity is determined from the condition: 
 Det(H)=0                  (10) 
(use approximation to solve (10)) 
Figure 3 shows the wave velocity of structure AlN/SiO2(1.3μm)/Si(4μm). 
 
 
Fig. 3. Wave velocity in structure AlN/SiO2(1.3μm)/Si(4μm) with different thicknesses of AlN 
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Finite Element Method (FEM) 
In the design procedure of SAW devices, simple models like Equivalent Circuit Model 
coming from Smith Model and COM Model as presented above are used to achieve short 
calculation time and to get a general view of response of SAW devices. They are a good 
approach for designing SAW devices, for getting the frequency response, impedance 
parameters and transfer characteristics of SAW device. They could allow the designer to 
determine the major dimensions and parameters in number of fingers, finger width, and 
aperture. However, they are subjected to some simplifications and restrictions. 
Field theory is the most appropriate theory for the design SAW devices as it involves the 
resolution of all the partial differential equations for a given excitation. The Finite Element 
Model (FEM) is the most appropriate numerical representation of field theory where the 
piezoelectric behaviour of the SAW devices can be discretized [45], [46]. Besides, nowadays, 
FEM tools also provide 3D view for SAW device, such as COMSOL® [47], Coventor® [48], 
ANSYS® [49].  
The typical SAW devices can include a lot of electrodes (hundreds or even thousands of 
electrodes). In fact, we would like to include as many IDT finger pairs as possible in our 
FEM simulations. This would however significantly increase the scale of the device. 
Typically finite element models of SAW devices require a minimum of 20 mesh elements 
per wavelength to ensure proper convergence. A conventional two-port SAW devices 
consisting of interdigital transducers (IDT) may have – especially on substrate materials 
with low piezoelectric coupling constants - a length of thousands of wavelengths and an 
aperture of hundred wavelengths. Depending on the working frequency, the substrate which 
carries the electrode also has a depth of up to one hundred wavelengths. Taking into account 
that FEM requires a spatial discretization with at least twenty first order finite elements per 
wavelength and that an arbitrary piezoelectric material has at least four degrees of freedom, 
this leads to 8 x 108 unknowns in the three dimensional (3-D) case. Hence, the 3-D FEM 
representation of SAW device with hundreds of IDT fingers would require several million 
elements and nodes. The computational cost to simulate such a device is extremely high, or the 
amount of elements could not be handled by nowadays computer resources. 
Fortunately, SAW devices consist of periodic section. M.Hofer et al proposed the Periodic 
Boundary Condition (PBC) in the FEM that allows the reduction of size of FE model 
tremendously [45], [46].  
A good agreement between FEM and analytic method is obtained via the results in case of 
SAW with AlN thickness of 4μm, wavelength of 8μm presented in Table 2. 
 
 Matrix method FEM Difference between Matrix 
method and FEM (%) 
f0 (MHz) 771.13 775.48 0.56 
fs (MHz) 770.26 774.57 0.56 
v0 (m/s) 6169.02 6203.87 0.56 
vs (m/s) 6162.07 6196.54 0.56 
K (%) 4.74 4.86 2.4 
Table 2. Comparison between matrix method and FEM 
From this table, matrix method and FEM give the same results. However, FEM would takes 
a long time and require a trial and error to find the results. Consequently, to reduce time, 
the matrix method proposed to be used to extract the parameters of SAW devices; FEM is 
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used to get a 3D view and explain some results that can not be explained by equivalent 
circuit. This point will be presented in next sections. 
The three next sections present and analyse SAW parameters in different structures AlN/Si, 
AlN/SiO2/Si and AlN/Mo/Si. 
2.3 Wave velocity, coupling factor in AlN/Si structure 
Figure 4 shows the dependence of Rayleigh wave velocity V0 and Vs on the normalized 
thickness as respect to the wavelength, khAlN of AlN layer in SAW device AlN/Si 
substrate, where normalized thickness is defined by: 
 2 hkh π
λ
=  (11) 
In this graph, when the normalized thickness of AlN, khAlN is larger than 3, the wave 
velocity reaches the velocity of the Rayleigh wave in AlN substrate v(AlN substrate)=6169 (m/s). 
This could be explained that the wave travels principally in AlN layer when khAlN is larger 
than 3, because for low frequency the wave penetrates inside the other layer and this work is 
in the case where the wave are dispersive. It is better to be in the frequency range where the 
Rayleigh wave is obtained to have a constant velocity. 
 
 
Fig. 4. Calculated values of wave velocity V0 and Vs in SAW device AlN/Si substrate 




Fig. 5. Calculated values of coupling factor K(%) in SAW device AlN/Si substrate depends 
on the normalized thickness khAlN of AlN layer 
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The coupling factor K for this kind of device is shown in Figure 5. When normalized 
thickness of AlN layer is larger than 3, the coupling factor K still remain at 4.74% by that the 
wave travels principally in AlN layer. 
In this configuration, K is at its maximum value of 5.34% when khAlN=0.55. 
2.4 Wave velocity, coupling factor in AlN/SiO2/Si structure 
Wave velocity and coupling factor in structure AlN/SiO2/Si are also presented in Figure  6 
and Figure 7, respectively. 
 
 
Fig. 6. Dependence of wave velocity in SAW device AlN/SiO2/Si substrate on the 
normalized thickness khAlN of AlN layer and khSiO2 
 
 
Fig. 7. Dependence of coupling factor K(%) in SAW device AlN/ SiO2/Si substrate on the 
normalized thickness khAlN of AlN layer and khSiO2 
In this configuration, as results in Figure 6, when 6khAlN < , with the same thickness of 
AlN layer, an increase in thickness of SiO2 would decrease the wave velocity. When 
6khAlN > , the wave velocity reaches the velocity of the Rayleigh wave in AlN substrate 
v(AlN substrate)=6169 (m/s). A same conclusion is formulated also for coupling factor for this 
kind of structure, AlN/SiO2/Si, in Figure 7; when 6khAlN > , K remains at the value of 4.7%. 
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To understand the above behavior, we use FEM method to display displacement profile 
along the depth of multilayer AlN/SiO2/Si. These results obtained from FEM method in 
case of khSiO2=0.7854, khAlN=5 and khAlN=0.2 are compared as in Figure 8. 
 
 
Fig. 8. Displacement profile along the depth of the multilayer AlN/SiO2/Si, khSiO2=0.7854 
From Figure 8, we note that wave travels principally in AlN layer for a khAlN value of 5. By 
this reason, from a khAlN value of larger than 5, the coupling factor K remains at 4.7% and 
wave velocity remains at 6169m/s. For khAlN=0.2, wave travels principally in SiO2 layer 
and Si substrate that are not piezoelectric layer. Consequently, the coupling factor K reaches 
the value of 0%. 
In conclusion, the values of wave velocity and coupling factor depend on wave propagation 
medium, in which constant values of wave velocity and coupling factor indicate a large 
contribution of AlN layer, and coupling factor value of near 0% indicates a large 
contribution of SiO2 layer and Si substrate. 
2.5 Wave velocity, coupling factor in AlN/Mo/Si structure 
For our devices, a thin Mo layer will be also deposited below the AlN layer to impose the 
crystal orientation of AlN. Besides this dependence, the Mo layer also has influences on  
 
 
Fig. 9. Wave velocity AlN/Mo/Si substrate depends on the normalized thickness khAlN 
and khMo 
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Fig. 10. Coupling factor K(%) in SAW device AlN/Mo/Si substrate depends on the 
normalized thickness khAlN and khMo 
From Figure 9, the use of Mo layer would increase the wave velocity with any thickness of 
AlN layer and Mo layer. In case of coupling factor K as in Figure 10, the Mo layer, however, 
could decrease K when the khAlN is less than 1.02. When the normalized thickness of AlN 
layer khAlN is in the range from 1.17 to 2.7, the Mo layer would increase the coupling factor 
K. And when the khAlN is larger than 2.7, the Mo has no influence on wave velocity and 
coupling factor. The reason of this effect could be explained by the displacement profile in 
AlN/Mo/Si structure, as shown in Figure 11 for thickness AlN value of khAlN=2.7. We 
could note that when 2.7khAlN ≥ , the first interesting point is that the wave travels 
principally in AlN layer and Si substrate, the second one is that the relative displacement 
U/Umax in Mo layer will be smaller than 0.5. These points would explain the reason why 
when 2.7khAlN ≥  the use of Mo has no influence on wave velocity and coupling factor. 
 
 
Fig. 11. Displacement profile along the depth of the multilayer AlN/Mo/Si, khAlN=2.7 
1.02 
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3. Equivalent circuit for SAW delay line based on Mason model 
3.1 Why Equivalent Circuit model is chosen? 
Actual devices exist in a three-dimensional physical continuum. Their behaviour is 
governed by the laws of physics, chemistry, biology, and electronics. From a general point 
of view, the analysis of devices can be carried out by using some equations of laws of 
physics, chemistry … For example; the analysis of piezoelectric resonators or transducers 
and their application to ultrasonic system can be solved by using the wave equation 
[36],[37]. But through analysis, equivalent electrical circuit representations of devices can be 
extracted. So, they can be readily expressible with Equivalent Electric Circuit. Below is the 
presentation of advantages and disadvantages of equivalent circuit. 
Advantages: 
- There are an immensely powerful set of intellectual tools to understand electric circuits. 
- The equivalent circuit approach has distinct advantages over the direct physical, 
chemical equations approach (such as direct wave equations approach). 
- Many theories, problems of electric circuits have already been solved such as 
microwave network theory, integrated circuit etc. 
- Electric circuit approach is intrinsically correct from an energy point of view [56]. 
- A further advantage of electric circuit model is that it permits efficient modelling of the 
interaction between the electric and non-electric components of a microsystem. Both the 
electrical and mechanical portions of a system are represented by the same means. With 
software like Simulink, the block diagram is easily constructed, easily to build a more 
complex system but when we would like to connect a mechanical element to electrical 
circuits, Simulink can not do that. The analogies between electrical and mechanical 
elements are presented clearly by Warren P.Mason [57], [58]. 
Disadvantages: 
- Care must be taken to make sure whether the boundary conditions are compatible with 
those used in the original derivation of the equivalent circuit [58]. 
In many systems, both commercial and industrial, pressure measurement plays a key role. 
Since pressure is a normal stress (force per unit area), pressure measurement can be done by 
using piezoelectric material which can convert stress into voltage. Equivalent circuits such 
as Mason’s model [36] provide a powerful tool for the analysis and simulation of 
piezoelectric transducer elements. Most of the analogous circuits which have appeared in 
the literature implement transducers as the circuit elements. This model simulates both the 
coupling between the mechanical and electrical systems and the coupling between the 
mechanical and acoustical systems [39]. The mechanical, electrical and acoustic parts of 
piezoelectric transducer can be varied and analysed about behaviour by implementing 
equivalent circuits on computer tools such as Ansoft®, Spice, ADS, etc. For IDT composing 
of N periodic sections, Smith et al [41] developed the equivalent circuit model based on 
Berlincourt et al [40] work about equivalent circuit for Length Expander Bar with parallel 
electric field and with perpendicular electric field and based on the equivalent circuit for 
electromechanical transducer presented by Mason [36]. “Smith model” henceforth will be 
used to indicate this model. From this model, some models for SAW device in literature 
have been implemented. However, these models would include only IDTs [42], [43]. In SAW 
pressure sensor, one of sensitive parts is propagation path. It should be included in the 
model. The hybrid model based on Smith model for SAW pressure sensor which includes 
the IDTs and propagation path have been constructed. 
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Another equivalent model is based on the Coupling-Of-Modes (COM) theory. An excellent 
recent review of COM theory used in SAW devices was written by K.Hashimoto [10]. Based 
on the COM equations, as the force and voltage analogy can be used, the relationships 
between the terminal quantities at the one electrical port and two acoustic ports for an IDT 
have been done. K.Nakamura [44] introduced a simple equivalent circuit for IDT based on 
COM approach that is developed in section 4. 
In conclusion, the equivalent-circuit model is chosen because it can allow fast design. This 
allows the designer to determine the major dimensions and parameters in number of 
fingers, fingers width, aperture, delay line distance, frequency response, impedance 
parameters and transfer characteristics of SAW device. 
3.2 Equivalent circuit for IDT including N periodic sections 
Based on Berlincourt et al [39] about equivalent circuit for Length Expander Bar with 
parallel electric field and with perpendicular electric field and based on the equivalent 
circuit for electromechanical transducer presented by Mason [36], Smith and al [41] have 
developed the equivalent circuit for IDT composed of N periodic sections of the form shown 
in Figure 12. 
 
 
Fig. 12. Interdigital transducer diagram 
One periodic section as shown in Figure 13 (a) can be presented by analogous one-
dimensional configurations: “crossed-field” model as in Figure 13 (b), and “in-line” model 
as in Figure 13 (c). In “crossed-field” model, the applied electric field is normal to the 
acoustic propagation vector; while in “in-line field” model, the electric field is parallel to the 
propagation vector. 
The important advantage of two one-dimensional models is that each periodic section can 
be represented by equivalent circuit of Mason, as shown in Figure 14 for “crossed-field” 
model and Figure 15 for “in-line field” model. The difference between these two equivalent 
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R0 is electrical equivalent of mechanical impedance Z0 [59] 
k: electromechanical coupling coefficient  
C0=Cs/2 with Cs : electrode capacitance per section  
ω0 is center angular frequency  
 
 
Fig. 13. Side view of the interdigital transducer and 2 analogous one-dimensional 
configurations (a) Actual model, (b) “crossed-field” model, (c) “in-line field” model 
 
 









Fig. 15. Mason equivalent circuit for one periodic section in “in-line field” model 
One periodic section can be represented by the 3-port network [y] matrix. The [y] matrix of 
one periodic section for 2 models as follows (see Appendix, section Appendix 1), with  
G0=R0-1, R0 is expressd by (13): 
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In IDT including N periodic sections, the N periodic sections are connected acoustically in 
cascade and electrically in parallel as represented in Figure 16. 
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Fig. 15. Mason equivalent circuit for one periodic section in “in-line field” model 
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In IDT including N periodic sections, the N periodic sections are connected acoustically in 
cascade and electrically in parallel as represented in Figure 16. 
  




Fig. 16. IDT including the N periodic sections connected acoustically in cascade and 
electrically in parallel 
Matrix [Y] representation of N-section IDT for two models, “crossed-field” model and “in-
line” model are in (16) and (17), respectively (the calculation development is presented in 
Appendix, section Appendix 1): 
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It was shown in the literature that the crossed field model yielded better agreement than the 
experiment when compared to the in-line model when K is small. In section 2, K is always 
smaller than 7.2%. Besides, in section stated above, the “crossed-field” model is simpler than 
“in-line field” model in term of equations of all element of [Y] matrix. Consequently, the 
“crossed-field” model is selected henceforth for the calculating, modeling the devices. 
3.3 Equivalent circuit for propagation path 
The delay line SAW device could be used for pressure sensor application. The sensitive part 
of this kind of device will be the propagation path. To model the pressure sensor using 
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SAW, it is necessary to construct the model for propagation path. Based on the equivalent 
circuit for electromechanical transducer presented by Mason [36], equivalent circuit of 
propagation path is presented as in Figure 17. 
 
 






ωγ =  (18) 
with v is SAW velocity, l is propagation length. 
3.4 Equivalent circuit for SAW delay line 
Due to the piezoelectric effect, an RF signal applied at input IDT stimulates a micro-acoustic 
wave propagating on its surface. These waves propagate in two directions, one to receiving 
IDT and another to the medium. The approximations as follows are assumed to construct 
the equivalent circuit for SAW delay line: 
- Assume that the IDT radiates the wave into a medium of infinite extent. 
Experimentally, an infinite medium is approximated either by using absorber, such as 
wax, polyimide to provide acoustic termination, or by using a short RF pulse 
measurement. The condition of infinite medium means that no wave reflects back to 
input IDT. This is created for SAW device model by connecting the acoustic 
characteristic admittance Y0 to one terminal of IDT. 
- Assume that the wave propagating to receiving IDT has no attenuation during 
propagation way between two IDTs. So, the propagation path between two IDTs can be 
expressed as the no-loss transmission line. 
Based on these two approximations, the [Y] matrix representation of IDT in section 3.2, and 
propagation path representation in section 3.3, the SAW delay line can be expressed as 
equivalent circuit as in Figure 18. 
 
 
Fig. 18. Equivalent circuit of SAW delay line, based on Mason model 
  




Fig. 16. IDT including the N periodic sections connected acoustically in cascade and 
electrically in parallel 
Matrix [Y] representation of N-section IDT for two models, “crossed-field” model and “in-
line” model are in (16) and (17), respectively (the calculation development is presented in 
Appendix, section Appendix 1): 














































tgY jG G tg
C
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Fig. 18. Equivalent circuit of SAW delay line, based on Mason model 
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Section 3 gives the equivalent circuit of SAW delay line, including IDT input, IDT output 
and propagation path. All of calculation developments are presented in appendix, section 2. 
In this appendix, a new equivalent circuit of IDT including N periodic section plus one 
finger, which we call it “N+1/2”, also are developed and presented. Another representation 
of SAW delay line is [ABCD] matrix representation which also proposed in appendix, 
section Appendix 4. [ABCD] matrix representation has one interesting property that in 
cascaded network, the [ABCD] matrix of total network can be obtained easily by 
multiplying the matrices of elemental networks. 
4. Equivalent circuit for IDT based on the Coupling-Of-Mode theory 
The Coupling-Of-Modes formalism is a branch of the highly developed theory of wave 
propagation in periodic structure, which has an history of more than 100 years. This theory 
covers a variety of wave phenomena, including the diffraction of EM waves on periodic 
gratings, their propagation in periodic waveguides and antennas, optical and ultrasonic 
waves in multi-layered structures, quantum theory of electron states in metal, 
semiconductors, and dielectrics…. Theoretical aspects of the wave in periodic media and 
applications were reviewed by C.Elachi [4], in which it included theories of waves in 
unbounded and bounded periodic medium, boundary periodicity, source radiation in 
periodic media, transients in periodic structures, active and passive periodic structures, 
waves and particles in crystals. An excellent recent review of COM theory used in SAW 
devices was written by K.Hashimoto [10]. 
A simple equivalent circuit for IDT based on COM approach was proposed by K.Nakamura 
[29]. This model would be useful to analyze and design SAW devices. Based on the COM 
equations, the relationships between the terminal quantities at the one electrical port and 
two acoustic ports for an IDT have been done. 
4.1 COM equation for particle velocities 
Consider an IDT including N periodic sections with periodic length of L as shown in Figure 19. 
 
 
Fig. 19. IDT including N periodic sections 
The particle velocities v+(x) and v-(x) of the wave propagating in the +x and –x directions in 
the periodic structure can be expressed as follows with the time dependence exp(jωt) term: 
 ( ) ( ) jkxv x A x e−+ +=  (19) 
 ( ) ( ) jkxv x A x e− −=  (20) 
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Where k is the wave number 
 / SAWk Vω=  (21) 
The amplitude A+(x) and A-(x) obey the following coupled-mode equations [60]: 
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Where V is the voltage applied to the IDT,  
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 0k kδ = −  , with 0
2k
L
π=  (24) 
The solution to (22) and (23) can be expressed as 
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0 2k β+  in the +x direction, and the magnitudes h1 and h2, respectively.  
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Section 3 gives the equivalent circuit of SAW delay line, including IDT input, IDT output 
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 ( )1 11 2( ) j NL j NLv NL e ph e h q Vβ β ζ−− = ± + +  (33) 
The upper and lower signs in (32) and (33) correspond to the cases N=i and N=i+0.5, 
respectively, where i is an integer. Consequently, the total particle velocities at the two 
acoustical ports can be expressed as: 
- Particle velocity at port 1 (x=0): 
 1 1 2(0) (0) (1 )( ) 2v v v p h h q Vζ
+ −= + = + + +  (34) 
- Particle velocity at port 2 (x=NL): 
 1 12 1 2( ) ( ) (1 )( ) 2
j NL j NLv v NL v NL p e h e h q Vβ β ζ−+ −   = − + = + + +     (35) 
The two forces at two acoustic ports are considered to be proportional to the difference of v+ 
and v-. For the simplicity, these forces can be expressed as follows: 
 1 1 2(0) (0) (1 )( )F v v p h h
+ −= − = − −  (36) 
 1 12 1 2( ) ( ) (1 )( )
j NL j NLF v NL v NL p e h e hβ β−+ −  = − = ± − −   (37) 





1 1 22 2(1 )( 1) (1 )( 1)
j NL j NL
j NL j NL
e eh F F
p e p e
β β
β β= − − − −
  (38) 
 
1
1 12 1 22 2
1
(1 )( 1) (1 )( 1)
j NL
j NL j NL
eh F F
p e p e
β
β β= − − − −
  (39) 








(1 )( ) 2
(1 ) ( 1) ( 1) 2
NL
j x j x
s
j NL j NL
s
I p h e h e q V dx j NC V








 = + + + + 
   = + − + − + +  
   

 (40) 
where η  is the constant associated with the convention from SAW to electrical quantities, 
therefore associated with the coupling factor K. 
Cs is the capacitance for one electrode pair. 
By substituting equations (38) and (39) in (34), (35) and (40), the following equations can be 
obtained: 
 1 2
(1 ) (1 )( 2 )
(1 ) (1 )s
p pI j NC q NL V F F






  (41) 
 1 1 2
1 11 12
1 tan 2 1 sin 2
p pv q V F F






  (42) 
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 2 1 2
1 11 12
1 sin 2 1 tan 2
p pv q V F F






   (43) 
Where 
 /2NLθ β=  (44) 
 1 2β β β≡ = −  (45) 
From these equations, the matrix as follows can be obtained: 
 1 1
2 2
(1 ) (1 )( 2 )
(1 ) (1 )
1 11 12
1 tan 2 1 sin 2
1 11 12
1 sin 2 1 tan 2
s
p pj NC q NL
j p j pI V
p pv q F
p j p j
v F
p pq








+ − −     + +   =     − −        + +
 





In the acoustic wave transducer using piezoelectric effect, the force and voltage analogy can 
be used. Therefore, the COM-based circuit of IDT as matrix in (46) can be considered as the 
reciprocal circuit. The reciprocity theorem states that if a voltage source E acting in one 
branch of a network causes a current I to flow in another branch of the network, then the 
same voltage source E acting in the second branch would cause an identical current I to flow 
in the first branch. By using this theorem in this case, replacing V and F1 together, the same 










 2 jη ζ=  (48) 










2 tan 2 sin 2
1 1
2 sin 2 tan 2
Tj C j Z j Z j ZI V
v F
j Z jZ jZ
v F

























 2NL j NLφ η ζ= =  (51) 
 T sC NC=  (52) 
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Consequently, the simple equivalent circuit obtained for IDT with N electrode pairs is 
shown in Figure 20: 
 
 
Fig. 20. Equivalent circuit IDT based on COM theory 
4.3 Equivalent circuit for propagation path based on COM theory 
In SAW devices, the propagation path should be taken into account. It is necessary to 
determine the equivalent circuit for a propagation path of distance l between 2 IDTs. This 
propagation path is a uniform section of length l, with a free surface or a uniformly 
metallized surface. In this case, K11=K12=0, and β=δ. 
Consequently, from equations (38) and (39), h1 and h2 can be expressed as: 
 
2
1 1 22 21 1
j l j l
j l j l
e eh F F
e e
β β
β β= −− −
 (53) 








β β= −− −
 (54) 
And, the particle velocities are expressed as: 
 0 1( )1 1( )
j k x jkxv x h e h eβ− + −+ = =  (55) 
 0 1( )2 2( )
j k x jkxv x h e h eβ+− = =  (56) 
If the v1, v2, F1, and F2 are defined as: 
 1 (0) (0)v v v
+ −= +  (57) 
 2 [ ( ) ( )]v v NL v NL
+ −= − +  (58) 
 1 (0) (0)F v v
+ −= −  (59) 
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 2 ( ) ( )F v NL v NL
+ −= −  (60) 
Then, by expressing h1 and h2 in terms of F1 and F2 based on equations (53) and (54), the v1 
and v2 become as follows:  
 
2
1 1 2 1 22 2
1 2
1 1
j l j l
j l j l









2 1 2 1 22 2
2 1
1 1
j l j l
jkl jkl
j l j l




− += + = −
− −
 (62) 
Using the relation between complex number and trigonometry, the v1 and v2 can be 
expressed as follows: 
 1 1 2' ' ' '
0 0
1 1
tan 2 sin 2
v F F
jZ jZθ θ
= −  (63) 
 2 1 2' ' ' '
0 0
1 1
sin 2 tan 2
v F F
jZ jZθ θ
= − +  (64) 
Consequently, the equivalent circuit for propagation path can be represented by the π-
circuit of Figure 21: 
 
 
Fig. 21. Equivalent circuit of propagation path based on COM theory 
Based on Mason model, the equivalent circuit of propagation path was presented in Figure 
17, which has star form. In Figure 21, the circuit has triangle form. By using triangles and 
stars transformation theory published by A.E. Kennelly, equivalent circuit of propagation in 
these two figures is the same. Consequently, the approachs that are based on Mason model 
and COM theory can get the same equivalent circuit of propagation path. 
4.4 Equivalent circuit for SAW delay line based on COM theory 
Based on section 4.2 and 4.3, equivalent circuit of SAW delay line based on COM theory is 
presented in Figure 22. 
In this model, some parameters must to be calculated or extracted. SAW velocity v, 
piezoelectric coupling factor K could be calculated from section 2. The periodic length L (or 
wavelength λ) is determined by design and fabrication. 
The parameters K11 and K12 are coupling coefficients. They are sum of the coupling 
coefficient coming from the piezoelectric perturbation and that coming from the mechanical 
perturbation, and their equations for calculation are complicated [55].  Exact equations for 
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K11 and K12 were given by Y.Suzuki et al [55], but it seems so complex that their usefulnesses 
could be limited. However, from this work of Y.Suzuki et al [55], we propose the K11 and K12 
could be expressed as follows: 
 K11= O11K2k0 (65) 
 K12= O12K2k0 (66) 
Where k0 is stated by (24) 0
2k
L
π=  and K is piezoelectric coupling factor. 
O11 is so-called self-coupling constant of finger, and O12 is so-called coupling constant 
between fingers. O12 could also presents the reflective wave between two fingers. 
 
 
Fig. 22. Equivalent circuit of SAW delay line based on COM theory 
 
 
Fig. 23. Effect of O12 on S21(dB), N=50, vSAW=5120m/s, λ=8μm, K=0.066453, O11=0 
Figure 23 shows the effects of O12 on S21(dB) of SAW device N=50, vSAW=5120m/s, λ=8μm, 
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Figure 24 shows the effects of O11 on S21(dB) of SAW device N=50, vSAW=5120m/s, λ=8μm, 
K=0.066453 when O12=0. So, O11 coefficient shifts the center frequency of SAW device, the 
positive value of O11 reduces the center frequency f0 of device, the negative on will increase the f0. 
 
 
Fig. 24. Effect of O11 on S21(dB), N=50, vSAW=5120m/s, λ=8μm, K=0.066453, O12=0 
The effect of K11 and K12 could be explained by their measurement method [61]. K11 could be 
derived from the measurement of frequency response, therefore the usefulness of its 
calculation could be limited. Meanwhile, K12 can be extracted from FEM. It is shown in 
literature that K12 depends on the thickness of finger with respect to the wavelength. In our 
work, the ratio thickness/wavelength (its maximum value is 300nm/8μm) is too small that 
its effect can be ignored. In conclusion, in our work, value of K11 and K12 are 0. 
5. Comparison of equivalent circuit of SAW device based on Mason model 
and COM thoery 
Figure 25 presents the comparison between hybrid model and COM model in that  





Fig. 25. Comparison between Hydrid model and COM model (O11=O12=0) 
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small difference in the peak value of S21 (dB) occurs. This difference could be explained by 
using “crossed-filed” model instead of actual model as in Figure 13. 
6. Conclusion 
The model used for SAW pressure sensor based on delay line are presented. For usefulness 
and reduction of time in design process, the equivalent circuit based on COM model, in 
which K11, K12=0 is proposed to be used. 
Acoustic wave properties in different structures of AlN/SiO2/Si, AlN/Si, and AlN/Mo/Si 
are analyzed. The wave velocity, coupling factor could depend on the wave propagation 
medium. 
From analyses of these structures, the range in which there is a weak dependence of the 
wave velocity, coupling factor on the AlN layer thickness could be known. The SAW 
devices should be fabricated in this range to facilitate manufacturing. 
For AlN/Si structure, this range is 3khAlN ≥ . 
For AlN/Mo/Si, if this kind of SAW device is fabricated in the range from 2.7khAlN ≥  to 
facilitate manufacturing, the use of Mo layer is useless. Consequently, to take full  
advantage of using Mo layer in term of wave velocity and coupling factor, it should be 
required to control the fabrication process carefully to obtain the required AlN thickness 
from khAlN=1.02 to khAlN=2.7. 
For AlN/SiO2/Si, this range is 5khAlN ≥  for khSiO2=0.7854, for thicker SiO2 layer, this 
range changes based on Figure 6 and Figure 7. Besides, using SiO2 layer would reduce 
temperature dependence of frequency. To choose the thickness of SiO2 layer, it would 
consider the effect of temperature dependence and analyses of wave velocity, coupling 
factor. 
7. Appendix: Development of calculation for equivalent circuit of SAW device 
7.1 Appendix 1. Equivalent circuit for normal IDT including N periodic sections  
 
 
Fig. Appendix.1. Mason equivalent circuit for one periodic section in “crossed-field” model 
 




Fig. Appendix.2. Mason equivalent circuit for one periodic section in “in-line field” model 
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By the symmetrical properties of one periodic section (the voltage applied at port 3 will 
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(Appendix.2) for Figure Appendix.4 and becomes (Appendix.3) for Figure Appendix.5. 
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small difference in the peak value of S21 (dB) occurs. This difference could be explained by 
using “crossed-filed” model instead of actual model as in Figure 13. 
6. Conclusion 
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are analyzed. The wave velocity, coupling factor could depend on the wave propagation 
medium. 
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wave velocity, coupling factor on the AlN layer thickness could be known. The SAW 
devices should be fabricated in this range to facilitate manufacturing. 
For AlN/Si structure, this range is 3khAlN ≥ . 
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For AlN/SiO2/Si, this range is 5khAlN ≥  for khSiO2=0.7854, for thicker SiO2 layer, this 
range changes based on Figure 6 and Figure 7. Besides, using SiO2 layer would reduce 
temperature dependence of frequency. To choose the thickness of SiO2 layer, it would 
consider the effect of temperature dependence and analyses of wave velocity, coupling 
factor. 
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In IDT including N periodic sections, the N periodic sections are connected acoustically in 
cascade and electrically in parallel as Figure Appendix.6.  
 
 
Fig. Appendix.6. IDT including the N periodic sections connected acoustically in cascade 
and electrically in parallel 
Because the symmetric properties of the IDT including N section like these of one periodic 
section, and from (Appendix.2), (Appendix.3), Figure Appendix.4 and Figure Appendix.5, 
the [Y] matrices of N-section IDT are represented as follows: 
 
 
Fig. Appendix.7. The [Y] matrices and the model corresponsive models 
Since the periodic sections are identical, the recursion relation as follows can be obtained: 
 e1 m=e2 m-1 (Appendix.8) 
 e3 N= e3 N-1= e3 N-2=...= e3 2= e3 1=E3 (Appendix.9) 
 i1 m=i2 m-1 (Appendix.10) 
With m is integer number, m=1,2, …, N-1, N 
The total transducer current is the sum of currents flowing into the N sections. 
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By applying (Appendix.8), (Appendix.9) and boundary conditions (e11 = E1, e2N=E2), 
(Appendix.11) becomes: 
 I3= y13e1 1-y13e2 N+ Ny33E3 =  y13E1-y13E2+ Ny33 E3 (Appendix.12) 
From Figure Appendix.7, the Y13 and Y33 can be expressed as:  
 Y13=y13 (Appendix.13) 
 Y33= Ny33 (Appendix.14) 
Because the N periodic sections are connected acoustically in cascade and electrically in 
parallel, the model as in Figure Appendix.5 should be used to obtain the [Y] matrix of N-
section IDT. 
From (Appendix.3) for one section, the i1 and i2 can be expressed 
 i1= y11e1+y12e2+ y13 e3, i2= -y12e1-y12e2+ y13 e3 (Appendix.15) 
Equations (Appendix.15) can be represented in matrix form like [ABCD] form in electrical 
theory as follows: 
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By applying (Appendix.16) into N-section IDT as in Figure Appendix.6 and using 
(Appendix.9), the second recursion relation is obtained as follows: 









   
= +   
   
 (Appendix.19) 
Where m is integer number, m=1,2, …, N-1, N 
Starting (Appendix.19)(Appendix.19) by using with m=N, and reducing m until m=1 gives 
the expression: 
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Where   
 [ ] [ ]NQ K=  (Appendix.21) 
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Solving (Appendix.20) and using the boundary conditions (e0= E1, i0=I1) gives: 
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= −  (Appendix.26) 
The Y13 is known by (Appendix.13), so (Appendix.26) and matrix [X] don’t need to be 
solved. 
To solve (Appendix.24) and (Appendix.25), matrix [Q] should be solved. 
In “crossed-field” model, matrix [Q] can be represented in a simple form as follows: 
 [ ] 0
0
cos(4 ) sin(4 )







=  − 
 (Appendix.27) 
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cos(8 ) sin(8 )
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 . . . . . . etc. Consequently, matrix [Q] will be given:  
 [ ] [ ] 0
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cos( 4 ) sin( 4 )
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 (Appendix.30) 
From (Appendix.24) and (Appendix.35), Y11 and Y12 in “cross-field” model can be expressed: 
 11 0 cot ( 4 )Y jG g N α= −  (Appendix.31) 
 012 sin( 4 )
jGY
N α
=  (Appendix.32) 
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In conclusion, matrix [Y] representation of N-section IDT is: 
- In "crossed-field" model, from (Appendix.6), (Appendix.13), (Appendix.14), 
























- In "in-line field" model, from (Appendix.7), (Appendix.13), (Appendix.14), 
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Where [Q] can be calculated from (Appendix.17) and (Appendix.21). 
7.2 Appendix 2: Equivqlent circuit for “N+1/2” model IDT 
In case IDT includes N periodic sections (like in section 3.2 plus one finger (in color red) as 
shown in Figure Appendix.8 that we call “N+1/2” model IDT. 
 
 
Fig. Appendix.8. “N+1/2” model IDT 
The equivalent circuit for this model is shown in Figure Appendix.9 and the matrix [Yd] 
representation is shown as in Figure Appendix.10 (letter “d” stands for different from model 
[Y] in section 3.2. 
 




Fig. Appendix.9. Equivalent circuit of “N+1/2” model IDT 
 
 
Fig. Appendix.10. [Yd] matrix representation of “N+1/2” model IDT 
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The elements of [Yd] matrix for “crossed-field” model are given as follows: 
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 31 0Yd jG tgα= −  (Appendix.42) 
 32 0 sin(2 )Yd jG α= −  (Appendix.43) 
 { }33 0 0(2 1) sin(2 ) (4 1)Yd j C N jG N tgω α α= − + + +  (Appendix.44) 
7.3 Appendix 3: Scattering matrix [S] for IDT 
The scattering matrix [S] of a three-port network characterized by its admittance matrix [Y] 
is given by [3]: 
 13 32 ( )S Y Y
−= Π − Π +  (Appendix.45) 
Where 3Π  is the 3x3 identity matrix. 
After expanding this equation, the scattering matrix elements for a general three-port 




11 33 11 22 11 22 12 21
13 31 22 21 32 23 32 11 12 31
1 (1 )(1 )
       [ (1 ) ] [ ( 1) ]
S Y Y Y Y Y Y Y
M
Y Y Y Y Y Y Y Y Y Y
= + − + − + +
+ + − + − −
 (Appendix.46) 
 [ ]12 12 33 13 32
2 (1 )S Y Y Y Y
M
= − + −  (Appendix.47) 
 [ ]13 13 22 12 23
2 (1 )S Y Y Y Y
M
= − + −  (Appendix.48) 
 [ ]21 21 33 23 31
2 (1 )S Y Y Y Y
M
= − + −  (Appendix.49) 
 {
}
22 33 11 22 11 22 12 21
13 31 22 21 32 23 32 11 12 31
1 (1 )(1 )
       [ ( 1) ] [ ( 1) ]
S Y Y Y Y Y Y Y
M
Y Y Y Y Y Y Y Y Y Y
= + + − − + +
+ − − + + −
 (Appendix.50) 
 [ ]23 23 11 13 21
2 (1 )S Y Y Y Y
M
= − + −  (Appendix.51) 
 [ ]31 31 22 21 32
2 (1 )S Y Y Y Y
M
= − + −  (Appendix.52) 
 [ ]32 32 11 12 31
2 (1 )S Y Y Y Y
M




33 33 11 22 11 22 12 21
13 31 22 21 32 23 32 11 12 31
1 (1 )(1 )
       [ ( 1) ] [ ( 1) ]
S Y Y Y Y Y Y Y
M
Y Y Y Y Y Y Y Y Y Y
= − + + + − +
+ + − + + −
 (Appendix.54) 
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det( )
(1 )[(1 )(1 ) ] [ (1 ) ]
         [ (1 ) ]
M Y
Y Y Y Y Y Y Y Y Y Y
Y Y Y Y Y
= Π +
= + + + − − + − −
− − −
 (Appendix.55) 
For model IDT including N identical sections, these equations can be further simplified. In 















Therefore, Sij’s take the following form 
 ( ){ }2 2 211 22 33 11 12 13 11 121 (1 )(1 ) 2S S Y Y Y Y Y YM= = + − + + +  (Appendix.57) 
 212 21 12 33 13
2 (1 )S S Y Y Y
M
 = = − + +   (Appendix.58) 
 13 31 13 11 12
2 (1 )S S Y Y Y
M
= = − + +  (Appendix.59) 
 23 32 13S S S= = −  (Appendix.60) 
 { }2 2 233 33 11 12 13 11 121 (1 )[(1 ) ] 2 (1 )S Y Y Y Y Y YM= − + − + + +  (Appendix.61) 
Where 
 2 2 233 11 12 13 12(1 )[(1 ) ] 2 (1 )M Y Y Y Y Y= + + − − +  (Appendix.62) 
7.4 Appendix 4: Equivalent circuit for SAW device base on Mason model, [ABCD] 
Matrix representation 
7.4.1 Appendix 4.1: [ABCD] Matrix representation of IDT 
In SAW device, each input and output IDTs have one terminal connected to admittance G0. 
Therefore, one IDT can be represented as two-port network. [ABCD] matrix (as in Figure 
Appendix.11) is used to represent each IDT, because [ABCD] matrix representation has one 
interesting property that in cascaded network, the [ABCD] matrix of total network can be 
obtained easily by multiplying the matrices of elemental networks.  
 
 
Fig. Appendix.11. [ABCD] representation of two-port network for one IDT 
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For model IDT including N identical sections, these equations can be further simplified. In 















Therefore, Sij’s take the following form 
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Where 
 2 2 233 11 12 13 12(1 )[(1 ) ] 2 (1 )M Y Y Y Y Y= + + − − +  (Appendix.62) 
7.4 Appendix 4: Equivalent circuit for SAW device base on Mason model, [ABCD] 
Matrix representation 
7.4.1 Appendix 4.1: [ABCD] Matrix representation of IDT 
In SAW device, each input and output IDTs have one terminal connected to admittance G0. 
Therefore, one IDT can be represented as two-port network. [ABCD] matrix (as in Figure 
Appendix.11) is used to represent each IDT, because [ABCD] matrix representation has one 
interesting property that in cascaded network, the [ABCD] matrix of total network can be 
obtained easily by multiplying the matrices of elemental networks.  
 
 
Fig. Appendix.11. [ABCD] representation of two-port network for one IDT 
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To find the [ABCD] matrix for one IDT in SAW device, the condition that no reflected wave 




Fig. Appendix.12. Two-port network for one IDT 
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 (Appendix.63) 
And  I1=-G0V1 (Appendix.64) 
From these current-voltage relations, the V3 and I3 are given: 
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From (Appendix.65) and (Appendix.66), equivalence between port 3 in Figure Appendix.12 
equals to port 1 in Figure Appendix.11, and consideration of direction of current I2 in Figure 
Appendix.11 and Figure Appendix.12, [ABCD] matrix representation for two-port network 
of IDT in obtained: 
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In case of “crossed-field” model, the [ABCD] can be further simplified: 
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= − +  (Appendix.74) 
One interesting property of [ABCD] of “crossed-field” mode is: 
 AD-BC=1 (Appendix.75) 
This means [ABCD] matrix is reciprocal.  
In SAW device, the ouput IDT is inverse of input IDT. By the reciprocal property of [ABCD], 
the [ABCD] matrix of output IDT can be easily obtained: 
 Aoutput= Dinput (Appendix.76) 
 Boutput= Binput (Appendix.77) 
 Coutput= Cinput (Appendix.78) 
 Doutput= Ainput (Appendix.79) 
in which N is replaced by M (number of periodic sections in output IDT) 
Consequently, the [ABCD] matrix of output IDT is: 
[ ]0 0sin(4 ) (2 cot 4)(cot(4 ) )1 cos(4 ) sin(4 )out
MA M C Z M j tg
M j M
α ω α α α
α α
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= − +  (Appendix.83) 
At the center frequency f0, the [ABCD] matrix becomes infinite since α=0.5π(f/f0)= 0.5π. 
However, [ABCD] elements may be calculated by expanding for frequency very near 
frequency f0.  
By setting: 
 0
02 2 2 2
f f x
f N
π π πα −= + = +  (Appendix.84) 
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π −=  (Appendix.85) 
By using the limit of some functions as follows: 
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 (Appendix.91) 
 0 0 0 02 4D fC Z x N j fC Zπ π≈ − −  (Appendix.92) 
7.4.2 Appendix 4.2: [ABCD] matrix representation of propagation path 
Based on equivalent circuit star model of propagation path in section 3.3, [ABCD] matrix 
representation of propagation way can be obtained clearly: 
 cos2path pathA D θ= =  (Appendix.93) 
 sin 2path pathB C j θ= =  (Appendix.94) 
With  fl
v
πθ =  (Appendix.95) 
Where l is the length of propagation path between two IDTs. 
So, [ABCD] matrix representations of input IDT, propagation way and output IDT are 
obtained. They are cascaded as Figure Appendix.13: 
 
 
Fig. Appendix.13. Cascaded [ABCD] matrices of input IDT, propagation way and output IDT 
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And the [ABCD] equivalent matrix of SAW device is shown in Figure Appendix.14 
 
 
Fig. Appendix.14. [ABCD] matrix of SAW device 
[ABCD] matrix of delay line SAW is 
 path pathdevice device in in out out
path pathdevice device in in out out
A BA B A B A B
C DC D C D C D
      
=       
      
 (Appendix.96) 
 device in path out in path out in path out in path outA A A A B C A A B C B D C= + + +  (Appendix.97) 
 device in path out in path out in path out in path outB A A B B C B A B D B D D= + + +  (Appendix.98) 
 device in path out in path out in path out in path outC C A A D C A C B C D D C= + + +  (Appendix.99) 
 device in path out in path out in path out in path outD C A B D C B C B D D D D= + + +  (Appendix.100) 
Where [ABCD]in is calculated from (Appendix.71), (Appendix.72), (Appendix.73) and 
(Appendix.74). 
[ABCD]out is calculated from (Appendix.80), (Appendix.81), (Appendix.82) and (Appendix.83). 
[ABCD]path is calculated from (Appendix.93) and (Appendix.94). 
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1. Introduction 
Acoustic devices like Bulk Acoustic Wave (BAW) resonators and filters represent a key 
technology in modern microwave industry. More specifically, BAW technology offers 
promising performance due to its good power handling and high quality factors that make 
it suitable for a wide range of applications. Nevertheless, harmonics and 3IMD arising from 
intrinsic nonlinear material properties (Collado et al., 2009) and dynamic self-heating (Rocas 
et al., 2009) could represent a limitation for some applications.  
Driven by the need for highly linear devices, there is a demand for further development of 
accurate models of BAW devices, capable of predicting the nonlinear behavior of the 
device and its impact on a circuit. Many authors have attempted to model the 
nonlinearities of BAW devices by using different approaches, mostly involving 
phenomenological lumped element models. Although these models can be useful because 
of their simplicity, they are mainly limited to narrow-band operation and they usually 
cannot be parameterized in terms of device-independent parameters (Constantinescu et 
al., 2008). Another approach consists of extending all the material properties on the 
constitutive equations to the nonlinear domain and introducing the nonlinear relations to 
the model implementation, which leads to several possible nonlinear sources increasing 
model complexity (Cho et al., 1993; Ueda et al., 2008). On the other hand, (Feld, 2009) 
presents a one-parameter nonlinear circuit model to account for the intrinsic 
nonlinearities. Such a model does not include the self-heating mechanism and can 
underestimate the 3IMD by more than 20 dB. 
In this work, a model that uses several nonlinear parameters to predict harmonics and 3IMD 
distortion is presented.  Its novelty lies in its ability to predict the nonlinear effects produced 
by self-heating in addition to those due to intrinsic nonlinearities in the material properties. 
The model can be considered an extension of the nonlinear KLM model (originally proposed 
by Krimholtz, Leedom and Matthaei) (Krimholtz et al., 1970) to include the thermal effects 
due to self-heating caused by viscous losses and electrode losses. For this purpose a thermal 
domain circuit model is implemented and coupled to the electro-acoustic model, which 
allows us to calculate the dynamic temperature variations that change the material 
properties. In comparison to (Rocas et al., 2009), this work describes the impact that 
electrode losses produce on the 3IMD, presents closed-form expressions derived from the 
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circuit model and validates the model with extensive measurements that confirm the 
necessity to include dynamic self-heating to accurately predict the generation of spurious 
signals in BAW devices. 
2. Nonlinear generation mechanisms 
The origin of nonlinearities in BAW resonators has been controversial and there still exists 
no consensus (Nakamura et al., 2010). However, recent results point to several underlying 
causes which combine in different ways to give rise to a wide range of nonlinear effects 
(Rocas et al., 2009). We summarize the nonlinear effects of a stiffened elasticity, and then 
address the nonlinearity due to self-heating caused by viscous losses and electrode losses. 
We develop a circuit model to describe self-heating effects, and compare the measured 
results with simulations. Closed-form expressions for a simple one-layer BAW device model 
are then extracted to better understand the nonlinear generation mechanisms. 
2.1 Nonlinear stiffened elasticity 
Nonlinear elasticity has been proposed as the predominant contribution to the measured 
second harmonics and as a potential source of the observed 3IMD products (Collado et al., 
2009) in two-tone experiments.  
The approach described in (Collado et al., 2009) starts by considering a nonlinear stress-
strain relation under electric field described by a nonlinear stiffened elasticity cD(T) in the 
form of the polynomial 
 20 1 2( )
D D D Dc T c c T c T= + Δ + Δ  (1) 
where T is the stress. As detailed in (Collado et al., 2009), (1) translates into a nonlinear 
distributed capacitance Cd(v) in the equivalent electric model of the acoustic transmission 
line (Auld, 1990), in which the voltage v is equivalent to force. In the equivalent electric 
model (1) transforms into: 
 2,0 1 2( ) .d dC v C C v C v= + Δ + Δ  (2) 
Equation (2) leads to the nonlinear acoustic Telegrapher’s equations which can be used to 
obtain the maximum voltage amplitude occurring along a resonating transmission line as 
shown in (Collado et al., 2009; Collado et al., 2005). When the device is driven by two tones 
at frequencies ωl and ω2, standing waves with maximum force amplitudes Vω1 and Vω2 are 
trapped in the line. Then, as detailed in (Collado et al., 2009), the nonlinear capacitance (2) is 
responsible for generating 3IMD signals that result from adding the contributions due to 








2 2 LV A Q V V Cω ω ω= Δ  (4) 
where ω12 = 2ω1 - ω2, QL is the loaded quality factor and A1 and A2 are constants that depend 
on the geometry of the device and on its materials. Identical results would be obtained for 
the 3IMD at 2ω2 - ω1 (which we will denote as ω21). 
Sources of Third–Order Intermodulation Distortion  




Third-order intermodulation distortion due to dynamic self-heating is a well known process 
in microwave power amplifiers (Camarchia et al., 2007; Parker et al., 2004; Vuolevi et al., 
2001) but has received less attention in passive devices (Rocas et al., 2010). What makes it 
different from the 3IMD caused by intrinsic nonlinearities is its dependence on the envelope 
frequency of the signal. For the particular case of a two-tone experiment, in which the 
envelope is a sinusoid, the thermal generation of 3IMD has a low-pass dependence on the 
envelope frequency due to the slow dynamics related with heating effects. 
Recent results of two-tone 3IMD tests in BAW resonators as a function of the tones spacing 
reveal the important impact of self-heating effects in thin-Film Bulk Acoustic Resonators 
(FBAR) (Collado et al., 2009; Feld, 2009; Rocas et al., 2008) and Solidly Mounted Resonators 
(SMR) (Rocas et al., 2009). Heating produced by viscous damping in the acoustic domain 
and by ohmic loss in the electric domain produce local temperature oscillations which affect 
the temperature-dependent material properties. 
If ω1 = ω0 - Δω / 2 and ω2 = ω0 + Δω / 2 are the input signals for a two-tone test, dissipation 
occurs as a result of electric and acoustic losses, and the quadratic dependence of the 
dissipated power on the signal amplitude   
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gives rise to several frequency components of the dissipated power: 
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These frequency components produce temperature variations on the device at the same 
frequencies. These temperature variations K(ω) can be written in terms of the dissipated 
power and the thermal impedance as (Parker et al., 2004) 
 ( ) ( ) ( ).th dK Z Pω ω ω=  (7) 
It is important to point out that the temperature variation at the envelope frequency (Δω = ω2 
- ω1) is the most relevant for the generation of spurious signals because of the low-pass filter 
character of the thermal impedance Zth(ω).  These slow temperature oscillations induce low 
frequency changes of the material properties, and consequently, generate undesired 3IMD. 
In addition to being able to calculate the temperature oscillations, we also need to determine 
how these oscillations influence the device performance. For the specific case of BAW 
devices, there is consensus in assuming that the detuning of BAW devices with temperature 
is due to the variation of multiple material properties with temperature (Lakin et al., 2000; 
Ivira et al., 2008; Petit et al., 2007). We reflect this in our model by adding a temperature-
dependent term to the stiffened elasticity in (1) 
 20 1 2( , )
D D D D D
Kc T K c c T c T c K= + Δ + Δ + Δ  (8) 
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where K represents the temperature, the equivalent capacitance is  
 2,0 1 2( , ) ,d d KC v K C C v C v C K= + Δ + Δ + Δ  (9) 
where each of the nonlinear terms ΔC1, ΔC2 and ΔCK are related to their counterparts Δc1D , 
Δc2D, ΔcKD  respectively, as detailed in Appendix I. 
The term ΔCK generates 3IMD, whose maximum voltage Vω12 can be found in a similar way 
as the contribution of ΔC1  in (3) and ΔC2 in (4) (see details in Appendix I): 
 
12 1
* ,T L K d thV A Q C P Z Vω ω ω ωΔ Δ= Δ  (10) 
where AT is a constant that depends on  the device geometry and material parameters, QL is 
the loaded quality factor, Zth,Δω is the thermal impedance (7) evaluated at Δω, and  Pd,Δω is the 
Δω frequency component of the dissipated power in (6). Equation (10) describes the 3IMD 
signal due to self-heating effects, inside the acoustic transmission line, in terms of the 
dissipated power. As detailed in the following sub-sections, the dissipated power is due to 
both electric and acoustic loss, thus both effects contribute to the 3IMD in (10). 
2.2.1 3IMD due to viscous losses 
Viscosity is introduced in the model as a complex elasticity (Auld, 1990), which translates 
into a shunt resistance Rd,η in series with the shunt capacitance Cd in a transmission line 
implementation. Appendix II details a model transformation to go from the original Rd,η to 
an equivalent model in which the viscosity is implemented as a conductance Gd in parallel 
with the capacitance Cd. The equivalent model allows for an easier extraction of the closed-
form expressions.  
The instantaneous dissipated power due to viscous damping at each position z along the 
transmission line of length l (thickness of the piezoelectric layer) is 
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Equation (12) can be combined with (10) to obtain the peak 3IMD voltage (Vη,ω12 ) due to the 
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2.2.2 3IMD due to loss in the electrodes 
There is certain agreement in considering ohmic losses as a significant dissipation 
mechanism (Thalhammer et al., 2005) in addition to the viscous damping. As it will be 
discussed in section II.B.3, electrodes losses are introduced in the circuit model as parasitic 
series resistances at the input and at the output ports, and their values are determined by 
fitting the model to the measured scattering parameters in the linear regime. Their 
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contribution to the 3IMD can be calculated by the use of (10) and the power dissipated in the 




, T L K thV A Q C P Z Vρ ω ρ ω ω ωΔ Δ= Δ  (14) 
Whereas the parasitic resistance and distributed conductance can be obtained from the 
measured scattering parameters, that is, they produce distinguishable measurable effect, 
examination of (13) and (14) looks like both self-heating mechanisms produce the same 
experimental observable so they may not be distinguishable. This is true if a two-tone 
experiment at a fixed frequency is performed, but the two effects have different frequency 
dependence that can be distinguished if the central frequency ω0 of the 2 tones is swept 
while keeping the tones spacing Δω constant. This happens because the frequency pattern of 
the dissipation due to ohmic losses is different than that produced by viscous losses, as 
shown in Fig 1. This information is extremely useful to validate the model with 3IMD 
measurements by looking at the frequency dependence of the 3IMD. 
Note that (13) and (14) keep the same definition of thermal impedance Zth,Δω. This is because 
the electrodes and the piezoelectric layer are thin and made of good thermal conductors, so 
that the thermal impedance between those layers is negligible, as will be verified with the 
temperature simulations shown in Section III.B.2. 
 







































Fig. 1. Simulations of the dissipated power, for an input power of 20 dBm, due to acoustic 
viscous damping (solid line) and electrode electric losses (dashed line) 
2.2.3 Circuit model with self-heating effects 
A circuit model implementation to reproduce thermal effects should be capable of 
predicting dynamic temperature variations. To achieve this, we extend the nonlinear KLM 
model (Collado et al., 2009) to include the thermal domain (Rocas et al., 2009). 
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where the equivalent distributed parameters can be identified as the volumetric heat 
capacitance 
 ,d th pC Cρ=  (16) 







=  (17) 
with Cp and kth being the material-specific heat capacity and thermal conductivity, 
respectively. 
With the above-mentioned distributed parameters, a thermal distributed model can be 
constructed as a cascade of sections of series resistances and shunt capacitance, where each 
section corresponds to a specific thickness and area. Figure 2 shows a segment with Rth= 
Rd,th·Δz/A and Cth= Cd,th·A·Δz, where A is the area of the cross-section perpendicular to the z 
direction.  In such a thermal equivalent circuit the equivalents of voltage and current are the 







Fig. 2. Implementation of a Δz section of thermal equivalent circuit 
The thermal model of a multilayer SMR can be implemented as a cascade of the previously 
described sections for each material, as shown in Fig. 3. The boundary conditions are the 
ambient temperature, modeled as a voltage source under the substrate, and the parallel 
combination of the radiation and convection resistances, terminated with a voltage source at 














Fig. 3. Thermal model of the upper and lower materials’ stacks with boundary conditions 
As it can be seen from Fig. 3, the thermal impedance seen from any point along the line has 
a low-pass filter behavior, which means that for faster variations of the heat source, smaller 
temperature variations are produced.  
The piezoelectric layer is implemented as a cascade of cells, in which the dissipated power 
due to viscous damping is directly coupled to its correspondent thermal cell. A current 
source is used because current is the analogue of heat in the thermal domain. The 
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temperature rise is used to modify the distributed acoustic capacitance CNL(T,K), as shown 


























Fig. 4. Implementation of a section of the piezoelectric layer with the acoustic and thermal 
domains coupled by the generated heat at Gd and the temperature K. Ld is the acoustic 



























Fig. 5. Complete circuit model with thermo-acoustic model of the piezoelectric layer, top 
and bottom layers, and lossy electrodes. Electric losses, in the electrodes, and viscous losses, 
in the piezoelectric layer, produce dissipation that is coupled to the thermal domain to 
reproduce temperature rise. The temperature rise is used to change the material properties 
On the other hand, the parasitic electrodes losses are implemented by use of a lumped 
resistor at the input and output of the modeled device as shown in Fig. 5. As done for the 
viscosity, the dissipation in each resistor is coupled to the thermal model as a heat source. In 
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temperature rise is used to modify the distributed acoustic capacitance CNL(T,K), as shown 
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Fig. 5. Complete circuit model with thermo-acoustic model of the piezoelectric layer, top 
and bottom layers, and lossy electrodes. Electric losses, in the electrodes, and viscous losses, 
in the piezoelectric layer, produce dissipation that is coupled to the thermal domain to 
reproduce temperature rise. The temperature rise is used to change the material properties 
On the other hand, the parasitic electrodes losses are implemented by use of a lumped 
resistor at the input and output of the modeled device as shown in Fig. 5. As done for the 
viscosity, the dissipation in each resistor is coupled to the thermal model as a heat source. In 
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fact, dissipation in the input and output resistors is coupled to the correspondent top and 
bottom thermal sections that model the electrodes. The complete model can be seen in Fig. 5, 
where a cell of the piezoelectric layer like that in Fig. 4, is highlighted in red. 
In the figure above, the electric-acoustic conversion box includes those elements of the KLM 
model whose purpose is the electro-acoustic signal conversion (Krimholtz et al., 1970). 
Additionally, the material layers above and below the piezoelectric are shown as simplified 
blocks for clarity. 
2.2.4 Comparison of formulation and nonlinear simulations 
We use the circuit model of Fig. 5, with only a piezoelectric layer, to check the accuracy of 
the formulation described in the previous section. The circuit model has been simulated, 
reproducing a two-tone experiment, with Harmonic Balance techniques by use of a 
commercial CAD software. A simple model is implemented making use of 100 cells to 
reproduce a 1.25 μm thick and 2.33·10-8 m2 piezoelectric layer with a quality factor of 1800. 
The electrodes losses and viscous losses are coupled to a low-pass thermal impedance. 
 
































































Fig. 6. Comparison of the magnitude and phase of 2ω1-ω2 calculated with equation (13) 
(circles) in Fig.6a (viscous losses, no electrode losses) and equation (14) (circles) in Fig.6b 
(electrode losses, no viscous losses), vs. simulation with the circuit model (solid lines) 
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In the first set of simulations we keep the tones spacing constant at Δω/2π = 220 Hz and 
sweep the central frequency ω0 in a 600 MHz range around the resonance frequency, which 
is 2.18 GHz. By doing this, we can distinguish the 3IMD produced by viscous self-heating 
from that produced by electric self-heating by analyzing the resulting frequency 
dependence. In the former case, we do not connect the dissipation in the electrodes to the 
thermal domain (Fig.6a), whereas in the latter case we do not connect the dissipation in the 
piezoelectric layer to the thermal domain (Fig.6b). The 3IMD frequency dependences are a 
direct consequence of the frequency dependences of the dissipated power. More specifically, 
a minimum at the anti-resonance frequency appears in Fig. 6.b because there is minimum 
current flowing through the electrodes at anti-resonance, which can be used in experimental 
measurements to identify different sources of self-heating effects. 
In the second set of simulations we keep the central frequency constant at 2.18 GHz and we 
change the separation between tones from 100 Hz to 1 MHz. This allows us to reproduce the 
low-pass filter behavior of the thermal impedance. Figure 7 shows the results of the second 
set of simulations for a wide range of separation between tones when the self-heating effects 
are due to viscous losses, where it is clear the low-pass filter behavior of the temperature 
induced effects. A very similar plot was obtained for electrode losses, which is not shown 










































Fig. 7. Magnitude and phase of equation (13) (circles) and simulations with the circuit model 
(traces) for a wide range of separation between tones 
Figures 6 and 7, in addition to giving useful qualitative information about the 3IMD 
generation due to the self-heating mechanism, show that the formulation of equations (13) 
and (14) is in very good agreement with the simulations, so that these expressions can be 
used for a better understanding of the temperature-induced 3IMD in BAW resonators. 
3. Experimental results 
Four state-of-the-art rectangular Solidly-Mounted Resonators (SMR) from a commercial 
manufacturer, with different areas summarized in Table 1, have been measured. The 
resonators have a 1.25 μm thick aluminum nitride layer and a W - SiO2 Bragg mirror 
(alternating layers of W and SiO2), and show quality factors around 1800. 
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From (8) it is clear that several sources, characterized by ΔcD1, ΔcD2 and ΔcDK, can generate 
3IMD. Therefore, we follow a step-by-step procedure that includes several experiments to 
determine which nonlinear source is designed responsible for each observable at each 
experiment by use of the circuit model: 
• We first adjust the linear model to the measured S-parameters of the devices, so that the 
electric and viscous losses can be quantified. The procedure consists of a fine tuning of 
the material properties.   
• Second harmonic measurements are performed along the frequency range of interest to 
extract the intrinsic nonlinear parameter ΔcD1.  
• The term ΔcD2 also contributes to the 3IMD generation. We use the literature value in 
(Łepkowski et al., 2005) because this contribution cannot be independently extracted 
from measurements. 
• Third-order intermodulation distortion measurements with sweeping the tone spacing 
are conducted to quantify the frequency dependence of the thermal impedance, and set 
the temperature coefficient of stiffened elasticity ΔcKD accordingly. 
3.1 Linear modeling of the devices under test 
Broadband one-port S-parameters measurements of the devices have been performed after 
an on-wafer OSL calibration. The measurements have been done at a power level of -10 dBm 
to ensure the linear regime and are used to fit the linear parameters of the circuit model. The 
only differences between the devices are the resonator area and electrode losses. 
Electric losses due to the resistivity of the electrodes are modeled as lumped parasitic 
resistances, so their values are dependent on the resonator area and have a broadband effect 
on the linear device response. Table 1 summarizes the device areas and electric resistances. 
On the other hand, acoustic losses due to viscosity only have an observable effect at those 
frequencies where there is substantial electro-acoustic coupling, that is around resonance 
and anti-resonance. By using the model transformation in Appendix II, the acoustic losses 
that fit all devices can be described with the same material viscosity value η = 0.033 N·s·m-2, 
what verifies the validity of the linear model. 
 
Resonator Area (m2) Electric Resistance Rs (Ω) 
A1 6.41e-8 0.28 
A2 4.88e-8 0.37 
A3 2.33e-8 0.42 
A4 1.25e-8 1 
Table 1. Tested devices 
3.2 Nonlinear characterization 
The nonlinear behavior of a BAW resonator arises from different contributions due to 
intrinsic nonlinear material properties and self-heating mechanisms.  
3.2.1 Intrinsic nonlinearities 
Intrinsic nonlinearities due to the stiffened elasticity, as shown in (1), predominate above 
other intrinsic nonlinear material contributions. As a consequence, the second harmonic has 
the same frequency dependence as the mechanical stress in the piezoelectric layer (Collado 
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et al., 2010). In fact, as done in (Collado et al., 2010), the second harmonic is used to extract a 
unique unitless value ΔcD1 = 10.5 of the stiffened elasticity that fits the second harmonic for 
all the devices.  
 























Fig. 8. 3IMD measurements (squares are 2ω1-ω2, circles are 2ω2-ω1) and circuit simulations of 
the ΔcD1 and ΔcD2 contributions to the 3IMD (2ω1-ω2 and 2ω2-ω1 overlap). Both 
measurements and simulations are done for Δf = 220 Hz. The intrinsic nonlinearities are not 
sufficient to explain the measurements. Measurements (squares and triangles) and 
simulations (dashed lines) of ω1 and ω2 are also presented 
 















Fig. 9. 3IMD measurements (squares are 2ω1-ω2, circles are 2ω2-ω1) and circuit simulations of 
the ΔcD1 and ΔcD2 contributions to the 3IMD (2ω1-ω2 and 2ω2-ω1 overlap), for several 
separations between tones. The intrinsic contributions cannot reproduce the envelope 
frequency-dependent 3IMD level 
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The parameter ΔcD1 is responsible for second harmonic generation, which in turn mixes with 
the fundamental frequencies ω1 and ω2, and gives rise to 3IMD. On the other hand, ΔcD2 
directly generates a certain level of 3IMD distortion. We use the literature value of ΔcD2 = -
1·10-10 N-1m2 (Łepkowski et al., 2005). 
With the above-mentioned values of intrinsic nonlinearity, simulations of 3IMD are 
performed obtaining values which are below the measured levels, as shown in Fig. 8. This 
shows that other contributions exist. Figure 9 shows 3IMD measurements at different 
envelope frequencies, centered at the frequency where the 3IMD is maxima. The 
measurements reveal a strong dependence with the envelope frequency that cannot be 
accounted for intrinsic nonlinearities. The dependence of the 3IMD level on the envelope 
frequency suggests that the 3IMD is dominated by a thermal effect.  
3.2.2 Self-heating 
The thermal model, as presented in section II.B.3, is implemented by using the literature 
values of thermal conductivity and specific heat for each layer. The materials stack is 
composed of more than ten layers. Dissipation on the electrodes and viscous losses are 
coupled to the thermal domain by means of current sources. By using the model we can 
determine the temperature distribution along the materials stack, even at different envelope 
frequencies as shown in Fig. 10. Note that the temperature is almost the same in the 
piezoelectric layer and the electrodes, which validates the hypothesis in Section II.B.2, of 
negligible thermal impedance between the electrodes and the piezoelectric layer, to obtain 


















Fig. 10. Simulations of the distribution of the z temperature variation, inside the resonator, 
calculated with the circuit model. Simulations are done for resonator A1 at Pin = 30 dBm, for 
different separation between tones 
A value of ΔcDK/cD0= -15 ppm/K is found to fit the 3IMD best for all resonators. Figure 11 
shows the intrinsic and self-heating 3IMD contributions independently as well as the sum of 
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all contributions, which match the measurements for all the tone separations. The model 
reproduces very well the measured 3IMD values except the asymmetry between lower and 
higher 3IMD that appears for envelope frequencies around 6 MHz. This asymmetry is 
considered to be a consequence of a cancellation between different 3IMD contributions and 
is currently under investigation. 
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Fig. 11. Measurements (stars, triangles, squares and circles are ω1, ω2, 2ω1-ω2 and 2ω2-ω1 
respectively) and simulations (thin dotted line is ω1 and ω2, solid line is 2ω1-ω2 and 2ω2-ω1 
overlapped) of the fundamentals and the 3IMD for different tones spacing for A1. The 
dotted line, the dash-dot line and the dashed line are simulations of the 3IMD contribution 
due to ΔcDK, ΔcD2 and ΔcD1 respectively. The solid line is the 3IMD simulation with all the 
nonlinear contributions 
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Fig. 12. Measurements (filled circles are 2ω1-ω2, empty circles are 2ω2-ω1) and simulations 
(solid line is 2ω1-ω2, dash-dot line is 2ω2-ω1) of the 3IMD for resonators A1, A2, A3 and A4 in 
Fig.12.a, Fig.12.b, Fig.12.c and Fig.12.d respectively. The figures also show the dissipation in 
the electrodes (dashed line) and in the piezoelectric layer due to viscous losses (dotted line) 
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Figure 12 shows measurements and simulations of the 3IMD about the frequency range of 
interest, for each resonator, by use of the circuit model. In this experiment, the two tones are 
swept around the resonating frequencies keeping the separation between tones constant at 
100 Hz. The results show good agreement between simulations and measurements above 
the nonlinear system baseline level, which is around -60 dBm. 
The dashed and dotted lines in Fig. 12 show the simulated dissipated power due to 
electrodes losses and viscosity respectively, which have different frequency dependences 
according to the maximum electric current and mechanical stress, respectively. 3IMD 
measurements for resonators A3 and A4 in Fig. 12 show a peak at the antiresonant 
frequency that is underestimated by the simulations. The frequency dependence in that 
range points to a possible electric-field contribution to the 3IMD. This contribution is below 
the system nonlinear baseline level for resonators A1 and A2, and the area scaling has not 
been successfully reproduced by use of an electric-field dependent permittivity or stiffened 
elasticity in the acoustic transmission line, so further research is needed. 
4. Conclusion 
The role of self-heating and material nonlinearities in the generation of 3IMD in bulk 
acoustic wave devices has been evaluated through measurements, models and equations. 
Self-heating is found to have a very significant contribution to 3IMD and thus thermal 
considerations are critical in the device design. The presented circuit model implementation 
offers the possibility to predict 3IMD in BAW resonators, given their materials stack and 
geometry. With such information one can use the resonator model to accurately predict 
3IMD in filters. Further research will be performed to investigate the relation between the 
electric-field contribution to 3IMD and the cancellation shown in the measurements. The 
development of a 3D equivalent thermal model, to take into account complex heat 
dissipation through the substrate, will also be investigated.  
5. Appendix I – 3IMD equations 
At each elemental section, and following a similar process than that described in (Collado et 
al., 2009), the nonlinear capacitance acts as an infinitesimal nonlinear current generator at 
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6. Appendix II - Model transformation 
Losses are introduced as a complex elasticity by means of the viscous damping coefficient η: 
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The inverse damping coefficient can also be understood as the conductance per unit length 
Gd=η-1. With that, the acoustic telegrapher equations, making use of the analogy between the 
acoustic and electric domains, can be written as: 
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The shunt admittance of the acoustic transmission line implementation, given by (22) and in 
which A·cD=Cd-1, is a shunt capacitance in series with a resistance. To transform this to be a 
capacitance in parallel with the loss term, we introduce eq. 8 in eq. 22 and expand the shunt 
admittance in as a Taylor series. The result is a conductance value in parallel with a 
nonlinear capacitance of the form: 
 2,0 1 2( , )d d KC v K C C v C v C K= + Δ + Δ + Δ  (23) 
whose terms are related with the material linear and nonlinear properties as follows: 
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7. Appendix III - Broadband loaded quality factor 








where β relates the dissipated power in the acoustic resonator Pres, that is the acoustic 





β =  (29) 
Sources of Third–Order Intermodulation Distortion  
in Bulk Acoustic Wave Devices: A Phenomenological Approach 
 
499 




























  − −    
 (30) 
where Zin is the input impedance of the device and Xm is the series reactive term of the KLM 
model (Krimholtz et al., 1970). Q0 in (28) represents the unloaded quality factor, that is 
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Shear Mode Piezoelectric Thin Film Resonators 
Takahiko Yanagitani 
Nagoya Institute of Technology 
Japan 
1. Introduction 
1.1 Shear mode bulk acoustic wave devices and sensors 
Acoustic microsensor technique, well known as QCM (Quartz crystal microbalance) or TSM 
(Thickness shear mode) sensor, is an effective method to detect small mass loading on the 
sensor surface. This sensor can be operated even in liquid by using shear mode resonance. 
Therefore, shear mode piezoelectric film resonators are attractive for liquid microsensor 
technique such as biosensors and immunosensors. 
Shear wave has some unique features compared with the longitudinal wave, for example, it 
has extremely low velocity in the liquid. Longitudinal wave velocity in the water is 1492.6 
m/s, whereas, shear wave velocity in the water is 20-60 m/s at 20-200 MHz (Matsumoto et 
al., 2000). Therefore, shear mode vibrating solid maintains its vibration even in the liquid, 
because the difference of acoustic impedance which determines the refection coefficient of 
solid / liquid interface is very large in the case of shear wave. 








where Zs and Zl are the complex acoustic impedance of solid and liquid. 
Complex acoustic impedance can be written as 
 ( )( ) 1 2Z R jX c jρ ωη= + = +  (2) 
R and X represent the real part and imaginary part of the acoustic impedance and ρ, c and η 
represent mass density, stiffness constant and viscosity in the medium, respectively. 
Acoustic wave equation gives dispersion relation of  










where v is velocity and α is attenuation factor (B. A. Auld, 1973).  
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Longitudinal and shear wave velocities of water were reported as 1492.6 m/s (Kushibiki et 
al., 1995) and 35 m/s (Matsumoto et al., 2000), respectively, at 100 MHz. Attenuations of 
longitudinal and shear wave in the water were also measured to be α/f 2 = 2.26×10-14 
neper·s2/m (Kushibiki et al, 1995) and α/f 2 = 2.12×10-9 neper·s2/m, (Matsumoto et al., 2000) 
respectively. By substituting these values into Eq. (4), the complex longitudinal wave and 
shear wave acoustic impedance of the water can be estimated to be 1489000+j800 N·s/m3 
and 14510+j17340 N·s/m3 at 100 MHz, respectively.  
From these values and Eq. (1), when quartz resonator is immersed in water, the reflection 
coefficient of acoustic energy 2Γ  in an X-cut quartz vibrating in thickness extensional mode 
(Zs= 15.23×10-6 N·s/m3) is estimated to be only 68 % whereas that in an AT-cut quartz 
vibrating in thickness shear mode (Zs= 8.795×10-6 N·s/m3) is 98 %. This is because an AT-cut 
quartz has been used as a QCM or TSM sensor operating in liquid. Sensitivity of the QCM 
mass sensor is determined by the ratio of the mass and the entire mass of the vibrating part 
in the sensor, at constant sensor active area (Sauerbrey, 1959). Therefore, it is important to 
decrease thickness of the vibrating part of sensor. Shear mode thin film is promising for high 
sensitivity mass sensor. 
1.2 Piezoelectric thin film for shear mode excitation 
Piezoelectric thin film, which excites shear wave, is expected to provide higher sensitivity 
and IC compatibility, but it is not straightforward. To excite shear wave by standard 
sandwiched electrode configuration, polarization axis in the film must be tilted or parallel 
to the film plane. Although perovskite ferroelectric films have large piezoelectricity, their 
polarization axis is generally normal to the film surface due to the nature of crystal 
growth, difficultly of in-plane polarization treatment and domain control. Trigonal 
piezoelectric material such as LiNbO3, LiTaO3 and quartz are difficult to crystallize (tend 
to form amorphous structure) or to obtain a strong preferred orientation in polycrystalline 
film. 
6mm wurtzite AlN and ZnO film can be easily crystallized, but they tend to develop their 
polarization axis (c-axis) perpendicular to the substrate plane. This c-axis oriented film 
cannot excite shear wave in the case of standard sandwiched electrode structure.  
Crystalline orientation control for both in-plane and out-of-plane direction is necessary to 
excite shear wave. One solution is to use an epitaxial growth technique. However, the 
combinations of the shear mode piezoelectric film and substrate are limited due to the lattice 
mismatch. a-plane ZnO or AlN/r-plane sapphire (Mitsuyu et al., 1980; Wittstruck et al., 
2003), a-plane ZnO/42º Y-X LiTaO3 (Nakamura et al., 2000) where c-axis in the film is 
parallel to the substrate plane have been reported.  
Ion beam orientation control technique (Yanagitani & Kiuchi, 2007c), which enables in-plane 
and out-of-plane orientation without use of epitaxial growth, is introduced in the third 
section. This technique is a good candidate for obtaining c-axis parallel films which excites 
pure shear wave without any excitation of longitudinal wave. 
2. Electromechanical coupling properties of wurtzite crystal 
Elastic and piezoelectric properties of wurtzite crystals vary with direction due to the crystal 
anisotropy. Electromechanical coupling changes as a function of the angle between the c-
axis and the applied electric field direction (Foster et al., 1968; Auld, 1973). 
 
Shear Mode Piezoelectric Thin Film Resonators   
 
503 
The analytical model of a thin film resonator is shown in Fig. 1. The electric field is applied 
in the x3 direction. The c-axis is assumed to lie in the x1-x3 plane and be inclined at an angle β 

















Fig. 1. Analytical model of a thin film resonator 
The physical constants of the crystal in each direction are determined by the transformed 
coordinate of each constant tensor. Bond’s method (Bond, 1943) for transforming the elastic 
and piezoelectric constant tensor is introduced below, which can be applied to the constant 
tensor with abbreviated subscript notation. For example, the transformation matrix [a] of a 
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Finally, using the above transformation matrix, transformed elastic constant and 
piezoelectric constant tensors c′  and e′  are obtained: 
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 [ ] [ ] [ ] [ ]Tc M c M′ = , [ ] [ ] [ ] [ ]Te M e M′ =  (8) 
In the x2 axis rotation of a hexagonal (6mm) crystal, the transformed stiffness and 
piezoelectric constant tensors c′  and e′  are given by 
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 (9) 
In case, wave propagation toward x3 direction is only focused, the term of 1x∂ ∂ and 
2x∂ ∂ can be ignored. Thus, the wave motion equation for the x3 direction is given by 
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 (12) 
In Eqs. (10)-(12), T31 and T33 are stress components, D3 is the electric displacement, c33E, c35E 
and c55E are the stiffness constants with constant electric field, e33 and e35 are piezoelectric 
constants, ε33S and ε35S are dielectric constants with constant strain, and ϕ is the electric 
potential.  
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Equation (10c) describes a pure shear wave with a u2 displacement component in the x2 
direction and propagates along the x3 direction with a phase velocity of 44c ρ . Eqs. (10a) 
and (10b) represent a quasi-longitudinal wave and quasi-shear wave. These waves 
incorporate u1, u3, and ϕ, which are coupled with each other. It is well known that Eqs (10a), 











   
     = −           
   
 (13) 












c v c A





 −  
   − =   
  − −   
 (14) 
where 
( )233 33 33 33 ,D E Sc c e ε′ ′ ′= +  
 ( )35 35 33 35 33 ,D E Sc c e e ε′ ′ ′ ′= +  (15) 
( )255 55 35 33 .D E Sc c e ε′ ′ ′= +  
A, B and C are all nonzero when the coefficient matrix in Eq. (14) is zero. From this condition, 
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 (16) 
Figure 2 shows the calculated results of phase velocity of a quasi-longitudinal wave and 
quasi-shear wave for a ZnO crystal as function of the angle β  between the c-axis and x3 
direction. Physical constants in a ZnO single crystal reported by Smith were used in the 
calculation (Smith, 1969). 
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Fig. 2. Phase velocity of quasi-longitudinal wave and quasi-shear wave for a ZnO crystal as 
function of the angle β between the c-axis and x3 direction 
is derived from Eqs. (14) and (16). It can be seen that the displacement components of the 
quasi-longitudinal wave and quasi-shear wave are perpendicular to each other. From Eqs. 
(14) and (16), the angle δL between the quasi-longitudinal wave displacement u3 and the x3 
direction and the angle δS between the quasi-shear wave displacement u1 and the x1 





























eff S Se e eδ δ′ ′= −  (20) 
Thus, the quasi-longitudinal and quasi-shear-mode electromechanical coupling coefficients 
k(L) (transformed k33) and k(S) (transformed k15) are 
 ( ) ( ) ( )2 2 2( ) ( ) ( )33S Sk e e Vρ −′= , ( )( ) ( )( ) ( )2 2 2( )33L Lk e e Vρ +′=  (21). 
Finally, Figs. 3 (a) and (b) show the calculated angle δ and the electromechanical coupling 
coefficients (k values) of the quasi-longitudinal and quasi-shear waves for the ZnO crystal as 
function of the angle β (Foster et al., 1968) 
From these figures, we can see a relatively large shear-mode electromechanical coupling k15 
= 0.39 at c-axis tilt angle of β = 28º. Several author reported FBAR (film bulk acoustic 
resonator)-type viscosity sensor and biosensor, consisting of c-axis tilted wurtzite films 
(Weber et al., 2006; Link et al., 2007; Wingqvist et al., 2007, 2009, 2010; Yanagitani, 2010, 
2011a). However, the thickness extensional mode (longitudinal wave mode) also has the 
coupling of k33 = 0.155 and the displacement inclination angle of δS = 4.1º at angle of β = 28º. 
This indicates that the resonator excites both thickness extensional and shear mode 
(longitudinal and shear wave modes), and the shear displacement direction is not 
perpendicular to the propagation direction. Larger δS values may result in energy leakage  
 




















(a)    Quasi-thickness extensional mode 













(b)   Quasi-thickness extensional mode 
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Fig. 3. (a) Angle δ between the wave displacement u and the x direction and  
(b) electromechanical coupling coefficient of the quasi-longitudinal and quasi-shear waves 
for the ZnO crystal as function of the angle β between the c-axis and x3 direction 
due to mode conversion in the reflection plane. This induces the decrease of Q value. Both of 
the no extensional mode coupling and small δS values of 0.38º can be obtained at β = 43º, 
however, it is difficult to adjust such as large c-axis tilt angle in a large area deposition. One 
option is to use a pure-shear-mode (β = 90º) resonator to satisfy both the conditions of no 
extensional coupling and δS = 0º. Pure shear mode excitation can be achieved by two electric 
field-orientation combination. One is to apply the cross-electric field to c-axis parallel film 
by sandwiched electrode (Yanagitani et al., 2007d), and the other is to apply the in-plane 
electric field to c-axis normal film by IDT electrode (Corso et al., 2007; Milyutin et al., 2008, 
2010). Of course, the latter is the easiest way to obtain pure shear mode because deposition 
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extensional coupling and δS = 0º. Pure shear mode excitation can be achieved by two electric 
field-orientation combination. One is to apply the cross-electric field to c-axis parallel film 
by sandwiched electrode (Yanagitani et al., 2007d), and the other is to apply the in-plane 
electric field to c-axis normal film by IDT electrode (Corso et al., 2007; Milyutin et al., 2008, 
2010). Of course, the latter is the easiest way to obtain pure shear mode because deposition 
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technique of c-axis normal film has been well established, but effective electrometrical 
coupling is weak (keff=0.04-0.06) (Corso et al., 2007; Milyutin et al., 2008). The former has 
large electrometrical coupling (k15=0.24) (Yanagitani et al., 2007a), and recently the c-axis 
parallel oriented film can be easily obtained by using ion beam orientation control technique 
(presented in next section), even in a large area (Kawamoto et al., 2010). 
3. Ion beam orientation control technique for shear mode piezoelectric films 
3.1 Ion beam orientation control of wurtzite thin film by ion beam irradiation 
Polycrystalline films tend to grow in their most densely packed plane parallel to the 
substrate plane. Bravais proposed the empirical rule that the growth rate of the crystal plane 
is proportional to the surface atomic density. Namely, the lattice plane with higher surface 
atomic density grows more rapidly. Curie argued that the growth rate perpendicular to a 
plane is proportional to the surface free energy (Curie, 1885). 
Ion bombardment during film deposition can modify this preferred orientation of the films. 
This is usually explained by a change in anisotropy of the growing rate of the crystal plane 
in the grain, which is reflected by the difference in the degree of the ion channeling effect or 
ion-induced damage in the crystal plane (Bradley et al., 1986; Ensinger, 1995; Ressler et al., 
1997; Dong & Srolovitz, 1999). For example, during ion beam irradiation, the commonly 
observed <111> preferred orientation in a face-centered cubic film changes to a <110> 
preferred orientation, which corresponds to the easiest channeling direction (Van Wyk & 
Smith, 1980; Dobrev, 1982). In-plane texture controls have also been achieved by optimizing 
the incident angle of the ion beam (Yu et al., 1985; Iijima et al., 1992; Harper et al., 1997; 
Kaufman et al., 1999; Dong et al., 2001; Park et al., 2005).  
In wurtzite films, for example, the surface energy densities of the (0001), (11 2 0) and (10 1 0) 
planes of the ZnO crystal are estimated to be 9.9, 12.3, 20.9 eV/nm2, respectively (Fujimura 
et al., 1993). The (0001) plane has the lowest surface density. Thus, the ZnO film tends to 
grow along the [0001] direction. When wurtzite crystal is irradiated with ion beam, the most 
densely packed (0001) plane should incur more damage than the (10 1 0) and (11 2 0) planes, 
which correspond to channeling directions toward the ion beam irradiation. We can 
therefore expect that the thermodynamically preferred (0001) oriented grain growth will be 
disturbed by ion damage so that the damage-tolerant (10 1 0) or (11 2 0) orientated grains (c-
axis parallel oriented grain) will preferentially develop instead. 
On this basis, in-plane and out-of-plane orientation control of AlN and ZnO films by means 
of ion beam-assisted deposition technique, such as evaporation (Yanagitani & Kiuchi, 2007c) 
and sputtering (Yanagitani & Kiuchi, 2007e, 2011b) was achieved. c-axis parallel oriented 
can be obtained even in a conventional magnetron sputtering technique using a low 
pressure discharge ( <0.1 Pa) (Yanagitani et al., 2005) or RF substrate bias (Takayanagi, 
2011), which leads ion bombardment on the substrate. Figure 4 shows the XRD patterns of 
the ZnO films deposited with various ion energy and amount of flux in ion beam assisted 
evaporation (Yanagitani & Kiuchi, 2007c). Table 1 shows the ion current densities in the case 
of “Large ion flux” and “Small ion flux” in Fig 4. The tendency of the (10 1 0) orientation is 
enhanced with increasing ion energy and amount of ion irradiation, demonstrating that the 
ion bombardment induced the (0001) orientation to change into a (10 1 0) orientation, which 
corresponds to the ion channeling direction.  
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Fig. 4. 2θ–ω scan XRD patterns of the ZnO films deposited without ion irradiation, and with 
ion irradiation of 0-1 keV with “Large ion flux” and “Small ion flux” (Yanagitani & Kiuchi, 
2007c) 
Figure 5 shows the XRD patterns of the samples deposited under the conditions that various 
RF and DC bias are applied to the substrate. Although any dramatic change in usual (0001) 
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preferred orientation is not occurred in the case of positive or negative DC bias, (0001) 
orientation changed to (11 2 0) and (10 1 0) orientation with the increase of RF bias power 
which induces the bombardment of positive ion on substrate. Interestingly, the order of the 
appearance of the (0001) to (11 2 0) and (10 1 0) corresponds to the order of increasing 
surface atomic density, which may be the order of damage tolerance against ion 
bombardment. 
In order to excite shear wave in the c-axis parallel film, c-axis is required to orient not only 
in out-of-plane direction but also in in-plane direction. The ion beam orientation control 
technique allows us to control even in in-plane c-axis direction and polarization by the 













































Fig. 5. 2θ-ω scan XRD patterns of the samples deposited without bias, with 80 MHz RF bias 
of 50 to 250 W, or with -200 to 100 DC bias. All samples were measured at the center of the 
bias electrode (Takayanagi et al., 2011) 
4. Method for determining k values in piezoelectric thin films 
4.1 k value determination using as-deposited structure (HBAR structure) 
A method for determining piezoelectric property in thin films is described in this section. In 
general, electromechanical coupling coefficient (k value) in thin film can be easily 
determined by series and parallel resonant frequency of a FBAR consisting of top electrode 
layer/piezoelectric layer/bottom electrode layer or SMR (Solidly mounted resonator) 
consisting of top electrode layer/piezoelectric layer/bottom electrode layer/Bragg reflector. 
In case thickness of electrode film is negligible small compared with that of piezoelectric 
film. k of the piezoelectric film can be written as follows (Meeker, 1996): 
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where fp and fs are the parallel resonant frequency and series resonant frequency, 
respectively. 
However, it takes considerable time and effort to fabricate FBAR structure which have self-
standing piezoelectric layer. It is convenient if k value can be determined from as deposited 
structure, namely so-called an HBAR (high-overtone bulk acoustic resonator) or composite 
resonator structure consisting of top electrode layer/piezoelectric layer/bottom electrode 
layer/thick substrate. Methods for determining the k value of the films from HBAR 
structure are more complex than that for the self-supported single piezoelectric film 
structure (FBAR structure). Several groups have investigated methods for the determination 
of kt value from the HBAR structure (Hickernell, 1996; Naik, et al., 1998; Zhang et al., 2003). 
One of the easiest ways of k determination is to use a conversion loss characteristic of the 
HBAR structure. When the thickness of electrode layers is negligible small compared with 
that of piezoelectric layer, capacitive impedance of resonator is equal to the electrical source 
impedance, and k value of the piezoelectric layer is smaller than 0.3, conversion loss CL is 
approximately represented by k value at parallel resonant frequency (Foster et al., 1968): 





π≈ ⋅  (23) 
where, Zs and Zp is acoustic impedance of the substrate and piezoelectric layer, respectively. 
However, various inhomogeneities sometimes exist in the film resonator, such as non-
negligible thick and heavy electrode layers, thickness taper, or the piezoelectrically inactive 
layer composed of randomly oriented gains growing in the initial stages of the deposition. 
In this case, the k values of the film can be determined so as to match the experimentally 
measured conversion losses (CL) of the resonators with theoretical minimum CL by taking k 
value as adjustable parameter. The theoretical CL in this case can be calculated by Mason’s 
equivalent circuit model including electrode layer, film thickness taper and piezoelectrically 
inactive layer. This method allows various inhomogeneous effect of film to be taken into 
account (Yanagitani et al., 2007b, 2007c).  
4.2 Experimental method to estimate conversion loss of HBAR structure 
The experimental CL of HBAR can be determined from reflection coefficients (S11) of the 
resonators, which can be obtained using a network analyzer with a microwave probe. The 
inverse Fourier transform of S11 frequency response of the resonator gives the impulse 
response of the resonator in the time domain. In the HBAR structure, the impulse response 
is expected to include echo pulse trains reflected from the bottom surface of the substrate, 
and the insertion loss of resonator can be obtained from the Fourier transform of the first 
echo in this impulse response. This experimental insertion loss ILexperiment includes doubled 
CL in the piezoelectric film and round-trip diffraction loss DL and round-trip propagation 
loss PL in the silica glass substrate. Therefore, CL can be expressed as 
 ( )exp1 ,2 erimentCL IL DL PL= − −  (24) 
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where diffraction loss DL can be calculated according to the method reported by Ogi et al. 
(Ogi et al., 1995). This method is based on integration of the velocity potential field in the 
divided small transducer elements, which allows calculation of the DL with electrode areas 




α=  (25) 
where ds is the thickness of the substrate, αs represents the shear wave attenuation in the 
substrate, for example, αs / f 2 = 19.9×10-16 (dB·s2/m) in silica glass substrate (Fraser, 1967). 
4.3 Conversion loss simulation in HBAR by Mason’s equivalent circuit model 
Electromechanical coupling coefficient k can be estimated by comparing an experimental CL 
with a theoretical CL of the HBAR. One-dimensional Mason’s equivalent circuit model is 
convenient tool for simulating theoretical CL of the resonator. Generally, in case non-
piezoelectric elastic solid vibrates in thickness mode, its can be described as T-type 
equivalent circuit (Fig. 6 (a)) where F1 and F2 are force and v1 and v2 are particle velocity 
acting on each surface of elastic solid. Piezoelectric elastic solid can be represented as the 
Mason’s three ports equivalent circuit which includes additional electric terminal 
concerning electric voltage V and current I (Fig. 6 (b)) (Mason, 1964). Here, γ is 
propagation constant, Z is acoustic impedance and dp is thickness of elastic solid. To take 
account of attenuation of vibration, mechanical quality factor Qm is defined as Qm= cr/ci 
where cr and ci are real part and imaginary part of elastic constant, respectively. Using 
mechanical quality factor Qm, propagation constant γ and acoustic impedance Z are given 
as: 
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where ρ is density of the elastic solid and S is electrode area of the resonator.  
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 (27), 
where d is the thickness of the layers, 11
Sε is permittivity, and v is the velocity of the shear 
wave. Subscript p, e1, e2 and s respectively represent piezoelectric layer, top electrode layer, 
bottom electrode layer and substrate. k value affects the equivalent circuit through the ratio 
of transformer φ0. 
Equivalent circuit for the over-moded resonator structure is given in Fig. 7 by cascade 
arranging non-piezoelectric and piezoelectric part as described in Figs. 6 (a) and (b). 
Substrate thickness is assumed infinite to ignore reflection waves from bottom surface of the 
substrate in this case. When the surface of the top electrode is stress-free, the acoustic input 
port is shorted. As top electrode part circuit can be simplified, three-port circuit in Fig. 7 is 
transformed to the two-ports circuit shown in Fig. 8 (Rosenbaum, 1988). 
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Fig. 7. Equivalent circuit model of the over-moded resonator structure 
It is convenient to derive whole impedance of the circuit by using ABCD-parameters (Paco 
et al., 2008) As shown in Eqs. (28)-(32), ABCD-parameters of whole circuit is derived 
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Fig. 8. Simplification of equivalent circuit model for over-moded resonator structure 
Insertion loss IL is expressed as the ratio of the signal power delivered from a source into 
load resistance to the power delivered from a source into the inserted network. IL of the 
resonators can be calculated with the following equation using conductance of the electrical 
source GS (0.02 S), input conductance Gf, and susceptance Bf of the circuit model, which can 
be derived from ABCD-parameter to Y-parameter conversion of eq. (32): 
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Hence the CL is 











4.4 k value determination from conversion loss curves 
Figure 9 (a) shows the pure shear mode theoretical and experimental CL curves of the c-axis 

























































Fig. 9. Frequency response of the experimental shear mode CL (open circles). (a) The simulated 
shear mode CL curves (solid line) in various k15 values and (b) the curve simulated by the model 
including various thickness of piezoelectrically inactive layer (Yanagitani & Kiuchi, 2007c) 
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Fig. 9. Frequency response of the experimental shear mode CL (open circles). (a) The simulated 
shear mode CL curves (solid line) in various k15 values and (b) the curve simulated by the model 
including various thickness of piezoelectrically inactive layer (Yanagitani & Kiuchi, 2007c) 
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at minimum CL point (near the parallel resonant frequency), we can determine the k15 value 
of the film. As shown in Fig. 9 (b), effective thickness of the piezoelectrically inactive layer dn 
in the initial stages of the deposition also can be estimated from comparison of the curves. 
Figure 10 shows the correlation between k15 value and crystalline orientation of the film. 
FWHM values of ψ-scan and φ-scan curve of the XRD (X-ray diffraction) pole figure show 
the degree of crystalline orientation in out-of plane and in-plane, respectively. Thicker films 
tend to have large k15 values even though they have same degree of crystalline orientation as 
thinner one. This kind of correlations and inhomogeneities characterization in wafer can be 
easily obtained from as-deposited film structure, by using present k value determination 
method. 
4.5 Conclusion 
In this chapter, shear mode piezoelectric thin film resonators, which is promising for  
the acoustic microsensors operating in liquid, were introduced. Theoretical predictions of 
electromechanical coupling and tilt of wave displacement as functions of c-axis tilt angle  
showed that pure shear mode excitation by using c-axis parallel oriented wurtzite 
piezoelectric films expected to achieve high-Q and high-coupling sensor. Fabrication of  
c-axis parallel oriented films by ion beam orientation control technique and 
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Fig. 10. k15 values of the ZnO piezoelectric layers as a function of multiplication of ψ-scan 
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at minimum CL point (near the parallel resonant frequency), we can determine the k15 value 
of the film. As shown in Fig. 9 (b), effective thickness of the piezoelectrically inactive layer dn 
in the initial stages of the deposition also can be estimated from comparison of the curves. 
Figure 10 shows the correlation between k15 value and crystalline orientation of the film. 
FWHM values of ψ-scan and φ-scan curve of the XRD (X-ray diffraction) pole figure show 
the degree of crystalline orientation in out-of plane and in-plane, respectively. Thicker films 
tend to have large k15 values even though they have same degree of crystalline orientation as 
thinner one. This kind of correlations and inhomogeneities characterization in wafer can be 
easily obtained from as-deposited film structure, by using present k value determination 
method. 
4.5 Conclusion 
In this chapter, shear mode piezoelectric thin film resonators, which is promising for  
the acoustic microsensors operating in liquid, were introduced. Theoretical predictions of 
electromechanical coupling and tilt of wave displacement as functions of c-axis tilt angle  
showed that pure shear mode excitation by using c-axis parallel oriented wurtzite 
piezoelectric films expected to achieve high-Q and high-coupling sensor. Fabrication of  
c-axis parallel oriented films by ion beam orientation control technique and 










ψ -FWHM × φ -FWHM (deg.2 )
Single crystal (k15=0.26)
12108642
Film thickness (μm)  
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3]. This interest is motivated by their orders of magnitude higher sensitivity and larger 
dynamic range compared to bulk acoustic wave (BAW) sensors, fast response times, 
excellent overall stability, coming close to that of quartz crystal sensors, and low phase noise 
of the sensor system making high-resolution measurements possible [4]. Because of these 
features that are difficult to achieve with other technologies, RSAW based gas sensors have 
found successful application in a variety of industrial implementations such as electronic 
noses, systems for analysis of chemical and biological gases, medical diagnostics, 
environmental monitoring and protection, etc. [5-11]. On the other hand, surface transverse 
wave (STW) based gas sensors, even though sharing the same operation principle, have not 
been studied so extensively yet. The purpose of this article is to present and discuss 
systematic experimental data with both acoustic wave modes which will prove that STW 
based gas-phase sensors not only successfully compete with their RSAW counterparts but 
also complement them in applications where RSAW gas sensors reach their limits. 
Successful corrosion proof RSAW sensors using gold metallization for operation in highly 
reactive chemical environments will also be presented. 
2. Operation principle of RSAW/STW based resonant gas phase sensors 
Both RSAW and STW based gas sensitive resonant sensors share the same operation 
principle illustrated in Fig. 1. The sensor device typically is a two-port RSAW or STW 
resonator on a temperature compensated rotated Y cut of quartz whose geometry has been  
optimized in such manner that the resonator retains a well behaved single-mode resonance 
and suffers minimum loss increase and Q-degradation after the gas sensitive layer, 
(typically a solid, semisolid or soft polymer film with good sorption properties), is deposited 
on its surface. On the other hand, the sensor has to have maximum active area in the centre 
of its geometry where the magnitude of the standing wave and deformation are maximized. 
Thus, strong interaction with the gas adsorbed in the polymer film occurs and maximum 
gas sensitivity is obtained. The sensor operation principle according to Fig. 1 is fairly simple.  
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of adsorbed molecules becomes equal to the number of desorbed ones. Due to adsorption, 
the layer becomes heavier and this increases the mass loading on the sensor surface. As a 
result of that, the acoustic wave propagation velocity v decreases and causes a concentration 
proportional frequency down shift Δf of the sensor’s resonance, called sensor signal. The 
resonance frequency shift of RSAW gas sensors coated with a polyisobutilene (PIB) polymer 
film is shown in Fig. 2 a) and b) for two different concentrations of tetrachloroethilene 
vapors. If the vapor concentration is small (0,1% in Fig. 2 a)) then the resonance shifts down 
by 83 ppm without degradation in loss or Q. At large concentrations of the gas vapors (0,7% 
in Fig. 2 b)), the 550 ppm of observed frequency down shift is accompanied by a 2 dB loss 
increase due to the heavy mass loading. However, the sensor device retains a high loaded 
Q, (above 2000 in Fig. 2 a) versus >4000 in Fig. 2 b)) and a steep phase slope in a well 








Fig. 2. Frequency (upper curves and phase (lower curves) responses of PIB coated RSAW 
sensors prior to (right) and after (left) tetrachloroethilene vapor probing at a) 0,1% and b) 
0,7% concentration 
3. Measurement resolution of RSAW/STW gas phase sensor systems 
If a sensor device as the ones from Fig. 2 a) and b) is used as a frequency stabilizing element 
in the feedback loop of an oscillator circuit and its frequency f0 is adjusted at the resonance 
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frequency of the sensor (see marker positions in Fig. 2 a) and b)) then due to the high Q of 
the sensor device, low-noise oscillation with high short-term stability will be obtained. Any 
change in gas concentration will alter the resonance frequency and the output frequency f0 
of the sensor oscillator, accordingly. Thus Δf can be measured with a high precision using a 
high-resolution frequency counter, connected to the output of the sensor oscillator. At a 
given gas concentration C, measured in parts per million (ppm), the resolution R of the 
sensor system, also measured in ppm, will be limited only by the short-term stability of the 
sensor oscillator σy(τ), also called Allan’s variation, for the measurement time τ. The value of 
σy(τ) represents the flicker phase noise of the sensor oscillator in the time domain which is dominated 
by the actual flicker phase noise of the coated acoustic wave sensor. The resolution R determines 
the minimum change in gas concentration that the system can detect and is, therefore, also 
called detection limit. It is calculated as follows: 
 0[ ( ) ]/yR C f fσ τ τ= Δ  (1) 
To calculate R for a given gas concentration C, according to (1), it is sufficient to measure 
σy(τ) of the sensor oscillator for the time interval τ  which is normally 1s for most frequency 
counters operating in the typical 0,3 to 1,0 GHz RSAW/STW sensor range with 1 Hz 
resolution. Then, according to [12], σy(τ) can be calculated from a finite number M of 
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where i is an integer. In a well stabilized against thermal transients sensor oscillator 
typically 20 to 50 consecutive measurements of f0 are enough to calculate σy(τ) with 
sufficient accuracy for practical sensor applications. 
4. Chemosensitive layers for RSAW/STW based gas sensors 
The correct choice of the sensing layer suitable for the chosen acoustic mode is the key to 
proper sensor operation and good sensitivity and dynamic range [13, 14]. A sensing layer is 
considered as “good” if it has an excellent adhesion to the surface of the acoustic device for 
proper interaction with the acoustic wave, can easily adsorb and restlessly desorb large 
amounts of probing gases without chemically reacting with them, has good temperature 
stability and low ageing and does not change its sensitivity and sorption characteristics over 
thousands of measurement cycles. It is also desirable that the layer provides some selectivity 
to a certain chemical compound, i. e. it absorbs larger amounts of that compound than other 
compounds. Finally, the layer should not significantly degrade the Q, loss and the shape of 
the resonance after deposition onto the acoustic device.  
Because of their complicated net structure, many polymers feature excellent physical 
sorption, as required for reproducible sensor performance and this makes them appropriate 
for gas sensing applications [15-19]. If some of them have also appropriate viscoelastic 
properties for good interaction with the RSAW or STW mode, then they will provide the 
required performance of the acoustic wave sensor, accordingly. Layers with appropriate 
viscoelastic properties are those that follow the deformation of the surface as a result of the 
wave propagation without causing significant propagation loss and conversion of the 
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acoustic energy into undesired modes that decay into the bulk of the substrate and may 
cause degradation of sensor performance. 
An important parameter of the sensing film, except for its viscoelastic properties is its 
solidness. On one hand, the parameter “solidness” determines the sorption properties of the 
film and the amount of gas that the layer can accommodate before saturation is reached.  On 
the other hand, it determines the way in which the polymer film interacts with the acoustic 
wave. Therefore, the film solidness will determine the sensitivity, dynamic range and 
detection limit of the sensor. Based on their solidness, there are three types of polymer films 
that are appropriate for RSAW/STW sensors: 
a. Solid polymer films. In fact, these films are solid as glass. That is why, they are often 
called “glassy polymer films” and have a stiffness value close to that of the sensor’s 
quartz substrate that they are deposited on. If used with the STW mode, due to the 
lower propagation velocity, these solid films trap the wave energy to the substrate 
surface and the acoustic wave propagates with low loss. That is why, solid films work 
much better with the STW mode than with the RSAW one. When their thickness becomes 
too high, a second slightly faster mode, called “Love mode” gets excited and multimoding 
occurs. Solid polymer films feature surface sorption and become easily saturated by the 
adsorbed gas but on the other hand, they feature very fast response times and are very 
sensitive if the sensor is operated far below saturation. That is why they are appropriate 
for high resolution measurements at low gas concentrations, (typically below 0,1%). A 
typical representative of the solid polymer family is the hexamethyldissiloxane (HMDSO), 
obtained in a glow-discharge plasma polymerization process [19]. 
b. Soft polymer films. These films are soft and elastic just like rubber. That is why they are 
referred to as “rubbery” or “jelly-like” films. Typically, they are deposited using spin 
coating or more advanced techniques such as airbrush or electro spray methods that 
provide good control over film thickness and uniformity.  Since these soft polymers 
provide profound bulk sorption, they are capable of adsorbing large amounts of gas 
and are appropriate for measurements at high gas concentrations, (typically above 
0,1%). They are well tolerated by the RSAW mode but do not work so well with STW. 
The reason is that they cause energy leakage of the STW into the bulk of the soft layer 
which results in increased loss and Q-degradation of the sensor resonator. Polymers 
like polyisobutilene (PIB), poly-(2-hydroxyethylmethacrylate) (PHEMA) and poly-(n-
butylmethacrylate) (PBMA) are often used in RSAW based gas sensors. 
c. Semisolid polymer films. These light and highly elastic films are also typically obtained in a 
plasma polymerization process [17, 18] for good reproducibility of the film parameters 
and have a structure very similar to polystyrene, the material used in plastic bags. They 
are highly resistant to almost all aggressive chemicals such as acids, bases and organic 
solvents and this makes them appropriate for environmental sensing applications. They 
are well tolerated by both, the RSAW and STW mode and often feature sensitivities 
comparable to those of the soft polymer films. The two semisolid films used in this study 
are styrene (ST) and allylalkohol (AA) synthesized in a plasma polymerization reactor. 
5. Comparative characteristics of polymer coated RSAW and STW gas 
sensors operating at the same acoustic wave length 
To identify the advantages and disadvantages of the STW mode versus its RSAW 
counterpart on quartz for gas sensor applications it is necessary to compare the sensor 
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performance of both modes under identical real-life conditions. Such a performance 
comparison would be correct only if it is carried out with sensor devices of both modes 
operating on the same acoustic wave length for the following reason:  If both types of 
devices are fabricated on the same piezoelectric material and cut orientation (AT-cut quartz 
in this case), use the same device geometry, are coated with the same sensing layer of the 
same thickness and are probed with identical gases and concentrations, then the only factors 
responsible for the differences in electrical and sensor performance would be the type of 
motion for each mode, (elliptical for the RSAW and shear horizontal for the STW) and the 
way the acoustic wave interacts with the sensing layer. The results presented in the next 
sections were performed with RSAW and STW sensors whose electrical characteristics in the 
uncoated state are summarized in Table 1. 
5.1 Electrical performance of STW/RSAW sensor resonators coated with solid and 
semisolid sensing layers 
The frequency and phase responses of the STW and RSAW sensor resonators from Table 1 
prior to and after coating with the solid HMDSO are compared in Fig. 3. After film 
deposition, the frequency of the RSAW device shifts down by about 1,5 MHz (3500 ppm), its 
insertion loss increases by 5,7 dB and the loaded Q decreases from 6000 to about 2000.  
 
Acoustic wave mode STW RSAW 
Acoustic wave length 7,22 μm 7,22 μm 
Sensor resonator frequency 433 MHz 701 MHz 
Device insertion loss 5-7 dB 6-7 dB 
Loaded Q-factor 3000-4000 5000-6000 
Side lobe suppression > 8 dB >12 dB 
Metallisation  Al Al 
Table 1. Electrical characteristics of the uncoated STW/RSAW sensor resonators used in the 
comparative studies 
In addition, the RSAW device retains a well behaved single-mode resonance with excellent 
side lobe suppression as required for stable operation of the sensor oscillator. The STW 
device shows a different behavior. Its frequency shifts down by 4 MHz (6100 ppm) which 
accounts for about 2 times higher relative mass loading sensitivity than its RSAW 
counterpart. The insertion loss increases by just about 3 dB versus 5,7 dB for the RSAW 
mode which implies that the STW mode tolerates solid films better in terms of loss increase. 
On the other hand, excitation of a second higher-order Love wave mode [20] about 7 MHz 
higher than the main STW mode at 697 MHz is observed. Since a 180 deg. phase reversal at 
this Love mode occurs, (see the lower data plot in Fig. 3 b)), it is not very likely to degrade 
the performance of the sensor oscillator. A more serious problem, however, is the distortion 
at the main STW mode that indeed can cause the sensor oscillator to jump onto an adjacent 
peak during the measurement. That is why, coating STW sensor resonators with excessively 
thick solid films as the 190 nm HMDSO from Fig. 3 should be stopped before distortion and 
multiple peak behavior on the main STW mode occurs. As far as the higher-order Love 
mode at 704 MHz is concerned, we have noticed that its gas sensitivity is orders of 
magnitude lower than the STW mode on the right side. This lack of sensitivity is explained 
by the fact that the Love mode scatters its energy into the bulk of the sensing layer [20]. 
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Fig. 3. Frequency (upper curves) and phase responses (lower curves) of the a) RSAW and b) 
STW sensor resonators from Table 1 prior to (upper plots) and after (lower plots) 190 nm 
HMDSO solid film deposition 
5.2 Electrical performance of STW/RSAW sensor resonators coated with soft polymer 
films 
A similar comparison between both acoustic wave modes was performed by coating the 
devices from Table 1 with the soft polymer film PIB using the micro drop deposition 
method. The data obtained shows quite the opposite tendency compared to the solid film 
behavior from Section 5.1. The STW devices suffered a 5 dB increase in insertion loss and 
rather distorted frequency responses even at fairly thin soft layers. Only a moderate 
frequency down shift of 1330 ppm was obtain as a result of film coating. As evident from the 
frequency responses in Fig. 2 the RSAW devices were found to provide a much better 
performance at the same film thickness. They retain a high loaded Q and low insertion loss, 
as well as an undistorted single-mode resonance. These data imply that RSAW sensors will 
work better with soft polymer films while the STW mode will provide better performance 
with solid films as long as they are not excessively thick to cause distortion. 
6. A practical method for film thickness optimization of RSAW/STW gas 
sensors coated with solid and semisolid sensing layers 
The most important step in designing practical RSAW/STW resonant sensors is the 
selection of an optimum thickness of the sensing layer. It should be selected in such manner 
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that maximum sensor sensitivity and dynamic range are obtained at minimum degradation 
of the electrical resonator performance (insertion loss, loaded Q, side lobe suppression and 
distortion) as required for stable low-noise operation of the sensor oscillator. A very efficient 
method for film thickness optimization using a controlled plasma deposition of the 
semisolid polymer Parylene C is described in [21]. This material has viscoelastic properties 
very similar to practical solid and semisolid layers but has the unique feature that it can 
polymerize directly on the surface of the acoustic devices at room temperature, thus 
avoiding undesired thermal frequency drifts. Also the actual deposition is performed in a 
chamber separate from the plasma reactor where the devices are protected from the high 
electric fields of the main plasma generator. This allows direct measurement of their 
frequency and phase responses with a network analyzer in the process of film deposition 
while the film thickness is measured with a quartz crystal microbalance (QCM). The results 
from a Parylene C deposition on a 433 MHz RSAW resonator and real time measurements of 
its electrical characteristics are shown in Fig. 4 for a polymer thickness ranging from 0 to 700 
nm. From this measurement it is possible to identify the thickness range in which optimum 
sensor performance is expected and to extract information on the behavior of important 
sensor parameters in the process of polymer coating as follows: 
• the down shift of the resonant frequency versus film thickness; 
• the loss increase with film thickness; 
• the loaded Q decrease with film thickness; 
• the behavior of the adjacent longitudinal modes in the process of deposition; 
• the thickness range over which the sensor demonstrates maximum mass sensitivity of 
frequency while retaining good electrical performance. In Fig. 4 this optimum thickness 
range is between 100 and 300 nm with an average of 200 nm.  
 
 
Fig. 4. Parylene C coating behavior of a 433 MHz RSAW sensor resonator in the 0 to 700 nm 
polymer thickness range 
As evident from Fig. 4, in the optimum thickness range (100 to 300 nm) a maximum linear 
frequency shift, (maximum mass sensitivity), is accompanied by just about 7 dB loss 
increase. The Q remains high as shown by the sharp resonance while the first longitudinal 
mode on the left side of the resonance remains suppressed by at least 12 dB. If the sensor is 
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increase. The Q remains high as shown by the sharp resonance while the first longitudinal 
mode on the left side of the resonance remains suppressed by at least 12 dB. If the sensor is 
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intended for high-resolution measurements at low gas concentrations, then a thickness close 
to 100 nm should be chosen due to the highest Q and lowest loss. If measurements at higher 
gas concentrations are expected then a 300 nm thickness may be more appropriate since the 
thicker layer may adsorb larger amounts of gas without film saturation. 
6.1 Critical thickness in RSAW/STW based sensor resonators coated with solid and 
semisolid sensing layers 
As shown in the previous sections, the sensing layer does not only shift the resonant 
frequency down, increase the loss and decrease the loaded Q as a result of mass loading but 
it also influences the longitudinal modes supported by the resonator geometry that appear 
on the left side of the main resonance. In the uncoated resonator these modes are well 
enough suppressed (typically by 5 to 15 dB) and do not cause any problems when the 
resonator is operated in an oscillator circuit. As soon as a sensing layer is deposited on the 
surface, it will change the phase conditions along the device topology and this will cause the 
adjacent longitudinal modes to arise in magnitude at the expense of the main resonance. 
This situation gets worse at thick solid films for both, the STW and the RSAW mode. At a 
certain thickness which we call “critical thickness” the magnitude of the first adjacent low-
frequency longitudinal mode on the left becomes equal to the magnitude of the higher-
frequency main resonance. This creates a potential for instability in the sensor oscillator 
stabilized with this sensor since it can easily jump from the main resonance onto the left 
longitudinal mode during gas probing which will ruin the measurement. The critical 
thickness situation is illustrated in Fig. 5 a) and b) for a STW and a RSAW device from Table 
1, accordingly, in the process of Parylene C deposition as described in Section 6. As evident 
from Fig. 5 a), at thickness values above 185 nm the first longitudinal mode on the left starts 
rapidly growing until its magnitude becomes equal to the main resonance. The critical 
thickness at which this happens is about 350 nm. At this thickness also a strong Love mode 
excitation on the right is observed. The RSAW device in Fig. 5 b) reaches its critical thickness 
at about 650 nm. From these data we can draw the conclusion that the devices from Table 1 
can be usable as Parylene C coated sensors as long the film thickness is lower than 300 nm 
and 600 nm for the STW and RSAW devices, respectively. Comparing the coating behavior 
of both modes in Fig. 5 we see that the STW mode retains a much better behaved resonance 
than its RSAW counterpart until the critical thickness is reached. At that thickness the STW 
device has a loss of 14 dB (Fig. 5 a)), versus 35 dB for the RSAW device (Fig. 5 b)). Therefore, 
the STW mode tolerates solid and semisolid sensing films much better than the RSAW one 
and is more appropriate for operation with such films in practical gas sensors. 
7. Gas sensing characteristics of RSAW/STW resonant sensors coated with 
solid and semisolid chemo sensitive films 
In the following sections we present results from gas probing experiments on RSAW/STW 
sensors coated with solid HMDSO and semisolid ST and AA films. Four different chemical 
agents at different vapor concentrations are used for gas probing as follows: 
• Dichloroethane     6500 ppm 
• Ethylacetate    17600 ppm 
• Tetrachloroethylene   2650 ppm 
• Xylene     1400 ppm 
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The purpose of the gas probing tests is to identify which acoustic wave mode provides 






Fig. 5. Critical thickness in a) STW and b) RSAW devices in the process of Parylene C 
coating 
7.1 Computer controlled automatic system for gas probing measurements 
The block diagram of the computer controlled system for measuring the gas sensing 
characteristics of the RSAW/STW polymer coated sensors is shown in Fig. 6. For correct 
comparison of the gas probing performance of both acoustic wave modes four pairs of 
devices (one RSAW and one STW sensor in each pair, coated with the same polymer to the 
same film thickness and in the same deposition process) are mounted in open TO 92 
packages and placed in the sensor head which can accommodate a total of eight sensors. 
Each device is connected to one of the 8 sensor oscillator circuits in the head. During gas 
probing each of the 8 oscillators is turned on for a short period of time to take the 
measurement. The oscillators are operated one at a time and multiplexed consecutively to 
avoid possible injection locking. Their output frequency is down converted to an 
intermediate frequency in the 4-9 MHz range by means of a stable heterodyne reference 
oscillator to allow fast high-resolution measurements with a reciprocal frequency counter. 
The chemical compounds 1 through 4 used for gas probing are vapors from the 4 liquid-
phase analytes in the 4 containers. A permeation cell is placed on top of each container to 
allow a defined vapor pressure which is controlled by the rotation speed of the pump. By a 
switch block of valves the vapors of each analyte are then consecutively fed to the sensor 
head where they interact with the sensors. After the measurements at each analyte are 
completed the sensors are flushed with dry air passing through a silica gel integrator which 
provides also a homogenous air and gas flow. The entire system is controlled by a computer 
which performs measurements in probe-flush cycles over time and provides real-time 
sensor data on the computer screen. The data in Fig. 7 is the gas probing performance of a 
700 MHz STW styrene coated sensor probed with dichloroethane vapors at 6500 ppm  
concentration in 100 s probe-flush cycles. It should be noted that prior to this measurement 
the sensor was probed with a different compound (xylene) for 62 hours and 40 minutes. 
Note the excellent reproducibility of the noise free sensor signal with a magnitude 
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intended for high-resolution measurements at low gas concentrations, then a thickness close 
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device has a loss of 14 dB (Fig. 5 a)), versus 35 dB for the RSAW device (Fig. 5 b)). Therefore, 
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The purpose of the gas probing tests is to identify which acoustic wave mode provides 
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Δf=160KHz over time indicating that prolonged xylene treatment has not had any influence 
on the sensor performance. This is a clear indication that styrene has very good physical 
sorption properties to a variety of gas phase compounds.  
 
 
Fig. 6. Block diagram of the automated system for simultaneous gas sensitivity 
measurements on eight sensor devices 
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Fig. 7. Gas sensing performance of a 700 MHz styrene coated STW sensor probed with 
dichloroethane at 6500 ppm concentration in 100 s probe-flush cycles 
 
Polymer Coated Rayleigh SAW and STW Resonators for Gas Sensor Applications 
 
531 
7.2 Gas sensitivity comparison of RSAW/STW sensor resonators coated with solid 
HMDSO films 
This study aims at finding out which of both acoustic wave modes provides better gas 
sensitivity when coated with solid HMDSO films and what is the optimum film thickness at 
which maximum sensitivity is achieved. For this purpose, 5 pairs of RSAW/STW devices 
according to Table 1 were coated at 5 different HMDSO thicknesses (50, 100, 190, 280 and 
350 nm) each, in the same plasma deposition process for each pair. Figure 8 compares the 
gas sensing characteristics of both modes gas probed with tetrachloroethilene at 2650 ppm 
concentration. The results from all gas probing experiments on the 5 pairs of devices are 
summarized in Table 2. In this table the “sensitivity factor” is the ratio between the relative 
sensitivities (in ppm) for the two devices of each pair. It is given for each of the 5 film 
thicknesses and shows which mode is more sensitive and at which thickness. From the data 
in Fig. 8 and Table 2 the following important practical conclusions can be drawn: 
1. The HMDSO coated sensors have very short response times and reach adsorption-desorbtion 
equilibrium just a few seconds after the gas flow is applied. We attribute this behavior to the 
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Table 2. Gas sensitivity comparison of RSAW vs. STW devices coated with solid HMDSO 
film of 5 film thicknesses. Data on the 100 nm coated SAW device are not available 
  
Acoustic Waves – From Microdevices to Helioseismology 
 
530 
Δf=160KHz over time indicating that prolonged xylene treatment has not had any influence 
on the sensor performance. This is a clear indication that styrene has very good physical 
sorption properties to a variety of gas phase compounds.  
 
 
Fig. 6. Block diagram of the automated system for simultaneous gas sensitivity 
measurements on eight sensor devices 
 










   STW Sensor J7 after Xylene treatment for 62 h. 40 min.


















Fig. 7. Gas sensing performance of a 700 MHz styrene coated STW sensor probed with 
dichloroethane at 6500 ppm concentration in 100 s probe-flush cycles 
 
Polymer Coated Rayleigh SAW and STW Resonators for Gas Sensor Applications 
 
531 
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Table 3. Gas sensitivity comparison of the RSAW and STW sensors coated at their optimum 
HMDSO thickness values 
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Fig. 8. Tetrachloroethilene probing data of HMDSO coated a) STW and b) RSAW sensors at 
50, 100, 190, 280 and 350 nm film thicknesses 
2. Starting from very thin films (50 nm in this case) and increasing the thickness, the gas 
sensitivity increases in both the RSAW and STW devices, accordingly, until a thickness value is 
reached at which maximum sensitivity is achieved. This optimum thickness value is different for 
both modes (100 nm for the STW and 280 nm for the RSAW mode at the wavelength of 7,22 μm 
in this case). Further increase in film thickness beyond the optimum thickness value only reduces 
the relative frequency sensitivity and increases the loss of the gas sensor. 
3. The optimum thickness values for both modes are far below critical thickness and are well within 
the thickness ranges in which the sensor devices demonstrate high mass sensitivity while 
retaining low insertion loss, high Q and a well behaved single-mode resonance in the Parylene C 
coating experiment from Fig. 5. Therefore, the practical film thickness optimization method 
described in Section 6 is well suited for identifying the optimum film thickness at which 
maximum gas sensitivity should be expected. 
4. The relative sensitivities for both acoustic wave modes at their optimum thickness values, 
summarized in Table 3, demonstrate a 1,3 to 3,8 times higher sensitivity to all 4 gases of the 
STW mode versus its RSAW counterpart operating at the same acoustic wavelength. This 
suggests that the STW mode is much more appropriate for operation with solid chemo 
sensitive polymers.  
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7.3 Gas sensitivity comparison of RSAW/STW sensor resonators coated with 
semisolid styrene (ST) and allylalcohol (AA) films 
A similar comparative study was performed also when pairs of RSAW/STW devices from 
Table 1 were coated at three different thicknesses of the semisolid ST and AA polymer films 
in a glow discharge plasma reactor. Since no equipment was available to measure the 
thickness of semisolid layers directly we used the deposition time in seconds for each layer 
as a measure of the layer thickness. In this study the deposition times for all three 
thicknesses were 10, 15 and 20 s for the films with the lowest, medium and highest 
thicknesses, accordingly. The results from these gas probing tests are summarized in Tables 
4 and 5 for the ST and AA coated sensors, accordingly. Note that in these experiments we 
had to reduce the concentrations of all four probing gases by a factor of 4 to avoid saturation 
of the sensing layers due to the much higher adsorption capacity of the ST and AA films 
compared to HDMSO. When comparing the data from Tables 4 and 5 an interesting 
behavior is observed. Styrene coated STW devices are up to 3 times more sensitive than their 
ST coated RSAW counterparts while with the AA coated sensors we see the opposite 
behavior - the AA coated RSAW devices are up to 3,6 times more sensitive than their AA 
coated STW counterparts. We attribute this behavior to the fact that AA is the softest of the 
three polymers we used in this work and this material behaves much more like a soft 
polymer than a semisolid one. This implies that the RSAW mode might be more suitable for 
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Table 5. Gas sensitivity comparison of semisolid AA coated RSAW and STW devices  
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Fig. 8. Tetrachloroethilene probing data of HMDSO coated a) STW and b) RSAW sensors at 
50, 100, 190, 280 and 350 nm film thicknesses 
2. Starting from very thin films (50 nm in this case) and increasing the thickness, the gas 
sensitivity increases in both the RSAW and STW devices, accordingly, until a thickness value is 
reached at which maximum sensitivity is achieved. This optimum thickness value is different for 
both modes (100 nm for the STW and 280 nm for the RSAW mode at the wavelength of 7,22 μm 
in this case). Further increase in film thickness beyond the optimum thickness value only reduces 
the relative frequency sensitivity and increases the loss of the gas sensor. 
3. The optimum thickness values for both modes are far below critical thickness and are well within 
the thickness ranges in which the sensor devices demonstrate high mass sensitivity while 
retaining low insertion loss, high Q and a well behaved single-mode resonance in the Parylene C 
coating experiment from Fig. 5. Therefore, the practical film thickness optimization method 
described in Section 6 is well suited for identifying the optimum film thickness at which 
maximum gas sensitivity should be expected. 
4. The relative sensitivities for both acoustic wave modes at their optimum thickness values, 
summarized in Table 3, demonstrate a 1,3 to 3,8 times higher sensitivity to all 4 gases of the 
STW mode versus its RSAW counterpart operating at the same acoustic wavelength. This 
suggests that the STW mode is much more appropriate for operation with solid chemo 
sensitive polymers.  
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7.3 Gas sensitivity comparison of RSAW/STW sensor resonators coated with 
semisolid styrene (ST) and allylalcohol (AA) films 
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as a measure of the layer thickness. In this study the deposition times for all three 
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thicknesses, accordingly. The results from these gas probing tests are summarized in Tables 
4 and 5 for the ST and AA coated sensors, accordingly. Note that in these experiments we 
had to reduce the concentrations of all four probing gases by a factor of 4 to avoid saturation 
of the sensing layers due to the much higher adsorption capacity of the ST and AA films 
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three polymers we used in this work and this material behaves much more like a soft 
polymer than a semisolid one. This implies that the RSAW mode might be more suitable for 




































































10s / 15s / 20s 
STW/RSAW 
1.61 / 3.0 / 2.21 
STW/RSAW 
1.09 / 1.2 / 1.09 
STW/RSAW 
1.24 / 2.0 / 1.69
STW/RSAW 
1.61 / 2.15 / 1.46 


















































20s / 25s 
RSAW/STW 
1.69 / 1.81 
RSAW/STW 
2.91 / 3.18 
RSAW/STW 
2.14 / 2.87 
RSAW/STW 
3.55 / 3.42 
Table 5. Gas sensitivity comparison of semisolid AA coated RSAW and STW devices  
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For the semisolid film coated RSAW/STW sensors we can make the following conclusions: 
1. Semisolid sensing films improve gas sensitivity of the RSAW and STW modes dramatically 
compared to the solid films. ST coated devices demonstrate one to two orders of magnitude 
higher relative gas sensitivities compared to HMDSO coated ones. 
2. As observed with the solid film, also semisolid layers seem to have an optimum film thickness at 
which maximum gas sensitivity is achieved. Here these optimum thicknesses are achieved at 15 s 
for ST and 20 s for AA with the STW mode, while the RSAW mode needs somewhat higher 
optimum thicknesses – 20 s for ST and 25 s for the AA film. 
3. There is a significant film type dependent difference in gas sensitivities for both modes. ST 
provides much better gas sensitivity compared to AA and this is attributed to both – the different 
sorption properties and different viscoelastic properties of the films which determine how the 
wave interacts with the film and the gas sorbed in it. 
4. The RSAW mode operates better with the relatively soft AA than with the semisolid ST. 
8. Noise and measurement resolution (detection limit) of RSAW/STW 
resonant sensors operating with gas sensing polymer layers 
As shown in Section 3, if the sensor resonator is connected in the feedback loop of a sensor 
oscillator whose short-term stability over the time τ has been measured as σy(τ), then 
measuring the sensor signal Δf which is the response of the sensor oscillator to the gas with 
the concentration C , the measurement resolution R, also called detection limit of the sensor 
system, can readily be calculated with Equation (1). As an example, let us determine the 
measurement resolution of the sensor system with which the dichloroethane measurement 
at C=6500 ppm (6,5x10-3) from Fig. 7 was performed. With σy(τ) measured as 1,17x10-9/s at 
the oscillator frequency f0=700 MHz (7x108 Hz), for the sensor resolution over the 
measurement time τ=1 s we obtain R=33,3 ppb (parts per billion). This means that this 
sensor system can detect changes in the dichloroethane concentration as small as 33 ppb. 
Such high sensor resolutions are extremely difficult to achieve with other sensor 
technologies. They are attributed to the fact that RSAW/STW resonant sensors retain 
excellent resonance characteristics, low loss, high Q and low flicker phase noise when coated 
with solid and semisolid chemo sensitive polymer films at optimum thickness. 
The data in Tables 6 and 7 represent the detection limits of the styrene coated RSAW and 
STW sensors, respectively, during the measurements on the 4 gas-phase analytes used in 
this work. The σy(τ) values for the sensor oscillators were measured as 5,6x10-9/s and 
3,04x10-9/s, respectively. The “Resolution factor” in Table 7 indicates the resolution 
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Table 6. Detection limits of the styrene coated RSAW sensors at the 4 gas-phase analytes 
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Table 7. Detection limits of the styrene coated STW sensors at the 4 gas-phase analytes 
Table 7 this resolution improvement is by a factor of 1,9 to 4,3. We attribute this advantage 
of the STW mode to the following factors: 
• The styrene coated STW sensors feature lower flicker noise values than their RSAW 
counterparts. This is evident from the σy(τ) measurement (5,6x10-9/s vs. 3,04x10-9/s for the 
RSAW and STW sensors, respectively). This  suggests that the STW devices tolerate the styrene 
film better than the RSAW ones; 
• The STW mode features better relative gas sensitivity than its RSAW counterpart at the same 
acoustic wave length and type of semisolid polymer film (styrene) as evident from Table 4.  
8.1 External factors that may degrade measurement resolution in practical 
RSAW/STW sensor systems 
The data in Tables 6 and 7 represent the physical detection limits that can be achieved with 
practical RSAW/STW based sensor systems. If all other factors that may have a negative 
effect on the measurements are excluded then the only limiting quantity to the measurement 
resolution remains the electrical flicker phase noise of the sensor oscillator represented by its 
Allan’s variation σy(τ). Unfortunately, in practical sensor systems there are several external 
factors that may seriously degrade sensor resolution and therefore care should be taken to 
eliminate them or to reduce their influence to acceptable values. The closer the system is 
brought to its σy(τ) limit, the better it has been designed.  
The major factors that may degrade sensor resolution in practical sensor systems will be 
briefly discussed next. 
a. Gas flow homogeneity.  
This is one of the key disturbances that may seriously degrade sensor noise and should 
be eliminated first. If the gas flow applied to the sensor head from Fig. 6 is not 
homogeneous then the sensor devices will sense a variable gas concentration during the 
probe-flush cycles. Since the measurement cycle is much longer than the time over 
which inhomogeneities occur, amplitude fluctuation of the sensor signal at or close to 
equilibrium will occur. This situation is illustrated in Fig. 9 showing results from a 
tetrachloroethilene measurement with the setup from Fig. 6 when the integrators are 
removed. This causes a serious turbulence of the gas flow in the system which results in 
strong noise levels on top of the sensor signals. Even a periodicity on the noise signal is 
observed which is attributed to the pump rotation. Fortunately, gas flow 
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For the semisolid film coated RSAW/STW sensors we can make the following conclusions: 
1. Semisolid sensing films improve gas sensitivity of the RSAW and STW modes dramatically 
compared to the solid films. ST coated devices demonstrate one to two orders of magnitude 
higher relative gas sensitivities compared to HMDSO coated ones. 
2. As observed with the solid film, also semisolid layers seem to have an optimum film thickness at 
which maximum gas sensitivity is achieved. Here these optimum thicknesses are achieved at 15 s 
for ST and 20 s for AA with the STW mode, while the RSAW mode needs somewhat higher 
optimum thicknesses – 20 s for ST and 25 s for the AA film. 
3. There is a significant film type dependent difference in gas sensitivities for both modes. ST 
provides much better gas sensitivity compared to AA and this is attributed to both – the different 
sorption properties and different viscoelastic properties of the films which determine how the 
wave interacts with the film and the gas sorbed in it. 
4. The RSAW mode operates better with the relatively soft AA than with the semisolid ST. 
8. Noise and measurement resolution (detection limit) of RSAW/STW 
resonant sensors operating with gas sensing polymer layers 
As shown in Section 3, if the sensor resonator is connected in the feedback loop of a sensor 
oscillator whose short-term stability over the time τ has been measured as σy(τ), then 
measuring the sensor signal Δf which is the response of the sensor oscillator to the gas with 
the concentration C , the measurement resolution R, also called detection limit of the sensor 
system, can readily be calculated with Equation (1). As an example, let us determine the 
measurement resolution of the sensor system with which the dichloroethane measurement 
at C=6500 ppm (6,5x10-3) from Fig. 7 was performed. With σy(τ) measured as 1,17x10-9/s at 
the oscillator frequency f0=700 MHz (7x108 Hz), for the sensor resolution over the 
measurement time τ=1 s we obtain R=33,3 ppb (parts per billion). This means that this 
sensor system can detect changes in the dichloroethane concentration as small as 33 ppb. 
Such high sensor resolutions are extremely difficult to achieve with other sensor 
technologies. They are attributed to the fact that RSAW/STW resonant sensors retain 
excellent resonance characteristics, low loss, high Q and low flicker phase noise when coated 
with solid and semisolid chemo sensitive polymer films at optimum thickness. 
The data in Tables 6 and 7 represent the detection limits of the styrene coated RSAW and 
STW sensors, respectively, during the measurements on the 4 gas-phase analytes used in 
this work. The σy(τ) values for the sensor oscillators were measured as 5,6x10-9/s and 
3,04x10-9/s, respectively. The “Resolution factor” in Table 7 indicates the resolution 
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Table 7. Detection limits of the styrene coated STW sensors at the 4 gas-phase analytes 
Table 7 this resolution improvement is by a factor of 1,9 to 4,3. We attribute this advantage 
of the STW mode to the following factors: 
• The styrene coated STW sensors feature lower flicker noise values than their RSAW 
counterparts. This is evident from the σy(τ) measurement (5,6x10-9/s vs. 3,04x10-9/s for the 
RSAW and STW sensors, respectively). This  suggests that the STW devices tolerate the styrene 
film better than the RSAW ones; 
• The STW mode features better relative gas sensitivity than its RSAW counterpart at the same 
acoustic wave length and type of semisolid polymer film (styrene) as evident from Table 4.  
8.1 External factors that may degrade measurement resolution in practical 
RSAW/STW sensor systems 
The data in Tables 6 and 7 represent the physical detection limits that can be achieved with 
practical RSAW/STW based sensor systems. If all other factors that may have a negative 
effect on the measurements are excluded then the only limiting quantity to the measurement 
resolution remains the electrical flicker phase noise of the sensor oscillator represented by its 
Allan’s variation σy(τ). Unfortunately, in practical sensor systems there are several external 
factors that may seriously degrade sensor resolution and therefore care should be taken to 
eliminate them or to reduce their influence to acceptable values. The closer the system is 
brought to its σy(τ) limit, the better it has been designed.  
The major factors that may degrade sensor resolution in practical sensor systems will be 
briefly discussed next. 
a. Gas flow homogeneity.  
This is one of the key disturbances that may seriously degrade sensor noise and should 
be eliminated first. If the gas flow applied to the sensor head from Fig. 6 is not 
homogeneous then the sensor devices will sense a variable gas concentration during the 
probe-flush cycles. Since the measurement cycle is much longer than the time over 
which inhomogeneities occur, amplitude fluctuation of the sensor signal at or close to 
equilibrium will occur. This situation is illustrated in Fig. 9 showing results from a 
tetrachloroethilene measurement with the setup from Fig. 6 when the integrators are 
removed. This causes a serious turbulence of the gas flow in the system which results in 
strong noise levels on top of the sensor signals. Even a periodicity on the noise signal is 
observed which is attributed to the pump rotation. Fortunately, gas flow 
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inhomogeneities are easily eliminated. After the integrators are placed back at the air 
inlet and outlet a noise free measurement similar to the one from Fig. 7 is obtained. 
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Fig. 9. Tetrachloroethilene probing with 5 HMDSO coated RSAW sensors with the 
integrators from the setup in Fig. 6 removed 
b. Gas saturation of the sensing films. 
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Fig. 10. Ethylacetate probing on ST and AA coated STW sensors at a) 17600 and b) 4190 ppm 
vapour concentration 
Saturation of the sensing films occurs when gas concentrations become so high that 
sorption limit of the layer is reached. A situation like this during an ethylacetate 
measurement at 17600 ppm concentration is illustrated in Fig. 10 a). In this case strong 
peaks of overpressure in the analyte container as well as noise and distortion on the 
sensor signals are observed as a result of film saturation. When the gas concentration is 
reduced by a factor of 4 to 4190 ppm, the sensor signals become much more uniform 
and noise fluctuations are greatly reduced. The behaviour in Fig. 10 a) has the following 
explanation. When the films become saturated dynamic equilibrium is disturbed and a 
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very turbulent adsorption-desorbtion process takes place, the films get lighter and 
heavier in a stochastic way and this generates noise on top of the sensor signals. Once 
the gas concentration is reduced, equilibrium occurs and the adsorption-desorbtion 
process returns back to normal (see Fig. 10 b)). 
c. Adsorption-desorbtion noise (ADN) in soft film coated RSAW sensors operated far below gas 
saturation. 
When RSAW sensors are coated with soft polymer films featuring profound bulk 
sorption these films can accommodate large amounts of gas without being driven into 
saturation. The larger the amount of adsorbed gas, the more turbulent the adsorption- 
desorbtion process at equilibrium becomes even though the film is operated far below 
its saturation limit. This results in ADN evident in Fig. 11 which presents results from 
tetrachloroethilene probing on RSAW/STW sensors coated with the soft PIB film. ADN is 
visible on top of all sensor signals regardless of how strong they are. It should be noted 
that ADN levels depend entirely on the sorption characteristics of the soft polymer films 
and this makes elimination of this type of noise very difficult. In practical sensor systems 
one should either cope with ADN or, in critical situations, a different type of polymer film 
with lower ADN should be used. For example, the magnitude of the sensor signals in Fig. 
11 is comparable with those in Fig. 7 where ST was used and no measurable ADN levels 
were observed. Therefore, results as the ones from the PIB film coated sensors from Fig. 11 
but free of ADN could readily be obtained with ST coated sensors. 
 













































Fig. 11. Tetrachloroethilene probing on RSAW/STW sensors coated with the soft PIB 
polymer film and operated far below gas saturation 
9. Corrosion proof RSAW resonant sensors using gold electrode structure 
Typically, RSAW/STW sensors are fabricated with Al electrode structure using a well 
established photolithographic process. Al metallization is cheap and provides excellent 
electrical performance in almost all SAW devices fabricated to date. However, a major 
problem occurs if SAW devices with Al metallization are coated with sensing layers and 
used as gas sensors. Very often, the chemical gas-phase compounds to be detected form 
corrosive bases and alkalis with the ambient humidity and attack the Al electrode structure 
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inhomogeneities are easily eliminated. After the integrators are placed back at the air 
inlet and outlet a noise free measurement similar to the one from Fig. 7 is obtained. 
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Fig. 10. Ethylacetate probing on ST and AA coated STW sensors at a) 17600 and b) 4190 ppm 
vapour concentration 
Saturation of the sensing films occurs when gas concentrations become so high that 
sorption limit of the layer is reached. A situation like this during an ethylacetate 
measurement at 17600 ppm concentration is illustrated in Fig. 10 a). In this case strong 
peaks of overpressure in the analyte container as well as noise and distortion on the 
sensor signals are observed as a result of film saturation. When the gas concentration is 
reduced by a factor of 4 to 4190 ppm, the sensor signals become much more uniform 
and noise fluctuations are greatly reduced. The behaviour in Fig. 10 a) has the following 
explanation. When the films become saturated dynamic equilibrium is disturbed and a 
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very turbulent adsorption-desorbtion process takes place, the films get lighter and 
heavier in a stochastic way and this generates noise on top of the sensor signals. Once 
the gas concentration is reduced, equilibrium occurs and the adsorption-desorbtion 
process returns back to normal (see Fig. 10 b)). 
c. Adsorption-desorbtion noise (ADN) in soft film coated RSAW sensors operated far below gas 
saturation. 
When RSAW sensors are coated with soft polymer films featuring profound bulk 
sorption these films can accommodate large amounts of gas without being driven into 
saturation. The larger the amount of adsorbed gas, the more turbulent the adsorption- 
desorbtion process at equilibrium becomes even though the film is operated far below 
its saturation limit. This results in ADN evident in Fig. 11 which presents results from 
tetrachloroethilene probing on RSAW/STW sensors coated with the soft PIB film. ADN is 
visible on top of all sensor signals regardless of how strong they are. It should be noted 
that ADN levels depend entirely on the sorption characteristics of the soft polymer films 
and this makes elimination of this type of noise very difficult. In practical sensor systems 
one should either cope with ADN or, in critical situations, a different type of polymer film 
with lower ADN should be used. For example, the magnitude of the sensor signals in Fig. 
11 is comparable with those in Fig. 7 where ST was used and no measurable ADN levels 
were observed. Therefore, results as the ones from the PIB film coated sensors from Fig. 11 
but free of ADN could readily be obtained with ST coated sensors. 
 













































Fig. 11. Tetrachloroethilene probing on RSAW/STW sensors coated with the soft PIB 
polymer film and operated far below gas saturation 
9. Corrosion proof RSAW resonant sensors using gold electrode structure 
Typically, RSAW/STW sensors are fabricated with Al electrode structure using a well 
established photolithographic process. Al metallization is cheap and provides excellent 
electrical performance in almost all SAW devices fabricated to date. However, a major 
problem occurs if SAW devices with Al metallization are coated with sensing layers and 
used as gas sensors. Very often, the chemical gas-phase compounds to be detected form 
corrosive bases and alkalis with the ambient humidity and attack the Al electrode structure 
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by entering into a chemical reaction with the Al film. The problem is further aggravated by 
the presence of the sensing layer which, by absorbing large amounts of gas, greatly increases 
the concentration of the aggressive analyte that comes in contact with the Al electrodes. As a 
result of corrosion, the sensors suffer irreversible performance degradation, provide 
inconsistent data and even dye within a limited number of measurement cycles. The 
solution to that problem is the implementation of SAW devices with corrosion proof gold 
(Au) metallization that can successfully stand severe corrosion attacks by chemically 
reactive substances. The design of RSAW sensor resonators with Au electrode structure is 
not so straight forward as with Al metallization. Due to the fact that Au has a 7 times higher 
density than Al and is much softer several side effects, such as excitation of strong SSBW 
modes and transverse waveguide modes occur that can cause serious loss and Q-degradation 
as well as distorted characteristics at the main resonance. However, by careful selection of the 
Au thickness and choosing proper device geometry, these side effects can be kept under 
control and very good resonance characteristics appropriate for gas sensor applications can be 
achieved [22], [23]. In the next sections we will discuss the performance of RSAW sensors with 
Au electrode structure intended for operation as gas sensors in highly reactive chemical 
environments. These sensors were designed to replace their predecessors using the 
problematic Al electrode structure in a practical sensor system operating at 433 MHz. 
9.1 Electrical performance comparison of Au vs. Al RSAW sensor resonators 
Generally two types of resonator devices are used in a practical resonator system – two-port 
resonators (TPR) featuring a single-mode resonance and coupled resonator filters (CRF) that 
have a two-pole resonance achieved with a coupling grating in the centre of the resonant 
cavity. As evident from Fig. 12 a) and b), the CRF devices have twice the phase slope of a 
TPR in their filter pass bands and generally provide better stabilization of the sensor 
oscillator than the TPR, especially in measurements at high gas concentrations. In a real- 
world sensor system, the sensor oscillator is designed to operate on the right CRF resonant 
mode since the left one vanishes when the device is coated with a polymer film [6]. 
Typically, the sensor oscillator provides stable oscillation on the right mode and never 
jumps onto the left one since a 180 deg. phase reversal makes oscillation impossible at that 
mode (see Fig. 12 b)). The frequency and group delay responses of the Al RSAW devices 
previously used in the sensor system are shown in Fig. 12 c) and d) while a) and b) represent 
the electrical performance of their Au substitutes designed in [23]. The insertion loss, Q and 
group delay data from these devices at resonance are compared in Table 8. Es evident from 
that data and also from Fig. 12 the Al and Au devices feature very similar frequency 
responses, insertion loss and loaded Q values and the replacement of the Al devices with 
their Au successors was made without any changes or adjustments of the sensor circuitry. 
The Au devices are slightly inferior to the Al ones in terms of loss and loaded Q. This is 
attributed to the loss of energy as a result of the heavy Au loading on the quartz surface. 
 
Parameter / Device (433 MHz) Al-CRF Au-CRF Al-TPR Au-TPR 
Unmatched insertion loss [dB] 6.5 10.5 6.5 7.5 
Group delay (50Ω load) [μs] 4.01 3.44 3.94 2.83 
Loaded Q 5450 4430 5350 3890 
Unloaded Q 10400 6190 10160 6730 
Table 8. Comparison of the insertion loss, Q and group delay data at resonance of the 
uncoated RSAW sensors with Al and Au metallization characterized in Fig. 12 
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Fig. 12. Frequency (upper curves) and phase/group delay (lower curves) responses of 
RSAW single mode two-port resonators (upper row) and coupled resonator filter (lower 
row) using (a) and (b) Au and (c) and (d) Al electrode structure 
9.2 Chemo sensitive polymer films and deposition methods used 
This section compares the new Au vs. the old Al sensor devices in their sensor 
characteristics to find out if the replacement causes any performance degradation of the 
sensor system the Au devices were expected to operate in. To check the sensor performance 
we again used two types of polymer films: (A) solid Parylene C to simulate coating 
behaviour with solid and semisolid films as described in Section 6 and (B) a soft polymer 
called poly[chlorotrifluoroethylene-co-vinylidene fluoride] (PCFV) to test sensor 
performance at high gas concentrations. Since Parylene C coating was discussed in Section 6 
already, here we will briefly discuss a relatively novel soft polymer deposition method, 
which is called electro spray method and is described in [24] in detail. We applied it 
successfully to all 4 devices from Fig. 12 to obtain very uniform high-quality soft PCFV films 
for reproducible sensor performance. According to this method, the holder with the SAW 
devices mounted on it, spins in a cloud of very small liquid-phase polymer droplets coming 
out from a narrow capillary tube and directed by an electrostatic field towards the sensor 
surface. The droplets settle onto the device surface, stick together and form a uniform film. 
Its thickness depends on the deposition time. Since the SAW device loss increases with film 
thickness, a certain insertion loss value, as necessary for optimum sensor performance, can 
be obtained simply by adjusting the deposition time. Except for excellent control over film 
thickness and uniformity [24], major advantage of this polymer coating method is that, even 
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by entering into a chemical reaction with the Al film. The problem is further aggravated by 
the presence of the sensing layer which, by absorbing large amounts of gas, greatly increases 
the concentration of the aggressive analyte that comes in contact with the Al electrodes. As a 
result of corrosion, the sensors suffer irreversible performance degradation, provide 
inconsistent data and even dye within a limited number of measurement cycles. The 
solution to that problem is the implementation of SAW devices with corrosion proof gold 
(Au) metallization that can successfully stand severe corrosion attacks by chemically 
reactive substances. The design of RSAW sensor resonators with Au electrode structure is 
not so straight forward as with Al metallization. Due to the fact that Au has a 7 times higher 
density than Al and is much softer several side effects, such as excitation of strong SSBW 
modes and transverse waveguide modes occur that can cause serious loss and Q-degradation 
as well as distorted characteristics at the main resonance. However, by careful selection of the 
Au thickness and choosing proper device geometry, these side effects can be kept under 
control and very good resonance characteristics appropriate for gas sensor applications can be 
achieved [22], [23]. In the next sections we will discuss the performance of RSAW sensors with 
Au electrode structure intended for operation as gas sensors in highly reactive chemical 
environments. These sensors were designed to replace their predecessors using the 
problematic Al electrode structure in a practical sensor system operating at 433 MHz. 
9.1 Electrical performance comparison of Au vs. Al RSAW sensor resonators 
Generally two types of resonator devices are used in a practical resonator system – two-port 
resonators (TPR) featuring a single-mode resonance and coupled resonator filters (CRF) that 
have a two-pole resonance achieved with a coupling grating in the centre of the resonant 
cavity. As evident from Fig. 12 a) and b), the CRF devices have twice the phase slope of a 
TPR in their filter pass bands and generally provide better stabilization of the sensor 
oscillator than the TPR, especially in measurements at high gas concentrations. In a real- 
world sensor system, the sensor oscillator is designed to operate on the right CRF resonant 
mode since the left one vanishes when the device is coated with a polymer film [6]. 
Typically, the sensor oscillator provides stable oscillation on the right mode and never 
jumps onto the left one since a 180 deg. phase reversal makes oscillation impossible at that 
mode (see Fig. 12 b)). The frequency and group delay responses of the Al RSAW devices 
previously used in the sensor system are shown in Fig. 12 c) and d) while a) and b) represent 
the electrical performance of their Au substitutes designed in [23]. The insertion loss, Q and 
group delay data from these devices at resonance are compared in Table 8. Es evident from 
that data and also from Fig. 12 the Al and Au devices feature very similar frequency 
responses, insertion loss and loaded Q values and the replacement of the Al devices with 
their Au successors was made without any changes or adjustments of the sensor circuitry. 
The Au devices are slightly inferior to the Al ones in terms of loss and loaded Q. This is 
attributed to the loss of energy as a result of the heavy Au loading on the quartz surface. 
 
Parameter / Device (433 MHz) Al-CRF Au-CRF Al-TPR Au-TPR 
Unmatched insertion loss [dB] 6.5 10.5 6.5 7.5 
Group delay (50Ω load) [μs] 4.01 3.44 3.94 2.83 
Loaded Q 5450 4430 5350 3890 
Unloaded Q 10400 6190 10160 6730 
Table 8. Comparison of the insertion loss, Q and group delay data at resonance of the 
uncoated RSAW sensors with Al and Au metallization characterized in Fig. 12 
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Fig. 12. Frequency (upper curves) and phase/group delay (lower curves) responses of 
RSAW single mode two-port resonators (upper row) and coupled resonator filter (lower 
row) using (a) and (b) Au and (c) and (d) Al electrode structure 
9.2 Chemo sensitive polymer films and deposition methods used 
This section compares the new Au vs. the old Al sensor devices in their sensor 
characteristics to find out if the replacement causes any performance degradation of the 
sensor system the Au devices were expected to operate in. To check the sensor performance 
we again used two types of polymer films: (A) solid Parylene C to simulate coating 
behaviour with solid and semisolid films as described in Section 6 and (B) a soft polymer 
called poly[chlorotrifluoroethylene-co-vinylidene fluoride] (PCFV) to test sensor 
performance at high gas concentrations. Since Parylene C coating was discussed in Section 6 
already, here we will briefly discuss a relatively novel soft polymer deposition method, 
which is called electro spray method and is described in [24] in detail. We applied it 
successfully to all 4 devices from Fig. 12 to obtain very uniform high-quality soft PCFV films 
for reproducible sensor performance. According to this method, the holder with the SAW 
devices mounted on it, spins in a cloud of very small liquid-phase polymer droplets coming 
out from a narrow capillary tube and directed by an electrostatic field towards the sensor 
surface. The droplets settle onto the device surface, stick together and form a uniform film. 
Its thickness depends on the deposition time. Since the SAW device loss increases with film 
thickness, a certain insertion loss value, as necessary for optimum sensor performance, can 
be obtained simply by adjusting the deposition time. Except for excellent control over film 
thickness and uniformity [24], major advantage of this polymer coating method is that, even 
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at 433 MHz, the droplets are much smaller than the acoustic wavelength of about 7 μm at 
this frequency. Because of the small droplet size, the electro spray films cause much less 
propagation loss for the SAW, compared to films of the same type and thickness, deposited 
in an older airbrush coating technique. In contrast to electro spray films, airbrush coatings 
have a rough textured structure and the droplet size typically exceeds the acoustic 
wavelength. The two optical microscope pictures in Fig. 13 a) and b) compare the film 
structures of PCFV deposited with the two methods on identical 433 MHz RSAW devices. 
Fig. 13 a) shows part of the electrode structure and bus bars at the centre of the electro spray 
coated SAW device. For better visibility of the textured film structure obtained in an 
airbrush technique, the picture in Fig. 13 b) has been taken with a slightly higher 
magnification and shows part of the reflector with some free substrate area on which the 




Fig. 13. Comparison of two identical RSAW devices PCFV coated with (a) the electrospray 
and (b) the airbrush method 
9.3 Polymer coating behaviour of Au vs. Al sensor resonators 
The three dimensional data plots in Fig. 14 compare the Parylene C coating behaviour of the 
Au and Al CRF devices from Fig. 12 b) and d) accordingly with a film thickness varying 
from 0 to 700 nm. In both cases the magnitude of the left longitudinal mode decreases with 
thickness until it disappears completely at about 300 nm for the Au and 450 nm for the Al 
device. Above these thickness ranges both devices demonstrate a smooth and well behaved 
single-mode resonance. In the 300 to 500 nm range the Au CRF reaches its highest mass 
sensitivity, accompanied with a gradual increase in insertion loss while the loss of the Al 
device decreases more rapidly. The critical for the system operation loss value of 20 dB is 
reached at 370 nm vs. 450 nm for the Au and Al devices, respectively.  
An identical comparative Parylene C coating test, (not shown here), was performed also 
with the Au vs. Al TPR devices from Fig. 12 a) and c). In these tests again the Au devices 
were found to tolerate the solid Parylene C better than their Al counterparts. The increase in 
device insertion loss with Parylene C thickness for all four tested devices from Fig. 12 is 
shown in Fig. 15. At film thicknesses up to about 180 nm, all devices yield the same loss 
increase. Above 200 nm the loss behaviour starts to diverge. The two Al devices keep the 
same insertion loss up to about 550 nm thickness. Above 200 nm thickness, the loss of the 
Au devices increases at a much lower rate indicating that these devices can tolerate up to 
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40% thicker solid films than their Al counterparts for the same amount of loss increase. 
Finally, Fig. 16 compares the frequency sensitivities of the four tested devices with Parylene 
C film thickness which is also an indication of their gas probing sensitivity with solid films. 
Up to about 300 nm thickness, the sensitivity slope of the devices is nearly identical with a 
small advantage of the Al TPR device, followed by the Al CRF. Above 300 nm, the 
sensitivity slope of the Al TPR device increases but in view of its strong loss degradation, its 
sensitivity advantage gets lost. The other three devices keep a nearly constant sensitivity 
slope up to 500 nm thickness. Below the practical 370 nm thickness at which the critical for 
this particular system 20 dB of loss is reached for the Al devices, the sensitivity of all four 







Fig. 14. Parylene C coating behaviour of the RSAW CRF devices from Fig. 12 using (a) Au 
and (b) Al metallization 
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Fig. 15. Insertion loss behaviour of the Au and Al devices from Fig. 12 vs. Parylene C 
thickness 
 

























Fig. 16. Frequency (mass) sensitivity behaviour of the Au and Al devices from Fig. 12 vs. 
Parylene C thickness 
The soft PCFV polymer coating experiments were performed on the two TPR devices from 
Fig. 12 a) and c) since they have about the same amount of loss prior to coating, as required 
by the sensor system. Since the devices are mounted on a spinning holder, monitoring of 
their electrical performance in the process of electro spray deposition is not possible. That is 
why we recorded the frequency and phase responses of each device prior to and after the 
deposition to obtain the frequency shift and loss increase as a function of the deposition time 
which we used as a measure for the thickness of the soft PCFV film. The data plots in Fig. 17 
illustrate the PCFV coating behaviour of an Au TPR device in a 7,5 minutes deposition time. 
As a result of film loading the device loss increases by about 8 dB to 17,9 dB while its 
frequency shifts down by 3 MHz. The coated device on the left retains a well behaved 
single-mode resonance with a smooth phase response in the resonance region. The loss 
increase vs. thickness proportional deposition time for the Al and Au devices is shown in 
Fig. 18. For the Au device this dependence is linear while the Al device shows a small loss 
increase up to about 10 min. of deposition time and after that its loss degrades very rapidly. 
We attribute this behaviour again to the difference in Au vs. Al densities. Once the Au 
device has been optimized for operation under the heavy Au film load, it tolerates much 
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better the polymer film which is much lighter than Au. Finally, Fig. 19 compares the 
frequency sensitivity of both devices to increased PCFV thickness. The curve for the Au 
device is steeper meaning that its mass sensitivity is higher than its Al counterpart. 
 
 
Fig. 17. Frequency responses (upper plots) and phase responses (lower plots) of an Au TPR 
device before (data on the right) and after (data on the left) 7.5 minutes of PCFV deposition 
using the electro spray method 
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Coating time in minutes  
Fig. 18. Loss increase vs. deposition time for Au and Al devices electro spray coated with 
soft PCFV film 
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Fig. 18. Loss increase vs. deposition time for Au and Al devices electro spray coated with 
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Fig. 19. Frequency downshift vs. deposition time for Au and Al devices electro spray coated 
with soft PCFV film 
9.4 Gas probing behaviour of PCFV coated Au and Al TPR and CRF RSAW sensors 
To compare the gas sensitivities of Au vs. Al sensors, pairs of devices of the same type 
according to Fig. 12 were PCFV coated in the same electro spray deposition method and 
probed with cooling agent, octane and tetrachloroethylene at different concentrations. 
Cooling agent and octane were among those gases that the sensors were intended to operate 
with in a specific application. After coating, the Au/Al pairs were selected to have nearly 
the same loss increase as a result of PCFV deposition to simulate identical mass loading. The 
gas probing results for 4 different loss increase values (thicknesses) are summarized in Table 
9. As expected from the mass sensitivity data in Fig. 19, the Au devices demonstrate higher 
gas sensitivity than their Al counterparts. Another important conclusion evident from Table 
9 is that soft polymer coating also requires an optimum film thickness for maximum gas 
sensitivity. In this case the optimum PCFV thickness is achieved when both the Au and Al 
devices are coated to about 6 dB loss increase, (numbers in bold in Table 9). 
 
Probing gas → 
Loss increase values 










PCFV coated device→ Al CRF Au TPR Al CRF Au TPR Al CRF Au TPR 
Al_8/Au_8,7 dB 12,5 kHz 15 kHz 13 kHz 15 kHz 23 kHz 25 kHz 
Al_6,2/Au_5,5 dB 11 kHz 21 kHz 14 kHz 19 kHz 26 kHz 28 kHz 
Al_4,6/Au_4,6 dB 8 kHz 11 kHz 9 kHz 18 kHz 17 kHz 27 kHz 
Al_3,5/Au_3,3 dB 6 kHz 8 kHz 11 kHz 13 kHz 17 kHz 17 kHz 
Table 9. Summary of the gas probing performance of Au vs. Al device pairs PCFV coated to 
nearly identical loss increase values in the same electro spray deposition process 
10. Summary and conclusions 
This chapter has highlighted important practical aspects for the design and operation of 
chemical gas detection systems using STW and RSAW resonant devices. It has been shown 
that both acoustic wave modes provide excellent gas sensitivity and low detection limits, 
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down to a few ppb when coated with solid, semisolid and soft polymer sensing layers. 
Furthermore, the RSAW and STW modes do not only compete but rather complement each 
other in different measurement tasks. The STW mode operates better with solid and 
semisolid sensing films featuring surface sorption and is better suited for high-resolution 
measurements at low gas concentrations (<1%) while the RSAW mode tolerates much better 
thick soft sensing layers with profound bulk sorption that operate better at high gas 
concentrations (>1%). Carefully designed RSAW sensors with Au metallization provide an 
excellent corrosion proof substitute of their Al counterparts when operated in highly 
reactive gas-phase environments, thereby greatly increasing system reliability and 
measurement reproducibility over time and a large number of measurement cycles. All gas 
sensors, regardless of acoustic wave mode, design, metallization and type of sensing 
polymer requires a careful thickness optimization to provide highest gas sensitivity, 
maximum dynamic range and lowest detection limit. 
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Ultrananocrystalline Diamond as Material for 
Surface Acoustic Wave Devices 
Nicolas Woehrl and Volker Buck 
University Duisburg-Essen and CeNIDE, Duisburg  
Germany 
1. Introduction 
Diamond is one of the most promising materials for SAW applications due to the highest 
sound velocity and thermal conductivity. Unfortunately single crystals and epitaxial CVD-
films are expensive and beyond that conventional CVD grown microcrystalline diamond 
films feature large facet structures with high roughness inapplicable for this application. 
Ultra-Nanocrystalline diamond (UNCD) films grown in a microwave plasma enhanced 
chemical vapor deposition (MPECVD) system on Si substrates possess a smooth surface 
making it an ideal material for SAW applications. Moreover, due to its nanocrystalline 
structure, the film properties of the UNCD material can be tailored in a wide range to adjust 
them to the specific needs of a SAW filter. For this task a profound understanding of the 
growth process of UNCD and the dependency of the film performance from the film 
properties is needed. In addition, a simple and quick method to characterize the properties 
of the UNCD films is necessary. Laser-induced SAW pulse method, which is fast and 
accurate, is demonstrated to measure the mechanical and structural properties of the UNCD 
films.  AFM measurements were done to correlate the SAW pulse method results with the 
surface roughness of the deposited films.  
Another advantage of the UNCD films is, that highly C-axis textured aluminum nitride 
(AlN) films can be grown directly on UNCD films by DC-sputtering. Using this technique a 
feasibility study for SAW devices has been successfully performed. 
2. Saw filters 
SAW devices are electromechanical products commonly used in high frequency applications 
such as filters, oscillators and transformers and are based on the transduction of acoustic 
waves. SAW filters are now widely used in mobile telephones applications for filtering 
and provide significant advantages in performance, cost, and size over other filter 
technologies such as quartz crystals (based on bulk waves), LC filters, and waveguide 
filters by offering a high degree of frequency selectivity with low insertion loss in compact 
size (Campbell, 1989). In SAW filters an Interdigital Transducer (IDT) that is attached to a 
piezoelectric material converts electrical signals to a mechanical wave. The piezoelectric 
effect and the electric field generated by the IDT are distorting the crystal close to its 
surface.  
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1. Introduction 
Diamond is one of the most promising materials for SAW applications due to the highest 
sound velocity and thermal conductivity. Unfortunately single crystals and epitaxial CVD-
films are expensive and beyond that conventional CVD grown microcrystalline diamond 
films feature large facet structures with high roughness inapplicable for this application. 
Ultra-Nanocrystalline diamond (UNCD) films grown in a microwave plasma enhanced 
chemical vapor deposition (MPECVD) system on Si substrates possess a smooth surface 
making it an ideal material for SAW applications. Moreover, due to its nanocrystalline 
structure, the film properties of the UNCD material can be tailored in a wide range to adjust 
them to the specific needs of a SAW filter. For this task a profound understanding of the 
growth process of UNCD and the dependency of the film performance from the film 
properties is needed. In addition, a simple and quick method to characterize the properties 
of the UNCD films is necessary. Laser-induced SAW pulse method, which is fast and 
accurate, is demonstrated to measure the mechanical and structural properties of the UNCD 
films.  AFM measurements were done to correlate the SAW pulse method results with the 
surface roughness of the deposited films.  
Another advantage of the UNCD films is, that highly C-axis textured aluminum nitride 
(AlN) films can be grown directly on UNCD films by DC-sputtering. Using this technique a 
feasibility study for SAW devices has been successfully performed. 
2. Saw filters 
SAW devices are electromechanical products commonly used in high frequency applications 
such as filters, oscillators and transformers and are based on the transduction of acoustic 
waves. SAW filters are now widely used in mobile telephones applications for filtering 
and provide significant advantages in performance, cost, and size over other filter 
technologies such as quartz crystals (based on bulk waves), LC filters, and waveguide 
filters by offering a high degree of frequency selectivity with low insertion loss in compact 
size (Campbell, 1989). In SAW filters an Interdigital Transducer (IDT) that is attached to a 
piezoelectric material converts electrical signals to a mechanical wave. The piezoelectric 
effect and the electric field generated by the IDT are distorting the crystal close to its 
surface.  
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The oscillations of the crystal lattice can than add up by constructive wave interference and 
superimpose to a surface wave before being converted back to an electrical signal by further 
electrodes.  
The passing frequency of a SAW filter can be calculated by  
 00 =f λ
v    (1) 
where λ represents the wavelength of the acoustic surface wave (corresponding to twice the 
distance of the fingers of the IDT) and v0 is the crystal-dependent velocity oft the surface 
wave. The operation frequency of a SAW device is closely related to the spacing of the 
interdigital transducer (IDT) that is significantly limited by the photolithograph capability 
(Springer et al., 1999). Thus one way to achieve higher passing frequencies is to use crystals 
with a higher speed of sound, such as sapphire (Caliendo, 2003), SiC (Takagaki, 2002) or 
diamond (Yamanouchi et al., 1989)(Nakahata et al., 1992). 
3. Diamond as SAW material 
The material with the highest speed of sound is diamond with 18000 m/s. Besides the high 
speed of sound, diamond features other remarkable properties such as high thermal 
conductivity and high hardness to name only a few. Due to its extraordinary properties 
natural and HPHT diamond is used for a long time as a material for tools, especially for 
grinding or sawing of rocks. Since the 1980s the microcrystalline diamond deposited by thin 
film technology is increasingly used. One major problem with the microcrystalline diamond 
films deposited in CVD processes – especially for microelectronics and micromechanical 
applications with their decreasing structural sizes - is the high surface roughness (Malshe et. 
al., 1999).  Moreover, high surface roughness results in large propagation loss, reducing the 
applicability of the material. Although Sumitomo Electrics developed SAW filters and 
resonators with various bandwidth in the 2-5 GHz range it turned out that the polishing of 
the rather rough CVD diamond surface was too expensive and time consuming due to the 
chemical inertness and highest hardness of diamond and the SAW filters were never 
produced in an industrial scale (Fujimori, 1996). Even if one solution to this problem was 
demonstrated by using the unpolished nucleation side of freestanding CVD diamond 
(Lamara et. al., 2004) this idea never went into production. 
Another drawback of the microcrystalline diamond films is that the homogeneous 
deposition of such films on substrates with a high aspect ratio is difficult because the films 
consist of relatively large crystals.  
4. Nanocrystalline diamond as SAW material 
The growing interest in nanotechnology and nanostructured materials has encouraged the 
research of diamond films with reduced grain size. By reducing the grain size those films 
feature rather unique combinations of properties making them potential materials for 
emerging technological developments such as Nano/Micro- Electro-mechanical Systems 
(N/MEMS) (Auciello et. al., 2004) (Hernandez Guillen, 2004), optical coatings, bioelectronics 
(Yang et. al., 2002), tribological applications  (Erdemir et. al., 1999) and also surface acoustic 
wave (SAW) filters (Bi et. al., 2002). 
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The nanostructured films differ from the microcrystalline films in grain size and in 





Fig. 1. Morphological comparison of microcrystalline diamond film (upper picture) and 
UNCD film (lower picture). The scale bar in the upper picture corresponds to 1 µm while 
the scale bar in the lower picture corresponds to 5 µm 
The terms nanocrystalline (NCD) and ultrananocrystalline diamond (UNCD) were coined 
by the Argonne National Laboratory group that performed the pioneering work in this field. 
These terms were introduced to establish a differentiation to the microcrystalline diamond 
films that differ not only in film properties but also in the way they are deposited. The 
technology developed at Argonne National Laboratory started from deposition of hydrogen 
free plasmas using fullerenes in Ar (Ar/C60) and was thereafter extended to hydrogen 
diluted plasmas using Ar/CH4 and gas mixtures containing only about 1 % hydrogen 
(either added intentionally or through the thermal decomposition of CH4) (Gruen, 1999). 
UNCD is grown from Argon-rich plasma giving it a very fine and uniform structure with 
grain sizes between 2 and 15 nm (Auciello et. al., 2004). The grain sizes are independent 
  
Acoustic Waves – From Microdevices to Helioseismology 
 
548 
The oscillations of the crystal lattice can than add up by constructive wave interference and 
superimpose to a surface wave before being converted back to an electrical signal by further 
electrodes.  
The passing frequency of a SAW filter can be calculated by  
 00 =f λ
v    (1) 
where λ represents the wavelength of the acoustic surface wave (corresponding to twice the 
distance of the fingers of the IDT) and v0 is the crystal-dependent velocity oft the surface 
wave. The operation frequency of a SAW device is closely related to the spacing of the 
interdigital transducer (IDT) that is significantly limited by the photolithograph capability 
(Springer et al., 1999). Thus one way to achieve higher passing frequencies is to use crystals 
with a higher speed of sound, such as sapphire (Caliendo, 2003), SiC (Takagaki, 2002) or 
diamond (Yamanouchi et al., 1989)(Nakahata et al., 1992). 
3. Diamond as SAW material 
The material with the highest speed of sound is diamond with 18000 m/s. Besides the high 
speed of sound, diamond features other remarkable properties such as high thermal 
conductivity and high hardness to name only a few. Due to its extraordinary properties 
natural and HPHT diamond is used for a long time as a material for tools, especially for 
grinding or sawing of rocks. Since the 1980s the microcrystalline diamond deposited by thin 
film technology is increasingly used. One major problem with the microcrystalline diamond 
films deposited in CVD processes – especially for microelectronics and micromechanical 
applications with their decreasing structural sizes - is the high surface roughness (Malshe et. 
al., 1999).  Moreover, high surface roughness results in large propagation loss, reducing the 
applicability of the material. Although Sumitomo Electrics developed SAW filters and 
resonators with various bandwidth in the 2-5 GHz range it turned out that the polishing of 
the rather rough CVD diamond surface was too expensive and time consuming due to the 
chemical inertness and highest hardness of diamond and the SAW filters were never 
produced in an industrial scale (Fujimori, 1996). Even if one solution to this problem was 
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consist of relatively large crystals.  
4. Nanocrystalline diamond as SAW material 
The growing interest in nanotechnology and nanostructured materials has encouraged the 
research of diamond films with reduced grain size. By reducing the grain size those films 
feature rather unique combinations of properties making them potential materials for 
emerging technological developments such as Nano/Micro- Electro-mechanical Systems 
(N/MEMS) (Auciello et. al., 2004) (Hernandez Guillen, 2004), optical coatings, bioelectronics 
(Yang et. al., 2002), tribological applications  (Erdemir et. al., 1999) and also surface acoustic 
wave (SAW) filters (Bi et. al., 2002). 
 
Ultrananocrystalline Diamond as Material for Surface Acoustic Wave Devices  
 
549 
The nanostructured films differ from the microcrystalline films in grain size and in 
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by the Argonne National Laboratory group that performed the pioneering work in this field. 
These terms were introduced to establish a differentiation to the microcrystalline diamond 
films that differ not only in film properties but also in the way they are deposited. The 
technology developed at Argonne National Laboratory started from deposition of hydrogen 
free plasmas using fullerenes in Ar (Ar/C60) and was thereafter extended to hydrogen 
diluted plasmas using Ar/CH4 and gas mixtures containing only about 1 % hydrogen 
(either added intentionally or through the thermal decomposition of CH4) (Gruen, 1999). 
UNCD is grown from Argon-rich plasma giving it a very fine and uniform structure with 
grain sizes between 2 and 15 nm (Auciello et. al., 2004). The grain sizes are independent 
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from film thickness due to the high secondary nucleation of new growth sites during the 
whole deposition that is not taking place in the standard growth of diamond. This can be 
shown within the experimental errors when measuring the Young’s modulus (GPa) as a 
function of the deposition time (Shen et. al., 2006).  
UNCD consists of pure sp3 crystalline grains that can be separated by atomically abrupt (0.5 
nm) grain boundaries or embedded in an amorphous 3D matrix. By reducing the grain size 
of microcrystalline diamond films the amount of material between the grains is increased. 
This matrix in the films can contribute to a large fraction of the overall film, sometimes 
exceeding 10 % of the total volume, giving those films a great proportion of non-diamond or 
disordered carbon (Auciello et. al., 2004]. But also values down to 5 % sp2-bonded carbon 
have been reported and determined by UV Raman spectroscopy and synchrotron based 
near-edge X-ray absorption fine structure measurements (NEXAFS) (Gruen, 1998). 
In fact the overall volume and structure of the film matrix significantly determine the 
properties of nanocrystalline diamond films giving another degree of freedom for the 
material. The well-aimed use of an amorphous matrix for nanocrystalline diamond grains 
leads to an enormous field of new materials, because a whole class of carbon based materials 
(diamondlike carbon, DLC) can be used as matrix that may contain carbon solely (a-C) or 
carbon and hydrogen (a-C:H) as well as other components like metals (Me-C:H); 
additionally other dopants like silicon, oxygen, halogens or nitrogen may be added with 
considerable effect on the film properties. By combining soft matrix properties with the hard 
diamond crystals on the nanoscale it is possible to combine hard with elastic properties and 
get a material that is hard and tough at the same time. With tailoring the mechanical stress 
in the films or the coefficient of thermal expansion it was possible to tailor yet other very 
important mechanical properties for the application of UNCD films by adjusting the overall 
matrix fraction to the film volume (in the case of a 3D matrix surrounding the nanocrystals) 
(Woehrl & Buck, 2007) (Woehrl et. al., 2009). 
Thus, when comprehensively characterizing UNCD films, one also has to analyze the matrix 
properties. Since the carbon atoms in the matrix have no crystalline configuration and are 
indeed amorphous, conventional techniques known from the analysis of amorphous carbon 
films can be used. 
5. Deposition of UNCD films 
It is well accepted that the initial nucleation is one decisive factor for the subsequent CVD 
diamond film growth. While a low nucleation density can lead to van-der-Drift growth – 
known as the “survival of the largest” – high initial nucleation leads to shorter coalescence 
time and lower surface roughness. Due to the fact that substrate pre-treatment can 
significantly increase initial nucleation, the pre-treatment is an important process step 
already predetermining the film properties (Liu & Dandy, 1995). Three effective seeding 
methods are known: Mechanical scratching of the substrate surface (see e.g. (Buck & 
Deuerler, 1998)), enhancing the nucleation by applying a bias voltage to the substrate in the 
early stages of deposition (Yugo, 1991), and ultrasonically activating the substrate in a 
suspension containing diamond powder (Lin et. al., 2006)(Sharma et. al., 2010). Nucleation 
densities of 1010 cm-2 or more were achieved with either of these methods. The latter method 
was used for the substrates in this work mainly because of the good reproducibility and 
uniformity even with larger substrates. Details on the pre-treatment and the deposition 
parameters used for the UNCD films deposited in this work are given below. 
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Ultra-Nanocrystalline diamond (UNCD) films were synthesized by microwave plasma 
enhanced chemical vapour deposition technique using a 2.45 GHz IPLAS CYRANNUS® I-6” 
plasma source. The nanocrystalline films were deposited from an Ar/H2/CH4 plasma.  
As standard substrates in this work (100) oriented double side polished silicon wafers with a 
thickness of 425 μm were used. The substrates were usually cut from a wafer to a size of 
about 20 x 20 mm.  
To enhance the nucleation of diamond the substrates were ultrasonically scratched for 30 
min with a scratching solution consisting of diamond powder (~ 20 nm grain size), Ti 
powder (~ 5 nm particle size) and Ethanol in a weight percent ratio of 1:1:100 (wt%). 
Afterwards the substrates were ultrasonicated for 15 min in Acetone to clean the surface 
from any residues of the scratching solution (Lin et. al., 2006) (Buck, 2008). After the 
substrate pre-treatment they were immediately installed into the vacuum chamber placed 
on top of the molybdenum substrate holder and the recipient was pumped down to high-
vacuum. 
The plasma is ignited at ca. 1 mbar pressure with a process gas mixture of hydrogen (≈ 3 %) 
in argon (≈ 97 %) and a MW-power of 1 kW. After the ignition the pressure was slowly 
increased up to the deposition pressure (typically 200 mbar) during a 30 min period. This 30 
min step is due to two reasons: Firstly the substrate surface is cleaned by the etching effect 
of the plasma. Secondly the temperature of the substrate is slowly increased in the process 
of the rising pressure. In doing so the substrate is already close to the targeted deposition 
temperature before switching to the deposition parameters and introducing the carbon 
carrier gas into the chamber. During the whole process of increasing the pressure the MW 
power coupling into the plasma is adjusted to the changing conditions. After reaching the 
desired deposition pressure the carbon carrier gas was introduced therewith starting the 
deposition process. 
The nanocrystalline films shown here were deposited at a pressure of 200 mbar from an 
Ar/H2/CH4 plasma. To investigate the influence of the hydrogen admixture on the 
properties of the deposited films, the percentage of hydrogen in the process gas was varied 
between 2 % and 8 % as shown in Table 1. 
The MW-power was kept constant at 1 kW and the films were deposited for 5 h. 
 
Pressure 200 mbar 
Gasflow 400 sccm 
H2 fraction 2 % - 8 % 
CH4 fraction 0,8 % 
Ar fraction 91,2 % - 97,2 % 
MW-power 1 kW 
Deposition time 5 h 
Substrate Pretreated Silicon (100) 
Table 1. CVD Deposition Parameters 
6. Morphology of the films 
The deposition parameters were systematically varied to investigate the influence on film 
structure and film properties with special attention to the speed of sound and the roughness 
of the films as most important properties for the application as SAW filters. Because of that 
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additionally other dopants like silicon, oxygen, halogens or nitrogen may be added with 
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Thus, when comprehensively characterizing UNCD films, one also has to analyze the matrix 
properties. Since the carbon atoms in the matrix have no crystalline configuration and are 
indeed amorphous, conventional techniques known from the analysis of amorphous carbon 
films can be used. 
5. Deposition of UNCD films 
It is well accepted that the initial nucleation is one decisive factor for the subsequent CVD 
diamond film growth. While a low nucleation density can lead to van-der-Drift growth – 
known as the “survival of the largest” – high initial nucleation leads to shorter coalescence 
time and lower surface roughness. Due to the fact that substrate pre-treatment can 
significantly increase initial nucleation, the pre-treatment is an important process step 
already predetermining the film properties (Liu & Dandy, 1995). Three effective seeding 
methods are known: Mechanical scratching of the substrate surface (see e.g. (Buck & 
Deuerler, 1998)), enhancing the nucleation by applying a bias voltage to the substrate in the 
early stages of deposition (Yugo, 1991), and ultrasonically activating the substrate in a 
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densities of 1010 cm-2 or more were achieved with either of these methods. The latter method 
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Ultra-Nanocrystalline diamond (UNCD) films were synthesized by microwave plasma 
enhanced chemical vapour deposition technique using a 2.45 GHz IPLAS CYRANNUS® I-6” 
plasma source. The nanocrystalline films were deposited from an Ar/H2/CH4 plasma.  
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substrate pre-treatment they were immediately installed into the vacuum chamber placed 
on top of the molybdenum substrate holder and the recipient was pumped down to high-
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The plasma is ignited at ca. 1 mbar pressure with a process gas mixture of hydrogen (≈ 3 %) 
in argon (≈ 97 %) and a MW-power of 1 kW. After the ignition the pressure was slowly 
increased up to the deposition pressure (typically 200 mbar) during a 30 min period. This 30 
min step is due to two reasons: Firstly the substrate surface is cleaned by the etching effect 
of the plasma. Secondly the temperature of the substrate is slowly increased in the process 
of the rising pressure. In doing so the substrate is already close to the targeted deposition 
temperature before switching to the deposition parameters and introducing the carbon 
carrier gas into the chamber. During the whole process of increasing the pressure the MW 
power coupling into the plasma is adjusted to the changing conditions. After reaching the 
desired deposition pressure the carbon carrier gas was introduced therewith starting the 
deposition process. 
The nanocrystalline films shown here were deposited at a pressure of 200 mbar from an 
Ar/H2/CH4 plasma. To investigate the influence of the hydrogen admixture on the 
properties of the deposited films, the percentage of hydrogen in the process gas was varied 
between 2 % and 8 % as shown in Table 1. 
The MW-power was kept constant at 1 kW and the films were deposited for 5 h. 
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6. Morphology of the films 
The deposition parameters were systematically varied to investigate the influence on film 
structure and film properties with special attention to the speed of sound and the roughness 
of the films as most important properties for the application as SAW filters. Because of that 
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the main focus was on deposition parameters that influence the diamond grain size and 
matrix. It is expected that both are directly influencing the elastic modulus of the films and 
thus the speed of sound. One important parameter that is influencing the crystal size is the 
admixture of hydrogen in the process gas. The higher the hydrogen fraction the bigger the 
crystals grow. (Woehrl & Buck, 2007)  
In previous publications it was suggested that different species for the nucleation on the one 
hand and the growth of diamond grains on the other hand exist. The ratios of these species 
determine the macroscopic structure of the growing films by influencing the rate of 
secondary nucleation and therefore the matrix density and the grain size of the growing 
crystals. A higher amount of the nucleation species leads to smaller crystals and more 
material between the grains. A higher amount of growth species allows the grains to grow 
faster (thus a higher growth rate) suppressing the secondary nucleation. In the literature, C2 
was suggested to be the nucleation species (Gruen, 1999) as strong emission of the C2 dimer 
could be found in the plasmas used for the deposition of fine-grained UNCD films. On the 
other hand the CH3 radical is generally believed to be the growth species of diamond films 
(May & Mankelevich, 2008). Without taking part in the discussion concerning specific 
details of growth and nucleation species, previously published data can be interpreted in a 





Fig. 2. Morphology of UNCD films deposited with different hydrogen admixtures. The scale 
bars in all three pictures correspond to 2 µm 
The atomic force microscope (AFM) is a scanning probe type microscope that offers a 
resolution of less than a nanometer that is by a factor of 1000 better than the optical 
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diffraction limit. The AFM consists of a cantilever with a sharp tip with a radius of curvature 
in the order of nanometers at its end that is used to scan the sample surface. When the tip is 
brought close to the surface, atomic forces between the tip and the sample lead to a 
deflection of the cantilever. The deflection of the cantilever is then measured by a laser that 
is reflected from the cantilever onto an array of photodiodes. In comparison to the scanning 
electron microscope (SEM) that is measuring a two- dimensional image of a sample not 
necessarily corresponding to the morphological features, the AFM provides a true three-
dimensional topographical image of the surface giving information about the roughness of 
the investigated surface. While specimens measured in SEM needs to be conducting and are 
therefore often coated with a thin metal film (e.g. gold) irreversibly alter the film properties, 
AFM measurements do not require such special treatments. While the SEM can easily 
measure an area in the order of square millimeters with a depth of field on the order of 
millimeters the AFM is usually restricted to a maximum scanning area of around 150 μm2 
with a depth of field in the order of micrometers. Another characteristic that has to be 
considered for high resolution AFM is the fact that the quality of an image is limited by the 
radius of curvature of the probe tip and can lead to image artifacts. (Sarid, 1991) 
 
   
Fig. 3. AFM measurements of UNCD samples deposited with 2,5 % H2 (left) and 6 % H2 
(right). Both images cover a 5 x 5 µm area 
Fig. 2 shows UNCD films deposited with different admixtures of hydrogen to the process 
gas. It is clearly seen that the hydrogen is influencing the morphology of the deposited 
films. In fact the crystals are larger and the surface is rougher at hydrogen admixtures of 7% 
compared to the films deposited at lower admixtures. 
Fig. 3 shows an AFM measurement of 5 μm thick UNCD films on a Si substrates. The 
measured area on the sample was 25 μm2. The RMS-roughness (root-mean-squared 
roughness) of the surface is measured to be Rq= 21.1 nm for the sample deposited at 2.5 % 
H2 (left picture) and Rq= 51.3 nm for the sample deposited at 6 % H2 (right picture).  
SEM as well as AFM measurements show that higher hydrogen admixture in the process 
gas lead to larger diamond crystals and rougher surfaces. 
The RMS-roughness measurements as a function of the hydrogen admixture are shown in 
Fig. 4. 
  
Acoustic Waves – From Microdevices to Helioseismology 
 
552 
the main focus was on deposition parameters that influence the diamond grain size and 
matrix. It is expected that both are directly influencing the elastic modulus of the films and 
thus the speed of sound. One important parameter that is influencing the crystal size is the 
admixture of hydrogen in the process gas. The higher the hydrogen fraction the bigger the 
crystals grow. (Woehrl & Buck, 2007)  
In previous publications it was suggested that different species for the nucleation on the one 
hand and the growth of diamond grains on the other hand exist. The ratios of these species 
determine the macroscopic structure of the growing films by influencing the rate of 
secondary nucleation and therefore the matrix density and the grain size of the growing 
crystals. A higher amount of the nucleation species leads to smaller crystals and more 
material between the grains. A higher amount of growth species allows the grains to grow 
faster (thus a higher growth rate) suppressing the secondary nucleation. In the literature, C2 
was suggested to be the nucleation species (Gruen, 1999) as strong emission of the C2 dimer 
could be found in the plasmas used for the deposition of fine-grained UNCD films. On the 
other hand the CH3 radical is generally believed to be the growth species of diamond films 
(May & Mankelevich, 2008). Without taking part in the discussion concerning specific 
details of growth and nucleation species, previously published data can be interpreted in a 





Fig. 2. Morphology of UNCD films deposited with different hydrogen admixtures. The scale 
bars in all three pictures correspond to 2 µm 
The atomic force microscope (AFM) is a scanning probe type microscope that offers a 
resolution of less than a nanometer that is by a factor of 1000 better than the optical 
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diffraction limit. The AFM consists of a cantilever with a sharp tip with a radius of curvature 
in the order of nanometers at its end that is used to scan the sample surface. When the tip is 
brought close to the surface, atomic forces between the tip and the sample lead to a 
deflection of the cantilever. The deflection of the cantilever is then measured by a laser that 
is reflected from the cantilever onto an array of photodiodes. In comparison to the scanning 
electron microscope (SEM) that is measuring a two- dimensional image of a sample not 
necessarily corresponding to the morphological features, the AFM provides a true three-
dimensional topographical image of the surface giving information about the roughness of 
the investigated surface. While specimens measured in SEM needs to be conducting and are 
therefore often coated with a thin metal film (e.g. gold) irreversibly alter the film properties, 
AFM measurements do not require such special treatments. While the SEM can easily 
measure an area in the order of square millimeters with a depth of field on the order of 
millimeters the AFM is usually restricted to a maximum scanning area of around 150 μm2 
with a depth of field in the order of micrometers. Another characteristic that has to be 
considered for high resolution AFM is the fact that the quality of an image is limited by the 
radius of curvature of the probe tip and can lead to image artifacts. (Sarid, 1991) 
 
   
Fig. 3. AFM measurements of UNCD samples deposited with 2,5 % H2 (left) and 6 % H2 
(right). Both images cover a 5 x 5 µm area 
Fig. 2 shows UNCD films deposited with different admixtures of hydrogen to the process 
gas. It is clearly seen that the hydrogen is influencing the morphology of the deposited 
films. In fact the crystals are larger and the surface is rougher at hydrogen admixtures of 7% 
compared to the films deposited at lower admixtures. 
Fig. 3 shows an AFM measurement of 5 μm thick UNCD films on a Si substrates. The 
measured area on the sample was 25 μm2. The RMS-roughness (root-mean-squared 
roughness) of the surface is measured to be Rq= 21.1 nm for the sample deposited at 2.5 % 
H2 (left picture) and Rq= 51.3 nm for the sample deposited at 6 % H2 (right picture).  
SEM as well as AFM measurements show that higher hydrogen admixture in the process 
gas lead to larger diamond crystals and rougher surfaces. 
The RMS-roughness measurements as a function of the hydrogen admixture are shown in 
Fig. 4. 
  




Fig. 4. RMS-roughness measurements as a function of hydrogen admixture in process gas 
7. Influence of nitrogen admixture on morphology 
An especially appealing field of application for UNCD is nitrogen doped semiconducting 
films. UNCD films are usually insulating, but n-doping is easily possible by admixture of 
nitrogen to the process gas. (Gruen, 2004) 
To investigate the influence of the nitrogen admixture in the plasma on the film properties, 
more films were deposited at a pressure of 200 mbar with admixtures of nitrogen from 0 % 
to 7.5 %. 
 
 
Fig. 5. High resolution SEM measurement of a UNCD film deposited with 2.5 % hydrogen 
and 2.5 % nitrogen admixture. The scale bar shown corresponds to 1 µm 
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High-resolution SEM pictures were taken to investigate the influence of hydrogen and 
nitrogen admixture on the morphology of the films. Fig. 5 shows a film deposited with 2.5 % 
hydrogen and 2.5 % nitrogen in the plasma. The diamond grains appear to be very fine. 
Increasing the nitrogen admixture to 7.5 % and keeping the hydrogen admixture at 2.5 % 
changes the shape of the diamond grains. They appear to be needle-shaped as shown in Fig. 




Fig. 6. High resolution SEM measurement of a UNCD film deposited with 2.5 % hydrogen 
and 7.5 % nitrogen admixture. The scale bar shown corresponds to 200 nm 
It is expected that the change in the crystal shape will have a strong influence on the 
propagation speed of sound in the material giving yet another degree of freedom when 
designing the material for specific applications. 
8. SAW pulse technique 
The low surface roughness of UNCD films on the one hand and the high speed of sound in 
single crystalline diamond on the other hand are making UNCD a very promising material 
for SAW application. Yet the decisive question is whether the abundance of grain 
boundaries in the films or the amorphous matrix surrounding the grains will change this 
picture by e. g. damping the excellent propagation characteristics of surface acoustics waves. 
The laser-induced SAW pulse method is capable of measuring the SAW-related (i.e. 
mechanical and structural) properties of thin films (Weihnacht et. al, 1997) (Schenk et. al., 
2001) and was used in this work. The applicability of this method for investigating the film 
properties of polycrystalline diamond films was demonstrated in previous publications 
(Lehmann et. al., 2001). This method allows measuring all necessary material constants and 
the wave excitation and propagation parameters decisive for the performance of the SAW 
material. The biggest advantage of this method is, that it is not necessary to prepare a 
piezoelectric layer or patterning an interdigital transducer (IDT) structure on the surface, 
and that rather thin films can also be measured without being disturbed by effects from the 
Si substrate. The method is a fast and accurate way to measure acoustic wave propagation 
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effects in thin film systems (Schneider et. al. 1997). Pioneering work on utilizing surface 
acoustic waves as a tool in material science has been done by P. Hess, a general overview 
can be found in (Hess, 2002). 
A somewhat different setup has been used in this work and is schematically shown in Fig. 7. 
This setup is commercially available at Fraunhofer IWS Dresden1. 
A pulsed laser beam (N2-laser at 337.1 nm, 0.5 ns pulse duration) is focused on the substrate 
by a cylindrical lens to excite a line-shaped broadband SAW pulse via a thermo-elastic 
mechanism. A piezoelectric PVDF polymer foil, pressed onto the sample surface by a sharp 
steel wedge (width around 5 µm), is used as a broadband sensor for detecting the SAW 
pulse propagated along the surface of the thin film system. SAW propagation measurements 
are performed for different propagation lengths between a few mm and some cm. The signal 
will then be amplified, digitized by an oscilloscope and converted to complex valued spectra 
(i.e. amplitude and phase spectra) by a fast Fourier transform algorithm. By doing so for 
different well-known propagation lengths on the one hand the SAW phase velocity 
dispersion can be determined accurately from the accompanying phase spectra. Knowledge 
of the velocity dispersion of a film system is decisive, because it gives the possibility to 
recover the materials parameters (e.g. elastic constants, mass density and film thickness). To 
derive the elastic properties, a theoretical approach, modeling the films as an isotropic layer 
but taking into account the anisotropy of the silicon substrate, was fitted to the measured 
dispersion data. The fact that we have a specimen that consists of a film on top of a substrate 
introduces a length scale, and thus generates the observed dispersion effect from that the 
elastic and mechanical properties can be derived.  
 
 
Fig. 7. Principle of SAW pulse technique 
A measurement of the SAW phase velocity as a function of frequency as well as the fitted 
data is shown in Fig. 8. The phase velocity increases with frequency in the case of diamond 
on silicon substrate (‘anomalous dispersion’ or ‘stiffening case’), because the smaller 
wavelengths, propagating predominantly in the film, have higher phase velocity.  
                                                 
1 LAWave® (http://www.iws.fhg.de/projekte/062/e_pro062.html) 
 




Fig. 8. Measured velocity dispersion and fitted data 
Beyond that the damping of the amplitude spectra with increasing propagation length can 
deliver an estimation of SAW propagation losses due to scattering at thin film imperfections.  
 
Fig. 9. E-modulus as a function of hydrogen admixture 
As expected the elastic modulus is higher (the material is stiffer) for higher admixtures of 
hydrogen (Fig. 9). This can be explained by the larger diamond crystals and a smaller 
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contribution of amorphous matrix and the fact that the elastic modulus of the amorphous 
matrix is significantly lower than the modulus of the diamond grains. While the elastic 
modulus for diamond is around 1220 GPa the elastic modulus of the deposited UNCD films 
can reach ca. 65 % of this value. 
9. Influence of nitrogen and oxygen on mechanical properties 
The influence of the nitrogen admixture on the elastic modulus of the deposited films was 
measured by nanoindentation. 
The films that were deposited with additional nitrogen are less stiff compared to films 
where no additional nitrogen was used. The elastic modulus of the UNCD films deposited 
with 2.5 % nitrogen in the plasma was measured to be around 370 GPa and increasing the 
nitrogen admixture even higher to 7.5 % in the plasma resulted in UNCD films with values 
for the elastic modulus as low as 100 GPa. Thus it was shown that UNCD films deposited 
with additional nitrogen are unsuitable for the application as SAW device.  
An opposite trend can be found when oxygen is used as admixture to the process gas. It was 
shown that the Young’s modulus can be increased up to 950 GPa (ca. 75 % of single 
crystalline diamond). The reason can be found in the effective etching of sp2-bonded carbon 
by the oxygen in the plasma and thus bigger diamond crystals (Shen et. al., 2006). 
10. Feasibility study 
As a feasibility study SAW resonators with sputtered AlN film as piezoelectric transducer 




Fig. 10. Schematic Structure of AlN-UNCD layered SAW resonator with golden IDT patterns 
shaped by photolithography  
In the previous chapters it was shown that UNCD films are very suitable as basic material 
for SAW applications. It was shown that the addition of hydrogen on the one hand 
improves the elastic constants (towards the value of diamond single crystals), and on the 
other hand increases the roughness (to values of microcrystalline diamond films), which 
leads to large propagation loss. Thus a compromise has to be made. The process parameters 
used for this feasibility study are given in table 2. 
 
Ultrananocrystalline Diamond as Material for Surface Acoustic Wave Devices  
 
559 
Pressure 240 mbar 
Gasflow 400 sccm 
H2 fraction 2 %  
CH4 fraction 0,8 % 
Ar fraction 97,2 % 
MW-power 1 kW 
Table 2. Deposition conditions 
In order to induce a surface acoustic wave in the UNCD material, a piezoelectric layer is 
necessary. AlN was chosen for this feasibility study due to being the material with the 
highest phase velocity (6700 m/s) among piezoelectric materials (Ishihara et. al., 2002). The 
applicability of AlN thin films on various CVD diamond substrates was demonstrated 
before (Chalker et. al., 1999). 
AlN is an intrinsic piezoelectric material; the wurtzite structure is thermodynamically stable. 
Several methods for deposition of AlN-films have been reported e.g. MOCVD (Tsubouchi & 
Mikoshiba, 1985), MBE (Weaver et. al., 1990) and reactive DC or RF sputtering (Akiyama et. 
al., 1998)(Karmann et. al., 1997). Reactive sputtering processes have the advantage of low 
substrate temperatures (Dubois & Muralt, 2001)(Naik et. al., 1999)(Tait & Mirfazli, 
2001)(Assouar et. al., 2004). Here, magnetron sputtering processes was chosen, for being a 
common and reliable industrial process.  
However, highly (002) oriented films with smooth surfaces are required. Thus deposition 
parameters (power, pressure, N2 ratio and substrate temperature) have to be systematically 
optimized to reach this goal. The influence of oxygen on the film structure was 
demonstrated before (Vergara et. al., 2004) showing that a low residual gas pressure is 
crucial for the desired film properties. Therefore a vacuum chamber with turbo molecular 
pump and a load lock system was used in this work to assure clean conditions. By that, 
highly oriented AlN films with very smooth surface were deposited on UNCD films that 
turned out to possess good piezoelectric properties. (Lee et. al., 2007). DC power was 300 W 
at a pressure of 0.4 Pa and 50 sccm N2 gas flow at 300°C. The film thickness of the AlN films 
was ca. 3.5 µm and structure, morphology and bonding structure were characterized by X-
Ray diffractrometry (XRD), scanning electron microscopy (SEM), atomic force microscopy 
(AFM), Raman spectroscopy (Renishaw, RA100) and NEXAFS in synchrotron technique.  
On top of the AlN film a gold film was deposited by sputtering which was shaped by 
conventional photolithography. The resonator consists of a central IDT with reflectors at 
each side (Fig. 11). 
The produced SAW Resonators were analyzed due to their performance. Thickness of 
UNCD as well as AlN have been systematically varied (2 µm to 6.2 µm for UNCD, 1.4 µm to 
3.5 µm for AlN). It was measured that with increasing thickness of AlN and UNCD films the 
resonance frequency increases as well and the resonance peak become clearer. The increase 
of resonance frequency and thus of SAW velocity is due to reduced influence of the low 
SAW velocity of the Si substrate. The clearer resonance peak means larger coupling 
coefficient, which is due to the relative thickness of AlN piezoelectric layer increasing. 
Furthermore the influence of the IDT pair number on the SAW resonator performance was 
investigated (100 Pairs to 200 Pairs). It was measured that the resonance frequency and the 
resonance strength kept almost the same while doubling the IDT pair numbers.  
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This feasibility study indicates that the SAW velocity and coupling coefficient only depend 
on the relative thickness of ALN and UNCD films, but are not affected by IDT pattern.  
 
 
Fig. 11. Schematic Pattern design of SAW Resonator. The actual device consists of significant 
more lines 
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1. Introduction 
Enormous growth has taken place in electronics, especially in the field of RF 
communications towards the beginning of 21st century and continuously striving for better 
communication performance. Presently, the key concerns of RF communications is 
bandwidth, in the range of low/medium GHz range, to avoid frequency crowding, 
especially for wireless communication mobile handsets and base stations (Kim et al., 2004). 
In addition, reduction in signal loss, low power consumption, scaling down device size, 
reduction in materials and fabrication costs, and packaging of the device are main issues 
today. Some of these issues can be resolved, if the new generation of electroacoustic devices 
can be monolithically integrated with integrated circuit (IC). Conventional electroacoustic 
devices, used in the communication e.g. Surface Acoustic Wave (SAW) and Bulk Acoustic 
Wave (BAW) based systems, are widely used for today’s wireless communication. These 
devices are typically made on a single crystal piezoelectric substrate such as quartz, lithium 
niobate, and lithium tantalate (Assouar et al., 2004). Unfortunately, these substrates based 
electroacoustic devices are made separately and then it is wired with the signal processing 
chip, which has several limitations, in particular low acoustic wave velocity and high 
frequency device fabrication. To resolve these two core issues, thin film materials based 
electroacoustic devices are actively under consideration [Bender et al., 2003]. Where, a 
crystalline film is grown on a particular substrate, especially silicon wafer and 
electroacoustic device is made out of crystalline film. Thus, the electroacoustic device can be 
integrated with the signal processing circuit.  Apart from the silicon wafer as a base material 
for crystalline film deposition, a variety of other substrates are also explored for academic 
and technology interests.  Furthermore, to get electroacoustic devices of better quality in 
terms of high frequency and high quality factor (Q), the piezoelectric property of the film is 
also exploited with different type of device concept called “Micro-Electro-Mechanical 
Systems” (MEMS). Thin film bulk acoustic resonators (TFBAR) comes under this MEMS 
devices, where the crystalline film is made to resonate at RF frequency. These MEMS 
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devices have smaller size, lower insertion loss and higher-power handling capabilities than 
conventional SAW devices (Lee et al., 2004). 
Generally, thin piezoelectric films, such as aluminum nitride (AlN), zinc oxide (ZnO) and 
lead zirconium titanate (PZT) are used for high frequency acoustic devices (Loebl et al., 
2003; Yamada et al., 2004; Schreiter et al. 2004). AlN has higher SAW velocity, lower 
propagation loss, and higher thermal stability in comparison to ZnO; whereas, PZT thin 
films need selective substrates for deposition and thereafter, needs post-deposition poling to 
get  specific cystal orientation. Thus, AlN seems to have edge over the ZnO and PZT films 
for electroacoustic devices. The critical factor of piezoelectric AlN thin film is its crystal 
orientation and morphology. Furthermore, to integrate with the signal processing chip, it is 
also essential that AlN film should be compatible to the complementary metal oxide 
semiconductor (CMOS) fabrication processes.  In addition, AlN being a dielectric material, it 
can be used as an insulating material in integrated circuits as well as a piezoelectric material 
in electroacoustic device. Thus, it is imperative to study the presence of electrical charges 
and the nature of generation of defects in the AlN film along with its morphology. Usually, 
there are four types of electric charges present in the insulating film; namely, bulk charges 
(Qin) and interface (Dit) charges, fixed charges (Q) and mobile charges (Qm).  In present IC 
processing, the presence of fixed charges (Q) and mobile charges (Qm) are eliminated upto a 
large extent. Furthermore, the bulk charges (Qin) and interface (Dit) charges are reduced 
further by the optimization of growth parameter and the post-deposition treatments. 
Reduction in the bulk charge (Qin) and interface charge (Dit) density is most essential in 
cantilever beam based MEMS resonator, otherwise the electrostatic force produced by the 
these charges  may stuck cantilever beam on the substrate (Luo et al., 2006). Most of the 
MEMS are made out of single crystal silicon substrate utilizing well-matured IC fabrication 
technology. This poses a challenge to be compatible with a new generation of functional 
materials. Apart from the electrical charges, the selective etching of piezoelectric materials 
and silicon for electroacoustic device fabrication is a key technology. 
2. Properties of AlN film 
AlN is a III-V family compound having hexagonal wurtzite crystal structure with lattice 
constants a = 3.112 Å and c = 4.982 Å (Yim et al., 1973). In this structure, each Al atom is 
surrounded by four N atoms, forming a distorted tetrahedron with three Al---N(i) (i = 1, 2,3) 
bonds named B1 and one Al---N0 bond in the direction of the c-axis, named B2. The bond 
lengths of B1 and B2 are 1.885 Å and 1.917 Å, respectively. The bond angle N0---Al---Ni is 
107.7º and that for N1---Al---N2 is 110.5 º (Xu et al., 2001).  
AlN has gained ground in semiconductor industry because of its unique electrical, 
mechanical, piezoelectric and other properties (Table 1). Some of these noteworthy 
properties are wide bandgap, high thermal conductivity, high SAW velocity, moderately 
high electromechanical coupling coefficient, high temperature stability, chemical stability to 
atmospheric gases below 700 ºC, high resistivity, low coefficient of thermal expansion (close 
to Si), high dielectric constant and mechanical hardness (Xu et al., 2001; Strite et al., 1992; 
Wang et al., 1994). Its high thermal conductivity (about 100 times that of SiO2 and roughly 
equal to that of silicon) and electrical insulating property can prove to be a good dielectric 
layer for a new generation of integrated circuit devices, particularly in metal insulator 
semiconductor (MIS) devices. High heat dissipation of AlN can significantly enhance device 
lifetime and efficiency. AlN film with (002) preferred orientation (c-axis) has maximum 
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piezoelectricity among all other orientations of its crystal structure (Naik et al., 1999). 
Furthermore, its lattice matching is near to that of silicon and thus less stress is expected to 
be generated at the AlN/silicon interface. Owing to these properties, AlN films have 
received great interest as an electronic material for thermal dissipation, dielectric and 
passivation layers for ICs, acoustic devices, resonators and optoelectronic devices.  
 
Bandgap 6.2 eV, direct 
Thermal conductivity 2.85  Wcm-1K-1 
Coefficient of thermal expansion 4-5×10-6 K-1 
Refractive index 1.8-2.2 
Dielectric constant  8.5 
Electrical resistivity 1011-1013 Ω.cm 
SAW velocity 6000 m/sec 
Melting point 2490 ºC 
Hardness 9 Mhos 
Table 1. Properties of AlN 
3. Synthesis of AlN film 
Depending on the intended application, various techniques have been implemented for 
synthesizing AlN films; namely, molecular beam epitaxy (MBE), reactive evaporation, 
pulsed laser deposition (PLD), chemical vapour deposition (CVD) and sputtering. Among 
these techniques, sputtering has the advantage of low-temperature deposition, ease of 
synthesis, less expensive, non-toxic, good quality films with a fairly smooth surface [Kar et 
al., 2006; Kar et al., 2007]. In addition, sputtering technique has also CMOS process 
compatibility. In sputtering technique, plasma is created between the two electrodes by 
applying high voltage in low pressure. The plasma region contains, positive ions, electrons 
and neutral sputtering gas, thus the plasma behaves like a conducting medium. Usually, 
argon gas is used as a sputtering gas. The material that is to be sputtered is called target and 
it is fixed to the negatively charged electrode. The other electrode is called anode, which is 
grounded so that the ratio of the target to anode area is significantly reduced. This electric 
configuration of the sputtering system makes high electric field at the target and that 
enhances the rate of sputtering. During sputtering process, the energetic ions strike the 
target and dislodge (sputter) the target atoms. These dislodged atoms travel through the 
plasma in a vapour state and stick to the surface of wafers, where they condense and form 
the film. AlN film can be deposited either by directly using the AlN target or by sputtering 
of aluminum metal in presence of argon and nitrogen gas. The sputtered aluminum atoms 
react with the nitrogen gas and form AlN film. This process of film deposition is called 
“reactive sputtering deposition”. The sputtering parameters are required to be optimized for 
desired morphological and electrical properties. These deposition parameters are mainly 
sputtering pressure, wafer to target distance, sputtering power and wafer temperature. AlN 
film deposition by reactive sputter deposition technique requires nitrogen as a reactive gas, 
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where it is introduced into the sputtering chamber along with inert argon gas. Argon ions 
produced in the plasma due to sputtering power and thereafter they strike to the 
aluminum target and sputter aluminum atoms. These aluminum atoms react with 
nitrogen and form AlN compound and that deposit on the wafer. Hence, the gas flow 
ratios need to be optimized. To increase sputtering rate, magnets are placed under the 
aluminum target, so that magnetic field and the electric field are perpendicular to each 
other. This configuration of sputtering system is called “magnetron sputtering technique”. 
In the magnetron sputtering, electrons travel in spiral motion in the plasma region. This 
increases the collision of electrons to neutral argon atoms significantly and that increases 
argon ions in many folds, thus sputtering rate becomes high.  
AlN film can be deposited by DC (direct current) and RF (radio frequency, 13.56 MHz) 
magnetron sputtering modes. In the DC mode of sputter deposition, the target material 
must be conductive, so that plasma can sustain. If trace of impurity is present in the system, 
the surface of the aluminum target becomes contaminated and target poisoning takes place. 
On the other hand, RF sputtering has the major advantages to produce good quality film, 
high deposition rate and less chance of target poisoning. For these reasons, RF sputtering 
technique is preferred than the DC sputtering technique. To obtain well oriented crystalline 
AlN films for SAW and MEMS structures, the RF sputtering parameters need to be 
optimized. The sputtering parameters are: RF power, substrate temperature, sputtering 
pressure, nitrogen concentration and target-substrate distances (Dts). AlN films are 
deposited on CMOS IC compatibility silicon (100) wafer by the RF reactive magnetron 
sputtering. The change in morphological and electrical properties of the AlN films with the 
growth parameters are reported in following section.    
3.1 RF power  
Amorphous AlN film is found at lower RF sputtering power (100 W), but films became (002) 
oriented at a sputtering power of 200 W. Further increase of RF power to 400 W, a 
significant increase in (002) orientation has taken place. This is due to the increase of kinetic 
energy of atoms that leads to atomic movements on the substrate surface as a result of 
higher RF power. These newly arrived surface atoms are called “ad-atom”. Higher 
sputtering power increases the AlN grain size that leads to increase in surface roughness as 
shown in scanning electron microscope (SEM) images (Fig. 1) (Kar et al., 2009). 
 
 
Fig. 1. SEM micrographs of AlN films deposited at (a) 200 W, and (b) 300 W 
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3.2 Substrate temperature 
The structural and morphological properties of the deposited AlN films are strongly 
dependent on the kinetics of the sputtered atoms arrived at the substrate. The kinetics of 
sputtered atoms depends on the sputtering parameters. For instance, substrate temperature 
increases the ad-atom mobility and changes the film morphology significantly. One such 
illustrations of morphological change with temperature are seen from the X-Ray diffraction 
(XRD) studies. It is clearly seen from the XRD studies that the c-axis oriented AlN (002) 
peaks become prominent at moderate temperature range (200–300 ºC), but degrades 
significantly at 400 ºC (Kar et al., 2006). This can be attributed to the structural disorderness 
resulting from the incorporation of impurity atoms at higher temperature (Wang, 2000). The 
amount of contamination depends on the sputtering deposition system and process related 
factors, such as base pressure, temperature, gas purity and the partial pressure of moisture, etc. 
(Naik et al., 1999). Furthermore, smaller grain size with smoother surfaces is observed at lower 
deposition temperature, and that increases with temperature (Fig. 2). A possible reason may be 
that the smaller grains grow and merge to form bigger grain, due to the higher thermal energy. 
 
 
Fig. 2. SEM micrograph of AlN films deposited at (a) 100 ºC, and (b) 400 ºC 
3.3 Sputtering pressure 
The variation in crystal orientation with different sputtering pressure are observed from the 
XRD studies, where the intensity of (002) orientation increases with the deposition pressure 
and attained a maximum value at 6×10-3 mbar. On further increase to a deposition pressure 
of 8×10-3 mbar, the (002) crystal orientation of the AlN film is changed abruptly to the (100) 
orientation with lesser intensity. The deposited atoms may have altered their direction, 
energy, momentum and mobility due to the decrease in mean free path of the atoms with 
sputtering pressure. The hexagonal wurtzite structure of AlN has two kinds of Al–N bond 
named as B1 and B2. These bonds B1 and B2 together correspond to (110) and (002) planes, 
where B1 corresponds to (100) plane. The formation energy of B2 is relatively larger that of B1 
(Cheng et al., 2003). Hence, the energy required for sputtering species to orient along c-axis 
is larger than the other possible planes. At low pressure, sputtering species possess enough 
energy to form hexagonal wurtzite crystalline structure on substrate surface. It is also 
reported that the surface roughness of the film increases with the increase in deposition 
pressure. The grain size is increased till 6×10-3 mbar deposition pressure and then it reduced 
to 80 nm at 8×10-3 mbar (Kar et al., 2006). In addition, inhomogeneous patterns on the 
surface are also observed at this higher pressure (Fig. 3). It is also observed that the AlN film 
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where it is introduced into the sputtering chamber along with inert argon gas. Argon ions 
produced in the plasma due to sputtering power and thereafter they strike to the 
aluminum target and sputter aluminum atoms. These aluminum atoms react with 
nitrogen and form AlN compound and that deposit on the wafer. Hence, the gas flow 
ratios need to be optimized. To increase sputtering rate, magnets are placed under the 
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shown in scanning electron microscope (SEM) images (Fig. 1) (Kar et al., 2009). 
 
 
Fig. 1. SEM micrographs of AlN films deposited at (a) 200 W, and (b) 300 W 
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3.2 Substrate temperature 
The structural and morphological properties of the deposited AlN films are strongly 
dependent on the kinetics of the sputtered atoms arrived at the substrate. The kinetics of 
sputtered atoms depends on the sputtering parameters. For instance, substrate temperature 
increases the ad-atom mobility and changes the film morphology significantly. One such 
illustrations of morphological change with temperature are seen from the X-Ray diffraction 
(XRD) studies. It is clearly seen from the XRD studies that the c-axis oriented AlN (002) 
peaks become prominent at moderate temperature range (200–300 ºC), but degrades 
significantly at 400 ºC (Kar et al., 2006). This can be attributed to the structural disorderness 
resulting from the incorporation of impurity atoms at higher temperature (Wang, 2000). The 
amount of contamination depends on the sputtering deposition system and process related 
factors, such as base pressure, temperature, gas purity and the partial pressure of moisture, etc. 
(Naik et al., 1999). Furthermore, smaller grain size with smoother surfaces is observed at lower 
deposition temperature, and that increases with temperature (Fig. 2). A possible reason may be 
that the smaller grains grow and merge to form bigger grain, due to the higher thermal energy. 
 
 
Fig. 2. SEM micrograph of AlN films deposited at (a) 100 ºC, and (b) 400 ºC 
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is larger than the other possible planes. At low pressure, sputtering species possess enough 
energy to form hexagonal wurtzite crystalline structure on substrate surface. It is also 
reported that the surface roughness of the film increases with the increase in deposition 
pressure. The grain size is increased till 6×10-3 mbar deposition pressure and then it reduced 
to 80 nm at 8×10-3 mbar (Kar et al., 2006). In addition, inhomogeneous patterns on the 
surface are also observed at this higher pressure (Fig. 3). It is also observed that the AlN film 
  
Acoustic Waves – From Microdevices to Helioseismology 
 
568 
has changed its orientation with less Al-N bond density and reduction of grain size at 8×10-3 
mbar sputtering pressure. Hence, it is inferred that the structural disorder and/or the change 
in the Al-N bond density/angles must have taken place at this particular sputtering pressure. 
 
 
Fig. 3. SEM micrograph of the AlN films deposited at (a) 2×10-3 mbar, and (b) 8×10-3 mbar 
 
 
Fig. 4. SEM micrograph of AlN films deposited at (a) 20 % N2, and (b) SEM image of AlN 
film for  Dts of 5 cm 
3.4 Gas flow ratio  
At lower nitrogen concentration, the intensity of (100) peak is relatively more prominent 
than (002), but the trend reverses with higher nitrogen concentration (Kar et al., 2006). At 
80% N2, a highly oriented (002) peak is observed without trace of (100) orientation. Lower 
argon and higher nitrogen gas concentration results slower aluminum sputtering rate. If the 
time interval for the arrival of Al species at the wafer surface is slower, the Al atom gets 
enough time to react with N2. This increases the probability of Al-N bond formation and  
bonded Al-N molecules get more time to adjust themselves along (002) orientation on the 
substrate. On the other hand, at higher argon concentration, Al does not get enough time for 
complete nitridation due to higher sputtering rate. In addition, faster arrival of the Al at the 
substrate surface results not only in a poor AlN bond, but also provides less time for the 
newly formed AlN to arrange itself along c-axis. A surface texture of smaller grain size, 
smoother, homogeneous and dense granular microstructures has been observed at higher 
concentrations of nitrogen. This indicates a low surface mobility of the ad-atoms at high 
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nitrogen concentration. In contrast, bigger grain size with increased roughness is observed at 
lower nitrogen concentration, where the newly formed smaller grain merges together with a 
previously formed grain and becomes bigger in size. The size and distribution of the micro-
grains is quite uniform at 80% nitrogen concentration. At lower nitrogen concentrations, Ar+ 
ions transfer more energy to the Al target during bombardment, generating more aluminum 
atoms that make clusters with incomplete nitridation of aluminum on the wafer surface. This 
leads to formation of fewer bonds, a poor c-axis orientated and a rough film (Fig 4 (a)).   
3.5 Target-substrate distance 
The kinetics of the sputtered species arriving at the substrate controls the ad-atom mobility 
and atomic rearrangement that governs the microstructure of the film. From the XRD 
studies, it is observed that the intensity of c-axis orientation of the film decreases with 
increase in target to substrate distance Dts (Kar et al., 2008). At shorter Dts, the Ar ions travel 
almost normal to the target due to the high electrical field and knock out Al atoms around 
perpendicular to the target. Because of short deposition path, the probability of collisions of 
the Al atom with gas atoms is low. Therefore, a good quality film is obtained at lower Dts (5 
cm). On the other hand, at larger Dts, the chances of Al collision with gas molecules is 
increased. In this process Al atoms lose its kinetic energy significantly as well as alter 
deposition angles. These randomly arriving Al atoms, with lesser energy, cause self-
shadowing effects and reduce atomic migration that leads to generation of voids in the film 
(Lee et al., 2003). The grain size of the AlN film increases with Dts. For lower Dts, smaller 
grain with minimum surface roughness is observed (Fig. 4(b)) and a coarser grain is found 
at the highest Dts (8 cm). Surface roughness of the synthesized AlN films are also increases 
with Dts. The kinetic energy of deposited species is considered to be a major factor for the 
grain size and the surface roughness of the film. 
3.6 Variation of electrical properties with sputtering parameter 
The AlN film can be used as a dielectric layer in IC; hence, the electric charges are essential 
to study with the sputter deposition parameters. Electric charges like Qin and Dit are highly 
governed by the sputter deposition parameters. A decrease in the Qin is observed with 
sputtering power, where as Dit is found to be minimum at moderate RF power. At higher 
temperature, better electrical properties in the bulk as well as the interface of sputtered AlN 
films are reported; this is mainly due to the formation of bigger grain size and its associated 
effects. It is reported that the defects produced by stress, voids and incorporation of gases 
are main responsible cause for the monotonic increase in Qin. The Dit has a minimum value 
at 6×10-3 mbar sputtering pressure. The Qin and Dit increases with nitrogen concentration. 
This will have a deleterious effect for silicon-based devices at higher nitrogen concentration. 
Rise in the Qin and Dit with the increase in Dts is also reported. It is seen that at larger Dts, the 
morphological as well as the electrical properties of the AlN films deteriorates, whereas, at 
shorter Dts the quality of the film comes out to be better (Kar et al., 2007). Apart from the 
electric charges, it is observed that better crystallinity posses AlN films of higher dielectric 
constant. 
4. Post-deposition annealing effect 
AlN film may see high temperature, if AlN film is monolithically integrated during IC 
fabrication. Post-deposition heat treatment significantly affects the morphology and electric 
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nitrogen concentration. In contrast, bigger grain size with increased roughness is observed at 
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ions transfer more energy to the Al target during bombardment, generating more aluminum 
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leads to formation of fewer bonds, a poor c-axis orientated and a rough film (Fig 4 (a)).   
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and atomic rearrangement that governs the microstructure of the film. From the XRD 
studies, it is observed that the intensity of c-axis orientation of the film decreases with 
increase in target to substrate distance Dts (Kar et al., 2008). At shorter Dts, the Ar ions travel 
almost normal to the target due to the high electrical field and knock out Al atoms around 
perpendicular to the target. Because of short deposition path, the probability of collisions of 
the Al atom with gas atoms is low. Therefore, a good quality film is obtained at lower Dts (5 
cm). On the other hand, at larger Dts, the chances of Al collision with gas molecules is 
increased. In this process Al atoms lose its kinetic energy significantly as well as alter 
deposition angles. These randomly arriving Al atoms, with lesser energy, cause self-
shadowing effects and reduce atomic migration that leads to generation of voids in the film 
(Lee et al., 2003). The grain size of the AlN film increases with Dts. For lower Dts, smaller 
grain with minimum surface roughness is observed (Fig. 4(b)) and a coarser grain is found 
at the highest Dts (8 cm). Surface roughness of the synthesized AlN films are also increases 
with Dts. The kinetic energy of deposited species is considered to be a major factor for the 
grain size and the surface roughness of the film. 
3.6 Variation of electrical properties with sputtering parameter 
The AlN film can be used as a dielectric layer in IC; hence, the electric charges are essential 
to study with the sputter deposition parameters. Electric charges like Qin and Dit are highly 
governed by the sputter deposition parameters. A decrease in the Qin is observed with 
sputtering power, where as Dit is found to be minimum at moderate RF power. At higher 
temperature, better electrical properties in the bulk as well as the interface of sputtered AlN 
films are reported; this is mainly due to the formation of bigger grain size and its associated 
effects. It is reported that the defects produced by stress, voids and incorporation of gases 
are main responsible cause for the monotonic increase in Qin. The Dit has a minimum value 
at 6×10-3 mbar sputtering pressure. The Qin and Dit increases with nitrogen concentration. 
This will have a deleterious effect for silicon-based devices at higher nitrogen concentration. 
Rise in the Qin and Dit with the increase in Dts is also reported. It is seen that at larger Dts, the 
morphological as well as the electrical properties of the AlN films deteriorates, whereas, at 
shorter Dts the quality of the film comes out to be better (Kar et al., 2007). Apart from the 
electric charges, it is observed that better crystallinity posses AlN films of higher dielectric 
constant. 
4. Post-deposition annealing effect 
AlN film may see high temperature, if AlN film is monolithically integrated during IC 
fabrication. Post-deposition heat treatment significantly affects the morphology and electric 
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charges of AlN film. The post-deposition thermal treatments (annealing) of AlN film are 
generally carried out by two distinguished modes; namely, Rapid Thermal Annealing (RTA) 
and conventional furnace annealing.  
4.1 Rapid thermal annealing (RTA) process 
The XRD studies show that the intensity of c-axis (002) orientation increases upto annealing 
temperature of 800 ºC in nitrogen ambient and then it marginally decreases at 1000 ºC (Kar 
et al., 2005). The shift in XRD diffraction peaks is reported at higher temperatures, which 
may be due to the generation of stress. Granular worm-like nanostructures are found in as-
deposited AlN films (Fig. 5), whereas cracks are observed for annealing at 1000 ºC. A short 
duration of heat pulse by RTA is barely sufficient to modulate the film surface, but not 
enough to activate the grains of the AlN films to merge themselves to form bigger grains. 
Appearances of cracks are due to the stress developed in the film. The thermal coefficient 
mismatch between the AlN and silicon substrate may be generated from the fast ramp up 
and ramp down annealing heat cycle during rapid thermal annealing. The position and 
density of cracks depend strongly on the defects, dislocations and the structural relaxation 
of grain boundaries. The surface roughness is considerably increased for the film annealed 
at higher temperatures due to the surface modulation.  
 
 
Fig. 5. SEM micrograph of AlN films RTA processed at (a) as-deposited, and (b) 1000 ºC 
4.2 Furnace annealing 
The intensity of the (002) peak increases with furnace annealing temperature, where the 
atoms acquire adequate activation energy to become (002) oriented. Sometimes, many of the 
atoms may not be at the crystal lattice site in the as-deposited AlN film, which causes the 
lattice strain and the formation of microvoids. During conventional furnace annealing, 
atoms get enough time to acquire sufficient kinetic energy and occupy relative equilibrium 
positions that minimize the lattice strain and microvoids, which results in a better crystalline 
film. Furthermore, the furnace annealing process minimizes the dislocations and the other 
structural defects and forms a better stoichiometric material. From the SEM micrographs, it 
is observed that the granular worm-like textures grow bigger in size with increased surface 
roughness as a result of annealing (Fig. 6). The possible reasons for increase in the grain size 
and the surface roughness may be due to atomic migration in the film towards the lower 
surface energy with annealing temperature (Kar et al., 2009). 
Aluminum Nitride (AlN)  




Fig. 6. SEM micrograph of AlN films annealed at (a) as-deposited, and (b) 800 ºC 
4.3 Effect of annealing on electrical properties 
In both types of annealing, the Qin is increased with temperature. The probable reasons for 
the rise in the Qin may be due to the generation of trap centres with annealing in the 
nitrogen ambient. In RTA, the Dit is found to be strongly dependent on the annealing 
temperature and it significantly reduced at 600ºC. With furnace annealing, the Dit decreases 
with increase in annealing temperature.  
5. Growth of AlN films on different substrates  
Many a times, AlN films are made on an insulator (SiO2) for isolation or it is deposited over 
the metallic electrodes for thin film resonators (TFR). In future, AlN film on high speed 
semiconductor substrates such as GaAs, InP can be exploited for high speed signal 
processing and Micro-Opto-Electro-Mechanical Systems (MOEMS) applications. Hence, 
integration of AlN films on GaAs and InP substrates for a new generation of high-speed 
devices/subsystems, especially for telecommunications, and radar applications are 
required. Growth and surface morphology of a deposited film depends not only on the 
kinetics of the arriving species at the substrate, but also on the nature of the substrates 
chosen, even if they belong to the same family. In addition, substrate orientation, thermal 
conductivity and thermal expansion coefficients play vital roles in film growth and its 
morphology. C-axis oriented AlN films are deposited on Si and SiO2/Si substrates by RF 
reactive magnetron sputtering, where the degree of orientation decreases with increase in 
oxide thickness. The surface roughness of the films deposited on SiO2/Si is higher. AlN 
films are also deposited on GaAs and InP substrates by reactive magnetron sputtering 
technique under identical deposition conditions. c-axis (002) oriented films are observed on  
GaAs substrates; whereas, AlN (100), (002) and (102) oriented peaks are seen in case of InP 
substrates. Surface morphology of the films deposited on Si and InP substrates seems to be 
similar, but the films on InP are little rougher with the development of nano-pores. AlN 
films, grown on GaAs substrates, forms bump like structures (Kar et al., 2009), which may 
be due to thermal and/or lattice mismatch. It is important to note that the crystallinity and 
stochiometry of the initial layer of AlN film also plays a significant role in the creation of 
defects and mismatches (Ahmed et al., 1992). Crystal orientation of AlN films is also a strong 
function of the bottom metal electrodes. AlN films deposited on metals (Al, Cu, Cr, Au) are c-
axis oriented, whereas the films deposited on Al and Cu are rough with larger grains. 
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6. AlN film based acoustic device  
SAW and BAW are two import types of acoustic wave devices used in RF comunication. 
These devices can be realized either on a solid substrate/film or through micromachined 
suspended beam structures. In SAW devices, an elastic wave travels on the surface of a 
piezoelectric material and displaces the atoms about their equilibrium positions at the 
interface of piezoelectric film and solid substrate. The neighboring atoms at the interface 
then produce restoring forces to bring the displaced atoms back to their original positions. 
SAW can be generated by placing two inter digital transducers (IDT) either sides of the 
substrate. These IDTs have alternating periodic fingers (Fig. 7). RF signal is applied one of 
these alternating polarity fingers (IDT) that produces elastic mechanical wave in the 
substrate. This wave travels along the substrate and also collected by placing another IDT on 
the piezoelectric material, some distance away from the first IDT. The second IDT collects 
the RF signal, which can be retransformed into the electric signal. As the elastic-mechanical 
wave has the speed of acoustic wave, it introduces the delay of signal by 103 order. This is 
the prime use of SAW device. The periodicity p, (centre-to-centre spacing between 
neighbouring IDT fingers of same polarity) becomes the wavelength of the acoustic wave, 
and dictates its frequency f = v/p, where f and v represent acoustic wave frequency and 
acoustic propagation velocity, respectively.  
 
 
Fig. 7. Schematic diagram of SAW device 
Thin Film Bulk Acoustic Resonator (FBAR) device consisting of a piezoelectric material 
sandwiched between two electrodes and is acoustically de-coupled from the surrounding 
medium. FBAR devices, using AlN piezoelectric with thickness ranging from tenth of 
micrometers to several micrometers, resonate in the cellular bands of cell phones and other 
wireless applications. On applying voltage across the electrodes, the piezoelectric thin film 
undergoes a shear deformation, and a BAW resonance occurs in the AlN film due to 
coherent reflection at the top and bottom boundaries of the metal film or plate electrodes. 
The frequency of resonance is dependent on the physical structures; hence, desired resonant 
frequency can be obtained by tailoring physical dimension of the structure. For RF 
frequency, physical dimension of resonators can be realized by using MEMS technology. 
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MEMS resonators are comprised of a microscale mechanical element, which converts 
mechanical to electrical signal and vice versa.  One of the prominent resonator structures is 
MEMS cantilever, which is based on thin piezoelectric films. Film resonates when an ac 
voltage is applied across the film. Resonator can be made without piezoelectric material 
(electrostatic, capacitive resonator), but it suffers with large resistance, in the range of MΩ, 
and depends on driving voltage. On the other hand, piezoelectric resonators have smaller 
resistance of the order of KΩ and are more suitable for UHF device applications. (Lakin, 
1999; Quandt et al., 2000; Humad et al., 2003). In addition, the output is easier to sense in a 
piezoelectric resonator. Furthermore, a piezoelectric resonator has certain advantages over 
the electrostatic resonator (capacitive resonators), such as low current consumption and 
lower actuation voltages (Olivares et al.; 2005). But the quality factor (Q) of piezoelectric 
resonator is smaller than that of a capacitive resonator. The quality factor of any resonator is 
proportional to the decay time, and is inversely proportional to the bandwidth around 
resonance. Higher Q represents higher frequency stability and accuracy capability of the 
resonator (De Los Santos, 1999).  
 
 
Fig. 8. XRD pattern, and AFM image (inset) of sputtered AlN film for SAW 
6.1 Evaluation of AlN films through SAW devices 
Higher RF power (400 W) and nitrogen concentration (80%), moderate substrate 
temperature (200 °C) and sputtering pressure (6×10-3 mbar), lower target-substrate 
distance (5 cm) is suitable for the growth of smooth, highly c-axis oriented  AlN  film with 
better electrical properties. A c-axis (002) oriented peak is recorded at 2θ value of 36.1º 
(Fig. 8). The atomic force micrograph of the film shows dense microstructure with 
continuous grain growth (inset of Fig. 8). This kind of film is suitable for SAW devices. In 
a typical case, each IDT consisted of 25 pairs of fingers/electrodes with 30 μm centre-to-
centre spacing between the two neighbouring fingers comprising a pair (p/2). The width 
of each finger/electrode is designed to be 15 μm (p/4) with each of 6.0 mm length and 5.0 
mm overlap, producing a SAW filter with an acoustic wavelength of 60 μm (Kar et al., 
2009). The SAW device parameters are: AlN film thickness = 0.92 μm, acoustic wavelength 
= 60 μm, SAW velocity = 5058 m/sec, electromechanical coupling coefficient (K2) = 0.34%. 
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6. AlN film based acoustic device  
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Fig. 7. Schematic diagram of SAW device 
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frequency, physical dimension of resonators can be realized by using MEMS technology. 
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MEMS resonators are comprised of a microscale mechanical element, which converts 
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proportional to the decay time, and is inversely proportional to the bandwidth around 
resonance. Higher Q represents higher frequency stability and accuracy capability of the 
resonator (De Los Santos, 1999).  
 
 
Fig. 8. XRD pattern, and AFM image (inset) of sputtered AlN film for SAW 
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of each finger/electrode is designed to be 15 μm (p/4) with each of 6.0 mm length and 5.0 
mm overlap, producing a SAW filter with an acoustic wavelength of 60 μm (Kar et al., 
2009). The SAW device parameters are: AlN film thickness = 0.92 μm, acoustic wavelength 
= 60 μm, SAW velocity = 5058 m/sec, electromechanical coupling coefficient (K2) = 0.34%. 
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Time response, due to acoustic frequency alone, is found after the gating out the response 
due to electromagnetic feed through. For the centre to centre distance between the two 
IDT’s (d) = 7 mm, the main SAW signal centred at time (delay) = d/ VSAW = 7/5058 = 1.384 
μs is obtained. The central acoustic frequency (f0) response after the gating out is observed 
at 84.304 MHz (Fig. 9). 
 
 
Fig. 9. (a) Optical image of AlN based SAW devices, and (b) Measured response of the SAW 
device 
6.2 Fabrication of AlN film based MEMS 
Anisotropic etching of silicon is a key technology for fabrication of various three-
dimensional structures such as thin membranes and microbridges for MEMS. Generally, 
anisotropic silicon etching is done by potassium hydroxide (KOH) or ethylenediamine 
pyrochatechol (EDP) etchant (French, 2001; Ni et al., 2005). Another technique, which is 
more versatile, CMOS process compatible and nontoxic, provides better selective etching 
using doped tetramethylammonium hydroxide (TMAH) etchant (Biswas et al., 2006). The 
characteristics of these three etchants are listed in Table 2. Many AlN and Al based MEMS 
structures are also isolated from silicon by silicon dioxide. Hence, their selective etching is 
very important. Diluted tetramethylammonium hydroxide (TMAH, 5 wt %), doped with 
silicic acid (30.5 g/l) and ammonium persulphate (5.5 g/l), is suitable for CMOS silicon 
microprocessing. To protect Al and AlN, silicic acid has been chosen instead of pure silicon 
powder, because silicic acid dissolves quickly in TMAH solution. Ammonium persulphate 
(AP) is also added to the above-mentioned solution to reduce the surface roughness of 
etched silicon. The etch rate of silicon in doped TMAH is found to be 50 μm/hour. During 
silicon etching the Al, AlN and SiO2 films are used as mask layers (Fig. 10). Low etch rates of 
Al and AlN (18-30 nm/hour) as well as SiO2 (2.5 nm/hour) are found to be suitable for 
MEMS applications. Probable reason for low etch rate of Al may be the formation of a 
passivating layer during TMAH etching (Fujitsuka et al., 2004). Dilute TMAH is a well 
known etchant for AlN film (Kim et al., 2004) and Al as well. But doped TMAH shows 
significantly lower etch rates for AlN and Al, which are exploited for AlN based suspended 
microstructures. Fig. 10 (d) depicts suspended Cr/AlN/Cr/SiO2 cantilevers fixed at one 
end, where in one of the microstructures  is lifted up because of the stress (Kar et al., 2009). 
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Property KOH EDP TMAH 
Si etch rate (100), μm/h 150 30-35 40-60 
Etch quality high high medium 
Selectivity (111)/(100) 1:30-100 1:20 1:10-50 
Under-etch rate 0.5-1.5 1.4-1.5 0.2-1.7 
CMOS compatible no yes yes 
Selectivity PECVD SiO2/Si 1:100-300 1:10,000 1:100-1000 
Selectivity PECVD SIN/Si 1:10,000 ---------- 1:150-200 
Attack of aluminum high medium low with Si 
Etch stop boron dope boron dope boron dope 
Toxicity low high low 
Long-term stability high low medium 
Cost low high medium 




Fig. 10. Micrographs of etched silicon (a) AlN/Si, (b) Al/Si, (c) SiO2/Si, (d) AlN based 
suspended microstructures 
Al 
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This chapter focuses on the study of RF sputtered AlN films in view of ICs, acoustic devices 
and MEMS applications. It is divided into two distinct parts; growth, characterization and 
optimization of device worthy AlN film (mostly on silicon), and demonstration of acoustic 
and MEMS device applications. The morphological and electrical properties of RF sputtered 
AlN films are studied with sputtering power, deposition temperature, sputtering pressure, 
gas flow ratio and target to substrate spacing (Dts). Higher RF power (400 W) and nitrogen 
concentration (80%), moderate substrate temperature (200 °C) and sputtering pressure 
(6×10-3 mbar), lower target-substrate distance (5 cm) is suitable for the growth of smooth, 
highly c-axis oriented film with better electrical properties. Post-deposition (RTA and 
furnace) annealing has a significant impact on the morphology as well as the electrical 
properties. The RTA processed AlN films have relatively high c-axis (002) orientation films 
at 800 ºC, where microcracks are appeared during RTA process at 1000 ºC. Bulk charge 
density is increased with annealing temperature both types of annealing. A significant 
reduction in interface charge density is found at 600ºC with RTA process, whereas it 
decreases with furnace annealing temperature. AlN films are deposited and characterized 
on different substrates by RF reactive magnetron sputtering. On SiO2/Si substrates, (002) 
orientation is deteriorated and surface roughness of the films is increased with the increase 
in oxide thickness. c-axis (002) oriented films are observed on  Si and GaAs substrates, 
whereas AlN (100), (002) and (102) oriented peaks are seen on InP substrates. AlN films, 
deposited on GaAs substrate, show bump like structures. c-axis oriented AlN films are also 
observed on metallic films. The AlN films, deposited on Al and Cu, are found to be rough 
with larger grains. Piezoelectric nature of RF deposited AlN films is ascertained from the 
performance of a SAW device. This device is centred around a frequency of 84.3 MHz and 
acoustic phase velocity is inferred to be 5058 m/ sec with K2 of 0.34 %. The TMAH solution, 
doped with an appropriate ratio of silicic acid and ammonium persulphate, is developed for 
micromachining of AlN based structures. The etch rate of silicon is around 50 μm/hour.  On 
the otherhand, the doped solution has negligible impact on Al, AlN and SiO2 films. The 
growth of highly (002) oriented AlN films, post deposition process and micromachining 
method will provide an appropriate platform for the fabrication of futuristic electronic 
devices. 
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technology must satisfy the requirements of low cost, high frequency, high-Q, low loss, 
large piezoelectric coupling and zero temperature coefficient of delay (TCD) to be key 
devices in the communication and sensor fields. The temperature stability of the 
piezoelectric crystal is an essential characteristic because of its direct link with the 
temperature sensitivity of the electroacoustic device operation frequency. The high 
operation frequency is an essential characteristic for  SAW and BAW devices to be used in  
mobile phones, cordless headphones, alarm and security systems, military equipment, 
sensors, etc. The temperature stability and the high operation frequency demands can be 
met through a proper choice of the piezoelectric substrate crystal cut, new piezoelectric 
materials and/or multilayer configurations. The use of temperature stable cuts of single 
crystal bulk piezoelectric materials or temperature compensated multilayers represents two 
possible solutions to the temperature stability requirement. The use of high-resolution 
lithography techniques and/or of high SAW velocity materials is required in order to 
extend the upper limit of the electroacoustic device frequency range. Submicron feature 
sized interdigital transducers (IDTs) are required to implement GHz range SAW devices on 
slow  piezoelectric materials, while micron feature sized IDTs can still be used on fast 
materials, since the SAW device centre frequency, f = v/λ, depends on both the phase 
velocity of the propagating medium, v, and on the acoustic wavelength λ, being the IDT’s 
period p = λ/2. Conventional piezoelectric substrates, such as quartz, lithium niobate 
(LiNbO3), and lithium tantalate (LiTa03) crystals, cannot be used above 500°C. Quartz ST cut 
is a temperature stable material but it shows an alpha-beta transition at 573°C, which causes 
the loss of piezoelectricity, and results in a non-operable device. SAW devices implemented 
on  LiNb03 have been studied for a temporary usage at 400°C [1]; however the LiNbO3 
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material and has a TCD as high as ∼75 ppm/°C. LiTaO3 shows properties, such as a low 
Curie temperature (607°C), sensitivity to temperature variations (TCD = 22 ppm/°C for the 
X-112°Y cut) and a strong pyroelectricity, which limit its operation at elevated temperatures. 
Piezoelectric bulk single crystals such as GaPO4, LGS (La5Ga3SiO14) and its isomorphs 
(called LGX family group) substrates are widely investigated for the realization of SAW-
based devices able to work at high temperature. LGS belongs to the trigonal class 32 group 
as quartz but it has no α-β transitions and can operate up to its melting temperature of 
1470°. It shows zero or very low TCD cuts with zero power flow angle and higher 
electromechanical coupling coefficient than that of quartz [2]. Langasite based SAW devices 
are not suitable for operation in the GHz range as a consequence of their low phase velocity 
and high acoustic losses (from 1 to 0.01 dB/wavelength [3]). GaPO4 has twice the sensitivity 
of quartz and many its physical constants are stable up to about 900°C, but the accessible 
frequencies are limited to values of 1 GHz as a consequence of quite high acoustic losses.  
The technology of thin piezoelectric films (such as AlN) offers the opportunity of combining 
the properties of the substrate with those of the film: thus a composite arrangement of fast 
materials with opposite sign TCDs and a proper design of the electroacoustic configuration 
enable achieving a thermally stable SAW device operating in the GHz range. 
Aluminium nitride (AlN) is a piezoelectric material that shows interesting properties, such 
as  excellent thermal conductivity (180W/mK), low coefficient of thermal expansion (CTE, 
4.1 x 10-6 °C-1), and good resistance to thermal shock and caustic chemicals [4], that make it 
useful as protective coating and guarantee the stability of the AlN-based devices when they 
are in contact with extreme environments. It is currently being investigated due to its 
promising potentialities for high-temperature, high-power, and high-frequency electronics. 
It has demonstrated to be an ideal candidate for packaging SiC-devices for high-temperature 
applications [5] thanks to its CTE that closely matches those of Si (3.5 x 10-6 °C-1) and SiC (3.7 
x 10-6 °C-1), high electrical resistivity, high mechanical strength, and chemical inertness. 
Reactively sputtered AlN films have been used as an effective encapsulant for GaN [6] at an 
annealing temperature of 1100°C substituting the standard dielectric encapsulants, such as 
SiO2 and Si3N4, that are not viable at so high temperatures. AlN maintains its piezoelectricity 
up to 1200°C in vacuum and shows very high BAW and SAW velocities (∼6000 m/s and 
11300 m/s for transversal and longitudinal BAWs propagating along the z direction, 5607 
m/s  for SAWs propagating in the z plane) that make it the ideal candidate for microwave 
electroacoustic devices implementation. Furthermore, AlN can be grown in thin film form 
onto non piezoelectric substrates by techniques as simple as the rf reactive sputtering. Both 
the structural properties of the substrate and the experimental sputtering parameters (such 
as the reactive gas flow rate, the partial pressure of reactive and inert gasses, the substrate 
temperature, the rf power, and the substrate-target distance) affect the morphological and 
structural properties of the sputtered thin films. The requirements for a suitable substrate 
include also a thermal coefficient-of-expansion compatible with that of the film, high-
temperature stability, machinability, good adherence of the AlN film: among the available 
substrates, silicon, platinum and sapphire satisfy these requirements. Al2O3, substrates have 
a wide range of industrial applications as structural ceramic and optical materials. Al2O3 is 
extensively used as a high temperature, corrosion resistant refractory material due to its 
hardness, chemical durability, abrasive resistance, mechanical strength, and good electrical 
insulation. Al2O3 shows good thermal conductivity (24 W/mK), high SAW velocity (in the 
range 5555 to 5706 m/s in the c-plane), positive TCD (∼70 ppm/°C) and a CTE that closely 
matches that of AlN. The AlN/Al2O3 –based multilayers can withstand temperatures up to 
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900°C, thus allowing the realization of high frequency, temperature compensated dispersive 
electroacoustic devices for high temperature applications. Electroacoustic devices 
implemented on Si substrates offer the opportunity to integrate the device with the 
surrounding electronic circuitry on the same chip. Moreover, the opposite TCD of Si ( ∼30 
ppm/°C) and AlN (∼ -30 ppm/°C) allows the realisation of zero-temperature-coefficient 
acoustic devices at the proper film thickness to be used as sensors and actuators where low 
loss, low thermal drift, high sensitivity and high signal-to-noise ratio are demanded [7, 8]. Pt 
is the material of choice for metallic components that have to withstand oxidation, thank to 
its high temperature coefficient of resistance: Pt can be grown in thin film form and both the 
IDTs and ground electrodes can be easily defined by lift off technique.  
In the present chapter the sustainability of Pt and AlN films on sapphire and Si substrates 
for high temperature applications is assessed.  
2. AlN-based SAW devices 
Bulk piezoelectric single crystals, such as LGS and GaPO4, can be used for the 
implementation of non dispersive SAW devices, such as delay lines, filters and resonators, 
and the SAW propagation characteristics, such as phase velocity, electroacoustic coupling 
efficiency K2 and TCD, depend on the crystal cut and SAW propagation direction, as well as 
on the geometry of the IDTs . The SAW propagation is excited by IDTs located at the free 
surface of the piezoelectric substrate and directly exposed to the surrounding environment, 
as shown in figure 1.  
 
 
Fig. 1. SAW delay line on a piezoelectric substrate 
AlN can be grown in thin film form onto non piezoelectric substrates, such as silicon or 
sapphire, thus allowing the realization of dispersive electroacoustic devices. Moreover, if the 
AlN film is sandwiched between the IDTs and the ground electrode, four piezoelectric 
coupling configurations can be obtained by placing the IDTs at the substrate/film interface 
or at the film surface, with and without the floating electrode opposite the IDTs. These four 
structures will be mentioned hereafter as substrate/film/IDT (SFT), 
substrate/IDT/film/metal (STFM), substrate/IDT/film (STF) and  substrate/metal/film/IDT 
(SMFT), respectively. Figure 2a shows the top view of a dispersive SAW delay line, and figure 
2b shows the cross sections of the four coupling configurations.  
When the IDTs are located at the substrate/film interface, the piezoelectric film plays the 
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These four configurations show frequency dispersive SAW propagation characteristics, that 
are no longer solely determined by the geometry of the IDTs, the crystals cut, and the SAW 
propagation direction, but also by the film thickness and the electrical boundary conditions. 
For SAW propagating along layered structures, the achievable K2 value is sometimes larger 
than that of the individual piezoelectric materials; it is frequency dispersive and depends on 
the type and orientation of the piezoelectric material, and it is drastically affected by the 
location of the IDTs and counter electrode with respect to the piezolectric layer. As an 
example, figures 3a and 3b show the K2 vs film thickness to wavelength ratio, h/λ, for SAW 
propagation along zx- and zy-Al2O3/AlN for the four coupling configurations: the highest 
K2 values obtainable are about 0.50 and 0.67% for STF x and y propagation (at h/λ ∼ 0.65 
and 0.60), 0.49 and 0.64 % for STFM x and y propagation (at h/λ ∼ 0.67 and 0.62), being 0.3% 
the AlN K2 value.  
 
 
Fig. 2a. Dispersive SAW delay line 
 
 














Fig. 3b. K2 vs h/λ for SAW propagating along zy-Al2O3/AlN for the four coupling 
structures 
Figures 4a and 4b show the K2 vs h/λ for SAW propagation along Si/Pt/AlN and 
Si/AlN/Pt, being the Pt thickness the running parameter. 
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Fig. 4a. The K2 vs AlN h/λ for SAW propagation along Si/Pt/AlN, for different Pt thickness 
values normalized to the acoustic wavelength 
 
 
Fig. 4b. The K2 vs AlN h/λ for SAW propagation along Si/AlN/Pt, for different Pt thickness 
values normalized to the acoustic wavelength 
In figure 4a the highest K2 values obtainable are in the range 0.5 to 0.63% at ∼h/λ = 0.55 for 
Pt h/λ = 10-8 to 10-1. In figure 4b the highest K2 values obtainable are in the range 0.5 to 
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0.52% at ∼h/λ = 0.555 for Pt h/λ = 10-8 to 10-3. The theoretical data shown in figures 3 and 4 
have been evaluated using the PC SAW software developed by Mc Gill University [9]. The 









⋅  where fphv  and 
m
phv   are the SAW 
phase velocities along the free and electrically short-circuited surfaces of the AlN film. The 
phase velocity mphv  is obtained by the insertion of a perfectly conductive and infinitesimally 
thin film at the interfaces where the IDTs and the ground plane are located in each of the 
four coupling structure. The physical data relative to the elastic, piezoelectric and dielectric 
constants of  AlN film are extracted from [10] and [11] and refer to single crystal AlN thin 
films grown on the basal plane of Al2O3(0001) by metalorganic vapor deposition. The TCD 
of the bulk piezoelectric crystal depends  only on the crystal cut and the SAW propagation 
direction, while that of a layered structures is frequency dispersive. Because the SAW 
penetration depth inside the propagating medium is about one wavelength, in a layered 
medium, for h/λ << 1, the most of the SAW energy is confined to the substrate, while, as h 
increases with respect to λ, more and more of the SAW energy is confined to the film. For 
small AlN film thickness (h/λ < 1) the TCD value of the multilayer corresponds 
approximately to that of the substrate. With increasing the AlN film thickness respect to the 
acoustic wavelength (h/λ ≥ 1) the TCD reaches the AlN TCD value. If the film and the 
substrate show opposite sign TCD values, there will be a h/λ value at which TCD = 0 
ppm/°C (the temperature compensated point, TCP). This h/λ value represents the film 
thickness for which the two opposite sign TCDs of the film and of the substrate equilibrate 
to form a thermally compensated structure. Thus high-frequency, enhanced coupling, and 
thermally compensated elctroacoustic devices can be designed at the proper AlN films 
thickness values [12]. 
3. Materials and methods 
Highly c-axis oriented AlN films were grown at 180°C and at 200°C by rf reactive sputtering 
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Fig. 4a. The K2 vs AlN h/λ for SAW propagation along Si/Pt/AlN, for different Pt thickness 
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Fig. 4b. The K2 vs AlN h/λ for SAW propagation along Si/AlN/Pt, for different Pt thickness 
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0.52% at ∼h/λ = 0.555 for Pt h/λ = 10-8 to 10-3. The theoretical data shown in figures 3 and 4 
have been evaluated using the PC SAW software developed by Mc Gill University [9]. The 
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temperature. A temperature ramp of 1°C/s was measured by a thermocouple after the 
insertion of the cold sample inside the furnace. The furnace tube was not hermetically sealed, 
so ambient air was present during the loading and unloading of samples [14]. The structural 
properties of annealed Pt and AlN films were investigated by by X-ray diffraction 
measurements  (XRD) a Seifert XRD 3003P performed on a a Seifert XRD 3003P 
diffractometer operating in the Bragg-Brentano geometry using Cu-Kα radiation (λ = 1.5418 
Å) and the diffracted intensities were collected in  θ-2θ scan mode in the range 20° <2θ < 80° 
with step size 0.04°. The reflection peaks of the diffractograms were compared with the 







where λ is the wavelength, B the θ-2θ full width at half maximum 
(FWHM) of the (0002) peak in rad and θ the Bragg angle. The c and a lattice parameters of 
the AlN and Pt films were calculated from the angular position of the AlN (002) and Pt (111) 
diffraction peaks of the θ-2θ scan and compared to the value from ref. 13 for Pt  and powder 
AlN (a = 3.9231Å,  c = 4.979Å). Since the electrical resistivity of the thin conducting films 
influences the device characteristics (such as insertion loss and Joule heating), the electrical 
resistance and the surface morphology of the outer Pt electrode were investigated at room 
temperature after each thermal annealing. The annealing effects on the piezoelectric 
constant d33 of the AlN films were also estimated [14]. 
3.1 Pt/AlN/Pt/SiO2/Si      
AlN films, 3.15 µm thick, were sputtered on bare and Pt (2200 Å thick) -covered SiO2/Si(100) 
substrates, being  ∼2 µm the silicon oxide thickness; a Pt film (2200 Å thick) was sputtered 
on the AlN free surface and then the Pt/AlN/Pt/SiO2/Si multilayers were heated at 900°C 
in air for lengths of time ranging from 1 to 32 hours. Figure 5 shows the XRD patterns of the 
as grown and annealed multilayers [14].  
 
 
Fig. 5. XRD patterns of Pt/AlN/Pt/SiO2/Si structures: the running parameter represents the 
annealing time 
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The piezoelectric AlN film is c axis oriented perpendicularly to the growth plane: in all the 
samples the AlN (002) and (004) peaks, at ∼ 36° and at ∼ 76°,  are visible even after 32 hours 
annealing. The peak at 2ϑ  ∼40° corresponds to the Pt film strongly oriented along the (111) 
plane; with increasing the annealing time, a very small stress-induced shift in the Pt (111) 
peak position can be observed, while the same peak becomes narrower indicating a growing 
(111) fiber texture. As a consequence of the temperature-induced improvement of the Pt 
local epitaxy, the alignment precision of the AlN film crystalline planes also improves. The 
XRD data of the outer Pt film showed two peaks at 2θ∼ 40° and 46.3° corresponding to the 
(111) and (200) orientations, and also a small platinum oxide (220) peak, at ∼66°, clearly 
visible after the 1st annealing, that does not increase in percentage after the successive 
thermal cycles [14]. The AlN and Pt FWHM of the 2ϑ ϑ−  scan before and after the 
annealing [14] resulted improved, starting from 0.391 and 0.415° of the as grown AlN and 
Pt films, up to 0.24 and 0.28° after 32 hours annealing. The  c and a lattice parameter of 
AlN and Pt films of the as-grown samples, calculated from the angular position of the 
(002) and (111) diffraction peaks, are respectively larger (4.997 Å) and smaller (3.914Å) 
than the values reported for bulk single crystal AlN and Pt [13], as a consequence of the 
lattice mismatch between the two materials. Figures 6 and 7 show the FWHM of the 




Fig. 6. FWHM of the AlN(002) and Pt(111)  peaks vs annealing time 
After the first annealings the AlN c parameter relaxes to the bulk while the Pt a parameter 
slightly decreases. Further annealings result in a permanent in-plane compressive stress for 
both the AlN and Pt films. The AlN(002) and Pt(111) peaks’ FWHM decreases with 
increasing the annealing time indicating a decrease of inhomogeneous strain distribution.  
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Fig. 6. FWHM of the AlN(002) and Pt(111)  peaks vs annealing time 
After the first annealings the AlN c parameter relaxes to the bulk while the Pt a parameter 
slightly decreases. Further annealings result in a permanent in-plane compressive stress for 
both the AlN and Pt films. The AlN(002) and Pt(111) peaks’ FWHM decreases with 
increasing the annealing time indicating a decrease of inhomogeneous strain distribution.  
  




Fig. 7. c and a lattice parameters of AlN and Pt films vs the annealing time 
The measurement of the longitudinal piezoelectric coefficient d33f of the AlN film was done 
at ambient temperature on the same type multilayer without the outer  Pt films, before and 
after the thermal annealing, with a method described in ref. 15 and based on the direct 
piezoelectric effect: a longitudinal acoustic wave perturbs the sample via a special probe and 
the electrical voltage induced in the piezoelectric film is measured. The probe consisted of a 
metal rod in contact with a Pb(Zr,Ti)O3 (PZT)-based low frequency transducer that was 
connected to a pulse generator (pulse width 0.1-1.0 ns) to produce longitudinal bursts 
propagating along the metal rod. The contact between the rod and the piezoelectric film 
surface resulted in the application of a stress on the surface of AlN films. Stress-induced 
electrical charges were collected at the piezoelectric film surfaces by electrodes (the metal 
rod and the conducting substrate) and observed on a scope. The piezoelectric strain 
constant, d33f, of the tested films was evaluated comparing the film response with the 
response of a thin single crystal reference sample, whose d33 was known. All the tested films 
showed to be piezoelectric with a difference in the d33f  obtained values not appreciable with 
this measurement technique because of an error of about 15-20 %. The estimated mean value 
is in the range from 6.2 and 7.4 pC/N, for both the as grown and all the annealed samples: 
these values well agree with the corresponding value reported in the available literature [16] 
that is about 6 pC/N. 
The sheet resistivity of the Pt layer deposited on the AlN/Pt/SiO2/Si multilayer free surface 
was measured at ambient temperature by the four point method, before and after the 
thermal annealing. It was observed that the sheet resistance values decreases with 
increasing the annealing time, starting from ∼0.6 Ω/sq, refereed to the unannealed samples, 
to ∼0.5 Ω/sq, referred to the 32 hours annealed samples [14]. Scanning electron microscopy 
(SEM) investigations revealed an average grain size increased with increasing the annealing 
lasting. The as deposited Pt films have small grain size (about 400 nm), as shown in figure 8, 
and this high density of grain-boundary affects the high resistivity of the films.  
 




Fig. 8. SEM photo of the as deposited Pt film 
 
 
Fig. 9. SEM photo of the 32 hours annealed Pt film 
Moreover, the as-grown films contain a number of structural defects that anneal out when 
heat treatment is carried out and, as a result, the film’s resistivity decreases. The Pt 
annealing results in the relaxation of intrinsic stresses, as well as in the redistribution of 
structural imperfections: grains coalescence take place and the film sheet resistivity 
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decreases. SEM photo of the 32 hours annealed sample, shown in figure 9, demonstrates that 
recrystallization of Pt surface occurs [14].  
The unannealed outer Pt film was silvery while the annealed films were matt: this color 
change can be explained with the increase of the Pt grain size. The adhesion strength of the 
Pt films was good enough to pass a rudimentary “tape test” with a transparent tape after 
each anneal as well. 
3.2 c-AlN/(0001)-Al2O3    
Highly c-axis oriented AlN films were grown by rf reactive sputtering technique on the 
polished surface of (0001) oriented single crystal Al2O3 substrate. Then the as grown films, 
0.26 to 4.7 µm thick, were thermally annealed at 900°C in air for 1 to 18 hours and the AlN 
structural characteristics were evaluated after each thermal cycle. References are available in 
the literature concerning  the high thermal annealing (HTA) of AlN on Si performed at 700 – 
1200 °C for 2 to 12 hours in controlled atmosphere (in oxygen or nitrogen flux) or in high 
vacuum; AlN films on Al2O3 were heated at 950 °C in air for 30 minutes [20] to 1 hour [21], 
at 900 to 1200 °C for 10 s in flowing N2[22], and at 800 °C for 90 minutes in air [23]; bulk AlN 
was annealed in oxygen at 900 – 1150 °C for 6 hours [24]. In the present work, the HTA of 
the AlN films on Si and on Al2O3 substrates have been performed up to 32 and 18 hours, 
respectively. No damage was observed on the surface of the AlN/Al2O3 film even after 18 
hours annealing: the AlN films were still clear, uniform, and extremely adhesive to the 
substrate. The impact of the annealing on the films structural properties was investigated by 
XRD before and after undergoing the thermal annealing. The D and c parameter of the AlN 














0 0.384 218 4.995
4 0.281 297 4.977
8 0.289 288 4.978
12 0.290 290 4.978
4 
 
0 0.270 540 4.976
1 0.269 548 5.024
3 0.264 555 5.026
5 0.262 593 5.027
9 0.261 611 5.037
18 - - - 
1.5 
 
0 0.289 252 4.978
4 0.332 288 4.984
8 0.350 281 4.989
10 0.410 303 5.001
0.26 
 
0 0.500 220 4.986
3 0.422 198 5.048
4 - - - 
Table 1. The AlN (002) FWHM, the D and c parameter of the AlN films thermally annealed 
for different time periods 
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Figures 10, 11 and 12 show the diffraction patterns of the AlN films, 4.0, 1.5 and 4.7 µm 
thick, annealed for different time. 
 
 
Fig. 10. XRD pattern of the AlN, 4 µm thick, annealed for 1 (a), 3 (b), 5 (c), and 9 (d) hours 
 
 
Fig. 11. XRD pattern of the AlN, 1.5 µm thick, annealed for 4, 8 and 10 hours 
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Figures 10, 11 and 12 show the diffraction patterns of the AlN films, 4.0, 1.5 and 4.7 µm 
thick, annealed for different time. 
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Fig. 12. XRD pattern of the AlN, 4.7 µm thick, annealed for 4, 8 and 12 hours 
The AlN (0002) peak at approximately 2θ = 36° of the as deposited films, 0.26 to 4.7 µm 
thick, showed a FWHM (from θ-2θ scan) in the range 0.5° to 0.27°. Both the as grown and 
the annealed samples exhibit a strong peak at 2θ ∼ 42° due to the (0006) reflection of the 
Al2O3 substrate, and one small peak at 76°, corresponding to the (0004) reflections of the 
wurtzite AlN structure, not shown in figures 10 to 12. The 2nd order peaks of AlN(0002) and 
Al2O3 (00001) are clearly visible at ∼32.4° and ∼37.5°. After 4 hours at 900°C in air, the (0002) 
peak of the thin AlN film (0.26 µm thick) broadens completely as well as that of the 4 µm 
thick AlN film after 18 hours annealing. No other AlN phases are present, nor AlN-oxide 
traces are evident in the spectra after the annealing; only a decrease in the 2θ value of the 
(0002) peak is observed, resulting in an increase in the c lattice parameter whose values are 
larger than the bulk lattice parameter [13], indicating the presence of compressive stress in 
the surface plane. This lattice elongation, perpendicular to the growth plane, is usually 
associated with the intrinsic compressive stress caused by the lattice mismatch between the 
AlN and Al2O3, (asapphire-aAlN)/asapphire , that is approximately equal to 30%. Our previous 
results [25] have shown that the c-axis of the as grown AlN films on sapphire relaxes to the 
bulk value with increasing the film thickness: an interface layer, strained because of the 
large lattice mismatch, is formed on the sapphire surface and is followed by a columnar AlN 
layer which runs through the entire thickness of the film. The thinner the AlN film and more 
is strained and unable to survive to the HTA. 
4. Conclusions  
Highly c-axis oriented AlN films and thin film stacks of Pt/AlN/Pt were sputtered at 180°C 
on (0001)Al2O3 substrates and at 200°C on oxidized Si substrates. The multilayers were 
heated at 900 °C in air up to 32 hours to test their resistance to high temperature. The 
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structural investigation of the annealed films showed that the thermal annealing improved 
the crystal quality of the AlN films sandwiched between the Pt films, as confirmed by the 
decreased FWHM of the rocking curves, and the film piezoelectric d33f coefficient resulted 
unaffected by the temperature. The study of the electrical, morphological and structural 
characteristics of the Pt electrode revealed a dense surface with a hillock-free morphology, 
confirming that Pt is the material of choice when a high oxidation resistance is required for 
metallic components within devices operating at elevated temperatures. The AlN films on 
sapphire show a lattice elongation, perpendicular to the growth plane, that is usually 
associated with the compressive stress caused in the growth plane by the lattice mismatch 
between the film and the substrate. After the first few hours annealing, the FWHM of the 
(002) AlN peak decreases showing an improvement in the film texture; further annealing 
results in the FWHM broadening, whose magnitude depends  on the film thickness. The 
structural investigations of thin (0.26 µm) and thick (from 2 to 4.7 µm) annealed AlN films 
revealed that the film behaviour in harsh environment is strongly affected by the film 
properties. Thick films, whose structure is more relaxed than the thin one, is able to survive 
to high temperature without suffering significant deterioration for longer annealing times 
than the thin one. The obtained results confirm that, during the HTA,  the Pt film on the 
substrate surface is protected by the AlN film, while the Pt film directly exposed to the 
ambient conditions acts as a protective layer with respect to the AlN film; thus the AlN-
based STFM coupling configuration to be implemented on sapphire or silicon substrates is 
an attractive alternative to langasite and GaPO4 for the development of microwave 
electroacoustic devices able to work at high temperatures. 
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Fig. 12. XRD pattern of the AlN, 4.7 µm thick, annealed for 4, 8 and 12 hours 
The AlN (0002) peak at approximately 2θ = 36° of the as deposited films, 0.26 to 4.7 µm 
thick, showed a FWHM (from θ-2θ scan) in the range 0.5° to 0.27°. Both the as grown and 
the annealed samples exhibit a strong peak at 2θ ∼ 42° due to the (0006) reflection of the 
Al2O3 substrate, and one small peak at 76°, corresponding to the (0004) reflections of the 
wurtzite AlN structure, not shown in figures 10 to 12. The 2nd order peaks of AlN(0002) and 
Al2O3 (00001) are clearly visible at ∼32.4° and ∼37.5°. After 4 hours at 900°C in air, the (0002) 
peak of the thin AlN film (0.26 µm thick) broadens completely as well as that of the 4 µm 
thick AlN film after 18 hours annealing. No other AlN phases are present, nor AlN-oxide 
traces are evident in the spectra after the annealing; only a decrease in the 2θ value of the 
(0002) peak is observed, resulting in an increase in the c lattice parameter whose values are 
larger than the bulk lattice parameter [13], indicating the presence of compressive stress in 
the surface plane. This lattice elongation, perpendicular to the growth plane, is usually 
associated with the intrinsic compressive stress caused by the lattice mismatch between the 
AlN and Al2O3, (asapphire-aAlN)/asapphire , that is approximately equal to 30%. Our previous 
results [25] have shown that the c-axis of the as grown AlN films on sapphire relaxes to the 
bulk value with increasing the film thickness: an interface layer, strained because of the 
large lattice mismatch, is formed on the sapphire surface and is followed by a columnar AlN 
layer which runs through the entire thickness of the film. The thinner the AlN film and more 
is strained and unable to survive to the HTA. 
4. Conclusions  
Highly c-axis oriented AlN films and thin film stacks of Pt/AlN/Pt were sputtered at 180°C 
on (0001)Al2O3 substrates and at 200°C on oxidized Si substrates. The multilayers were 
heated at 900 °C in air up to 32 hours to test their resistance to high temperature. The 
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structural investigation of the annealed films showed that the thermal annealing improved 
the crystal quality of the AlN films sandwiched between the Pt films, as confirmed by the 
decreased FWHM of the rocking curves, and the film piezoelectric d33f coefficient resulted 
unaffected by the temperature. The study of the electrical, morphological and structural 
characteristics of the Pt electrode revealed a dense surface with a hillock-free morphology, 
confirming that Pt is the material of choice when a high oxidation resistance is required for 
metallic components within devices operating at elevated temperatures. The AlN films on 
sapphire show a lattice elongation, perpendicular to the growth plane, that is usually 
associated with the compressive stress caused in the growth plane by the lattice mismatch 
between the film and the substrate. After the first few hours annealing, the FWHM of the 
(002) AlN peak decreases showing an improvement in the film texture; further annealing 
results in the FWHM broadening, whose magnitude depends  on the film thickness. The 
structural investigations of thin (0.26 µm) and thick (from 2 to 4.7 µm) annealed AlN films 
revealed that the film behaviour in harsh environment is strongly affected by the film 
properties. Thick films, whose structure is more relaxed than the thin one, is able to survive 
to high temperature without suffering significant deterioration for longer annealing times 
than the thin one. The obtained results confirm that, during the HTA,  the Pt film on the 
substrate surface is protected by the AlN film, while the Pt film directly exposed to the 
ambient conditions acts as a protective layer with respect to the AlN film; thus the AlN-
based STFM coupling configuration to be implemented on sapphire or silicon substrates is 
an attractive alternative to langasite and GaPO4 for the development of microwave 
electroacoustic devices able to work at high temperatures. 
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1. Introduction 
Nowadays, in-fiber acousto-optic devices are increasingly used as frequency shifters, 
multiplexers, modulators, and tunable filters. They can be easily spliced into optical fiber 
systems, and the consequent low insertion loss, make them an attractive alternative to bulk 
optics devices. Our group, established at the Institute of Materials Science, Department of 
Applied Physics, of the Valencia University (ICMUV, Valencia, Spain), has been involved in 
this field for the last ten years, and our fabrication facilities allow us the development of 
new in-fiber acousto-optic devices for novel applications in different fields such as sensors, 
microwave photonics, lasers, and optical communications. Our aim here is to present the 
great potential shown by in-fiber acousto-optic devices for different photonic applications. 
Although this chapter is focused in our latest developments, the reader will also find 
discussed the work done by other research groups in the field. This chapter is divided in 
two main sections: Section 2 is focused on novel applications of acousto-optic fiber devices 
based on flexural acoustic waves, and Section 3 is focused on applications of the acousto-
optic devices based on the interaction of longitudinal acoustic waves with fiber Bragg 
gratings (FBG). Finally, our conclusions are shown in Section 4. 
2. Applications of acousto-optic devices based on flexural acoustic waves 
In a standard single mode fiber, when a flexural acoustic wave propagates along an optical 
fiber a periodic perturbation is introduced in its refractive index,  and it can induce coupling 
between the fundamental mode guided by the core and the modes supported by the 
cladding (Kim et al., 1997). This acousto-optic interaction can be seen as the dynamic 
counterpart of a long period grating (LPG). LPGs are usually fabricated by creating a 
periodic perturbation of the refractive index by UV radiation; this of course fixes its spectral 
characteristics. On the other hand, when the perturbation is introduced by an acoustic wave, 
its period and strength can be controlled through the frequency and amplitude of the 
acoustic wave, respectively. Thus, the spectral properties of the optical device can be 
controlled dynamically through the characteristics of the acoustic perturbation. The optical 
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coupling is resonant in wavelength; it takes place at the optical wavelength that verifies the 
phase-matching condition between the beat length of the two optical modes and the acoustic 
wavelength. At the output of the acousto-optic device, only the light that remains guided by 
the core mode is transmitted. Thus, the coupling of power from the fundamental mode to a 
cladding mode results in the appearance of an attenuation notch in the spectrum, whose 
amplitude is fixed when travelling acoustic waves are used. The characteristics of the 
fundamental flexural acoustic mode of an optical fiber fulfill the above requirements for the 
development of efficient in-fiber acousto-optic devices. In subsection 2.1 we will describe a 
Q-switched fiber laser where cavity loss modulation is reached by using this operation 
principle. As an interesting alternative, if standing −instead of travelling− acoustic waves are 
used, light transmitted at the resonance wavelength will experience an amplitude 
modulation at twice the frequency of the acoustic wave. In subsection 2.2 we describe a 
mode-locked fiber laser based on the use of this operation principle.  
2.1 Q-switching by intermodal acousto-optic modulation in an optical fiber 
Q-switched fiber lasers have attractive applications in different fields, such as in remote 
sensing and material processing. The mechanism of short pulse emission is based on the 
modulation of the Q factor of the cavity, which can be done either passively or actively 
(Siegman, 1986). In the former the setups are simpler, but the repetition rate only varies with 
the pump power of the medium gain. Further, they usually show long-term instability, and 
frequently the amplitude of the pulses is randomly modulated in time (Vicente et al., 2004). 
On the other hand, active Q-switching is independently and accurately controlled by an 
electrical signal, which triggers the modulator. The bulk approach, such as electro-optic (Kee 
et al, 1998) or acousto-optic modulators (Álvarez-Chávez et al., 2000), is not adapted to 
compact fiber laser systems required nowadays; further they have large optical coupling 
losses and stringent alignment requirements. For these reasons, the all-fiber approach is of 
permanent interest, being advantageous in terms of cost, loss, packaging, robustness, and 
simplicity. One solution widely investigated has been enabled by the use of FBGs as cavity 
mirrors. In this way, the tuning of the wavelength of one of the FBGs has been used to 
achieve active Q-switching (Andrés et al., 2008). Among the typical tuning methods, we 
could mention the stretching of fiber Bragg gratings by magnetostrictive materials (Pérez-
Millán et al., 2005a; Andersen et al., 2006), by piezoelectric actuators (Imai et al., 1997; Russo 
et al., 2002), or by the interaction of longitudinal acoustic waves with the FBG (Delgado-
Pinar et al., 2006; Cuadrado-Laborde et al., 2007). Other technique used for active Q-
switching relied in the cavity loss modulation by the core-to-cladding mode-coupling in 
optical fibers induced by travelling flexural acoustic waves (Huang et al., 2000; Zalvidea et 
al., 2005). As opposed to the last two referred works −which were focused at the erbium 
lasing wavelength−, here we experimentally demonstrate the possibility of using this 
modulating technique at the technologically relevant ytterbium lasing wavelength (Tuchin, 
1993). Very few actively Q-switched ytterbium-doped lasers with an all-fiber configuration 
have been reported (Andersen et al., 2006). The main difficulties arise from a relatively long 
time response and a limited modulation depth of all-fiber amplitude modulators. Here, we 
present the experimental results that we have obtained in a research work focused on the 
exploitation of in-fiber acousto-optics.  In our proposed Q-switched fiber laser, when the 
acoustical signal is switched-off, the optical power losses within the cavity are reduced, and 
then a laser pulse is emitted (Villegas et al., 2011b). 
 





Fig. 1. Q-switched fiber-laser setup; the acousto-optic modulator is defined by the elements 
inside the dashed line; AD stands for acoustic dumper 
The setup used for our Q-switched fiber laser is schematically illustrated in Fig. 1. The gain 
was provided by 0.65 m of a heavily-doped ytterbium-doped single-mode fiber −Nufern 
SM-YSF-HI, cut-off wavelength of 860 ± 70 nm, numerical aperture of 0.11, and fiber 
absorption of 250 dB/m at 975 nm−. The active fiber was pumped through a WDM coupler 
by a pigtailed laser diode emitting at 980 nm, providing a maximum pump power of 110 
mW. The in-fiber acousto-optic modulator (AOM) was spliced between FBG1 −Bragg 
wavelength at 1064 nm, FWHM of 0.23 nm, and 99.6 % of maximum reflectivity− and FBG2 
−Bragg wavelength at 1064 nm, FWHM of 70 pm, and 44 % of maximum reflectivity−, 
defining in this way a Fabry-Perot cavity. The AOM in turn is composed of an RF source, a 
transversal-mode piezoelectric disk, an aluminum horn, and a tapered single-mode optical 
fiber −Fibercore SM980 of low numerical aperture (0.13-0.15) −. The optical fiber was tapered 
down by the fusion and pulling technique using a travelling flame, which produces a taper 
waist with a uniform diameter of 76 µm and 0.1 m length, for this specific case. The tip of the 
aluminum cone −with the piezoelectric disc fixed to its base−, was glued to an uncoated 
section of fiber near the taper, see Fig. 1. Finally, the optical fiber in the AOM was 
acoustically dumped in both extremes; see Fig. 1, in order to prevent unwanted acoustical 
reflections.  
When an RF signal is applied to the piezoelectric disc, a travelling flexural acoustic wave is 
launched through the taper. If the acoustic wavelength matches the beat-length between the 
fundamental mode guided by the core and one of the optical modes supported by the 
cladding, then light coupled to the later remains in the cladding downstream of the taper, 
being finally absorbed by the fiber coating (Birks et al., 1994). Thus, the coupling of power 
from the fundamental mode to a cladding mode results in the appearance of an attenuation 
notch in the spectrum. When the acoustic frequency is varied, the periodicity of the 
perturbation also does, and hence the phase-matching condition is shifted to a different 
optical wavelength. Figure 2(a) shows the tunability of the notches caused by the coupling 
between the fundamental core mode and the first three cladding modes LP1m. The selected 
operating point was at an optical wavelength of 1064.1 nm for an RF signal applied to the 
piezoelectric of 825 kHz. These measurements were made by illuminating the taper with a 
broadband light source and detecting the light transmitted through the taper with an optical 
spectrum analyzer. As an example, Fig. 2(b) shows one of the measured transmission 
spectra for an applied voltage to the piezoelectric of 26 V and a frequency of 885 kHz. The 
transfer of optical power from the fundamental core mode to one of the cladding modes 
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perturbation also does, and hence the phase-matching condition is shifted to a different 
optical wavelength. Figure 2(a) shows the tunability of the notches caused by the coupling 
between the fundamental core mode and the first three cladding modes LP1m. The selected 
operating point was at an optical wavelength of 1064.1 nm for an RF signal applied to the 
piezoelectric of 825 kHz. These measurements were made by illuminating the taper with a 
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spectrum analyzer. As an example, Fig. 2(b) shows one of the measured transmission 
spectra for an applied voltage to the piezoelectric of 26 V and a frequency of 885 kHz. The 
transfer of optical power from the fundamental core mode to one of the cladding modes 
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behaves periodically as a function of the acoustic power, which in turn is a function of the 
applied voltage to the piezoelectric. Figure 2(c) shows this effect for the selected operation 
point marked in Fig. 2(a). As it can be observed, the transmittance decays by a maximum of 
12 dB for an applied voltage to the piezoelectric of 50 V (peak-to-peak measurement). 
Beyond this point, further increment in the applied voltage raises the transmittance again. 
Therefore, and bearing in mind its use as a Q-switching device, cavity loss modulation 
between 0 dB and 12 dB can be achieved by applying to the piezoelectric a sinusoidal signal 
at the frequency of 825 kHz fully-modulated by a rectangular signal, see the inset of Fig. 
2(c). This modulation produces on–off periods of the acoustic wave travelling down the 
fiber, which results in a modulation of the cavity losses at the resonance wavelength. In 
passing, we should mention that several tapers were fabricated in order to better optimize 
this laser system, by using Fibercore SM980 of high numerical aperture (0.17-0.19), and 
Nufern SM-YSF-LO (a moderately ytterbium-doped fiber), and in turn with different taper 
waists. Despite this, the minimal decay in transmittance was always around the reported 
values, i.e. between 10 and 16 dB. 
 
 
Fig. 2. (a) Resonant optical wavelengths as a function of the acoustic frequency for the first 
three mode-couplings LP01 -LP1m. (b) Typical transmission notch caused by the first mode-
coupling by applying to the piezoelectric a sinusoidal signal at 885 kHz and 26 V. (c) 
Transmittance at the selected operation point marked in (a) −i.e. 1064.1 nm and 825 kHz− as 
a function of the applied voltage to the piezoelectric (solid scatter points), the curve 
represents a theoretical fitting according to a sin2 function 
The switching time is one of the key parameters for any modulator intended to be used as a 
Q-switching device in a fiber laser. Preferably, it should be as short as possible. For this 
reason we measured the temporal response of this device, by detecting the transmitted light, 
while simultaneously registering the modulating signal in an oscilloscope. It takes 25 µs to 
increase/decrease the transmitted optical power through the taper when the voltage applied 
to the piezoelectric is switched-off/on, respectively. This time corresponds reasonably well 
with the time it takes a flexural acoustical wave to travel down the taper, i.e.  0.1 m / 3764 
m/s ≈ 26 µs. This value is short enough to allow the use of this modulator as a Q-switching 
device in a fiber laser, as it will be demonstrated in the following section. In principle, and for a 
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given taper waist, shorter switching times could be achieved by decreasing the interaction 
length. Unfortunately, this simultaneously increases the acoustical power needed to reach the 
same optical coupling power, therefore there is a trade-off between both parameters. 
 
 
Fig. 3. (a) Output optical power in CW emission as a function of the pump power.  
(b) Emission spectrum 
In this setup, both gratings are permanently tuned to the same wavelength by using two 
translational stages, one for each FBG; see the setup in Fig. 1. In this way, for zero voltage 
applied to the piezoelectric, this laser emits in CW, since then the cavity losses are minimal, 
see the transmittance in Fig. 2(c) for 0 V. Figure 3(a) shows the optical power in CW 
emission as a function of the pump power. There is a pump power threshold of 56 mW, 
about which the laser starts to emit, reaching a maximum output power of 3.4 mW, which in 
turn is determined by the maximum pump power available in our setup (110 mW). Figure 
3(b) shows the spectrum of CW emission; its linewidth is of 0.21 nm at a center optical 
wavelength of 1064.1 nm. 
Now, we discuss the Q-switched operation of this laser. To this end, we modulated the cavity 
losses by applying to the piezoelectric a fully-modulated sinusoidal signal at the frequency of 
825 kHz and 50 V. A rectangular wave was used to modulate the RF voltage that generates the 
acoustic wave. At a given frequency of the modulating signal, we found always a maximal 
duty cycle −i.e. the fraction of time that the signal is in its high level− able to perform Q-switch 
correctly. If we decrease this duty cycle, then the cavity would stay in its high Q state longer, 
and more than one Q-switched pulse would be emitted in each time slot. The Q-switch 
repetition rate becomes determined by the frequency of the modulating signal; with this 
configuration we reached continuous tuning of the Q-switch repetition rate in the range 1-10 
kHz. Figure 4(a) shows, as an example, a Q-switched optical pulses train at 1 kHz, together 
with the corresponding modulating signal, for a pump power of 59 mW. Figure 4(b) shows a 
detail of a single Q-switched optical pulse of the train shown in Fig. 4(a) with a time width 
(FWHM) of 3.72 µs. The pulses have a quasi-Gaussian profile; the fitting by this function is also 
shown in Fig. 4(b). The effect of pump power on the Q-switched pulses, for different repetition 
rates in the range 1-10 kHz, is shown in Fig. 5. For each Q-switching frequency there is a pump 
power threshold. Above threshold, the peak power increases with pump power, and there is a 
corresponding reduction of pulse width. For a given frequency there is also a pump power 
level beyond which extra pulses appear, the curves are truncated at that point. In order to 
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power threshold. Above threshold, the peak power increases with pump power, and there is a 
corresponding reduction of pulse width. For a given frequency there is also a pump power 
level beyond which extra pulses appear, the curves are truncated at that point. In order to 
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overtake this limitation, a modulator with improved modulation depth is required. In 
addition, our laser produces easily multiple pulse emission, which is a well-known problem in 
actively Q-switched lasers with relatively large time responses. A large time response makes 
critical the adjustment of the duty cycle of the modulation voltage when the pump power is 
increased, particularly at low repetition rates. Consequently, a faster switching response of the 
acousto-optic modulator is required in order to improve the operation of the laser. 
 
 
Fig. 4. (a) Modulating signal (above) at 1 kHz repetition rate together with the generated Q-
switched laser output (below). (b) Detail of a single Q-switched pulse of (a) (scatter points) 
together with its corresponding fitting by a Gaussian function (solid curve) 
 
 
Fig. 5. Peak power and time width in Q-switched operation as a function of the pump 
power, (a) and (b), respectively, for several repetition rates 
2.2 Mode-locking by intermodal acousto-optic modulation in an optical fiber 
Mode-locking lasers have a vast number of applications, ranging from the 
telecommunications industry to medical surgery (Bonadeo et al., 2000; Haus, 2000; Yu et al., 
2000; Schaffer et al., 2003). The shortest pulses are obtained by passive schemes. However, 
they also have some drawbacks, among them, they are generally unstable, they have higher 
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timing-jitter between pulses and usually self-starting cannot be assured. An alternative to 
using passive schemes that reduces jitter and allows for synchronization is to use an active 
scheme. To this end, a modulator is driven at the cavity’s fundamental repetition rate; 
therefore, timing-jitter is reduced since each pulse is triggered by the modulator, which in 
turn is accurately driven by an electrical signal. In this way, in active mode-locking one has 
the possibility to synchronize a laser to an external clock or electronic signal (French, 1995). 
Among all these lasers, the all-fiber solution has been the subject of intensive research due to 
their compact structure, free alignment problems, and low cost, between other merits. 
Earlier and subsequent active modelocked fiber lasers were not strictly all-fiber lasers, since 
they currently included a bulk modulator (Geister & Ulrich, 1988; Phillips et al., 1989a; 
Hudson et al., 2005). This not only induces extra losses into the laser cavity but of course 
also destroys the benefits of an all-fiber configuration. On the contrary a strictly all-fiber 
modulator can overcome these limitations and it can be used for actively mode-lock rare-
earth-doped silica fiber lasers (Phillips et al., 1989b; Culverhouse et al., 1995; Jeon et al., 1998; 
Costantini et al., 2000; Myrén & Margulis, 2005; Cuadrado-Laborde et al., 2009a, 2010a, 
2010b; Bello-Jiménez et al., 2010, 2011). Table 1 shows the major achievements towards the 
obtaining of all-fiber actively mode-locked lasers. As it can be observed, acousto-optic 
devices have been by far the preferred technique, with exception of the Myrén and 
Marguli`s work relying in a electro-optic effect. Our group was involved in works described 
in the last two rows of this table, which will be discussed in detail in this chapter. 
In Jeon`s et al. work (1998), mode-locking is achieved by frequency shifting based on 
travelling flexural acoustic waves in a two-mode optical fiber; such a frequency shifter could 
be considered an improved version of the one reported in (Kim et al., 1986). Unlike Jeon 
(1998) and Kim (1986), here we propose using a standard single-mode optical fiber in which 
core-to-cladding mode-coupling is induced by a standing flexural acoustic wave. In this 
way, the device does not work as a frequency shifter, but as an amplitude modulator, which 
is used to actively mode-lock a fiber laser. In the following, we demonstrate that this simple 
acousto-optic modulator proves to be particularly well-suited for active mode-locking 
purposes (Bello-Jiménez et al., 2010, 2011). 
The setup of the actively modelocked fiber ring laser is schematically illustrated in Fig. 6. 
The medium gain was provided by 4.36 m of erbium-doped fiber (EDF) containing 300 ppm 
Er3+, with a cut-off wavelength of 939 nm, and a numerical aperture of 0.24. The active fiber 
was pumped through a WDM by a 980 nm pigtailed laser diode, providing a maximum 
pump power of 600 mW. Next −and following a clockwise direction− it was inserted the 
acousto-optic modulator between two polarization controllers (PCs), followed by a delay 
line fusion-spliced to port one of a polarization-independent three-port optical circulator 
(OC). The OC not only forces the unidirectional operation within the ring but 
simultaneously incorporates the FBG filtering in the cavity by the second port. Finally, the 
ring cavity is closed by connecting port three of the OC to the WDM. The output of this laser 
is obtained by transmission through the FBG −Bragg wavelength at 1549.5 nm, FWHM of 
0.45 nm, and 50 % of maximum reflectivity−. In this way, the entire laser is spliced. The 
AOM in turn is composed of an RF source, a piezoelectric disk, an aluminum conical 
horn, and a 0.2 m long standard optical fiber stripped of its polymer coating; in order to 
prevent the attenuation of the acoustic wave. The horn is attached to the piezoelectric, and 
it focuses the vibrations into the fiber through its tip, which is glued to the uncoated fiber. 
In order to allow the generations of a standing flexural acoustic wave, the uncoated 
optical fiber of the AOM was firmly clamped at one extreme, whereas in the other it was 
damped, see Fig. 6. 
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timing-jitter between pulses and usually self-starting cannot be assured. An alternative to 
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scheme. To this end, a modulator is driven at the cavity’s fundamental repetition rate; 
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the possibility to synchronize a laser to an external clock or electronic signal (French, 1995). 
Among all these lasers, the all-fiber solution has been the subject of intensive research due to 
their compact structure, free alignment problems, and low cost, between other merits. 
Earlier and subsequent active modelocked fiber lasers were not strictly all-fiber lasers, since 
they currently included a bulk modulator (Geister & Ulrich, 1988; Phillips et al., 1989a; 
Hudson et al., 2005). This not only induces extra losses into the laser cavity but of course 
also destroys the benefits of an all-fiber configuration. On the contrary a strictly all-fiber 
modulator can overcome these limitations and it can be used for actively mode-lock rare-
earth-doped silica fiber lasers (Phillips et al., 1989b; Culverhouse et al., 1995; Jeon et al., 1998; 
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2010b; Bello-Jiménez et al., 2010, 2011). Table 1 shows the major achievements towards the 
obtaining of all-fiber actively mode-locked lasers. As it can be observed, acousto-optic 
devices have been by far the preferred technique, with exception of the Myrén and 
Marguli`s work relying in a electro-optic effect. Our group was involved in works described 
in the last two rows of this table, which will be discussed in detail in this chapter. 
In Jeon`s et al. work (1998), mode-locking is achieved by frequency shifting based on 
travelling flexural acoustic waves in a two-mode optical fiber; such a frequency shifter could 
be considered an improved version of the one reported in (Kim et al., 1986). Unlike Jeon 
(1998) and Kim (1986), here we propose using a standard single-mode optical fiber in which 
core-to-cladding mode-coupling is induced by a standing flexural acoustic wave. In this 
way, the device does not work as a frequency shifter, but as an amplitude modulator, which 
is used to actively mode-lock a fiber laser. In the following, we demonstrate that this simple 
acousto-optic modulator proves to be particularly well-suited for active mode-locking 
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The setup of the actively modelocked fiber ring laser is schematically illustrated in Fig. 6. 
The medium gain was provided by 4.36 m of erbium-doped fiber (EDF) containing 300 ppm 
Er3+, with a cut-off wavelength of 939 nm, and a numerical aperture of 0.24. The active fiber 
was pumped through a WDM by a 980 nm pigtailed laser diode, providing a maximum 
pump power of 600 mW. Next −and following a clockwise direction− it was inserted the 
acousto-optic modulator between two polarization controllers (PCs), followed by a delay 
line fusion-spliced to port one of a polarization-independent three-port optical circulator 
(OC). The OC not only forces the unidirectional operation within the ring but 
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ring cavity is closed by connecting port three of the OC to the WDM. The output of this laser 
is obtained by transmission through the FBG −Bragg wavelength at 1549.5 nm, FWHM of 
0.45 nm, and 50 % of maximum reflectivity−. In this way, the entire laser is spliced. The 
AOM in turn is composed of an RF source, a piezoelectric disk, an aluminum conical 
horn, and a 0.2 m long standard optical fiber stripped of its polymer coating; in order to 
prevent the attenuation of the acoustic wave. The horn is attached to the piezoelectric, and 
it focuses the vibrations into the fiber through its tip, which is glued to the uncoated fiber. 
In order to allow the generations of a standing flexural acoustic wave, the uncoated 
optical fiber of the AOM was firmly clamped at one extreme, whereas in the other it was 
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Year Group Mode-locking mechanism Major achievements 
1989 Phillips et al. Acousto-optically induced intra-fiber phase modulation 
First all-fiber actively mode-locked 
laser, 200 ps time width pulses 
1995 Culverhouse et al. 
Acousto-optically induced 
frequency shifting in an all-fiber 
four-port null coupler 
18 ps time width pulses (chirped) 
1998 Jeon et al. 
Acousto-optically induced 
mode-coupling in a two-mode 
optical fiber 
Harmonic mode-locking, 3.8 ps 
time width pulses 
2000 Costantini et al. 
Acousto-optically induced intra-
fiber phase modulation 
Visible up-conversion laser, 550 ps 
time width pulses 
2005 Myrén and Margulis 
Electro-optic effect in an all-fiber 
Mach–Zehnder interferometer 1 ns time width pulses 
2009 Cuadrado-Laborde et al.
Acousto-optic super-lattice 
effect in a fiber Bragg grating 
630 ps un-chirped time width 
pulses. First to demonstrate 
double-active all-fiber Q-switching 
and mode-locking 
2010 Bello-Jiménez et al. 
Acousto-optically induced 
mode-coupling in a single-mode 
optical fiber 
34 ps time width pulses 
Table 1. Major achievements in the development of all-fiber actively mode-locked lasers 
 
 
Fig. 6. Modelocked fiber-laser setup; where OC stands for optical circulator, EDF for erbium 
doped fiber, PC for polarization controller, FBG for fiber Bragg grating, and WDM for 
wavelength division multiplexer. The acousto-optic modulator is defined by the elements 
inside the dashed line 
Figure 7(a) shows the modulation depth as a function of light wavelength for an acoustic 
frequency of 2.37315 MHz. The voltage applied to the piezoelectric was 18 V (whenever we 
refer to voltages, it is a peak-to-peak measurement). The measurement was performed by 
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illuminating the AOM with a tunable laser and detecting the transmitted light at each 
wavelength. The modulation is maximal at the phase-matching wavelength of 1551 nm, and 
symmetrically decreases for longer and shorter wavelengths. It should be emphasized the 
high modulation depth achieved in this technique, reaching a maximum of 72 %, together 
with the relatively broad operative bandwidth of 1.5 nm (FWHM) −i.e. 187 GHz at the 
operation wavelength−. Moreover, the insertion loss is as low as 0.7 dB, corresponding to the 
maximum transmittance value attained, which is 86 %. When the acoustic frequency is varied, 
the periodicity of the perturbation also does, and hence the phase-matching condition is 
shifted to a different wavelength. Figure 7(b) illustrates this effect; the rate of change for the 
wavelength shift is of −0.169 nm/kHz; the maximum modulation reached at each specific 
operation point is also shown to the right. The differences between the modulation depths at 
different acoustic frequencies are mainly originated from the combination of the non-flat 
frequency response of the piezoelectric and the acoustic fiber resonator. 
 
 
Fig. 7. (a) Modulation depth as a function of the optical wavelength for an RF signal applied 
to the piezoelectric of 2.37315 MHz and 18 V. (b) Resonant optical wavelengths as a function 
of the frequency of the RF signal, its corresponding modulation depth is also shown to the 
right ordinate 
Now we discuss the operation of the modelocked laser shown in Fig. 6. The delay line 
length must be selected to match the round-trip time with the reciprocal of the optical 
modulation frequency, which in turn is twice the electrical frequency applied to the 
piezoelectric. The selected operation point for the piezoelectric is the same as in Fig. 7(a), i.e. 
2.37315 MHz, and then the cavity length results in 43.7 m. However, fine tuning is always 
necessary to match the frequency of the modulation signal to the inverse of the round-trip 
time of the cavity. A translation stage was also used for matching the reflection band of the 
FBG to the operative wavelength (1551 nm). Regarding the dispersion of this laser; we 
measured the dispersion of each fiber and component within the cavity by the frequency-
domain modulated-carrier method. The laser cavity is a mixed-dispersion fiber ring with an 
average cavity dispersion of −1 ps/nm/km (Bello-Jímenez et al., 2010). We measured also 
both the dispersion of the OC and WDM, both resulted normal also with a group delay per 
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illuminating the AOM with a tunable laser and detecting the transmitted light at each 
wavelength. The modulation is maximal at the phase-matching wavelength of 1551 nm, and 
symmetrically decreases for longer and shorter wavelengths. It should be emphasized the 
high modulation depth achieved in this technique, reaching a maximum of 72 %, together 
with the relatively broad operative bandwidth of 1.5 nm (FWHM) −i.e. 187 GHz at the 
operation wavelength−. Moreover, the insertion loss is as low as 0.7 dB, corresponding to the 
maximum transmittance value attained, which is 86 %. When the acoustic frequency is varied, 
the periodicity of the perturbation also does, and hence the phase-matching condition is 
shifted to a different wavelength. Figure 7(b) illustrates this effect; the rate of change for the 
wavelength shift is of −0.169 nm/kHz; the maximum modulation reached at each specific 
operation point is also shown to the right. The differences between the modulation depths at 
different acoustic frequencies are mainly originated from the combination of the non-flat 
frequency response of the piezoelectric and the acoustic fiber resonator. 
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modulation frequency, which in turn is twice the electrical frequency applied to the 
piezoelectric. The selected operation point for the piezoelectric is the same as in Fig. 7(a), i.e. 
2.37315 MHz, and then the cavity length results in 43.7 m. However, fine tuning is always 
necessary to match the frequency of the modulation signal to the inverse of the round-trip 
time of the cavity. A translation stage was also used for matching the reflection band of the 
FBG to the operative wavelength (1551 nm). Regarding the dispersion of this laser; we 
measured the dispersion of each fiber and component within the cavity by the frequency-
domain modulated-carrier method. The laser cavity is a mixed-dispersion fiber ring with an 
average cavity dispersion of −1 ps/nm/km (Bello-Jímenez et al., 2010). We measured also 
both the dispersion of the OC and WDM, both resulted normal also with a group delay per 
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wavelength unit of −0.3 ps/nm and −0.04 ps/nm, respectively. In this way, we can assure 
that this laser works under the normal dispersion regime. Figure 8(a) shows the RF signal 
used to drive the piezoelectric together with the modelocked train of pulses generated (50 
GHz bandwidth oscilloscope). As it can be observed, the frequency of the optical train (4.756 
MHz) is twice the frequency of the signal used to drive the piezoelectric (2.37315 MHz). The 
optical pulses were best fitted by a sech2 function; neither Gaussian nor Lorentzian functions 
improved the fitting. This is an expected profile for the optical pulses in this type of 
dispersion-mixed cavities, in which both kind of dispersion coexist, i.e. normal and 
anomalous (Bélanger, 2005). On the other hand, according to active mode-locking theory, 
the time width τ of the optical pulse can be expressed as (Kuizenga & Siegman, 1970): 









where fm is the modulation frequency, g0 is the gain of the active medium, Δfm is the 
modulator bandwidth, and δm is the modulation depth. As a rough estimation, let us 
compare these results with the results reported in Cuadrado-Laborde et al. (2009a), where 
optical pulses of 780 ps were obtained by using also AM mode-locking, but with a different 
modulator and setup. Thus, by comparing them, here there is a higher modulation depth 
(×7), modulation bandwidth (×240), and gain (×3), but a lower modulation frequency (×0.5) 
−where the additional assumption that gain scales with the EDF length was made−. 
Therefore, there is a narrowing factor for the time width of (3/7)1/4×(0.5×240)−1/2 = 7.4×10−2. 
In this way, comparatively, it should be possible to reach optical pulses around 7.4×10−2×780 
ps ≈ 58 ps in this laser, which could be taken roughly as a lower limit for this configuration. 
One key element, out of the preceding discussion, is the FBG bandwidth, which acts as a 
filter −see the setup in Fig. 6 −whose bandwidth must be selected narrower than the AOM 
bandwidth; otherwise modes not amplitude modulated would interfere in the mode-locking 
process. This evidently limits the effective bandwidth and raises the minimum pulse width 
able to be reached with this configuration, since modulator bandwidth and time width are 
inversely related. The optical pulse’s peak power and temporal width as a function of the 
pump power are shown in Fig. 8(b). The time width as well as the peak power 
monotonically increases with the pump power; at the lowest pump powers, pulses as 
narrow as 95 ps were obtained with a pump power of 110 mW; see the inset of Fig. 8(b). 
Pump powers below 110 mW precludes mode-locking; whereas the upper limit is reached 
by the maximum pump power available in our setup.  
Next, we analyzed the dependence of the pulse´s parameters with the applied voltage to the 
piezoelectric, see Fig. 9(a). Both the transmittance and modulation depth are functions of the 
applied voltage to the piezoelectric through a periodic relationship. However, we can 
consider that the relationship is linear within the range of voltages of Fig. 9(a). When the 
voltage increases, the modulation also does, and pulses become narrower, as expected from 
AM mode-locking theory, see Eq. (1). Finally, it is of practical interest to quantify the 
maximum allowable detuning (Δνmax), i.e. the maximum difference between the reciprocal 
of the cavity round trip´s time and modulation frequency that sustain mode-locking. 
Figure 9(b) shows the variation of the pulse´s parameters under frequency detuning, 
resulting in Δνmax = ± 300 Hz at half the maximum peak power. According to theory of 
detuning in AM mode-locking (Li et al., 2001), the maximum allowable detuning can be 
expressed as: 
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with c the speed of light in vacuum, L is the cavity length, and n the modal effective index. 
Thus, the minimum locking range is attained when the whole modulation bandwidth is 
available, by replacing we obtain Δνmax = 42 Hz. This value represents a lower limit in this 
setup, since we are not using the whole modulator bandwidth −due to the reflection 
bandwidth of the FBG−. Thus, a higher measured locking range is an expected result. 
 
 
Fig. 8. (a) Voltage signal used to drive the piezoelectric and mode-locked train of pulses 
generated at 4.75 MHz repetition rate with 271 mW of pump power (dashed and solid 
curves, respectively). (b) Time width (FWHM) and peak power of the optical pulses as a 
function of the pump power (solid and open scatter points, respectively). The inset shows a 
single pulse of 95 ps time width 
 
 
Fig. 9. (a) Time width (FWHM) and peak power as a function of the applied voltage; for a 
fixed frequency of 2.3731 MHz (open and solid scatter points, respectively). (b) Same as 
before, but as a function of the frequency detuning, for a fixed voltage of 26 V. In both cases, 
a pump power of 350 mW was used 
Next, we carried out an experimental study of this actively mode-locked all-fiber ring laser, 
looking towards an improvement in its performance. To this end, we slightly modified the 
setup shown in Fig. 6, by replacing the FBG used before with a near 100 % reflective FBG, 
with a FWHM bandwidth of 0.3 nm, which should be compared with the preceding FBG 
with FWHM of 0.45 nm, and 50 % of maximum reflectivity. Together with this, the EDF 
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wavelength unit of −0.3 ps/nm and −0.04 ps/nm, respectively. In this way, we can assure 
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GHz bandwidth oscilloscope). As it can be observed, the frequency of the optical train (4.756 
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pump power are shown in Fig. 8(b). The time width as well as the peak power 
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narrow as 95 ps were obtained with a pump power of 110 mW; see the inset of Fig. 8(b). 
Pump powers below 110 mW precludes mode-locking; whereas the upper limit is reached 
by the maximum pump power available in our setup.  
Next, we analyzed the dependence of the pulse´s parameters with the applied voltage to the 
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consider that the relationship is linear within the range of voltages of Fig. 9(a). When the 
voltage increases, the modulation also does, and pulses become narrower, as expected from 
AM mode-locking theory, see Eq. (1). Finally, it is of practical interest to quantify the 
maximum allowable detuning (Δνmax), i.e. the maximum difference between the reciprocal 
of the cavity round trip´s time and modulation frequency that sustain mode-locking. 
Figure 9(b) shows the variation of the pulse´s parameters under frequency detuning, 
resulting in Δνmax = ± 300 Hz at half the maximum peak power. According to theory of 
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Fig. 9. (a) Time width (FWHM) and peak power as a function of the applied voltage; for a 
fixed frequency of 2.3731 MHz (open and solid scatter points, respectively). (b) Same as 
before, but as a function of the frequency detuning, for a fixed voltage of 26 V. In both cases, 
a pump power of 350 mW was used 
Next, we carried out an experimental study of this actively mode-locked all-fiber ring laser, 
looking towards an improvement in its performance. To this end, we slightly modified the 
setup shown in Fig. 6, by replacing the FBG used before with a near 100 % reflective FBG, 
with a FWHM bandwidth of 0.3 nm, which should be compared with the preceding FBG 
with FWHM of 0.45 nm, and 50 % of maximum reflectivity. Together with this, the EDF 
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length was shortened up to 2.85 m. As a result of these changes, output light pulses were 
obtained by one of the ports of a 3 dB coupler incorporated within the ring (Bello-Jímenez et 
al., 2011).  With this new configuration, output light pulses were obtained with a maximum 
peak power of 380 mW and pulse width of 90 ps. By comparing the narrowest pulses 
obtained with this configuration with the narrowest pulses reported before (95 ps) where the 
same type of AOM was used, we find nearly no difference. However, from the laser operation 
point of view, there is an important improvement, since the present arrangement is rather 
more stable, and the laser can be adjusted more easily. We attribute this improvement to the 
FBG used, which has a flat spectral reflectivity, making less critical the spectral matching 
between the FBG reflectivity with the resonant dip of the AOM. On the contrary, the FBG used 
before, was of nearly the same FWHM but with a lower reflectivity (50 %). As a consequence, 
any spectral detuning resulted in a larger variation in reflectivity, which in turn induced a 
higher difficulty to stabilize the laser operation. Next, we analyzed the change in the pulse`s 
parameters as the EDF length was varied, see Fig. 10 (a). Changes in the EDF length induced a 
slight shortening in the output light pulses, which is in accordance with Eq. 1, if we assume 
that gain scales with the EDF length. By this trend, the shortest light pulses (65 ps) were 
obtained at 2.2 m of EDF length. Further narrowing by this trend was not possible, since no 
mode-locked output pulses were observed for EDF lengths shorter than 2.15 m. 
 
 
Fig. 10. (a) Time width (FWHM) and peak power as a function of the EDF length, using a FBG 
with 0.3 nm bandwidth. Using a 0.7 nm bandwidth: (b) single mode-locked pulse at 4.73 MHz 
repetition frequency, together with its corresponding fitting by a sech2 function; (c) optical 
spectrum of the laser; (d) time width and peak power versus the frequency detuning 
An important parameter of our laser arrangement is the FBG bandwidth, which acts as a 
spectral filter. Its bandwidth has to be selected narrower than the AOM bandwidth; in order 
to insure that the modes are properly amplitude modulated. For this reason we used first a 
0.3 nm bandwidth FBG, which fulfills this requirement, since the AOM bandwidth is of 1.5 
nm. However, it can be easily understood that a larger number of modes locked –i.e. 
amplitude modulated– produce the narrowest mode-locked train of pulses, which is in 
accordance with Eq. 1. In this respect, there is margin for improvement, since the bandwidth 
of the FBG used is far to be close to the AOM bandwidth. For this reason we replace the flat-
top FBG with another FBG, which also has a flat-unit reflectivity, but a broader optical 
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bandwidth of 0.7 nm. Fig. 10(b) shows the shortest pulse obtained with this configuration, 
by using an EDF length of 2.45 m at a pump power of 265 mW. The measured temporal 
width was 34 ps (FWHM), with a maximum peak power of 1.4 W. For this pulse the spectral 
linewidth was measured to be 110 pm (i.e. 13.7 Ghz at 1551.9 nm), using a 50 pm resolution 
optical spectrum analyzer, see Fig. 10(c). On the other hand, a Fourier-transform limited 
sech2 pulse should have a spectral linewidth of 9.3 GHz. From the comparison between this 
last value and the linewidth measurement, we conclude that the optical pulses of our mode-
locked laser could have some moderate degree of chirp. Finally, we present the variation of 
the pulse parameters as a function of the frequency detuning for this configuration, see Fig. 
10(d); the measured allowable frequency detuning was of 8 Hz. According to theory of 
detuning in AM mode locking, the maximum allowable detuning is inversely proportional 
to the modulator optical bandwidth, in this case replaced by the FBG bandwidth, see Eq. 2. 
Since the later has been increased noticeably, i.e. from 0.3 nm to 0.7 nm, a reduction in the 
allowable detuning is an expected result. 
3. Applications of acousto-optic devices based on the interaction of 
longitudinal acoustic waves with fiber Bragg gratings 
When a travelling axially-propagating longitudinal acoustic wave is launched through a 
FBG, the periodic strain field of the acoustic wave perturbs the grating in two different 
ways. First, the average index changes in response to the stress-optical effect and second, the 
otherwise uniform Bragg grating pitch changes being modulated by the acoustical signal 
(Russell & Liu, 2000). As a consequence of both effects the reflectivity changes, the main 
features of these changes depend on the ratio between the acoustical wavelength and the 
grating length (Andrés et al., 2008). Thus, we can distinguish two well-different situations: 
the long-wavelength and the short-wavelength regimes. In the first, the Bragg grating pitch 
is homogeneously perturbed along its length. The successive cycles of compression and 
expansion generated by the longitudinal wave will shift periodically in time the spectral 
response of the grating as a whole to longer and shorter wavelengths (Cuadrado-Laborde et 
al., 2007; Andrés et al., 2008). On the contrary, in the short-wavelength regime the acoustic 
wave generates many compressed and expanded sections, which gives rise to a superstructure 
within the grating. In this case, the spectral response of the original FBG shows new and 
narrow reflection bands symmetrically at both sides of the original Bragg wavelength (Liu et 
al., 1997, 1998). The position and strength of these sidebands can be controlled by varying the 
frequency and voltage applied to the piezoelectric, respectively. Subsections 3.1 and 3.2 show 
the use of these effects to modulate the Q-factor of a fiber laser and as an active mode-locker; 
i.e. long and short-wavelength regimes, respectively. Subsection 3.3 shows the use of the 
acousto-optic interaction in a FBG in the short-wavelength regime as a tunable photonic true-
time-delay line based on the group delay change of the light reflected from the grating 
sidebands. Finally, when the acoustic perturbation is not a harmonic wave but a single pulse, 
its passage through the grating creates a defect in the FBG, which can be used to actively Q-
switch a distributed feedback fiber laser, which is discussed in subsection 3.4.    
3.1 Q-switching of an all-fiber laser by acousto-optic interaction in a fiber Bragg 
grating in the long-wavelength regime 
As an example of the use of the long-wavelength regime in FBGs, we present an all-fiber 
acousto-optic modulator suitable for Q-switching applications (Cuadrado-Laborde et al., 
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that gain scales with the EDF length. By this trend, the shortest light pulses (65 ps) were 
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Fig. 10. (a) Time width (FWHM) and peak power as a function of the EDF length, using a FBG 
with 0.3 nm bandwidth. Using a 0.7 nm bandwidth: (b) single mode-locked pulse at 4.73 MHz 
repetition frequency, together with its corresponding fitting by a sech2 function; (c) optical 
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An important parameter of our laser arrangement is the FBG bandwidth, which acts as a 
spectral filter. Its bandwidth has to be selected narrower than the AOM bandwidth; in order 
to insure that the modes are properly amplitude modulated. For this reason we used first a 
0.3 nm bandwidth FBG, which fulfills this requirement, since the AOM bandwidth is of 1.5 
nm. However, it can be easily understood that a larger number of modes locked –i.e. 
amplitude modulated– produce the narrowest mode-locked train of pulses, which is in 
accordance with Eq. 1. In this respect, there is margin for improvement, since the bandwidth 
of the FBG used is far to be close to the AOM bandwidth. For this reason we replace the flat-
top FBG with another FBG, which also has a flat-unit reflectivity, but a broader optical 
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bandwidth of 0.7 nm. Fig. 10(b) shows the shortest pulse obtained with this configuration, 
by using an EDF length of 2.45 m at a pump power of 265 mW. The measured temporal 
width was 34 ps (FWHM), with a maximum peak power of 1.4 W. For this pulse the spectral 
linewidth was measured to be 110 pm (i.e. 13.7 Ghz at 1551.9 nm), using a 50 pm resolution 
optical spectrum analyzer, see Fig. 10(c). On the other hand, a Fourier-transform limited 
sech2 pulse should have a spectral linewidth of 9.3 GHz. From the comparison between this 
last value and the linewidth measurement, we conclude that the optical pulses of our mode-
locked laser could have some moderate degree of chirp. Finally, we present the variation of 
the pulse parameters as a function of the frequency detuning for this configuration, see Fig. 
10(d); the measured allowable frequency detuning was of 8 Hz. According to theory of 
detuning in AM mode locking, the maximum allowable detuning is inversely proportional 
to the modulator optical bandwidth, in this case replaced by the FBG bandwidth, see Eq. 2. 
Since the later has been increased noticeably, i.e. from 0.3 nm to 0.7 nm, a reduction in the 
allowable detuning is an expected result. 
3. Applications of acousto-optic devices based on the interaction of 
longitudinal acoustic waves with fiber Bragg gratings 
When a travelling axially-propagating longitudinal acoustic wave is launched through a 
FBG, the periodic strain field of the acoustic wave perturbs the grating in two different 
ways. First, the average index changes in response to the stress-optical effect and second, the 
otherwise uniform Bragg grating pitch changes being modulated by the acoustical signal 
(Russell & Liu, 2000). As a consequence of both effects the reflectivity changes, the main 
features of these changes depend on the ratio between the acoustical wavelength and the 
grating length (Andrés et al., 2008). Thus, we can distinguish two well-different situations: 
the long-wavelength and the short-wavelength regimes. In the first, the Bragg grating pitch 
is homogeneously perturbed along its length. The successive cycles of compression and 
expansion generated by the longitudinal wave will shift periodically in time the spectral 
response of the grating as a whole to longer and shorter wavelengths (Cuadrado-Laborde et 
al., 2007; Andrés et al., 2008). On the contrary, in the short-wavelength regime the acoustic 
wave generates many compressed and expanded sections, which gives rise to a superstructure 
within the grating. In this case, the spectral response of the original FBG shows new and 
narrow reflection bands symmetrically at both sides of the original Bragg wavelength (Liu et 
al., 1997, 1998). The position and strength of these sidebands can be controlled by varying the 
frequency and voltage applied to the piezoelectric, respectively. Subsections 3.1 and 3.2 show 
the use of these effects to modulate the Q-factor of a fiber laser and as an active mode-locker; 
i.e. long and short-wavelength regimes, respectively. Subsection 3.3 shows the use of the 
acousto-optic interaction in a FBG in the short-wavelength regime as a tunable photonic true-
time-delay line based on the group delay change of the light reflected from the grating 
sidebands. Finally, when the acoustic perturbation is not a harmonic wave but a single pulse, 
its passage through the grating creates a defect in the FBG, which can be used to actively Q-
switch a distributed feedback fiber laser, which is discussed in subsection 3.4.    
3.1 Q-switching of an all-fiber laser by acousto-optic interaction in a fiber Bragg 
grating in the long-wavelength regime 
As an example of the use of the long-wavelength regime in FBGs, we present an all-fiber 
acousto-optic modulator suitable for Q-switching applications (Cuadrado-Laborde et al., 
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2007). It consists of a short-length fiber Bragg grating modulated by a standing longitudinal 
acoustic wave, whose wavelength is much longer than the grating length. Periodic 
stretching and compression of the grating due to the elastic wave, causes that the Bragg 
wavelength is harmonically, continuously and repeatedly tuned in time over a given 
wavelength range. Figure 11 illustrates the operation principle. In the long-wavelength 
regime, the acoustic wavelength is much larger than the grating length. 
However, the amplitude of the acoustic waves that can be achieved in a realistic 
arrangement is rather small to produce a significant perturbation of the FBG. We found that 
this limitation could be overcome by using an acoustic cavity. Thereby, if the grating is 
placed in the proper position within the acoustic cavity, a low-frequency standing longitudinal 
elastic wave will produce periodic stretching and compression of the grating. As a 
consequence, the reflection band will shift periodically in wavelength around the original 
Bragg wavelength, sweeping a given wavelength range in a harmonic way. The elastic wave 
may also introduce some chirp in the grating due to non-uniformity of the strain induced 
along the grating. To achieve efficient modulations this effect must be minimized. Thus, the 
grating length must be short compared with the acoustic wavelength, and the positioning of 
the grating within the cavity must match an anti-node of the standing acoustic wave. 
 
 
Fig. 11. Interaction of acoustic waves in the long-wavelength regime and FBGs; T is the 
period of the acoustic wave, Λ is the instantaneous pitch of the Bragg grating,   and Λ0 is the 
pitch of the Bragg grating in absence of acoustic wave. The effect on the reflection band is 
shown qualitatively. The standing acoustic wave stretches and compresses the grating 
periodically. During the time that the grating is stretched, the reflection band of the grating 
shifts towards longer wavelengths, whereas it shifts towards shorter wavelengths when it is 
compressed 
Figure 12(a) shows a diagram of the laser setup, together with a detail of the acousto-optic 
modulator. The Fabry-Perot cavity becomes defined by FBG1 (which also acts as modulator) 
and FBG2. A piezoelectric disk (15 mm in diameter and 2 mm thickness) was used to 
generate the longitudinal acoustic waves, which were launched to FBG1 through a silica 
horn. The base of the horn was glued to the piezoelectric and the tip reduced to ~125 µm 
and then fusion-spliced to FBG1. At a distance of 210 mm from the piezoelectric disk, the 
fiber was clamped allowing standing acoustic waves to be created in the fiber section 
between the horn and the clamp. FBG1 was written in the core of a photosensitive fiber by 
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UV irradiation using a phase-mask technique. The photosensitive fiber was previously 
tapered to enhance the acousto-optic interaction; the taper waist was 50 mm long, 90 µm in 
diameter, and the transition lengths were 13 mm. The grating was recorded in the taper 
waist (uniform diameter section); the FBG1 length was 22 mm. The highest frequency used 
in our experiments was 61 kHz, and according to the velocity of sound in silica fibers for 
longitudinal elastic waves (5760 m/s), the wavelength for this frequency is 94 mm. Thus, we 
can verify that FBG1 length is short enough to guaranty a standard long-wavelength regime. 
An apodization profile was introduced also during the grating inscription to reduce side-
lobes in the spectrum. Figure 12(b) shows the transmission spectrum for both FBGs, the 
bandwidth of FBG1 was 0.15 nm and the reflectivity was higher than 99.9%. On the short-
wavelength side, the transmission drops sharply (~ 0.72 dB/pm). The side-lobes have been 
reduced entirely on this side, while a significant side-lobe still remains on the long-wavelength 
side of the transmission band. On the other hand, FBG2 acted as the output coupler, its Bragg 
wavelength was 1543.27 nm, the reflectivity 50%, and the bandwidth was 40 pm. 
 
 
Fig. 12. (a) Laser setup, the dashed line defines the acousto-optic modulator. (b) 
Transmission spectra of the two fiber Bragg gratings 
Next, we discuss the modulator´s performance. We detect the intensity of the light reflected 
by the mid-reflection point of the short-wavelength band-edge, when an AC electric signal 
of a given frequency was applied to the piezoelectric. To this end a tunable laser diode was 
used. The modulation of the grating caused by the elastic wave generates periodic 
modulation of the light intensity reflected by the grating. An example is shown in Fig. 13(a). 
At low voltage, a sinusoidal modulation was observed since the grating shifts little and the 
laser reflects at the band-edge at any time during the period of the electric signal. As the 
electric signal amplitude increases, the grating shifts further and then, the laser reflects also 
at the top and bottom of the band-edge, generating a square signal. We observed strong 
acoustic resonances at frequencies of 18 kHz, 37 kHz and 61 kHz. The peak-to-peak 
amplitude was measured for these frequencies as a function of the voltage applied to the 
piezoelectric, see Fig. 13(b). The most efficient frequency was 61 kHz, and the responses at 
18 kHz and 37 kHz were quite similar. Taking into account the results shown in Fig. 13(b) 
and the width of the band-edge, 42 pm, the modulation efficiency (i.e. wavelength shift per 
unit volt) was estimated, giving 7 pm/V at 18 kHz and 37 kHz, and 16 pm/V at 61 kHz. 
The switching speed is one of the key parameters of any modulator intended to be utilized 
as Q-switching element in a fiber laser, being desirable to be as high as possible. In this 
modulator, the switching time depends on the AC voltage amplitude, and it becomes 
shorter as the voltage is increased, as shown in Fig. 13(a). Switching times of the order of a 
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2007). It consists of a short-length fiber Bragg grating modulated by a standing longitudinal 
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However, the amplitude of the acoustic waves that can be achieved in a realistic 
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Fig. 11. Interaction of acoustic waves in the long-wavelength regime and FBGs; T is the 
period of the acoustic wave, Λ is the instantaneous pitch of the Bragg grating,   and Λ0 is the 
pitch of the Bragg grating in absence of acoustic wave. The effect on the reflection band is 
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periodically. During the time that the grating is stretched, the reflection band of the grating 
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compressed 
Figure 12(a) shows a diagram of the laser setup, together with a detail of the acousto-optic 
modulator. The Fabry-Perot cavity becomes defined by FBG1 (which also acts as modulator) 
and FBG2. A piezoelectric disk (15 mm in diameter and 2 mm thickness) was used to 
generate the longitudinal acoustic waves, which were launched to FBG1 through a silica 
horn. The base of the horn was glued to the piezoelectric and the tip reduced to ~125 µm 
and then fusion-spliced to FBG1. At a distance of 210 mm from the piezoelectric disk, the 
fiber was clamped allowing standing acoustic waves to be created in the fiber section 
between the horn and the clamp. FBG1 was written in the core of a photosensitive fiber by 
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UV irradiation using a phase-mask technique. The photosensitive fiber was previously 
tapered to enhance the acousto-optic interaction; the taper waist was 50 mm long, 90 µm in 
diameter, and the transition lengths were 13 mm. The grating was recorded in the taper 
waist (uniform diameter section); the FBG1 length was 22 mm. The highest frequency used 
in our experiments was 61 kHz, and according to the velocity of sound in silica fibers for 
longitudinal elastic waves (5760 m/s), the wavelength for this frequency is 94 mm. Thus, we 
can verify that FBG1 length is short enough to guaranty a standard long-wavelength regime. 
An apodization profile was introduced also during the grating inscription to reduce side-
lobes in the spectrum. Figure 12(b) shows the transmission spectrum for both FBGs, the 
bandwidth of FBG1 was 0.15 nm and the reflectivity was higher than 99.9%. On the short-
wavelength side, the transmission drops sharply (~ 0.72 dB/pm). The side-lobes have been 
reduced entirely on this side, while a significant side-lobe still remains on the long-wavelength 
side of the transmission band. On the other hand, FBG2 acted as the output coupler, its Bragg 
wavelength was 1543.27 nm, the reflectivity 50%, and the bandwidth was 40 pm. 
 
 
Fig. 12. (a) Laser setup, the dashed line defines the acousto-optic modulator. (b) 
Transmission spectra of the two fiber Bragg gratings 
Next, we discuss the modulator´s performance. We detect the intensity of the light reflected 
by the mid-reflection point of the short-wavelength band-edge, when an AC electric signal 
of a given frequency was applied to the piezoelectric. To this end a tunable laser diode was 
used. The modulation of the grating caused by the elastic wave generates periodic 
modulation of the light intensity reflected by the grating. An example is shown in Fig. 13(a). 
At low voltage, a sinusoidal modulation was observed since the grating shifts little and the 
laser reflects at the band-edge at any time during the period of the electric signal. As the 
electric signal amplitude increases, the grating shifts further and then, the laser reflects also 
at the top and bottom of the band-edge, generating a square signal. We observed strong 
acoustic resonances at frequencies of 18 kHz, 37 kHz and 61 kHz. The peak-to-peak 
amplitude was measured for these frequencies as a function of the voltage applied to the 
piezoelectric, see Fig. 13(b). The most efficient frequency was 61 kHz, and the responses at 
18 kHz and 37 kHz were quite similar. Taking into account the results shown in Fig. 13(b) 
and the width of the band-edge, 42 pm, the modulation efficiency (i.e. wavelength shift per 
unit volt) was estimated, giving 7 pm/V at 18 kHz and 37 kHz, and 16 pm/V at 61 kHz. 
The switching speed is one of the key parameters of any modulator intended to be utilized 
as Q-switching element in a fiber laser, being desirable to be as high as possible. In this 
modulator, the switching time depends on the AC voltage amplitude, and it becomes 
shorter as the voltage is increased, as shown in Fig. 13(a). Switching times of the order of a 
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few microseconds were achievable. Finally, although the acoustic generator was designed 
for the excitation of longitudinal waves, we also observed flexural waves in the resonator 
when large voltages were applied to the piezoelectric. A large number of flexural standing 
waves, spaced fractions of kHz, were observed in the range from 0 to 100 kHz. These 
resonances gave rise to light modulated at double frequency of the electrical excitation and 
exhibited relatively low amplitude. The aforementioned modulator uses an acoustic 
resonator, which enhances the interaction between acoustic waves and the FBG. The 
fundamental mechanical resonance at 18 kHz had a Q factor of 1300. With respect to an un-
clamped configuration based on traveling acoustic waves, the use of an acoustic cavity 
increases the modulation efficiency, but it restricts the operation of the modulator at the 
resonant frequencies of the cavity. A modulator based on traveling acoustic waves would 
allow, in principle, tuning continuously the modulation frequency, but a large voltage 
would be required and important thermal effects would damage the acoustic transducer.  
 
 
Fig. 13. (a) Light reflected from the band-edge of the grating when an AC electric signal of 
61 kHz and peak-to peak amplitude of 4.6 V (green) and 14 V (blue) were applied to the 




Fig. 14. (a) CW emission spectrum at 135 mW pump power; the inset shows the output CW 
power versus pump power. (b) Pulse train at 18 kHz repetition rate; the inset shows a single 
light pulse measured with a 1 GHz bandwidth photodetector, pump power of 80 mW 
 




Fig. 15. (a) Pulse peak power as a function of the applied voltage to the piezoelectric (75 mW 
pump power, 18 kHz repetition rate). (b) Pulse peak power and pulse width as a function of 
pump power, for repetition rates of 18 kHz (blue) and 37 kHz (green). Voltage applied to the 
piezoelectric 24 V 
The gain of the Q-switched all-fiber laser was provided by 0.3 m of an erbium-doped fiber 
containing 1000 p.p.m. Er3+, with a cut-off wavelength of 965 nm, and a numerical aperture 
of 0.23. The active fiber was pumped through a WDM coupler by a pigtailed laser diode 
emitting at 979 nm, providing a maximum pump power of 140 mW. The Fabry–Perot cavity 
length was of 1.2 m. A translation stage was used for tuning the reflection band of FBG2 
closer to the short-wavelength band-edge of FBG1, allowing full overlapping between both 
bands with moderate voltages being applied to the piezoelectric. In this arrangement, the 
longitudinal standing elastic wave causes periodic optimization of the Q factor of the laser 
cavity and, as a result, strong pulses are emitted at the repetition frequency of the acousto-
optic modulation, when the fiber is pumped. The CW features of the fiber laser are shown in 
Fig. 14(a). The laser line was narrower than 20 pm (resolution limit of our measurement 
system), a signal-to-noise level as high as 70 dB was obtained. The efficiency and the 
threshold were 3 % and 25 mW, respectively. Figure 14(b) shows a pulse train emitted by 
the laser at a repetition rate of 18 kHz. At high pump powers each Q-switched pulse breaks 
into a train of narrower, 8 ns wide, sharp pulses (see inset). The frequency of this 
modulation, 83 MHz, coincides with the frequency mode-spacing of the laser cavity, which 
indicates beating between longitudinal cavity modes. We observed that the modulation 
amplitude of this high frequency component was affected by variations in pump level and 
repetition rate. This apparent passive mode-locking response has been previously reported 
repeatedly in both, passively and actively Q-switched fiber lasers (Philippov et al., 2004; 
Andersen et al., 2006). Figure 15(a) shows the peak power of the Q-switched pulse as a 
function of the applied voltage to the piezoelectric. Three regions can be clearly 
distinguished. For low voltages applied to the piezoelectric there is not emission, since the 
wavelength shift of FBG1 is not enough to overlap the reflection band to FBG2. As the 
applied voltage increases, there is a Q-switched pulse per period. For voltages close to the 
lower limit, the overlapping between both gratings is only partial and the laser is only a 
small amount above threshold, so weak pulses are emitted. As the voltage is increased, the 
gratings overlap further and the peak power increases. A steady state is reached when the 
voltage amplitude is high enough to obtain complete overlapping between the two reflection 
bands. If the applied voltage is increased further, the cavity stays in the high Q state longer 
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Fig. 13. (a) Light reflected from the band-edge of the grating when an AC electric signal of 
61 kHz and peak-to peak amplitude of 4.6 V (green) and 14 V (blue) were applied to the 




Fig. 14. (a) CW emission spectrum at 135 mW pump power; the inset shows the output CW 
power versus pump power. (b) Pulse train at 18 kHz repetition rate; the inset shows a single 
light pulse measured with a 1 GHz bandwidth photodetector, pump power of 80 mW 
 




Fig. 15. (a) Pulse peak power as a function of the applied voltage to the piezoelectric (75 mW 
pump power, 18 kHz repetition rate). (b) Pulse peak power and pulse width as a function of 
pump power, for repetition rates of 18 kHz (blue) and 37 kHz (green). Voltage applied to the 
piezoelectric 24 V 
The gain of the Q-switched all-fiber laser was provided by 0.3 m of an erbium-doped fiber 
containing 1000 p.p.m. Er3+, with a cut-off wavelength of 965 nm, and a numerical aperture 
of 0.23. The active fiber was pumped through a WDM coupler by a pigtailed laser diode 
emitting at 979 nm, providing a maximum pump power of 140 mW. The Fabry–Perot cavity 
length was of 1.2 m. A translation stage was used for tuning the reflection band of FBG2 
closer to the short-wavelength band-edge of FBG1, allowing full overlapping between both 
bands with moderate voltages being applied to the piezoelectric. In this arrangement, the 
longitudinal standing elastic wave causes periodic optimization of the Q factor of the laser 
cavity and, as a result, strong pulses are emitted at the repetition frequency of the acousto-
optic modulation, when the fiber is pumped. The CW features of the fiber laser are shown in 
Fig. 14(a). The laser line was narrower than 20 pm (resolution limit of our measurement 
system), a signal-to-noise level as high as 70 dB was obtained. The efficiency and the 
threshold were 3 % and 25 mW, respectively. Figure 14(b) shows a pulse train emitted by 
the laser at a repetition rate of 18 kHz. At high pump powers each Q-switched pulse breaks 
into a train of narrower, 8 ns wide, sharp pulses (see inset). The frequency of this 
modulation, 83 MHz, coincides with the frequency mode-spacing of the laser cavity, which 
indicates beating between longitudinal cavity modes. We observed that the modulation 
amplitude of this high frequency component was affected by variations in pump level and 
repetition rate. This apparent passive mode-locking response has been previously reported 
repeatedly in both, passively and actively Q-switched fiber lasers (Philippov et al., 2004; 
Andersen et al., 2006). Figure 15(a) shows the peak power of the Q-switched pulse as a 
function of the applied voltage to the piezoelectric. Three regions can be clearly 
distinguished. For low voltages applied to the piezoelectric there is not emission, since the 
wavelength shift of FBG1 is not enough to overlap the reflection band to FBG2. As the 
applied voltage increases, there is a Q-switched pulse per period. For voltages close to the 
lower limit, the overlapping between both gratings is only partial and the laser is only a 
small amount above threshold, so weak pulses are emitted. As the voltage is increased, the 
gratings overlap further and the peak power increases. A steady state is reached when the 
voltage amplitude is high enough to obtain complete overlapping between the two reflection 
bands. If the applied voltage is increased further, the cavity stays in the high Q state longer 
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and more than one Q-switched pulse is emitted per period. When changing the pump power 
and/or repetition rate, the upper and lower AC voltage limits vary, but the trend is preserved. 
Finally, the effect of pump power on the Q-switched pulses, for repetition rates of 18 and 37 
kHz, is shown in Fig. 15(b). The pump power threshold at each frequency was 27 mW and 53 
mW, respectively. Above threshold, the peak power increases with pump power, and there is 
a corresponding reduction of the pulse width. No evidences of peak power saturation were 
observed within the pump power range of our experiments. Pulses of 1.6 W peak power and 
172 ns width were obtained at 18 kHz repetition rate and 135 mW pump power. 
3.2 Mode-locking and Q-switching mode-locking by acousto-optic interaction in a 
fiber Bragg grating in the short-wavelength regime 
In this subsection we discuss another mechanism developed by our group to mode-lock an 
all-fiber laser (Cuadrado-Laborde et al., 2009a, 2010a). This is based on the acousto-optic 
super-lattice modulation, and it is an example of the interaction of longitudinal acoustic 
waves and Bragg gratings in the short-wavelength regime (Liu et al., 1997, 1998). In the 
following, we start by reviewing the behavior of the acousto-optic super-lattice modulator, 
subsection 3.2.1. Then, we show the use of this device as mode-locker, by showing two 
different mode-locked lasers, either by driving the acousto-optic modulator by standing or 
travelling acoustic waves, subsections 3.2.2 and 3.2.3, respectively. The possibility to reach 
simultaneous Q-switching and mode-locking is also discussed in these subsections. 
3.2.1 The fiber Bragg grating based acousto-optic modulator 
The spectral response of the original FBG in this acoustical regime shows new −and narrow− 
reflection bands symmetrically at both sides of the original Bragg wavelength (Liu et al., 
1997, 1998). The position of these sidebands can be controlled by varying the frequency at a 
slope of 0.15 nm /MHz and 0.30 nm /MHz for the first and second order sideband, 
respectively. The strength of the reflection bands, on the other hand, can be controlled 
independently by varying the voltage applied to the piezoelectric. Since these sidebands can 
be regarded as weak ghosts of the strong permanent Bragg grating, its FWHM bandwidth is 
that of a weak Bragg grating of the same length (Liu et al., 1997). Figure 16 shows the setup 
for a typical reflectivity measurement on an AOSLM. The AOSLM in turn is composed of an 
RF source, an electrical RF amplifier, a piezoelectric disk, a silica horn, and a FBG. The tip of 
the silica horn was reduced by chemical etching to the same diameter of FBG −125 μm− and 
subsequently fusion-spliced to the fiber. The uniform and non-apodized grating was written 
in photosensitive fiber using a doubled argon laser and a uniform period mask; the FBG was 
120 mm long. The reflection properties of the AOSLM were investigated by illuminating the 
FBG through an optical circulator with a broadband light source, and detecting the reflected 
light with an optical spectrum analyzer (OSA). Figure 17(a) shows the reflectivity of the 
unperturbed FBG −i.e. without electrical signal applied to the piezoelectric− and with an 
electrical signal applied to the piezoelectric of 4.55 MHz and 16 V (whenever we refer to 
voltages throughout this chapter, it is a peak-to-peak measurement). The presence of the 
sidebands symmetrically positioned around the Bragg wavelength is clearly discernible. 
Further, these sidebands are produced either by standing or travelling acoustic waves. 
However, the light reflected by the sidebands in each case behaves differently. When 
travelling acoustic waves are used −by dumping the end of the FBG opposite to the silica 
horn for example with a drop of oil−, the light reflected on these sidebands is completely 
downshifted or upshifted by the frequency of the acoustical signal, depending if the 
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reflection was in the long or short-wavelength sideband, respectively (Liu et al., 1997, 1998). 
Together with this and as a function of the instantaneous phase of the acoustic signal, there 
is also present an amplitude modulation at the frequency of the acoustical signal. Figure 
17(b) shows the measurement performed by tuning a laser diode to the center of the short-
wavelength sideband and measuring the reflected light. As expected, the amplitude 
modulation is at the same frequency of the electrical signal used to drive the piezoelectric. 
On the other hand, when standing acoustic waves are used −by clamping the end of the FBG 
opposite to the silica horn− the sidebands raise and fall at twice the frequency of the 
electrical signal (Cuadrado-Laborde et al., 2009a). Further, in principle, for a perfect 
acoustical reflection, the light reflected by the sidebands does not experiment any Doppler 
shift, as opposed to the previous case when travelling acoustic waves are used. Figure 17(c) 
shows the measurement performed by tuning a laser diode to the center of the short-
wavelength sideband and measuring the reflected light. Now the optical modulation 
frequency is two times the acoustical signal frequency. To summarize, an AOSLM can be 
driven in two different regimes, either by using travelling or standing acoustic waves. In 
both cases we can use it as an amplitude modulator. However in the first case −travelling 
acoustic waves− the light reflected on the sidebands is modulated at the same frequency of 
the acoustical signal, whereas in the second case −standing acoustic waves− it is modulated 
at two times this frequency, respectively. 
 
 
Fig. 16. Setup for the characterization of the acousto-optic super-lattice modulator; OSA stands 
for optical spectrum analyzer, FBG for fiber Bragg grating and RF for radio-frequency 
 
 
Fig. 17. (a) Reflectivity of the fiber Bragg grating with and without electrical signal applied 
to the piezoelectric (4.55 MHz and 16 V peak-to-peak). (b) Optical signal reflected by the 
short-wavelength sideband when travelling acoustic waves are used (lower trace) and RF 
voltage applied to the piezoelectric (4.11 MHz and 16 V, upper trace). (c) Same as in (b), but 
for standing acoustic waves (4.55 MHz and 16 V, dotted curve) 
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and more than one Q-switched pulse is emitted per period. When changing the pump power 
and/or repetition rate, the upper and lower AC voltage limits vary, but the trend is preserved. 
Finally, the effect of pump power on the Q-switched pulses, for repetition rates of 18 and 37 
kHz, is shown in Fig. 15(b). The pump power threshold at each frequency was 27 mW and 53 
mW, respectively. Above threshold, the peak power increases with pump power, and there is 
a corresponding reduction of the pulse width. No evidences of peak power saturation were 
observed within the pump power range of our experiments. Pulses of 1.6 W peak power and 
172 ns width were obtained at 18 kHz repetition rate and 135 mW pump power. 
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for a typical reflectivity measurement on an AOSLM. The AOSLM in turn is composed of an 
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reflection was in the long or short-wavelength sideband, respectively (Liu et al., 1997, 1998). 
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Fig. 16. Setup for the characterization of the acousto-optic super-lattice modulator; OSA stands 
for optical spectrum analyzer, FBG for fiber Bragg grating and RF for radio-frequency 
 
 
Fig. 17. (a) Reflectivity of the fiber Bragg grating with and without electrical signal applied 
to the piezoelectric (4.55 MHz and 16 V peak-to-peak). (b) Optical signal reflected by the 
short-wavelength sideband when travelling acoustic waves are used (lower trace) and RF 
voltage applied to the piezoelectric (4.11 MHz and 16 V, upper trace). (c) Same as in (b), but 
for standing acoustic waves (4.55 MHz and 16 V, dotted curve) 
  




Fig. 18. Setup of the mode-locked all-fiber laser by using an acousto-optic supper-lattice 
modulator (AOSLM) as mode-locker 
3.2.2 All-fiber actively mode-locked laser with a fiber Bragg grating based acousto-
optic modulator driven by standing acoustic waves 
Now, we show the use of the amplitude modulation induced by standing acoustic waves in 
the AOSLM to mode-lock an all-fiber laser (Cuadrado-Laborde et al., 2009a, 2010a). The 
setup proposed for the standard mode-locking laser is schematically illustrated in Fig. 18. 
The gain was provided by an erbium-doped fiber (EDF) containing 300 parts per million 
(ppm) of Er3+, with a cut-off wavelength of 939 nm, and a numerical aperture of 0.24. The 
active fiber was pumped through a WDM coupler by a pigtailed laser diode emitting at 976 
nm, providing a maximum pump power of 160 mW. The acousto-optic super-lattice 
modulator and a short delay line followed by a second fiber Bragg grating FBG2 were 
fusion-spliced at each end of the active fiber. FBG2 (10 mm long and with a Bragg 
wavelength of 1530.2 nm) was written with a uniform period in a photosensitive fiber using 
a doubled argon laser and a uniform period mask. The Fabry-Perot cavity was established 
once the reflection band of FBG2 is made to match the short wavelength sideband of the 
FBG1 of the AOSLM, i.e. 1530.5 nm, by straining it with a translational stage (see Fig. 18). 
The delay line length must be selected to match the round-trip time with the reciprocal of 
the optical modulation frequency, which in turn is twice the electrical frequency applied to 
the piezoelectric. Since the selected piezoelectric operation point for the piezoelectric was 
4.55 MHz, this results in a cavity length of 11.4 m. However, fine tuning of the electrical 
frequency was required to achieve mode-locking. 
Figure 19(a) exemplifies the laser behavior showing the train of optical pulses generated, at 
a frequency rate of 9 MHz (50 GHz bandwidth oscilloscope). Figure 19(b) shows a single 
optical pulse; the timing jitter was measured to be 40 ps (RMS). The pulses of this laser are 
best fitted by a sech2 function, which is in accordance with earlier amplitude modulated 
mode-locking theory. Further, the dispersion measurements of the different fibers we used 
to form the laser cavity show that both kind of dispersion coexist, from the anomalous 
dispersion of the delay line to the normal dispersion of the EDF. For this type of dispersion-
mixed cavities, the analytical steady-state solution is expected to be also of the sech2 type 
(Belanger, 2005), which adds further evidence in the same direction. The emission linewidth 
was measured using a high resolution optical spectrum analyzer (BOSA-C, Aragón 
Photonics, resolution of 80 fm). Figure 19(c) shows the spectrum of the optical pulses shown 
in Fig. 19(b). The high resolution of the optical spectrum analyzer permits a direct 
observation of the individual cavity modes separated by 9 MHz, see the inset of Fig. 19(c). 
The measured 3-dB linewidth results in 2.8 pm, i.e. 360 MHz at 1530.5 nm. On the other side, 
the optical pulses have a temporal width of 780 ps, so according to the Fourier-transform-
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limited relation for a sech2 pulse, time-bandwidth product of 0.315 (Wada et al., 2008), its 
bandwidth cannot be lower than 380 MHz. From the comparison between this last value 
and the linewidth measurement, we conclude that the optical pulses of our modelocked 
laser are transform-limited, i.e. un-chirped. A brief digression is in order here, the Fourier-
transform-limited relation for Gaussian pulses with a time-bandwidth product of 0.44 
(Kuizenga & Siegman, 1970; Wada et al., 2008), would result in a much higher linewidth 
(564 MHz), which is in contradiction with our spectral measurements. As a consequence, the 
fitting of the temporal pulses, see Fig. 19(b), the application of the Fourier-transform-limited 
relations, and dispersion measurements together with previous theoretical work, seems to 
corroborate a sech2 nature for the emitted pulses. 
 
 
Fig. 19. (a) Voltage signal applied to the piezoelectric at 4.55 MHz and 16 V, and its 
corresponding modelocked train of pulses generated at twice this frequency with a pump 
power of 160 mW. (b) A single optical pulse and its corresponding fitting by a sech2 
function. (c) Optical spectrum of the output light pulses shown in (b); the inset shows the 
cavity modes distant by 9 MHz 
 
 
Fig. 20. (a) Peak power and pulse width of the optical pulses as a function of the pump 
power. (b) Peak power and pulse width of the output light pulses as a function of the 
voltage applied to the piezoelectric, for a pump power of 160 mW. (c) Pulse width of the 
output light pulses, as a function of the EDF length, for a fixed pump power of 160mW, 
additionally, the average dispersion of the cavity is also shown for each EDF length 
  




Fig. 18. Setup of the mode-locked all-fiber laser by using an acousto-optic supper-lattice 
modulator (AOSLM) as mode-locker 
3.2.2 All-fiber actively mode-locked laser with a fiber Bragg grating based acousto-
optic modulator driven by standing acoustic waves 
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best fitted by a sech2 function, which is in accordance with earlier amplitude modulated 
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limited relation for a sech2 pulse, time-bandwidth product of 0.315 (Wada et al., 2008), its 
bandwidth cannot be lower than 380 MHz. From the comparison between this last value 
and the linewidth measurement, we conclude that the optical pulses of our modelocked 
laser are transform-limited, i.e. un-chirped. A brief digression is in order here, the Fourier-
transform-limited relation for Gaussian pulses with a time-bandwidth product of 0.44 
(Kuizenga & Siegman, 1970; Wada et al., 2008), would result in a much higher linewidth 
(564 MHz), which is in contradiction with our spectral measurements. As a consequence, the 
fitting of the temporal pulses, see Fig. 19(b), the application of the Fourier-transform-limited 
relations, and dispersion measurements together with previous theoretical work, seems to 
corroborate a sech2 nature for the emitted pulses. 
 
 
Fig. 19. (a) Voltage signal applied to the piezoelectric at 4.55 MHz and 16 V, and its 
corresponding modelocked train of pulses generated at twice this frequency with a pump 
power of 160 mW. (b) A single optical pulse and its corresponding fitting by a sech2 
function. (c) Optical spectrum of the output light pulses shown in (b); the inset shows the 
cavity modes distant by 9 MHz 
 
 
Fig. 20. (a) Peak power and pulse width of the optical pulses as a function of the pump 
power. (b) Peak power and pulse width of the output light pulses as a function of the 
voltage applied to the piezoelectric, for a pump power of 160 mW. (c) Pulse width of the 
output light pulses, as a function of the EDF length, for a fixed pump power of 160mW, 
additionally, the average dispersion of the cavity is also shown for each EDF length 
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Now we will show the variation in the pulse`s parameter as typical variables are changed. 
First we analyze the optical pulse’s peak power and temporal width as a function of the 
pump power, which is shown in Fig. 20(a). A smooth variation of the pulse width with 
pump power can be observed, before reaching the gain saturation. A higher available pump 
power would allow additional axial modes to contribute, increasing the spectral bandwidth, 
and thereby decreasing the pulse´s width. Next, we analyzed the variation in the pulse`s 
parameters as a function of the modulation voltage. The intensity of the reflection sidebands 
of the AOSLM can be dynamically controlled by varying the voltage applied to the 
piezoelectric as we explained before in subsection 3.2.1. This voltage controls the amplitude 
of the propagating acoustic wave and the amplitude of the standing wave, as a function of 
the reflection at the clamp. Thus, as opposed to mode-locking by bulk acousto-optic or 
electro-optic modulators, here the reflectivity and the modulation depth are intrinsically 
linked, i.e. when the applied voltage increases, both the reflectivity and the modulation 
amplitude increase. Figure 20(b) shows the peak power and time width, respectively, as a 
function of the voltage applied to the piezoelectric. At lower reflectivities and modulation 
amplitudes, the peak power diminishes, whereas the time width increases. According to Eq. 
(1), the pulse width and the modulation depth are inverse parameters, and in turn the later 
rises with the applied voltage. However, the pulses shorten very slowly with the increased 
modulation strength; hence this shortening procedure is generally discouraged (Kuizenga & 
Siegman, 1970). One can conclude that further increase of the voltage might improve the 
pulse parameters, but it is not likely to lead to a great enhancement in terms either of peak 
power or temporal width. We analyzed also the influence that dispersion has on the pulse`s 
parameters, when the average dispersion of the cavity is changed. The dispersion for each  
type of optical fiber used in the setup was measured by the frequency-domain modulated-
carrier method. The resulting average dispersion of this cavity is normal and its value is −1.2 
ps/nm/km. Next, the optical fiber of the delay line −the Corning LEAF fiber− was replaced 
by a normal dispersion fiber −Fibercore SM980− leading to a lower (normal) overall 
dispersion of −5.8 ps/nm/km. With the new delay line, a higher pump reaches the EDF, 
since a better effective area compatibility is insured throughout the different fibers of the 
system −in fact, unlike LEAF fiber, the SM980 insures single-mode propagation of the pump 
power−. As a result, output pulses have higher peak power and shorter time width than in 
the previous configuration. In this way, optical pulses with temporal width and peak power 
of 640 ps and 160 mW, respectively, were obtained. These pulse parameters represent an 
improvement of 18% and 28% with respect to the previous configuration. Finally, in order to 
reverse the sign of the average dispersion of the cavity, we used an SMF28 optical fiber for the 
delay line, resulting in an average −anomalous− dispersion of 9.8 ps/nm/km. In this case, we 
did not observe mode-locking lasing. One reason for this could be motivated by the large 
average dispersion introduced within the cavity, since modelocked fiber lasers usually works 
with close-to-zero average dispersion cavities. Finally, the change on the pulse parameters was 
measured as a function of the EDF length −ranging from 0.5 to 3.3 m−, but keeping a constant 
cavity length of 11.4 m, by adjusting each time the length of LEAF fiber. The average 
dispersion remains normal regardless of the amount of EDF used, ranging from −0.3 
ps/nm/km up to −4.5 ps/nm/km. The temporal pulse width as a function of the EDF length 
is shown in Fig. 20(c), for a fixed pump power of 160 mW. This figure includes the average 
dispersion of the cavity as a function of the EDF length. A direct relationship can be observed 
between the EDF length, the dispersion, and the time width of the pulses, with a minimum of 
630 ps obtained for an EDF length of 1 m. This kind of interplay between gain and time width 
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agrees with Eq. (1). Further narrowing of the optical pulses could not be reached by this trend, 
since no mode-locking lasing was observed with 0.5 m of EDF and the available pump power, 
as a result of insufficient cavity gain. Finally, we also developed the ytterbium-doped fiber 
version of this laser, with equally satisfactory results (Villegas et al., 2011). 
 
 
Fig. 21. (a) Q-switched mode-locked all-fiber laser setup when the AOSLM is driven by 
standing acoustic waves. (b) Reflection spectrum of the AOSLM when an RF signal of 4.55 
MHz and 16 V is applied to the piezoelectric (left ordinate). Transmittance of FBG2 (solid 
curve) when the magnetostrictive device is switched-off; the dotted curve shows the new 
spectral position of FBG2 when the magnetostrictive device is switched-on (right ordinate) 
Until now we have discussed the standard mode-locking operation. Now we demonstrate 
the possibility to simultaneously Q-switch and mode-lock, actively and independently. By 
combining both operations in a single laser, a superior performance is achieved with higher 
peak powers compared with ordinary mode-locked lasers, but almost the same pulse width 
as in a mode-locked laser is retained. Thus, the peak power of the central pulses of the 
mode-locked train, underneath the Q-switched envelope, can be greatly enhanced. The 
increased peak power provided by the Q-switching technique can be advantageous in 
applications such as wavelength conversion or super-continuum generation. It is worth to 
say, that any passive mechanism is used in this setup, neither for Q-switching nor for mode-
locking. To this end, we design a solution for actively Q-switching, while simultaneously 
mode-locking, preserving the all-fiber configuration. This solution is based on fiber Bragg 
grating fast modulation using a magnetostrictive device. This feature provides a direct 
control of the repetition rate and a fully-modulated train of modelocked pulses. To the best 
of our knowledge, this was the first doubly active Q-switching mode-locking strictly all-
fiber laser presented (Cuadrado-Laborde et al., 2009b). The setup of our doubly-active Q-
switching mode-locking all-fiber laser is shown in Fig. 21(a). It is basically the same as it was 
described before for the standard mode-locking and shown in Fig. 18, with the same length 
of EDF and delay line, except by the magnetostrictive device controlling the FBG2, see Fig. 
21(a). It is composed of a 15 mm long (1 mm2 cross-section) magnetostrictive rod of 
Terfenol-D bonded to the FBG2. The rod and the fiber were placed inside a small coil driven 
by an electronic circuit designed to drive square current pulses with amplitudes up to 260 
mA of any required duty cycle. Figure 21(b) shows the spectral positions of both FBGs −i.e. 
the FBG of the AOSLM and FBG2, which helps understand the operation principle of this 
laser also. When the magnetic pulses generated in the solenoid stretch FBG2, its central 
wavelength is brought to match the short-wavelength sideband of FBG1 for a short period of 
time, which results in an increased Q-value. In this way by modulating the coil current with 
a given Q-switched frequency, the Q-factor is actively modulated at the same frequency. The 
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Now we will show the variation in the pulse`s parameter as typical variables are changed. 
First we analyze the optical pulse’s peak power and temporal width as a function of the 
pump power, which is shown in Fig. 20(a). A smooth variation of the pulse width with 
pump power can be observed, before reaching the gain saturation. A higher available pump 
power would allow additional axial modes to contribute, increasing the spectral bandwidth, 
and thereby decreasing the pulse´s width. Next, we analyzed the variation in the pulse`s 
parameters as a function of the modulation voltage. The intensity of the reflection sidebands 
of the AOSLM can be dynamically controlled by varying the voltage applied to the 
piezoelectric as we explained before in subsection 3.2.1. This voltage controls the amplitude 
of the propagating acoustic wave and the amplitude of the standing wave, as a function of 
the reflection at the clamp. Thus, as opposed to mode-locking by bulk acousto-optic or 
electro-optic modulators, here the reflectivity and the modulation depth are intrinsically 
linked, i.e. when the applied voltage increases, both the reflectivity and the modulation 
amplitude increase. Figure 20(b) shows the peak power and time width, respectively, as a 
function of the voltage applied to the piezoelectric. At lower reflectivities and modulation 
amplitudes, the peak power diminishes, whereas the time width increases. According to Eq. 
(1), the pulse width and the modulation depth are inverse parameters, and in turn the later 
rises with the applied voltage. However, the pulses shorten very slowly with the increased 
modulation strength; hence this shortening procedure is generally discouraged (Kuizenga & 
Siegman, 1970). One can conclude that further increase of the voltage might improve the 
pulse parameters, but it is not likely to lead to a great enhancement in terms either of peak 
power or temporal width. We analyzed also the influence that dispersion has on the pulse`s 
parameters, when the average dispersion of the cavity is changed. The dispersion for each  
type of optical fiber used in the setup was measured by the frequency-domain modulated-
carrier method. The resulting average dispersion of this cavity is normal and its value is −1.2 
ps/nm/km. Next, the optical fiber of the delay line −the Corning LEAF fiber− was replaced 
by a normal dispersion fiber −Fibercore SM980− leading to a lower (normal) overall 
dispersion of −5.8 ps/nm/km. With the new delay line, a higher pump reaches the EDF, 
since a better effective area compatibility is insured throughout the different fibers of the 
system −in fact, unlike LEAF fiber, the SM980 insures single-mode propagation of the pump 
power−. As a result, output pulses have higher peak power and shorter time width than in 
the previous configuration. In this way, optical pulses with temporal width and peak power 
of 640 ps and 160 mW, respectively, were obtained. These pulse parameters represent an 
improvement of 18% and 28% with respect to the previous configuration. Finally, in order to 
reverse the sign of the average dispersion of the cavity, we used an SMF28 optical fiber for the 
delay line, resulting in an average −anomalous− dispersion of 9.8 ps/nm/km. In this case, we 
did not observe mode-locking lasing. One reason for this could be motivated by the large 
average dispersion introduced within the cavity, since modelocked fiber lasers usually works 
with close-to-zero average dispersion cavities. Finally, the change on the pulse parameters was 
measured as a function of the EDF length −ranging from 0.5 to 3.3 m−, but keeping a constant 
cavity length of 11.4 m, by adjusting each time the length of LEAF fiber. The average 
dispersion remains normal regardless of the amount of EDF used, ranging from −0.3 
ps/nm/km up to −4.5 ps/nm/km. The temporal pulse width as a function of the EDF length 
is shown in Fig. 20(c), for a fixed pump power of 160 mW. This figure includes the average 
dispersion of the cavity as a function of the EDF length. A direct relationship can be observed 
between the EDF length, the dispersion, and the time width of the pulses, with a minimum of 
630 ps obtained for an EDF length of 1 m. This kind of interplay between gain and time width 
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agrees with Eq. (1). Further narrowing of the optical pulses could not be reached by this trend, 
since no mode-locking lasing was observed with 0.5 m of EDF and the available pump power, 
as a result of insufficient cavity gain. Finally, we also developed the ytterbium-doped fiber 
version of this laser, with equally satisfactory results (Villegas et al., 2011). 
 
 
Fig. 21. (a) Q-switched mode-locked all-fiber laser setup when the AOSLM is driven by 
standing acoustic waves. (b) Reflection spectrum of the AOSLM when an RF signal of 4.55 
MHz and 16 V is applied to the piezoelectric (left ordinate). Transmittance of FBG2 (solid 
curve) when the magnetostrictive device is switched-off; the dotted curve shows the new 
spectral position of FBG2 when the magnetostrictive device is switched-on (right ordinate) 
Until now we have discussed the standard mode-locking operation. Now we demonstrate 
the possibility to simultaneously Q-switch and mode-lock, actively and independently. By 
combining both operations in a single laser, a superior performance is achieved with higher 
peak powers compared with ordinary mode-locked lasers, but almost the same pulse width 
as in a mode-locked laser is retained. Thus, the peak power of the central pulses of the 
mode-locked train, underneath the Q-switched envelope, can be greatly enhanced. The 
increased peak power provided by the Q-switching technique can be advantageous in 
applications such as wavelength conversion or super-continuum generation. It is worth to 
say, that any passive mechanism is used in this setup, neither for Q-switching nor for mode-
locking. To this end, we design a solution for actively Q-switching, while simultaneously 
mode-locking, preserving the all-fiber configuration. This solution is based on fiber Bragg 
grating fast modulation using a magnetostrictive device. This feature provides a direct 
control of the repetition rate and a fully-modulated train of modelocked pulses. To the best 
of our knowledge, this was the first doubly active Q-switching mode-locking strictly all-
fiber laser presented (Cuadrado-Laborde et al., 2009b). The setup of our doubly-active Q-
switching mode-locking all-fiber laser is shown in Fig. 21(a). It is basically the same as it was 
described before for the standard mode-locking and shown in Fig. 18, with the same length 
of EDF and delay line, except by the magnetostrictive device controlling the FBG2, see Fig. 
21(a). It is composed of a 15 mm long (1 mm2 cross-section) magnetostrictive rod of 
Terfenol-D bonded to the FBG2. The rod and the fiber were placed inside a small coil driven 
by an electronic circuit designed to drive square current pulses with amplitudes up to 260 
mA of any required duty cycle. Figure 21(b) shows the spectral positions of both FBGs −i.e. 
the FBG of the AOSLM and FBG2, which helps understand the operation principle of this 
laser also. When the magnetic pulses generated in the solenoid stretch FBG2, its central 
wavelength is brought to match the short-wavelength sideband of FBG1 for a short period of 
time, which results in an increased Q-value. In this way by modulating the coil current with 
a given Q-switched frequency, the Q-factor is actively modulated at the same frequency. The 
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magnetostriction has a low pass frequency response and, consequently, presents the 
advantage to permit a continuous tuning of both the Q-switched repetition rate and the duty 
cycle of the modulation pulses. The dependence of the wavelength shift with the coil current 
was measured by illuminating FBG2 with a tunable laser source and detecting the reflected 
light. A quasi-linear behavior was observed, as a result of using moderate magnetic fields.  
 
 
Fig. 22. (a) Q-switched mode-locked train of pulses at a Q-switching frequency of 500 Hz. (b) 
Single Q-switched pulse enveloping a train of 12–14 modelocked pulses; the inset shows a 
single modelocked pulse. (c) Single Q-switched pulse with no mode-locked. (d) Mode-
locking operation of the laser without Q-switching. In all cases, the pump power was 70mW. 
(e) Energy of the Q-switched mode-locked pulses as a function of the pump power for a Q-
switching repetition rate of 500 Hz 
Now we discuss the Q-switching mode-locking laser operation. The laser emission 
wavelength was in 1530.55 nm, since the overlapping between the short-wavelength 
sideband of FBG1 and the shifted position of FBG2 takes place at this wavelength, see Fig. 
21(b). Figure 22(a) exemplifies the Q-switched mode-locked laser behavior showing the train 
of optical pulses generated for a pump power of 70 mW. The optical Q-switched mode-
locked pulses are 2 ms apart, since the repetition rate of the train of voltage pulses applied to 
the current driver was of 500 Hz. Figure 22(b) shows a single Q-switched envelope with a 
FWHM of 550 ns; it has between 12 and 14 fully-modulated modelocked pulses, with the 
expected temporal separation of 110 ns. However, the individual short pulses are broadened 
due to the limited bandwidth and sampling rate of the oscilloscope. In order to measure the 
FWHM of the individual short pulses, a 50 GHz sampling oscilloscope was used. In this 
case, the large difference between the Q-switching and mode-locking frequencies make 
difficult to trigger properly the oscilloscope. Even so, relatively good traces were recorded 
as the one depicted in the inset of Fig. 22(b). As we discussed before when we presented the 
standard mode-locking regime, the tuning sensitivity between the RF signal applied to the 
piezoelectric and the cavity round trip is not too critical in this setup. Only when the 
detuning is considerably −e.g. by a few kHz−, the pulse clearly deteriorates. Figure 22(c) 
shows the Q-switched pulse obtained by avoiding the mode-locking pulse formation, just by 
detuning the applied voltage to the piezoelectric by 10 kHz, in this way only the Q-
switching operation is allowed within the cavity. As expected, the Q-switched pulse 
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reproduces the waveform of the envelope of the Q-switched mode-locked pulses shown in 
Fig. 22(b), but with a much lower peak power (by a factor of ∼4×10-3) and an increased 
temporal width. The transition from the fully-modulated Q-switched mode-locked pulses to 
the pure Q-switching operation −i.e. from Fig. 22(b) to 22(c)− is progressive as we detuned 
the voltage applied to the piezoelectric. Finally, Fig. 22(d) shows the behavior of this laser 
when turning off the active Q-switching, i.e. standard mode-locking operation of the laser. 
To this end, a DC current was driven to the coil of the magnetostrictive device, in order to 
achieve a stationary overlap with the short wavelength sideband of the AOSLM. The trace 
of Fig. 22(d) was recorded with the 1 GHz oscilloscope. In this case, the thermal effects 
produced by the DC current made difficult an optimum and stable adjustment of FBG2. The 
comparison of Figs. 22(b) and 22(d), illustrates the improved performance of the laser in 
terms of peak power when both Q-switching and mode-locking are operating. The energy of 
a Q-switched train of pulses, as that reported in Fig. 22(b), as a function of the pump power 
is shown in Fig. 22(e). This energy was measured directly with a pyroelectric detector. At 
high pump powers, the energy of the Q-switched mode-locked train of pulses reach gain 
saturation. Thus, a peak power higher than 250 W can be calculated for the central pulses of 
a train with energy of 0.65 μJ, assuming that the mode-locked pulses are 1 ns width. This 
result demonstrate a dramatic enhancement in comparison with the peak power achieved 
when the laser was operated in standard mode-locking regime (Cuadrado-Laborde et al., 
2009a), since the ratio is higher than 2×103. 
 
 
Fig. 23. (a) Oscilloscope traces of the sinusoidal electrical signal applied to the piezoelectric at 
4.1 MHz repetition rate and 16 V (upper trace), and the train of optical pulses generated (lower 
trace); a pump power of 230 mW was used. The inset shows the detail of a single pulse of the 
optical train, with a FWHM of 720 ps and a peak power of 500 mW. (b) Peak power and pulse 
width (FWHM) of the optical pulses as a function of the pump power (solid and dotted curves, 
respectively). (c) Pulse width of the optical pulses when the applied voltage to the piezoelectric 
is varied, and when the frequency of the electrical signal is varied 
3.2.3 All-fiber actively mode-locked laser with a fiber Bragg grating based acousto-
optic modulator driven by travelling acoustic waves 
The setup of the mode-locking laser driven by travelling acoustic waves is essentially the 
same described in Fig. 18, but with two important differences. First, the pigtailed laser diode 
emitting at 976 nm provides now a −higher− maximum pump power of 410 mW. Second, 
the modulation frequency is now at the same frequency of the acoustical signal (Cuadrado-
Laborde et al., 2010b), since now we use travelling acoustic waves, see Subsection 3.2.1. 
Then, the delay line length is now much larger, because we must match the round-trip time 
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magnetostriction has a low pass frequency response and, consequently, presents the 
advantage to permit a continuous tuning of both the Q-switched repetition rate and the duty 
cycle of the modulation pulses. The dependence of the wavelength shift with the coil current 
was measured by illuminating FBG2 with a tunable laser source and detecting the reflected 
light. A quasi-linear behavior was observed, as a result of using moderate magnetic fields.  
 
 
Fig. 22. (a) Q-switched mode-locked train of pulses at a Q-switching frequency of 500 Hz. (b) 
Single Q-switched pulse enveloping a train of 12–14 modelocked pulses; the inset shows a 
single modelocked pulse. (c) Single Q-switched pulse with no mode-locked. (d) Mode-
locking operation of the laser without Q-switching. In all cases, the pump power was 70mW. 
(e) Energy of the Q-switched mode-locked pulses as a function of the pump power for a Q-
switching repetition rate of 500 Hz 
Now we discuss the Q-switching mode-locking laser operation. The laser emission 
wavelength was in 1530.55 nm, since the overlapping between the short-wavelength 
sideband of FBG1 and the shifted position of FBG2 takes place at this wavelength, see Fig. 
21(b). Figure 22(a) exemplifies the Q-switched mode-locked laser behavior showing the train 
of optical pulses generated for a pump power of 70 mW. The optical Q-switched mode-
locked pulses are 2 ms apart, since the repetition rate of the train of voltage pulses applied to 
the current driver was of 500 Hz. Figure 22(b) shows a single Q-switched envelope with a 
FWHM of 550 ns; it has between 12 and 14 fully-modulated modelocked pulses, with the 
expected temporal separation of 110 ns. However, the individual short pulses are broadened 
due to the limited bandwidth and sampling rate of the oscilloscope. In order to measure the 
FWHM of the individual short pulses, a 50 GHz sampling oscilloscope was used. In this 
case, the large difference between the Q-switching and mode-locking frequencies make 
difficult to trigger properly the oscilloscope. Even so, relatively good traces were recorded 
as the one depicted in the inset of Fig. 22(b). As we discussed before when we presented the 
standard mode-locking regime, the tuning sensitivity between the RF signal applied to the 
piezoelectric and the cavity round trip is not too critical in this setup. Only when the 
detuning is considerably −e.g. by a few kHz−, the pulse clearly deteriorates. Figure 22(c) 
shows the Q-switched pulse obtained by avoiding the mode-locking pulse formation, just by 
detuning the applied voltage to the piezoelectric by 10 kHz, in this way only the Q-
switching operation is allowed within the cavity. As expected, the Q-switched pulse 
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reproduces the waveform of the envelope of the Q-switched mode-locked pulses shown in 
Fig. 22(b), but with a much lower peak power (by a factor of ∼4×10-3) and an increased 
temporal width. The transition from the fully-modulated Q-switched mode-locked pulses to 
the pure Q-switching operation −i.e. from Fig. 22(b) to 22(c)− is progressive as we detuned 
the voltage applied to the piezoelectric. Finally, Fig. 22(d) shows the behavior of this laser 
when turning off the active Q-switching, i.e. standard mode-locking operation of the laser. 
To this end, a DC current was driven to the coil of the magnetostrictive device, in order to 
achieve a stationary overlap with the short wavelength sideband of the AOSLM. The trace 
of Fig. 22(d) was recorded with the 1 GHz oscilloscope. In this case, the thermal effects 
produced by the DC current made difficult an optimum and stable adjustment of FBG2. The 
comparison of Figs. 22(b) and 22(d), illustrates the improved performance of the laser in 
terms of peak power when both Q-switching and mode-locking are operating. The energy of 
a Q-switched train of pulses, as that reported in Fig. 22(b), as a function of the pump power 
is shown in Fig. 22(e). This energy was measured directly with a pyroelectric detector. At 
high pump powers, the energy of the Q-switched mode-locked train of pulses reach gain 
saturation. Thus, a peak power higher than 250 W can be calculated for the central pulses of 
a train with energy of 0.65 μJ, assuming that the mode-locked pulses are 1 ns width. This 
result demonstrate a dramatic enhancement in comparison with the peak power achieved 
when the laser was operated in standard mode-locking regime (Cuadrado-Laborde et al., 
2009a), since the ratio is higher than 2×103. 
 
 
Fig. 23. (a) Oscilloscope traces of the sinusoidal electrical signal applied to the piezoelectric at 
4.1 MHz repetition rate and 16 V (upper trace), and the train of optical pulses generated (lower 
trace); a pump power of 230 mW was used. The inset shows the detail of a single pulse of the 
optical train, with a FWHM of 720 ps and a peak power of 500 mW. (b) Peak power and pulse 
width (FWHM) of the optical pulses as a function of the pump power (solid and dotted curves, 
respectively). (c) Pulse width of the optical pulses when the applied voltage to the piezoelectric 
is varied, and when the frequency of the electrical signal is varied 
3.2.3 All-fiber actively mode-locked laser with a fiber Bragg grating based acousto-
optic modulator driven by travelling acoustic waves 
The setup of the mode-locking laser driven by travelling acoustic waves is essentially the 
same described in Fig. 18, but with two important differences. First, the pigtailed laser diode 
emitting at 976 nm provides now a −higher− maximum pump power of 410 mW. Second, 
the modulation frequency is now at the same frequency of the acoustical signal (Cuadrado-
Laborde et al., 2010b), since now we use travelling acoustic waves, see Subsection 3.2.1. 
Then, the delay line length is now much larger, because we must match the round-trip time 
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with this frequency, which is lower. Since the selected piezoelectric operation point was of 
4.1 MHz; then it results in a cavity length of 25 m −compare this with the 11.4 m of cavity 
length used before. Apart from the 1.4 m of EDF, the cavity was constructed entirely with 
Fibercore SM980 fiber, this result in an average dispersion of −4.9 ps/nm/km (i.e. normal). 
Figure 23(a) exemplifies the laser behavior showing the sinusoidal electrical signal applied 
to the piezoelectric at a frequency rate of 4.1 MHz and the train of optical pulses generated 
at the same frequency. The inset shows a detail of a single optical pulse with a temporal 
width (FWHM) of 710 ps. Once mode-locking was reached, the polarization controllers were 
adjusted in order to obtain the minimum pulse width.  
The emission linewidth was measured using a classical heterodyne configuration 
(Galtarossa et al., 1993). To this end, a tunable laser was used as local oscillator, with a 100 
kHz linewidth. The output of this laser was superimposed to the optical pulses of the 
modelocked laser, through a 1550 nm 50/50 coupler. The beat signal at the coupler output 
was detected with a 45 GHz bandwidth photodetector, and analyzed with a 2.5 GHz 
oscilloscope. This results in a linewidth for the mode-locked laser of 560 MHz for a 900 ps 
(FWHM) pulse, measured directly in the spectrum at −3 dB. Again, we found that the 
output pulses of this laser are best fitted by a sech2 function rather than with a Gaussian 
function. From the Fourier-transform-limited relation for a sech2 pulse, its time-bandwidth 
product cannot be lower than 0.315 (FWHM) (Wada et al., 2008). Since we obtain 560 MHz × 
900 ps = 0.504, we conclude that the optical pulses of our modelocked laser could have some 
moderate degree of chirp.  
According to Eq. (1), the pulse duration is limited by a variety of factors in an active 
modelocked laser. From these parameters, we believe the narrow spectral bandwidth of the 
AOSLM Δλ plays a key role in this setup. As we explained before, these sidebands can be 
regarded as weak ghosts of the strong permanent Bragg grating, its FWHM bandwidth is 
that of a weak Bragg grating of the same length (Liu et al., 1997), namely Δλ = 1.39λ2 /(πLn0), 
where L is the fiber length and n0 is the modal effective index. For the grating used in this 
chapter, with L = 120 mm, at λ = 1530 nm, this translates into Δλ = 6 pm, which is equivalent 
to 770 MHz at the operation wavelength of this laser (1530.5 nm). As a rough estimation, 
since the cavity modes are distant 4.1 MHz, it is easily seen that this AOSLM only is able to 
lock a few percent of the axial modes available by the medium gain, namely 770 MHz /4.1 
MHz = 192 modes (FWHM). If we assume for the output pulses of this laser a sech2 
envelope, then this parameter alone determines a lower limit for the pulse width around 
0.315 /770 MHz = 410 ps. Therefore, we believe that narrower pulses can be reached by 
broadening the sidebands of the AOSLM in order to lock additional axial modes. The optical 
pulse’s peak power and temporal width as a function of the pump power are shown in Fig. 
23(b). A smooth variation of the pulse width with pump power can be observed, before 
reaching the gain saturation. Fig 23(c) shows the time width as a function of the frequency 
detuning. The behavior was asymmetric, i.e. it depends if the detuning was positive or 
negative. Once mode-locking is reached and the PC adjusted to get the minimum pulse 
width, a small detuning in either direction does not modify the pulse width −e.g. up to a few 
tens of Hertz, as expected for amplitude modulation mode-locking (Kuizenga & Siegman, 
1970). However, when the detuning is considerably higher, a positive detuning 
continuously broadens the time width, whereas for a negative detuning, the mode-locking is 
rapidly lost, and the pulses drop out. We believe this asymmetry could be caused by the 
non-flat frequency response of the piezoelectric. We conclude this subsection by analyzing 
the behavior of this laser when the voltage applied to the piezoelectric changes. Figure 23(c) 
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shows the influence on the time width of the optical pulses with the voltage applied to the 
piezoelectric. For higher voltages, the time width decreases; further narrowing by this trend 
appears to finish when the reflectivity of the sideband approaches the maximum (in 
addition, 20 V was the maximum voltage provided by the electrical amplifier used to drive the 
piezoelectric). Within the range of voltage available in our experiments, both the reflectivity 
and the modulation amplitude increase continuously. This is consistent with Eq. (1), by which 
the time width is inversely related with both, the modulation depth and the reflectivity. 
 
 
Fig. 24. (a) Voltage signal applied to the piezoelectric and Q-switched mode-locked train of 
pulses generated for a 1 kHz Q-switching repetition rate; the inset shows a detail of the 
burst signal. (b) Single Q-switched mode-locked pulses enveloping a train of modelocked 
pulses for different burst cycles; the inset shows a single-shot capture of a single 
modelocked pulse with a FWHM of 680 ps. (c) Energy of the Q-switched mode-locked 
pulses as a function of the cycles contained in the burst for a fixed Q-switching frequency of 
500 Hz and a pump power of 270 mW 
The most significant advantage of using travelling instead of standing acoustic waves is 
determined by the possibility to actively Q-switch this modelocked laser simply by 
launching to the grating a burst acoustical wave (Cuadrado-Laborde et al. 2010b). Therefore, 
the setup is exactly the same as the reported above for the standard mode-locking regime 
driven by travelling acoustic waves. The burst signal consists of an integer number of 
sinusoidal acoustical cycles N. Figure 24(a) shows the burst voltage signal applied to the 
piezoelectric together with the Q-switched mode-locked train of pulses generated, at a 
frequency rate of 1 kHz. Figure 24(b) shows several Q-switched mode-locked pulses as a 
function of N. When N is low, Q-switched mode-locked is not reached. For higher N, Q-
switched mode-locked is reached and the emission is allowed. For example, the left bottom 
corner of Fig. 24(b) shows a single Q-switching envelope with a FWHM of 1.4 μs for N = 25; 
it has between 16 and 18 fully-modulated modelocked pulses, with the expected temporal 
separation given by 1/4.1 MHz = 244 ns. The inset shows a single-shot capture of a 
modelocked pulse within this train with a temporal width of 680 ps. As observed, the Q-
switched mode-locked pulses of this laser have excellent inter-pulse characteristics. The 
energy of a Q-switched mode-locked train of pulses, as a function of N is shown in Fig. 
24(c). This energy was measured directly with a pyroelectric detector. As expected, for a 
longer burst signal, the energy of the Q-switched mode-locked train of pulses increases, 
until it reaches saturation. Thus, a peak power higher than 200 W can be calculated for the 
central pulses of a train with energy of 0.68 μJ, assuming that the modelocked pulses are 680 
ps width. This result clearly demonstrates the degree of enhancement in comparison with 
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The most significant advantage of using travelling instead of standing acoustic waves is 
determined by the possibility to actively Q-switch this modelocked laser simply by 
launching to the grating a burst acoustical wave (Cuadrado-Laborde et al. 2010b). Therefore, 
the setup is exactly the same as the reported above for the standard mode-locking regime 
driven by travelling acoustic waves. The burst signal consists of an integer number of 
sinusoidal acoustical cycles N. Figure 24(a) shows the burst voltage signal applied to the 
piezoelectric together with the Q-switched mode-locked train of pulses generated, at a 
frequency rate of 1 kHz. Figure 24(b) shows several Q-switched mode-locked pulses as a 
function of N. When N is low, Q-switched mode-locked is not reached. For higher N, Q-
switched mode-locked is reached and the emission is allowed. For example, the left bottom 
corner of Fig. 24(b) shows a single Q-switching envelope with a FWHM of 1.4 μs for N = 25; 
it has between 16 and 18 fully-modulated modelocked pulses, with the expected temporal 
separation given by 1/4.1 MHz = 244 ns. The inset shows a single-shot capture of a 
modelocked pulse within this train with a temporal width of 680 ps. As observed, the Q-
switched mode-locked pulses of this laser have excellent inter-pulse characteristics. The 
energy of a Q-switched mode-locked train of pulses, as a function of N is shown in Fig. 
24(c). This energy was measured directly with a pyroelectric detector. As expected, for a 
longer burst signal, the energy of the Q-switched mode-locked train of pulses increases, 
until it reaches saturation. Thus, a peak power higher than 200 W can be calculated for the 
central pulses of a train with energy of 0.68 μJ, assuming that the modelocked pulses are 680 
ps width. This result clearly demonstrates the degree of enhancement in comparison with 
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the peak power achieved when the laser was operated in the standard mode-locking regime, 
since the ratio is higher than 4×102.  
3.3 Photonic true-time delay-line by acousto-optic interaction in a fiber Bragg grating 
in the short-wavelength regime 
A photonic true-time-delay (PTTD) line is an optical device that permits to vary the group 
delay of an optical signal. The ideal PTTD line should exhibit fast tuning within a broad 
range of time delay values. PTTD lines attract much attention due to an increasing number 
of applications such as the control of phased array antennas (Liu et al., 2002; Perez-Millán et 
al., 2004; Italia et al., 2005; ), tunable microwave band-pass filters (Capmany et al., 2005), 
buffering and packet synchronization (Li et al., 2007; Caucheteur et al., 2010). The 
advantages of PTTD lines are their broad bandwidth, high frequency operation and 
immunity to electromagnetic interference. In addition, fiber-based PTTD lines are readily 
compatible with fiber systems, robust, compact and lightweight, and they present low 
insertion loss.  
Recently several types of fiber-based PTTD lines were proposed. For example, an optically 
controlled PTTD line based on stimulated Brillouin scattering demonstrates a fast time 
response within a relatively small range of the time delay (230 ps were reported using a 
fiber of 3.5 km length) (Zadok et al., 2007). Another example is the tunable PTTD line based 
on a uniform or chirped FBGs perturbed by heating or mechanical stress (Ortega et al., 2000; 
Liu et al., 2002; Perez-Millán et al., 2004), which permits simple experimental realization and 
easy tuning. However, such system has a very slow response (below 1 ms). In a number of 
PTTD lines tunable light sources are required to adjust the time delay (Liu et al., 2003; Blais 
et al., 2009), but this approach is not easily scalable when a large number of independent 
delays need to be adjusted. 
Here we discuss a tunable PTTD line based on longitudinal ultra-sound modulation of a 
FBG written in a standard fiber similar to SMF-28. This device operates with a fixed optical 
carrier, demonstrates a wide time delay range (400 ps) and a fast response time [µs range, 
see Delgado-Pinar et al. (2006)].  
 
 
Fig. 25. Experimental setup. SL: semiconductor laser; PC: polarization controller; EOM: 
electro-optical amplitude modulator; FBG: fiber Bragg grating; PZT: piezoelectric 
transducer; SH: fused silica horn; PD: photodetector 
The setup of the PTTD line is shown in Fig. 25. Light from a single-frequency semiconductor 
laser (SL) modulated by an electro-optical amplitude modulator (EOM) with a frequency of fm 
= 400 MHz is sent through the optical circulator to a long uniform FBG written in a standard 
photosensitive fiber; the RF modulation depth is chosen to be comparatively low (~ 10%), 
which maintains a practically linear regime of light modulation. The FBG is 12 cm long, with a 
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Bragg wavelength of 1530.8 nm and reflectivity of 99.99% (40 dB transmission attenuation 
measured at the Bragg wavelength) that corresponds to a coupling coefficient κ = 0.442 cm-1. 
In the experimental arrangement, a longitudinal acoustic wave is generated by a piezoelectic 
(PZT) disk attached to a heat sink. This wave is launched along the single-mode optical fiber 
containing the uniform FBG using a fused silica horn (SH). The PZT is driven by Generator 1 
at the PZT resonance frequency (2.08 MHz in our case). The light reflected by the FBG is 
registered by a photodetector connected to a vector voltmeter. AC voltage from Generator 2 
drives the EOM; it is also used as a reference signal for the RF phase measurements. 
The operation principle of such a PTTD line is based on the reflection of narrow-line light by 
one of the FBG side bands generated by the longitudinal acoustical wave. This wave 
modulates both the period and the refractive index of the grating producing thereby a 
sinusoidal chirp that moves along the fiber synchronously with the acoustic wave, and will 
be described by an effective phase modulation of the grating with amplitude ΔΦ. Under 
these conditions, the refractive index for the light mode propagating through the single-
mode fiber core (so called LP01 mode) is written as follows: 
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where n0 is the effective refractive index for LP01 mode, Δn is the grating amplitude, K = 2π/Λ 
is the unperturbed grating wavenumber (Λ is the grating period), z is the distance along the 
fiber, ΔΦ is the phase modulation amplitude, ks is the acoustic wavenumber, Ω is the angular 
acoustic frequency, m is a natural number corresponding to the order of the FBG side band, 
and Jm is the Bessel function of the m-th order. From Eq. 3 one can see that the longitudinal 
acoustic wave produces a series of the traveling FBGs with amplitudes depending on ΔΦ.  
Using the coupled-wave theory (Erdogan, 1997), one can obtain the following set of the 
coupled-wave equations for two contra-propagating optical waves (one probe wave, A±l, 
and one reflected wave, B±l) falling into the ±l sideband induced by the acoustic wave and 
interacting with the perturbed grating described by Eq. 3: 
 ( 1)ll l l l l
dA i A i B
dz
β κ−± ± ± ±= − Δ + , (4) 
 ( 1)( ) ll l l l l
dB i B i A
dz
β κ−± ± ± ±= Δ + − , (5) 
where ±l is the sideband number, Δβ±l = β − (β0   lks/2) = 2πn0(λ−1 − λ0−1) ± lπ/λs is the 
detuning from the ± l-sideband Bragg wavelength, λ0 is the Bragg wavelength of the 
unperturbed FBG, λ is the probe light wavelength, β and β0 are the light wavenumbers that 
correspond to λ and λ0, and κl = κ0Jl(ΔΦ) is the coupling coefficient for the l-th sideband (κ0 
is the coupling coefficient of the unperturbed FBG).  
The analysis based on the theory developed by Barmenkov et al. (2006, 2010) permits one to 
write the equations for the sideband reflectivity, Rl, and the sideband effective length, efflL± , 
in the following form: 
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where n0 is the effective refractive index for LP01 mode, Δn is the grating amplitude, K = 2π/Λ 
is the unperturbed grating wavenumber (Λ is the grating period), z is the distance along the 
fiber, ΔΦ is the phase modulation amplitude, ks is the acoustic wavenumber, Ω is the angular 
acoustic frequency, m is a natural number corresponding to the order of the FBG side band, 
and Jm is the Bessel function of the m-th order. From Eq. 3 one can see that the longitudinal 
acoustic wave produces a series of the traveling FBGs with amplitudes depending on ΔΦ.  
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where L is the FBG length. The formula for the group delay is found as 
 02
eff
l ln L cτ ± ±= . (8) 
From the last three equations one can conclude that the sideband diffraction efficiency, the 
effective length and the group delay may be controlled by the amplitude of the phase 
modulation of the grating induced by the acoustic wave, which, in turn, depends on the 
acoustic wave magnitude. The sideband Bragg wavelength can be tuned by adjusting the 
acoustical frequency within the PZT resonance in the case of a slight tuning, or by replacing 
the PZT with another one having the necessary resonance frequency.  
The diffraction efficiency of the FBG sidebands can be measured using a wide-spectrum 
LED connected directly to the circulator port 1, and an optical spectrum analyzer (OSA) 
connected, in turn, to the port 3 instead of a photodetector (see Fig. 25); The Generator 2 is 
switched off. Fig. 26(a) shows the FBG spectra at different AC voltages applied to the PZT. 
At low voltages, the ±1 sidebands have amplitudes much higher than that of the high-order 
sidebands. Reflectivity of the ±1 sidebands did not reach 100% because the OSA resolution 
was not enough to resolve comparatively narrow reflection peaks (3 dB spectrum width is 
about 40 pm). Note that a proper FBG design based on the grating apodization and chirping 
should permit increasing the sideband width.  
As it is seen from Fig. 26 (b), the dependence of the +1 sideband efficiency on the voltage 
applied to the PZT is in good agreement with Eq. (6), assuming that the amplitude of the 
phase modulation of the grating is proportional to the PZT voltage; a slight difference 
observed at high voltage amplitudes (> 4V) could be explained by a small heating of the 
PZT, which slightly changes the PZT electromechanical coupling factor. Note that the ±1 
sideband allows operation of AOSLM at low PZT voltages in comparison with high-order 
sidebands, the −1 sideband has the same properties as the +1 sideband. 
The RF modulation envelope phase, Ψ+1, is related directly to the +1 sideband group delay 
τ+1 and the effective length 1
effL+ : 
 1 1 0 12 4
eff
m mf n L f cπτ π+ + +Ψ = =  (9) 
Thus, the dependence of Ψ+1 on +1 sideband efficiency is the basic feature that permits to 
implement a dynamic control of the group delay and the effective length of the grating by 
means of the AC voltage. The same is for the −1 sideband. 
Fig. 27(a) shows the experimental relationship between Ψ+1 and the amplitude of the AC 
voltage applied to the PZT. One can see that the phase decreases as voltage amplitude 
increases, which is explained by decreasing of the group delay and the effective length. 
Figure 27(b) plots these two parameters versus the +1 sideband diffraction efficiency. The 
experimental data show a good agreement with Eqs. (7) and (8). Since the optical path 
between the EOM and the photodetector was relatively long (the fiber length was ~ 2 m), 
producing an additional phase shift into the measured Ψ+1 values, the experimental data 
were corrected by a phase offset (the right scale in Fig. 27(a) that permits to compensate the 
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fiber length excess. The correcting parameter was chosen so that the +1 sideband effective 
length is equal to a half of FBG physical length at low sideband efficiency (low PZT voltage), 
as the Eq. (7) predicts.  
 
 
Fig. 26. (a) Spectra of FBG perturbed by ultra-sound wave at different PZT voltages (the 
voltage values are shown in the upper right corner); l indicates the sideband number. The 
OSA resolution is 20 pm. (b) Dependence of the +1 sideband efficiency on PZT voltage. 
Circles: experimental data; solid line: fitting 
From Fig. 27(b) one can conclude that the group delay and the effective length for the +1 
sideband depend on its efficiency that is controlled electrically by the AC voltage applied to 
the PZT. In the experiments, the group delay was adjustable from 150 ps to 550 ps, i.e., 
covering a range of 400 ps. Within the 3 dB range of the sideband efficiency, the group delay 
could be continuously adjusted from 150 to 450 ps (a range of 300 ps). The implementation 
of an automatic SL power control would permit to adjust the group delay at constant optical 
power, compensating for the reflectivity changes of the sideband. The response time of this 




Fig. 27. (a) Dependence of the RF modulation envelope phase of light reflected from the FBG 
+1 sideband on amplitude of voltage applied to PZT. The left scale: uncorrected values, the 
right scale: corrected values. (b) FBG +1 sideband effective length and group delay versus 
the diffraction efficiency. Symbols: experimental data; solid line: curve calculated by Eq. (7). 
In both figures different symbols correspond to different experimental series 
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where L is the FBG length. The formula for the group delay is found as 
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In summary, the experimental and theoretical study of the phase and group delay response 
of a FBG modulated by a longitudinal acoustic wave permits the implementation of 
electrically-tuned PTTD line controlled by the AC voltage applied to the piezo-electric 
transducer that generates the acoustic wave. The proposed PTTD line permits to vary the 
group delay in the range of 400 ps. 
3.4 Q-switching in a distributed feedback fiber laser 
When the acoustic perturbation is not a harmonic wave but a single pulse, its passage 
through the FBG creates a defect which can be used to control the Q-factor in a DFB all-fiber 
laser. Single-mode narrow-linewidth lasers are of great interest as they have a wide 
applicability in fields such as high-resolution interferometry, distributed Brillouin sensing, 
optical coherent communications, etc. DFB lasers based on semiconductor technology have 
linewidths typically in the MHz domain; due to the short cavity length and low thermal 
dissipation its output spectrum is typically broad. Fiber lasers usually operate in a multi-
mode regime and have a broad spectrum; to make efficient single-mode narrow-linewidth 
fiber lasers different approaches have been implemented. Fiber rings lasers fulfill the 
requirement and produce narrow-linewidth outputs; most importantly, they can be made 
widely tunable. However, they are more complex and −because of their long cavities− 
susceptible to mode hopping. Distributed Bragg reflector (DBR) fiber lasers is another 
option, however, temperature stabilization is still required to prevent mode hopping and, in 
the short laser cavity, the pump wave absorption is low, as a consequence the DBR fiber 
laser is not efficient and external optical amplifiers are generally needed (Babin et al., 2007). 
Distributed feedback fiber lasers can overcome part of these problems. They have the 
simplest, robust and compact design providing operation without mode hopping. Its 
fabrication is relatively simple, and involves the writing of a grating structure −i.e. a fiber 
Bragg grating− with ultraviolet light into an active fiber. Single-mode pump leads to an 
alignment free resonator with optimum overlap of pump and signal light. For these FBG-
based DFB lasers, the distributed reflection occurs in the grating when a phase shift has been 
generated within it. A number of techniques have been proposed for this; however, statics 
phase shifts only allow CW operation, which translates into low power emission. Recently, 
some approaches have been reported to obtain single-frequency pulsed all-fiber lasers, 
based on active Q-switching of DFB fiber cavities. The pulsed operation of a DFB laser is 
interesting because for certain applications (e.g. Brillouin sensing), it is not only required a 
narrow linewidth but also a peak power about a minimum threshold, which otherwise 
could not be reached by a CW operation (Cuadrado-Laborde et al., 2008).  
Figure 28(a) shows the scheme of the proposed DFB all-fiber laser. The FBG was 100 mm 
long, and was written in a 1500 ppm erbium hydrogen-loaded fiber (codoped with 
germanium and aluminum) of the same length using a doubled argon laser and a uniform 
period mask. The FBG shows more than 30 dB attenuation at the Bragg wavelength of 
1532.45 nm and a 3 dB bandwidth of 88 pm. The FBG was pumped through a 980/1550 nm 
WDM with a 980 nm semiconductor laser, providing a maximum pump power of 130 mW. 
A square shape rod of a magnetostrictive material (Terfenol-D, 15 mm long and 1 mm2 
section) was bonded outside the FBG to a free section of fiber at 88 mm from the center of 
the grating, and placed inside a small coil, see Fig. 28(a).  
The acoustic pulse generated by using a magnetostrictive device has a superior performance 
as compared with piezoelectric devices which have a frequency-dependent response 
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characterized by strong mechanical resonances. On the contrary, a magnetostrictive device 
has a lower frequency range but its frequency response is basically flat. The 
magnetostrictive rod can be bonded directly over the FBG, but this has some detrimental 
consequences. First, any external actuator bonded directly on the fiber is likely to exhibit 
long-term instabilities (Andrés et al., 2008). Second, once the magnetostrictive rod is fixed to 
the fiber, any temperature change generates a differential expansion between the fiber and 
the magnetostrictive rod, producing a local static perturbation of the FBG that may cause 
CW emission. Because of this, we avoided these drawbacks by attaching he magnetostrictive 
rod outside the FBG and generating a dynamic defect in the FBG through an acoustic 
axially-propagating pulse. Thereby, when a pulse of electric current is applied to the coil, 
the small rod lengthens and stretches the section of fiber attached to it, generating in this 
way a longitudinal acoustic pulse that propagates toward the FBG. The pulse propagating 
along the grating generates a phase shift opening a transmission peak within the reflection 
band of the grating; as a consequence a high Q resonance is produced and a laser pulse is 
emitted (Pérez-Millán et al., 2005b; Delgado-Pinar et al., 2007). Otherwise, if no perturbation 
is present within the FBG, there is no efficient feedback for the optical signal, and the laser 
emission is not allowed. Since the defect is not fixed, but induced by a travelling acoustic 
pulse with a time-varying position along the FGB, one could think that this might have 
important consequences on the spectral position of the transmission peak. However, this is 
not the case, as it was recently demonstrated (Andrés et al., 2008). The spectral position of 
the resonance is constant, no matter the actual spatial location of the acoustic pulse, 
although some short transients are produced when the pulse overlaps the extremes of the 
FBG. This property insures that the laser will emit with a narrow linewidth, preserving one 
of the most attractive properties of DFB fiber lasers. The transmission properties of the 
passive FBG −i.e. without pumping− interacting with the acoustic pulses were investigated 
by illuminating the FBG with a tunable laser at the Bragg wavelength and detecting the 
reflected signal. When the coil current is zero, the reflectance is maximal; but when a current 
pulse of 220 mA and 5 μs temporal width is applied to the coil, a transmission peak opens 
the reflection band, being as narrow as 2 μs (FWHM), see Fig. 28(b). Figures 29(a) to 29(c) 
shows the voltage pulses applied to the current driver, the backward output train of the 
DFB laser, a detail of the optical pulse, and a single current pulse applied to the coil, 
respectively. The observed delay time between the voltage signal and the optical pulses is 
mainly due to the distance that pulses have to travel from the magnetostrictive device to the 
FBG, see Fig. 28(a).  
 
 
Fig. 28. (a) Q-switched distributed feedback-fiber laser setup. (b) Reflection at the Bragg 
wavelength when an acoustic pulse travels along the FBG 
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Fig. 28. (a) Q-switched distributed feedback-fiber laser setup. (b) Reflection at the Bragg 
wavelength when an acoustic pulse travels along the FBG 
  




Fig. 29. Q-switched DFB behavior at 10 kHz repetition rate and 80 mW of pump power. (a) 
Emitted optical train pulses and voltage signal applied to the current driver, (b) detail of a 
single optical pulse of the train, and (c) detail of a single current pulse applied to the coil 
 
 
Fig. 30. Peak power and pulse width for backward and forward outputs as a function of the 
coil current for two different Q-switched repetition rates: 500 Hz (a, b) and 2 kHz (c, d), 
respectively, and 55mW of pump power 
One key characteristic in this setup is its versatility, which is given by the possibility of 
selecting a variety of peak powers and time widths just by varying the coil current. Figure 
30 shows the peak power and pulse width for backward and forward outputs as a function 
of the coil current for two different repetition rates: 500 Hz and 2 kHz, Figs. 30(a-b) and 30(c-
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d), respectively. There is a low threshold value for the coil current (I), bellow this value; there 
is not laser emission, since the Q value is not high enough (i.e. I < 150 mA). Above this value, 
the laser emission is allowed and one optical pulse per cycle is emitted; at higher electric 
currents (i.e., I > 230 mA) there are two optical pulses per current pulse. At different repetition 
rates the peak power and time width values change but the general trend is preserved. The 
effect of pump power on the optical pulses, for repetition rates ranging from 200 Hz to 20 kHz, 
is shown in Figs. 31(a,b) and 31(c,d), for the backward and forward outputs, respectively. A 
fixed coil current of 200 mA amplitude was used in all cases. At each different frequency, there 
is a corresponding pump power threshold. Above threshold, the peak power increases with 
pump power and there is a corresponding reduction of the pulse width. Pulses of 800 mW 
peak power and 32 ns time width were obtained at 500 Hz repetition rate and 46 mW pump 
power for the backward output. If pump power is high enough, the laser emits more than one 
pulse per cycle, defining in this way an upper limit also. It can be observed the differences in 
peak powers between backward and forward outputs, being higher in the first case. Temporal 
widths and peak power jitters were measured to be below 5 %. 
 
 
Fig. 31. Peak power and pulse width for the backward (a, b) and forward (c, d) laser 
outputs, as a function of the pump power, for several repetition rates 
The emission linewidth was measured, using a classical heterodyne configuration (Galtarossa 
et al., 1993). A tunable laser was used as local oscillator with spectral linewidth of 100 kHz. The 
output of this laser was superimposed to the optical pulses of the DFB laser (backward 
output), through a 1550 nm 20 dB coupler. The beat signal at the coupler output was detected 
with a 1 GHz bandwidth photodetector, and analyzed with a 500 MHz bandwidth 
oscilloscope. From the spectrum of the beating signals, resulted a DFB laser linewidth of 6 
MHz. The optical pulses from the DFB all-fiber laser had a temporal width of 80 ns, so 
according to the time-frequency uncertainty principle (Agrawal, 2001), its bandwidth cannot 
be lower than 5.5 MHz. From the comparison between this last value and the linewidth 
measurement, we conclude that the optical pulses of our DFB fiber laser are transform-limited. 
Finally, as an example of application of this compact laser source, we demonstrate the 
possibility to generate Brillouin scattering for sensing purposes. Brillouin scattering 
  




Fig. 29. Q-switched DFB behavior at 10 kHz repetition rate and 80 mW of pump power. (a) 
Emitted optical train pulses and voltage signal applied to the current driver, (b) detail of a 
single optical pulse of the train, and (c) detail of a single current pulse applied to the coil 
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Finally, as an example of application of this compact laser source, we demonstrate the 
possibility to generate Brillouin scattering for sensing purposes. Brillouin scattering 
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essentially refers to the scattering of a light wave by an acoustic wave (Agrawal, 2001). 
When a coherent pulse of light propagates through a medium, part of its energy is 
backscattered due to a non elastic interaction with the acoustic phonons. This back-scattered 
light is composed of a frequency down-shifted Stokes light and an up-shifted anti-Stokes 
light, whose spectral positions are dependent on temperature and strain of the fiber, in this 
way allowing its use as a sensing mechanism (Culverhouse et al., 1989a, 1989b; Bao et al., 
1995; Parker et al., 1998; Y. Li et al., 2003). Figure 32(b) shows the backscattered light 
spectrum after illuminating a 10.5 km length optical fiber spool (Corning SMF-28) with the 
backward output of our DFB all-fiber laser (4 kHz repetition rate and 74 mW pump power). 
The Brillouin spectrum was registered with an optical spectral analyzer (resolution of 20 
pm). The extreme of the fiber optic spool was terminated with a matching refractive index 
liquid (n = 1.46). The central (highest) peak corresponds to the proper laser beam reflections 
after successive connections and splices together with Rayleigh scattering. Peaks 
symmetrically positioned at both sides correspond to the Brillouin backscattering by Stokes 
and anti-Stokes processes (Parker et al., 1998). The measured Brillouin shift results in 88 pm 
(i.e. 11.24 GHz at 1532.4 nm), which correspond to the expected value in this fiber (Agrawal, 
2001). Fiber optics distributed temperature, and/or strain, sensors have becoming very 
attractive for applications requiring sensing lengths of many kilometers, principally due to 
its inexpensiveness and availability. Optical fiber based distributed sensor systems normally 
make use of the principle of optical time domain reflectometry (Parker et al., 1998). 
Therefore, an optical pulse is launched into one end of the fiber system and the variation of 
the scattered light is detected as a function of time, giving in this way information of 
temperature or strain as a function of distance. A key requirement in this measurement 
system is a stable light source with a narrow enough spectral linewidth. In addition, for time 
domain reflectometry applications, the sensor spatial resolution proportionally depends on 
the optical pulse width, so it must be considered also. In order to fulfill all these 
requirements, solid state lasers with external cavities −plus amplifiers and amplitude 
modulators− are currently used in these systems (Parker et al., 1998). Here we propose using 
this compact all-fiber pulsed light source as a relatively simpler alternative.  
 
 
Fig. 32. Schematic diagram of the setup used for the Brillouin backscattering measurements. 
Brillouin spectra at room temperature for a 10.5-km length Corning SMF-28 optical fiber 
spool, for a backward output at 4 kHz repetition rate and 74 mW pump power 
 




In this chapter we have discussed the use of acoustic waves to control all-fiber devices for 
different applications. In Section 2 we focused on novel applications of acousto-optic fiber 
devices based on flexural acoustic waves. As an example of application, we described in 
subsection 2.1 an actively Q-switched ytterbium-doped strictly all-fiber laser. Q-switching 
modulation was achieved by intermodal modulation induced by flexural acoustic waves 
travelling in a tapered optical fiber. Q-switched light pulses at 1064.1 nm were successfully 
obtained at repetition rates in the range 1-10 kHz, with pump powers between 59 mW and 
88 mW.  Best results were for laser pulses of 118 mW peak power, 1.8 µs of time width, with 
a pump power of 79 mW, at 7 kHz repetition rate.  
Next, in subsection 2.2 we described an actively mode-locked fiber ring laser. As mode-locker 
was proposed an acousto-optic modulator driven by standing flexural acoustic waves, which 
couples core-to-cladding modes in a standard single-mode optical fiber. Among the 
remarkable features of the modulator, we mention its high modulation depth (72%), broad 
bandwidth (187 GHz), easy tunability in the optical wavelength, and low insertion losses (0.7 
dB). The narrowest optical pulses obtained were of 95 ps time width, 21 mW peak power, 
repetition rate of 4.758 MHz, and 110 mW of pump power. We also characterized this laser as 
a function of the RF voltage that controls the modulator, the length of the active fiber, and the 
optical bandwidth of an intracavity filter implemented with a fiber Bragg grating. Best results 
were for output light pulses of 34 ps time width, and 1.4 W peak power. 
In Section 3 we focused on novel applications of acousto-optic devices based on the interaction 
of longitudinal acoustic waves with fiber Bragg gratings. From the comparison of the acoustic 
wavelength with the periodicity of the FBG, two well-different situations could be 
distinguished: the long-wavelength and the short-wavelength regimes. As an example of 
application of the former, we described in subsection 3.1 an in-fiber resonant acousto-optic 
modulator suitable for Q-switching applications. The modulator consists of a short-length FBG 
modulated by a long-wavelength standing longitudinal acoustic wave. The acoustic wave 
shifts periodically in time the reflection band of the grating along a given wavelength range; 
by using this modulator, we demonstrated an actively Q-switched all-fiber laser. Output light 
pulses of 1.6 W peak power and 172 ns time width were obtained at 18 kHz repetition rate.  
Next, in section 3.2 and 3.3 we focused on applications of acousto-optic devices based on the 
interaction of longitudinal acoustic waves with fiber Bragg gratings in the short-wavelength 
regime. Thus, in subsection 3.2 we proposed the use of an acousto-optic supper-lattice 
modulator as mode-locker. Since an acousto-optic supper-lattice modulator can be driven in 
two different ways either by standing or traveling acoustic waves; we discussed first the 
construction of a mode-locked laser driven by standing acoustic waves. In this configuration 
we obtained transform-limited optical light pulses of up to 120 mW peak power and 780 ps 
pulse width generated at a fixed repetition rate of 9 MHz, with an emission linewidth of 2.8 
pm at 1530.5 nm. We also study the influence of different parameters on the mode-locking 
process such as: frequency detuning, EDF length, amplitude modulation, and dispersion. In 
this case, narrower pulses were obtained at higher modulation depths, normal dispersion, 
and shorter lengths of active fiber. Best results were reached when the laser was optimized 
according to these variables (160mW peak power and 630 ps pulse width). On the other 
hand, we showed that by slightly modifying the cavity, it is possible to operate the laser in a 
double-active Q-switching mode-locking regime. It is worth to mention that this approach 
was unique, being this double-active all-fiber laser the first of its kind. To this end, we 
attached a magnetostrictive rod to the output FBG to modulate the Q factor of the Fabry–
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essentially refers to the scattering of a light wave by an acoustic wave (Agrawal, 2001). 
When a coherent pulse of light propagates through a medium, part of its energy is 
backscattered due to a non elastic interaction with the acoustic phonons. This back-scattered 
light is composed of a frequency down-shifted Stokes light and an up-shifted anti-Stokes 
light, whose spectral positions are dependent on temperature and strain of the fiber, in this 
way allowing its use as a sensing mechanism (Culverhouse et al., 1989a, 1989b; Bao et al., 
1995; Parker et al., 1998; Y. Li et al., 2003). Figure 32(b) shows the backscattered light 
spectrum after illuminating a 10.5 km length optical fiber spool (Corning SMF-28) with the 
backward output of our DFB all-fiber laser (4 kHz repetition rate and 74 mW pump power). 
The Brillouin spectrum was registered with an optical spectral analyzer (resolution of 20 
pm). The extreme of the fiber optic spool was terminated with a matching refractive index 
liquid (n = 1.46). The central (highest) peak corresponds to the proper laser beam reflections 
after successive connections and splices together with Rayleigh scattering. Peaks 
symmetrically positioned at both sides correspond to the Brillouin backscattering by Stokes 
and anti-Stokes processes (Parker et al., 1998). The measured Brillouin shift results in 88 pm 
(i.e. 11.24 GHz at 1532.4 nm), which correspond to the expected value in this fiber (Agrawal, 
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attractive for applications requiring sensing lengths of many kilometers, principally due to 
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the scattered light is detected as a function of time, giving in this way information of 
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domain reflectometry applications, the sensor spatial resolution proportionally depends on 
the optical pulse width, so it must be considered also. In order to fulfill all these 
requirements, solid state lasers with external cavities −plus amplifiers and amplitude 
modulators− are currently used in these systems (Parker et al., 1998). Here we propose using 
this compact all-fiber pulsed light source as a relatively simpler alternative.  
 
 
Fig. 32. Schematic diagram of the setup used for the Brillouin backscattering measurements. 
Brillouin spectra at room temperature for a 10.5-km length Corning SMF-28 optical fiber 
spool, for a backward output at 4 kHz repetition rate and 74 mW pump power 
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Perot cavity. Fully modulated Q-switched mode-locked trains of optical pulses were 
obtained for a wide range of pump powers and repetition rates. For a Q-switched repetition 
rate of 500 Hz and a pump power of 100 mW, the laser generates trains of 12–14 modelocked 
pulses of about 1 ns each, within an envelope of 550 ns, an overall energy of 0.65 μJ, and a 
peak power higher than 250 W for the central pulses of the train. Then, we discussed the 
construction of a mode-locked laser when the mode-locker is driven by travelling acoustic 
waves. In this case, the modulation frequency is half the frequency obtained when standing 
acoustic waves are used. Optical pulses were obtained of 530 mW peak power, 700 ps pulse 
width, at a repetition rate of 4.1 MHz. The variation of the pulses parameters under 
frequency detuning and applied voltage was also studied. Finally, we demonstrated that it 
is not necessary to modify the setup in order to reach double active Q-switching and mode-
locking, when travelling acoustic waves were used to drive the mode-locker. In this case the 
commutation between mode-locking and Q-switching mode-locking is remarkably simple; it 
just needs use of a different electrical signal to drive the piezoelectric of the mode-locker, i.e. 
from a sinusoidal to a burst-sinusoidal electrical signal. In this case, fully modulated 10–25 
modelocked pulses around 700 ps each within a Q-switching envelope around 1 μs and a 
maximum overall energy of 0.68 μJ were obtained.  
In subsection 3.3 we shown another example of application of acousto-optic devices based 
on the interaction of longitudinal acoustic waves with fiber Bragg gratings in the short-
wavelength regime. Thus, we carried out an experimental and theoretical study of the phase 
and group delay response of the acousto-optic supper-lattice modulator. The phase 
properties of the first sidebands permit the implementation of electrically-tuned photonic 
true-time delay line controlled by the AC voltage applied to the piezoelectric transducer that 
generates the acoustic wave. The proposed photonic true-time delay line permits to vary the 
group delay up to 400 ps. 
Finally, when the acoustic perturbation is not a harmonic wave but a single pulse, its 
passage through the FBG creates a defect which can be used to control the Q-factor in a DFB 
all-fiber laser, subsection 3.4. Thus, we shown a single-mode, transform-limited, actively Q-
switched distributed-feedback fiber laser. Optical pulses of 800 mW peak power, 32 ns 
temporal width, and up to 20 kHz repetition rates were obtained. The measured linewidth 
demonstrates that these pulses are transform limited: 6 MHz for a train of pulses of 10 kHz 
repetition rate, 80 ns temporal width, and 60 mW peak power. Efficient excitation of 
spontaneous Brillouin scattering was demonstrated. 
In summary, photonic devices can benefit highly of a strictly all-fiber configuration which 
provides them a series of attractive advantages. Among all the proposed in-fiber solutions, 
devices controlled by acoustic waves have been by far the most employed, especially in 
mode-locked lasers, providing a broad range of alternatives. The recent advances in 
acoustically controlled photonic systems positioned them as a promising candidate for 
commercially available systems in the near future. 
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1. Introduction 
Surface acoustic waves (SAW) follow the industrial trend of reducing the size, enhancing 
the speed, while enhancing the efficiency of energy coupling. Integrating this with micro-
electromechanical systems (MEMS) and nano-electromechanical systems (NEMS) offers a 
wide variety of applications such as touch screens, gas and biological sensors, and 
embedded RFID devices. With modern lithographic techniques, allowing the fabrication of 
smaller SAW devices, we now use SAWs to probe the mechanical interactions of nano 
structures. In particular, SAWs can be used to actuate NEMS which gives rise to many 
interesting phenomena including anomalous acoustoelectric currents, shock waves in 
suspended devices, and few electron transport, to only name a few, (Beil et al., 2008; 
Talyanskii et al., 1997). Today, SAWs are also used to generate a quantized current for use as 
a current standard. In practice two counter-propagating SAWs are used to observe a 
quantized acoustoelectric current. This leads to population and depopulation of discrete 
states (Kataoka et al., 2007). In the following we want to give an overview of the state of the 
art of applying SAWs to nanomechanical devices. We will also give a brief introduction to 
recent nanoelectromechanical systems with integrated low-dimensional electron gases, 
which have the potential to reveal insights into quantized acoustoelectric states. 
2. Fabrication 
The focus for generating SAWs in this chapter will involve the fabrication of interdigitated 
transducers (IDT). An IDT is simple in concept but can be very involved when fine tuning a 
structure for engineering applications. Such topics as electronic impedance matching to RF 
lines, effects of bulk waves in contrast to SAWs, and increasing bandwidth will not be 
covered; though, this is simply a shortened list of things to consider when designing a 
proper IDT for engineering applications, they do fall outside the scope of this chapter. 
Nevertheless, another fabrication step we will consider is the use of acoustic waveguides for 
acoustic impedance matching of IDTs to nanomechanical devices. 
2.1 Interdigitated Transducer Design 
The main equation to consider when designing an IDT is: 
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 v f= λ  (1) 
Where v is the velocity of sound in the material, λ is the SAW wavelength or pitch of the 
IDT, and f is the frequency of the propagating SAW. The pitch of the IDT fingers is the same 
as the SAW wavelength, λ, which will propagate across the sample. Fig. 1 shows a simple 








Fig. 1. Schematics and scanning electron microscope images of IDTs. (a) Schematic of 
bidirectional IDT, (b) schematic of unidirectional IDT through the use of a reflection grating, 
(c) SEM image of a bidirectional IDT on GaAs with a pitch of 4 μm and a center frequency of 
~715 MHz. The scale bar is 10 μm. (d) Optical image of device with an IDT on both ends and 
a nanomechanical device placed in the center 
In Fig. 1 the arrows indicate the SAW propagation directions. It can be easily seen that the 
SAW will propagate in both directions away from the IDT. A singly propagating SAW 
direction can be achieved by placing a reflection grating on one end of the SAW. The 
reflection grating will have the same geometry as the IDT; that is, the same finger spacing 
and width. The grating distance from the IDT is ~ λ/2. The IDT fingers are typically chosen 
with evenly spaced fingers, where the spacing between the fingers is equal to the finger 
width. The finger width and finger spacing is λ/4 in this scenario and gives a metallization 
ratio of η = 0.5, which will generate only odd harmonics with no response of the third 
harmonic (Campbell, 1998). The bandwidth of an IDT is defined as BW% = f / NPairs. Where f, 
again, is the center frequency and NPairs is the number of finger pairs of the IDT. The IDT in 
Fig. 1a has five pairs of fingers and is symmetric about a center point along the axis of SAW 
propagation. It is typical to fabricate two IDTs, one on each end of the device, so that their 
propagating waves can interfere either constructively or destructively across the center 
region of the device; this is typically the region where a Quantum Point Contact (QPC) or 
other structures resides. This can be seen in Fig. 1d where in the center a double quantum 
dot (DQD) is placed and the IDTs are placed to the left and right.  
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2.2 Acoustic Waveguide Design 
Another detail of fabrication is the use of waveguides for the SAW. A waveguide for SAWs 
is a pattern that is fabricated onto the device so the SAWs can be guided into a certain 
region allowing a stronger SAW signal or amplitude; it is analogous to a coplanar 
waveguide for RF signals. When fabricating IDTs, and a device as a whole, using 
waveguides does not have much of a use in the areas of RFID, cellular delay lines, 
sensors, and other non-region specific devices. However, this chapter will focus on NEMS 
and the use of SAWs to interact with these devices. Since the NEMS device is orders of 
magnitude smaller than the IDT aperture very little SAW power can interact with the 
NEMS structure; it can be beneficial to include a waveguide to focus the SAW onto the 
nanostructure. 
Waveguides can be modeled using standard acoustic, or horn, waveguides with some minor 
tuning. There are several shapes which can be used and each shape offers its own benefits 
regarding a particular application. We will start by first mentioning the base equation for 
hyperbolic horns used in speaker systems, these horns can also be referred to as hyperbolic-
exponential horns or hypex horns (Salmon, 1946).  
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Eq. 2 gives the wave front area expansion of the wave as propagating through the 
waveguide or horn. At is the area of the throat, or base, of the waveguide, T is a factor 
describing the shape of waveguide; for T = 1 the waveguide becomes exponential in shape, 
and becomes canonical as T → ∞, k is given as (2πfc)/v; where v is the velocity of sound, and 
fc is the cutoff frequency of the waveguide. For hyperbolic and exponential waveguides 
there is no transmission below the cutoff frequency, fc, since at this point the impedance is 
purely reactive. Eq. 3 gives the impedance of the waveguide; all variables are defined 
previously with the addition of ρ0 which is the density of the material.  
Fig. 2 contains three SEM images of an exponential waveguide with a tube waveguide in the 
center. A tube waveguide is simply a small or narrow SAW delay line. The material is a 
GaAs/AlGaAs heterostructure containing a two-dimensional electron gas (2DEG) and a 
sacrificial layer. We use a 2DEG because the high electron mobility makes this an ideal 
candidate for nanostructures, such as quantum dot (QD) and DQD systems. The waveguide 
was defined using electron-beam lithography to open up an etch region through the PMMA. 
The material was then wet etched with H3PO4:H2O2:H20 into the sacrificial layer. Then 
diluted HCl was used to remove the sacrificial layer which resulted in a suspended region in 
the center and around the waveguide. This suspended region is visible as a darkened 
shadow indicating a height difference due to strain relaxation of the material. The 
suspended region forms the actual nanomechanical device. Since this device contains a 
DQD in the center region of the structure it is beneficial to use a waveguide to ensure a 
higher SAW power density coupled into that region. Since the IDT aperture of this device is 
50 μm and the DQD region is roughly 600 nm at the widest QPCs. 
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 v f= λ  (1) 
Where v is the velocity of sound in the material, λ is the SAW wavelength or pitch of the 
IDT, and f is the frequency of the propagating SAW. The pitch of the IDT fingers is the same 
as the SAW wavelength, λ, which will propagate across the sample. Fig. 1 shows a simple 








Fig. 1. Schematics and scanning electron microscope images of IDTs. (a) Schematic of 
bidirectional IDT, (b) schematic of unidirectional IDT through the use of a reflection grating, 
(c) SEM image of a bidirectional IDT on GaAs with a pitch of 4 μm and a center frequency of 
~715 MHz. The scale bar is 10 μm. (d) Optical image of device with an IDT on both ends and 
a nanomechanical device placed in the center 
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width. The finger width and finger spacing is λ/4 in this scenario and gives a metallization 
ratio of η = 0.5, which will generate only odd harmonics with no response of the third 
harmonic (Campbell, 1998). The bandwidth of an IDT is defined as BW% = f / NPairs. Where f, 
again, is the center frequency and NPairs is the number of finger pairs of the IDT. The IDT in 
Fig. 1a has five pairs of fingers and is symmetric about a center point along the axis of SAW 
propagation. It is typical to fabricate two IDTs, one on each end of the device, so that their 
propagating waves can interfere either constructively or destructively across the center 
region of the device; this is typically the region where a Quantum Point Contact (QPC) or 
other structures resides. This can be seen in Fig. 1d where in the center a double quantum 
dot (DQD) is placed and the IDTs are placed to the left and right.  
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2.2 Acoustic Waveguide Design 
Another detail of fabrication is the use of waveguides for the SAW. A waveguide for SAWs 
is a pattern that is fabricated onto the device so the SAWs can be guided into a certain 
region allowing a stronger SAW signal or amplitude; it is analogous to a coplanar 
waveguide for RF signals. When fabricating IDTs, and a device as a whole, using 
waveguides does not have much of a use in the areas of RFID, cellular delay lines, 
sensors, and other non-region specific devices. However, this chapter will focus on NEMS 
and the use of SAWs to interact with these devices. Since the NEMS device is orders of 
magnitude smaller than the IDT aperture very little SAW power can interact with the 
NEMS structure; it can be beneficial to include a waveguide to focus the SAW onto the 
nanostructure. 
Waveguides can be modeled using standard acoustic, or horn, waveguides with some minor 
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fc is the cutoff frequency of the waveguide. For hyperbolic and exponential waveguides 
there is no transmission below the cutoff frequency, fc, since at this point the impedance is 
purely reactive. Eq. 3 gives the impedance of the waveguide; all variables are defined 
previously with the addition of ρ0 which is the density of the material.  
Fig. 2 contains three SEM images of an exponential waveguide with a tube waveguide in the 
center. A tube waveguide is simply a small or narrow SAW delay line. The material is a 
GaAs/AlGaAs heterostructure containing a two-dimensional electron gas (2DEG) and a 
sacrificial layer. We use a 2DEG because the high electron mobility makes this an ideal 
candidate for nanostructures, such as quantum dot (QD) and DQD systems. The waveguide 
was defined using electron-beam lithography to open up an etch region through the PMMA. 
The material was then wet etched with H3PO4:H2O2:H20 into the sacrificial layer. Then 
diluted HCl was used to remove the sacrificial layer which resulted in a suspended region in 
the center and around the waveguide. This suspended region is visible as a darkened 
shadow indicating a height difference due to strain relaxation of the material. The 
suspended region forms the actual nanomechanical device. Since this device contains a 
DQD in the center region of the structure it is beneficial to use a waveguide to ensure a 
higher SAW power density coupled into that region. Since the IDT aperture of this device is 
50 μm and the DQD region is roughly 600 nm at the widest QPCs. 
  










Fig. 2. SEM images of an exponential waveguide with a cutoff frequency of 75 MHz and 
throat width of ~1.5 μm. The darker region around the waveguide shows that the area is 
suspended, which was achieved by an HCl etch to remove the sacrificial layer below the 
2DEG, (a), (b) and (c). (d) Schematic of waveguide, center region is the throat (pipe 
waveguide) with width Wt and length Lt. The outer curves are the exponential portion of the 
waveguide 
3. Surface Acoustic Waves in Two Dimensional Electron Gases 
3.1 Surface Acoustic Wave Basics 
When applying an RF signal to the IDTs an alternating electric potential is seen by the 
electrodes, this will create an electric field distribution within the piezoelectric substrate, see 
Fig. 3a. This field distribution, in turn, will cause a mechanical deformation of the material 
through the inverse piezoelectric effect. As stated before, this mechanical deformation will 
propagate away from the IDTs and continue to move along the surface of the device, see Fig. 
3d. Here we neglect other forms of waves being produced such as bulk waves.  
Once the RF signal of the IDT is coupled into the piezoelectric substrate a Rayleigh-wave is 
produced. The elliptical wave propagating (Fig. 3b, d) along the surface can be described 
quite accurately by a traveling wave: 
 -- k|y|i( t kz)U |U|e eω=  (4) 
The electric potential being created by the propagating wave can also be described in a like 
manner: 
 -- k|y|i( t kz)| |e eωΦ = Φ  (5) 
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In both Eqs. 4 and 5, ω is the angular frequency and k is the phase constant. The SAW 
penetrates into the depth of the material by about one wavelength, ~λ. This value is different 
in the suspended region. Hence, the actuation of nanomechanical resonators is considerably 
enhanced. Another property of the SAW is that the electric field created from the induced 
electric potential does not terminate at the surface of the material but can extend beyond by λ. 
 
(a) (b) (c) (d) 
         
Fig. 3. (a) Side view of IDT with an applied voltage, the electric field couples into the 
piezoelectric substrate causing a deformation. (b) The elliptical motion of the Rayleigh-
wave. (c) Axis used for reference in equations as it applies to the orientation of the 
piezoelectric substrate. (d) Side view of piezoelectric material as it is deformed causing a 
SAW to propagate 
















Eq. 6 is the electric field intensity that is produced from the deformed piezoelectric material 
from the SAW. Eq. 7 is the piezoelectric mechanical stress and Eq. 8 is the linear strain 
displacement.  
3.1.1 Attenuation 





















Here the attenuation occurs because part of the longitudinal electric field of the propagating 
wave couples into the electrons of the 2DEG. This not only causes a current to flow but pulls 
power from the SAW due to ohmic losses. This attenuation is described by Eq. 9. A SAW 
velocity shift is also observed due to the piezoelectric stiffening of the substrate, see Eq. 10 
(Wixworth et al., 1989). Below are the recreated graphs from (Wixworth et al., 1989) to show 
the relationship of the attenuation and sound velocity shift due to a change in conductivity.  
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displacement.  
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Fig. 4. (a) The SAW attenuation in units of Keff2, see Eq. 9. (b) The change in SAW velocity in 
units of Keff2, see Eq. 10 
Where k is the SAW wave vector, K2eff is the effective piezoelectric coupling coefficient, σs is 
the 2DEG sheet conductivity, and σM = v0(ε1 + ε2). Again, where v0 is the sound velocity and 
ε1 and ε2 are the dielectric constants of the piezoelectric substrate and half space above it. 
3.2 Acoustoelectric Current 
As the SAW propagates across the material it creates two types of currents, one is the 
normal acoustoelectric current and the other being the anomalous acoustoelectric current. 
The normal acoustoelectric current is created by electrons being “dragged” across the 
material and can be described by Eq. 11 where I is the current, n is the number of electrons, e 
is the charge of an electron, and f is the frequency of the SAW or RF signal to the IDT. This 
current always flows in the direction of the SAW and is produced as a DC current despite an 
oscillating RF signal being applied to the IDTs. Eq. 11 shows that at higher frequencies the 
normal acoustoelectric current becomes quantized. 
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Once this deformation occurs the energy bands in the material bend as well causing the 
electrons to fall into the created quantum wells and are dragged along with the SAW, see 
Fig. 3d. As the frequency increases the wavelength, and pitch of the IDT, decreases causing 
fewer energy states to be available within the wells. This idea is also implemented to 
generate QDs within the SAW, (Barnes et al., 2000).  
The anomalous acoustoelectric current is produced from the deformation of the material 
and flows as a DC current. The difference is that the anomalous current always flows in one 
direction regardless of which IDT, left or right, produced the SAW. The current is smaller 
than the normal acoustoelectric current and is detected by different methods. The 
anomalous acoustoelectric current can be obtained by sweeping the RF signal of the IDTs 
and typically appears at an off-center frequency. Since the normal acoustoelectric current is 
much smaller, the anomalous current can be more easily detected, as shown in Fig. 5b. One 
such method for direct detection of the anomalous acoustoelectric current is to apply an RF 
signal to both the left and right IDTs, while phase locking the two signals (Beil et al., 2008). 
By phase locking the IDT signals a standing SAW can be created. Thus, a surface 
deformation is produced without a net direction of propagation. As seen in Fig. 5a the phase 
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is shifted between the two IDTs as the current is measured. At a phase difference of 180° the 
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Fig. 5. Results for a suspended beam that is 1.2 μm long and 300 nm wide. (a) Anomalous 
acoustoelectric current as a result of phase adjusting two counter propagating SAWs. (b) 
Acoustoelectric current vs. applied frequency of the IDTs. There is always a negative current 
value to the left and is indicative of the anomalous current. (c) Formation of a shock wave 
seen by its Sinc(x) shape. The device’s response jumps to a higher order mode and returns to 
Sin(x). (d) Derived anomalous acoustoelectric current amplitude as a result of the calculated 
SAW amplitude. All images are taken from Beil et al., 2008, Copyright (2008) by The 
American Physical Society 
This zero current occurs because the two SAWs interfere destructively and create a nearly 
smooth surface with no deformation. At 0°, and also 360°, the current is at a maximum since 
the two SAWs interfere constructively allowing a maximum in the surface deformation. 
The anomalous acoustoelectric current can be used to probe the SAW amplitude of a 
suspended beam or nanostructure. The accompanying graphs show the acoustoelectric 
current from the device. It has been shown that the anomalous acoustoelectric current 
through the device in relation to the SAW amplitude can be described by Eqs. 12-14; where 
Eq. 12 is the general equation for an anomalous acoustoelectric current, 13 is the derived 
equation, and 14 is the strain equation of the beam. 
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is shifted between the two IDTs as the current is measured. At a phase difference of 180° the 
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This zero current occurs because the two SAWs interfere destructively and create a nearly 
smooth surface with no deformation. At 0°, and also 360°, the current is at a maximum since 
the two SAWs interfere constructively allowing a maximum in the surface deformation. 
The anomalous acoustoelectric current can be used to probe the SAW amplitude of a 
suspended beam or nanostructure. The accompanying graphs show the acoustoelectric 
current from the device. It has been shown that the anomalous acoustoelectric current 
through the device in relation to the SAW amplitude can be described by Eqs. 12-14; where 
Eq. 12 is the general equation for an anomalous acoustoelectric current, 13 is the derived 
equation, and 14 is the strain equation of the beam. 
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Where σ0 is the unperturbed conductivity, εGaAs is the permittivity of GaAs, Π is a tensor 
which describes the effect of strain S, and At is the transverse component of the SAW.  
An interesting phenomenon that occurs is the formation of shock waves in the suspended 
structure. From Figs. 5a and 5c it is seen that the device exhibits a Sin(x) type behavior in the 
anomalous acoustoelectric current at low RF powers. Once the RF power starts to increase it 
can be seen that the shape of the current starts to exhibit more of a Sinc(x) shape. This 
transition from a linear to a non-linear response indicates the formation of a shock wave in 
the suspended beam.  As the power increases, the beam jumps into the next higher order 
mode and the current trace returns back to a linear response again. The shock wave 
formation is an indication that the beam will transition from one mode to another. 
3.3 Surface Acoustic Waves in Magnetic Fields 
We can use SAWs to probe the characteristics of a 2DEG under the presence of a magnetic 
field. Since a high mobility 2DEG is subject to Shubnikov-de Haas (SdH) oscillations, which 
creates changes in the conductivity, and SAWs are more sensitive to a conducting plane or 
surface, and the conductance of that plane, makes this combination an ideal candidate to 
investigate quantum effects of the 2DEG. The real interesting features are seen when 
integral Landau level filling factors are observed which causes a drop in conductivity of the 
2DEG. At these quantized values the SAW responds strongly to the conductivity, σ. 
In Fig. 6 it can be seen that the SdH oscillations and the acoustoelectric current oscillations 
are nearly identical. The SdH measurement was measured using a standard four-point lock-
in technique, where as the acoustoelectric current was created by a SAW and was taken 
from two ohmic contacts on opposite sides of the sample. The peaks and valleys of the two 
measurements line up, for the most part, but there is a small offset. This offset is due to the 
fact that the SAW attenuation is not a linear with respect to the 2DEG conductivity, or 
magneto conductivity in this case, see Eq. 9.  
 
 
Fig. 6. A magnetic field, of maximum value 9 T, was applied perpendicular to the surface of 
the device. The device is shown in figures 1d and 2a-2d and contains a 2DEG 40 nm below the 
surface. Upper trace is the Shubnikov-de Haas oscillations measured using standard lock-in 
techniques and normalized to 713.4 Ω. The lower trace is the acoustoelectric current generated 
from a SAW with -12 dBm applied to the right IDT at 1.488 GHz and is normalized to 10.47 nA 
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Special attention has to be given to the acoustic current trace of Fig. 6 around 3 – 4 Tesla. 
There is a splitting of the peaks that occurs. This information does not appear in the SdH 
oscillation and is only isolated to a SAW effect. During this splitting the conductivity of the 
2DEG is very low and σs becomes much smaller than σM, see Eq. 9. When this happens a 
maximum in SAW attenuation will occur which results in a reduced SAW amplitude. The 
center of a SAW current split is a minimum in the 2DEG conductivity; further details are 
discussed in Wixworth et al., 1989. 
From Fig. 6 there are two observations that need to be explained. One is the spike-like 
feature or discontinuity around the 8.5 T mark of the acoustic trace. This is caused from 
SAW reflections on the sample. This spike-like feature can be seen on other data plots as 
well with SAW currents. The final feature is the negative acoustic current that was 
measured. Since at this point the SAW was highly attenuated, causing little or no current to 
flow, caused the sample itself to heat. The negative current may be a combination of a 
thermal current and a small offset in the measuring equipment.  
4. Surface Acoustic Waves in Quantum Electronics 
SAWs are used to produce a current in low dimensional electronic systems and NEMS. This 
can be used in various applications and for numerous different designs. The information 
presented in this section will deal with piezoelectric materials with an embedded two 
dimensional electron gas (2DEG); mainly GaAs/AlGaAs heterostructures unless 
otherwise stated. These measurements are carried out at liquid helium temperatures or 
lower, ≤ 4.2 K. 
4.1 Quantum Point Contacts and Low Dimensional Channels 
SAWs can be used to create a quantized current based upon Eq. 7. The advantage of the 
SAW inducing a quantized current is that this process can be used to populate and 
depopulate QDs and DQDs at higher frequencies then what can be used by applying an 
oscillating signal to the source-drain of the 2DEG. When using a SAW as the current source 
the acoustoelectric current can be pinched off in a Coulomb blockade just like a standard 
source-drain current can be. This pinch off is done via a quantum point contact (QPC) or a 
set of QPCs, which can be used to form QDs; see Fig. 7.  
4.1.1 Quantum Point Contact Fabrication 
Fabricating QPCs is done with the same methods as fabricating IDTs, see Sec. 2. Since QPCs 
are have small dimensions it is most common to use Electron Beam Lithography, or e-beam 
lithography, to create the structures. The exact dimensions of the QPC pair depends on what 
works best for the user and there is no set rules for design like there is for IDTs. When 
viewing Fig. 7 it can be seen that there are five sets of QPCs. A single QPC is seen as an 
electrode with another electrode opposite its position. All of the QPCs shown have a few 
common features; the tip of the QPC is small when compared to the rest of the electrode and 
the gap between the electrode tips is small as well. The tip is small so the electric field being 
emitted from the QPC is very localized, and the majority of the electrode is made wider so 
that it covers a wider portion of the 2DEG so the electrons are repelled. The gap between 
electrodes is small so pinch-off can be achieved with small voltages, more on this in Sec. 
4.1.2. 
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Where σ0 is the unperturbed conductivity, εGaAs is the permittivity of GaAs, Π is a tensor 
which describes the effect of strain S, and At is the transverse component of the SAW.  
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Fig. 6. A magnetic field, of maximum value 9 T, was applied perpendicular to the surface of 
the device. The device is shown in figures 1d and 2a-2d and contains a 2DEG 40 nm below the 
surface. Upper trace is the Shubnikov-de Haas oscillations measured using standard lock-in 
techniques and normalized to 713.4 Ω. The lower trace is the acoustoelectric current generated 
from a SAW with -12 dBm applied to the right IDT at 1.488 GHz and is normalized to 10.47 nA 
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Special attention has to be given to the acoustic current trace of Fig. 6 around 3 – 4 Tesla. 
There is a splitting of the peaks that occurs. This information does not appear in the SdH 
oscillation and is only isolated to a SAW effect. During this splitting the conductivity of the 
2DEG is very low and σs becomes much smaller than σM, see Eq. 9. When this happens a 
maximum in SAW attenuation will occur which results in a reduced SAW amplitude. The 
center of a SAW current split is a minimum in the 2DEG conductivity; further details are 
discussed in Wixworth et al., 1989. 
From Fig. 6 there are two observations that need to be explained. One is the spike-like 
feature or discontinuity around the 8.5 T mark of the acoustic trace. This is caused from 
SAW reflections on the sample. This spike-like feature can be seen on other data plots as 
well with SAW currents. The final feature is the negative acoustic current that was 
measured. Since at this point the SAW was highly attenuated, causing little or no current to 
flow, caused the sample itself to heat. The negative current may be a combination of a 
thermal current and a small offset in the measuring equipment.  
4. Surface Acoustic Waves in Quantum Electronics 
SAWs are used to produce a current in low dimensional electronic systems and NEMS. This 
can be used in various applications and for numerous different designs. The information 
presented in this section will deal with piezoelectric materials with an embedded two 
dimensional electron gas (2DEG); mainly GaAs/AlGaAs heterostructures unless 
otherwise stated. These measurements are carried out at liquid helium temperatures or 
lower, ≤ 4.2 K. 
4.1 Quantum Point Contacts and Low Dimensional Channels 
SAWs can be used to create a quantized current based upon Eq. 7. The advantage of the 
SAW inducing a quantized current is that this process can be used to populate and 
depopulate QDs and DQDs at higher frequencies then what can be used by applying an 
oscillating signal to the source-drain of the 2DEG. When using a SAW as the current source 
the acoustoelectric current can be pinched off in a Coulomb blockade just like a standard 
source-drain current can be. This pinch off is done via a quantum point contact (QPC) or a 
set of QPCs, which can be used to form QDs; see Fig. 7.  
4.1.1 Quantum Point Contact Fabrication 
Fabricating QPCs is done with the same methods as fabricating IDTs, see Sec. 2. Since QPCs 
are have small dimensions it is most common to use Electron Beam Lithography, or e-beam 
lithography, to create the structures. The exact dimensions of the QPC pair depends on what 
works best for the user and there is no set rules for design like there is for IDTs. When 
viewing Fig. 7 it can be seen that there are five sets of QPCs. A single QPC is seen as an 
electrode with another electrode opposite its position. All of the QPCs shown have a few 
common features; the tip of the QPC is small when compared to the rest of the electrode and 
the gap between the electrode tips is small as well. The tip is small so the electric field being 
emitted from the QPC is very localized, and the majority of the electrode is made wider so 
that it covers a wider portion of the 2DEG so the electrons are repelled. The gap between 
electrodes is small so pinch-off can be achieved with small voltages, more on this in Sec. 
4.1.2. 
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4.1.2 Quantum Point Contact Operation 
QPCs work by applying a negative voltage to them, this negative voltage produces an 
electric field that penetrates into the 2DEG causing electrons to be repelled at or around the 
QPC region; this can be seen if Fig 7(c). Here the black region represents the metallic 
electrode while the blue region represents the electric field and the green region represents 
the 2DEG or substrate. It can be taken as a good estimate that the electric field penetrates 
into the 2DEG from the QPC electrode at a 45° angle. As a larger negative voltage is applied 
to the QPC the effective screening electric field becomes larger causing the electron path 
within the 2DEG to become more constricted until single electron transport is achieved; this 
leads to a Coulomb Blockade, see Sec. 4.2. Then finally, the current is completely pinched 




(c) (d)  
 
Fig. 7. Two SEM images of the same DQD structure on top of a suspended tube section of an 
acoustic waveguide. The DQD is made up of five pairs of QPCs. The material is a 
GaAs/AlGaAs heterostructure with an embedded 2DEG about 40 nm below the surface. (a) 
Top view with a scale bar of 200 nm, (b) angled view with a scale bar of 100 nm. (c) 
schematic view of QPC with applied voltage, the blue area represents the electric field 
surrounding the QPC and penetrating into the 2DEG (green). (d) Tunneling of electrons 
across potential barrier created by applied voltage from the QPC 
The QPC creates a tunneling barrier which separates the source and drain regions of the 
sample. As the voltage magnitude becomes larger the strength, or height, or the tunneling 
barrier is increased and the width of the barrier becomes larger. When plotted a step like 
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feature can be seen which corresponds to a single conductance step which has a value of G = 
2e2/h, where h is Plank’s constant and e is the charge of an electron. Now the temperature 
must be low so the thermal energy, E = kbT, of the background is smaller than the tunneling 
energy needed for the electrons to “jump” across the barrier, where kb is the Boltzmann 
constant. As seen in Figs 9 and 10 this step like feature can be seen by doing an I-V 
measurement. By changing the temperature of the system the phonon energy is increased 
and causes scattering events to increase, or increase the electron-phonon interaction, and the 
steepening or smoothing of the step like feature is a direct measure of this. 
4.1.3 Usage of Quantum Point Contacts and Surface Acoustic Waves 
The use of QPCs offers a benefit of determining which SAW mode(s) are propagating in the 
sample. Different SAW modes, such as bulk, longitudinal, and transverse with propagate at 
different frequencies due to the fact that they have different sound velocities, see Eq. 1. 
Another factor, which affects the sound velocity, is the propagation direction of the SAW 
with respect to the crystal orientation of the material. In Fig. 8 a QPC had an applied voltage 
of -0.8 V, which puts the QPC into pinch-off mode. Since it is in pinch-off higher RF power is 
required to create a sufficiently strong SAW that will overcome the potential barrier. As the 
power is increased from -18 dBm to -10 dBm, three peaks emerge as transferring current 
through the tunnel barrier. From Eq. 7 we can calculate the electron count to be 6, 3, and 2 
for RF powers of -10 dBm, -12 dBm, and -14 dBm, respectively (some rounding is taken into 
account, due to thermal errors in measurement). 
 
 
Fig. 8. A frequency sweep of varying RF powers while the center QPC of the sample in Fig. 4 
is held at -0.8 V. The first peak is at 840 MHz with a current of 540 pA and a velocity of 3,368 
m/s, the second peak at 1.005 GHz with a current of 472 pA and a velocity of 4,020 m/s, the 
third peak is at 1.095 GHz with a current of 1.098 nA and a velocity of 4,380 m/s 
Now the three peaks represent different SAW modes. The highest frequency peak of Fig. 8 
of 1.095 GHz represents a longitudinal wave with an acoustic velocity of 4,380 m/s and an 
angle of about 10º off from the (110) direction (Kuok et al., 2001). This small angle variation 
is due to a small misalignment during the lithography process. When viewing the lower 
peak of 840 MHz at a velocity of 3,368 m/s, this coincides with a fast transverse wave with, 
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again, a 10º difference between the SAW direction and the (110) GaAs crystal orientation 
(Kuok et al., 2001). 
4.2 Coulomb Blockade of Acoustoelectric Current 
When looking over Fig. 9, we see that single steps are observed just before the total 
acoustoelectric current becomes zero. Focusing on Fig. 9a, we see that the last step is at 
about 0.5 nA. When solving with Eq. 11 the first step yields an answer of n = 1, i.e. a single 
electron is being transferred. We can look at all of the remaining steps and solve for them as 
well which will reveal integer numbers for n and will increase by 1 for each step, as is 
expected. Fig. 9a also shows that an applied voltage across the source and drain contacts, or 
ohmics, has very little effect on the final quantized acoustoelectric current. We do see, 
however, that a larger, or smaller, gate voltage is required for final pinch-off in the system 
but this is due to the small offset in the Fermi energy because of the applied bias. The only 
real difference is the shift from negative current to a positive current which is easy explained 
by the fact that the source-drain bias is producing a current that is opposite in direction, 
when Vds < 0 mV, to that of the acoustoelectric current. Another aspect is the RF power 
dependence on the quantized current.  When viewing Fig. 9b there is a similar trend to that 
of Fig. 9a. The small change in RF power has only a small effect on the acoustoelectric 
current. This is because the RF power is directly proportional to the SAW amplitude and we 
do not really identify any significant difference in the number of electrons being transferred, 
or Coulomb steps, until a drop of about 2 dBm. 
So far an acoustoelectric current behaves in the same way as a standard source-drain bias 
current when a QPC is near pinch off. There is, however, another effect which can arise. As 
seen in Fig 9c a negative current arises and still exhibits the step like behavior. This negative 
current is the negative anomalous acoustoelectric current. This is said to be produced as an 
effect of SAW reflections, this is mostly seen in a two IDT system. The second IDT acts as a 
reflector much as the same way a reflection gradient is used for a unidirectional SAW, see 
Fig 1b. This can cause a standing wave to occur in the sample in such a way that the 
reflections effectively reduce the potential of the SAW and cause fewer electrons to be 
transported.  
With slight phase shifts added the standing wave with respect to the QPC a net negative 
potential in the energy landscape can exist on one side of the QPC which will cause the 
current to change direction. These steps are best observed for QPCs that are long when 
compared to the SAW wavelength. This makes it possible to observe the acoustoelectric step 
current without applying a magnetic field (Shilton et al, 1996). As mentioned earlier, the 
high mobility of the 2DEG will screen the acoustoelectric current but this effect is not as 
prevalent when inside of a long QPC channel. The current screening is reduced around the 
QPC region and thus electrons can be transported through the channel. A long channel can 
allow ballistic transport of the electron causing it to shuttle from one side of the QPC to 
another. Since the screening is minimal, the electron will be “dragged” through the channel 
and the current steps of Fig. 9 can be observed. 
Another phenomenon is oscillations in the acoustoelectric current once approaching the 
QPC pinch-off limit.  As described in Shilton et al, 1996, and Maaø & Galperin, 1997, the 
acoustoelectric current oscillations occur at the same positions as the Coulomb steps. This 
oscillation is described as interference effects near the QPC at high frequencies which may 
be attributed to impurities in the 2DEG channel. The theory presented suggests that these 
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oscillations are due to state transitions, both propagating and reflecting (Maaø & Galperin, 
1997). The SAW may reflect from the QPC and create interference patterns; these patterns 
will affect the electron transmission probability through the QPC simply by changing the 
potential landscape. This mechanism is also sensitive to scattering events near the QPC, 
where energy quanta are emitted and absorbed between two waves. Others have 






Fig. 9. QPC pinch-off of acoustoelectric current: (a) pinch-off with varying source-drain 
voltages applied at the SAW, changes are in 1 mV increments (Talyanskii et al., 1997) 
Copyright (1997) by The American Physical Society. (b) Pinch-off with different SAW power 
levels, the left most trace is 7 dBm and decrements by 0.2 dBm (Talyanskii et al., 1997) 
Copyright (1997) by The American Physical Society. (c) A negative anomalous 
acoustoelectric current for different gate voltages and SAW powers; f = 1007.426 MHz,  
Vds = 0 V, T = 1.7 K, (Song et al., 2010) 
Fig. 10 shows the oscillations of the acoustoelectric current as it is being driven through a 
QPC (orange trace) as it approaches pinch-off. It can be seen that the step like features 
observed in Fig. 9 are have been replaced by oscillations. These oscillations are negative, or 
on the lower cycle, when the current from the source-drain bias is flat or non-changing. We 
then see that as the current starts to decrease the acoustoelectric current has a positive value, 
or is on the upper cycle of the oscillation. The inset graph of Fig. 10 shows the entire sweep 
of the QPC gate voltage. As one conduction channel pinches off at the Vg = -0.65 V we see 
that there is a large, nearly single, oscillation in the acoustoelectric current. Since SAWs are 
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very sensitive to 2DEGs we get what seems to be an amplified signal when compared to a 
source-drain bias. This can be used to identify information that may otherwise have been 
too weak or nearly washed out from thermal effects.  
 
 
Fig. 10. Acoustoelectric current oscillations as the QPC nears pinch-off. The data plot has 
been normalized to show the relationship between the acoustoelectric current oscillations 
(orange trace) and the pinch-off when using a voltage bias across the source-drain electrodes 
(red trace). The acoustoelectric current trace has been normalized to -8.832 nA and the 
source-drain bias trace has been normalized to 4.692 nA. Measurements were taken at 4.2 K 
with the sample shown in Fig. 7. Inset plot shows entire gate voltage sweep range 
4.3 Population and Depopulation of Quantum Dots 
SAWs have been used widely as a mechanism to control the population and depopulation of 
QDs and DQDs. The high speed, or frequency, of operation combined with quantized 
current production make SAWs suitable for use with quantum systems. In a traditional QD 
system the gate and source-drain voltages are changed to allow single electron population 
and depopulation. This has several drawbacks; one being it is hard to decouple the dot from 
the surrounding environment due to the precise control of the voltages. There is always 
some noise either in the system or from the electronics. Another problem is if one gate is 
changed then the others must be changed to ensure a constant electron count in each dot, if 
applicable. 
A SAW can be used as an alternative and has gotten more attention lately for the use in a 
QD or DQD system. The biggest reason for the attention is that SAWs can be used to interact 
with QD systems at much higher frequencies then what has been previously achieved by 
pulsing the gate electrodes. Since the acoustoelectric current can be well defined a QD 
system can use very high gate voltages to ensure no leakage current. We will take a look at 
the work done in Kataoka et al., 2007. This work describes very well the use of SAWs as a 
way to populate and depopulate a QD. 
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When the QD needs to be populated, the center plunger gate voltage value is lowered; 
causing the Fermi energy to lower below the Fermi energy of the surrounding 2DEG. The 
gate electrodes are still held at a high voltage value so the electrons cannot tunnel in or out 
of the QD, see Fig. 11e. The IDT is pulsed and as the SAW enters the QD region it changes 
the tunneling barrier created by the electrodes. The barrier is changed just enough that a 
single electron can tunnel into the dot, this is population; see Figs. 11a-b. The IDT is pulsed 
many times since the tunneling barrier is so high that the additional pulses are needed to 
increase the tunneling probability of the electron. 
 
 
Fig. 11. Results from the paper Kataoka et al., 2007, Copyright (2007) by The American 
Physical Society. (a) and (b) The population of the QD, the –e line is an electron entering the 
dot. (c) and (d) Depopulation of the QD. (e)  Schematic of SAW for population and 
depopulation of the QD 
Likewise, as shown in Figs. 11c-d, the QD is depopulated by a similar mechanism. Here the 
plunger gate voltage is raised, made to be more negative, which causes the Fermi energy of 
the QD to be raised in comparison to the 2DEG Fermi energy outside of the dot, Fig. 11e. At 
this time the IDT is pulsed and the SAW enters the QD region. The SAW alters the tunneling 
barrier created by the gate electrodes when the potential of the SAW is superimposed onto 
the barrier, see Eq. 5. When the barrier is raised nothing happens since this will simply 
ensure the electron stays in the system, but when the negative cycle of the SAW 
superimposes with the barrier it decreases it which causes the electron to tunnel out. 
This method of operation has proven, quite nicely, that SAWs and high potential QPCs offer 
a more robust method of single electron population and depopulation. As shown in Figs. 
11a-d the QD can maintain the electron confinement for a long period of time which can be 
difficult in a traditional setup due to noise reduction of the measurement electronics. The 
IDTs can be accessed from an outside system such as an antenna, for example, and interact 
with the QD allowing the system another degree of freedom from the traditional closed 
electronics. However, this may come at the cost of additional noise reduction equipment 
and filtering. 
5. Conclusion 
This chapter has shown all of the basic properties and uses of SAWs in nano-structures and 
nano-systems. The reader is shown the parameters required for fabrication, theory of 
operation, real results, and application. The use of SAWs is quite limitless in the area of 
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SAWs have been used widely as a mechanism to control the population and depopulation of 
QDs and DQDs. The high speed, or frequency, of operation combined with quantized 
current production make SAWs suitable for use with quantum systems. In a traditional QD 
system the gate and source-drain voltages are changed to allow single electron population 
and depopulation. This has several drawbacks; one being it is hard to decouple the dot from 
the surrounding environment due to the precise control of the voltages. There is always 
some noise either in the system or from the electronics. Another problem is if one gate is 
changed then the others must be changed to ensure a constant electron count in each dot, if 
applicable. 
A SAW can be used as an alternative and has gotten more attention lately for the use in a 
QD or DQD system. The biggest reason for the attention is that SAWs can be used to interact 
with QD systems at much higher frequencies then what has been previously achieved by 
pulsing the gate electrodes. Since the acoustoelectric current can be well defined a QD 
system can use very high gate voltages to ensure no leakage current. We will take a look at 
the work done in Kataoka et al., 2007. This work describes very well the use of SAWs as a 
way to populate and depopulate a QD. 
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When the QD needs to be populated, the center plunger gate voltage value is lowered; 
causing the Fermi energy to lower below the Fermi energy of the surrounding 2DEG. The 
gate electrodes are still held at a high voltage value so the electrons cannot tunnel in or out 
of the QD, see Fig. 11e. The IDT is pulsed and as the SAW enters the QD region it changes 
the tunneling barrier created by the electrodes. The barrier is changed just enough that a 
single electron can tunnel into the dot, this is population; see Figs. 11a-b. The IDT is pulsed 
many times since the tunneling barrier is so high that the additional pulses are needed to 
increase the tunneling probability of the electron. 
 
 
Fig. 11. Results from the paper Kataoka et al., 2007, Copyright (2007) by The American 
Physical Society. (a) and (b) The population of the QD, the –e line is an electron entering the 
dot. (c) and (d) Depopulation of the QD. (e)  Schematic of SAW for population and 
depopulation of the QD 
Likewise, as shown in Figs. 11c-d, the QD is depopulated by a similar mechanism. Here the 
plunger gate voltage is raised, made to be more negative, which causes the Fermi energy of 
the QD to be raised in comparison to the 2DEG Fermi energy outside of the dot, Fig. 11e. At 
this time the IDT is pulsed and the SAW enters the QD region. The SAW alters the tunneling 
barrier created by the gate electrodes when the potential of the SAW is superimposed onto 
the barrier, see Eq. 5. When the barrier is raised nothing happens since this will simply 
ensure the electron stays in the system, but when the negative cycle of the SAW 
superimposes with the barrier it decreases it which causes the electron to tunnel out. 
This method of operation has proven, quite nicely, that SAWs and high potential QPCs offer 
a more robust method of single electron population and depopulation. As shown in Figs. 
11a-d the QD can maintain the electron confinement for a long period of time which can be 
difficult in a traditional setup due to noise reduction of the measurement electronics. The 
IDTs can be accessed from an outside system such as an antenna, for example, and interact 
with the QD allowing the system another degree of freedom from the traditional closed 
electronics. However, this may come at the cost of additional noise reduction equipment 
and filtering. 
5. Conclusion 
This chapter has shown all of the basic properties and uses of SAWs in nano-structures and 
nano-systems. The reader is shown the parameters required for fabrication, theory of 
operation, real results, and application. The use of SAWs is quite limitless in the area of 
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NEMS. As people continue to refine the research through experiment and by continuing to 
add to the theory more applications will emerge.  
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