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DECENTRALIZED PARAMETER ESTIMATION
by
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ABSTRACT
We develop efficient numerical methods for solving inverse problems in a decentralized
setting. First we consider decentralized optimization of a known objective with known
gradient, analyzing the convergence of a decentralized consensus algorithm using delayed
stochastic gradient information across the network. Each node privately holds a part of the
objective function, and nodes collaboratively solve for the consensus optimal solution of the
total objective while they can only communicate with their immediate neighbors. In real-
world applications, it is often difficult and sometimes impossible to synchronize the nodes,
and therefore they have to use stale gradient information during computations. We show
that the iterates generated converge to a consensual optimal solution as long as the random
delays are bounded in expectation and a proper diminishing step size policy is employed.
Convergence rates of both objective and consensus are derived. Numerical results on a
number of synthetic problems and real-world seismic tomography datasets in decentralized
sensor networks are presented. We then consider inverse problems in epidemiology where the
disease transmission rate (objective) is unknown, looking to develop an efficient decentralized
method for its estimation. As the objective is unknown, we first consider the centralized
setting, and then extend our work to the decentralized case. We use an SEIR compartmental
model and we assume the transmission rate is time-dependent. Using observed incidence case
data, we develop a method for estimating disease transmission rate, which may be used to
forecast future incidence cases for cyclic disease epidemics. We test the method on synthetic
and real-world datasets. We then investigate whether this method may be modified for
extension to the decentralized case. We are motivated by the problem in which regions
experience an outbreak of a common, cyclic disease epidemic, and we consider whether
collaboration can allow for the recovery of a common transmission rate. We investigate
whether the common estimate returned by the method produces accurate forecasts of each
local regions future incidence cases. The method is tested on a synthetic dataset using both
full and partial data for transmission rate recovery.
INDEX WORDS: Decentralized consensus optimization, delayed gradient, stochastic gra-
dient, decentralized networks, inverse problems, epidemiology, regular-
ization, parameter estimation, forecasting.
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PART 1
DECENTRALIZED CONSENSUS ALGORITHM
1.1 Introduction
In this work, we consider a decentralized consensus optimization problem arising from
emerging technologies such as distributed machine learning [1, 2, 3, 4], sensor network [5,
6, 7], and smart grid [8, 9]. Let G = (V , E) be a network (undirected graph) where V =
{1, 2, . . . ,m} is the node (also called agent, processor, or sensor) set and E ⊂ V × V is the
edge set. Two nodes i and j are called neighbors if (i, j) ∈ E . The communications between
neighbor nodes are bidirectional, meaning that i and j can communicate with each other as
long as (i, j) ∈ E .
In a decentralized sensor network G, individual nodes can acquire, store, and process
data about large-sized objects. Each node i collects data and holds objective function
Fi(x; ξi) privately where ξi ∈ Θ is random with fixed but unknown probability distribution
in domain Θ to model environmental fluctuations such as noise in data acquisition and/or
inaccurate estimation of objective function or its gradient. Here x ∈ X is the unknown
(e.g., the seismic image) to be solved, where the domain X ⊂ Rn is compact and convex.
Furthermore, we assume that Fi(·; ξi) is convex for all ξi ∈ Θ and i ∈ V , and we define
fi(x) = Eξi [Fi(x; ξi)] which is thus convex with respect to x ∈ X. The goal of decentralized
consensus optimization is to solve the minimization problem
minimize
x∈X
f(x), where f(x) :=
m∑
i=1
fi(x) (1.1)
with the restrictions that Fi(x; ξi), and hence fi(x), are accessible by node i only, and that
nodes i and j can communicate only if (i, j) ∈ E during the entire computation.
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There are a number of practical issues that need to be taken into consideration in solving
the real-world decentralized consensus optimization problem (1.1):
• The partial objective Fi (and fi) is held privately by node i, and transferring Fi to a
data fusion center is either infeasible or cost-ineffective due to data privacy, the large
size of Fi, and/or limited bandwidth and communication power overhead of sensors.
Therefore, the nodes can only communicate their own estimates of x ∈ Rn with their
neighbors in each iteration of a decentralized consensus algorithm.
• Since it is often difficult and sometimes impossible for the nodes to be fully synchro-
nized, they may not have access to the most up-to-date (stochastic) gradient informa-
tion during computations. In this case, the node i has to use out-of-date (stochastic)
gradient ∇Fi(xi(t − τi(t)); ξi(t − τi(t))) where xi(t) is the estimate of x obtained by
node i at iteration t, and τi(t) is the level of (possibly random) delay of the gradient
information at t.
• The estimates {xi(t)} by the nodes should tend to be consensual as t increases, and
the consensual value is a solution of problem (1.1). In this case, there is a guarantee
of retrieving a good estimate of x from any surviving node in the network even if some
nodes are sabotaged, lost, or run out of power during the computation process.
In this work, we analyze a decentralized consensus algorithm which takes all the factors
above into consideration in solving (1.1). We provide comprehensive convergence analysis
of the algorithm, including the decay rates of objective function and disagreements between
nodes, in terms of iteration number, level of delays, and network structure etc.
1.1.1 Related work
Distributed computing on networks is an emerging technology with extensive appli-
cations in modern machine learning [2, 3, 4], sensor networks [5, 6, 10, 11], and big data
analysis [12, 13]. There are two types of scenarios in distributed computing: centralized and
decentralized. In the centralized scenario, computations are carried out locally by worker
2
(slave) nodes while computations of certain global variables must eventually be processed
by designated master node or at a center of shared memory during each (outer) iteration. A
major effort in this scenario has been devoted to update the global variable more effectively
using an asynchronous setting in, for example, distributed centralized alternating direction
method of multipliers (ADMM) [14, 15, 16, 17, 18]. In the decentralized scenario considered
in this paper, the nodes privately hold parts of objective functions and can only communicate
with neighbor nodes during computations. In many real-world applications, decentralized
computing is particularly useful when a master-worker network setting is either infeasible or
not economical, or the data acquisition and computation have to be carried out by individ-
ual nodes which then need to collaboratively solve the optimization problem. Decentralized
networks are also more robust to node failure and can better address privacy concerns. For
more discussions about motivations and advantages of decentralized computing, see, e.g.,
[19, 20, 21, 22, 23, 24] and references therein.
Decentralized consensus algorithms take the data distribution and communication re-
striction into consideration, so that they can be implemented at individual nodes in the
network. In the ideal synchronous case of decentralized consensus where all the nodes are
coordinated to finish computation and then start to exchange information with neighbors
in each iteration, a number of developments have been made. A class of methods is to
rewrite the consensus constraints for minimization problem (1.1) by introducing auxiliary
variables between neighbor nodes (i.e., edges), and apply ADMM (possibly with linearization
or preconditioning techniques) to derive an implementable decentralized consensus algorithm
[25, 26, 27, 28, 29, 30]. Most of these methods require each node to solve a local optimization
problem every iteration before communication, and reach a convergence rate of O(1/T ) in
terms of outer iteration (communication) number T for general convex objective functions
{fi}. First-order methods based on decentralized gradient descent require less computational
cost at individual nodes such that between two communications they only perform one step
of a gradient descent-type update at the weighted average of previous iterates obtained from
neighbors. In particular, Nesterov’s optimal gradient scheme is employed in decentralized
3
gradient descent with diminishing step sizes to achieve rate of O(1/T ) in [19], where an alter-
native gradient method that requires excessive communications in each inner iteration is also
developed and can reach a theoretical convergence rate of O(log T/T 2), despite that it seems
to work less efficiently in terms of communications than the former in practice. A correction
technique is developed for decentralized gradient descent with convergence rate as O(1/T )
with constant step size in [22], which results in a saddle-point algorithm as pointed out in
[31]. In [11], the authors combine Nesterov’s gradient scheme and a multiplier-type auxiliary
variable to obtain a fast optimality convergence rate of O(1/T 2). Other first-order decen-
tralized methods have also been developed recently, such dual averaging [32]. Additional
constraints for primal variables in decentralized consensus optimization (1.1) are considered
in [33].
In real-world decentralized computing, it is often difficult and sometimes impossible to
coordinate all the nodes in the network such that their computation and communication are
perfectly synchronized. One practical approach for such asynchronous consensus is using a
broadcast scenario where in each (outer) iteration, one node in the network is assumed to
wake up at random and broadcasts its value to neighbors (but does not hear them back). A
number of algorithms for broadcast consensus are developed, for instance, in [34, 5, 35, 36].
In particular, [36] develops a consensus optimization algorithm for (1.1) in the setting where
every iteration one node in the network broadcasts its value to the neighbors, but there are no
delays in (sub)gradients during their updates. Another important issue in the asynchronous
setting is that nodes may have to use out-of-date (stale) gradient information during up-
dates [20, 37]. This delayed scenario in gradient descent is considered in a distributed but
not decentralized setting in [38, 39, 40, 41]. In addition, analysis of stochastic gradient in
distributed computing is also carried out in [38, 42]. In [43], linear convergence rate of op-
timality is derived for strongly convex objective functions with delays. Extending [38], a
fixed delay at all nodes is considered in dual averaging [44] and gradient descent [45] in a de-
centralized setting, but they did not consider more practical and useful random delays, and
there are no convergence rates on node consensus provided in these papers. In [37], both
4
random delays in communications and gradients are considered, however, no convergence
rate is established.
1.1.2 Contributions
The contribution of this work is in three phases. First, we consider a general decen-
tralized consensus algorithm with randomly delayed and stochastic gradient (Section 1.2).
In this case, the nodes do not need to be synchronized and they may only have access to
stale gradient information. This renders stochastic gradients with random delays at dif-
ferent nodes in their gradient updates, which is suitable for many real-world decentralized
computing applications.
Second, we provide a comprehensive convergence analysis of the proposed algorithm
(Section 1.3). More precisely, we derive convergence rates for both the objective function (op-
timality) and disagreement (feasibility constraint of consensus), and show their dependency
on the characteristics of the problem, such as Lipschitz constants of (stochastic) gradients
and spectral gaps of the underlying network.
Third, we conduct a number of numerical experiments on synthetic and real datasets to
validate the performance of the proposed algorithm (Section 1.4). In particular, we examine
the convergence on synthetic decentralized least squares, robust least squares, and logistic
regression problems. We also present the numerical results on the reconstruction of several
seismic images in decentralized wireless sensor networks.
1.1.3 Notations and assumptions
All vectors are column vectors unless otherwise noted. We denote by xi(t) ∈ Rn the
estimate of node i at iteration t, and x(t) = (x1(t), . . . , xm(t))
> ∈ Rm×n. We denote ‖x‖ ≡
‖x‖2 if x is a vector and ‖x‖ ≡ ‖x‖F if x is a matrix, which should be clear by the context.
For any two vectors of same dimension, 〈x, y〉 denotes their inner product, and 〈x, y〉Q :=
〈x,Qy〉 for symmetric positive semidefinite matrix Q. For notational simplicity, we use
〈x, y〉 = ∑mi=1〈xi, yi〉 where xi and yi are the i-th row of the m × n matrices x and y
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respectively. Such matrix inner product is also generalized to 〈x, y〉Q for matrices x and y.
In this work, we set the domain X := {x ∈ Rn : ‖x‖∞ ≤ R} for some R > 0, which can
be thought of as the maximum pixel intensity in reconstructed images. We further denote
X := Xm ⊂ Rm×n.
For each node i, we define fi(x) := Eξi [Fi(x; ξi)] as the expectation of objective function,
and gi(t) := ∇Fi(x(t); ξi(t)) (here the gradient ∇ is taken with respect to x) is the stochastic
gradient at xi(t) at node i. We let τi(t) be the delay of gradient at node i in iteration t,
and τ(t) = (τ1(t), . . . , τm(t))
>. We write f(x(t)) in short for
∑m
i=1 fi(xi(t)) ∈ R, x(t− τ(t))
for (x1(t− τ1(t)), . . . , xm(t− τm(t)))> ∈ Rm×n, and g(t− τ(t)) for (g1(t− τ1(t)), . . . , gm(t−
τm(t)))
> ∈ Rm×n. We assume fi is continuously differentiable, ∇fi has Lipschitz constant
Li, and denote L := max1≤i≤m Li.
Let x∗ ∈ Rn be a solution of (1.1), we denote 1(x∗)> simply by x∗ in this work which
is clear by the context, for instance f(x∗) = f(1(x∗)>) =
∑m
i=1 fi(x
∗). Furthermore, we
let y(T ) := (1/T )
∑T
t=1 x(t + 1) be the running average of {x(t + 1) : 1 ≤ t ≤ T}, and
z(T ) := (1/m)
∑m
i=1 y(T ) be the consensus average of y(T ). We denote J = (1/m)11
>, then
z(T ) = Jy(T ). Note that for all T , z(T ) is always consensual but x(T ), y(T ) may not be.
An important ingredient in decentralized gradient descent is the mixing matrix W =
[wij] in (1.2). For the algorithm to be implementable in practice, wij > 0 if and only
if (i, j) ∈ E . We assume that W is symmetric and ∑mj=1wij = 1 for all i, hence W is
doubly stochastic, namely W1 = 1 and 1>W = 1> where 1 = (1, . . . , 1)> ∈ Rm. With the
assumption that the network G is simple and connected, we know ‖W‖2 = 1 and eigenvalue 1
of W has multiplicity 1 by the Perron-Frobenius theorem [46]. As a consequence, Wx = x if
and only if x is consensual, i.e., x = c1 for some c ∈ R. We further assume W  0 (otherwise
use 1
2
(I + W )  0 since stochastic matrix W has spectral radius 1). Given a network G,
there are different ways to design the mixing matrix W . For some optimal choices of W , see,
e.g., [47, 48].
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Now we make several assumptions that are necessary in our convergence analysis.
1. The network G = (V , E) is undirected, simple, and connected.
2. For all i and x, the stochastic gradient is unbiased, i.e., Eξi [∇Fi(x; ξi)] = ∇fi(x), and
Eξi [‖∇Fi(x; ξi)−∇fi(x)‖2] ≤ σ2 for some σ > 0.
3. The delays τi(t) may follow different distributions at different nodes, but their second
moments are assumed to be uniformly bounded, i.e., there exists B > 0 such that
E[τi(t)2] ≤ B2 for all i = 1, . . . ,m and iteration t.
Since the domain X is compact and ∇fi are all Lipschitz continuous, we know ‖∇fi‖ is
uniformly bounded. Furthermore, E[‖∇Fi(·, ξi)‖] ≤ E[‖∇Fi(·, ξi) − ∇fi(·)‖] + ‖∇fi(·)‖ ≤
σ + ‖∇fi(·)‖, we know E[‖∇Fi(·, ξi)‖] is also uniformly bounded. Therefore, we denote by
G > 0 the uniform bound such that ‖∇fi‖,E[‖∇Fi(·, ξi)‖] ≤ G for all i. We also assume
that the random delay τi(t) and error of inexact gradient i(t) := gi(t) − ∇fi(x(t)) are
independent.
1.2 Algorithm
Taking the delayed stochastic gradient and the constraint that nodes can only communi-
cate with immediate neighbors, we propose the following decentralized delayed stochastic gra-
dient descent method for solving (1.1). Starting from an initial guess {xi(0) : i = 1, . . . ,m},
each node i performs the following updates iteratively:
xi(t+ 1) = ΠX
[ m∑
j=1
wijxj(t)− α(t)gi(t− τi(t))
]
. (1.2)
Namely, in each iteration t, the nodes exchange their most recent xi(t) with their neighbors.
Then each node takes weighted average of the received local copies using weights wij and
performs a gradient descent type update using a stochastic gradient gi(t− τi(t)) with delay
τi(t) and step size α(t), and projects the result onto X. In addition, each node i tracks its
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own running average yi(t) = (1/t) ·
∑t
s=1 xi(s + 1) by simply updating yi(t) = (1 − 1/t) ·
yi(t− 1) + (1/t) · xi(t+ 1) in iteration t.
Following the matrix notation in Section 1.1.3, the iteration (1.2) can be written as
x(t+ 1) = ΠX [Wx(t)− α(t)g(t− τ(t))]. (1.3)
Here the projection ΠX is accomplished by each node projecting to X due to the definition
of X in Section 1.1.3, which does not require any coordination between nodes. Note that
the update (1.3) is also equivalent to
x(t+ 1) = argmin
x∈X
{
〈g(t− τ(t)), x〉+ 1
2α(t)
‖x−Wx(t)‖2
}
. (1.4)
We may refer to the proposed decentralized delayed stochastic gradient descent algorithm
by any of (1.2), (1.3), and (1.4) since they are equivalent.
1.3 Convergence Analysis
In this section, we provide a comprehensive convergence analysis of the proposed al-
gorithm (1.4) by employing a proper step size policy. In particular, we derive convergence
rates for both of the disagreement (Theorem 3) and objective function value (Theorem 6).
Lemma 1. For any x ∈ Rm×n, its projection onto X yields nonincreasing disagreement.
That is
‖(I − J) ΠX (x)‖ ≤ ‖(I − J)x‖. (1.5)
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Proof. It suffices to show that for any fixed R > 0 and X = {x ∈ Rm : ‖x‖∞ ≤ R}, there is
‖(I − J) ΠX(x)‖ ≤ ‖(I − J)x‖ (1.6)
for all x ∈ Rm. Note that for x = (x1, x2, . . . , xm)> ∈ Rm, there is
‖(I − J)x‖2 =
m∑
i=1
(xi − x)2
where x := (1/m)
∑m
i=1 xi. We only need to show that if all {xi : xi < −R} are projected to
−R then ‖(I − J)x‖2 will reduce. Without loss of generality, suppose x1, . . . , x` < −R and
x`+1, . . . , xm ≥ −R, and let denote the means of these two groups by
µ1 :=
1
`
∑`
i=1
xi < −R and µ2 := 1
m− `
m∑
i=`+1
xi ≥ −R. (1.7)
Then we have x = (`µ1 + (m− `)µ2)/m, and
‖(I − J)x‖2
=
m∑
i=1
(xi − x)2 =
m∑
i=1
(xi − `µ1 + (m− `)µ2
m
)2
=
∑`
i=1
(xi − `µ1 + (m− `)µ2
m
)2 +
m∑
i=`+1
(xi − `µ1 + (m− `)µ2
m
)2
=
∑`
i=1
(
(xi − µ1) + m− `
m
(µ1 − µ2)
)2
+
m∑
i=`+1
(
(xi − µ2) + `
m
(µ2 − µ1)
)2
(1.8)
=
∑`
i=1
(xi − µ1)2 + 2m− `
m
(µ1 − µ2)
∑`
i=1
(xi − µ1) + `
(
m− `
m
)2
(µ1 − µ2)2
+
m∑
i=`+1
(xi − µ2)2 + 2 `
m
(µ2 − µ1)
m∑
i=`+1
(xi − µ2) + (m− `)
(
`
m
)2
(µ2 − µ1)2
After x1, . . . , x` are projected to −R (and x`+1, . . . , xm remain unchanged), their mean is
updated from µ1 to −R for all i = 1, . . . , `, and µ2 − µ1(≥ 0) reduces to µ2 + R(≥ 0).
Therefore, the first, third, and sixth terms in the right hand side of (1.8) are decreased,
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the second and fifth terms remain zero, and the fourth term remains unchanged. Thus
‖(I−J)x‖ reduces after projection to [−R,∞)m. A similar argument implies that projecting
{xi : xi > R} to R will further reduce ‖(I − J)x‖2. Therefore projecting x to X, i.e.,
projecting to [−R,∞)m and then (−∞, R]m, reduces ‖(I − J)x‖2.
Lemma 2. Let c1 ≥ 0 and c2 > 0, and define α(t) = 1/(c1 + c2
√
t). Then for any λ ∈ (0, 1)
there is
t−1∑
s=0
α(s)λt−s−1 ≤
√
piλ−2
c2
√
t log(λ−1)
+O
(
λt
)
= O
(
1√
t
)
(1.9)
for all t = 1, 2, . . . .
Proof. First, we note that
t−1∑
s=0
α(s)λt−1−s = α(0)λt−1 + α(1)λt−2 +
t−1∑
s=2
α(s)λt−1−s (1.10)
which means that the rate is upper bounded by the last sum on the right side above since
the first two tend to 0 at a linear rate λ ∈ (0, 1).
Note that for all w ∈ [s − 1, s] we have 1√
s
≤ 1√
w
and λ−s ≤ λ−(w+1) since λ ∈ (0, 1),
and therefore
α(s)λt−1−s =
λt−1−s
c1 + c2
√
s
≤ λ
t−1λ−s
c2
√
s
≤ λ
t−1λ−(w+1)
c2
√
w
=
λt−2−w
c2
√
w
. (1.11)
This inequality allows us to bound the last term on right hand side of (1.10) by
t−1∑
s=2
α(s)λt−1−s ≤
t−1∑
s=2
∫ s
s−1
λt−2−w
c2
√
w
dw =
∫ t−1
1
λt−2−w
c2
√
w
dw =
2λt−2
c2
It, (1.12)
where It is defined by
It :=
1
2
∫ t−1
1
λ−w√
w
dw. (1.13)
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By changing of variable w = u2, we obtain It =
∫ √t−1
1
λ−u
2
du. Now we have that
I2t =
∫ √t−1
1
∫ √t−1
1
λ−(u
2+v2) dudv =
∫ √t−1
1
∫ √t−1
1
e−(u
2+v2) log λ dudv
≤
∫ √t
0
∫ √t
0
e−(u
2+v2) log λ dudv = 2
∫ pi/4
0
∫ √t/ cos θ
0
e−ρ
2 log λρ dρdθ (1.14)
= − 1
log λ
∫ pi/4
0
(e−t log λ/ cos
2(θ) − 1) dθ < − 1
log λ
∫ pi/4
0
e−t log λ/ cos
2(θ) dθ
where the third equality comes from changing to a polar system with the substitutions
u = ρ cos θ and v = ρ sin θ. Note that cos−2(θ) − (1 + 4θ/pi) ≤ 0 for all θ ∈ [0, pi/4] since
cos−2(θ)−1−4θ/pi is convex with respect to θ and vanishes at θ = 0 and θ = pi/4. Therefore
I2t ≤ −
1
log λ
∫ pi/4
0
e−t log λ(1+4θ/pi)dθ ≤ piλ
−2t
4t(log λ)2
. (1.15)
Hence the sum in (1.12) is bounded by
t−1∑
s=2
α(s)λt−1−s ≤ 2λ
t−2
c2
It ≤ 2λ
t−2
c2
√
piλ−t
2
√
t log(λ−1)
=
√
piλ−2
c2
√
t log(λ−1)
(1.16)
which completes the proof.
Now we are ready to prove the convergence rate of disagreement in x(t) and y(t). In
particular, we show that (
∑m
i=1 ‖xi(t) − x¯(t)‖2)1/2 decays at the rate of O(1/
√
t), where
x¯(t) = (1/m)
∑m
i=1 xi(t). The same convergence rate holds for the disagreement of running
average y(t). More specifically, these convergence rates are given by the bounds in the
following theorem.
11
Theorem 3. Let {x(t)} be the iterates generated by Algorithm (1.4) with α(t) = [2(L +
η
√
t)]−1 for some η > 0, and λ = ‖W − J‖. Then λ is the second largest eigenvalue of W
and hence λ ∈ (0, 1). Moreover, the disagreement of x(t) is bounded by
E[‖(I − J)x(t)‖] ≤ √mG
t−1∑
s=0
α(s)λt−s−1 ≤
√
pimGλ−2
η
√
t log(λ−1)
= O
(
1√
t
)
, (1.17)
and the disagreement of running average y(T ) = (1/m)
∑T
t=1 x(t+ 1) is bounded by
E[‖(I − J)y(T )‖] ≤ 2
√
pimGλ−2
η
√
T log(λ−1)
= O
(
1√
T
)
. (1.18)
Proof. We first prove the bound on disagreement between {xi(t) : 1 ≤ i ≤ m}, i.e., (1.17),
by induction. It is trivial to show that this bound holds for t = 1. Assuming (1.17) holds
for t, we have
E[‖(I − J)x(t+ 1)‖] = E[‖(I − J) ΠX (Wx(t)− α(t)g(t− τ(t)))‖]
≤ E[‖(I − J)(Wx(t)− α(t)g(t− τ(t)))‖] (1.19)
≤ E[‖(I − J)Wx(t)‖] + α(t)E[‖(I − J)g(t− τ(t))‖]
≤ E[‖(I − J)Wx(t)‖] + α(t)√mG
where we used Lemma 1 in the first inequality, and ‖I − J‖ ≤ 1 and E[‖gi(t− τi(t))‖] ≤ G
in the last inequality. Noting that J2 = J and JW = WJ = J , we have (W − J)(I − J) =
(I − J)W .
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Therefore, we obtain
E[‖(I − J)x(t+ 1)‖] ≤E[‖(I − J)Wx(t)‖] + α(t)√mG
=E[‖(W − J)(I − J)x(t)‖] + α(t)√mG
≤E[‖(W − J)‖‖(I − J)x(t)‖] + α(t)√mG (1.20)
≤λ√mG
t−1∑
s=0
α(s)λt−s−1 + α(t)
√
mG
=
√
mG
t∑
s=0
α(s)λt−s
where we used the induction assumption for t in the last inequality. Applying Lemma 2 to
the bound yields the second inequality in (1.17), which shows that E[‖(I − J)x(t)‖] decays
at rate O(1/
√
t).
By convexity of ‖ · ‖ and definition of y(T ), we obtain that
E[‖(I − J)y(T )‖] ≤ 1
T
T∑
t=1
E[‖(I − J)x(t+ 1)‖] ≤ 2
√
pimGλ−2
η
√
T log(λ−1)
(1.21)
by applying (1.17) and using
∑T
t=1
1√
t
≤ 2√T . Therefore the disagreement E[‖(I−J)y(T )‖]
also decays at rate of O(1/
√
T ).
The convergence rate of disagreement also yields an estimate of differences between
consecutive iterates x(t) and x(t+ 1), which is given by the following corollary.
Corollary 1. Let {x(t)} be the iterates generated by Algorithm (1.4) with the settings of
α(t), λ, and η same as in Theorem 3. Then there is
E[‖x(t+ 1)− x(t)‖] ≤ C√
t
, (1.22)
where C :=
√
mG
η
[ √
piλ−2
log(λ−1) +
1
2
]
is a constant independent of t.
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Proof. According to the update (1.4) or equivalently (1.3), we have
E[‖x(t+ 1)− x(t)‖] = E[‖ΠX [Wx(t)− α(t)g(t− τ(t))]− x(t)‖]
≤ E[‖(I −W )x(t) + α(t)g(t− τ(t)))‖] (1.23)
≤ E[‖(I −W )x(t)‖] + α(t)E[‖g(t− τ(t)))‖]
where we used the facts that x(t) ∈ X and that projection ΠX is non-expansive in the first
inequality. Note that WJ = J and hence I −W = (I −W )(I − J), we have
E[‖(I −W )x(t)‖] = E[‖(I −W )(I − J)x(t)‖] ≤ E[‖(I − J)x(t)‖] ≤
√
pimGλ−2
η
√
t log(λ−1)
where we used the fact that ‖I −W‖ ≤ 1 in the first inequality and applied Theorem 3 to
obtain the second inequality. Furthermore, we have by the definition of α(t) that
‖α(t)g(t− τ(t))‖ ≤ √mα(t)G =
√
mG
2(L+ η
√
t)
≤
√
mG
2η
√
t
. (1.24)
Applying the two inequalities above to (1.23) yields (1.22).
From the estimate of difference between consecutive iterates, we can also bound the
expected difference between x(t) and x(t− τ(t)) as follows.
Corollary 2. Let {x(t)} be the iterates generated by Algorithm (1.4) with the settings of
α(t), λ, and η same as in Theorem 3. Then there is
E[‖x(t)− x(t− τ(t))‖] ≤ C
(√
2mB√
t
+
4mB2
t
)
= O
(
1√
t
)
(1.25)
where C is the constant defined in Corollary 1. In particular, if t ≥ 8mB2, there is E[‖x(t)−
x(t− τ(t))‖] ≤ 2
√
2mCB√
t
.
Proof. We first define τ¯(t) := max{τi(t) : 1 ≤ i ≤ m}. Then there is E[|τ¯(t)|2] ≤
E[
∑m
i=1 |τi(t)|2] ≤ mB2. Without loss of generality, we assume that 0 ≤ τ¯(t) ≤ t − 2
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for every given t, i.e., we consider the convergence rate when every node has successfully
computed their own gradient at least twice. Then we obtain that
E[‖x(t)− x(t− τ(t))‖]
≤ E
[ τ¯(t)∑
s=1
‖x(t− s+ 1)− x(t− s)‖
]
≤ C E
[ τ¯(t)∑
s=1
1√
t− s
]
= C E
[ t−1∑
s=t−τ¯(t)
1√
s
]
≤ C E
[∫ t−1
t−τ¯(t)−1
1√
s
ds
]
(1.26)
= 2C E
[√
t− 1−
√
t− τ¯(t)− 1
]
≤ 2C E
[
τ¯(t)√
t− 1 +√t− τ¯(t)− 1
]
≤ C E
[
τ¯(t)√
t− τ¯(t)− 1
]
where we used triangle inequality to obtain the first inequality, applied Corollary 1 to obtain
the second inequality, and used the fact that τ¯(t) ≥ 0 to obtain the last inequality above.
Note that there is
E
[
τ¯(t)√
t− τ¯(t)− 1
]
=
bt/2c−1∑
s=0
s√
t− s− 1 P(τ¯(t) = s) +
t−2∑
s=bt/2c
s√
t− s− 1 P(τ¯(t) = s)
≤
√
2√
t
∑
s<t/2
sP(τ¯(t) = s) + (t− 2)
∑
s≥t/2
P(τ¯(t) = s) (1.27)
≤
√
2mB√
t
+
4mB2(t− 2)
t2
≤
√
2mB√
t
+
4mB2
t
= O
(
1√
t
)
where we used the fact that
√
t− s− 1 ≥√t/2 if 0 ≤ s ≤ bt/2c−1 and s/√t− s− 1 ≤ t−2
if bt/2c ≤ s ≤ t − 2 to obtain the first inequality, and ∑s<t/2 sP(τ¯(t) = s) ≤ E[τ¯(t)] ≤√
E[τ¯(t)2] =
√
mB and
∑
s≥t/2 P(τ¯(t) = s) = P(τ¯(t) ≥ t/2) ≤ (4/t2)E[τ¯(t)2] ≤ 4mB2/t2
(by Chebyshev’s inequality) in the second inequality.
In particular, it is easy to verify that when t ≥ 8mB2, it follows that √2mB/√t ≥
4mB2/t and hence E
[
τ¯(t)√
t−τ¯(t)−1
]
≤ 2
√
2mB√
t
. Combining (1.26) and (1.27) completes the
proof.
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Without loss of generality and for sake of notation simplicity, we assume iteration num-
ber t > 8mB2 and E[‖x(t)−x(t− τ(t))‖] ≤ 2
√
2mCB√
t
in the remaining derivations. The decay
rate O(1/
√
t) of E[‖x(t)−x(t−τ(t))‖] is useful to estimate the convergence rate of objective
function value later.
Lemma 4. Let {x(t)} be the iterates generated by Algorithm (1.3), then the following in-
equality holds for all T ≥ 1:
T∑
t=1
E
〈∇f(x(t))−∇f(x(t− τ(t))), x(t+ 1)− x∗〉 ≤ 8√2nLTmRCB (1.28)
where C is the constant defined in Corollary 1.
Proof. By the Cauchy-Schwarz inequality,
T∑
t=1
〈∇f(x(t))−∇f(x(t− τ(t))), x(t+ 1)− x∗〉
≤
T∑
t=1
‖∇f(x(t))−∇f(x(t− τ(t))‖‖x(t+ 1)− x∗‖.
Note that ‖x(t+1)−x∗‖2 = ∑mi=1 ‖xi(t+1)−x∗‖2 ≤ mn(2R)2 due to the bound of X = {x ∈
Rn : ‖x‖∞ ≤ R}, and E ‖∇f(x(t))−∇f(x(t− τ(t))‖2 = E
(∑m
i=1 ‖∇fi(xi(t))−∇fi(xi(t−
τ(t))‖2
)
≤ E
(∑m
i=1 Li‖xi(t)− xi(t− τ(t))‖2
)
≤ LE ‖x(t)− x(t− τ(t))‖2 ≤ 2√2mCB/√t
due to Corollary 2.
Therefore, we obtain
E
( T∑
t=1
〈∇f(x(t))−∇f(x(t− τ(t))), x(t+ 1)− x∗〉
)
≤ 8
√
2nLTmRCB
by using the fact that
∑T
t=1 1/
√
t ≤ 2√T .
This completes the proof.
Now we are ready to prove the convergence rate of objective function value. We first
present the estimate of this rate for running averages y(t) in the following theorem.
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Theorem 5. Let {x(t)} be the iterates generated by Algorithm (1.3) with α(t) = [2(L +
η
√
t)]−1 for some η > 0, then
E[f(y(T ))]− f(x∗) ≤ LD
2
X
T
+
K√
T
= O
(
1√
T
)
(1.29)
where y(T ) = (1/T )
∑T
t=1 x(t + 1) is the running average of {x(t)}, DX = 2
√
mnR is the
diameter of X , and K := ηD2X + 4
√
2mLDXCB + (4mσ2/η).
Proof. We first note that there is
f(x(t+ 1))− f(x∗) =
m∑
i=1
(
fi(xi(t+ 1))− fi(x∗)
)
=
m∑
i=1
[
fi(xi(t+ 1))− fi(xi(t)) + fi(xi(t))− fi(x∗)
]
≤
m∑
i=1
[ 〈∇fi(xi(t)), xi(t+ 1)− xi(t)〉+ Li
2
‖xi(t+ 1)− xi(t)‖2 (1.30)
+
〈∇fi(xi(t)), xi(t)− x∗〉 ]
≤
m∑
i=1
[〈∇fi(xi(t)), xi(t+ 1)− x∗〉+ Li
2
‖xi(t+ 1)− xi(t)‖2
]
≤ 〈∇f(x(t)), x(t+ 1)− x∗〉+ L
2
‖x(t+ 1)− x(t)‖2
=
〈
g(t− τ(t)), x(t+ 1)− x∗〉+ 〈∇f(x(t))− g(t− τ(t)), x(t+ 1)− x∗〉
+
L
2
‖x(t+ 1)− x(t)‖2
where we used the Li-Lipschitz continuity of ∇fi and convexity of fi to obtain the first
inequality. Note that x(t+ 1) is obtained by (1.4) as
x(t+ 1) = argmin
x∈X
{
〈g(t− τ(t)), x〉+ 1
2α(t)
‖x−Wx(t)‖2
}
(1.31)
= argmin
x∈X
{〈
g(t− τ(t)) + 1
α(t)
(I −W )x(t), x
〉
+
1
2α(t)
‖x− x(t)‖2
}
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The optimality of x(t+ 1) and strong convexity of the objective function in (1.4) imply that
〈
g(t− τ(t)), x(t+ 1)− x∗〉
≤− 1
α(t)
〈
(I −W )x(t), x(t+ 1)− x∗〉 (1.32)
+
1
2α(t)
[‖x∗ − x(t)‖2 − ‖x(t+ 1)− x(t)‖2 − ‖x∗ − x(t+ 1)‖2] .
Furthermore, we note that 1 ∈ Null(I −W ) and x∗ is consensual, so
− 1
α(t)
〈(I −W )x(t), x(t+ 1)− x∗〉
= − 1
α(t)
〈(I −W )(x(t)− x∗), x(t+ 1)− x∗〉
=
1
2α(t)
(‖x(t)− x(t+ 1)‖2I−W − ‖x(t)− x∗‖2I−W − ‖x(t+ 1)− x∗‖2I−W ) (1.33)
≤ 1
4α(t)
‖x(t)− x(t+ 1)‖2I−W
where we have used the fact that
‖x(t)− x(t+ 1)‖2I−W ≤ 2(‖x(t)− x∗‖2I−W + ‖x(t+ 1)− x∗‖2I−W )
to obtain the inequality above. We also have that
‖x(t)− x(t+ 1)‖2I−W ≤ ‖x(t)− x(t+ 1)‖2
with which we can further bound (1.33) as
− 1
α(t)
〈(I −W )x(t), x(t+ 1)− x∗〉 ≤ 1
4α(t)
‖x(t)− x(t+ 1)‖2.
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Now applying the inequality above and (1.32) to (1.30), we sum t from 1 to T to get
T∑
t=1
f(x(t+ 1))− Tf(x∗) ≤
T∑
t=1
1
2α(t)
(‖x(t)− x∗‖2 − ‖x(t+ 1)− x∗‖2)
+
T∑
t=1
(
L
2
− 1
4α(t)
)
‖x(t)− x(t+ 1)‖2 (1.34)
+
T∑
t=1
〈∇f(x(t))− g(t− τ(t)), x(t+ 1)− x∗〉 .
Note that the running average y(T ) = (1/T )
∑T
t=1 x(t + 1) satisfies f(y(T )) ≤
(1/T )
∑T
t=1 f(x(t + 1)) due to the convexity of all fi. Therefore, together with (1.34) and
the definition of α(t), we have
T [f(y(T ))− f(x∗)]
≤
T∑
t=1
[
1
2α(t)
(‖x(t)− x∗‖2 − ‖x(t+ 1)− x∗‖2)− η√t
2
‖x(t)− x(t+ 1)‖2
]
(1.35)
+
T∑
t=1
〈∇f(x(t))− g(x(t− τ(t))), x(t+ 1)− x∗〉 .
Now, by taking expectation on both sides of (1.35), we obtain
T E[f(y(T ))− f(x∗)] ≤
T∑
t=1
[
1
2α(t)
(
e(t)− e(t+ 1))− η√t
2
E[‖x(t)− x(t+ 1)‖2]
]
+ 8
√
2nLTmRCB (1.36)
+
T∑
t=1
E
〈∇f(x(t− τ(t)))− g(t− τ(t)), x(t+ 1)− x∗〉
where we denoted e(t) := E[‖x(t)− x∗‖2] for notational simplicity.
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Now we work on the last sum of inner products on the right side of (1.36). First we
observe that
E
〈∇f(x(t− τ(t)))− g(t− τ(t)), x(t+ 1)− x∗〉
= E
〈∇f(x(t− τ(t)))− g(t− τ(t)), x(t− τ(t))− x∗〉 (1.37)
+ E
〈∇f(x(t− τ(t)))− g(t− τ(t)), x(t+ 1)− x(t− τ(t))〉 .
Note that gi(t− τi(t)) is the stochastic gradient of node i evaluated at iteration t− τi(t), and
the stochastic error gi(t− τi(t))−∇fi(xi(t− τi(t))) is independent of xi(t− τi(t)). Therefore,
we have
E
〈∇f(x(t− τ(t)))− g(t− τ(t)), x(t− τ(t))− x∗〉 (1.38)
=
m∑
i=1
E
〈∇fi(xi(t− τi(t)))− gi(t− τi(t)), xi(t− τi(t))− x∗〉 = 0,
since the stochastic gradients are unbiased. Furthermore, by Young’s inequality, we have
E
〈∇f(x(t− τ(t)))− g(t− τ(t)), x(t+ 1)− x(t− τ(t))〉
≤ 2
η
√
t
E[‖∇f(x(t− τ(t)))− g(t− τ(t))‖2] + η
√
t
2
E[‖x(t+ 1)− x(t)‖2] (1.39)
≤ 2mσ
2
η
√
t
+
η
√
t
2
E[‖x(t+ 1)− x(t)‖2]
where we used the fact that E[‖∇f(x(t−τ(t)))−g(t−τ(t))‖2] ≤ mσ2 for all t. Now applying
(1.37), (1.38) and (1.39) in (1.36), we have
T E
[
f(y(T ))− f(x∗)]
≤
T∑
t=1
1
2α(t)
(
e(t)− e(t+ 1))+ 8√2nLTmRCB + T∑
t=1
2mσ2
η
√
t
(1.40)
≤ e(1)
2α(1)
+
T∑
t=2
e(t)
2
(
1
α(t)
− 1
α(t− 1)
)
+ 8
√
2nLTmRCB +
T∑
t=1
2mσ2
η
√
t
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where we note that α(t) is nonincreasing, and hence 1
α(t)
− 1
α(t−1) ≥ 0 and
T∑
t=2
e(t)
2
(
1
α(t)
− 1
α(t− 1)
)
≤ D
2
X
2
T∑
t=2
(
1
α(t)
− 1
α(t− 1)
)
=
D2X
2
(
1
α(T )
− 1
α(1)
)
where we used the fact that e(t) = E[‖x(t)− x∗‖2] ≤ D2X := 4mnR2 for all t. Plugging this
into (1.40), dividing both sides by T , and using the fact that
∑T
t=1 1/
√
t ≤ 2√T , we obtain
(1.29). This completes the proof.
We have shown that the running average y(T ) makes the objective function decay as in
(1.29). However, since each node i obtains its own yi(T ) which may not be consensual (and
the left hand side of (1.29) could be negative), we need to look at their consensus average
z(T ) = (1/m)
∑m
i=1 yi(T ) and the convergence rate of its objective function value. This is
given in the following theorem.
Theorem 6. Let x(t) be generated by Algorithm (1.2) with α(t) = [2(L+ η
√
t)]−1 for some
η > 0. Let y(T ) = (1/T )
∑T
t=1 x(t + 1) be the running average of x(t) and z(T ) = Jy(T ) =
(1/m)
∑m
i=1 yi(T ) be the consensus average of y(T ), then
0 ≤ E[f(z(T ))]− f(x∗) ≤ LD
2
X + 2
√
mLC2
T
+
K + 2
√
mCG√
T
= O
(
1√
T
)
(1.41)
where C is defined as in Corollary 1, and DX and K are defined as in Theorem 5.
Proof. We first bound the difference between the function values at the running average y(T )
and the consensus average z(T ) = Jy(T ):
f(y(T ))− f(z(T )) =
m∑
i=1
(fi(yi(T ))− fi(z(T )))
≤
m∑
i=1
〈∇fi(z(T )), yi(T )− z(T )〉+ Li
2
‖yi(T )− z(T )‖2 (1.42)
≤ √mG‖(I − J)y(T )‖+ L
2
‖(I − J)y(T )‖2 ≤ 2
√
mCG√
T
+
2C2L
T
,
where we used convexity of fi and Lipschitz continuity of ∇fi in the first inequality, ‖∇fi‖ ≤
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G and convexity of ‖ · ‖2 in the second inequality, and Theorem 3 to get the last inequality.
Therefore, combining (1.42) and (1.29) from Theorem 5, we obtain the bound in (1.41). Note
that z(T ) is consensus, so f(z(T )) ≥ f(x∗) since x∗ is a consensus optimal solution of (1.1).
This completes the proof.
In summary, we have showed that the running average yi(T ), which can be easily up-
dated by each node i, yields convergence in optimality and consensus feasibility. More pre-
cisely, Theorem 3 implies that ‖yi(T )− z(T )‖ converges to 0 at rate O(1/
√
T ) for all nodes
i where z(T ) = (1/m)
∑m
i=1 yi(T ) is their consensus average, and Theorem 6 implies that
f(z(T )) converges to f(x∗) at rate of O(1/
√
T ). It is known that O(1/
√
T ) is the optimal
rate for stochastic gradient algorithms in centralized setting, and hence these two Theorems
suggest an encouraging fact that such rate can be retained even if the problem becomes
much more complicated, i.e., the gradients are stochastic and delayed, and the computation
is carried out in decentralized setting. To retain convergence in this complex setting, we
employed a diminishing step size policy as commonly used in stochastic optimization. Such
step size policy results in a convergence rate of O(1/
√
T ) even without delays and random-
ness in gradients. Furthermore, due to errors and uncertainties in delayed and stochastic
gradients, the iterates may be directed further apart from solution during computations. As
a consequence, the constant in the estimated convergence rate appears to depend on the
bound of set X rather than the distance between initial guess and solution set as in the
setting with non-delayed and non-stochastic gradients.
1.4 Numerical Experiments
In this section, we test algorithm (1.2) on decentralized consensus optimization problem
(1.1) with delayed stochastic gradients using a number of synthetic and real datasets. The
structure of network G = (V , E) and objective function in (1.1) are explained for each dataset,
followed by performance evaluation shown in plots of objective function f(z(T )) and disagree-
ment
∑m
i=1 ‖yi(T )−z(T )‖2 versus the iteration number T , where yi(T ) = (1/T )
∑T
t=1 xi(t+1)
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is the running average of xi(t) in algorithm (1.2) at each node i, and z(T ) = (1/m)
∑m
i=1 yi(T )
is the consensus average at iteration T .
1.4.1 Test on synthetic data
We first test on three different types of objective functions using synthetic datasets. In
particular, we apply algorithm (1.2) to decentralized least squares, decentralized robust least
squares, and decentralized logistic regression problems with different delay and stochastic
error combinations. Then we compare the performance of the algorithm with and without
delays and stochastic errors in gradients. The performance of the algorithm on different
network size m and time comparison with synchronous algorithm are also presented.
In the first set of tests on three different objective functions, we simulate a network of
regular 5 × 5 2-dimensional (2D) lattice of size m = 25. We set dimension of unknown x
to n = 10 and generate an xˆ ∈ Rn using MATLAB built-in function rand, and set the `∞
radius of X to R = 1. For each node i, we generate matrices Ai ∈ Rpi×n with pi = 5 using
randn, and normalize each column into unit `2 ball in Rpi for i = 1, . . . ,m. Then we simulate
bi = Aixˆ+ i where i is generated by randn with mean 0 and standard deviation 0.001. For
decentralized least squares problem, we set the objective function to fi(x) = (1/2)‖Aix−bi‖2
at node i. Therefore the Lipschitz constant of ∇fi is Li = ‖A>i Ai‖2, and we further set L =
max1≤i≤m{Li}. The initial guess xi(0) is set to 0 for all i. For each iteration t, the delay τi(t)
at each node i is uniformly drawn from integers 1 to B with B = 5, 10 and 20. For given t, the
stochastic gradient is simulated by setting ∇Fi(xi(t); ξi(t)) = A>i (Aixi(t)− bi) + ξi(t) where
ξi(t) is generated by randn with mean 0 and standard deviation σ set to 0.01 and 0.05. We
run our algorithm using step size α(t) = 1/(2L+2η
√
t) with η = 0.01. The objective function
f(z(T ))−f ∗ and disagreement∑mi=1 ‖yi(T )−z(T )‖2 versus the iteration number T are plotted
in the top row of Figure 1.1, where the reference optimal objective f ∗ = minx∈X
∑m
i=1 fi(x)
is computed using centralized Nesterov’s accelerated gradient method [49, 50]. In the two
plots, we observe that both f(z(T ))− f ∗ and disagreement ∑mi=1 ‖yi(T )− z(T )‖2 decays to
0 as justified by our theoretical analysis in Section 1.3. In general, we observe that delays
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with larger bound B and/or larger standard deviation σ in stochastic gradient yield slower
convergence, as expected.
We also tested on two different objective functions: robust least squares and logistic
regression. In robust least squares, we apply (1.2) to the decentralized optimization problem
(1.1) where the objective function is set to
fi(x) :=
pi∑
j=1
hji (x), where h
j
i (x) =

1
2
|(aji )>x− bji |2 if |(aji )>x− bji | ≤ δ
δ(|(aji )>x− bji | − δ2) if |(aji )>x− bji | > δ
(1.43)
where (aji )
> ∈ Rn is the j-th row of matrix Ai ∈ Rpi×n, and bji ∈ R is the j-th component
of bi ∈ Rpi at each node i. In this test, we simulate network G = (V , E) and set Ai, bi,
m, n, R, xi(0) the same way as in the decentralized least squares test above, and set the
parameter of the Huber norm in the robust least squares δ = 0.05. The stochastic gradient
is given by ∇Fi(x; ξi(t)) =
∑pi
j=1∇hji (x) + ξi(t) where ξi(t) is generated as before with σ set
to 0.01 and 0.05. Lipschitz constants Li and L are determined as in the previous test. The
settings of η and τi(t) remain the same as well. The objective function f(z(T )) − f ∗ and
disagreement
∑m
i=1 ‖yi(T ) − z(T )‖2 are plotted in the middle row of Figure 1.1. In these
two plots, we observe similar convergence behavior as in the test on the decentralized least
squares problem above. For the decentralized logistic regression, we generate xˆ, i and Ai the
same way as before, and set bi = sign(Aixˆ + i) ∈ {±1}pi (sign(0) := 1). Now the objective
function fi at node i is set to
fi(x) =
pi∑
j=1
(
log[1 + exp((aji )
>x)]− bji (aji )>x
)
, (1.44)
where (aji )
> ∈ Rn is the j-th row of matrix Ai ∈ Rpi×n, and bji ∈ R is the j-th component
of bi ∈ Rpi . Then we perform (1.2) to solve this problem in the network G above. Since
∇2fi(x) =
∑
j[exp((a
j
i )
>x)/(1 + exp((aji )
>x))2] ·aji (aji )> ≤ (1/4) ·
∑
j a
j
i (a
j
i )
> = (1/4) ·A>i Ai,
there is ‖∇fi(x) − ∇fi(x′)‖ ≤ (1/4) · ‖A>i Ai‖‖x − x′‖ for all x, x′ ∈ Rn. Therefore we set
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Li = ‖A>i Ai‖2/4. The settings of the delay τi(t), η, and initial value xi(0) remain the same as
before. The stochastic error level σ is set to 0.1 and 0.5. The objective function f(z(T ))−f ∗
and disagreement
∑m
i=1 ‖yi(T )− z(T )‖2 are plotted in the bottom row of Figure 1.1, where
similar convergence behavior as in the previous tests can be observed.
We also compared the performance of decentralized gradient descent method with and
without delay and stochasticity in the gradients. In this test, we synthesized networks and
data in the same way as in the decentralized least squares test above. In addition, we
plotted the result of τi(t) = 0 for all i = 1, . . . ,m and σ = 0 is for comparison. These
results are shown in the top row of Figure 1.2, The objective function value (top left) and
disagreement (top right) both decay sightly faster when there are no delay and stochastic
error as shown in Figure 1.2, which is within expectations. We further tested the performance
when the network size varies. In this experiment, we used four 2D lattice networks, with
sizes m = 52, 102, 152, 202. The size of x and Ai at each node are the same as before.
The objective function value (middle left) and disagreement (middle right) both decays,
while it appears that network with smaller size decays faster, as shown in Figure 1.2. To
demonstrate effectiveness of asynchronous consensus, we applied EXTRA [22], a state-of-the-
arts synchronous decentralized consensus optimization method, to the same data generated in
decentralized least squares problem with network size m = 100 and σ = 0 (no stochastic error
in gradients). We draw computing times of these 100 nodes as independent random variables
between [.001, .500]ms every gradient evaluation. The synchronous algorithm EXTRA needs
to wait for the slowest node to finish computation and then start a new iteration, whereas in
the asynchronous algorithm (1.2) the nodes communicate with neighbors every 0.01ms using
updates obtained by delayed gradients . We plotted the objective function f(z(T ))− f ∗ and
disagreement
∑m
i=1 ‖yi(T ) − z(T )‖2 versus running time in the bottom row of Figure 1.2,
which show that the asynchronous updates can be more time efficient by not waiting for
slowest node in each iteration.
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1.4.2 Test on real data
We apply algorithm (1.2) to seismic tomography where the data is collected and then
processed by the nodes (sensors) in a wireless sensor network. In brief, underground seismic
activities (such as earthquakes) generate acoustic waves (we use P-wave here) which travel
through the materials and are detected by the sensors placed on the ground. An explanatory
picture of seismic tomography using a sensor network is shown in Figure 1.3. After data
preprocessing, sensor i obtains a matrix Ai ∈ Rpi×n and a vector bi ∈ Rpi , and hence an
objective fi(x) = (1/2)‖Aix− bi‖2 for i = 1, . . . ,m. Here (Ai)kl, the (k, l)-th entry of matrix
Ai, is the distance that the wave generated by k-th seismic activity travels through pixel
l, for k = 1, . . . , pi (pi is the total number of seismic activities) and l = 1, . . . , n (n is the
total number of pixels in the image), and (bi)k, the k-th component of bi, is the total time
that the wave travels from the source of k-th seismic activity to the sensor i. Then xl, the
l-th component of x ∈ Rn, represents the unknown “slowness” (reciprocal of the velocity
of the traveling wave) at that location (pixel) l. The sensors then collaboratively solve for
the image x that minimizes the sum of their objective functions, under the constraint that
only neighbor nodes may communicate during the computation process, since wireless signal
transmission can only occur within a limited geographical range. Once x is reconstructed
from minx f(x) =
∑m
i=1 fi(x), the material (e.g., rock, sand, oil, or magma) at each pixel l
can be identified by the value of xl.
The first dataset consists of a simple and connected network G with m = 32 nodes where
each node has 3 neighbors, and Ai ∈ Rpi×n and bi ∈ Rpi where the number of seismic events is
pi = 512 and the size of a 2D image x to be reconstructed is n = 64
2 = 4096. Since the matrix
by stacking all Ai is still underdetermined, we employ an objective function with Tikhonov
regularization as fi(x) = (1/2)(‖Aix − bi‖2 + µ‖x‖2) at each node i where µ is set to 0.1.
Note that more adaptive regularizers of x, such as `1 and total variation (TV) which result
in a nonsmooth objective function, will be explored in future research. We apply algorithm
(1.3) with bound B of delays set to 5, 10, and 20 and standard deviation σ of stochastic
gradient to 0.5 and 0.05. We run our algorithm using step size α(t) = 1/(2L + 2η
√
t) with
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η that minimizes the constant of 1/
√
T term in Theorem 6. The objective function f(z(T ))
and disagreement
∑m
i=1 ‖yi(T )−z(T )‖2 versus the iteration number T are plotted in the top
row of Figure 1.4, where convergence of both quantities can be observed.
The second seismic dataset contains a connected network G of size m = 50 where each
node has 3 neighbors, and matrices Ai ∈ Rpi×n and bi ∈ Rpi where pi = 800 and the size of
3D image x to be reconstructed is n = 323 = 32768. We use the same objective function
with Tikhonov regularization as before with µ = 0.01. Other parameters are set the same
as in the previous test on a 2D seismic image. The settings for B and σ remain the same.
The objective function f(z(T )) and disagreement
∑m
i=1 ‖yi(T )− z(T )‖2 versus the iteration
number T are plotted in the middle row of Figure 1.4, where similar convergence behavior
can be observed.
The last seismic dataset consists of a connected network G of size m = 10 where the
average node degree is 5, and matrices Ai ∈ Rpi×n and bi ∈ Rpi where pi = 1, 816 and the size
of 3D image x to be reconstructed is n = 160× 200× 24 = 768, 000. In this test, we employ
objective fi(x) = (1/2)(‖Aix− bi‖2 + µ‖Dx‖2) where µ = 0.1 and D is the discrete gradient
operator. Other parameters are set the same as in the previous two seismic datasets. The
bound B of delay is set to 4, 8, and 16, and standard deviation of stochastic gradient σ is
set to 1e-4 and 5e-4. The objective function f(z(T )) and disagreement
∑m
i=1 ‖yi(T )−z(T )‖2
versus the iteration number T are plotted in the last row of Figure 1.4. The reconstructed
image is displayed in the right panel of Figure 1.5. By comparing with the solution obtained
by centralized LSQR solver (left), we can see the image is faithfully reconstructed on a
decentralized network with delayed stochastic gradients.
1.5 Concluding Remarks
We analyzed the convergence of decentralized delayed stochastic gradient descent
method as in (1.2) for solving the consensus optimization (1.1). The algorithm takes into
consideration that the nodes in the network privately hold parts of the objective function
and collaboratively solve for the consensus optimal solution of the total objective while they
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can only communicate with their immediate neighbors, as well as the delays of gradient
information in real-world networks where the nodes cannot be fully synchronized. We show
that, as long as the random delays are bounded in expectation and a proper diminishing step
size policy is employed, the iterates generated by the decentralized gradient decent method
converge to a consensus solution. Convergence rates of both objective and consensus were
derived. Numerical results on a number of synthetic and real data were also presented for
validation.
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Figure (1.1) Test on synthetic decentralized least-squares (top), robust least-squares (mid-
dle), and logistic regression (bottom) for different levels of delay B and standard deviation
in stochastic gradient σ. Left: objective function f(z(T )) − f ∗ versus iteration number T ,
where f ∗ = f(x∗) is the optimal value. Right: disagreement
∑m
i=1 ‖yi(T ) − z(T )‖2 versus
iteration number T .
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i=1 ‖yi(T )− z(T )‖2 versus iteration number T .
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Figure (1.3) Seismic tomography of an active volcano using wireless sensor network. When
there is a seismic activity (e.g., an earthquake) happens underground, its acoustic waves
(blue solid curves with arrows) travel to the ground surface and are detected by the sensors
(green triangles). Then the sensors communicate wirelessly to reconstruct the entire image,
where each square (tan, pink or red) represents a pixel of the image x ∈ Rn.
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Figure (1.4) Tests on real seismic image reconstruction problems with 2D image with n = 642
(top), 3D image with n = 323 (middle), and 3D image with n = 160×200×24 (bottom) for
different levels of delay B and standard deviation in stochastic gradient σ. Left: objective
function f(z(T )) versus iteration number T . Optimal value indicates f ∗ := f(x∗). Right:
disagreement
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i=1 ‖yi(T )− z(T )‖2 versus iteration number T .
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Figure (1.5) Cross section of a reconstructed 3D seismic image generated by a centralized
LSQR solver (left) and decentralized algorithm with delayed stochastic gradient (1.2) with
B = 4 and σ = 10−4 (right).
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PART 2
PARAMETER ESTIMATION FOR CYCLIC DISEASES
2.1 Introduction
We now consider whether decentralized consensus methods may be extended to param-
eter estimation problems in epidemiology. Parameter estimation problems in this field arise
from the need for researchers to accurately recover and predict incidence cases for diseases.
One common method for modeling disease epidemic outbreaks is to use a compartmental
model [51], originating with the work in [52]. The model we consider is the SEIR model,
where individuals within the population are assigned to different groups in the model: S -
susceptible, E - exposed, I - infected, and R - recovered. The model is given as a system
of differential equations, with members of the population entering and exiting the different
categories being modeled as derivatives (with respect to time) dependent on the other cat-
egories of the model, which are themselves time-dependent. Parameters for the system are
given as coefficients for the different categories and vary depending on the specific disease un-
der consideration. Compartmental coefficients specific to some common diseases have been
estimated from prior outbreaks and are taken as a priori input to the SEIR model being
considered [53].
In addition to accurate selection of compartmental parameters (category coefficients in
the system of ODE’s), accurate estimation of the disease transmission rate is another vital
part of accurately recovering and forecasting incidence cases of a given disease [54, 55, 56].
Disease incidence cases vary with time, and the underlying transmission mechanisms are be-
lieved to be influenced by weather, human contact rates, and environmental or other changes
[57, 58]. When considering the incidence cases for cyclic diseases (influenza, pneumonia, etc.),
time-dependent transmission rates are used to account for the seasonal spikes that are ob-
served [56, 59]. In general, recovering the transmission rate from observed incidence case
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data is an ill-posed (inverse) problem, and the selection of an appropriate numerical method
is critical [60]. The authors in [61] describe one method for recovering time-dependent trans-
mission rate given incidence case data, but do not conduct incidence case forecasting with
their recovered transmission rate.
In order to recover the desired parameters numerically, iterative schemes are commonly
used. One of the more commonly known iterative schemes in optimization is Newtons
method, which requires the computation of the Jacobian in each iteration. As this is generally
a difficult and expensive computational operation, a modified version of Newton’s method
was introduced by C.G. Broyden in [62], whereby the Jacobian is computed once upon
initialization of the iterative scheme and is then subjected to rank-one updates in each
iteration. However, the presence of noise in the observed data leads to increased sensitivity
of the solution dependent on the input, and so regularization methods are required to obtain
convergence. In [63], the author introduces a modification of Broydens method with the
regularization being done by smoothing the input data and by stopping the iterative process
at an appropriate index. In [64], the author extends the result from [63] by removing a
nonlinearity assumption, leading to an algorithm that is applicable to a broader class of
nonlinear inverse problems.
2.1.1 Model
We consider the standard SEIR compartmental model of epidemiology in our approach.
In order to account for the cyclic nature of the diseases we are interested in, we suppose that
disease transmission rate is time dependent, so that β = β(t).
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We consider the following system of ODE’s:
dS
dt
= µN − β(t)S(t)I
α(t)
N
− µS(t) + σR(t) (2.1)
dE
dt
= β(t)S(t)
Iα(t)
N
− µE(t)− κE(t) (2.2)
dI
dt
= κE(t)− γI(t)− µI(t) (2.3)
dR
dt
= γI(t)− µR(t)− σR(t) (2.4)
with initial conditions
S(0) = S0, E(0) = E0, I(0) = I0, R(0) = R0 (2.5)
and parameters
Table (2.1) System parameters
Parameter Definition
N Total population
1/κ Average incubation period
1/γ Average time from symptom onset to recovery
1/σ Average time for the loss of immunity
µ Birth/death rate
α Scaling component
2.1.2 Method
We wish to forecast future disease incidence cases given past incidence case data, and
we do so by considering the constrained least-squares minimization problem
min
β,S,E,I,R
1
2
||κE[β]−D||2 subject to F (β, S,E, I, R) = 0, (2.6)
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where D = [D1, D2, ..., Dm]
> is a vector of (daily, weekly, monthly) incidence cases. We aim
to recover β(t) given D, and use this β(t) in system (2.1) - (2.4) to predict future incidence
cases. In order to implement this numerically, we must approximate the transmission rate
β(t) as a linear combination of known basis elements, which we refer to as discretization.
To ensure we do not bias our results towards one particular choice of basis, we consider the
effects of discretizing β(t) using two different bases.
Discretizing transmission rate with a trigonometric basis. One way of re-
covering β(t) numerically is to discretize it by projecting it onto the subspace spanned
by a basis containing cyclic functions, having the form {sn(u(t)), cn(u(t)) : 1 ≤ n ≤
N} ∪ {1} for some N ∈ N, where sn(u(t)) = 0.15
[
sin(2pin · u(t)/L) + 1.5] , and cn(u(t)) =
0.15
[
cos(2pin · u(t)/L) + 1.5] for all n and some L ∈ N. To maintain consistency in our
basis across a variety of epidemic lengths, we adopt the following convention for sn(u(t)) and
cn(u(t)). Suppose an epidemic starts at t = a, and ends at t = b. We linearly interpolate
the interval (a, b) onto the interval (0, 1) by defining u(t) = (t − a)/(b − a). This allows
us to control the number of periods appearing in (a, b) for any epidemic length, simply by
our choice of L and by our choice of basis size. To elaborate slightly, for L = 1, s1(u(t))
and c1(u(t)) will each complete one period as t ranges from a to b; for L = 2, s1(u(t)) and
c1(u(t)) will each complete a half period as t ranges from a to b; and so on. With u(t) so
defined, and for t ranging from a to b, we have the following approximation for transmission
rate β(t):
β(t) ≈ βˆ(A, t) := a0 +
N∑
n=1
a2n−1sn(u(t)) + a2ncn(u(t))
where we define A = [a0, a1, a2, · · · , a2N ] ∈ R2N+1.
Discretizing transmission rate with a basis of Legendre polynomials. The
next basis under consideration is the basis of Legendre polynomials P0(u(t)), P1(u(t)), · · · , PN
for some N ∈ N, where Pn(u(t)) is the Legendre polynomial of degree n. As with the trigono-
metric basis from Section 2.1.2, we desire to keep our function behavior consistent across a
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variety of epidemic lengths. As such, we linearly interpolate the epidemic interval similarly
to how the epidemic interval was interpolated for the selected trigonometric basis. In the
case of Legendre polynomials, we choose to interpolate the epidemic interval from t ∈ [a, b] to
u(t) ∈ [−1, 1]. Thus, for any week t ∈ [a, b] we arrive at the input u(t) = 2(t− a)/(b− a)− 1
for any Legendre polynomial Pn. With u(t) defined in this manner, we arrive at the following
approximation for the transmission rate β(t):
β(t) ≈ βˆ(A, t) :=
N∑
n=0
anPn(u(t))
where we define A = [a0, · · · , aN ].
Numerical approach. Now we present our numerical approach, which is independent
of our choice of basis. Suppose
[
S(A, t), E(A, t), I(A, t), R(A, t)
]
is a numerical solution to
the system
dS
dt
= µN − βˆ(A, t)S(t)I
α(t)
N
− µS(t) + σR(t) (2.7)
dE
dt
= βˆ(A, t)S(t)
Iα(t)
N
− µE(t)− κE(t) (2.8)
dI
dt
= κE(t)− γI(t)− µI(t) (2.9)
dR
dt
= γI(t)− µR(t)− σR(t) (2.10)
S(0) = S0, E(0) = E0, I(0) = I0, R(0) = R0. (2.11)
Given incidence case data D, we turn to the unconstrained least squares minimization prob-
lem
min
A
1
2
||Φ(A)−D||2 (2.12)
where Φ(A) = κE(A).
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To recover the vector of expansion coefficients A, we proceed to solve (2.12) iteratively,
using the following regularized version of Broyden’s secant method for solving nonlinear
operator equations:
Ak+1 = Ak + ψ
[
(I − P k)(Ak−1 − Ak)−QkF (Ak)]
Jk+1 = Jk +
〈sk, ·〉
‖sk‖2
(
yk − Jksk
) (2.13)
where ψ > 0, sk = Ak+1 − Ak, and yk = F (Ak+1) − F (Ak). Here Qk is a regularized
pseudo-inverse of Jk, J0 is an initial approximation to the jacobian of operator Φ(A), and
P k =
λk∑
j=1
〈·, ukj 〉ukj
is the orthogonal projector onto the subspace spanned by the first λk eigenvectors of (Jk)∗Jk.
More specifically, Qk is constructed by filtering out singular values below a given threshold
√
 for some  > 0:
Qk =
∑
j∈Λ
σ(k, µkj )
µkj
〈·, vkj 〉ukj , where σ(, µ) =

1 µ ≥ √
0 µ <
√

(2.14)
Once a vector of expansion coefficients is recovered, we can estimate β(t) ≈ βˆ(A, t) and use
this approximation in (2.7) - (2.10) to produce an estimate for future incidence cases.
2.2 Testing the method on simulated data
2.2.1 Generating synthetic data
To test our method, we generate synthetic incidence case data for an outbreak on
a simulated population. Doing so will require solving system (2.1) - (2.4) and using the
resulting E vector as the incidence case data to be used. To solve this system, we de-
fine a model transmission rate β(t) that exhibits oscillating behavior. Specifically, we let
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Figure (2.1) Plot of model transmission rate.
β(t) =
(
sin(pit/26) + 1.5
) · exp(t/1000) + .2 sin(pit/4). The choice of these specific factors
and constants is not of particular importance (and neither is this specific format of transmis-
sion rate function), except to ensure that the selected model transmission rate reasonably
mimics a generally cyclic nature observed in past real-life disease outbreaks with periodic
spikes in incidence cases. The selected model transmission rate is shown in Figure 2.1.
We set the initial conditions S0 −R0 in system (2.1) - (2.4) as follows
S(0) = 9975, E(0) = 0, I(0) = 25, R(0) = 0
and we fix the system parameters as defined in Table 2.2.
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Table (2.2) Simulation system parameters
Parameter Value Definition
N 10,000 Total population
1/κ 8/7 Average incubation period
1/γ 5/7 Average time from symptom onset to recovery
1/σ 150/7 Average time for the loss of immunity
µ .025 Birth/death rate
α 0.85 Scaling component
With the selected transmission rate, system parameters, and initial conditions, we set
the simulated outbreak length to m = 80(= b−a) and we run MATLAB’s ode23s ODE solver
on system (2.1) - (2.4) to simulate incidence case data, scaling the resulting E values by κ.
As the resulting incidence cases show smooth, non-erratic changes from week to week, we add
noise to simulate the results obtained by real-world data collection efforts. We generate noise
according to the poisson distribution, with poisson parameter at each week of the simulated
epidemic proportional to the incidence cases observed at that point. For instance, if the
number of simulated incidence cases in week 10 is 150 cases, the poisson parameter is c ·150,
where c ∈ (0, 1). We find that scaling by a value smaller than 1 produces data that resembles
the type observed when comparing to real-life data collection efforts. We randomly select a
value from the poisson distrubution with this given parameter, and then add or subtract this
value (randomly add or subtract with equal probability) from each incidence case datapoint.
This generates data which is taken to be our noisy, “real-world” incidence case data. The
comparison between “clean” data and “ground truth” data is shown in Figure 2.2. This
noisy incidence case data vector is taken to be the data vector D for this simulation.
2.2.2 Recovering the transmission rate
Once we have an incidence case data vector to work with, we test our ability to forecast
the given incidence cases by using only part of the incidence case data vector. We do this
to mimick the real-world scenario in which one would like to produce a forecast of future
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Figure (2.2) Clean vs. noisy simulated incidence cases.
incidence cases given incidence cases observed up to this point. Comparing our forecast to
our synthetic results will give us an idea of the accuracy and power of our forecast.
To generate a forecast, we first need to estimate the transmission rate, which is esti-
mated by solving problem (2.12) iteratively for A, the vector of expansion coefficients for
the discretized transmission rate estimate. Once we have recovered A, we can estimate the
transmission rate βˆ(A, t) and we use this estimate in system (2.7) - (2.10). We then use
MATLAB’s built-in ode23s solver to solve the system, producing an incidence case data
vector which will serve as our forecasted values.
For this simulation, we conduct 5 separate forecasts, using 42, 44, 46, 48, and 50 weeks
of data respectively. For the first forecast, we take the first 42 data points of D as our
measured data, i.e. we suppose these are the reported cases of a disease epidemic occuring
within the most recent 42 weeks. We take the first 44 points for the 2nd forecast, 46 for the
3rd, and so on.
To initialize the iterative process for each forecast, we start with an initial guess for the
coefficients of βˆ(A, t), starting at A0. To not bias our results to this particular transmission
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rate, we randomly select a constant λ from the uniform distribution on [Λ1,Λ2] for some
Λ1,Λ2 ∈ N, where 0 ≤ Λ1 ≤ Λ2 − 1, to serve as the initial (constant) guess for transmission
rate βˆ0 = βˆ(A0, t). Then the expansion coefficients A0 are chosen so that βˆ0 ≈ λ for all
t ∈ [a, b]. As an additional check against bias, we repeat this sampling process multiple
times for each partial data length. That is, for any given partial data length in our current
simulation, we sample λ ∈ [Λ1,Λ2] 20 times, producing an incidence case forecast for each
estimated transmission rate βˆK resulting from each choice of λ. For each partial data length,
we obtain 20 estimates of β and 20 incidence case forecasts. We then take the mean of both
estimated transmission rates and incidence case forecasts. We plot all βˆK estimates on the
same axis, and compare with the plot of our model transmission rate β to compare accuracy
of recovery. We do the same for incidence case forecasts.
Using a basis of Trigonometric functions. We set the number of basis pairs to
N = 10, yielding a coefficient vector of length 2N + 1 = 21. We set the maximum number
of iterations for our algorithm (regularized Broyden’s method) to K = 60, we set the step
size ψ = 0.1, and the singular value truncation threshold for Qk to
√
 = 3. We find that
a higher truncation threshold helps balance accuracy with the threat of overfitting to noisy
data. After running the algorithm for the specified number of iterations K, we use the
arrived at coefficient vector AK to estimate β(t) ≈ βˆ(AK , t) := βˆK and use this estimate
in system (2.7) − (2.10). Solving the system produces an incidence case data vector which
is taken to be our estimate produced by this model. As we are using partial data from D
for each forecast, we expect the estimated incidence case data to closely follow the observed
incidence up to the current point (matching the observed incidence cases), and we view
the incidence cases estimated for future dates (dates beyond the length of our partial data
vector D) as the forecasted incidence cases produced by our chosen model and estimated
transmission rate βˆK . The results are plotted in Figures 2.3 - 2.8.
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Transmission rate bundles - trigonometric basis
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Figure (2.3) Transmission rates estimated using 42 weeks of data.
Left: Each βˆK is plotted vs. the “ground truth” model transmission rate β. The solid lines
indicate values where partial data was used for recovery, while the dotted lines show the
forecasted transmission rate (the rate where data was not available). The vertical line delineates
where the transmission rate estimate is no longer based on observed data. Right: The mean of all
βˆK is plotted vs. the model transmission rate β.
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Figure (2.4) Transmission rates estimated using 50 weeks of data.
Left: Each βˆK is plotted vs. the “ground truth” model transmission rate β. The solid lines
indicate values where partial data was used for recovery, while the dotted lines show the
forecasted transmission rate (the rate where data was not available). The vertical line delineates
where the transmission rate estimate is no longer based on observed data. Right: The mean of all
βˆK is plotted vs. the model transmission rate β.
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Incidence case bundles - trigonometric basis
0 10 20 30 40 50 60 70 80
Week number
0
5
10
15
20
25
30
35
40
45
50
N
um
be
r o
f i
nc
id
en
ce
 c
as
es
Recovered incidence - 42 weeks
Projected incidence - 42 weeks
0 10 20 30 40 50 60 70 80
Week number
0
5
10
15
20
25
30
35
40
45
50
N
um
be
r o
f i
nc
id
en
ce
 c
as
es
Mean recovered incidence - 42 weeks
Mean recovered incidence - 42 weeks
Simulated incidence data
Figure (2.5) Incidence cases recovered using 42 weeks of data.
Left: Incidence case predictions produced by distinct choices of initial choice of βˆ0. The solid lines
indicate values where partial data was used for recovery, while the dashed lines show the
forecasted incidence cases. The vertical line delineates where the incidence case data transitions
from being fitted to observed data to being a forecast of predicted incidence cases. Right: The
mean of all resultant incidence cases for the given partial data length vs. the simulated incidence
case data used for the simulation.
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Figure (2.6) Incidence cases recovered using 50 weeks of data.
Left: Incidence case predictions produced by distinct choices of initial choice of βˆ0. The solid lines
indicate values where partial data was used for recovery, while the dashed lines show the
forecasted incidence cases. The vertical line delineates where the incidence case data transitions
from being fitted to observed data to being a forecast of predicted incidence cases. Right: The
mean of all resultant incidence cases for the given partial data length vs. the simulated incidence
case data used for the simulation.
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Incidence case forecasts - trigonometric basis
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Figure (2.7) Incidence case projections with 95 percent confidence intervals.
Projections are made in 2 week increments past observed incidence case data, with vertical bars
showing the upper and lower bounds of the 95% confidence interval for incidence case forecasts.
Incidence case forecasts - trigonometric basis
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Figure (2.8) Incidence case forecasts.
The mean of all resultant incidence cases for all partial data lengths compared. We notice that
the recovered incidence cases predicted by our model align very closely with the observed
incidence case data up to the point where data was available. Forecasts are seen to deviate more
where observed data is not available.
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Transmission rate bundles - Legendre polynomial basis
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Figure (2.9) Transmission rates estimated using 42 weeks of data.
Left: Each βˆK is plotted vs. the “ground truth” model transmission rate β. The solid lines
indicate values where partial data was used for recovery, while the dotted lines show the
forecasted transmission rate (the rate where data was not available). The vertical line delineates
where the transmission rate estimate is no longer based on observed data. Right: The mean of all
βˆK is plotted vs. the model transmission rate β.
Using a basis of Legendre polynomials. We set the number of Legendre polyno-
mials in the discretization basis to N = 30. We set the maximum number of iterations for
our algorithm (regularized Broyden’s method) to K = 120, we set the step size ψ = 0.1, and
the singular value truncation threshold for Qk to
√
 = 3. We find that a higher truncation
threshold helps balance accuracy with the threat of overfitting to noisy data. After running
the algorithm for the specified number of iterations K, we use the arrived at coefficient vec-
tor AK to estimate β(t) ≈ βˆ(AK , t) := βˆK and use this estimate in system (2.7) − (2.10).
Solving the system produces an incidence case data vector which is taken to be our estimate
produced by this model. As we are using partial data from D for each forecast, we expect
the estimated incidence case data to closely follow the observed incidence up to the current
point (matching the observed incidence cases), and we view the incidence cases estimated
for future dates (dates beyond the length of our partial data vector D) as the forecasted
incidence cases produced by our chosen model and estimated transmission rate βˆK . The
results are plotted in Figures 2.9 - 2.14.
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Figure (2.10) Transmission rates estimated using 50 weeks of data.
Left: Each βˆK is plotted vs. the “ground truth” model transmission rate β. The solid lines
indicate values where partial data was used for recovery, while the dotted lines show the
forecasted transmission rate (the rate where data was not available). The vertical line delineates
where the transmission rate estimate is no longer based on observed data. Right: The mean of all
βˆK is plotted vs. the model transmission rate β.
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Figure (2.11) Incidence cases recovered using 42 weeks of data.
Left: Incidence case predictions produced by distinct choices of initial choice of βˆ0. The solid lines
indicate values where partial data was used for recovery, while the dashed lines show the
forecasted incidence cases. The vertical line delineates where the incidence case data transitions
from being fitted to observed data to being a forecast of predicted incidence cases. Right: The
mean of all resultant incidence cases for the given partial data length vs. the simulated incidence
case data used for the simulation.
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Incidence case bundles - Legendre polynomial basis
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Figure (2.12) Incidence cases recovered using 50 weeks of data.
Left: Incidence case predictions produced by distinct choices of initial choice of βˆ0. The solid lines
indicate values where partial data was used for recovery, while the dashed lines show the
forecasted incidence cases. The vertical line delineates where the incidence case data transitions
from being fitted to observed data to being a forecast of predicted incidence cases. Right: The
mean of all resultant incidence cases for the given partial data length vs. the simulated incidence
case data used for the simulation.
2.3 Testing the method on real data
2.3.1 Data source
We now test our method on real data collected from a previous measles outbreak that
occured in the UK. We consider outbreaks in 3 different cities to not bias our results towards
one specific outbreak, considering the outbreaks in Birmingham, Newcastle, and London.
All data for this test was collected either from OPCS (Office of Population Censuses and
Surveys) reports, from the Registrar General’s Quarterly or Annual Reports, or from various
English census reports, as referenced in [65]. The cases under consideration were recorded
weekly from 1948 through 1950, covering 3 years of observational data starting with January
17th, 1948. This particular interval of time was selected so as to include a window where
pronounced spikes in incidence cases are observed. For our purposes, we desired to include
a large enough window so that multiple spikes are seen, while keeping the window as small
as possible so as to justify a constant population size.
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Figure (2.13) Incidence case projections with 95 percent confidence intervals.
Projections are made in 2 week increments past observed incidence case data, with vertical bars
showing the upper and lower bounds of the 95% confidence interval for incidence case forecasts.
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Figure (2.14) Incidence case forecasts.
The mean of all resultant incidence cases for all partial data lengths compared. We notice that
the recovered incidence cases predicted by our model align very closely with the observed
incidence case data up to the point where data was available. Forecasts are seen to deviate more
where observed data is not available.
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Figure (2.15) Weekly measles incidence cases, London measles outbreak 1948-1950
A plot of recorded incidence cases in London is shown in Figure 2.15. For each city, we
use the best known estimate for the population at the time, as determined by the British
census circa 1950.
2.3.2 Estimating the transmission rate
With this particular dataset and observation window, we use the first year of data as a
given partial data vector to see how well our method’s predicted incidence cases line up with
the recorded number of observed cases. We repeat this process 5 times, using an additional
4 week’s worth of data each time (adding approximately one more month for each case). In
particular, we take the following 5 lengths (52, 56, 60, 64, and 68) to be the number of weeks
of incidence case data included in our partial data vectors, and run the predictive model
using each of these partial data lengths. We compare predicted results to observed results
in all cases.
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Table (2.3) Measles parameters
Parameter Value Definition
1/κ 7.5/7 Average incubation period
1/γ 6.5/7 Average time from symptom onset to recovery
σ 0 Average time for the loss of immunity
µ 1/3120 Birth/death rate
α 0.6 Scaling component
For any partial data length, we let incidence case vector D be the partial data vector
of weekly measles incidence cases described in Section 2.3.1. We aim to solve (2.12) by
discretizing β(t) using two different bases, the basis of trigonometric functions described in
Section 2.1.2 and the basis of Legendre polynomials described in Section 2.1.2.
To initialize the iterative process for each forecast, we start as before, with an initial
guess A0 for the coefficients of βˆ(A, t). Since we have no a priori knowledge about the
transmission rate, and to avoid confirmation bias given that there is a discernable pattern
of spikes in observed cases, we randomly select a constant λ from the uniform distribution
on [3, 4] to serve as the initial (constant) guess for transmission rate βˆ0 = βˆ(A0, t). Then the
expansion coefficients A0 are chosen so βˆ0 ≈ λ for all t ∈ [1, b], where b is the length of D.
We set the initial conditions S0 −R0 in system (2.7) - (2.10) as follows
S(0) = N − I(0), E(0) = 0, I(0) = 240, R(0) = 0
where N is given in Section 2.3.1 and I(0) is selected to be the first datapoint in D. That
is, D(1) = 240 is the first week’s recorded number of incidence cases during this time frame.
We fix the system parameters as defined in Table 2.3, according to the observations made
by Anderson and May, as recorded in [66]. We further note that σ = 0 because measles
immunity is permanent, and α is a hand-tuned parameter selected by experimentation to
recover accurate projections.
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Incidence case recovery. We test our method by projecting β(t) onto the basis of
trigonometric functions defined in Section 2.1.2. We set the number of basis pairs to N = 10,
yielding a basis of dimension 2N + 1 = 21. We set L = 3 so that the mean of recovered
transmission rates have an approximate periodicity of 52 weeks, coinciding with a priori
knowledge of the timing of cyclic spikes in measles incidence cases. We set the singular value
truncation threshold to
√
 = 3.5 which, as for the case with simulated data, is hand-tuned
to reduce the amount of overfitting resulting from having noisy data. The step size for
(2.13) is set to ψ = 0.1 and we run the loop for 60 iterations. For each partial data vector
D, we sample βˆ0 100 times, running (2.13) for each sample. As was the case for simulated
data, we generate a new random noisy incidence case vector to use as the input data in
the minimization problem. To generate the noisy data, we add noise to each datapoint
of the base incidence case vector D. The noise at each point is selected according to the
Poisson distribution with parameter proportional to the number of cases at that point. More
specifically, if the number of observed cases during week 5 is 500, (so that D(5) = 500), we
generate random noise by using MATLAB’s poissrnd() function as follows:
poissrnd(2*500) - poissrnd(2*500).
In Figure 2.17 we see a plot of the transmission rates recovered with 52 and 68 weeks of
partial data from the London measles epidemic, respectively. From inspecting the plot, we
see that the transmission rate during the recorded spike in incidence cases is more accurately
recovered as a higher value when more data during this spike was used. In particular, we see
in Figure 2.16 that the partial data vector of length 68 includes the peak of the second spike
observed during this time frame. We conclude that the transmission rate recovered using 68
weeks of data is improved over the rate recovered using 52 weeks of data due to the inclusion
of this spike in the incidence case data.
Next we plot the recovered and projected incidence cases using both 52 and 68 weeks
of data respectively. The results are shown in Figures 2.18 - 2.19. As expected, we see
that the incidence cases recovered using a longer partial data vector D produce a more
accurate recovered incidence case data vector when compared to the observed cases recorded
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Figure (2.16) Partial data cutoff bounds, London measles epidemic
The cutoffs are shown as thin black vertical bars. The left vertical bar indicates the cutoff point
for a partial data vector of length 52, while the right vertical bar indicates the cutoff point for a
partial data vector of length 68.
in the data. The projected incidence cases are also more accurate in near term projections
(projections for the weeks immediately following the last week of data used in a partial data
vector) when longer partial data vectors are used. By referring to Figure 2.20, one sees these
results plotted against recorded measles cases.
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Figure (2.17) London, 1948-1950. Recovered transmission rates and projections, bundles
and mean.
Left: Each recovered βˆK . The solid lines indicate values where partial data was used for recovery,
while the dotted lines show the projected transmission rate (the rate where data was not
available). Right: The mean of all βˆK , with solid and dotted lines indicating recovered rates and
projected rates, respectively.
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Figure (2.18) London measles incidence cases recovered using 52 weeks of data.
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Figure (2.19) London measles incidence cases recovered using 68 weeks of data.
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Figure (2.20) London measles incidence cases, projections and mean value forecasts.
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Figure (2.21) Birmingham, 1948-1950. Recovered transmission rates and projections, bundles
and mean.
Left: Each recovered βˆK . The solid lines indicate values where partial data was used for recovery,
while the dotted lines show the projected transmission rate (the rate where data was not
available). Right: The mean of all βˆK , with solid and dotted lines indicating recovered rates and
projected rates, respectively.
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Figure (2.22) Birmingham measles incidence cases recovered using 52 weeks of data.
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Figure (2.23) Birmingham measles incidence cases recovered using 68 weeks of data.
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Figure (2.24) Birmingham measles incidence cases, projections and mean value forecasts.
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Figure (2.25) Newcastle, 1948-1950. Recovered transmission rates and projections, bundles
and mean.
Left: Each recovered βˆK . The solid lines indicate values where partial data was used for recovery,
while the dotted lines show the projected transmission rate (the rate where data was not
available). Right: The mean of all βˆK , with solid and dotted lines indicating recovered rates and
projected rates, respectively.
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Figure (2.26) Newcastle measles incidence cases recovered using 52 weeks of data.
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Figure (2.27) Newcastle measles incidence cases recovered using 68 weeks of data.
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Figure (2.28) Newcastle measles incidence cases, projections and mean value forecasts.
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PART 3
DECENTRALIZED PARAMETER ESTIMATION
3.0.1 Introduction
Now we turn our attention to applying decentralization concepts to parameter estima-
tion problems in epidemiology. The scenario we consider is one in which different regions/ci-
ties/nations (“nodes”) are experiencing outbreaks of the same disease, and each participating
node desires to perform transmission rate recovery and incidence case forecasting individu-
ally. We set out to determine whether collaboration between nodes is feasible, and whether
collaboration can yield helpful results in recovering past incidence case data and a common
transmission rate.
In this scenario, each node privately holds its individual incidence case data with the
goal of recovering a transmission rate that is common across all regions. This decentral-
ization approach has the benefit of helping all nodes ascertain an estimate for their disease
transmission rate while not giving away their incidence case data, which may be beneficial
in cases where specific outbreak numbers may be considered sensitive. Therefore, we explore
whether this extension of decentralization can help nodes collaborate on achieving their com-
mon objective of transmission rate recovery while witholding trust (by not granting outsiders
knowledge of outbreak details).
Building on our previous work, we consider the same SEIR compartmental model of
epidemiology in our approach, working under the assumption that the disease in question is
cyclic in nature. As before, we work under the assumption of a cyclic transmission rate β(t),
and we consider the same system of ODE’s as in our previous work. In the decentralized
case, each participating node maintains and solves its own system of ODE’s with its own
estimates for the parameters κ, γ, σ, µ and α.
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To motivate the extension of 2.13 to the decentralized case, we build upon the work in
[64] by showing that the error in the centralized, single-node case scales linearly with the
number of participating regions in the decentralized case, and such error may be mitigated
by choosing tighter parameters on the error tolerance for each node or by increasing the
number of iterations in the stopping criteria.
In what follows, the results and analysis closely follow from [64] under small modi-
fications to the iterative scheme, allowing the result to be extended to the decentralized,
consensus case. We are interested in solving the nonlinear operator equation
C∑
i=1
Fi(A) = 0, Fi : DF ⊂ X → Y (3.1)
at each node i, where Aˆ is a solution of interest. We consider the general form
A
(k+1)
i = A˜
(k)
i + ψ
[
(I − P (k)i )(ξ(k−1)i − A(k)i )−Q(k)i Fi(A(k)i )
]
(3.2)
J
(k+1)
i = J
(k)
i +
〈s(k)i , ·〉
‖s(k)i ‖2
(
y
(k)
i − J (k)i s(k)i
)
(3.3)
where ψ > 0 is the step-size, and A˜
(k)
i =
∑C
j=1 wijA
(k)
j for all i, where
∑C
j=1wij = 1. We show
that this modification at each node – using the convex combination of solution estimates from
neighbor nodes in each iteration, rather than a single solution estimate – does not impact
the convergence results as established in [64].
Theorem 7. Suppose the following conditions are fulfilled:
1. Fi is Fre´chet differentiable in a neighborhood of Aˆ with F
′
i being a compact Lipschitz-
continuous operator with Lipschitz constant Li.
2. A
(0)
i ∈ DF ⊂ X and J (0)i are node i’s initial approximations for Aˆ and F ′i (Aˆ), respec-
tively.
3. The sequences {A(k)i } and {J (k)i } are generated at each node according to (3.2) and
(3.3), respectively.
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4. For all i, ‖A(0)i − Aˆ‖ ≤ R, ‖J (0)i −G(0)i ‖ ≤ δi, and {ξ(k)i } are chosen to satisfy ψ‖(I −
P
(k)
i )(ξ
(k)
i − Aˆ)‖ ≤ ϕ for all k and for some ϕ satisfying qkˆiR ≤ ϕ1−q , where kˆi is the
iteration at node i for which the inequality holds for the first time. Denote G
(k)
i =∫ 1
0
F ′i (A
(k)
i + t(Aˆ− A(k)i ))dt for all i. In addition, suppose R satisfies
R ≤ 2(1− q)δ
L(5q + 1)
where δ = max
i
δi, L = max
i
Li, and (3.4)
q = 1− ψ
(
1− 2δ√

)
where  = min
i
i. (3.5)
where i is the singular value truncation parameter at node i.
Then, terminating the method at iteration kˆi yields the accuracy
‖Akˆii − Aˆ‖ ≤
2ϕ
1− q .
Proof. First we observe that we want q ∈ (0, 1); i.e. we want to ensure that our choice of
ψ, δ, and  allow for:
0 < 1− ψ
(
1− 2δ√

)
< 1 (3.6)
which is equivalent to
ψ − 1
ψ
<
2δ√

< 1.
Noting that δ,  > 0 we see that 2δ/
√
 > 0 so the lower bound in (3.6) holds automatically
independent of the choice for ψ. Also, we see that 2δ/
√
 < 1 ⇐⇒ δ < √/2, and truncation
parameters i may be chosen across all i to satisfy this inequality based on the accuracy of
the initial approximation G
(0)
i .
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To continue, we proceed as in [64] by using induction to show that for 1 ≤ k ≤ kˆ we
have
‖J (k)i −G(k)i ‖ ≤ (2− qk)δ. (3.7)
and A
(k+1)
i satisfying
‖A(k+1)i − Aˆ‖ ≤ qk+1R + ϕ
k∑
j=0
qj. (3.8)
Proving (3.7) for k = 0 follows immediately by assumption: ‖J (0)i − G(0)i ‖ ≤ δ = (2 − q0)δ.
The proof of the bound (3.8) for k = 0 is the same as for the inductive step, so it is omitted.
Now suppose k = n < kˆ. From (3.2)-(3.3), for any i we have
J
(n)
i −G(n)i =
[
J
(n−1)
i +
〈s(n−1)i , ·〉
‖s(n−1)i ‖2
(
y
(n−1)
i − J (n−1)i s(n−1)i
)]
−G(n)i
=
[
J
(n−1)
i +
〈s(n−1)i , ·〉
‖s(n−1)i ‖2
y
(n−1)
i −
〈s(n−1)i , ·〉
‖s(n−1)i ‖2
J
(n−1)
i s
(n−1)
i +G
(n−1)
i
−G(n−1)i +
〈s(n−1)i , ·〉
‖s(n−1)i ‖2
G
(n−1)
i s
(n−1)
i −
〈s(n−1)i , ·〉
‖s(n−1)i ‖2
G
(n−1)
i s
(n−1)
i
]
−G(n)i
= J
(n−1)
i −
〈s(n−1)i , ·〉
‖s(n−1)i ‖2
J
(n−1)
i s
(n−1)
i −G(n−1)i +
〈s(n−1)i , ·〉
‖s(n−1)i ‖2
G
(n−1)
i s
(n−1)
i
+
〈s(n−1)i , ·〉
‖s(n−1)i ‖2
y
(n−1)
i −
〈s(n−1)i , ·〉
‖s(n−1)i ‖2
G
(n−1)
i s
(n−1)
i +G
(n−1)
i −G(n)i
=
(
J
(n−1)
i −G(n−1)i
)(
I − 〈s
(n−1)
i , ·〉
‖s(n−1)i ‖2
s
(n−1)
i
)
+
〈s(n−1)i , ·〉
‖s(n−1)i ‖2
(
y
(n−1)
i −G(n−1)i s(n−1)i
)
+G
(n−1)
i −G(n)i (3.9)
where s
(n−1)
i = A
(n)
i − A(n−1)i and y(n)i = Fi(A(n+1)i )− Fi(A(n)i ).
By definitions of y
(n)
i and F
′
i (A
(n)
i ), we have
y
(n−1)
i −G(n−1)i s(n−1)i
=
∫ 1
0
(
F ′i (A
(n−1)
i + t(A
(n)
i − A(n−1)i ))− F ′i (A(n−1)i + t(Aˆ− A(n−1)i ))
)
dt · (A(n)i − A(n−1)i )
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By the Lipschitz continuity of F ′i , for any h ∈ DF ⊂ X we have∥∥∥∥∥〈s(n−1)i , h〉‖s(n−1)i ‖2
(
y
(n−1)
i −G(n−1)i s(n−1)i
)∥∥∥∥∥
≤ L‖h‖
‖s(n−1)i ‖
∫ 1
0
t‖Aˆ− A(n)i ‖dt‖s(n−1)i ‖ ≤
L‖h‖
2
‖Aˆ− A(n)i ‖. (3.10)
Similarly, we have
‖G(n−1)i −G(n)i ‖
=
∥∥∥∥∥
∫ 1
0
(
F ′i (A
(n−1)
i + t(Aˆ− A(n−1)i ))− F ′i (A(n)i + t(Aˆ− A(n)i ))
)
dt
∥∥∥∥∥
≤ L
2
‖A(n)i − A(n−1)i ‖
≤ L
2
(
‖A(n)i − Aˆ‖+ ‖Aˆ− A(n−1)i ‖
)
(3.11)
Combining (3.10) and (3.11), and by observing that the norm of the orthogonal projector[
I − 〈s
(n−1)
i ,·〉
‖s(n−1)i ‖2
s
(n−1)
i
]
is 1, we form the estimate
∥∥∥J (n)i −G(n)i ∥∥∥ ≤ ∥∥∥J (n−1)i −G(n−1)i ∥∥∥+ L2 (2‖A(n)i − Aˆ‖+ ‖Aˆ− A(n−1)i ‖)
and by the induction assumptions, we arrive at
∥∥∥J (n)i −G(n)i ∥∥∥ ≤ (2− qn−1)δ + L2
(
2qnR + qn−1R +
3
1− q
)
. (3.12)
Recalling that kˆi is chosen to be the first iteration for which q
kˆiR ≤ ϕ/(1−q), we observe that
if n < kˆi, then the reverse inequality necessarily holds; i.e. if n < kˆi, then q
nR > ϕ/(1− q).
Thus we have ∥∥∥J (n)i −G(n)i ∥∥∥ ≤ (2− qn−1)δ + RLqn2 (5 + q−1). (3.13)
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Using the estimate on R from (3.4) establishes bound (3.7):
∥∥∥J (n)i −G(n)i ∥∥∥ ≤ (2− qn−1)δ + (1− q)δqn−1 = (2− qn)δ. (3.14)
Next, we turn our attention to verifying (3.8) for k = n. From (3.2), for each node i we have
A
(n+1)
i − Aˆ = A˜(n)i − Aˆ+ ψ
{
(I − P (n)i )(ξ(n)i − A(n)i )− (I − P (n)i )(A(n)i − Aˆ)
−Q(n)i J (n)i (A(n)i − Aˆ) +Q(n)i (J (n)i −G(n)i )(A(n)i − Aˆ)
}
From [64] we see that Q(n)J (n) = P (n) and so it follows that Q
(n)
i J
(n)
i = P
(n)
i for all nodes
i. Similarly, we have ‖Q(n)i z‖2 ≤ 1‖z‖2 for any z ∈ Y . Combining these results gives the
bound
‖A(n+1)i − Aˆ‖
≤ ‖A˜(n)i − Aˆ+ ψ
(
(I − P (n)i )(ξ(n)i − Aˆ)− (I − P (n)i )(A(n)i − Aˆ)− P (n)i (A(n)i − Aˆ)
)
‖
+
ψ√

‖(J (n)i −G(n)i )(A(n)i − Aˆ)‖
= ‖
C∑
j=1
wij(A
(n)
j − Aˆ) + ψ
(
(I − P (n)i )(ξ(n)i − Aˆ)− (I − P (n)i )(A(n)i − Aˆ)− P (n)i (A(n)i − Aˆ)
)
‖
+
ψ√

‖(J (n)i −G(n)i )(A(n)i − Aˆ)‖
= ‖
∑
j 6=i
wij(A
(n)
j − Aˆ)
+ wii(A
(n)
i − Aˆ) + ψ
(
(I − P (n)i )(ξ(n)i − Aˆ)− (I − P (n)i )(A(n)i − Aˆ)− P (n)i (A(n)i − Aˆ)
)
‖
+
ψ√

‖(J (n)i −G(n)i )(A(n)i − Aˆ)‖
≤ ‖
∑
j 6=i
wij(A
(n)
j − Aˆ)‖ (3.15)
+ ‖wii(A(n)i − Aˆ) + ψ
(
(I − P (n)i )(ξ(n)i − Aˆ)− (I − P (n)i )(A(n)i − Aˆ)− P (n)i (A(n)i − Aˆ)
)
‖
+
ψ√

‖(J (n)i −G(n)i )(A(n)i − Aˆ)‖
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Choose ξ
(n)
i ∈ DF ⊂ X and ψ > 0 so that ψ‖(I −P (n)i )(ξ(n)i − Aˆ)‖ ≤ ϕ. Combining this with
(3.7) gives upper bounds for the last two terms of (3.15). More specifically, for the second
term, we have
‖wii(A(n)i − Aˆ) + ψ
(
(I − P (n)i )(ξ(n)i − Aˆ)− (I − P (n)i )(A(n)i − Aˆ)− P (n)i (A(n)i − Aˆ)
)
‖
=‖wii(A(n)i − Aˆ) + ψ(I − P (n)i )(ξ(n)i − Aˆ)− ψ(I − P (n)i )(A(n)i − Aˆ)− ψP (n)i (A(n)i − Aˆ)‖
=
∥∥∥wii(A(n)i − Aˆ) + ψ(I − P (n)i )(ξ(n)i − Aˆ)
− ψ(A(n)i − Aˆ) + ψP (n)i (A(n)i − Aˆ)− ψP (n)i (A(n)i − Aˆ)
∥∥∥
=‖wii(A(n)i − Aˆ) + ψ(I − P (n)i )(ξ(n)i − Aˆ)− ψ(A(n)i − Aˆ)‖
=‖wii(A(n)i − Aˆ)− ψ(A(n)i − Aˆ) + ψ(I − P (n)i )(ξ(n)i − Aˆ)‖
=‖(wii − ψ)(A(n)i − Aˆ) + ψ(I − P (n)i )(ξ(n)i − Aˆ)‖
≤(wii − ψ)‖(A(n)i − Aˆ)‖+ ψ‖(I − P (n)i )(ξ(n)i − Aˆ)‖
≤(1− ψ)‖(A(n)i − Aˆ)‖+ ϕ (3.16)
where the last inequality is obtained by noting that wii ≤ 1. For the last term of (3.15), we
apply (3.7) to obtain
ψ√

‖(J (n)i −G(n)i )(A(n)i − Aˆ)‖ ≤
ψ√

‖J (n)i −G(n)i ‖‖A(n)i − Aˆ‖
≤ ψ√

(2− qn)δ‖A(n)i − Aˆ‖ (3.17)
Combining (3.16) and (3.17), we arrive at
(1− ψ)‖A(n)i − Aˆ‖+ ψ
2− qn√

δ‖A(n)i − Aˆ‖+ ϕ (3.18)
67
and by definition of q, we form the following estimate for (3.18):
(1− ψ)‖A(n)i − Aˆ‖+ ψ
2− qn√

δ‖A(n)i − Aˆ‖+ ϕ ≤
(
1− ψ
(
1− 2δ√

))
‖A(n)i − Aˆ‖+ ϕ
= q‖A(n)i − Aˆ‖+ ϕ. (3.19)
For the first term of (3.15) we can apply the inductive step and we arrive at
‖
∑
j 6=i
wij(A
(n)
j − Aˆ)‖ ≤
∑
j 6=i
wij‖A(n)j − Aˆ‖ ≤ qnR + ϕ
n∑
j=0
qj (3.20)
Applying the inductive assumption to (3.19) we arrive at the bound:
q‖A(n)i − Aˆ‖+ ϕ ≤ qn+1R + ϕ
n∑
j=0
qj. (3.21)
Combining (3.20) and (3.21) gives the bound
‖A(n+1)i − Aˆ‖ ≤ 2(qnR + ϕ
n∑
j=1
qj). (3.22)
We complete the proof by observing that the second term of the non-constant factor in (3.22)
is a geometric sum, and by using bound (3.4) for the factor of R.
It is important to consider when the choices of ξ(k), ψ, and ϕ guarantee a higher accuracy
of the approximate solution as compared with the accuracy of the initial approximation. One
observes ([64]) that the accuracy of the approximate solution A
(kˆi)
i is higher when the test
function ξ
(k)
i is close to Aˆ in terms of structure. More specifically, this is achieved when
either
ξ
(k)
i − Aˆ =
(
J
(k)
i
)∗
J
(k)
i w
(k)
i + η
(k)
i , w
(k), η(k) ∈ DF ⊂ X (3.23)
with (I − P (k)i )η(k)i = 0, or when ‖(I − P (k)i )η(k)i ‖ ≤ % for some negligible %.
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The result from Theorem 7 establishes that using the convex combination of solution
estimates does not alter the convergence results established in [64]. One observes that by
summing the error over all nodes, the global error scales linearly with the number of nodes
participating. Also, by defining A
(k+1)
i as the sum A˜
(k+1)
i + ψ
(
·
)
, one sees that choosing
a smaller value of ψ leads to smaller error in the deviation of an individual node’s solution
estimate to the consensus solution. We conclude by mentioning that one way of choosing
{ξ(k)i } satisfying the assumptions of Theorem 7 is to define ξ(k)i = A(k−1)i for all k ≥ 1. This
is our approach when implementing the method for numerical experimentation.
3.0.2 Numerical approach
As we have shown, our numerical approach for the decentralized case is similar to our
previous work, with minor modifications made where necessary and appropriate to extend
this application in a decentralized manner. As before, to implement our strategy numerically,
we aim to recover a vector of coefficients which are used to form a linear combination of
basis elements in estimating the true transmission rate β(t). For nodes to collaborate in
solving for a common coefficient vector, the basis elements must be known and shared among
participating nodes. This forms one of the critical assumptions of our method: it is necessary
for participants to declare and use a common basis to allow for collaborative transmission
rate recovery between nodes. In this spirit, if each node i maintains an estimate Ai of the
coefficient vector, we define the consensus coefficient vector A =
∑C
i=1Ai where C is the
number of nodes participating in the transmission rate recovery. Then our goal of recovering
a common transmission rate across all nodes is equivalent to the goal of having each node’s
coefficient vector estimate approach (or be acceptably close to) the consensus coefficient
vector.
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Suppose
[
Si(Ai, t), Ei(Ai, t), Ii(Ai, t), Ri(Ai, t)
]
is node i’s numerical solution to the sys-
tem
dSi
dt
= µiNi − βˆ(Ai, t)Si(t)I
αi
i (t)
Ni
− µiSi(t) + σiRi(t) (3.24)
dEi
dt
= βˆ(Ai, t)Si(t)
Iαii (t)
Ni
− µiEi(t)− κiEi(t) (3.25)
dIi
dt
= κiEi(t)− γiIi(t)− µiIi(t) (3.26)
dRi
dt
= γiIi(t)− µiRi(t)− σiRi(t) (3.27)
Si(0) = Si,0, Ei(0) = Ei,0, Ii(0) = Ii,0, Ri(0) = Ri,0. (3.28)
Given node i’s local incidence case data Di, each node considers the unconstrained least
squares minimization problem
min
A
1
2
||Φi(A)−Di||2 (3.29)
where Φi(A) = κiEi(A). To recover the vector of expansion coefficients A, each node solves
(3.29) iteratively, using the regularized version of Broyden’s secant method modified for
decentralied use:
Ak+1i = A˜
k
i + ψ
[
(I − P ki )(Ak−1i − Aki )−QkiFi(Aki )
]
Jk+1i = J
k
i +
〈ski , ·〉
‖ski ‖2
(
yki − Jki ski
) (3.30)
where P ki , Q
k
i , y
k
i , s
k
i , J
k
i and F
k
i are the node i analogues of the method considered previously.
3.1 Testing the method
3.1.1 Simulating a model outbreak
We test our method by simulating 7 outbreaks across 7 regions (one outbreak per region)
of a cyclic disease common to each outbreak. To simulate the outbreak, we define our model
transmission rate to be β(t) = 10
(
sin(pit/26) + 1
) · exp(t/500). We choose the coefficients
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Figure (3.1) Objective transmission rate to be recovered.
for the argument of sine to model a disease that exhibits an annual spike in incidence cases
(here we are measuring weekly incidence case data), while including the exponential factor
to account for population growth over time. A plot of the model transmission rate is shown
in Figure 3.1.
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We determine the initial conditions as follows. For each node i, we choose Si,0 to be
an integer selected uniformly randomly from [475000, 1475000] so that 475, 000 ≤ Si,0 ≤
1, 475, 000 for all i. We choose Ei,0 to be an integer selected uniformly randomly from the
interval [100, 200], and we set Ii,0 = 0 and Ri,0 = 0 for all i. Once these initial conditions are
generated, we set the population Ni for each region to be the sum Ni = Si,0 +Ei,0 +Ii,0 +Ri,0.
Aiming to simulate a measles outbreak in each region, we generate our parameters according
to a priori knowledge of the mean values for system parameters. At each node, we choose µi
so that 1
3100
≤ µi ≤ 13140 (uniformly random). Furthermore, suppose that for each i, i,1 and
i,2 are selected randomly accoring to the standard uniform distribution. Then we choose
κi = 7/(7 + i,1) and γi = 7/(6 + i,2). We also choose scaling parameter αi accoring to the
uniform distribution on [0.5, 0.6] for each node. Lastly, we let σi = 0 for all nodes since we
know that measles immunity is permanent. We show the generated populations and initial
conditions for each region in Table 3.1, and the parameters for each region in Table 3.2.
Table (3.1) Population and initial conditions by region
Region Ni Si,0 Ei,0 Ii,0 Ri,0
1 827,784 827,637 147 0 0
2 764,000 763,851 149 0 0
3 1,207,375 1,207,238 137 0 0
4 1,370,105 1,369,922 183 0 0
5 886,435 886,257 178 0 0
6 1,397,224 1,397,100 124 0 0
7 1,340,041 1,337,853 188 0 0
With the selected transmission rate, system parameters, and initial conditions, we set
the simulated outbreak length to m = 156(= b − a) and we run MATLAB’s ode23s ODE
solver to simulate incidence case data in each region as before, adding noise to simulate real
world inaccuracy in incidence case data collection. We plot the simulated outbreaks for all
regions in Figure 3.2.
72
Table (3.2) System parameters by region
Region κi γi αi µi
1 0.9351 1.0256 0.5714 3.2113e-04
2 0.9301 1.0842 0.5190 3.1949e-04
3 0.9450 1.0243 0.5276 3.1857e-04
4 0.9497 1.0601 0.5084 3.1959e-04
5 0.9402 1.1031 0.5925 3.2010e-04
6 0.9763 1.1323 0.5998 3.2020e-04
7 0.8819 1.0215 0.5972 3.2154e-04
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Figure (3.2) Simulated incidence case data, all regions.
3.1.2 Recovering a common transmission rate
Once the outbreaks are simulated, we assume that each node stores its own respective
incidence case data vector, and does not share it with other nodes. We then aim to test
the feasibility of the method by checking the accuracy of the consensus transmission rate
when each node uses its entire observed incidence case data for recovery. To proceed, we
define the common basis to be {sn(u(t)), cn(u(t)) : 1 ≤ N ≤ 14} ∪ {1} where sn(u(t)) =
sin(2pin·u(t)/L) and cn(u(t)) = cos(2pin·u(t)/L) for L = 3. As before, we linearly interpolate
t ∈ [1, 156] to u(t) ∈ [0, 1] to maintain consistency across all epidemic lengths. Once the basis
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Figure (3.3) Comparing the preliminary transmission rate estimate with the result after the
mini-loop.
is fixed, we assume each node independently estimates the initial transmission rate to be a
constant selected uniformly randomly from the interval [1, 3], and each node i determines
a preliminary initial coefficient vector Aˆ0i . To improve accuracy and speed of transmission
rate and incidence case recovery, we perform an initial mini-loop of (3.30), starting with
Aˆ0i and looping for 20 iterations, yielding a non-constant estimate of β0(t) at each node. A
comparison of initial guess vs. preliminary transmission rate estimate β0 is shown for two
nodes in Figure 3.3. Once each node determines the coefficients for its privately held β0(t)
estimate, this becomes the initializing coefficient vector A0i in (3.30).
Communication is assumed to occur over the internet, so geography/range is not a factor
in limiting the connectivity of 2 nodes. As such, it is assumed that all participating nodes
are interconnected, so that the mixing matrix W has no zero entries (it should be noted that
this is not a necessary requirement and our previous work in pure decentralized optimization
references the fact that the mixing matrix need only satisfy double stochasticity and positive
semi-definiteness). For the purposes of this simulation, we let W = (I + J/7)/2, where J is
the all 1’s matrix. We utilize a step-size ψ = 1
10
and then run (3.30) for 250 iterations.
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Figure (3.4) Left: Plot of the final transmission rate estimates across all regions. Right:
Comparing model vs. mean of all transmission rates across all regions.
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Figure (3.5) Plot of relative error decay in both consensus (left) and accuracy of transmission
rate recovery (right).
We plot the final transmission rate estimates for all regions in Figure 3.4 next to the
plot of their mean, compared to the model transmission rate. Furthermore, we plot relative
error in consensus and relative error in estimated transmission rate in Figure 3.5. Finally,
we compare the results of incidence case recovery across all 7 regions in Figure 3.6.
Confident that our method accurately estimates the transmission rate using full data, we
turn to using partial data for transmission rate recovery. We use the same simulated incidence
case data for each node, only this time we aim to recover the transmission rate using only
part of this data. For this test, we set the partial data length to 52, taking 1 year of observed
incidence cases as a priori knowledge. We wish to see how the recovered transmission rates
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Figure (3.6) Comparing observed incidence with the incidence recovered by the method.
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compare to the model transmission rate under this partial data assumption. We also wish
to see whether the recovered incidence cases closely follow the patterns in the observed data
with the goal of comparing the accuracy of incidence case forecasting, using the simulated
incidence cases as a baseline. We use the same mixing matrix and step-size rule as for the full
data case, but we make a minor modification to the basis functions to assist in coefficient
vector recovery. When using partial data, as with the single node case in our previous
work, the basis functions are lifted away from zero, which helps reduce the occurence of
negative transmission rate values during coefficient vector recovery. Such values decrease
the stability of the system and lead to less accurate results in the final transmission rate
estimate and incidence case recovery. The modified basis used for this partial data scenario
is of the same form {sn(u(t)), cn(u(t)) : 1 ≤ N ≤ 14}∪{1}, though here we define sn(u(t)) =
0.15(sin(2pin ·u(t)/L) + 4) and cn(u(t)) = 0.15(cos(2pin ·u(t)/L) + 4), and L = 4. We choose
L = 4 so that the recovered transmission rate exhibits cyclic spikes with period close to the 1
year period taken as a priori knowledge. The constant factors and terms modifying the basis
functions are not required to take on these chosen values, and in general we only require
the basis functions to be bound far enough away from zero as to minimize the occurence of
negative transmission rate values when using the method to recover the coefficient vectors.
As before, we let each node randomly select an initial constant value uniformly, this
time from the interval [1.5, 2.5], with each node drawing its sample independently. Each
node defines its preliminary coefficient vector Aˆ0i and uses this value to initialize the mini-
loop, which we run for 20 iterations to produce the initial, non-constant estimate for β0. This
is used as before, to generate the initial coefficient vector A0i at each node. The main loop is
run for 250 iterations, after which each node takes its transmission rate estimate and performs
incidence case recovery and projection. In this partial data case, we compare the accuracy of
the recovered (past) incidence cases while also running a forecast on this recovered incidence
case data vector. In Figure 3.7 we see a plot of the transmission rate estimates for all nodes,
and we compare the mean transmission rate to the model transmission rate. We see that
the recovered transmission rate estimates are very accurate up to the partial data cutoff.
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Figure (3.7) Plot of each node’s transmission rate estimate (left) and a plot of the mean of
all transmission rates compared to the model transmission rate (right).
After this point they no longer closely follow the model transmission rate, though exhibiting
the general periodicity taken as a priori knowledge of the cycle length for this disease. In
Figure 3.8 we see each node’s recovered incidence case data, as well as each node’s forecast
incidence case data. As expected, the recovered incidence cases closely mirror the simulated
outbreak data.
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Figure (3.8) Comparing observed incidence with incidence recovered by the method using
partial data.
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