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ABSTRACT 
 
The growing nuclear threat has heightened the need for developing nuclear 
forensics analysis techniques that contribute to nuclear material source attribution, 
thereby strengthening nuclear deterrence. The objective of this research was to develop a 
nuclear forensics methodology that is capable of source reactor-type discrimination of 
chemically separated weapons-usable plutonium. The developed methodology utilizes 
plutonium and fission product intra-element isotope ratios within the plutonium sample 
to predict characteristics of the irradiated material, including burnup, time since 
irradiation, and reactor type.  
The MCNPX-2.7 and MCNP6 radiation transport codes were used to model 
reactor cores, perform burnup simulations, and estimate the isotopics of the discharged 
fuel. Ratios of intra-element isotopes (fission products and plutonium) were identified 
which contribute to resolving the parameters of burnup, time since irradiation, and 
reactor type. The simulation results were used to generate a reactor-dependent library of 
intra-element isotope ratio values as a function of burnup and time since irradiation. A 
maximum likelihood calculation was utilized to compare the simulated intra-element 
isotope ratio values contained in the reactor library to the same ratio values measured in 
the sample. The result is a likelihood value which is proportional to the probability of 
observing the measured intra-element isotope ratios given the reactor type and 
parameters. 
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In order to validate the nuclear forensics methodology developed, two 
experimental irradiation campaigns were performed, resulting in two distinct UO2 fuel 
samples containing weapons-usable plutonium. The first was designed to replicate 
weapons-usable plutonium produced in the blanket of a fast breeder reactor, by 
irradiating depleted UO2 fuel samples in a pseudo-fast neutron spectrum within the High 
Flux Isotope Reactor at Oak Ridge National Laboratory. The second irradiation was 
designed to represent weapons-usable plutonium produced in a natural uranium fueled 
thermal reactor, by irradiating natural UO2 fuel samples in a thermal neutron spectrum at 
the University of Missouri Research Reactor. The irradiated samples were subjected to 
nondestructive and destructive analyses to measure the plutonium and fission product 
isotope ratios. The methodology performed well for both experimentally irradiated 
cases, identifying the source reactor model and adequately predicting the burnup and 
time since irradiation. The work presented here served to develop and validate a nuclear 
forensics source reactor-type discrimination methodology. 
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1. INTRODUCTION  
The 2018 Nuclear Posture Review1 reiterates that nuclear terrorism remains 
among the most significant threats to the United States with the most dangerous being an 
improvised nuclear device (IND). An aspect of combatting this threat includes technical 
nuclear forensics and attribution capabilities as a deterrent to state support of nuclear 
terrorism.1 Attribution consists of nuclear and traditional forensic evaluations, and is the 
process by which interdicted, illicit nuclear material is analyzed in order to identify its 
location of origin and production source.2  
The research presented here is motivated by the hypothetical situation of an 
interdiction of weapons-usable plutonium material which would be suitable for use in an 
IND. The weapons-usable plutonium could have resulted from plutonium leaving 
safeguards or plutonium which was produced outside of safeguards. Typically, the 
International Atomic Energy Agency (IAEA) would monitor such plutonium through 
safeguards agreements with countries. However, there are cases of plutonium production 
occurring in states where nuclear fuel cycle facilities are not under IAEA safeguards.3  
In an article by M. Miller, three aspects were considered where an attribution 
capability may deter state support of nuclear terrorism.4  
(1) Nuclear attribution may deter a rational government from clandestinely 
supplying nuclear material to terrorists.4  
(2) A state may improve the security of its nuclear weapons and material out of 
fear of attribution and accountability for any material becoming out of 
regulatory control from the facility.4  
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(3) A rogue actor within a state may be deterred from providing technical 
assistance to a terrorist if it is known that the material source will be 
identified.4  
The Pelindaba Nuclear Facility is South Africa’s main nuclear research center 
and houses hundreds of kilograms of highly-enriched uranium (HEU) remaining from 
South Africa’s nuclear weapons program. On November 8, 2007 the Pelindaba facility 
was breached by two teams of unidentified armed assailants.5 More concerning is the 
possibility that the assailants may have benefited from insider support, and the lack of 
response from the South African government. The security breach at Pelindaba confirms 
that the nuclear terrorism threat is real. Moreover, it highlights the need for a credible 
nuclear forensics capability to deter such a lax security environment from a country 
possessing weapons-usable nuclear material. 
A boon to technical nuclear forensics efforts is the fact that all plutonium 
samples of interest to nuclear forensics originate within nuclear reactors.6 The weapons-
desirable plutonium isotope, 239Pu is produced during the operation of a nuclear reactor 
by a neutron capture reaction on the uranium isotope 238U followed by two successive 
beta decays. As reactor operation continues and fuel burnup increases, (fuel burnup 
being defined as the thermal energy produced per unit mass of fuel and expressed in 
units of gigawatt-days per metric ton of uranium [GWd/MTU]), subsequent neutron 
reactions on 239Pu lead to the production of a full suite of plutonium isotopes known as 
the plutonium vector (238Pu, 239Pu, 240Pu, 241Pu, and 242Pu,). It is understood that 
weapons-grade plutonium (~94% 239Pu) will be produced if uranium is subject to low 
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levels of fuel burnup (< 5 GWd/MTU).7 It follows that because plutonium is produced 
during the operation of a nuclear reactor, there may be characteristics of the irradiated 
plutonium material that contain indigenous information on the source reactor and 
operation parameters. This information can provide a capability for reactor-type 
discrimination and possibly source attribution of plutonium.  
The objective of this research was to develop, verify, and validate a nuclear 
forensics methodology that is capable of source reactor-type discrimination of 
chemically separated weapons-usable plutonium. In the event of plutonium interdiction, 
the reactor-type discrimination methodology may be combined with additional forensic 
evidence to contribute to the source attribution of the plutonium. To demonstrate the 
methodology two experimental irradiation campaigns of uranium surrogates (depleted 
UO2 and natural UO2) were performed at the High Flux Isotope Reactor (HFIR) and the 
University of Missouri Research Reactor (MURR), respectively, for the purpose of 
producing small quantities (< 1mg) of weapons-usable plutonium test material. 
1.1 Previous Nuclear Forensics Studies 
Traditional nuclear forensics techniques exploit the known production and loss 
mechanisms of isotopes in irradiated fuel, as well as radioactive decay, in order to relate 
actinide and fission product isotopic concentrations to parameters of interest. Multiple 
studies have been published detailing nuclear forensics capabilities which can predict 
parameters such as initial uranium enrichment of the irradiated fuel, level of fuel burnup, 
age of the material, and the source reactor type from isotopic concentrations.8,9,10,11,12,13,14 
These techniques are applied to spent (used) fuel material and require a knowledge of 
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the isotopic concentrations in the unprocessed fuel material. However, in the event of a 
plutonium interdiction, chemical separation of the plutonium cannot be dismissed. Once 
a chemical actinide separation has occurred that knowledge of the original isotopic 
concentrations is lost.  
If the degree of purification achieved by a separation process can be assumed, 
previous research has demonstrated an ability of plutonium and trace fission product 
contaminant isotopes for use in source discrimination of a fast or thermal reactor 
type.10,14 The potential for the presence of trace amounts of fission products in 
chemically separated plutonium is due to the use of a non-ideal purification process. The 
degree of purification achieved by a separation process can be quantified by 
decontamination factors (DF), which are the ratios of a stated impurity to a desired 
component in the feed divided by the equivalent ratio in the product.15   
𝐷𝐹 =  
[ 
𝐼𝑚𝑝𝑢𝑟𝑖𝑡𝑦
𝐷𝑒𝑠𝑖𝑟𝑒𝑑 𝐶𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡
 ]𝐹𝑒𝑒𝑑
[ 
𝐼𝑚𝑝𝑢𝑟𝑖𝑡𝑦
𝐷𝑒𝑠𝑖𝑟𝑒𝑑 𝐶𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡
 ]𝑃𝑟𝑜𝑑𝑢𝑐𝑡
                                             (1) 
The most commonly employed technique for plutonium separation from 
irradiated nuclear fuel is the Plutonium Uranium Redox EXtraction (PUREX) process.16 
A study by P.M. Mendoza showed that for plutonium separated by PUREX the 
elemental decontamination factors vary drastically between elements and are a strong 
function of the separation process parameters.17 Predicting an amount of isotope 
separation will be unrealistic without knowledge of the specific process parameters. In 
response to the possibility of the plutonium having undergone a chemical actinide 
separation process, intra-element isotope ratios may be employed as forensics signatures. 
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Since isotopes of an element will have the same decontamination factor, forensics 
signatures comprised of intra-element isotope ratios will retain their information 
regardless of chemical process or efficiency. 
1.2 Basis for Current Research 
Studies by I. Lantzos18 and A. Glaser19 utilized only the plutonium isotope ratios 
for discriminating amongst reactor types. Lantzos used the ORIGEN-ARP depletion 
module contained within the SCALE6.1 package20 to generate plutonium isotopics for 
multiple reactor types and multiple initial fuel enrichments. The reactor types analyzed 
included fuels typically discharged from a Pressurized Water Reactor (PWR), Boiling 
Water Reactor (BWR), and Liquid Metal Fast Breeder Reactor (LMFBR). Fuel burnup 
simulations of the spent fuel ranged from 25-45 GWd/MTU for the light water reactors 
(PWR and BWR) and 60-100 GWd/MTU for the LMFBR. By plotting the spent fuel 
isotopics as a function of three plutonium isotope ratios (239Pu/240Pu, 242Pu/240Pu, and 
238Pu/PuTotal) an observable distinction occurred in the grouping of the light water 
reactors and the LMFBR. However, this distinction will be significantly reduced when 
analyzing the irradiated fuel at a low burnup conducive to weapons-usable plutonium 
production. The study by Glaser19 again utilizes plutonium isotope ratios for reactor-type 
discrimination, but with a focus on weapons-grade plutonium. MCNP21 and ORIGEN222 
were used for neutronics and depletion calculations for a Hanford-type, NRX-type, and 
Calder Hall-type reactor. These three reactor types are all thermal reactors fueled with 
natural uranium and have historically been used for plutonium production. For each 
reactor type, the plutonium composition was obtained and ratios of plutonium isotopes 
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were analyzed. It was found that even for increasing levels of burnup, and decreasing 
239Pu fraction to approximately 90%, the composition of the plutonium vectors are 
remarkably similar amongst the three production reactor types. When differing reactor 
types were added including a low-enriched PWR and fast breeder reactor (FBR) an 
observable difference occurred in the grouping of these plutonium isotope ratios.  
A forensics methodology comprised of predictive ratios of plutonium isotopes 
has the benefit of being independent of chemical separation. However, including intra-
element ratios of fission products in the methodology may aid in discriminating between 
reactors with similar neutron spectra, a weakness in an approach purely utilizing the 
plutonium vector. Additionally, the methodology could be improved by incorporating a 
way to quantify how similar a measured sample is to a predicted reactor type, rather than 
observation by grouping.  
A verification technique for use at spent fuel reprocessing facilities was 
developed by W. Charlton et al. which involved measurements of isotopic ratios of 
noble fission product gasses.23 The four intra-element isotope ratios, comprised of 
krypton and xenon fission products, have the ability to predict parameters such as fuel 
burnup and reactor type. Reactor analysis codes were used to create a database of 
krypton and xenon isotopic ratios as a function of fuel burnup for various reactor types. 
The technique developed uses a high-precision isotope mass spectrometer to measure 
stable noble gas isotope compositions in samples taken from a reprocessing plant 
exhaust stack. The measured isotopic ratios are compared to a database of isotopic ratios 
to infer the fuel parameters. The comparison performed utilized a Bayesian analysis 
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technique which calculated the probability, given a reactor model and burnup, of 
observing the measured isotopic ratios. 
The technique developed by Charlton et al. exploits the fact that noble gases are 
not chemically bound to the fuel and are thus released during reprocessing. While the 
krypton and xenon intra-element isotope ratios identified are not useful for analyzing 
post-processed materials, the work demonstrated the ability for fission product intra-
element ratios to contain information capable of inferring critical parameters such as fuel 
burnup and reactor type. Additionally, the Bayesian analysis technique used provided a 
basis for quantifying the comparison of a set of measured isotopic ratios to a reactor-
dependent database. For the research presented hereafter we envision a technique similar 
to those developed by Glaser19 and Charlton23 that can be expanded for the source 
reactor-type discrimination of chemically separated weapons-usable plutonium based 
upon intra-element isotope ratios of plutonium and fission product contaminants. 
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2. FORENSICS METHODOLOGY AND DEVELOPMENT 
If special nuclear material is interdicted, a few steps may be followed leading to 
the utilization of the methodology developed through this study. The first step will be to 
perform a gamma spectrometry measurement to ascertain whether the material contains 
plutonium. Next, a sample will be drawn to perform precise gamma and mass 
spectrometry measurements to obtain as many fission product and plutonium intra-
element isotope ratios as possible. Subsequently, the measured intra-element isotope 
ratios can be utilized in the nuclear forensics methodology for discriminating against 
reactor types not likely of being the source of the interdicted material. The information 
gained by the reactor-type discrimination methodology, when combined with traditional 
forensics, may enable attribution of the plutonium. 
The reactor-type discrimination methodology developed utilizes a library 
comparison employing a maximum likelihood calculation in which a set of measured 
intra-element isotope ratio values from an unknown irradiation are compared to a 
reactor-dependent library of the same ratio values created through computational burnup 
and decay simulations. For isotopes having short-lived precursors, at each burn step in 
the reactor-dependent library the short-lived precursors were summed with the isotope of 
interest. This allows the ratio values, as a function of burnup, to be representative of a 
measured value at a later measurement date assuming the precursors have completely 
                                                 
 Reprinted with permission from “Nuclear Forensics Methodology for Reactor-Type Attribution of 
Chemically Separated Plutonium” by J.M. Osborn et al., 2017. Nucl. Tech., 201, 1-10, Copyright 2017 by 
American Nuclear Society. 
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decayed during some minimum reprocessing time. The description of the creation of the 
reactor-dependent library which consists of intra-element isotope ratio values as a 
function of burnup and time since irradiation is described in Section 3.4. 
2.1 Intra-Element Isotope Ratio Identification 
 The objective of this research was to develop a nuclear forensics methodology 
for the source reactor-type discrimination of weapons-useable plutonium, in the event of 
a plutonium interdiction. Due to the possibility of a chemical actinide separation prior to 
interdiction, intra-element isotope ratio values rather than isotope concentrations, were 
required as characteristic signatures. In addition to identifying the most likely source 
reactor from the library of reactors, it is was desired to reconstruct reactor parameter 
conditions corresponding to the interdicted material. These parameters could include 
burnup, time since irradiation ended, initial fuel enrichment, power level, operating 
history, etc. Any parameter which has an effect on the irradiated fuel isotopics could 
theoretically be resolved with identification and inclusion of the appropriate isotopic 
ratios. The reactor parameters pursued in this study are burnup, time since irradiation, 
and reactor type. In order to downselect from all the isotopes available from an MCNP 
burnup simulation to a set of ratios, a number of factors were considered. Foremost, 
multiple isotopes of the same element must be produced in the irradiated fuel as well as 
being produced in significant quantities to be reported in MCNP simulation outputs. The 
isotopes must also have sufficiently long half-lives (greater than 1 y), and be produced in 
a sufficient amount to allow measurement of the ratio within a chemically processed 
sample (greater than 1 mg of isotope per 1 kg of plutonium, i.e. 1 ppm). Finally, either 
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the production or decay of the isotope ratio must have a functional dependence on at 
least one of the parameters of interest. The functional form criteria is the most important 
when identifying isotope ratios, as this will lead to the resolution of parameters. Thus, 
the value of an intra-element isotope ratio must change; (1) as a function of burnup, (2) 
based on the reactor type, or (3) as a function of time since irradiation due to the decay 
of at least one of the isotopes in the ratio. Based on the criteria described above several 
intra-element ratios were analyzed for various functional dependence on the reactor 
parameters of interest. From the analysis the following isotope ratios were selected for 
the methodology to predict the reactor parameters of interest: 137Cs/133Cs, 134Cs/137Cs, 
135Cs/137Cs, 136Ba/138Ba, 150Sm/149Sm, 152Sm/149Sm, 154Eu/153Eu, 240Pu/239Pu, 241Pu/239Pu, 
and 242Pu/239Pu.  
In traditional nuclear forensic techniques the concentration of 137Cs (137Cs/U) is a 
well-known burnup monitor. 137Cs is a direct fission product with a high fission yield 
(~6.5%), which is relatively independent of fissile isotope and incident neutron energy. 
The loss mechanisms of decay and neutron capture for 137Cs are insignificant due to a 
long half-life and low neutron capture cross section, respectively. On decay the 661.7 
keV gamma ray is easily measurable. These attributes lead to the ratio of 137Cs/U 
increasing linearly with burnup, making 137Cs/U an ideal monitor for estimating burnup. 
Conversely, 133Cs is not known as a burnup monitor, likely due to it being stable. 
However, the production and loss mechanisms of 133Cs are similar to those of 137Cs, with 
the exception of decay. If stable isotopes were to be measured using mass spectrometry 
then the same attributes making the 137Cs/U ratio a useful burnup monitor will also make 
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the 133Cs/U ratio a suitable monitor for estimating burnup. These well-known properties 
of isotopic concentrations can be counterintuitive when employing intra-element isotope 
ratios. The concentration behavior of both 137Cs and 133Cs contain information on 
burnup, but the intra-element ratio of 137Cs/133Cs negates the burnup dependence. Both 
137Cs and 133Cs are produced with similar fission yields and have insignificant 
dependence on neutron energy. Assuming the irradiation or shutdown times are not large 
compared to the half-life of 137Cs, this leads to the ratio quickly approaching an 
asymptotic value close to 1 with almost no dependence on burnup or reactor type. The 
MCNP calculated ratio values of 137Cs/133Cs are shown in Fig. 1 as a function of burnup 
for the commercial reactor types in the reactor library. This behavior is quite useful 
when paired with isotopic decay. The isotope 133Cs is stable while 137Cs is radioactive, 
resulting in the 137Cs/133Cs ratio value decaying with a half-life of 30.08 y. With the 
137Cs/133Cs ratio being relatively independent of burnup and reactor type, a measured 
value of the 137Cs/133Cs ratio will indicate the time since irradiation ended for the 
irradiated material. The other ratios containing radioactive isotopes also contribute to 
determining the time since irradiation. 
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Figure 1: The 137Cs/133Cs ratio as a function of burnup. 
 
 
 
It is evident from Fig. 1 that the 137Cs/133Cs ratio for the Magnox reactor does not 
follow the expected behavior. The specific Magnox reactor modeled here was the North 
Korea Yongbyon reactor. The Yongbyon reactor has a low power density and is 
designed for low burnup irradiations.24 The simulation was carried for the fuel to reach a 
burnup of 5 GWd/MTU for comparison with the other reactor even though such a level 
of burnup is unrealistic. The low power density meant that operation had to be simulated 
for approximately 28 years in order to reach such a burnup. Thus the assumption made 
earlier regarding the irradiation time is not true for the Magnox case. This unrealistic and 
extended irradiation meant a significant amount of 137Cs was decaying during the 
irradiation and the 137Cs/133Cs ratio falling below 1. Decay during the extended 
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irradiation of the Magnox model causes unexpected behaviors in the other intra-element 
isotope ratios containing a radioactive isotope as well. 
The other cesium isotopes selected included 134Cs and 135Cs. In the mass 134 
fission yield chain 134Cs is blocked by stable 134Xe, and the production from fission is 
negligible. Thus, 134Cs is produced from radiative capture on 133Cs. As noted, the 
concentration of 133Cs increases linearly with burnup meaning the rate of change of 134Cs 
increases with burnup. As a result the 134Cs/137Cs ratio is expected to behave fairly 
linearly with burnup. This behavior is generally observed in Fig. 2, excluding the 
Magnox, NRX, and FBR models. The half-life of 134Cs is approximately 2.06 years and 
the long irradiation times required to simulate the Magnox, NRX, and FBR blanket 
materials to the selected burnup level cause the unexpected behaviors. The 134Cs/137Cs 
ratio serves to demonstrate a ratio which contributes to resolving burnup. 
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Figure 2: The 134Cs/137Cs ratio as a function of burnup. 
 
 
 
The two main production mechanisms of 135Cs are the radiative capture on 134Cs 
and the decay of 135Xe. Due to the relatively small concentration of 134Cs, the production 
of 135Cs is dominated by the decay of 135Xe. As will be discussed in Section 7.1, the 
competition of neutron capture versus decay for 135Xe results in the concentration of 
135Cs being inversely related to the thermal neutron flux magnitude. The loss 
mechanisms of stable 135Cs are negligible meaning the concentration will be linear with 
burnup and inversely related to the thermal neutron flux magnitude. Similar to the 
137Cs/133Cs ratio, with both 135Cs and 137Cs behaving linearly with burnup the ratio 
135Cs/137Cs will reach a constant value. However, due to the behavior of 135Cs the 
constant value of 135Cs/137Cs will be inversely related to the thermal neutron flux 
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magnitude. The 135Cs/137Cs ratio as a function of burnup is shown in Fig. 3 and serves to 
demonstrate a ratio which contributes to resolving reactor type. 
 
 
 
Figure 3: The 135Cs/137Cs ratio as a function of burnup. 
 
 
 
Figure 4 displays the 136Ba/138Ba ratio as a function of burnup. The general trend 
is similar to that of the 134Cs/137Cs ratio, with the stable 136Ba/138Ba ratio being fairly 
linear with burnup, and the main distinction being the inverse relation to the thermal flux 
magnitude. The similarity in the ratio stems from the similar production mechanisms of 
the individual isotopes. Analogous with 137Cs, 138Ba is the stable nuclide of the mass 138 
chain, and has minimal loss mechanisms resulting in the production being linear with 
burnup. The behavior of the concentration of 136Ba is discussed in more detail in Section 
7.1. The production of 136Ba results from the decay of 136Cs which is primarily produced 
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via the neutron capture on 135Cs, and is thus inversely related to the thermal neutron flux 
magnitude. 
 
 
 
Figure 4: The 136Ba/138Ba ratio as a function of burnup. 
 
 
 
A good example of a characteristic ratio useful for determining reactor type is 
150Sm/149Sm. 150Sm and 149Sm are stable isotopes and their ratio increases with 
increasing fuel burnup with a large dependency on the neutron energy spectrum. This 
behavior is due to the radiative capture cross-section of the well-known fission product 
neutron poison, 149Sm, which has a large reaction cross-section for thermal neutron 
absorption in a reactor. The large thermal neutron capture cross-section for 149Sm leads 
to the concentration of 149Sm reaching a constant equilibrium value, while the 
concentration of 150Sm is produced linearly with burnup and directly related to the 
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thermal neutron flux magnitude. Figure 5 shows the 150Sm/149Sm ratio which is produced 
linearly with burnup. The 150Sm/149Sm ratio is plotted on a semi-logarithmic scale in 
Fig. 6, as to highlight the grouping and separation of the reactor types. The 150Sm/149Sm 
ratio value is orders of magnitude larger in the thermal reactors than in the fast reactor, 
FBR, as well as separating amongst the natural uranium fueled thermal reactors and the 
enriched uranium fueled PWRs. The 152Sm/149Sm ratio, presented in Fig. 7, similarly has 
a ratio behavior which is fairly linear with burnup and directly related to the magnitude 
of the thermal neutron flux. 
 
 
 
Figure 5: The 150Sm/149Sm ratio as a function of burnup. 
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Figure 6: The 150Sm/149Sm ratio as a function of burnup plotted on a semi-logarithmic 
scale. 
 
 
 
 
Figure 7: The 152Sm/149Sm ratio as a function of burnup. 
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As the stable nuclide of mass chain 153, 153Eu is produced as a fission product 
and from the radiative capture on 152Eu. Blocked by stable 154Sm, the only significant 
production mechanism for 154Eu is from the radiative capture on 153Eu. The only loss 
mechanism of 154Eu during irradiation, other than decay, is the radiative capture on 154Eu 
itself. The 154Eu(n,γ)155Eu cross section is significantly larger than the 153Eu(n,γ)154Eu 
cross-section. At a low level of burnup the 154Eu/153Eu ratio, plotted in Fig. 8, is 
monotonically increasing with burnup. However, as burnup and the concentration of 
154Eu increases, the 154Eu neutron capture reaction rate will approach that of the 153Eu 
neutron capture reaction rate, and the 154Eu/153Eu ratio will approach an asymptotic 
value. 
 
 
 
Figure 8: The 154Eu/153Eu ratio as a function of burnup. 
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The production of plutonium during irradiation begins with the radiative capture 
on 238U which produces 239Pu following two subsequent beta decays. The loss of 239Pu 
stems from neutron absorption on 239Pu which splits into fission and capture. In the case 
of neutron capture on 239Pu the higher plutonium isotope, 240Pu, is produced, and further 
repetitions of the neutron capture reaction lead to the production of 241Pu and 242Pu.  
Due to a resonance in the 238U cross-section for neutron capture, the production 
of 239Pu is driven by the epi-thermal neutron flux. Given that the concentration of 238U is 
relatively unchanged during irradiation, the rate of production of 239Pu remains constant. 
The total neutron absorption cross-section for 239Pu is significantly larger than that of 
238U at thermal neutron energies. As the concentration of 239Pu increases so does the rate 
of loss of 239Pu. As a result the concentration of 239Pu, when plotted as a function of 
burnup on the X-axis, has a square root of X shape. Conversely, 240Pu being produced 
directly from a 239Pu loss mechanism has a shape resembling burnup squared. Following 
the further neutron capture reactions producing 241Pu and 242Pu, the production shapes 
for 241Pu and 242Pu resemble burnup cubed and burnup to the fourth, respectively. 
Dividing each plutonium isotope by 239Pu, the intuitive form for the ratios of 240Pu/239Pu, 
241Pu/239Pu, and 242Pu/239Pu are observed in Fig. 9, Fig. 10, and Fig. 11, respectively. The 
ratio of 240Pu/239Pu has a shape which is linear with burnup, the ratio of 241Pu/239Pu 
follows a burnup squared shape, and the ratio of 242Pu/239Pu follows a burnup cubed 
shape. The 242Pu/239Pu ratio is plotted on a semi-logarithmic scale in Fig. 12, as to 
highlight the grouping and separation of the reactor types. 
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Figure 9: The 240Pu/239Pu ratio as a function of burnup. 
 
 
 
 
Figure 10: The 241Pu/239Pu ratio as a function of burnup. 
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Figure 11: The 242Pu/239Pu ratio as a function of burnup. 
 
 
 
 
Figure 12: The 242Pu/239Pu ratio as a function of burnup plotted on a semi-logarithmic 
scale. 
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 All the plutonium isotope ratios work at distinguishing amongst the reactor types. 
The 240Pu/239Pu ratio clearly distinguishes the natural uranium fueled thermal reactors, 
whereas the 241Pu/239Pu and 242Pu/239Pu ratios group and separate the natural uranium 
thermal reactors, enriched uranium thermal reactor, and fast reactor. For harder neutron 
spectra, the produced plutonium is of a better quality (greater concentration of 239Pu). 
Given a neutron absorption, the higher incident neutron energy results in fission being 
more probable than radiative capture, and thus less production of the higher mass 
plutonium isotopes. 
The step-wise depiction in this section was to illustrate the link between the intra-
element isotope ratios and parameters of interest. However, the methodology developed 
simultaneously compares the entire set of isotope ratios. The relation between an intra-
element isotope ratio and the parameters which it contributes to resolving will be case 
specific; however the general parameter information retained in each ratio is highlighted 
in Table 1. 
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Table 1: Parameters resolved by each intra-element isotope ratio. 
Intra-Element Isotope Ratio Parameters Resolved 
137Cs/133Cs Time Since Irradiation 
134Cs/137Cs Burnup, Time Since Irradiation 
135Cs/137Cs Reactor-Type, Time Since Irradiation 
136Ba/138Ba Burnup, Reactor Type 
150Sm/149Sm Burnup, Reactor Type 
152Sm/149Sm Burnup, Reactor Type 
154Eu/153Eu Burnup, Reactor Type, Time Since Irradiation 
240Pu/239Pu Burnup, Reactor Type 
241Pu/239Pu Burnup, Reactor Type, Time Since Irradiation 
242Pu/239Pu Burnup, Reactor Type 
 
 
2.2 Maximum Likelihood Calculation as a Characterization Method 
The developed reactor-type discrimination methodology utilizes a library 
comparison approach coupled with a maximum likelihood calculation. Computational 
burnup simulations were performed for each reactor model to create a reactor-dependent 
library of values for the ten intra-element isotope ratios of interest as a function of 
burnup and time since irradiation, the details of which are described in Section 3.4. 
According to Bayes’ theorem on random variables,25 for an unknown parameter, 
θ, and observation, Χ, the posterior is proportional to the prior times the likelihood, as 
depicted in Eq. 2. 
𝑝(𝜃|Χ) ∝ 𝑝(𝜃)𝑝(Χ|𝜃)                                                (2) 
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Applying Bayes’ theorem and Eq. 2 to the reactor-type discrimination 
methodology, the posterior which we are calculating, shown in Eq. 3 is proportional to 
the probability of the reactor-type model (M), burnup (Bu), and time since irradiation 
(TSI) given the set of measured intra-element isotope ratio values (rmes).  
𝑝(𝑀, 𝐵𝑢, 𝑇𝑆𝐼|𝑟𝑚𝑒𝑠) ∝ 𝑝(𝑀, 𝐵𝑢, 𝑇𝑆𝐼)𝑝(𝑟𝑚𝑒𝑠|𝑀, 𝐵𝑢, 𝑇𝑆𝐼)                    (3) 
Here, the likelihood, 𝑝(𝑟𝑚𝑒𝑠|𝑀, 𝐵𝑢, 𝑇𝑆𝐼), is the probability of a measured set of isotope 
ratios being produced from a given reactor-type model and parameters. We assume a 
uniform distribution prior, 𝑝(𝑀, 𝐵𝑢, 𝑇𝑆𝐼), which means that all reactor-type models as 
well as values for burnup and time since irradiation are equally likely. 
The maximum likelihood calculation utilizes the product of probability density 
values generated from reactor model simulations compared with a measured ratio value. 
This product is proportional to the probability that a given model with given parameters 
would result in observing the measured set of intra-element isotope ratio values. The 
largest likelihood value will be indicative of the most likely reactor model, burnup, and 
time since irradiation which corresponds to the set of simulated intra-element isotope 
ratios that most closely matches the set of measured intra-element isotope ratios. The 
log-likelihood is the natural logarithm of the likelihood equation. By using the log-
likelihood, computational overflow errors were avoided in the calculation. The 
likelihood, L,26 and log-likelihood, Log L, of reactor model, M, with burnup, Bu, and 
time since irradiation, TSI, matching the measured set of intra-element ratios, 𝑟𝑚𝑒𝑠, can 
be written as: 
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𝐿(𝑀, 𝐵𝑢, 𝑇𝑆𝐼|𝑟𝑚𝑒𝑠) ∝ 𝐿(𝑟𝑚𝑒𝑠|𝑀) = ∏
1
𝜎𝑗,𝑠𝑖𝑚√2𝜋
𝑛
𝑗=1 𝑒𝑥𝑝 {−
(𝑟𝑗,𝑚𝑒𝑠−𝑟𝑗,𝑠𝑖𝑚)
2
2𝜎𝑗,𝑠𝑖𝑚
2 }        (4) 
𝐿𝑜𝑔 𝐿(𝑀, 𝐵𝑢, 𝑇𝑆𝐼|𝑟𝑚𝑒𝑠) = ∑ [𝑙𝑜𝑔 (
1
𝜎𝑗,𝑠𝑖𝑚√2𝜋
) −
(𝑟𝑗,𝑚𝑒𝑠−𝑟𝑗,𝑠𝑖𝑚)
2
2𝜎𝑗,𝑠𝑖𝑚
2 ]
𝑛
𝑗=1              (5) 
Where:  
rj,mes = j
th intra-element isotope ratio (for example 137Cs/133Cs) in a set of n 
measured intra-element ratios 
rj,sim = j
th intra-element isotope ratio in a set of n simulated intra-element ratios 
from model, M, within the reactor library 
σj,sim = the simulation uncertainty associated with the j
th intra-element ratio value 
from the set, rsim 
The logarithm is a strictly increasing function thus, the set of simulated intra-
element isotope ratio values which maximizes the likelihood is also the same set of 
simulated values which maximizes the log-likelihood. 
By using the propagation of uncertainty, the variance in the log-likelihood in 
Eq. 5 can be calculated. With the log-likelihood being a function of two variables, Log-
L(rmes,rsim), the variance can be expanded as: 
𝜎𝐿𝑜𝑔 𝐿
2 = (
𝜕 𝐿𝑜𝑔 𝐿
𝜕 𝑟𝑚𝑒𝑠
)
2
× 𝜎𝑗,𝑚𝑒𝑠
2 + (
𝜕 𝐿𝑜𝑔 𝐿
𝜕 𝑟𝑠𝑖𝑚
)
2
× 𝜎𝑗,𝑠𝑖𝑚
2                            (6) 
Taking the partial derivative of the log-likelihood, Eq. 5, with respect to rmes yields: 
𝜕
𝜕 𝑟𝑚𝑒𝑠
(∑ [𝑙𝑜𝑔 (
1
𝜎𝑗,𝑠𝑖𝑚√2𝜋
) −
(𝑟𝑗,𝑚𝑒𝑠−𝑟𝑗,𝑠𝑖𝑚)
2
2𝜎𝑗,𝑠𝑖𝑚
2 ]
𝑛
𝑗=1 ) = ∑ −
(𝑟𝑗,𝑚𝑒𝑠−𝑟𝑗,𝑠𝑖𝑚)
𝜎𝑗,𝑠𝑖𝑚
2
𝑛
𝑗=1          (7) 
Taking the partial derivative of the log-likelihood, Eq. 5, with respect to rsim yields: 
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𝜕
𝜕 𝑟𝑠𝑖𝑚
(∑ [𝑙𝑜𝑔 (
1
𝜎𝑗,𝑠𝑖𝑚√2𝜋
) −
(𝑟𝑗,𝑚𝑒𝑠−𝑟𝑗,𝑠𝑖𝑚)
2
2𝜎𝑗,𝑠𝑖𝑚
2 ]
𝑛
𝑗=1 ) = ∑
(𝑟𝑗,𝑚𝑒𝑠−𝑟𝑗,𝑠𝑖𝑚)
𝜎𝑗,𝑠𝑖𝑚
2
𝑛
𝑗=1           (8) 
Thus, the variance in the log-likelihood can be written as: 
𝜎𝐿𝑜𝑔 𝐿
2 = ∑ (
(𝑟𝑗,𝑚𝑒𝑠−𝑟𝑗,𝑠𝑖𝑚)
𝜎𝑗,𝑠𝑖𝑚
2 )
2
× (𝜎𝑗,𝑚𝑒𝑠
2 + 𝜎𝑗,𝑠𝑖𝑚
2 )𝑛𝑗=1                          (9) 
where, 𝜎𝑗,𝑚𝑒𝑠
  is the measurement uncertainty associated with the jth intra-element ratio 
value from the set, rmes. The likelihood value will be used for visualization, whereas the 
log-likelihood value and uncertainty in the log-likelihood will be used to identify the 
most likely reactor model and associated parameters that could have produced the 
measured material. 
Figure 13 depicts a visualization of the developed reactor-dependent intra-
element isotope ratio library. For each reactor model, a 500 burnup step x 5000 time 
since irradiation step matrix is created, both of which are discussed in Section 3.4. At 
each point on the matrix, the ten simulated intra-element isotope ratios corresponding to 
the burnup and time since irradiation are compared to the set of ten measured ratios 
using Eq. 5. The result is a log-likelihood value at each point on the reactor-dependent 
matrix. The location of the maximum log-likelihood value corresponds with the 
predicted values of burnup and time since irradiation. The largest log-likelihood value 
among the reactor types will indicate the most likely reactor to be the source of the 
measured material. 
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Figure 13: Visualization of the reactor-dependent intra-element isotope ratio library. 
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3. MCNP MODELING AND REACTOR LIBRARY 
3.1 Monte Carlo N-Particle (MCNP) Transport Code 
Each reactor model contained in the reactor library was developed and simulated 
using one of two versions of the Monte Carlo radiation transport codes, MCNPX 
Version 2.727 and MCNP628. MCNP is a general-purpose, continuous-energy, 
generalized-geometry Monte Carlo radiation-transport code designed to track particle 
interactions.28 The user creates an input file containing information regarding geometry 
specifications, material descriptions, selection of interaction cross-section evaluations, 
location and characteristics of the radiation particle source, type of output information 
desired, and any variance reduction techniques if applicable.28  
The Monte Carlo method is a numerical analysis technique which uses random 
sampling procedures to construct the solution of a physical problem. A stochastic model 
estimates the statistical numerical answers to the problem by sampling from appropriate 
probability distributions, in this case the Boltzmann Transport Equation.29 The Monte 
Carlo method in MCNP simulates the process of nuclear particle interactions with matter 
by sampling, via random numbers, probability distributions calculated from transport 
data.30 
                                                 
 Reprinted with permission from “Nuclear Forensics Methodology for Reactor-Type Attribution of 
Chemically Separated Plutonium” by J.M. Osborn et al., 2017. Nucl. Tech., 201, 1-10, Copyright 2017 by 
American Nuclear Society. 
 Reprinted with permission from “Computational and experimental forensics characterization of weapons-
grade plutonium produced in a thermal neutron environment” by J.M. Osborn et al., 2018. Nucl. Eng 
Technol., 50, 820-828, Copyright 2018 by Korean Nuclear Society. 
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The MCNP code must have an abundant supply of random numbers uniformly 
distributed between 0 and 1. Each particle is followed from birth to the particle’s death 
or escape from the system, with random sampling of probability distributions contained 
in the radiation transport equation to determine the outcome at each step of the particle’s 
life.29 Events in the life of a particle may include the distance between collisions, 
collision nuclide selection, and nuclear reaction selection. Probabilities at each event are 
calculated based on physics, transport data and the materials involved. A random 
number is selected at an event and applied to the probability distribution to determine the 
outcome of the event. This process is repeated along the particle’s life with a particle’s 
death coming from absorption or leakage from the system. As a large number of particle 
life histories are tracked, the average particle behavior better simulates the physical 
process.30 
The MCNP code indirectly solves the integral form of the Boltzmann Transport 
Equation by simulating individual particle life histories and averaging the behavior of a 
large number of particles using the Monte Carlo numerical method. Monte Carlo is well 
suited for solving complicated three-dimensional, time-dependent problems,30 making 
MCNP suitable for use in this research work. 
3.2 CINDER90 Depletion 
 During the operation of a nuclear reactor, the fuel materials will undergo changes 
to the isotopic composition, due to neutron interactions. The neutron reaction cross-
sections with the fuel isotopes along with the neutron flux in the reactor will dictate the 
rate of change of the isotopic composition. The temporal change in isotopic 
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compositions further alter the subsequent reaction rates. As a result, it is essential to 
capture the temporal isotopic concentrations of the materials in the reactor in order to 
accurately simulate reactor operation through fuel burnup.31  
Both versions of the MCNP code used in this study calculate fuel burnup via the 
integrated depletion/burnup module, CINDER-90.32 Fuel depletion/burnup calculations 
are a linked process involving neutron flux and reaction rate calculations in MCNP and 
nuclide depletion calculations in CINDER90. MCNP performs a steady-state calculation 
to determine a 63-group neutron flux, which is energy-integrated with nuclide transport 
cross-sections resulting in reaction rates. CINDER90 takes the MCNP-generated data, 
neutron fluxes and reaction rates, and performs the depletion calculation to obtain new 
isotopic compositions for the next burnup time step. This process is repeated for each 
burnup time step, specified by the user, until the entire burnup simulation is completed.32 
Upon completion of the burnup calculation, MCNP will provide an output containing the 
neutronics and burnup data for the spent fuel, including criticality, average neutrons 
released per fission, average energy released per fission, level of burnup, and isotopics 
of the spent fuel. 
Solving for the temporal change in an isotope composition requires accounting 
for the nuclear reactions which cause production or loss of the nuclide, and may be 
described by the Bateman equations.31 A simplified form of the Bateman equations for a 
specified isotope is:31,32 
𝑑𝑁𝑖
𝑑𝑡
=  −𝑁𝑖(𝑡)𝛽𝑖 +  𝑌𝑖 + ∑ 𝑁𝑘(𝑡)𝛾𝑘⟶𝑖                                    (10) 
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Where: 
𝑑𝑁𝑖
𝑑𝑡
 = time-dependent change in isotope i 
𝑁𝑖(𝑡) = the time-dependent atom density of isotope i 
𝛽𝑖 = the total transmutation probability of isotope i 
𝑌𝑖 = production of isotope i via an external source 
𝛾𝑘⟶𝑖 = the probability of an isotope k transmuting, by decay or absorption, into 
 isotope i 
Equation 10 is nonlinear because the transmutation probabilities rely on the time-
integrated flux, which is also reliant upon the time-dependent isotope compositions.32 To 
make the equation linear, the assumption must be made that the transmutation 
probabilities, and thus neutron flux, remain constant over the burnup time step. This 
assumption requires attention when selecting the number and duration of burnup time 
steps. A larger number of steps will lead to a larger computational run time. However, a 
time step with too long of a duration will not be appropriate for assuming the neutron 
flux and transmutation probabilities are constant for the time step. In CINDER90, the set 
of coupled differential equations is reduced to a set of linear differential equations using 
the Markov Linear Chain method.31 Linear chains are created for each isotope 
transmutation path and generate Eq. 11, where 𝛾𝑖−1 is the transmutation probability of 
forming isotope 𝑁𝑖.
32 
𝑑𝑁𝑖
𝑑𝑡
=  −𝑁𝑖(𝑡)𝛽𝑖 +  𝑌𝑖 + 𝑁𝑖−1(𝑡)𝛾𝑖−1                                     (11) 
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The solution to each linear chain determines a partial isotope composition, which 
is then summed to obtain the total isotope inventory. Due to the use of these linear 
chains, the isotopic inventory is only coupled to preceding elements in the sequence, 
where the parameters are assumed known.31 The general solution to such a linear 
sequence is as follows in Eq. 12.31,32 
𝑁𝑛(𝑡) =  ∏ 𝛾𝑘 {𝑌𝑚 [
1
∏ 𝛽𝑙
𝑛
𝑙=1
− ∑
𝑒
−𝛽𝑗𝑡
∏ (𝛽𝑖−𝛽𝑗)
𝑛
𝑖=1,≠𝑗
𝑛
𝑗=1 ] + 𝑁1
0 ∑
𝑒
−𝛽𝑗𝑡
∏ (𝛽𝑖−𝛽𝑗)
𝑛
𝑖=1,≠𝑗
𝑛
𝑗=1 }
𝑛−1
𝑘=1       (12) 
3.3 Predicting Stochastic Error in Isotope Concentrations 
As mentioned in the previous section, fuel burnup/depletion calculations are a 
coupled process between MCNP and CINDER90. MCNP calculates steady-state neutron 
flux and reaction rates, and provides CINDER90 with the neutron reaction rate data 
necessary to perform burnup/depletion calculations and predict isotopic concentrations 
for the next time step. 
The MCNP portion of each burn step calculates isotope-specific reaction rates as 
well as the error associated with each reaction rate. However, the reaction rate errors are 
not used by CINDER-90 when calculating burnup and isotopic concentrations, and thus 
the errors in such predictions are not propagated through MCNP burnup simulations. An 
error in the simulated prediction of each isotopic concentration must be assumed. For the 
maximum likelihood analysis presented in Section 9, a 10% simulation error was 
assumed for the concentration of each isotope. Propagated together, this leads to an error 
of approximately 14% as the uncertainty for each simulated ratio value. 
 While an error in the simulated isotopic concentrations was assumed for the 
maximum likelihood analysis in Section 9, we desired to outline a framework for how 
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the user may determine the stochastic error in the simulated isotopic concentrations. This 
is made possible by using results of the isotopic reaction rates and reaction rate errors 
obtained at each step of a burnup simulation. With a knowledge of all the important 
reactions which contribute to the production and loss of a specific isotope, the significant 
reaction rates and errors can be manually propagated together and through each time 
step. Here we have used the reaction rate errors to estimate the stochastic error in the 
predicted burnup, which is synonymous with the predicted 137Cs concentration, and the 
total plutonium mass from the simulations of the experimental irradiations at HFIR and 
MURR. 
 137Cs is a direct fission product since the precursors to 137Cs are short lived and 
have negligible capture cross sections. The contribution from the radiative capture on 
136Cs is negligible, thus the cumulative fission yield can be considered the only 
production mechanism of 137Cs. The cross-section for any loss of 137Cs is negligible with 
the only loss mechanism for 137Cs being decay (t1/2 = 30.08 y). The time derivative and 
time integral expressions for the production of 137Cs during irradiation are as follows: 
𝑑
𝑑𝑡𝑖
( 𝐶𝑠137 (𝑡𝑖)) = 𝑁𝑓𝑢𝑒𝑙 ∗ 𝑉𝑓𝑢𝑒𝑙 ∗ 𝜎𝑓𝑖𝑠𝑠𝑖𝑜𝑛 ∗ 𝜑 ∗ 𝑌137 − 𝐶𝑠
137 (𝑡𝑖) ∗ 𝜆137𝐶𝑠            (13) 
𝐶𝑠137 (𝑡𝑖) = 𝑁𝑓𝑢𝑒𝑙 ∗ 𝑉𝑓𝑢𝑒𝑙 ∗ 𝜎𝑓𝑖𝑠𝑠𝑖𝑜𝑛 ∗ 𝜑 ∗ 𝑌137(1 − 𝑒
−𝜆137𝐶𝑠∗𝑡𝑖)                    (14) 
Where: 
 𝑁𝑓𝑢𝑒𝑙 = the atom density of the fuel (atoms/cm
3) 
 𝑉𝑓𝑢𝑒𝑙 = the volume of the fuel (cm
3) 
 𝜎𝑓𝑖𝑠𝑠𝑖𝑜𝑛 = the microscopic fission cross-section (cm
2/atom) 
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 𝜑 = the neutron flux (n/cm2-s) 
 𝑌137 = the cumulative fission yield fraction for 
137Cs 
 𝜆137𝐶𝑠 = is the radioactive decay constant for 
137Cs (s-1) 
137Cs will decay following the completion of irradiation. Ignoring the loss during 
irradiation due to decay, the concentration of 137Cs depends on total fissions and the 
fission yield. If we assume the fission yield for 137Cs is similar among all fissioning 
isotopes then the 137Cs production and error is proportional to the total fission rate and 
error.  
At each burn step, the total step fissions as well as the step fission error were 
calculated by summing the fission reaction rates for all fissioning isotopes, propagating 
the isotope fission reaction rate errors, and multiplying each by the step duration.  
𝑆𝑡𝑒𝑝 𝐹𝑖𝑠𝑠𝑖𝑜𝑛𝑠 =  [∑ (𝑛, 𝑓𝑖𝑠𝑠𝑖𝑜𝑛)𝑖𝑖 ] × 𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛                         (15) 
𝑆𝑡𝑒𝑝 𝐹𝑖𝑠𝑠𝑖𝑜𝑛 𝐸𝑟𝑟𝑜𝑟 =  √∑ {(𝑛, 𝑓𝑖𝑠𝑠𝑖𝑜𝑛)𝑖 × 𝑅𝐸𝑖}𝑖
2
× 𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛            (16) 
Where: 
(𝑛, 𝑓𝑖𝑠𝑠𝑖𝑜𝑛)𝑖 = the fission rate for fissioning isotope, i (fissions/s)  
𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛 = the step duration (s) 
𝑅𝐸𝑖 = the fission rate relative error for fissioning isotope, i 
Next, the total fissions and total fission error for each burn step was propagated 
through the entire burnup simulation, resulting in a calculated stochastic relative error in 
the total fissions from the MCNP simulation. This stochastic relative error in the total 
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fissions will equally be the stochastic relative error in the predicted 137Cs concentration 
and the predicted burnup. 
𝑇𝑜𝑡𝑎𝑙 𝐹𝑖𝑠𝑠𝑖𝑜𝑛𝑠 = ∑ (𝑆𝑡𝑒𝑝 𝐹𝑖𝑠𝑠𝑖𝑜𝑛𝑠)𝑁𝑢𝑚𝑏𝑒𝑟
𝑜𝑓 𝑆𝑡𝑒𝑝𝑠
                            (17) 
𝑇𝑜𝑡𝑎𝑙 𝐹𝑖𝑠𝑠𝑖𝑜𝑛 𝐸𝑟𝑟𝑜𝑟 = √∑ (𝑆𝑡𝑒𝑝 𝐹𝑖𝑠𝑠𝑖𝑜𝑛 𝐸𝑟𝑟𝑜𝑟)
2
𝑁𝑢𝑚𝑏𝑒𝑟
𝑜𝑓 𝑆𝑡𝑒𝑝𝑠
               (18) 
For the predicted mass of plutonium, a similar process was followed by 
propagating the reaction rates and reaction rate errors for the neutron capture on 238U and 
the fission of 239Pu, the primary production and loss mechanisms for plutonium, 
respectively. All other reaction rates leading to the production or loss of plutonium are 
several order of magnitudes lower, and insignificant in calculating the mass of plutonium 
production at a low level of burnup. The calculated stochastic errors are present due to 
the random nature of the Monte Carlo calculation, and do not include systematic errors 
within the model and simulation. The stochastic error refers only to the precision of the 
calculation itself and not the accuracy of the results compared to the true physical value. 
To assess the accuracy requires detailed information regarding systematic uncertainties 
in cross-section data, yield data, modeling, and approximations.30 The process of 
propagating errors from multiple time steps verifies the assumption that a larger number 
of time steps within a burnup calculation yields a stochastically more precise result. 
3.4 Reactor Library 
Reactor operation of each model was simulated to a burnup of approximately 
5 GWd/MTU, expanded to 500 burnup intervals by linear interpolation, and used to 
generate the intra-element isotope ratio values, discussed in Section 2.1, in the irradiated 
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fuel as a function of burnup. For isotopes having short-lived precursors, at each burn 
step the short-lived precursors were summed with the isotope of interest. This allows the 
ratio values, as a function of burnup, to be representative of a measured value at a later 
measurement date. A set of decay equations calculates the intra-element isotope ratios 
from each burnup interval as a function of time since irradiation ended ranging from 0 to 
5000 days (1-day intervals). Consequently, for each reactor model, the reactor-dependent 
library consists of a 500 burnup step x 5000 time since irradiation step matrix containing 
values of the set of intra-element isotope ratios. 
The reactor library consists of seven power reactor-type models. These common 
power reactors all have an ability to produce weapons-useable plutonium by discharging 
irradiated fuel at a burnup less than 5 GWd/MTU. FBRs can produce weapons-useable 
plutonium in the depleted uranium dioxide (DUO2) blanket material, the region which 
surrounds the core. Under normal reactor operation, the blanket assemblies are designed 
to be discharged at a low fuel burnup less than 2.0 GWd/MTU.33 Previous work has 
estimated that about 140 kg of weapons-useable plutonium will be produced in the 
blankets of an FBR each year.34,35 Therefore, any country operating an FBR will be 
generating significant quantities of weapons-useable plutonium in the blanket material. 
The core characteristics for the FBR modeled here are readily available via open 
literature.33,34 FBR burnup simulations were performed for the DUO2 radial blanket 
where plutonium is produced. Although this level of burnup is impractical for the 
blanket region of an FBR; the FBR model simulated the fuel burnup of the blanket 
material to approximately 5 GWd/MTU for comparison with the other reactors. 
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Figure 14 provides an FBR core map highlighting the inner and outer “driver” cores, as 
well as the DUO2 fueled radial blanket. Figure 15 illustrates an MCNP rendering of an 
FBR radial blanket assembly. 
 
 
 
Figure 14: FBR core map. 
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Figure 15: A radial cross section of an FBR radial blanket assembly in MCNP. 
 
 
 
Natural uranium fueled reactors are a proliferation concern due to their 
proficiency at producing plutonium. Natural uranium fuel has a lower reactivity worth 
than enriched uranium, leading to the need for natural uranium reactors to be refueled 
more frequently and at a lower burnup. As a result the design of most natural uranium 
reactors incorporates an online refueling capability, which has an inherent susceptibility 
to discharging fuel at lower than normal burnup for diversion of weapons-usable 
plutonium. A design hurdle among natural uranium fueled reactors is that normal (light) 
water cannot be used for the neutron moderator and still maintain the neutron economy 
necessary for sustained criticality, due to neutron absorption losses in light water. Two 
alternative moderator materials typically used in natural uranium reactors are heavy 
water (deuterium oxide) or graphite. The 40-MWth Canadian NRX reactor and the 182-
MWth British Magnox reactor were the first natural uranium fueled heavy-water 
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moderated and graphite moderated reactor designs, respectively. Both of these were 
originally designed for the purpose of producing plutonium for weapons programs.36,37  
Several states have used heavy-water reactors to expand their plutonium 
production capabilities.38 Israel’s Dimona reactor, Pakistan’s Khushab reactors, and 
India’s CIRUS and DHRUVA reactors are all based off the NRX reactor design and all 
operated outside of international safeguards.38,39,40,41,42 Each of these NRX-type reactors 
is predicted to have the ability to produce 7 kg or more of plutonium per year.38 The 
NRX reactor modeled for the current study was Iran’s IR-40.38,43 An MCNP rendering of 
the IR-40 fuel assembly is shown in Fig. 16. The 40 MWth NRX-type IR-40 reactor at 
Arak was anticipated to be completed and operating by 2014.44 As part of the process 
leading to the conclusion of the Joint Comprehensive Plan of Action in 2015, Iran halted 
construction on the IR-40 in 2013.45  
 
 
 
Figure 16: A radial cross section of a NRX fuel assembly in MCNP. 
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In 1986 North Korea completed development of a smaller version of the British 
Magnox reactor at Calder Hall based on declassified design information.24 The 
Yongbyon reactor has a thermal power output of 25 MWth and utilizes natural uranium 
fuel, graphite for moderation, and carbon dioxide for cooling. The Yongbyon reactor has 
been the sole source of plutonium for the North Korean weapons program. Under normal 
operation it is estimated that the Yonbyon Magnox-type reactor can produce 
approximately 6 kg of plutonium per year.24 The Magnox reactor modeled in this study 
was the Yongbyon reactor, and the MCNP core map displayed in Fig. 17.37,46  
 
 
 
Figure 17: Magnox core map in MCNP. 
 
 
 
The majority of India’s operating power reactors are PHWRs. For some of these 
PHWRs which have not been placed under IAEA safeguards, they could serve a dual 
purpose of energy production as well as non-civilian plutonium production. The PHWR 
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has a primary purpose of electricity generation and typically discharges fuel at a burnup 
of 7.5 GWd/MTU. However, similar to the other natural uranium fueled reactors, the 
PHWR has an online refueling capability which leads to a susceptibility for fuel to be 
discharged at a low burnup to obtain weapons-useable plutonium. The specific PHWR-
type reactor modeled in the current study was an Indian 220-MWe PHWR.47 A cross 
section view of the PHWR fuel assembly in MCNP is illustrated in Fig. 18. 
 
 
 
Figure 18: A radial cross section of a PHWR fuel assembly in MCNP. 
 
 
 
PWR fuel typically reach a higher average burnup of 45 GWd/MTU. Unlike 
PHWRs, PWRs cannot be refueled during reactor operation. The theorized situation in 
which a PWR would result in weapons-useable plutonium production would be an 
unplanned reactor shutdown during which low-burnup fuel assemblies may be diverted. 
The AP100048 was modeled to represent the PWR, and the cross section view of a PWR 
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fuel assembly in MCNP is illustrated in Fig. 19. PWR burnup simulations were 
performed for fuel assemblies at enrichments of 2.35 wt%, 3.4 wt%, and 4.45 wt% 235U.  
 
 
 
Figure 19: A radial cross section of a PWR fuel assembly in MCNP. 
 
 
 
The three-dimensional reactor core models of these power reactors were created 
based on publicly available information from literature. The effects of refueling and the 
presence of control rods are not included in these simulations. This research focuses on 
the core averaged fission product and plutonium concentrations as a function of burnup. 
While axial and radial special discrepancies within a reactor core may exist for isotopic 
concentrations as a function of burnup, it is assumed these special differences will be 
less significant than the differences between the different reactor types. 
In addition to these power reactor-types, the reactor library includes two 
simulations of the experimental irradiations performed at HFIR and MURR for use in 
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the validation study of the nuclear forensics methodology. The HFIR core was 
developed by ORNL for reactor cycle 40049 and provided as part of support for the 
experimental irradiation. The model was modified to include the DUO2 fuel discs and 
gadolinium capsule in the irradiation location. The HFIR model was used to produce 
best estimate values for the material isotopics at the end of the experimental irradiation. 
Additionally, the HFIR model simulation was extended past the known irradiation to a 
burnup of approximately 5 GWd/MTU for consistency within the reactor library. Details 
of the experimental irradiation at HFIR can be found in Section 4 as well as Swinney et 
al.13,14 The MURR core was developed based on reactor characteristics found in the 
2006 MURR Safety Analysis Report (SAR).50 Information on the irradiation location 
and a detailed irradiation history was provided from MURR staff. The MURR model 
was used to produce best estimate values for the material isotopics at the end of the 
experimental irradiation. Additionally, the MURR model simulation was extended past 
the known irradiation to a burnup of approximately 5 GWd/MTU for consistency within 
the reactor library. Details of the experimental irradiation at MURR are discussed in 
Section 5. The HFIR and MURR models contained in the reactor library are not 
indicative of the HFIR and MURR reactor cores, but rather the sample material 
irradiation which took place within each reactor facility. Table 2 contains some key 
parameters of the reactor cores modeled. 
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Table 2: Reactor library model characteristics.33,37,38,43,46,47,48,49,50 
Reactor Model 
Thermal Power 
(MWth) 
Fuel Type 
(at.% 235U) 
Moderator Coolant 
PWR (2.35%) a 3400 UO2 (2.35) Light Water Light Water 
PWR (3.4%) a 3400 UO2 (3.4) Light Water Light Water 
PWR (4.45%) a 3400 UO2 (4.45) Light Water Light Water 
FBR 1250 UO2 (0.25) b - Liquid Sodium 
PHWR 756 UO2 (0.72) Heavy Water Heavy Water 
NRX 40 UO2 (0.72) Heavy Water Heavy Water 
Magnox 25 
U metal w/ 
0.5% Al (0.72) 
Graphite 
Carbon 
Dioxide 
HFIR 85 UO2 (0.25) c Light Water Light Water 
MURR 10 UO2 (0.72) d 
Light Water, 
Beryllium, 
Graphite 
Light Water 
a The PWR model has fuel assemblies at three different enrichments (2.35%, 3.4%, and 
4.45% 235U enrichment). 
b The FBR has a MOX core and depleted UO2 blanket region. The material analyzed 
here is from the FBR radial blanket region. 
c The HFIR model is not indicative of the HEU-fueled HFIR core. Rather, the HFIR 
model is a simulation of the experimental irradiation at HFIR plus an extension to a 
burnup of approximately 5 GWd/MTU. 
d The MURR model is not indicative of the HEU-fueled MURR core. Rather, the 
MURR model is a simulation of the experimental irradiation at MURR plus an 
extension to a burnup of approximately 5 GWd/MTU. 
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4. MCNP SIMULATION OF THE EXPERIMENTAL DEPLETED UO2 
IRRADIATION AT HFIR 
The first experimental irradiation was designed to represent weapons-usable 
plutonium produced in the blanket of a fast breeder reactor. The High Flux Isotope 
Reactor (HFIR) at Oak Ridge National Laboratory (ORNL) was chosen to perform the 
depleted UO2 fuel sample irradiation. As with the other research reactors available to us 
for sample irradiations, the HIFR is a thermal neutron reactor. In order to replicate the 
fast neutron spectrum of an FBR blanket, the depleted UO2 fuel samples were irradiated 
within a gadolinium capsule which would absorb the thermal component of the neutron 
flux. The large neutron flux magnitude of HFIR meant that, while removing the thermal 
component of the neutron flux, the flux magnitude was large enough to reach the desired 
burnup of approximately 1 GWd/MTU in a timely manner. A recent dissertation study 
conducted by Mathew W. Swinney14 at Texas A&M University detailed the 
experimental irradiation at HFIR, MCNP simulation of the experimental irradiation at 
HFIR, and an experimental characterization of the irradiated fuel material. Information 
pertinent to the HFIR irradiated test material in addition to further developments of the 
MCNP simulation are contained here. 
4.1 Fuel Sample Description 
The six fuel samples were depleted UO2 discs fabricated by ORNL using 
uranium (0.2562 wt% 235U) powder supplied by AREVA. Table 3 contains the actual 
disc characterization reported by ORNL. Six identical discs were modeled in the MCNP 
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simulation. The modeled disc had dimensions of 0.02 cm in thickness and 0.153 cm in 
radius, with a density of 10.5 g/cm3 and mass of 15.4 mg. 
 
 
Table 3: Depleted UO2 disc characterization. 
Disc Mass (g) Radius (cm) 
Thickness 
(cm) 
Density (g/cc) 
01A 0.0135 0.140 0.0223 9.90 
01B 0.0139 0.140 0.0217 10.33 
03A 0.0144 0.141 0.0228 10.11 
05A 0.0157 0.138 0.0260 10.17 
05B 0.0132 0.138 0.0209 10.63 
06A 0.0130 0.138 0.0205 10.60 
 
 
 
4.2 Description of the High Flux Isotope Reactor (HFIR) 
The HFIR is a flux-trap type, highly-enriched uranium (HEU) fueled, pressurized 
light water moderated and cooled reactor surrounded by a beryllium reflector.49 The 
annular reactor core consists of two concentric fuel elements separated by water, and 
surrounding the flux-trap irradiation locations. The central flux-trap provides a large 
thermal neutron flux (2.6 × 1015 neutrons/cm2-s) for material irradiations. Table 4 shows 
the reactor characteristics of the HFIR core obtained from a report published by ORNL 
for HFIR cycle 400.49 
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Table 4: Summary of HFIR reactor parameters.49 
Parameter Value 
Reactor Power (MWth) 85 
Reactor Core Geometry Annular 
Fuel Material U3O8-aluminum 
Fuel Enrichment 93.1% 235U 
Total 235U Loading (kg) 9.43 
Fuel Assembly Cladding Aluminum 
Inner Fuel Element Number of Fuel Plates 171 
Outer Fuel Element Number of Fuel Plates 369 
Fuel Plate Thickness (mm) 1.27 
Coolant Light Water 
Control Elements Europium, Tantalum 
Reflector Material Beryllium 
Reflector Thickness (cm) 30 
 
 
4.3 Description of the Irradiation at HFIR 
The six discs were surrounded by gadolinium spacers, all of which were housed 
in an aluminum irradiation capsule. The gadolinium spacers were utilized to absorb the 
thermal component of the HFIR neutron flux. Within the HFIR flux-trap the irradiation 
tool place in the C-5 position in vertical location 7, which occupies a position 
approximately 15.6 to 22.1 cm above reactor center. The irradiation occurred during 
HFIR cycles 446 and 447, with a 94 day shutdown for refueling in between. The total 
irradiation time was approximately 50.25 effective full-power days (EFPDs) at the rated 
power of 85 MWth, and ending on June 1, 2013. The specific fuel sample irradiation 
history is contained in Table 5.  
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Table 5: Fuel sample irradiation history during the experimental irradiation at HFIR. 
Irradiation Start Date & 
Time 
Irradiation End Date & 
Time 
Days Irradiated 
1/8/2013 8:22 5/7/2013 6:17 24.98 
2/2/2013 7:49 6/1/2013 12:51 25.27 
 
 
4.4 HFIR Model and Burnup Simulation 
The MCNP model of the HFIR core used was developed by ORNL for reactor 
cycle 400.49 The model was modified by Swinney to include the six depleted UO2 
samples, gadolinium spacers, and irradiation capsule. The core fuel was not depleted 
during the burnup simulation. Thus the depleted UO2 samples and gadolinium spacers of 
the irradiation capsule were the only materials in which burnup was tracked using the 
CINDER-90 module of MCNP.  
For the HFIR model contained in the reactor library, the original burnup 
simulation performed by Swinney was used, in which two 25 day full power cycles with 
a 94 day shutdown in between were simulated over nine burnup time steps.14 The 
simulation was further extended by three 0.5 day full power steps in order to extend the 
simulated burnup past 5 GWd/MTU. The simulation was performed with 105 particles 
per cycle and 104 cycles for every burnup time step. 
The material characterization done by Swinney concluded that the fuel samples 
were irradiated to a burnup of 4.36 ± 0.28 GWd/MTU, significantly higher than the 
intended burnup of 1 GWd/MTU. The discrepancy was attributed to human error. The 
simulation used by ORNL to determine that approximately 50 days of irradiation would 
be needed to reach the intended burnup was at a different vertical location than where 
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the actual fuel samples were placed during irradiation. During the actual irradiation, the 
samples were approximately 2.45 cm closer to the core mid-plane than in the predictive 
simulation. This difference resulted in the samples being exposed to a significantly 
larger flux than predicted.14 Further investigations carried out as part of this study and 
presented in Section 9.2 indicate that after approximately 1 GWd/MTU of burnup, 
depletion of the Gd irradiation capsule resulted in the DUO2 discs being irradiated within 
a thermal neutron spectrum for the remainder of the irradiation instead of the intended 
fast neutron spectrum. The increasingly large thermal neutron spectrum contributed 
significantly to the unexpectedly high burnup. 
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5. MCNP SIMULATION OF THE EXPERIMENTAL NATURAL UO2 
IRRADIATION AT MURR  
The second experimental irradiation was designed to represent weapons-usable 
plutonium produced in a natural uranium fueled thermal reactor. The University of 
Missouri Research Reactor (MURR) was chosen to perform the natural UO2 fuel sample 
irradiation. The MURR facility is designed for material irradiations, and the thermal 
neutron flux magnitude in the irradiation locations are large enough to reach the desired 
burnup of approximately 1 GWd/MTU in a timely manner. 
5.1 Fuel Sample Description 
The fuel samples were natural UO2 discs fabricated by Oak Ridge National 
Laboratory, Oak Ridge, Tennessee for Texas A&M University. Three discs were sent to 
MURR for the irradiation campaign. Table 6 shows the actual disc characterization 
reported by ORNL, and the average disc characteristics used for MCNP simulations. 
From the ORNL report, there was a discrepancy between the reported masses and the 
reported disc dimensions and densities. The reported mass was assumed to be the most 
reliable characteristic, and the average disc was calculated conserving the total mass. 
The three simulated discs were 0.224 mm in thickness and 3.0 mm in diameter, with a 
density of 10.4 g/cm3 and a mass of 16.46 mg.  
 
 
                                                 
 Reprinted with permission from “Computational and experimental forensics characterization of weapons-
grade plutonium produced in a thermal neutron environment” by J.M. Osborn et al., 2018. Nucl. Eng 
Technol., 50, 820-828, Copyright 2018 by Korean Nuclear Society. 
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Table 6: Natural UO2 disc characterization. 
Disc Mass (g) Radius (cm) 
Thickness 
(cm) 
Density (g/cc) 
14-B 0.0166 0.15 0.023 10.46 
15-A 0.0161 0.15 0.024 10.46 
15-B 0.0167 0.15 0.024 10.46 
Simulated 0.0165 0.15 0.022 10.4 
 
 
 
5.2 Description of the University of Missouri Research Reactor (MURR) 
The MURR is a highly-enriched uranium (HEU) fueled, light water moderated 
and cooled reactor surrounded by beryllium and graphite reflectors. The annular reactor 
core consists of eight sectional fuel assemblies, each occupying a 45 degree segment of a 
cylindrical annulus. Each fuel assembly consists of 24 circumferential plates. The fuel is 
uranium-aluminide dispersion, UAlx, with uranium enriched to approximately 93% 
235U. 
The core is surrounded by two concentric annulus reflectors. The beryllium metal inner 
reflector annulus is 6.88 cm thick. The outer reflector annulus is 22.58 cm thick graphite 
canned in aluminum. The graphite reflector region was designed for large sample 
irradiations, and housed the natural UO2 fuel samples during the thermal neutron 
irradiation. Table 7 shows the reactor characteristics of the MURR core obtained from 
the 2006 MURR SAR.50 
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Table 7: Summary of MURR reactor parameters.50 Reprinted with permission from J.M. 
Osborn et al., 2018 
Parameter Value 
Reactor Power (MWth) 10 
Reactor Core Geometry Annular 
Innermost Fuel Plate Center Radius (cm) 7.099 
Outermost Fuel Plate Center Radius (cm) 14.694 
Fuel Material Uranium-aluminide dispersion (UAlx) 
Fuel Enrichment 93% 235U 
Fuel Assembly Cladding Aluminum 
Number of Sectional Fuel Assemblies 8 
Fuel Plates Per Assembly 24 
Fuel Plate Thickness (mm) 1.27 
Coolant Light Water 
Control Blade Material Boral 
Control Blade Thickness (mm) 6.35 
Inner Reflector Material Beryllium 
Inner Reflector Thickness (cm) 6.88 
Outer Reflector Material Graphite 
Outer Reflector Thickness (cm) 22.58 
 
 
 
5.3 Description of the Irradiation at MURR 
The three discs were housed in an 1100 aluminum alloy irradiation capsule 
approximately 3 cm in diameter, and irradiated in the graphite region surrounding the 
MURR core. The MURR operators provided information on the irradiation location and 
irradiation history of the fuel samples. The sample irradiation location was reported as 
36.2 cm axially above the core center and radially 27.9 cm from the core center. During 
a typical week, the MURR will operate at full power for approximately 6.5 days, 
followed by a shutdown of approximately 12 hours for refueling before resuming 
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operation. The irradiation location allotted to the natural UO2 fuel samples was also used 
for other MURR irradiations. Thus, between planned shutdowns, unplanned shutdowns, 
and shuffling in the irradiation location, the samples underwent a complex irradiation 
history. The total reported irradiation history consisted of 33 irradiations totaling 
111.9 effective full-power days (EFPDs), over the course of 126.3 days which concluded 
on April 25, 2017. The specific fuel sample irradiation history is contained in Table 8. 
The irradiation capsule, post-irradiation, is shown in Fig. 20. The irradiation was not 
performed in a manner that would allow the specific discs to be identified after 
irradiation. Post-irradiation the fuel discs were arbitrarily denoted as disc ‘A’, ‘B’, and 
‘C’. The true location of the control blades throughout the irradiation was an unknown 
parameter.  However, for the simulation a representative control blade position was 
determined, details of which are described in the following section. 
 
 
 
Figure 20: The irradiation capsule housing three wrapped fuel discs following the 
irradiation at MURR. 
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Table 8: Fuel sample irradiation history during the experimental irradiation at MURR. 
Irradiation Start Date & 
Time 
Irradiation End Date & 
Time 
Hours Irradiated 
12/20/2016 0:35 12/26/2016 2:00 145.42 
12/26/2016 14:54 1/2/2017 2:00 155.10 
1/2/2017 14:12 1/8/2017 22:44 152.53 
1/9/2017 16:43 1/10/2017 8:27 15.73 
1/10/2017 17:45 1/11/2017 9:55 16.17 
1/11/2017 10:12 1/14/2017 15:12 77.00 
1/14/2017 15:26 1/16/2017 2:00 34.57 
1/16/2017 19:33 1/17/2017 21:30 25.95 
1/18/2017 5:32 1/23/2017 2:00 116.47 
1/23/2017 19:48 1/30/2017 2:00 150.20 
1/30/2017 22:15 2/6/2017 2:00 147.75 
2/6/2017 19:09 2/7/2017 22:52 27.72 
2/8/2017 8:34 2/8/2017 9:58 1.40 
2/8/2017 10:18 2/11/2017 1:19 63.02 
2/11/2017 1:34 2/13/2017 2:00 48.43 
2/13/2017 16:03 2/15/2017 9:57 41.90 
2/15/2017 10:12 2/18/2017 1:12 63.00 
2/18/2017 1:21 2/20/2017 2:00 48.65 
2/20/2017 15:23 2/27/2017 2:00 154.62 
2/27/2017 18:05 3/6/2017 2:00 151.92 
3/6/2017 18:04 3/13/2017 2:00 150.93 
3/13/2017 15:24 3/15/2017 9:58 42.57 
3/15/2017 10:07 3/18/2017 1:08 63.02 
3/18/2017 1:29 3/20/2017 2:00 48.52 
3/21/2017 0:18 3/27/2017 2:00 145.70 
3/27/2017 19:29 4/3/2017 2:00 150.52 
4/3/2017 16:45 4/10/2017 2:00 153.25 
4/10/2017 20:24 4/12/2017 10:06 37.70 
4/12/2017 10:33 4/15/2017 1:37 63.07 
4/15/2017 1:48 4/17/2017 2:00 48.20 
4/18/2017 0:31 4/20/2017 14:49 62.30 
4/20/2017 22:47 4/24/2017 2:00 75.22 
4/25/2017 1:48 4/25/2017 7:52 6.07 
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5.4 MURR Model and Burnup Simulation Development 
A computational model of the MURR core was developed using MCNP6 in 
order to perform burnup simulations to be representative of the experimental irradiation 
performed in the MURR facility. The MCNP model of the MURR core was based on 
reactor characteristics found in the 2006 MURR SAR.50 Due to the large computational 
cost of full core simulations, a one-eighth core model was developed. This was 
acceptable due to the eightfold symmetry of the MURR core. The one-eighth core model 
featured a 45 degree segment of the MURR core, containing one full fuel assembly, with 
reflecting boundary conditions on the 0 degree and 45 degree planes. Additionally to 
improve statistics, the three average fuel discs simulated in MCNP were treated as a 
single material. Upon receiving the three neutron irradiated natural UO2 samples, gamma 
spectrometry measurements were performed to calculate the burnup. For the simulation, 
an iterative process was used to determine the control blade height which would result in 
the flux level required to match the measured burnup. To do so, the bottom of the control 
blade was fixed at 24.5 cm above axial center. Fig. 21 illustrates a radial cross section of 
the one-eighth MURR core model developed in MCNP, and an axial cross section of the 
one-eighth MURR core model with the sample irradiation location shown.  
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Figure 21: (a) A radial cross section of one-eighth MURR core model in MCNP and (b) 
an axial cross section of one-eighth MURR core model showing the sample irradiation 
and control blade locations. Reprinted with permission from J.M. Osborn et al., 2018 
 
 
 
A preliminary simulation was performed, in which the core fuel material was 
burned for a 6.5 day full power week, in order to establish the 135Xe equilibrium 
concentration. During this simulation the neutron flux in the irradiation location was 
calculated, and as expected, the neutron flux magnitude and spectrum in the irradiation 
location was not affected by the varying 135Xe concentration within the core fuel. The 
process by which MCNP normalized the neutron flux magnitude with the given power 
level resulted in the total neutron flux magnitude remaining constant with changing 
135Xe concentration. Due to the proximity of the irradiation location relative to the core, 
the neutron flux within the irradiation location was thermalized by the beryllium and 
graphite reflectors. As a result, the changing neutron spectrum within the core due to the 
buildup of 135Xe was not observed in the irradiation location. With the 135Xe equilibrium 
concentration added to the core fuel material, the core fuel was not depleted further 
during the burnup simulation of the natural UO2 samples. This was done to avoid the 
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need to account for depletion of the core fuel, avoid adjusting the height of the control 
blade, avoid refueling, decrease the computational cost of the simulations, and to ensure 
that the samples experienced a constant neutron flux for the entirety of the reported 
irradiation history. Thus the natural UO2 samples were the only material in which 
burnup was tracked using the CINDER-90 module of MCNP.  
In order to keep the relative MCNP stochastic error in the important neutron 
reaction rates leading to production and loss of the isotopes of interest to less than 10% 
and efficiently allocate the computing resources of a multi-core cluster, the simulation 
was performed with 106 particles per cycle and 250 active cycles for every burnup time 
step (33 full power, 32 intermittent zero power steps, and decay to the measurement 
dates).  
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6. EXPERIMENTAL PROCEDURES 
Following completion of the experimental irradiation at MURR, the three 
irradiated fuel discs were subject to a preliminary analysis shortly after being received. 
The work presented here focuses on the material characterization performed 
approximately five month after irradiation completed. The characterization of the 
irradiated fuel samples included gamma and mass spectrometry measurements to 
determine fuel burnup, as well as radioactive and stable fission product and plutonium 
isotopic concentrations. 
6.1 Gamma Spectrometry Measurements of MURR Irradiated Sample 
There are multiple technologies used for gamma spectrometry measurements 
with the most common detectors being sodium iodide (NaI) scintillation detectors and 
high-purity germanium (HPGe) semiconductor detectors. For the gamma energy 
resolution desired for the isotopic characterization performed during this study an HPGe 
detector was used. The gamma spectrometry measurements for this study were 
performed using a Canberra Model GC4018 Standard Electrode Coaxial HPGe detector 
cooled with liquid nitrogen. Prior to each gamma measurement, an energy and efficiency 
calibration was conducted. A NIST traceable liquid 152Eu source with an activity of 
371 nCi (497 ± 0.5 nCi on February 15, 2012) was used as the calibration source. The 
152Eu source emits gammas with a wide range of energies, useful for fitting a calibration 
                                                 
 Reprinted with permission from “Computational and experimental forensics characterization of weapons-
grade plutonium produced in a thermal neutron environment” by J.M. Osborn et al., 2018. Nucl. Eng 
Technol., 50, 820-828, Copyright 2018 by Korean Nuclear Society. 
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curve with a single calibration source. Table 9 provides the gamma energies and yields 
emitted from the 152Eu source used for constructing the calibration curve. An example 
calibration curve is shown in Fig. 22, with the data points from the 152Eu calibration 
source and the resulting third degree polynomial fit efficiency curve. 
 
 
Table 9: Gamma energies and yields emitted from 152Eu calibration source.51 
Energy (keV) Yield (%) 
39.82 97.7 
45.35 11.0 
46.64 3.3 
121.78 28.6 
244.70 7.6 
344.28 26.5 
367.79 0.9 
411.12 2.2 
443.97 2.8 
688.67 0.9 
778.90 12.9 
867.38 4.2 
964.08 14.6 
1005.27 0.6 
1085.87 10.2 
1089.74 1.7 
1112.07 13.6 
1212.95 1.4 
1299.14 1.6 
1408.01 21.0 
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Figure 22: Example of the third degree polynomial fit efficiency curve fitted to the 
152Eu calibration source measurements. 
 
 
 
On October 2, 2017, the irradiation capsule was opened and gamma spectrometry 
measurements of individual fuel discs were conducted to determine the fuel sample 
burnup indirectly by measuring the 137Cs activity within each fuel disc. Each fuel sample 
was measured at distance of 1 m from the HPGe spectrometer face, as seen in Fig. 23, 
resulting in a dead time of 52%. 
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Figure 23: The initial gamma measurement setup for determining the burnup of each 
fuel disc. 
 
 
 
Following the initial gamma spectrometry measurements a single fuel disc, disc 
C, was chosen for dissolution in order to allow more precise gamma and mass 
spectrometry measurements. The irradiated fuel disc was transferred to a round bottom 
flask where approximately 4.5 mL of 8 M nitric acid (HNO3) was added and heated until 
dissolution. The round bottom flask was connected to a cold trap via a Schlenk line and 
vacuum pump for the purpose of collecting volatile fission product gasses. The 
dissolution setup is shown in Fig. 24 including the round bottom flask, heating mantle, 
Schlenk line, cold trap, and vacuum pump. The dissolution setup was prepared by Kevin 
J. Glennon and the fuel disc dissolution was performed by Dr. Jonathan D. Burns. The 
dissolution produced an approximately 4.5 mL solution, as seen in Fig. 25, containing 
approximately 95% of the original disc. The approximately 95% recovery was 
determined by comparing the gamma spectrometry measured 137Cs activity of disc C 
prior to dissolution and the recovered solution post-dissolution. 
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Figure 24: Setup for the dissolution of the irradiated natural UO2 fuel disc. 
 
 
 
 
Figure 25: ~4.5 mL solution containing approximately 95% of the dissolved fuel disc. 
 
 
 
On October 13, 2017 an aliquot solution containing 1% of the dissolved disc was used 
for more precise gamma spectrometry measurements to determine the fission product 
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concentrations in the original sample. In taking a 1% aliquot of the solution, gamma 
spectrometry measurements could be performed within a lead shielded cave, with 
minimal background and at a closer distance, without saturating the detector. 
Measurements were performed with the same Canberra Standard Electrode Coaxial 
HPGe detector. Both the 1% aliquot and the HPGe detector were surrounded by a lead 
cave, as seen in Fig. 26. The 1% aliquot solution was measured at a distance of 26 cm 
from the detector face with a dead time of 6%. The isotopes measured using gamma 
spectrometry included 95Zr, 103Ru, 134Cs, 137Cs, 141Ce, and 144Ce. 
 
 
 
Figure 26: The gamma spectrometry measurement setup with the 1% aliquot, sample 
holder, and HPGe detector within a lead cave. 
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6.2 Mass Spectrometry Measurements of MURR Irradiated Sample 
Mass spectrometry was utilized to measure plutonium and stable fission product 
isotope concentrations in the irradiated fuel sample. Inductively coupled plasma mass 
spectrometry (ICP-MS) measurements were performed at Texas A&M University using 
a Thermo Fisher Scientific iCAP RQ spectrometer. An image of the mass spectrometer 
used is shown in Fig. 27. The mass spectrometry aliquots of the irradiated fuel samples 
were prepared by Kevin Glennon, and the mass spectrometry measurements were carried 
out by Kevin Glennon and Dr. Brent V. Miller. 
 
 
 
Figure 27: The Thermo Fisher Scientific iCAP RQ ICP-MS used for mass spectrometry 
measurements. 
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On October 19, 2017 mass spectrometry measurements of the previously 
characterized13 HFIR irradiated DUO2 fuel sample were first performed in order to 
obtain the intra-element isotope ratio values needed for the maximum likelihood analysis 
part of the methodology developed. On March 9, 2018 mass spectrometry measurements 
of the MURR irradiated natural UO2 fuel sample were first performed in order to 
characterize the irradiated material and to obtain the intra-element isotope ratio values 
needed for the maximum likelihood analysis. Three aliquots with 1% of the dissolved 
disc were subsequently prepared for mass spectrometry by dilution into 5 mL of ultra-
pure 1% HNO3 purchased as Omni-Trace Ultra Nitric Acid from MilliporeSigma 
(Burlington, Massachusetts, USA). These three aliquots were used to quantify the 
masses of plutonium and fission products. Three more aliquots containing 0.01% of the 
dissolved disc were prepared the same way to quantify the mass of uranium. Calibration 
standards were prepared for Cs, Ce, Sm, Eu, and U at concentrations from 0.01 ppb to 
500 ppb using 1,000 ppm ICP-MS standards purchased from BDH Chemicals (Radnor, 
Pennsylvania, USA). Each aliquot was measured multiple times to take an average and 
standard deviation. The results from the first three 1% aliquots were then averaged 
together to determine the concentration of Pu, Cs, Ce, Nd, Sm, and Eu. The 
measurement errors of the averages were determined by fully propagating the errors of 
the individual measurements. The average concentration of U in the three 0.01% aliquots 
was used to determine the concentration of U in each of the three 1% aliquots, such that 
the fission products could be normalized to U. The known mass of U in the total pellet 
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was then used to determine the total masses of Pu, Cs, Ce, Nd, Sm, and Eu in the entire 
disc. 
 Of the fifteen isotopes which comprise the ten intra-element isotope ratios 
utilized in the forensics methodology developed for this study, we knew two isotopes 
would have isobaric interferences which mass spectrometry is unable to resolve. An 
isobaric interference exists in mass chain 137 amu between the isotope of interest, 137Cs, 
and 137Ba, and similarly in mass chain 150 amu between the isotope of interest, 150Sm, 
and 150Nd. Two techniques were employed to address this issue. First was a fissiogenic 
ratio based on the MCNP simulation results to delineate the contribution of a desired 
isotope. The fissiogenic ratio correction was the sole method used during the 
characterization of the MURR irradiated material, contained in Section 8. The 
fissiogenic ratio was also used to correct the 137Cs contribution to the mass chain 137 
isobar for the intra-element isotope ratio employed in the maximum likelihood analysis. 
This is a small correction as the majority (>95%) of the mass 137 isobar is 137Cs given 
the irradiation or decay time is not large compared to the half-life of 137Cs. The direct 
fission yield of 137Ba is negligible, as well as the radiative capture on 136Ba. Thus the 
primary production path of 137Ba is from the decay of 137Cs. 
 The second technique was to perform a chemical separation of the element of 
interest prior to measurement by mass spectrometry. This approach was employed to 
measure the 150Sm/149Sm ratio for both irradiated samples. Cation exchange column 
chromatography has the ability to chemically separate the lanthanide elements. All 
lanthanides are trivalent cations in solution.52 With increasing atomic number, the 4f 
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electron shell is being filled. This is not the outermost shell, thus the increasing atomic 
number decreases the ionic radius and increases the charge density. This phenomenon is 
known as the lanthanide contraction. The increased charge density attracts more water 
molecules to bond, creating a larger hydration sphere.52 By using an eluent which 
interacts more strongly to cations with a larger hydration sphere, a chemical separation 
of the lanthanides can be achieved. Column chromatography was used to separate Sm 
from Nd. The 150Sm/149Sm ratio was determined within the Sm elution peak, which 
contained no 150Nd, by mass spectrometry. The column chromatography was performed 
by Kevin Glennon.  
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7. MCNP SIMULATION RESULTS  
 The first result analyzed for each reactor model simulation detailed in Section 3.4 
was a neutron flux spectrum and magnitude. A 238-energy-group neutron spectrum was 
calculated using MCNP, and displayed in Fig. 28. Table 10 contains the neutron flux 
calculated within the fuel region of interest for all library reactor models at the beginning 
of the MCNP burnup simulations. The relative stochastic error on the neutron flux 
magnitude was less than 1% for each simulation. 
 
 
 
Figure 28: A comparison of the 238-energy-group neutron flux per MeV for the power 
reactors contained in the reactor library, from MCNP simulation. 
                                                 
 Reprinted with permission from “Computational and experimental forensics characterization of weapons-
grade plutonium produced in a thermal neutron environment” by J.M. Osborn et al., 2018. Nucl. Eng 
Technol., 50, 820-828, Copyright 2018 by Korean Nuclear Society. 
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Table 10: MCNP calculated neutron flux at the beginning of burn for the library reactor 
models. 
Reactor Model 
Total Flux  
(n/cm2-s) 
Thermal Flux 
E < 0.5 eV 
(n/cm2-s) 
Fast Flux 
E > 0.1 MeV 
(n/cm2-s) 
PWR (2.35%) 4.09 × 1014 7.09 × 1013 1.86 × 1014 
PWR (3.4%) 3.47 × 1014 4.45 × 1013 1.66 × 1014 
PWR (4.45%) 1.74 × 1014 2.01 × 1013 8.68 × 1013 
FBR 5.79 × 1014 6.50 × 109 2.17 × 1014 
PHWR 1.75 × 1014 6.04 × 1013 6.51 × 1013 
NRX 3.27 × 1013 1.58 × 1013 9.83 × 1012 
Magnox 8.30 × 1012 3.32 × 1012 2.67 × 1012 
HFIR 1.60 × 1015 5.86 × 1012 8.03 × 1014 
MURR 5.06 × 1013 3.15 × 1013 4.62 × 1012 
 
 
 
7.1 Comparison of the Experimental Irradiation at MURR to Natural Uranium Fueled 
Thermal Reactors 
The first step in verifying that the plutonium produced in the experimental 
irradiation at MURR was a suitable surrogate to plutonium produced in the natural 
uranium fueled thermal neutron reactor types identified, was to compare the neutron flux 
spectra and magnitude obtained from the MCNP simulations. The 238-energy-group 
neutron flux spectra, within the fuel, obtained from the MCNP simulations of the natural 
UO2 fuel irradiation at MURR, compared with the NRX, PHWR, and Magnox type 
reactors are shown in Fig. 29.  
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Figure 29: A comparison of the neutron flux per MeV for the three natural uranium 
production reactors to the experimental irradiation at MURR from MCNP simulations. 
Reprinted with permission from J.M. Osborn et al., 2018 
 
 
 
The important feature to note from Fig. 29 is the similarity of the thermal neutron 
peaked shape of the neutron flux spectra for each reactor simulation. Visible in Fig. 29 
are the multiple dips in the neutron flux from approximately 6 – 100 eV. This 
phenomenon is known as self-shielding and is a depression in the neutron flux 
corresponding to the 238U neutron absorption cross-section resonances. Evident in 
Fig. 29 is the neutron flux depressions are either non-existent or significantly reduced in 
the spectrum for the experimental irradiation at MURR. This is due to the fuel disc 
samples irradiated at MURR being small and dilute enough that the self-shielding effect 
is not present. This difference in the neutron flux for the experimental irradiation at 
MURR could have a slight effect on resulting isotopics. The differences in the neutron 
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flux magnitudes amongst the simulations can be noted in both Fig. 29 and Table 10. For 
a given level of burnup, the neutron flux magnitude and irradiation time will be inversely 
related. Thus, the neutron fluence, which is defined as the time integral of the neutron 
flux,53 will be the same for reactors having similar flux shapes at a given burnup. This is 
significant as the production of most isotopes is dependent on the neutron fluence rather 
than the neutron flux. 
Next, a direct comparison of the simulated fission product and actinide 
inventories was made. This comparison was done by taking the plutonium vector and 
fission product concentrations predicted by the MCNP simulation of the experimental 
irradiation at MURR, and comparing them to the corresponding MCNP predictions of 
concentrations in the natural uranium production reactors at the same burnup level. The 
simulation of the sample irradiation at MURR predicted a burnup of 0.96 GWd/MTU 
with a stochastic relative error of 0.086%, obtained by propagating total fission reaction 
rate errors through the burnup simulation. With no simulation burnup steps at exactly 
this value for the NRX, PHWR, and Magnox models, the material compositions at a 
burnup level of 0.96 GWd/MTU for these models were attained using linear 
interpolation between predicted isotopics at neighboring burnup values. Table 11 
provides the MCNP predicted plutonium vectors for each simulation at a burnup of 
0.96 GWd/MTU. The plutonium produced from the natural uranium production reactors 
are similar to that which was produced in the simulation of the experimental irradiation 
at MURR, with the 239Pu percentage of the plutonium vector being within 2%.  
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Table 11: Comparison of the plutonium vector predicted by MCNP simulations at a 
burnup of 0.96 GWd/MTU. Reprinted with permission from J.M. Osborn et al., 2018 
Isotope MURR  PHWR NRX Magnox 
238Pu <0.01% <0.01% <0.01% 0.01% 
239Pu 95.74% 95.77% 95.76% 94.13% 
240Pu 4.05% 3.98% 4.05% 5.46% 
241Pu 0.21% 0.24% 0.18% 0.39% 
242Pu <0.01% 0.01% <0.01% 0.01% 
 
 
 
The fission product isotopes of interest in the forensics methodology developed 
are contained in Table 12. For each simulation and isotope of interest, the isotope 
concentration normalized to initial uranium is presented at 0.96 GWd/MTU of fuel 
burnup. A ratio of the isotopic concentrations in each production reactor simulation to 
that in the MURR simulation is calculated for ease of direct comparison. The simulation 
predicted values are for the material immediately after irradiation. As a result, 
contributions from short-lived precursors are not included in the simulations. Thus the 
masses of short-lived precursors have been summed with the isotopes of interest to 
represent the concentration at a later measurement date.  
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Table 12: Comparison of the concentrations of fission products including short-lived precursors as predicted by MCNP 
simulations at a burnup of 0.96 GWd/MTU. Reprinted with permission from J.M. Osborn et al., 2018 
Isotope 
MURR 
(g/gU) 
PHWR 
(g/gU) 
NRX (g/gU) 
Magnox 
(g/gU) 
PHWR / 
MURR 
NRX / 
MURR 
Magnox / 
MURR 
133Cs 3.76  10-5 3.64  10-5 3.77  10-5 3.73  10-5 0.97 1.00 0.99 
134Cs 1.67  10-7 1.49  10-7 1.56  10-7 1.37  10-7 0.89 0.93 0.82 
135Cs 9.84  10-6 4.57  10-6 1.25  10-5 3.11  10-5 0.46 1.27 3.16 
137Cs 3.61  10-5 3.57  10-5 3.58  10-5 3.40  10-5 0.99 0.99 0.94 
136Ba 1.15  10-7 6.70  10-8 8.09  10-8 1.22  10-7 0.58 0.70 1.06 
138Ba 3.89  10-5 3.88  10-5 3.91  10-5 3.89  10-5 1.00 1.00 1.00 
149Sm 6.55  10-7 8.00  10-7 5.13  10-7 3.50  10-7 1.22 0.78 0.53 
150Sm 6.36  10-6 6.13  10-6 6.48  10-6 6.54  10-6 0.96 1.02 1.03 
152Sm 3.84  10-6 3.69  10-6 3.81  10-6 3.71  10-6 0.96 0.99 0.97 
153Eu 1.29  10-6 1.28  10-6 1.22  10-6 1.31  10-6 0.99 0.95 1.02 
154Eu 4.59  10-8 4.34  10-8 4.66  10-8 4.77  10-8 0.95 1.02 1.04 
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For most of the isotopes of interest, Table 12 demonstrates great agreement in 
predicted fission product concentrations. All isotopes agree well (mostly within 10%) 
with the exceptions of 135Cs, 136Ba, and 149Sm. This variation in predicted concentrations 
between reactors can be understood by investigating the production mechanisms of each 
isotope as discussed below.  
As demonstrated by Hayes and Jungman,54 there is a relationship between the 
135Cs/137Cs ratio and the thermal flux magnitude. Since the concentration of 137Cs is 
proportional to burnup, the 135Cs/137Cs ratio becomes synonymous with the 
concentration of 135Cs for a given burnup. The dependency of 135Cs on the flux 
magnitude stems from the competition between the decay of 135Xe to 135Cs, with a 
9.14 hour half-life, and the neutron capture on 135Xe creating 136Xe, with a thermal cross 
section of ~2.6  106 barns. For reactor systems with a low thermal flux, the 135Xe will 
have the ability to decay to 135Cs, thus increasing the concentration of 135Cs. Conversely, 
reactor systems with a high thermal flux will have relatively more neutron captures on 
135Xe, resulting in a decreased 135Cs concentration. This behavior for the 135Cs 
concentration being inversely related to the thermal flux magnitude is seen in Table 12. 
The largest concentration of 135Cs is produced in the Magnox reactor which has the 
lowest thermal flux magnitude as per Table 9.  
The concentration of 136Ba behaves with a similar trend to that of 135Cs. The 
independent fission yield of 136Ba is approximately three orders of magnitude lower than 
the cumulative fission yield, meaning that the primary production mechanism of 136Ba is 
from the decay of 136Cs with a half-life of approximately 13.16 days. 136Cs is blocked by 
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the effectively stable 136Xe, thus 136Cs is produced as a direct fission product and from 
the neutron capture on 135Cs. 136Cs has a neutron capture cross-section in the tens of 
barns range for thermal neutron energies. Reactor systems with a higher thermal neutron 
flux will have more neutron captures on 136Cs, thus decreasing the amount that decays to 
136Ba. Again, the 136Ba concentration is inversely related to the thermal flux magnitude 
with the highest concentration found in the Magnox reactor. 
Conversely, 149Sm exhibits a direct relationship with the magnitude of the 
thermal neutron flux. The dominant production route for 149Sm is from beta-decay of 
mass chain 149 precursors. For a given reactor system, the concentration of 149Sm 
reaches an equilibrium value, and is independent of power level or flux magnitude.55 
However, 149Pm, the radioactive precursor to 149Sm, is produced as a fission product 
with the concentration directly related to the flux magnitude.55 With a half-life of 
53.1 hours, it is safe to assume that all the 149Pm will have time to fully decay into 149Sm 
prior to a measurement. Therefore a measurement of 149Sm will be the sum of both 
149Pm and 149Sm and is thus related to the flux magnitude. This behavior is seen in 
Table 12, with the relative 149Sm concentrations being directly related to the relative flux 
magnitudes. 
The results contained in Tables 11 and 12 positively support the objective of the 
simulation comparison. For this study, an agreement in the plutonium and fission 
product concentrations predicted by the simulations serve to verify the similarities of the 
natural uranium production reactors and the experimental irradiation of natural UO2 
samples in MURR. Most of the isotopes of interest agreed within 10% among the 
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simulations. The relationship between thermal flux magnitude and the isotopes of 135Cs, 
136Ba, and 149Sm assists in understanding the four intra-element isotope ratios containing 
these isotopes (135Cs/137Cs, 136Ba/138Ba, 150Sm/149Sm, 152Sm/149Sm) and their contribution 
to resolving reactor type. 
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8. COMPARISON OF EXPERIMENTAL MEASUREMENTS AND MCNP 
SIMULATION FOR THE NATURAL UO2 IRRADIATION AT MURR  
8.1 Determination of Fuel Burnup from 137Cs Concentration Measurements  
The initial gamma spectrometry measurement performed on the full fuel discs 
prior to dissolution were done to calculate the burnup via the 137Cs activity. The 
measured activity for 137Cs, and other nuclides of interest, were calculated using Eq. 19 
and the detector efficiency, an example of which is shown in Fig. 22. 
𝐴𝑛 =
𝐶𝑃𝑆𝑛
𝜀𝛾∗𝑌𝛾
                                                         (19) 
Where: 
 𝐴𝑛 = the activity of nuclide n 
𝐶𝑃𝑆𝑛 = the dead time corrected count rate (counts per second) in the full-energy 
peak of the gamma-ray, γ, from nuclide n 
 𝜀𝛾 = the detector efficiency at the energy of gamma-ray γ 
 𝑌𝛾 = the yield, or branching ratio, of gamma-ray, γ, from nuclide n 
Table 13 provides the count rate in the 661.7 keV peak, the measured 137Cs 
activity, and the activity decay corrected for the 160 days between the measurement date 
and the end of irradiation for each fuel disc. The error in the measured activities includes 
statistical errors in the measurement, background, and efficiency calibration counts. 
 
                                                 
 Reprinted with permission from “Computational and experimental forensics characterization of weapons-
grade plutonium produced in a thermal neutron environment” by J.M. Osborn et al., 2018. Nucl. Eng 
Technol., 50, 820-828, Copyright 2018 by Korean Nuclear Society. 
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Table 13: Measured 137Cs activity within each fuel disc. 
 
 
 
The 137Cs activity was converted to the number of 137Cs atoms by dividing the 
activity by the decay rate for 137Cs, 𝜆137𝐶𝑠. The burnup for each fuel disc was calculated 
using Eq. 20. 
𝐵𝑢 =
𝑁137𝐶𝑠∗𝑄
𝑌137∗𝑈
                                                    (20) 
Where: 
 𝐵𝑢 = burnup 
 𝑁137𝐶𝑠 = the number of 
137Cs atoms 
 𝑄 = the average energy released per fission 
𝑌137 = the cumulative fission yield for 
137Cs 
 𝑈 = the mass of uranium 
The average mass of uranium in the UO2 fuel discs was approximately 14.52 mg, 
or 1.452  10-8 MT. By assuming an average energy released per fission as 202 ± 5 MeV 
and a 137Cs cumulative fission yield of 6.221% ± 0.069%56, the burnup was calculated 
with Eq. 20. Table 14 compares the experimentally determined sample burnup calculated 
via measured 137Cs activity, and the average predicted burnup by the MCNP simulation 
of the experimental irradiation at MURR. The measured burnup error contains the 
Fuel 
Disc 
CPS 
(Live) 
Measured 137Cs Activity (Bq) 
End of Irradiation Decay 
Corrected 137Cs Activity (Bq) 
A 69.86 (1.654 ± 0.025)  106  (1.670 ± 0.025)  106  
B 70.25 (1.663 ± 0.025)  106  (1.680 ± 0.025)  106  
C 71.66 (1.696 ± 0.025)  106  (1.713 ± 0.026)  106  
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propagated errors in the measured activity, variation in the average mass of uranium, 
uncertainty in the average energy released per fission, and the uncertainty in the fission 
yield. The simulated burnup stochastic error was obtained from propagating the total 
fission reaction rate errors through the MCNP burnup simulation. Table 14 indicates an 
excellent agreement in the measured burnup, and the MCNP simulated burnup. 
 
 
Table 14: Comparison of the experimentally determined burnup via 137Cs activity and 
the MCNP simulated burnup. 
Fuel 
Disc 
Measured 
Burnup 
(GWd/MTU) 
Measured 
Burnup Error  
Simulated 
Burnup 
(GWd/MTU) 
Simulated 
Burnup 
Stochastic 
Error 
S/Ea 
A 0.949 3.3% 0.960 0.086% 1.01 ± 0.03 
B 0.954 3.3% 0.960 0.086% 1.01 ± 0.03 
C 0.973 3.3% 0.960 0.086% 0.99 ± 0.03 
a S/E = simulation/measurement 
 
 
 
8.2 Gamma Spectrometry Results 
Following the dissolution of pellet C and aliquot preparation, characterization of 
the irradiated sample was continued with precise gamma spectrometry measurements of 
six isotopes (95Zr, 103Ru, 134Cs, 137Cs, 141Ce, and 144Ce) in the 1% aliquot of the nitric 
acid solution. The measurement data contained in Table 15 and Eq. 19 were used to 
calculate the activity for each isotope’s gamma energy peaks, the average of which is the 
measured activity also contained in Table 15.  
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Table 15: Gamma measurement data used to determine the activities of selected 
isotopes. 
Isotope 
Gamma 
Energy 
(keV) 
Gamma 
Yield 
(%) 
Detector 
Efficiency 
(%) 
Count 
Rate 
(CPS) 
Activity in 
Solution of 
Each 
Gamma 
Energy  
(Bq) 
Measured 
Activity 
(Bq) 
95Zr 724.2 44.17 0.069 7.28  101 2.39  105  
 756.7 54.00 0.066 8.74  101 2.43  105 2.41  105 
       
103Ru 497.1 90.90 0.098 4.12  101 4.61  104  
 610.3 5.75 0.080 2.18  100 4.72  104 4.67  104 
       
134Cs 563.2 8.65 0.087 1.05  10-1 1.41  103  
 569.3 15.38 0.086 1.33  10-1 1.01  103  
 604.7 97.62 0.081 7.39  10-1 9.36  102  
 795.9 85.53 0.064 5.68  10-1 1.04  103  
 801.9 8.69 0.064 5.97  10-2 1.08  103  
 1365.2 3.01 0.054 1.44  10-2 8.92  102 1.06  103 
       
137Cs 661.7 85.10 0.074 1.02  101 1.62  104 1.62  104 
       
141Ce 145.4 48.20 0.199 3.83  101 4.00  104 4.00  104 
       
144Ce 133.5 11.09 0.190 5.89  101 2.79  105 2.79  105 
 
 
For each isotope the measured activity was normalized to the activity present 
within the full disc by accounting for the 95% pellet recovery during dissolution and the 
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1% of the solution aliquot. These activities within the full disc and count rate errors are 
displayed in Table 16 along with the MCNP predicted activities, as well as a comparison 
of measured and simulated values. The simulation results in Table 16 account for the 
171 days of decay between the end of irradiation and the measurement date. The count 
rate error is the counting error in the background-subtracted peak for each isotope, and 
propagated over multiple peaks, if applicable. The count rate error is not equivalent to 
the activity error as it does not include the error in detector efficiency at each energy or 
the errors in the gamma yields. 
 
 
Table 16: Comparison of gamma spectrometry measured activities and simulated 
activities within one full fuel disc. Reprinted with permission from J.M. Osborn et al., 
2018 
Isotope 
Measured 
Activity in 
Full Disc 
(Bq))  
Count Rate 
(CPS) Error 
Simulated 
Activity in 
Full Disc 
(Bq)  
S/Ea 
95Zr 2.54  107 < 0.1% 2.49  107 0.98 
103Ru 4.92  106 0.3% 5.62  106 1.14 
134Cs 1.12  105 2.2% 9.92  104 0.89 
137Cs 1.71  106 0.1% 1.67  106 0.98 
141Ce 4.21  106 0.1% 4.77  106 1.13 
144Ce 2.94  107 < 0.1% 3.11  107 1.06 
a S/E = simulation/measurement 
 
 
 
Table 16 shows a good agreement between the gamma spectrometry measured 
isotope activities and the MCNP simulation predictions, with most isotope 
measurements within ~10% of the predicted activity. An isotope of interest excluded 
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from Tables 15 and 16 was 154Eu. Calculated activity results were inconsistent across the 
multiple 154Eu gamma lines identified. The MCNP simulation predicted that the 1% 
aliquot solution would contain approximately 64 Bq of 154Eu activity, which we have 
concluded is below the detectable limit when present within such an active background. 
8.3 Mass Spectrometry Results 
On March 9, 2018 mass spectrometry measurements of the MURR irradiated fuel 
sample were performed for the dual purpose of characterizing the irradiated material in 
addition to obtaining the intra-element isotope ratio values needed for the maximum 
likelihood analysis. This section contains the results for the material characterization and 
comparison with MCNP simulation predictions. The mass spectrometry measured intra-
element ratio values are provided later in Section 9.3. 
The mass spectrometry measurements performed on the three 1% and three 
0.01% aliquot solutions provided data on the actinides and stable fission products 
normalized to the mass of uranium in the average fuel disc. Table 17 presents the total 
mass of plutonium within the dissolved fuel disc as measured by mass spectrometry and 
compared to the mass predicted by the MCNP simulation of the experimental irradiation 
at MURR. The stochastic error in the total plutonium mass predicted by the simulation 
was estimated by propagating the reaction rates and reaction rate errors for the neutron 
capture on 238U and the fission of 239Pu throughout the MCNP burnup simulation. 
Table 18 further compares the produced plutonium by analyzing the plutonium vector. 
The simulation results presented account for the 318 days of decay between the end of 
irradiation and the date of mass spectrometry measurements. 
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Table 17: Comparison of the plutonium mass measured by mass spectrometry and 
simulated by MCNP. 
Measured Pu 
Mass (μg) 
Measurement 
Error 
Simulated Pu 
Mass (μg) 
Simulated 
Stochastic 
Error  
S/Ea 
20.1 5.3% 20.9 0.78% 1.04 ± 0.06 
a S/E = simulation/measurement 
 
 
 
Table 18: Comparison of the plutonium vector measured by mass spectrometry and 
simulated by MCNP. Reprinted with permission from J.M. Osborn et al., 2018 
Isotope 
Measured Pu 
Vector 
 Measured Pu 
Vector 
Relative Error 
Simulated Pu 
Vector 
S/Ea 
239Pu 95.22% 0.1% 95.75% 1.01 
240Pu 4.55% 2.2% 4.05% 0.89 
241Pu 0.23% 1.9% 0.20% 0.86 
242Pu <0.01% N/A <0.01% N/A 
a S/E = simulation/measurement 
 
 
 
Tables 17 and 18 show that the simulation and measurements agree well for the 
total mass of plutonium produced and the plutonium vector, respectively. From Table 18 
it can be seen that the S/E comparison becomes worse for higher mass plutonium 
isotopes. The smaller quantities of 240Pu and 241Pu isotopes lead to an increase in 
measurement error. Additionally, the increasing number of reactions involved in the 
concentrations of the higher mass plutonium isotopes propagates to a larger simulation 
error in the MCNP predictions of 240Pu, 241Pu, and 242Pu. 
Table 19 compares fission product masses as measured by mass spectrometry 
and predicted by MCNP simulation of the experimental irradiation at MURR. The 
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measured mass spectrometry response was normalized to the isotope mass (g) within the 
full fuel disc, 14.5 mg of U. The mass spectrometer is measuring a mass-to-charge ratio. 
Assuming a charge of +1 in all cases, the results of the mass spectrometry measurements 
are per mass bin. For mass bins in which multiple isobars exist, the fissiogenic ratio 
based on the simulation results was used to delineate the contribution of the desired 
isotope to the instrument response. For example, mass bin 150 consisted of 150Nd and the 
isotope of interest, 150Sm. According to the MCNP simulation results, 58.9% of the mass 
150 isobar was attributed to 150Sm and 41.1% to 150Nd. Thus, this fissiogenic ratio is 
used to estimate the true contribution of 150Sm to the instrument response for mass bin 
150. As mentioned in Section 6.2, theoretically a chemical separation technique could be 
used to isolate the elements of Cs, Nd, and Sm prior to mass spectrometry measurements 
in order to avoid the need to use fissiogenic ratios. 
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Table 19: Comparison of fission product masses measured by mass spectrometry and 
simulated by MCNP. Reprinted with permission from J.M. Osborn et al., 2018 
Isotopes 
Fissiogenic 
Ratio 
Measured 
Mass (g) 
Relative 
Error in 
Measured 
Mass 
Simulated 
Mass (g) 
S/Ea 
133Cs 1 5.22  10-7 6.0% 5.42  10-7 1.04 
135Cs 1 1.50  10-7 6.2% 1.42  10-7 0.94 
137Cs 0.976 5.08  10-7 6.0% 5.14  10-7 1.01 
148Nd 0.983 1.55  10-7 5.8% 1.54  10-7 0.99 
149Sm 1 8.34  10-9 5.8% 9.51  10-9 1.14 
150Sm 0.589 9.22  10-8 5.8% 9.24  10-8 1.00 
152Sm 1 5.55  10-8 5.8% 5.58  10-8 1.01 
153Eu 1 1.76  10-8 5.9% 1.87  10-8 1.06 
a S/E = simulation/measurement 
 
 
 
Table 19 shows an excellent agreement between the mass spectrometry measured 
fission product isotope masses and the MCNP predictions, with most isotope 
measurements with 5% of the predicted mass. Tables 14 through 19 serve to 
experimentally characterize the natural UO2 irradiation at MURR, as well as to validate 
the fission product and actinide predictions resulting from the MCNP simulation of the 
experimental irradiation at MURR. 
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9. MAXIMUM LIKELIHOOD ANALYSIS 
The final step in meeting the research objective of developing a nuclear forensics 
reactor-type discrimination methodology which also determines burnup and time since 
irradiation of the sample, was to perform an experimental validation study. Obtaining 
experimental measurements of irradiated fuel representative of that produced in various 
reactor types was the motivation for the fuel irradiations at HFIR and MURR. The two 
irradiation campaigns resulted in two distinct fuel samples containing weapons-useable 
plutonium, suitable for testing the reactor-type discrimination methodology developed.  
9.1 HFIR Irradiated Measurement Vector 
Following completion of the experimental irradiation at HFIR on June 1, 2013, 
one of the 12.9 mg DUO2 fuel discs was dissolved and a forensics characterization 
performed. Results from the forensic characterization concluded that the DUO2 fuel 
discs were irradiated to a burnup of 4.36 ± 0.28 GWd/MTU, and the irradiation produced 
nearly 200 μg of plutonium with 89% 239Pu.13  
In support of the study presented here, an additional set of mass spectrometry 
measurements were performed on October 19, 2017 in order to obtain measured values 
for the intra-element isotope ratios utilized in the maximum likelihood analysis.  
Due to a barium contamination in the mass spectrometry data as a result of the tuning 
solution used by the mass spectrometer, only nine of the ten intra-element isotope ratios 
were measurable. Table 20 contains the mass spectrometry measured intra-element ratio 
values for the HFIR irradiated material, as obtained by the procedures detailed in 
Section 6.2. 
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Table 20: The mass spectrometry measured intra-element isotope ratios for the HFIR 
irradiated material. 
Ratio Measured Value 
Measurement 
Error (%) 
137Cs/133Cs 1.30 × 100 6.7 
134Cs/137Cs 3.74 × 10-3 4.2 
135Cs/137Cs 4.25 × 10-1 10. 
154Eu/153Eu 4.67 × 10-2 4.5 
150Sm/149Sm 3.23 × 100 2.7 
152Sm/149Sm 2.93 × 100 1.3 
240Pu/239Pu 8.28 × 10-2 0.59 
241Pu/239Pu 3.30 × 10-2 0.88 
242Pu/239Pu 1.88 × 10-3 0.88 
9.2 HFIR Irradiation Maximum Likelihood Analysis Results 
Using the measured set of nine intra-element ratios contained in Table 20, the 
maximum likelihood analysis was performed for the DUO2 fuel samples experimentally 
irradiated at HFIR. Table 21 contains the results of the maximum likelihood analysis on 
the HFIR irradiated material. Each library reactor model is ranked based on the log-
likelihood value. Also tabulated is the predicted fuel burnup and time since irradiation 
corresponding to the maximum log-likelihood value. From Eq. 5 it is evident that the 
maximum possible log-likelihood value, for a given measurement, will occur when the 
vector of measured intra-element isotope ratio values perfectly matches with a 
simulation vector. Thus, the maximum possible log-likelihood value is a function of the 
simulation uncertainties, σj,sim, if and when the simulation vector is equal to the 
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measurement vector, rsim = rmes. As mentioned in Section 3.3, MCNP does not propagate 
uncertainties in isotope concentrations through burnup simulations. A 10% simulation 
error was assumed for the concentration of each isotope. Two isotopes propagated 
together, a ~14% error was assumed as the ratio uncertainty for each simulated ratio 
value. With the assumed relative error on the simulation ratio value and the condition 
rsim = rmes, Eq. 5 calculated the maximum possible log-likelihood value for the HFIR 
irradiated material as 28.5. 
 
 
Table 21: Results of the maximum likelihood analysis for the HFIR irradiated material.a 
Reactor Model Log-Likelihood Value b 
Predicted Burnup 
(GWd/MTU) 
Predicted Time 
Since Irradiation 
(days) 
HFIR c +19.5 ± 4.6 4.29+0.65
−0.25 1827+414
−630 
MURR -46.6 ± 12.8 4.16 1700 
NRX -52.5 ± 12.5 4.13 1590 
Magnox -59.5 ± 13.3 3.00 421 
PWR (2.35%) -86.7 ± 21.0 ≥ 5.31 1705 
PHWR -129 ± 32 ≥ 4.35 2308 
PWR (3.4%) -284 ± 26 ≥ 5.01 0 
PWR (4.45%) (-5.27 ± 0.14) × 103 ≥ 3.90 0 
FBR (-6.39 ± 0.11) × 105 ≥ 4.73 0 
a Measured material was HFIR irradiated to a burnup of 4.36 ± 0.28 GWd/MTU with 
1601 days decay 
b The maximum possible log-likelihood value for the measured material is 28.5. 
c The spread in burnup and time since irradiation predictions was calculated at one 
standard deviation below the maximum log-likelihood for the most likely reactor 
model only. 
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Table 21 shows that the reactor-type discrimination methodology correctly 
identified the most likely source reactor model for the measured material as the HFIR 
model, with a log-likelihood value of 19.5 ± 4.6 compared to a maximum possible log-
likelihood value of 28.5. The predicted burnup and time since irradiation for the HFIR 
model corresponding with the maximum log-likelihood value is 4.29 GWd/MTU and 
1827 days, respectively, compared to the known burnup of 4.36 ± 0.28 GWd/MTU and 
known time since irradiation of 1601 days. The predicted burnup and time since 
irradiation are within 2% and 15% of the known values, respectively. As a reminder, the 
log-likelihood was calculated via Eq. 5, and the standard deviation in the log-likelihood 
was calculated via Eq. 9 by propagation of uncertainties. Subtracting one standard 
deviation (4.6) from the maximum log-likelihood value for the HFIR model (+19.5), the 
spread in the burnup and time since irradiation predictions can be observed at the log-
likelihood value of +14.9. At one standard deviation below the HFIR maximum log-
likelihood value, the possible burnup values range from 4.04 to 4.94 GWd/MTU and the 
possible time since irradiation values range from 1197 to 2241 days. The resulting three-
dimensional likelihood surface map and two-dimensional likelihood contour map for the 
HFIR model (the most likely reactor model in this case) are illustrated in Fig. 30(a) and 
30(b), respectively. While the likelihood value for the most likely reactor is seen to 
follow a Gaussian shape, the reactor models not likely of being the source of the 
measured material may not have such a shape. 
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Figure 30: Results of Maximum Likelihood Analysis for the HFIR Irradiated Material 
(a) 3-D Likelihood Surface Map and (b) 2-D Contour Map for the Most Likely Reactor 
(HFIR). 
 
 
 
The next most likely reactor models are the MURR, NRX, and Magnox models. 
This is a non-intuitive result as these three models are thermal neutron irradiations. For 
the MURR and NRX models, the log-likelihood value is poor while the burnup and time 
since irradiation predictions are fairly accurate. This is due to the selected vector of 
simulated intra-element ratios having similar values to the measurement vector for ratios 
which contribute to burnup and time since irradiation predictions, but dissimilar values 
for the 135Cs/137Cs, 150Sm/149Sm, and 152Sm/149Sm ratios which depend heavily on 
thermal neutron flux magnitude and largely contribute to the reactor-type prediction. It 
should be noted that for the PHWR, FBR, and all three PWR models, the predicted 
burnup occurs at the maximum burnup level simulated for the respective models. 
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Therefore, a prediction of this value is interpreted as the most likely point occurring at, 
or beyond, the boundary of the simulated burnup space. However, based on the log-
likelihood values it is evident that the PHWR, FBR, and three PWR models are not the 
source of the measured material. 
Based on the maximum likelihood analysis the FBR model is the least likely 
source of the HFIR irradiated material. Again, this is a non-intuitive result as the 
experimental irradiation at HFIR was intended to serve as a surrogate to FBR blanket 
material. The gadolinium irradiation capsule was utilized to absorb the thermal 
component of the HFIR neutron flux. However, depletion of neutron-absorbing isotopes 
of gadolinium (152Gd, 155Gd, and 157Gd) occurred throughout the irradiation. As a result 
of the depletion of the gadolinium capsule, the fuel discs were exposed to the full 
(thermal) HFIR neutron flux for the majority of the irradiation after 1 GWd/MTU of 
burnup was surpassed. Figure 31 displays the 238-energy-group neutron flux, as 
calculated by MCNP, observed by the DUO2 fuel discs at the beginning of irradiation 
and end of irradiation, as well as for the FBR radial blanket. This shows that the flux at 
the beginning of the HFIR irradiation contained a significant epi-thermal contribution 
which is not present in an actual FBR blanket neutron flux, and moved even further to a 
thermal flux throughout the irradiation. For simplicity, the flux at only the beginning and 
end of irradiation is plotted, however the MCNP simulation showed the flux spectra 
gradually became more thermal throughout the irradiation. Table 22 contains the values 
of the neutron flux magnitude the DUO2 fuel discs were exposed to at the beginning and 
end of irradiation, indicating that the total neutron flux increased by nearly 50% and the 
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thermal neutron flux increased by more than two orders of magnitude. In terms of 
neutron fluence the DUO2 fuel discs were exposed to a larger thermal neutron fluence 
than a fast/epi-thermal neutron fluence. The HFIR model simulating the experimental 
irradiation at HFIR includes the behavior of the gadolinium irradiation capsule depletion 
and changing neutron flux. 
 
 
 
Figure 31: The MCNP calculated 238-energy-group neutron flux per MeV for the 
experimental irradiation at HFIR at the beginning of irradiation and the end of 
irradiation, due to the depletion of the gadolinium irradiation capsule, compared to that 
of the FBR blanket. 
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Table 22: Comparison of the MCNP calculated neutron flux magnitude at the beginning 
and end of the experimental irradiation at HFIR. 
HFIR Irradiation 
Total Flux 
Magnitude 
(n/cm2-s) 
Thermal Flux 
E < 0.5 eV 
(n/cm2-s) 
Fast Flux 
E > 0.1 MeV 
(n/cm2-s) 
Beginning of 
Irradiation 
1.60 × 1015 5.86 × 1012 8.03 × 1014 
End of Irradiation 2.36 × 1015 6.39 × 1014 8.05 × 1014 
 
 
 
9.3 MURR Irradiated Measurement Vector 
On March 9, 2018 mass spectrometry measurements of the MURR irradiated 
UO2 material were performed in order to obtain measured values for the intra-element 
isotope ratios. Again, due to a barium contamination in the mass spectrometry data as a 
result of the tuning solution used by the mass spectrometer, a measured value for the 
136Ba/138Ba ratio was unable to be obtained. Additionally, a measured value for the 
154Eu/153Eu ratio was not obtained as the amount of 154Eu was below the minimum 
detectable limit via mass spectrometry or gamma spectrometry. Thus, the eight mass 
spectrometry measured intra-element ratio values are contained in Table 23. The smaller 
total plutonium concentration in the MURR irradiated material led to larger 
measurements errors in the plutonium ratios when compared to the HFIR irradiated 
material shown in Table 20. 
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Table 23: The mass spectrometry measured intra-element isotope ratios for the MURR 
irradiated material. 
Ratio Measured Value 
Measurement 
Error (%) 
137Cs/133Cs 9.75 × 10-1 6.6 
134Cs/137Cs 3.84 × 10-3 7.0 
135Cs/137Cs 2.95 × 10-1 6.8 
150Sm/149Sm 9.88 × 100 6.7 
152Sm/149Sm 6.65 × 100 5.7 
240Pu/239Pu 4.77 × 10-2 5.7 
241Pu/239Pu 2.40 × 10-3 5.8 
242Pu/239Pu 5.99 × 10-5 8.3 
 
 
 
9.4 MURR Irradiation Maximum Likelihood Analysis Results 
Using the measured vector of eight intra-element ratios contained in Table 23, 
the maximum likelihood analysis was performed for the natural UO2 fuel samples 
experimentally irradiated at MURR. Table 24 contains the results of the maximum 
likelihood analysis on the MURR irradiated material. Each library reactor model is 
ranked based on the log-likelihood value. As before, the predicted fuel burnup and time 
since irradiation corresponding to the largest log-likelihood value are also tabulated. The 
maximum possible log-likelihood value for the MURR irradiated material was 
calculated as 29.7. 
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Table 24: Results of the maximum likelihood analysis for the MURR irradiated 
material.a 
Reactor Model Log-Likelihood Value b 
Predicted Burnup 
(GWd/MTU) 
Predicted Time 
Since Irradiation 
(days) 
MURR c +29.5 ± 1.1 1.02+0.03
−0.05 295+226
−264 
NRX +25.3 ± 3.0 1.03 208 
Magnox +13.2 ± 5.7 0.73 0 
PWR (3.4%) -6.02 ± 8.71 3.91 1381 
PWR (4.45%) -8.88 ± 10.2 ≥ 3.90 1196 
PWR (2.35%) -12.7 ± 10.2 3.10 1202 
PHWR -14.7 ± 13.8 1.02 360 
HFIR -166 ± 28 4.40 1790 
FBR (-1.52 ± 0.20) × 105 ≥ 4.73 0 
a Measured material was MURR irradiated to a burnup of 0.973 ± 0.032 GWd/MTU 
with 318 days decay. 
b The maximum possible log-likelihood value for the measured material is 29.7. 
c The spread in burnup and time since irradiation predictions was calculated at one 
standard deviation below the maximum log-likelihood for the most likely reactor 
model only. 
 
 
 
Table 24 shows that the reactor-type discrimination methodology correctly 
identified the most likely source reactor model for the measured material as the MURR 
model, with a log-likelihood value of 29.5 ± 1.1 compared to a maximum possible log-
likelihood value of 29.7. The predicted burnup and time since irradiation for the MURR 
model corresponding with the maximum log-likelihood value is 1.02 GWd/MTU and 
295 days, respectively, compared to the known burnup of 0.973 ± 0.032 GWd/MTU and 
known time since irradiation of 318 days. The predicted burnup and time since 
irradiation are within 5% and 8% of the known values, respectively. Subtracting one 
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standard deviation (1.1) from the maximum log-likelihood value for the MURR model 
(+29.5), the spread in the burnup and time since irradiation predictions can be observed 
at the log-likelihood value of +28.4. At one standard deviation below the MURR 
maximum log-likelihood value, the possible burnup values range from 0.97 to 
1.05 GWd/MTU and the possible time since irradiation values range from 31 to 
521 days. The resulting three-dimensional likelihood surface map and two-dimensional 
likelihood contour map for the MURR model (the most likely reactor model in this case) 
are illustrated in Fig. 32(a) and 32(b), respectively. 
 
 
 
Figure 32: Results of Maximum Likelihood Analysis for the MURR Irradiated Material 
(a) 3-D Likelihood Surface Map and (b) 2-D Contour Map for the Most Likely Reactor 
(MURR). 
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Analyzing the log-likelihood values in Table 24, the reactor models can be 
categorized into groups. The most likely reactor models are the MURR simulation and 
the NRX. The difference in the log-likelihood values between the MURR and NRX 
models is significant to one standard deviation, but within a larger confidence interval 
the two models are not significantly different. The next most likely reactor type within 
the library is the Magnox. These results are as expected since the NRX and Magnox are 
natural uranium fueled thermal reactors, similar to the experimental irradiation at 
MURR. The PHWR model and three PWR models are grouped together with 
intermediately low log-likelihood values. It is also evident from the log-likelihood 
values that neither the fast neutron, FBR model, nor the mixed pseudo-fast to thermal 
neutron, HFIR model, is the source of the measured material. The maximum likelihood 
analysis works well for identifying the most likely source reactor model, as well as 
discriminating against the reactor models which are highly unlikely to be the source 
reactor type. For reactor models with intermediately low log-likelihood values, the 
correct interpretation is the reactor operated under the conditions modeled is likely not to 
be the source of the measured material. Drawing any further conclusions from reactor 
models with low log-likelihood values may not be appropriate. 
9.5 Further Discussion of Maximum Likelihood Results 
The maximum likelihood results correctly identified the source reactor model for 
both experimentally irradiated test cases. For the HFIR irradiated material case the HFIR 
model resulted in a log-likelihood value of 19.5 ± 4.6 compared to a maximum possible 
log-likelihood value of 28.5. The maximum log-likelihood value does lie within three 
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standard deviations of the HFIR model log-likelihood value. However, the maximum 
likelihood analysis for HFIR irradiated material case appears to not have performed as 
well when compared to the MURR irradiated material case.  
This could be due to the difficulty in the MCNP simulation to capture the 
behavior of the complex HFIR irradiation. For both analyses, a 10% simulation error 
was assumed for the concentration of each isotope in the ratio. However, by propagating 
the reaction rate errors in the MCNP simulations for total fission and total plutonium 
production, it is evident that the HFIR simulation has larger stochastic uncertainties than 
the MURR simulation. For the MURR simulation the stochastic relative error in the total 
fissions, which is synonymous with the predicted 137Cs concentration, is 0.086%, and the 
stochastic relative error in the predicted plutonium mass is 0.781%. Conversely for the 
HFIR simulation, the stochastic relative error in the predicted 137Cs concentration is 
0.395%, and the stochastic relative error in the predicted plutonium mass is 6.91%. 
Clearly the errors in the simulated intra-element isotope ratios for the HFIR model will 
be larger than the errors in the simulated ratios for the MURR model. This likely led to 
the HFIR model not agreeing as well with the measured ratios.  
 A study by Garcia-Herranz et al.57 found that when a sufficient number of 
histories are simulated in a Monte Carlo calculation, the statistical errors are negligible 
compared to the systematic errors such as cross-section uncertainties. As a result, it is 
expected that the difference in the total errors (systematic and stochastic) of the isotope 
concentrations for the HFIR and MURR simulations will not be as significant as the 
nearly order of magnitude difference in the stochastic errors. In order to assess how the 
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HFIR irradiated material maximum likelihood results would vary with increasing 
simulation error, the analysis was performed with 15% and 20% assumed errors on each 
isotope concentration. Table 25 displays the log-likelihood values when a simulated 
isotope concentration error of 10%, 15%, and 20% was assumed. The burnup and time 
since irradiation predictions do change with the varying simulation error, but not 
significantly. 
 
 
Table 25: Log-Likelihood results of the maximum likelihood analysis for the HFIR 
irradiated material at various levels of simulation error. 
Reactor 
Model 
Log-Likelihood 
Value (10% 
Simulation Error) 
Log-Likelihood 
Value (15% 
Simulation Error) 
Log-Likelihood 
Value (20% 
Simulation Error) 
Maximum 
Possible Log-
Likelihood  
28.5 24.9 22.3 
HFIR +19.5 ± 4.6 +20.7 ± 2.9 +19.9 ± 2.2 
MURR -46.6 ± 12.8 -11.1 ± 8.2 +0.1 ± 6.1 
NRX -52.5 ± 12.5 -14.7 ± 8.3 -2.7 ± 6.2 
Magnox -59.5 ± 13.3 -18.0 ± 8.7 -4.7 ± 6.5 
PWR (2.35%) -86.7 ± 21.0 -26.5 ± 12.0 -6.8 ± 8.4 
PHWR -129 ± 32 -53.3 ± 18.2 -23.2 ± 11.9 
PWR (3.4%) -284 ± 26 -114 ± 17 -56.1 ± 12.7 
PWR (4.45%) (-5.27 ± 0.14) × 103 (-2.33 ± 0.08) × 103 (-1.30 ± 0.06) × 103 
FBR (-6.39 ± 0.11) × 105 (-2.84 ± 0.05) × 105 (-1.60 ± 0.03) × 105 
 
 
 
The log-likelihood equation is based on distinguishing the differences between 
the measurement intra-element isotope ratio set and the simulation ratio set. A small 
simulation error serves to exacerbate the differences between the measurement and 
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simulation ratio sets, while a large simulation error lessens the discrepancy. Thus, as the 
simulation error increases the log-likelihood equation becomes less effective at 
discriminating between the measurement set and simulation sets. This general behavior 
is observed in Table 25. As the simulation error is increased the HFIR model log-
likelihood value approaches that of the maximum possible log-likelihood value. 
However, the incorrect reactors also become closer to the maximum log-likelihood 
value, and the log-likelihood has less of an ability to discriminate amongst the incorrect 
reactor-type models. This highlights the need to use appropriate simulated ratio errors 
which account for stochastic and systematic uncertainties.  
In this study, the measurement errors on the measured intra-element isotope ratio 
values ranged on the order of 5% to 10%. The measurement errors did not seem to 
negatively affect the analysis, indicating 5-10% measurement errors are completely 
adequate.  
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10. CONCLUSIONS  
The objective of this research was to develop a nuclear forensics methodology 
that is capable of source reactor-type discrimination of chemically separated weapons-
usable plutonium. If special nuclear material is interdicted, a few steps may be followed 
leading to the utilization of the methodology developed through this study. The first step 
will be to perform a gamma spectrometry measurement to ascertain whether the material 
contains plutonium. Next, a sample will be drawn to perform precise gamma and mass 
spectrometry measurements to obtain fission product and plutonium intra-element 
isotope ratios. Ideally, as many intra-element isotope ratios as possible would be 
measured, however this work has shown eight or nine measured ratios is sufficient. 
Subsequently, the measured intra-element isotope ratios can be utilized in the nuclear 
forensics methodology for discriminating against reactor types not likely of being the 
source of the interdicted material. The information gained by the reactor-type 
discrimination methodology, when combined with traditional forensics, may enable 
attribution of the plutonium. 
The developed methodology utilizes intra-element isotope ratios of fission 
products and plutonium in order to be insensitive to a possible chemical separation. The 
list of identified intra-element isotope ratios for the methodology to predict information 
on reactor type, burnup, and time since irradiation of the sample ended includes: 
137Cs/133Cs, 134Cs/137Cs, 135Cs/137Cs, 136Ba/138Ba, 150Sm/149Sm, 152Sm/149Sm, 154Eu/153Eu, 
240Pu/239Pu, 241Pu/239Pu, and 242Pu/239Pu. The MCNPX-2.7 and MCNP6 radiation 
transport codes were used to model reactor cores, perform burnup simulations, and 
 
103 
 
estimate the isotopics of the discharged fuel. The simulation results were used to 
generate a reactor-dependent library of the identified intra-element isotope ratio values 
as a function of burnup and time since irradiation. The maximum likelihood formulation 
contained in the nuclear forensics methodology was utilized to compare the simulated 
intra-element isotope ratio values contained in the reactor library to the same ratio values 
measured in the sample. This approach results in a likelihood value which is 
proportional to the probability of observing the measured intra-element isotope ratios 
given the reactor type and parameters. 
An ideal demonstration of the developed nuclear forensics methodology was to 
perform a validation study by testing the methodology with measurements of weapons-
usable plutonium. In addition, the weapons-usable plutonium should be representative of 
plutonium which would be produced in a realistic production reactor. In order to allow 
such a validation study of the methodology, two experimental irradiation campaigns 
were performed, resulting in two distinct fuel samples containing weapons-useable 
plutonium. To replicate weapons-usable plutonium produced in the blanket of a fast 
breeder reactor, DUO2 fuel samples were irradiated within the HFIR facility using a 
gadolinium capsule to replicate a pseudo-fast neutron spectrum. A characterization of 
the experimental irradiation at HFIR and resulting plutonium was previously performed 
by Swinney,13 however the current study led to a more thorough understanding of the 
behavior of the gadolinium irradiation capsule and changing neutron flux. 
The second irradiation campaign was designed to produce weapons-usable 
plutonium which is consistent with the low burnup material from natural uranium fueled 
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thermal neutron reactors. Three natural UO2 fuel discs with an average mass of 16.46 mg 
were irradiated in the graphite reflector region surrounding the MURR core. A detailed 
MCNP model was developed for simulating the experimental irradiation ta MURR. 
Comparisons of the MCNP burnup simulation results for the experimental irradiation at 
MURR to the PHWR, NRX, and Magnox–type reactors confirmed that the experimental 
irradiation was successful in producing surrogate material consistent with low burnup 
material from a natural uranium fueled thermal neutron reactor. The majority of the 
MCNP-predicted plutonium and fission product isotope concentrations matched within 
10% of the measured sample concentrations.  
Next, the irradiated UO2 samples were subjected to nondestructive and 
destructive analyses to characterize the irradiation at MURR and the plutonium 
produced. The gamma-spectrometry-measured activities provided data on multiple 
radioactive fission product isotopes within the irradiated fuel. The measured 137Cs 
activity was used to calculate that the irradiated fuel discs attained a burnup of 
0.973 ± 0.032 GWd/MTU. The suite of gamma and mass spectrometry measured fission 
product concentrations showed excellent agreement with the simulation, and served to 
verify the fission product concentration predictions from the MCNP burnup simulation 
of the experimental irradiation at MURR. 
Mass spectrometry measurements of the irradiated samples showed acceptable 
agreement with MCNP simulation predictions regarding the quantity and quality of 
plutonium produced. The results of the simulation and mass spectrometry both conclude 
that the irradiation successfully produced weapons-usable plutonium. It was calculated 
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by mass spectrometry that 20.1 μg of plutonium was produced within the dissolved fuel 
disc, 95.22% of which was 239Pu.  
Ultimately, having acquired two distinct, well-characterized, fuel samples 
containing weapons-usable plutonium, mass spectrometry measurements were 
performed on both experimentally irradiated samples in order to obtain measured values 
for the intra-element isotope ratios employed by the maximum likelihood analysis of the 
nuclear forensics methodology. Measured values of nine intra-element isotope ratios 
were obtained for the material which was experimentally irradiated at HFIR, and 
measured values of eight intra-element isotope ratios were obtained for the material 
which was experimentally irradiated at MURR.  
The results of the maximum likelihood analysis for the measured HFIR irradiated 
material, which underwent a complex irradiation due to the gadolinium depletion and 
significantly changing neutron flux, showed that the reactor-type discrimination 
methodology correctly identified the HFIR model as the source reactor type. The 
maximum log-likelihood value for the HFIR model was 19.5 ± 4.6 compared to a 
maximum possible log-likelihood value of 28.5. The predicted burnup was within 2% of 
the known burnup of 4.36 ± 0.28 GWd/MTU, and the predicted time since irradiation 
was within 15% of the known 1601 days. 
The results of the maximum likelihood analysis for the measured MURR 
irradiated material showed that the reactor-type discrimination methodology correctly 
identified the MURR model as the source reactor type. The maximum log-likelihood 
value for the MURR model was 29.5 ± 1.1 compared to a maximum possible log-
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likelihood value of 29.7. The predicted burnup was within 5% of the known burnup of 
0.973 ± 0.032 GWd/MTU, and the predicted time since irradiation was within 8% of the 
known 318 days. 
 In conclusion, the reactor-type discrimination methodology utilizing maximum 
likelihood analysis works well for discriminating against reactor types not likely to be 
the source of the measured material. Given the source reactor is contained within the 
reactor library, the methodology works to identify the source reactor model. The 
methodology also works well for predicting the burnup and time since irradiation of the 
measured material when a likely reactor is identified. The methodology performed as 
expected for both experimentally irradiated cases, identifying the source reactor model 
and predicting the parameters of burnup and time since irradiation. The two 
experimental irradiation cases included variations in the fuel sample enrichment, neutron 
flux shape and magnitude, level of sample burnup, and duration of time since irradiation. 
The research presented here served to develop and experimentally validate a nuclear 
forensics reactor-type discrimination methodology. 
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10.2 Future Work 
The most pertinent future improvement to this research would be to quantify the 
intra-element isotope ratio simulation uncertainties propagated through multiple 
transport-depletion steps in MCNP burnup calculations. As part of this research we have 
identified a framework for manually propagating the reaction rates and errors through 
each time step for the reactions which significantly contribute to the production and loss 
of an isotope. The framework was demonstrated for the isotope 137Cs. This provides the 
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ability to estimate the stochastic error in the Monte Carlo calculation, but does not 
account for systematic errors. The simulation errors have an effect on the performance of 
the maximum likelihood analysis, thus it will be advantageous to have appropriate 
estimations of the simulated ratio errors including stochastic and systematic uncertainty 
contributions. 
For both the measurement ratio values and simulation ratio values, it is 
understood that the values come from a distribution. The log-likelihood equation utilized 
in this work compares the mode of the measurement to the mode of the simulation and 
provides a quantitative value on the difference between the two modes. The standard 
deviation in the simulation ratio distribution is used for weighting the log-likelihood 
(Eq. 5) whereas the standard deviations in the simulation ratio and measurement ratio 
distributions are used in estimating error propagation in the log-likelihood (Eq. 9). As 
can be seen in Table 25, a variation in the simulation errors has an effect on the 
magnitude of the log-likelihood values, but it does not have an effect on the ranking of 
the reactors or predicted parameters. Given that the modes do not change, the ranking 
order of reactors, predicted burnup, and predicted time since irradiation will not change. 
Future work could examine the use of method which compares two distributions, such as 
the Bhattacharyya coefficient methods. By appropriately sampling the measurement and 
simulation distributions, and thus fluctuating the modes, the measurement and 
simulation errors may lead to variations in the reactor ranking and predicted parameters. 
Next, efforts should be made to expand the reactor library to include high-fidelity 
models of as many reactor types as possible. Furthermore, identification of additional 
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intra-element isotope ratios will be needed to expand the reactor parameter space to 
include variables such as initial fuel enrichment, thermal neutron flux magnitude, power 
level, etc. 
Additionally, the sensitivity of the reactor-type discrimination methodology and 
the associated burnup and time since irradiation parameter predictions should be 
analyzed with respect to a reduced number of measured isotope ratio values. In the case 
that not all ten intra-element isotope ratios are measureable, a subset of isotope ratios 
may be more important at predicting the parameters of interest. This subset will be 
case-specific as well as being dependent on which parameters are more important to be 
resolved. 
Finally, by overlaying the reactor-type discrimination methodology with a 
database of reactor operation history which includes information such as reactor type, 
cycle burnups, and cycle dates, a step could be taken towards reactor attribution. A 
measured sample will result in the maximum likelihood identifying the most likely 
reactor type, and predicting the burnup and time since irradiation. Theoretically, these 
predictions would be used to search the database to identify a specific reactor of the 
predicted type that has a known fuel cycle with parameters matching the burnup and 
time since irradiation predictions. Such a reactor operation history database could be 
populated by reactor operator declarations or opens source information such as satellite 
imagery.  
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