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1 Introduction16
The numerical solution of parabolic partial differential equations or systems is a widespread17
task in numerical analysis, see, e.g., [29, 30, 32]. The discrete solution is naturally re-18
quired to reproduce the basic qualitative properties of the exact solution. Such a property19
for parabolic equations is the (continuous) maximum principle (CMP), see e.g. [14, 28]20
for its several variants. Its discrete analogues, the so-called discrete maximum principles21
(DMPs) for linear parabolic problems were first presented in the papers [15, 25], and later22
developed and analysed in many papers, see e.g. [9, 10, 31] and the references therein. A23
related important discrete qualitative property is the so-called nonnegativity preservation,24
analysed in the context of DMPs e.g. in [9].25
It is well-known from the above works on linear parabolic equations that the usual
relation between the space and time discretization steps is generally
∆t = O(h2)
∗ Supported by the Hungarian Research Grant OTKA No.K 67819, by HAS under the Bolyai János
Scholarship, Grant MTM2008-03541 of the MICINN, Spain, the ERC Advanced Grant FP7-246775 NU-
MERIWAVES, and Grant PI2010-04 of the Basque Government.
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(i.e., the ratio of ∆t and O(h2) should remain between two positive constants as they tend
to 0), both to achieve convergence and to satisfy the DMP [9, 10]. We note that mass
lumping can be used to avoid the lower bound ∆t ≥ ch2 (which requires sufficiently large
time-steps w.r.t. h2), see [15, 33, 34]; on the other hand, the really important restriction
is not the large time steps but the sufficiently small time steps w.r.t. h2 (i.e. the upper
bound ∆t ≤ ch2), which is however inevitable in any work even for linear DMP [9, 10].
The other main assumption to achieve the DMP arises for the space mesh. When using
FEM, one has to impose certain geometrical restrictions, e.g. for simplicial elements this
means certain acuteness of the mesh in the presence of lower order terms. These conditions
also appear in the widely studied elliptic case, see, e.g., [5, 15, 16, 22, 26, 27, 38, 41] and
the references therein. A fairly general algebraic condition on the FE basis functions that
covers most of these conditions has been given in [24]:
∇ϕi · ∇ϕj ≤ 0 on Ω and
∫
Ω
∇ϕi · ∇ϕj ≤ −K0 hd−2
for all i, j, where h is the mesh size, d is the space dimension and K0 > 0 is a constant26
(independent of h). Under such conditions, the DMP holds for small enough h, namely,27
for h < h0 where h0 is a computable bound.28
In this paper we prove that proper discrete maximum principles hold for nonlinear29
parabolic systems of PDEs, discretized in space by FEM, under the same conditions as30
discussed above. To our knowledge, there have appeared very few papers on nonlinear31
equations concerning parabolic DMP. A related result in [8, Th. 5.13] shows that FEM32
for some semilinear reaction-diffusion systems on 2D domains preserves invariant regions33
under certain assumptions, which is closely related to DMP. Some results on DMP for34
FEM for certain nonlinear parabolic equations have been given in [13]. Our goal is to35
extend the result of [13] to systems as general as possible, involving nonsymmetric terms36
and mixed boundary and interface conditions as well. The coupling of the equations in37
the system is cooperative and weakly diagonally dominant, similarly to the elliptic case38
[24].39
The CMP itself has been extended for nonlinear parabolic systems of PDEs in different40
forms, often in the context of invariant sets, see, e.g., [7, 39, 40]. We find it natural to41
require an analogy of the DMP, known for linear equations, to hold for nonlinear systems42
as well. First, this is suggested by the physical meaning of such systems, most often in the43
special form of nonnegativity of the solution. Second, in the elliptic case the same CMP44
holds for related nonlinear equations as for linear equations [22], and a natural analogue45
of these holds for systems [24].46
An important step in our process is to establish a purely algebraic DMP for systems47
of ordinary differential equations (ODEs), to which our results on PDE systems can then48
be reduced. This DMP for ODEs is of independent interest, and can be regarded as49
a basic property that underlies parabolic PDEs. This is analogous to the algebraic or50
matrix maximum principle for generalized nonnegative matrices [4, 37] that underlies51
most elliptic DMP results.52
The paper is organized as follows. In Section 2, we formulate the considered class of53
systems. The discretization scheme is given in detail in Section 3. Section 4 is devoted to54
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the algebraic DMP for ODE systems. The DMP and related nonnegativity preservation55
for the considered parabolic systems are presented in Section 5. Finally, various examples56
are given in Section 6.57
2 The class of problems58
In this paper we consider the following type of nonlinear parabolic systems, involving
cooperative and weakly diagonally dominant coupling, nonsymmetric terms and mixed
boundary and interface conditions. Find a function u = u(x, t) = (u1(x, t), . . . , us(x, t))







+ wk(x, t) · ∇uk + qk(x, t, u) = fk(x, t)
59
in QT := (Ω \ Γint)× (0, T ), (1)
where Ω is a bounded domain in Rd and T > 0, further, the boundary, interface and60
initial conditions are as follows (k = 1, . . . , s):61
uk(x, t) = gk(x, t) for (x, t) ∈ ΓD × [0, T ], (2)
62
ak(x, t, u,∇u)∂uk∂ν + sk(x, t, u) = γk(x, t) for (x, t) ∈ ΓN × [0, T ], (3)
63
[uk]Γint = 0 and
[




for (x, t) ∈ Γint × [0, T ],
(4)
64
uk(x, 0) = u
(0)
k (x) for x ∈ Ω, (5)
respectively, where ν is the outer normal vector and [ .]Γint denotes the jump (i.e., the65
difference of the limits from the two sides of the interface Γint) of a function. We impose66
the following67
Assumptions 2.1.68
(A1) (Domain.) Ω is a bounded polytopic domain in Rd; ΓN ,ΓD ⊂ ∂Ω are disjoint open69
subsets of ∂Ω such that ∂Ω = ΓD ∪ ΓN , and Γint is a piecewise C1 surface in Ω.70
(A2) (Smoothness.) For all k = 1, . . . , s, the scalar functions ak : QT ×Rs ×Rd×s → R,71
qk : QT × Rs → R and sk : (ΓN ∪ Γint) × [0, T ] × Rs → R are measurable and72
bounded, further, qk and sk are continuously differentiable w.r.t. their variables73
in Rs, on their domains of definition. Further, wk ∈ W 1,∞(QT ), fk ∈ L∞(QT ),74
γk ∈ L2((ΓN ∪ Γint)× [0, T ]), gk ∈ L∞(ΓD × [0, T ]) and u(0)k ∈ L∞(Ω).75
(A3) (Ellipticity for the principal space term.) There exist constants µ0 and µ1 such that76
0 < µ0 ≤ ak(x, t, ξ, η) ≤ µ1 (6)
for all k = 1, . . . , s and all (x, t, ξ, η) ∈ Ω× (0, T )×Rs ×Rd×s.77
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(A4) (Coercivity.) For all k = 1, . . . , s, we have div wk ≤ 0 on Ω, wk · ν ≥ 0 on ΓN ,78
further, [ wk]Γint = 0 and [wk · ν]Γint ≥ 0.79
(A5) (Growth.) Let 2 ≤ p1 if d = 2 and 2 ≤ p1 < 2dd−2 if d > 2, further, let 2 ≤ p2 if80
d = 2 and 2 ≤ p2 < 2d−2d−2 if d > 2. There exist constants α1, α2, β1, β2 ≥ 0 such that81
for any x ∈ Ω (or x ∈ ΓN ∪ Γint, resp.), t ∈ (0, T ), ξ ∈ Rs, and any k, l = 1, . . . , s,82 ∣∣∣∣∂qk∂ξl (x, t, ξ)
∣∣∣∣ ≤ α1 + β1|ξ|p1−2, ∣∣∣∣∂sk∂ξl (x, t, ξ)
∣∣∣∣ ≤ α2 + β2|ξ|p2−2. (7)




(x, t, ξ) ≤ 0, ∂sk
∂ξl
(x, t, ξ) ≤ 0, whenever k 6= l. (8)
(A7) (Weak diagonal dominance.) For all k = 1, . . . , s, x ∈ Ω (or x ∈ ΓN ∪ Γint, resp.),85










(x, t, ξ) ≥ 0. (9)
Remark 2.1 Assumptions (A6)-(A7) imply for all k = 1, . . . , s, x ∈ Ω (or x ∈ ΓN ∪Γint,87
resp.), t ∈ (0, T ), ξ ∈ Rs that ∂qk
∂ξk
(x, t, ξ) ≥ 0, ∂sk
∂ξk
(x, t, ξ) ≥ 0.88
We will define weak solutions in a usual way. The interface conditions are handled
similarly to the Neumann boundary, see e.g. [23]; now we can join these two sets and
denote
Γ := ΓN ∪ Γint
in the sequel. Let
H1D(Ω) := {u ∈ H1(Ω) : u|ΓD = 0}.
A function u : QT → Rs is called the weak solution of the problem (1)–(5) if for all89
k = 1, . . . , s, uk are continuously differentiable with respect to t and uk(., t) ∈ H1D(Ω) for90































γkvk dσ (∀v ∈ H1D(Ω)s, t ∈ (0, T )),
further,92
uk = gk on [0, T ]× ΓD, uk|t=0 = u(0)k in Ω. (11)




The full discretization of problem (1)–(5) is built up from two standard steps in space96
and time; in addition, suitable vector basis functions are involved.97
3.1 Semidiscretization in space98
Let Th be a finite element mesh over the solution domain Ω ⊂ Rd, where h stands for99
the discretization parameter. We choose basis functions in the following way. First, let100
n̄0 ≤ n̄ be positive integers and let us choose basis functions101
ϕ1, . . . , ϕn̄0 ∈ H1D(Ω), ϕn̄0+1, . . . , ϕn̄ ∈ H1(Ω) \H1D(Ω), (12)
which are associated with the homogeneous and inhomogeneous boundary conditions on102
ΓD, respectively. These basis functions are assumed to be continuous on Ω and to satisfy103
ϕp ≥ 0 (p = 1, . . . , n̄),
n̄∑
p=1
ϕp ≡ 1, (13)
further, that there exist node points Bp ∈ Ω ∪ ΓN (p = 1, . . . , n̄0) and Bp ∈ ΓD (p =104
n̄0 + 1, . . . , n̄) such that105
ϕp(Bq) = δpq (14)
where δpq is the Kronecker symbol. These conditions hold e.g. for standard linear, bilinear106
or prismatic finite elements. We note that in general n̄ = O(hd). Further, one usually107
considers a family of subspaces and lets h→ 0, hence we will stress the independence of108
h for certain bounds where applicable.109
We in fact need a basis in the corresponding product spaces, which we define by
repeating the above functions in each of the s coordinates and setting zero in the other
coordinates. That is, let N0 := sn̄0 and N := sn̄. First, for any 1 ≤ i ≤ N0,
if i = (k0 − 1)n̄0 + p for some 1 ≤ k0 ≤ s and 1 ≤ p ≤ n̄0, then
110
φi := (0, . . . , 0, ϕp, 0, . . . , 0) where ϕp stands at the k0th entry, (15)
that is, the mth coordinate of φi satisfies (φi)m = ϕp if m = k0 and (φi)m = 0 if111
m 6= k0. From these, we let112
V 0h := span{φ1, ..., φN0} ⊂ H1D(Ω)s. (16)
Similarly, for any N0 + 1 ≤ i ≤ N ,
if i = N0 + (k0 − 1)(n̄− n̄0) + p− n̄0 for some 1 ≤ k0 ≤ s and n̄0 + 1 ≤ p ≤ n̄, then
113
φi := (0, . . . , 0, ϕp, 0, . . . , 0)
T where ϕp stands at the k0th entry, (17)
that is, the mth coordinate of φi satisfies (φi)m = ϕp if m = k0 and (φi)m = 0 if114
m 6= k0. From (16) and these, we let115
Vh := span{φ1, ..., φN} ⊂ H1(Ω)s. (18)
5
Using the above FEM subspaces, one can define the semidiscrete problem for (10) with
initial-boundary conditions (11). We look for a vector function uh = uh(x, t) that satisfies
(10) for all vh = (v1, . . . , vs) ∈ V 0h , and the conditions
uhk(x, 0) = u
(0),h
k (x) (x ∈ Ω), u
h
k(., t)−ghk (., t) ∈ V h0 (t ∈ (0, T )), for all k = 1, . . . , s




k (., t) (for any fixed t) are116
suitable approximations of the given functions u0 and g(., t), respectively. In particular,117
we will use the following form to describe the kth coordinate ghk :118
ghk (x, t) =
n̄∂∑
p=1
g(k)p (t)ϕn̄0+p(x), where n̄∂ := n̄− n̄0. (19)











where the coefficients u
(k)
p (t) (p = 1, . . . , n̄0) are unknown. The set of all coefficient120









1 (t), . . . , u
(2)
n̄0 (t); . . . ; u
(s)









1 (t), . . . , g
(2)
n̄∂ (t); . . . ; g
(s)





(where T denotes the transposed of a vector), that is, uh(t) has N0 = sn̄0 coordinates from
u
(1)
1 (t) to u
(s)
n̄0 (t) belonging to the points in the interior or on Γ, and then N−N0 = s(n̄−n̄0)
coordinates from g
(1)
1 (t) to g
(s)
n̄∂ (t) belonging to the boundary points on ΓD, such that the
upper index from 1 to s gives the number of coordinate in the parabolic system. We will





















To find the function uh(t), first note that it is sufficient that uh satisfies (10) for v = φi124
only (i = 1, 2, . . . , N0). Writing the index i in the following form as before:125
i = (k0 − 1)n̄0 + p for some 1 ≤ k0 ≤ s and 1 ≤ p ≤ n̄0, (22)
the function v = φi has kth coordinates vk = δk,k0ϕp (where δk,k0 is the Kronecker symbol)126





















γk0ϕp dσ (1 ≤ k0 ≤ s, 1 ≤ p ≤ n̄0).







M̄ = [Mpq]n̄0×n̄, Mpq =
∫
Ω
ϕp ϕq dx. (24)
We shall use the corresponding partition
M̄ = [M̄0|M̄∂], where M̄0 ∈ Rn̄0×n̄0 , M̄∂ ∈ Rn̄0×n̄∂
and here M̄0 is the mass matrix corresponding to the interior of Ω. Let k0 = 1, . . . , s and129
let us define the partitioned block matrix130
M :=
[
blockdiags(M̄0, M̄0, . . . , M̄0)
∣∣ blockdiags(M̄∂, M̄∂, . . . , M̄∂)] ∈ RN0×N . (25)





+ G(t,uh(t)) = f(t), (26)
133
uh(0) = uh0 , (27)
where using the form of i as in (22),











sk0(x, t, u)ϕp dσ,







and finally, uh0 is defined by setting t = 0 in (21) and using that u
(k)
p (0) = u
(0)
k (Bp) for134
k = 1, . . . , s and p = 1, . . . , n̄0.135
The solution uh = uh(t) of problem (26)–(27) is called the semidiscrete solution.136
Here the coefficients g
(k)
p (t) are given, hence (26) can be reduced to a system where M137
is replaced by the nonsingular square matrix M0 := blockdiags(M̄0, M̄0, . . . , M̄0) only.138
Then existence and uniqueness for (26)–(27) is ensured by Assumptions 2.1, since then139
G is locally Lipschitz continuous.140
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3.2 Full discretization141
In order to get a fully discrete numerical scheme, we choose a time-step ∆t and denote the
approximation to uh(tn) and f(tn) by u
n and fn (where tn := n∆t, n = 0, 1, 2, . . . , nT ,
T = nT∆t), respectively. To discretize (26) in time, we apply the simplest and most
commonly used one-step time discretization method, the so-called θ-method [15, 32] with
some given parameter
θ ∈ (0, 1].
We note that the case θ = 0, which is otherwise also acceptable, will be excluded later by142
condition (75).143





n+1) + (1− θ)G(tn, un) = f (n,θ) := θfn+1 + (1− θ)fn, (28)
n = 0, 1, . . . , nT − 1, which can be rewritten as a recursion145
Mun+1 + θ∆tG(tn+1, u
n+1) = Mun − (1− θ)∆tG(tn, un) + ∆t f (n,θ) (29)
with u0 = uh(0). Furthermore, we will use notations146
P(un+1) := Mun+1 + θ∆tG(tn+1, u
n+1), Q(un) := Mun− (1− θ)∆tG(tn, un), (30)
respectively. Then, the iteration procedure (29) can be also written as147
P(un+1) = Q(un) + ∆t f (n,θ). (31)
Finding un+1 in (31) requires the solution of a nonlinear algebraic system. Similarly as148
mentioned before, (31) can be reduced to a system with the first N0 coefficients, i.e. M is149
replaced by the nonsingular square matrix M0 := blockdiags(M̄0, M̄0, . . . , M̄0) only, since150
the other coefficients of un+1 are given from the g
(k)
p (t). Analogously, P is replaced by151
P0. The block mass matrix M0 is positive definite, and it follows from Assumptions 2.1152
that u 7→ G(u) has positive semidefinite derivatives. hence by the definition in (30), the153
function u 7→ P0(u) has regular derivatives. This ensures the unique solvability of (31)154
and, under standard local Lipschitz conditions on the coefficients, also the convergence of155
the damped Newton iteration, see e.g. [12].156
4 An algebraic discrete maximum principle for ODE157
systems158
An important and widely studied special case of our problem is the linear case, in fact,159
we wish to recast the nonlinear case to that. In this section we establish an algebraic160
DMP for systems of ordinary differential equations (ODEs), which can be later used for161
our discretized parabolic PDE system.162
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The motivation for that is the well-known continuous maximum principle (CMP) for163
a linear parabolic PDE. Consider the problem164
∂u
∂t
−k∆u+c(x)u = f(x, t) in QT , u = g on [0, T ]×∂Ω, u|t=0 = u0 in Ω (32)
where k > 0 is constant and c ≥ 0. If the data and solution are assumed to be sufficiently165
smooth, then problem (32) satisfies the following CMP [11]:166
min{0; min
Γt1
g}+ t1 min{0; min
Qt1
f} ≤ u(x, t1)≤ max{0; max
Γt1
g}+ t1 max{0; max
Qt1
f} (33)
for all x ∈ Ω and any fixed t1 ∈ (0, T ), where Qt1 := Ω × [0, t1], and Γt1 denotes the167
parabolic boundary, i.e., Γt1 := (∂Ω×[0, t1])∪(Ω×{0}). A related property, which follows168
from the above [10], is the continuous nonnegativity preservation principle: relations169
f ≥ 0, g ≥ 0 and u0 ≥ 0 imply u(x, t) ≥ 0 for all (x, t) ∈ QT .170




+ Kuh(t) = f . (34)
Suitable analogues of (33) have been established e.g. in [11] for such discretized PDEs.172
Below our goal is to formulate a DMP purely algebraically for such ODE systems, to173
which our results on PDE systems can then be reduced.174
4.1 The Cauchy problem and its discretization175




+ Kū = f , (35)
where M = [M0|M∂], K = [K0|K∂] ∈ RN0×N are partitioned matrices with the entries177
M0,K0 ∈ RN0×N0 , M∂,K∂ ∈ RN0×N∂ (N = N0 + N∂), f(t) ∈ RN0 for all t > 0 and178
ū(0) ∈ RN are given. Here ū(t) ∈ RN has the partitioning [u(t)|g(t)]T , where u(t) ∈ RN0 ,179
g(t) ∈ RN∂ and g(t) for t ≥ 0 and u(0) are given. We seek the unknown function u(t)180
for t > 0.181
We impose the following conditions for the matrices M and K, wherein i = 1, ..., N0,182
j = 1, ..., N :183
(B1) Kij ≤ 0 for all i 6= j; (B2)
N∑
j=1
Kij ≥ 0 for all i;184
(B3) Mij ≥ 0 for all i, j; (B4)
N∑
j=1
Mij ≥ 1 for all i.185
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Constructing a full discretization of (35) as in subsection 3.2, we obtain a recursion of186
algebraic systems analogously to (29):187
(M + θ∆tK)ūn+1 = (M− (1− θ)∆tK)ūn + ∆t f (n,θ), (36)
further, the matrices M + θ∆tK and M − (1 − θ)∆tK are denoted by A and B188
respectively. In what follows, we shall use the following partitions of the matrices and189
vectors:190






where, obviously, A0 and B0 are quadratic matrices from R
N0×N0 ; A∂,B∂ ∈ RN0×N∂ ,191
un = [un1 , ..., u
n
N0
]T ∈ RN0 and gn = [gn1 , ..., gnN∂ ]
T ∈ RN∂ . Then, the iteration (36) can be192
also written as193












+ ∆t f (n,θ). (39)
4.2 A discrete maximum principle195
Let us use the following notations:196
gnmin = min{gn1 , . . . , gnN∂}, g
n
max = max{gn1 , . . . , gnN∂}, (40)
197
unmin = min{un1 , . . . , unN0}, u
n
max = max{un1 , . . . , unN0}, (41)
198
vnmin = min{gnmin, unmin}, vnmax = max{gnmax, unmax} (42)
199
fnmin = min{0, f
(n,θ)
1 , . . . , f
(n,θ)
N0
}, fnmax = max{0, f
(n,θ)





e0 = [1, . . . , 1]
T ∈ RN0 , e∂ = [1, . . . , 1]T ∈ RN∂ , e = [1, . . . , 1]T ∈ RN,. (44)
We formulate the discrete maximum principle (DMP) for the discrete model (39) as201
follows:202
min{0, gnmin, gn+1min , unmin}+ ∆tfnmin ≤
≤ un+1i ≤ max{0, gnmax, gn+1max, unmax}+ ∆tfnmax,
(45)
(i = 1, . . . , N0; n = 0, 1, 2...), following [15, p. 100].203
In order to satisfy the DMP for the model (39), we also impose conditions for the204
choice of the time-discretization parameter ∆t:205
(B5) Aij = Mij + θ∆t Kij ≤ 0 (i 6= j, i = 1, ..., N0, j = 1, ..., N);206
(B6) Bii = Mii − (1− θ)∆t Kii ≥ 0 (i = 1, ..., N0).207
The following proposition summarizes some properties of the matrices A and B.208
Lemma 4.1 Under conditions (B1)–(B6) the following properties are valid:209
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P1. A∂ ≤ 0, P2. e0 ≤ Ae;210
P3. A0 is an invertible matrix and A
−1
0 ≥ 0; P4. A−10 A∂ ≤ 0;211
P5. B ≥ 0; P6. Ke ≥ 0;212
P7. Ae ≥ Be; P8. −A−10 A∂e∂ ≤ e0.213











Kij ≥ 1, (46)
which shows the validity of P2.216
Condition B5 implies that Aij ≤ 0 for all i 6= j. Moreover, based on P1 and P2, we have217
the relation218
A0e0 ≥ A0e0 + A∂e∂ = Ae ≥ e0 > 0. (47)
Owing to (B5), the off-diagonal elements of A0 are nonpositive. Moreover, there exists a
positive vector e0 > 0 for which A0e0 > 0. This yields that A0 is an M-matrix, see e.g.
[1, Thm. 2.3]. Hence, the statements P3 and P4 are obvious. Condition (B6) implies
that Bii ≥ 0 for all i = 1, 2, . . . N0. On the other hand, according to (B1) and (B3), we
get Bij ≥ 0 for all i 6= j. Hence, P5 also holds. Property P6 follows from (B2). Using P6,
we have
Ae = Me + θ∆tKe ≥Me ≥ (M− (1− θ)∆tK))e = Be,
which proves P7. Finally, due to P2 and P1, we have A−10 e0 ≤ e0 + A−10 A∂e∂. Hence,219
using P3, we get −A−10 A∂e∂ ≤ e0 −A−10 e0 ≤ e0, which shows the validity of P8. This220
completes the proof.221
Now we can prove the following222
Theorem 4.1 Assume that conditions (B1)–(B6) are satisfied. Then the DMP of the223
form (45) holds for the system (38).224
Proof. ¿From (39), using P2, we get225
A0u
n+1 + A∂g
n+1 = Aūn+1 = Būn + ∆t f (n,θ) ≤
≤ Būn + ∆tfnmaxe0 ≤ Būn + ∆tfnmaxAe.
(48)
Hence, using P3, and then P5 and P7, respectively, we get226
un+1 ≤ −A−10 A∂ gn+1 + A−10 Būn + ∆tfnmaxA−10 Ae ≤
≤ −A−10 A∂ gn+1 + vnmaxA−10 Be + ∆tfnmaxA−10 Ae ≤
≤ −A−10 A∂ gn+1 + vnmaxA−10 Ae + ∆tfnmaxA−10 Ae =
= −A−10 A∂ gn+1 + vnmaxA−10 [A0| A∂]e + ∆tfnmaxA−10 [A0| A∂]e =






Regrouping the above inequality, we get227
un+1 − vnmaxe0 −∆tfnmaxe0 ≤ −A−10 A∂(gn+1 − vnmaxe∂ −∆tfnmaxe∂). (50)
Hence, for the i-th coordinate of the both sides of (50), using P4, and finally P8, we228
obtain229
















·max{0,maxj{gn+1j − vnmax}} ≤ max{0,maxj{gn+1j − vnmax}}.
(51)
Finally, expressing un+1i we obtain the required inequality. The inequality on the left-hand230
side of (45) can be proved similarly. This completes the proof of the theorem.231
Remark 4.1 The DMP (45) can be equivalently formulated as232
min{0, gnmin, gn+1min , unmin}+ ∆tmin{0, fnmin} ≤
≤ un+1i ≤ max{0, gnmax, gn+1max, unmax}+ ∆tmax{0, fnmax},
(52)
(i = 1, . . . , N0; n = 0, 1, 2...), where233
fnmin = min{f
(n,θ)
1 , . . . , f
(n,θ)
N0
}, fnmax = max{f
(n,θ)




4.3 The general case234
Now we verify that, without loss of generality, we can replace condition (B4) with the less235
restrictive assumption
∑N
j=1Mij > 0 for all i. Further, assumption (B1) can be formally236
omitted (it will follow from the other ones).237





Kij ≥ 0 for all i = 1, . . . , N0;240




Mij =: mi > 0 for all i = 1, . . . , N0;242
(iv) Aij = Mij + θ∆t Kij ≤ 0 for all i = 1, . . . , N0, j = 1, . . . , N , i 6= j;243
(v) Bii = Mii − (1− θ)∆t Kii ≥ 0 for all i = 1, ..., N0.244
Theorem 4.2 Let Assumptions 4.3 hold for the full discretization of the ODE system245
(35). Then the discrete solution, obtained from (38), satisfies the following DMP:246
min{0, gnmin, gn+1min , unmin}+ ∆tmin{0, f̃ nmin} ≤
≤ un+1i ≤ max{0, gnmax, gn+1max, unmax}+ ∆tmax{0, f̃ nmax},
(54)
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(i = 1, . . . , N0; n = 0, 1, 2...), where, using mi from Assumption 4.3 (iii),247
f̃ nmin = min
{f (n,θ)1
m1






, f̃ nmax = max
{f (n,θ)1
m1







Proof. Introducing the diagonal matrix D = diag[m1, . . .mN0 ], we can rewrite the248




+ D−1Ku = D−1f . (56)
Assumptions 4.3 (i)-(ii) and (iv)-(v) for the matrices in (35) are equivalent to the proper-250
ties (B2)-(B3) and (B5)-(B6) for the matrix in (56), and assumption (iii) implies that the251
matrix D−1M satisfies the condition (B4). Finally, assumptions (B3) and (B5) imply that252
θ must be positive, in which case assumption (B1) follows from (B5). Consequently, The-253
orem 4.1 can be applied to system (56). By Remark 4.1, this means that (52) holds such254
that f is replaced by D−1f , i.e. fnmin and f
n






The above result still reduces the values of u on the (n+ 1)th time level to the values257
of u on nth time level. Now, by induction, we obtain a DMP that reduces the values of258
u only to the input data until the (n+ 1)th time level:259







































min}+ (n+ 1)∆tmin{0, f̂
(n)




max}+ (n+ 1)∆tmax{0, f̂ (n)max}.
(58)
Proof. The result follows directly from the previous theorem by mathematical in-262
duction.263
Of course, the values in (57) can be further estimated by the global minima and264
maxima of g and f for n = 0, . . . , nT − 1 independently of n, which shows the analogy265
with the continuous case (33).266
5 The discrete maximum principle for the nonlinear267
system268
5.1 Reformulation of the problem269
First we rewrite problem (10) to a problem with nonlinear coefficients. Let us define, for270
any k, l = 1, . . . , s, x ∈ Ω resp. Γ, t > 0, ξ ∈ Rs,271










(x, t, αξ) dα (59)
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and272
f̂k(x, t) := fk(x, t)− qk(x, t, 0), γ̂k(x, t) := γk(x, t)− sk(x, t, 0). (60)
Then the Newton-Leibniz formula yields for all x, t, ξ that
qk(x, t, ξ)− qk(x, t, 0) =
s∑
l=1
rkl(x, t, ξ) ξl, sk(x, t, ξ)− sk(x, t, 0) =
s∑
l=1
zkl(x, t, ξ) ξl.
Subtracting qk(x, t, 0) and sk(x, t, 0) from (1) and (3), respectively, we thus obtain that273






vk dx+B(t, u;u, v) = 〈ψ(t), v〉 (∀v ∈ H1D(Ω)s, t ∈ (0, T )), (61)
where275

















zkl(x, t, y)ulvk dσ











Then the semidiscretization of the problem reads as follows: find a vector function
uh = uh(x, t) such that
uhk(x, 0) = u
(0),h
k (x) (x ∈ Ω), u
h







vhk dx+B(t, uh;uh, v
h) = 〈ψ(t), vh〉 (∀vh ∈ V h0 , t ∈ (0, T )).
Proceeding as in (20)–(26), the Cauchy problem for the system of ordinary differential277




+ K(t,uh)uh = f̂(t), uh(0) = uh0 (63)
where M is as in (26),279
K(t,uh) = [K(t,uh)ij]N0×N , K(t,u
h)ij := B(t, uh;φj, φi), (64)
280






γ̂k0(x, t)ϕp(x) dσ(x). (65)
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The full discretization reads as281
Mun+1 + θ∆tK(tn+1, u
n+1)un+1 = Mun − (1− θ)∆tK(tn, un)un + ∆t f̂ (n,θ). (66)
Since we have set G(t,uh) = K(t,uh)uh in (26), the expressions (30)–(31) become
P(un+1) =
(









A(un) := M + θ∆tK(tn, u
n), B(un) := M− (1− θ)∆tK(tn, un) (n = 0, 1, 2, . . . , nT ),
(67)
the iteration procedure (66) takes the form283
A(un+1)un+1 = B(un)un + ∆t f̂ (n,θ), (68)
which is similar to (38), but now the coefficient matrices depend on un+1 resp. un.284
5.2 The DMP: problems with sublinear growth285
Let us consider Assumptions 2.1, where we let p1 = p2 = 2 in assumption (A5), i.e. we286
have287
Assumption (A5’): there exist constants α1, α2 ≥ 0 such that for any x ∈ Ω (or x ∈ Γ,288
resp.), t ∈ (0, T ) and ξ ∈ R, and any k, l = 1, . . . , s,289 ∣∣∣∣∂qk∂ξl (x, t, ξ)
∣∣∣∣ ≤ α1, ∣∣∣∣∂sk∂ξl (x, t, ξ)
∣∣∣∣ ≤ α2. (69)
In what follows, we will need the standard notion of (patch-)regularity of the considered290
meshes.291
Definition 5.1 Let Ω ⊂ Rd and let us consider a family of FEM subspaces V = {Vh}h→0.292
The corresponding family of FE meshes will be called quasi-regular if there exist constants293
c0, c1 > 0 and a constant 1 ≤ σ < 2 such that for any h > 0 and basis function φp,294
c1h





(where supp denotes the support, i.e. the closure of the set where the function does not295
vanish, and measd−1 denotes (d − 1)-dimensional measure of the boundary of suppφp),296
further, there exist constants cgrad > 0 and 1 ≤ % ≤ 2σ (independent of the basis functions297




(p = 1, . . . , n̄). (71)
Note that the first inequality in (70) implies299
measd(suppφp) ≤ c3hd, (72)
and in fact it also implies the second inequality in (70) under certain natural but additional300
assumptions, e.g. if suppφp are convex, as is usually the case for linear, bilinear or301
prismatic elements.302
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Theorem 5.1 Let problem (1)–(5) satisfy Assumptions 2.1 such that we let p1 = p2 = 2303
in (7), i.e. (A5) reduces to assumption (A5’) above. Let us consider a family of finite304
element subspaces V = {Vh}h→0 such that the basis functions satisfy (13)–(14), and the305
family of associated FE meshes is quasi-regular as in Definition 5.1. Let the following306
assumptions hold:307
(i) for any p = 1, ..., n0, q = 1, ..., n (p 6= q), if measd(suppϕp ∩ suppϕq) > 0 then308
∇ϕp · ∇ϕq ≤ 0 on Ω and
∫
Ω
∇ϕp · ∇ϕq ≤ −K0 hd−2 (73)
with some constant K0 > 0 independent of p, q and h;309










where, using notation ‖w‖∞ := supk,x,t |wk(x, t)|,310
ω := c2α2 + cgrad‖w‖∞ ; (74)





µ0K0 − α1c3h2 − ωh2−%σ
) ; (75)





R(h) := (µ1 +
‖w‖∞
2




















Then the matrices M, K(tn+1,u
n+1), A(un+1) and B(un), defined via (25), (64)315





n+1)ij ≥ 0 for all i = 1, . . . , N0;317




Mij =: mi > 0 for all i = 1, . . . , N0;319
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(4) A(un+1)ij ≤ 0 (i 6= j, i = 1, ..., N0, j = 1, ..., N);320
(5) B(un)ii ≥ 0 (i = 1, ..., N0).321
Proof. First we calculate K(t,uh)ij := B(t, uh;φj, φi) for given i = 1, ..., N0, j =322
1, ..., N . Let us write the indices i, j in the form as in (22):323
i = (k0 − 1)n̄0 + p for some 1 ≤ k0 ≤ s and 1 ≤ p ≤ n̄0, (79)
324
j = (l0 − 1)n̄0 + q for some 1 ≤ l0 ≤ s and 1 ≤ q ≤ n̄0 or
j = N0 + (l0 − 1)(n̄− n̄0) + q − n̄0 for some 1 ≤ l0 ≤ s and n̄0 + 1 ≤ q ≤ n̄.
(80)
Then the functions u = φj and v = φi have lth and kth coordinates ul = δl,l0ϕq and





rk0 l0(x, t, uh)ϕp ϕq dx+
∫
Γ
zk0 l0(x, t, uh)ϕp ϕq dσ if k0 6= l0;∫
Ω
(






zk0 k0(x, t, uh)ϕp ϕq dσ if k0 = l0 .
Similarly,325
Mij = 0 if k0 6= l0, and Mij =
∫
Ω
ϕp ϕq dx if k0 = l0 . (81)
Now we can prove the desired properties (1)-(5). Moreover, we prove them in general for326
all t and uh (but will use them later only in the case formulated in the theorem).327







ak0(x, t, uh,∇uh)∇ϕp · ∇(
n̄∑
q=1






















We now use (13) and first estimate the last terms. Using (59), the sums of functions rk l328
and zk l inherit the nonnegativity (9), hence from (13) we altogether obtain that the last329
two integrands are nonnegative. Then, (13) also yields that the first integrand vanishes330






wk0(x, t) · ∇ϕp . (82)
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(wk0(x, t) · ∇ϕp) =
∫
ΓN
(wk0(x, t) · ν)ϕp dσ +
∫
Γint





(div wk0(x, t))ϕp dx ≥ 0. (83)
(2) It is obvious from (81) and (13) that Mij ≥ 0 for all i, j.333


















(4) We calculate A(t,uh)ij := Mij + θ∆tK(t, u
h)ij and check its nonpositivity for all




rk0 l0(x, t, uh)ϕp ϕq dx+
∫
Γ
zk0 l0(x, t, uh)ϕp ϕq dσ
)
≤ 0,
using (13) and that by (59), rk0 l0 and zk0 l0 inherit the nonpositivity (8).336








ak0(x, t, uh,∇uh)∇ϕp · ∇ϕq + (wk0(x, t) · ∇ϕp)ϕq





zk0 k0(x, t, uh)ϕp ϕq dσ.
Let Ωpq := suppϕp ∩ suppϕq. Here (13) and (72) yield337 ∫
Ω
ϕp ϕq ≤ measd(Ωpq) ≤ c3hd , (85)
and similarly, also using (70),338 ∫
Ω
rk0 k0(x, t, uh)ϕp ϕq ≤ α1c3hd,
∫
Γ
zk0 k0(x, t, uh)ϕp ϕq ≤ α2c2hd−1 (86)
since by (59), rk0 k0 and zk0 k0 inherit (69). By (6) and (73), resp. (13), (71) and (72),339 ∫
Ω
ak0(x, t, uh,∇uh)∇ϕp·∇ϕq ≤ −µ0K0 hd−2 ,
∫
Ω

















Since %σ < 2 and h < h0 for h0 defined in assumption (ii), it follows that we have a340
negative coefficient of θ∆t above, and from (74) and (75) we obtain that the expression341
in the large brackets is nonpositive, hence A(t,uh)ij ≤ 0.342
(5) We have B(t,uh)ii := Mii − (1− θ)∆tK(t,uh)ii ≥ 0 iff343 ∫
Ω




ak0(x, t, uh,∇uh)|∇ϕp|2 + (wk0(x, t) · ∇ϕp)ϕp













The latter holds for all ∆t > 0 if θ = 1 (i.e. the scheme is implicit). If θ < 1, then we
estimate the expresssion in brackets from above by∫
Ω
(





























which shows that (88) holds for all ∆t that satisfies (76).344
Remark 5.1 (Discussion of the assumptions in Theorem 5.1.) We may state similar345
comments as in the scalar case [13]:346
(i) Assumption (i) can be ensured by suitable geometric properties of the space mesh,347
see subsection 5.4 below.348
(ii) The value of h0 can be computed easily since it is defined by an equation containing349
given or computable constants from the assumptions on the coefficients, the mesh quasi-350
regularity and geometry.351
(iii) It is well-known from the above works on linear parabolic equations that the usual352
requirement for the relation between the space and time discretization steps is generally353
to keep their ratio between two positive constants as they tend to 0, i.e.354
∆t = O(h2) (89)
should hold, in order both to achieve convergence in the maximum norm and to satisfy the355
DMP [9, 10, 32]. We obtain similar properties in Theorem 5.1 for our nonlinear systems.356
Namely, first, the lower bound in (75) is asymptotically of the form ∆t ≥ O(h2) as357
h → 0, and all the constants involved are easily computable. If θ = 1, i.e. the scheme is358
implicit, then there is no upper restriction on ∆t. If θ < 1, then for various popular finite359
elements one has R(h) = O(h−2) in (77), see [13]. (Namely, this has been proved so far for360
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simplicial elements in any dimension, bilinear elements in 2D and prismatic elements in361
3D.) Hence ∆t ≤ O(h2) as h→ 0, which yields with the other bound the usual condition362
(89) (as h→ 0) for the space and time discretizations.363
In addition, the lower bound in (75) must be smaller than the upper bound in (76).364
In view of the factor 1− θ in the latter, this gives a restriction on θ to be close enough to365
1, similarly to the linear case.366
Now we can derive the corresponding discrete maximum principles. First, based on367
Theorem 4.2, we obtain368
Corollary 5.1 Let problem (1)–(5) and its FE discretization satisfy the conditions of369
Theorem 5.1. Then the discrete solution, obtained from (68), satisfies the discrete maxi-370
mum principles (54) and (58).371
One is more interested in the information containing the original coefficients rather372
than the discrete values in (54). In this respect we can derive the following result:373
Lemma 5.1 Let problem (1)–(5) and its FE discretization satisfy the conditions of The-374
orem 5.1.375
If the functions u
(0)
k , gk and fk are also continuous on the closure of their domains,
then the discrete solution, obtained from (68), satisfies the following discrete maximum
principle:






















where ΓD(n+1)∆t := ΓD × [0, (n + 1)∆t], Γ(n+1)∆t := Γ × [0, (n + 1)∆t], Q(n+1)∆t :=
Ω× [0, (n+ 1)∆t], further, from (60),
f̂k(x, t) := fk(x, t)− qk(x, t, 0), γ̂k(x, t) := γk(x, t)− sk(x, t, 0)








The reverse of the above inequality (discrete minimum principle) holds if all maxima377
are replaced by minima.378
If we do not assume u
(0)
k , gk and fk to be continuous on the closure of their domains,379
then the above inequalities hold if the corresponding max and min are replaced by ess sup380
and ess inf.381
Proof. We only prove the first, major, statement. (The other two are then obvious.)
In view of Corollary 5.1, we must estimate further the r.h.s. of (58):
un+1i ≤ max{0, g(n)max, u(0)max}+ (n+ 1)∆tmax{0, f̂ (n)max}.
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Using the definitions, we first have
g(n)max = max{ g(k)p (j∆t) : j = 0, . . . , n+ 1, k = 1, . . . , s, p = 1, . . . , n̄∂}
≤ max{ g(k)p (t) : 0 ≤ t ≤ (n+ 1)∆t, k = 1, . . . , s, p = 1, . . . , n̄∂}.
Here (14) and (19) imply g
(k)
p (t) = gk(Bn̄0+p, t), hence g
(n)
max ≤ max{ gk(x, t) : x ∈ ΓD, 0 ≤






ghk . Second, we similarly obtain
u(0)max = max{u(k)p (0) : k = 1, . . . , s, p = 1, . . . , n̄∂} = max{u
(0)
k (Bp) : k = 1, . . . , s, p = 1, . . . , n̄∂}







Finally, from (28), (55) and (65) we have















(θγ̂k0(x, (n+ 1)∆t) + (1− θ)γk0(x, n∆t))ϕp dσ
)
.
By definition and (84),































In practical situations the terms with D(h) usually vanish. Namely, one often has382
γ̂k ≡ 0 (namely, γk ≡ 0 and sk(x, t, 0) ≡ 0, e.g. for reaction-diffusion problems), in383
which case the term containing max γ̂k disappears, and Lemma 5.1 becomes completely384
analogous to (33). The same holds if there is only Dirichlet boundary. More generally, if385
the γ̂k do not vanish but have a common sign condition, then we have a one-sided analogy.386
These are summarized as follows:387
Theorem 5.2 Let problem (1)–(5) and its FE discretization satisfy the conditions of388
Theorem 5.1.389
If the functions u
(0)
k , gk and fk are also continuous on the closure of their domains,390
then the discrete solution, obtained from (68), satisfies the following inequalities, where391
the notations of Lemma 5.1 are used:392
(1) If γ̂k ≤ 0 for all k = 1, . . . , s, then


















(2) If γ̂k ≥ 0 for all k = 1, . . . , s, then

















(3) If γ̂k ≡ 0 for all k = 1, . . . , s, or ΓN ∪ Γint = ∅, then both of the above inequalities393
are valid.394
If we do not assume u
(0)
k , gk and fk to be continuous on the closure of their domains,395
then the above inequalities hold if the corresponding max and min are replaced by ess sup396
and ess inf. Finally, n∆t can be further bounded uniformly by T in all the estimates.397
Proof. It readily follows from Lemma 5.1.398
Finally, using statement (2) above, one can readily derive the frequently relevant399
discrete nonnegativity principle:400
Corollary 5.2 Let problem (1)–(5) and its FE discretization satisfy the conditions of401
Theorem 5.1.402
If f̂k ≥ 0, ghk ≥ 0, γ̂k ≥ 0 and u
(0),h
k ≥ 0 for all k = 1, . . . , s, then the fully discrete
solution, obtained from (68), satisfies
uni ≥ 0 (n = 0, 1, ..., nT , i = 1, ..., N0).
Remark 5.2 Corollary 5.2 means that the coordinates uhk of the semidiscrete solution are
nonnegative in each node point. Properties (13)–(14) of the basis functions imply that the
coordinates uh(., n∆t) of the FEM solution for all time levels n∆t are also nonnegative . If,
in addition, we extend the solutions to QT with values between those on the neighbouring
time levels, e.g. with the method of lines, then we obtain that the coordinates of the
discrete solution satisfy
uhk ≥ 0 on QT (k = 1, . . . , s).
5.3 The DMP: problems with superlinear growth403
In this subsection we allow stronger growth (of power order) of the nonlinearities qk and404
sk than in the above, i.e. we return to Assumption 2.1 (A5), and extend our DMP results405
from the previous section to this case. For this we need some extra technical assumptions406
and results. The discussion of this modification is similar to the scalar case [13], and we407
may rely on many of the technical results therein.408
Let us first summarize the additional conditions.409
Assumptions 5.3.410
(B1) We restrict ourselves to the case of implicit scheme: θ = 1.411
(B2) The coefficients on ΓN satisfy γ̂k(x, t) := γk(x, t)−sk(x, t, 0) ≡ 0 for all k = 1, . . . , s,412
further, ΓD 6= ∅.413
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(B3) The coordinates of the exact solution satisfy uk(., t) ∈ W 1,q(Ω) for some q > 2 (if414
d = 2) or some q ≥ 2d/(d− (d− 2)(p1 − 2)) (if d ≥ 3) for all t ∈ [0, T ].415
(B4) The discretization satisfies Mp1 := supt∈[0,T ] ‖u(., t)− uh(., t)‖Lp1 (Ω) <∞, further, if416
β2 6= 0 in (7) then Mp2 := supt∈[0,T ] ‖uh(., t)‖Lp2 (ΓN ) <∞.417
(B5) The diagonal row-dominance (9) is completed with diagonal dominance w.r.t. columns:418










(x, t, ξ) ≥ 0. (90)
The full discretization (66) for θ = 1 reads as420
Mun+1 + ∆tK(tn+1, u
n+1)un+1 = Mun + ∆t f̂ (n). (91)
Let un+1 ∈ Vh denote the function with coefficient vector un+1, and let f̂n(x) := f̂(x, n∆t).421










unkvk dx + ∆t 〈ψn, v〉 (92)










γ̂nk vk dσ. Here, by assumption423
(B2), the integral on ΓN vanishes, further, f̂ ∈ L∞(QT ) by Assumption 2.1 (A2).424
Then the following technical results hold.425
Lemma 5.2 Let Assumptions 5.3 hold. Then426
(1) the norms ‖un‖L2(Ω) are bounded independently of n and Vh by some constant427
KL2 > 0.428
(2) the norms ‖un‖Lp1 (Ω) are bounded independently of n and Vh by some constant429
Kp1,Ω > 0.430
Proof. It goes in the same way as in Lemmata 5.2-5.3 in [13], if those proofs are now431
applied to the coordinate functions of the solution. The additional coercive nonsymmetric432
terms in the equations do not change the derivation in which the bilinear form is dropped433
due to coercivity. Any of the equivalent finite-dimensional norms can be chosen for the434
vector function un using the L2 resp. Lp1 norms of its coordinate functions.435
Now we can prove the main result on the discretization matrices:436
Theorem 5.3 Let problem (1)–(5) satisfy Assumptions 2.1 and Assumptions 5.3. Let us437
consider a family of finite element subspaces V = {Vh}h→0 such that the basis functions438
satisfy (13)–(14), and the family of associated FE meshes is quasi-regular as in Definition439
5.1. Let the following assumptions hold:440
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(i) for any p = 1, ..., n0, q = 1, ..., n (p 6= q), if measd(suppϕp ∩ suppϕq) > 0 then441
∇ϕp · ∇ϕq ≤ 0 on Ω and
∫
Ω
∇ϕp · ∇ϕq ≤ −K0 hd−2 (93)
with some constant K0 > 0 independent of p, q and h;442


























where the numbers 0 < γ1, γ2 < 2 are defined below in (96), (97), respectively, and445



















Then the matrices M, K(un+1), A(un+1) and B(un), defined via (25), (64) and448




K(un+1)ij ≥ 0 for all i = 1, . . . , N0;450




Mij =: mi > 0 for all i = 1, . . . , N0;452
(4) A(un+1)ij ≤ 0 (i 6= j, i = 1, ..., N0, j = 1, ..., N);453
(5) B(un)ii ≥ 0 (i = 1, ..., N0).454
Proof. We follow the proof of Theorem 5.1. Statements (1)-(3) follow from it455
immediately, since (as seen obviously from its proof) the new growth conditions only456
affect the last two properties.457
To prove properties (4)-(5), instead of uh in the arguments, we must consider the458
functions un+1 (for A) and un (for B) that have the coefficient vectors un+1 and un,459
respectively. The derivations below then follow the proof of the scalar case [13] with a460
proper adaptation.461
(4) Since we now have (7) instead of (69), the first estimate in (86) is replaced by∫
Ω












Here the first term is bounded by α1c3h
d as before. To estimate the second term, we use
Hölder’s inequality: ∫
Ωpq
|un+1|p1−2 ≤ ‖un+1‖p1−2Lp1 (Ωpq)‖1‖
2
Lp1 (Ωpq),
where ‖un+1‖Lp1 (Ωpq) := (
∫
Ωpq
|un+1|p1)(1/p1) and |un+1| stands for the Euclidean length of
the values of vector function un+1. For the first factor, we use Lemma 5.2 (2) to find that
‖un+1‖p1−2Lp1 (Ωpq) ≤ ‖u




The second factor satisfies, by (85), ‖1‖2Lp1 (Ωpq) =
(
measd(Ωpq)


















rk0 k0(x, t, u







zk0 k0(x, t, u




and here we can use Assumption 5.3 (B4) and (72) to have∫
Γpq
|un+1|p2−2 ≤ ‖un+1‖p2−2Lp2 (Γpq)‖1‖
2




















since from Assumption 2.1 (A5) we have 2d−2
p2
> d− 2. Summing up, using the above and





























Since h < h0 for h0 defined in assumption (ii), it follows that we have a negative coefficient465
of θ∆t above, and from (95) we obtain that the expression in [. . . ] is nonpositive, hence466
A(uh)ij ≤ 0.467
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(5) For the considered implicit scheme, B(un) coincides with the block mass matrix468
M, whose diagonal entries are positive.469
From Theorem 5.3, one can derive the corresponding discrete maximum, minimum470
and nonnegativity preservation principles, similarly as in Lemma 5.1 and Theorem 5.2 in471
the sublinear case. Here we only formulate the discrete nonnegativity principle:472
Corollary 5.3 Let the conditions of Theorem 5.3 hold, further, let f̂k ≥ 0, ghk ≥ 0 and
u
(0),h
k ≥ 0 for all k = 1, . . . , s. Then the fully discrete solution, obtained from (68),
satisfies
uni ≥ 0 (n = 0, 1, ..., nT , i = 1, ..., N0).
In addition, similarly to Remark 5.2, if we extend the solutions to QT with values
between those on the neighbouring time levels, e.g. with the method of lines, then we
obtain that the coordinates of the discrete solution satisfy
uhk ≥ 0 on QT (k = 1, . . . , s).
Remark 5.3 In view of Corollary 5.3, it makes sense to pose problem (1)–(5) if its473
coefficients qk and/or sk are a priori defined only for nonnegative arguments for u1, . . . , us,474
since the described numerical solution only uses these values. This is the case for various475
real-life models with nonnegative unknown quantities, such as concentration etc. (If an476
actual inner numerical method still requires arbitrary values of u1, . . . , us, than one may477
define suitable extensions of qk and/or sk.)478
Remark 5.4 Similar comments are valid for the assumptions of Theorem 5.3 as in Re-
mark 5.1. In particular, the lower bound in (95) for the space and time discretization
steps is asymptotically of the form
∆t ≥ O(h2)
as h→ 0, and all the constants involved are easily computable. On the other hand, since479
we have considered the implicit scheme θ = 1 here, there is no corresponding upper bound480
as in Remark 5.1.481
5.4 Geometric properties of the space mesh482
In the above results, the condition on the space mesh to achieve the DMP has been483
property (93). We briefly summarize some geometric aspects of this condition.484
The most direct way to satisfy (93) is to require the stricter property485
∇ϕp · ∇ϕq ≤ −K0 h−2 (98)
pointwise on the common support of these basis functions. In view of well-known formulae486
(see e.g. [2, 5, 27, 41]), the above condition has a nice geometric interpretation: in the487
case of simplicial meshes, it is sufficient if the employed mesh is uniformly acute [3, 27].488
For practical constructions of such meshes see [3, 6, 36] and references therein. In the case489
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of bilinear elements, condition (98) is equivalent to the so-called strict non-narrowness of490
the meshes, see [19]. The case of prismatic finite elements in this context is treated in491
[16].492
These conditions are sufficient but not necessary. For instance, for linear elements,
some obtuse interior angles may occur in the simplices of the meshes, just as for linear
problems (see e.g. [26]). Alternatively, one can require (98) only on a proper subpart of
each intersection of supports [24]: let there exist subsets Ω+pq ⊂ Ωpq for all p, q such that
the basis functions satisfy
∇ϕp · ∇ϕq ≤ −
c
h2
< 0 on Ω+pq, ∇ϕq · ∇ϕp ≤ 0 on Ωpq \ Ω+pq,





≥ c3 > 0493
for some constant c3 independent of p, q. Clearly, these conditions ensure (93). These494
weaker conditions may allow in general easier refinement procedures (e.g. allow also right495
dihedral angles).496
6 Examples497
We give some examples of problems where the above DMP theorems yield new results. Let498
us recall here that the main conditions of the applied theorems are the relation ∆t = O(h2)499
for the space and time mesh and the “acuteness” property (93) for the space mesh.500
In all these examples, similarly as before, Ω stands for a bounded domain in Rd501
and T > 0 is a given number, Γint is a piecewise C
1 surface lying in Ω, we denote502
QT := (Ω \ Γint), and [ . ]Γint denotes the jump (i.e., the difference of the limits from the503
two sides of the interface Γint) of a function.504
6.1 A single equation505
As a first trivial example, we mention that even for a single equation our results generalize506
those in [13] in two respects: first, one may now have nonsymmetric terms and interface507
conditions as well, second, the obtained DMP is now in a form directly analogous to the508
corresponding CMP.509







+ w(x, t) · ∇u+ q(x, t, u) = f(x, t) in QT , (99)
with boundary, interface and initial conditions analogous to (2)–(5) (in fact, one must511
simply drop the subscript k therein). We impose Assumptions 2.1, which now reduce to512
the following simpler requirements. The domain and smoothness conditions (A1)-(A2)513
remain similar, just as the ellipticity condition 0 < µ0 ≤ a(x, t, ξ, η) ≤ µ1 for the514
principal space term in (A3) and the coercivity conditions div w ≤ 0 on Ω, w · ν ≥515










≥ 0 in (A4). Conditions (A5)-(A7) become516
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much simpler: cooperativity has no meaning in this case, and the growth and diagonal517
dominance conditions together become518
0 ≤ ∂q
∂ξ
(x, t, ξ) ≤ α1 + β1|ξ|p1−2, 0 ≤
∂s
∂ξ
(x, t, ξ) ≤ α2 + β2|ξ|p2−2. (100)
Altogether, we just obtain a generalization of the problem in [13].519
Then Lemma 5.1 holds together with its consequences. It is worth formulating what520
Theorem 5.2 yields for this case, as an analogue to (33):521
Corollary 6.1 Let problem (99) and its FE discretization satisfy the conditions of Theo-522
rem 5.1. If the functions u(0), g and f are also continuous on the closure of their domains,523
then the discrete solution, obtained from (68), satisfies the following inequalities, where524
the notations of Lemma 5.1 are used:525















u(0),h}+ (n+1)∆t min{0, min
Q(n+1)∆t
f̂}.527
(3) If γ̂ ≡ 0 or ΓN ∪ Γint = ∅, then both of the above inequalities are valid.528
6.2 Reaction-diffusion systems in chemistry529
6.2.1 Reactions in a domain530
Certain reaction-diffusion processes in chemistry in a domain Ω ⊂ Rd, d = 2 or 3, are531
described by systems of the following form:532
∂uk
∂t
− bk∆uk + Pk(x, u1, . . . , us) = fk(x, t) in QT , (101)
with boundary and initial conditions533





= 0 for (x, t) ∈ ΓN × [0, T ], uk(x, 0) = u(0)k (x) for x ∈ Ω, (103)
for all k = 1, . . . , s. The DMP for steady-states of such systems has been discussed in535
[24], now we consider the time-dependent case.536
Here, for all k, the quantity uk describes the concentration of the kth species, and Pk537
is a polynomial which characterizes the rate of the reactions involving the k-th species. A538
common way to describe such reactions is the so-called mass action type kinetics [17, 18],539
which implies that Pk has no constant term for any k, in other words, Pk(x, 0) ≡ 0 on Ω540
for all k. The function fk ≥ 0 describes a source independent of concentrations.541
We consider system (101)–(103) under the following conditions, such that it becomes542
a special case of system (1)–(5). As pointed out later, such chemical models describe543
processes with cross-catalysis and strong autoinhibiton.544
Assumptions 6.2.1.545
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(i) Ω is a bounded polytopic domain in Rd, where d = 2 or 3, and ΓN ,ΓD ⊂ ∂Ω are546
are disjoint open measurable subsets of ∂Ω such that ∂Ω = ΓD ∪ ΓN .547
(ii) (Smoothness and growth.) For all k, l = 1, . . . , s, the functions Pk are polynomials548
of arbitrary degree if d = 2 or of degree at most 4 if d = 3, and we have Pk(x, 0) ≡ 0549
on Ω. Further, fk ∈ L∞(QT ), gk ∈ L∞(ΓD × [0, T ]) and u(0)k ∈ L∞(Ω).550
(iii) (Ellipticity for the principal space term.) bk > 0 (k = 1, . . . , s) are given numbers.551
(iv) (Cooperativity.) We have552
∂Pk
∂ξl
(x, ξ) ≤ 0 (k, l = 1, . . . , s, k 6= l; x ∈ Ω, ξ ∈ Rs). (104)










(x, ξ) ≥ 0 (k = 1, . . . , s; x ∈ Ω, ξ ∈ Rs). (105)
Similarly as in Remark 2.1, assumptions (104)–(105) now imply554
∂Pk
∂ξk
(x, ξ) ≥ 0 (k = 1, . . . , s; x ∈ Ω, ξ ∈ Rs). (106)
Returning to the model described by system (101)–(103), the chemical meaning of the555
cooperativity (104) is cross-catalysis, whereas (106) means autoinhibiton. Cross-catalysis556
arises e.g. in gradient systems [35]. Condition (105) means that autoinhibition is strong557
enough to ensure both weak diagonal dominances.558
By definition, the concentrations uk are nonnegative, therefore a proper numerical559
model must produce such numerical solutions. We can use Corollary 5.3 to obtain the560
required property:561
Corollary 6.2 Let system (101)–(103) satisfy Assumptions 6.2.1, and assume that uk(., t) ∈562
W 1,q(Ω) for some q > 2 as in Assumptions 5.3 (B3). Let the FE discretization of the563
system satisfy the conditions of Theorem 5.3.564
If fk ≥ 0, ghk ≥ 0 and u
(0),h
k ≥ 0 for all k = 1, . . . , s, then the discrete solution, obtained
from (68), satisfies
uni ≥ 0 (n = 0, 1, ..., nT , i = 1, ..., N0).
In addition, as mentioned after Corollary 5.3, if we extend the solutions to QT with
values between those on the neighbouring time levels, e.g. with the method of lines, then
we obtain that the coordinates of the discrete solution satisfy
uhk ≥ 0 on QT (k = 1, . . . , s).
Remark 6.1 For such systems with only Dirichlet boundary conditions, more specific565
results on the preservation of invariant rectangles under FEM have been obtained in [8].566
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6.2.2 Reactions localized on an interface567
A different type of reaction-diffusion process arises in some cases when the chemical568
reactions are localized on an interface, i.e. on a subsurface of the domain in 3D or on a569
curve in 2D, see [20, 21] and the references therein. If one consideres such time-dependent570
systems, then the problem can be described as follows, where Ω ⊂ Rd is a domain in571
d = 2 or 3:572
∂uk
∂t
− bk∆uk = fk(x, t) in QT , (107)
with boundary, interface and initial conditions573
uk(x, t) = gk(x, t) for (x, t) ∈ ∂Ω× [0, T ], (108)
574





+ Sk(x, u1, . . . , us)
]
Γint
= 0 for (x, t) ∈ Γint × [0, T ], (109)
575
uk(x, 0) = u
(0)
k (x) for x ∈ Ω, (110)
for all k = 1, . . . , s.576
Analogously to Assumptions 6.2.1, we now impose577
Assumptions 6.2.2.578
(i) Ω is a bounded polytopic domain in Rd, where d = 2 or 3, and Γint is a piecewise579
C1 surface lying in Ω.580
(ii) (Smoothness and growth.) For all k, l = 1, . . . , s, the functions Sk are polynomials581
of arbitrary degree if d = 2 or of degree at most 2 if d = 3, and we have Sk(x, 0) ≡ 0582
on Ω. Further, fk ∈ L∞(QT ), gk ∈ L∞(∂Ω× [0, T ]) and u(0)k ∈ L∞(Ω).583
(iii) (Ellipticity for the principal space term.) bk > 0 (k = 1, . . . , s) are given numbers.584
(iv) (Cooperativity.) We have
∂Sk
∂ξl
(x, ξ) ≤ 0 (k, l = 1, . . . , s, k 6= l; x ∈ Γint, ξ ∈ Rs).585










(x, ξ) ≥ 0 (k = 1, . . . , s; x ∈ Γint, ξ ∈ Rs).
Similarly to the previous subsection, assumptions (iv)-(v) imply the analogue of (106),586
and the chemical meaning for the localized reactions is cross-catalysis and autoinhibition,587
the latter being strong enough to ensure both weak diagonal dominances.588
We can repeat Corollary 6.2, by replacing Assumptions 6.2.1 by Assumptions 6.2.2,589
to obtain that uni ≥ 0 (n = 0, 1, ..., nT , i = 1, ..., N0), and, by a proper extension of uh to590
QT , that u
h
k ≥ 0 on QT (k = 1, . . . , s).591
30
6.3 Transport problems592
Systems describing transport processes generally involve reaction, diffusion and convection593
(advection) terms. (Some other possible terms can be mathematically included in the594
last, zeroth-order reaction terms.) Let us first consider the case of reactions in the whole595
domain, see, e.g., [42].596
The mathematical model of such processes is a modification of (101) if a first order597
term is added to describe convection. Let us therefore consider the system of equations598
∂uk
∂t
− bk∆uk + wk(x, t) · ∇uk + Pk(x, u1, . . . , us) = fk(x, t) in QT (111)
(k = 1, . . . , s) with the boundary and initial conditions (102)–(103). We study this system599
under conditions such that it becomes a special case of system (1)–(5). For this, we only600
need to add the corresponding part of Assumption 2.1 (A4) to the previously studied601
properties:602
Assumptions 6.3.1. Let Assumptions 6.2.1 hold, and let div wk ≤ 0 on Ω and603
wk · ν ≥ 0 on ΓN (k = 1, . . . , s).604
As pointed out above, Assumptions 6.2.1 mean that the described chemical process is605
cross-catalyc with suitably strong autoinhibiton. Further, in many cases the convective606
terms are divergence-free (e.g. if they arise from a related Stokes system): div wk = 0,607
i.e. the first property of wk holds. The inequality wk ·ν ≥ 0 on ΓN means that Neumann608
conditions are prescribed on the outflow boundary.609
Similarly as before, the concentrations uk are nonnegative, therefore the numerical610
model must produce such numerical solutions. We can repeat Corollary 6.2, by replacing611
Assumptions 6.2.1 by Assumptions 6.3.1, to obtain that uni ≥ 0 (n = 0, 1, ..., nT , i =612
1, ..., N0), and, by a proper extension of u
h to QT , that u
h
k ≥ 0 on QT (k = 1, . . . , s).613
Second, for transport processes we can also consider the case when the chemical reac-614
tions are localized on an interface. Then we only have uncoupled nonsymmetric equations615
such that the reactions Pk(x, u1, . . . , us) are missing from (111), and they instead appear616
in the interface conditions as in subsection 6.2.2, i.e. the side conditions are (108)–(110).617




≥ 0 (k = 1, . . . , s), and provide the desired nonnegativity if these assump-619
tions replace Assumptions 6.2.1 in Corollary 6.2.620
6.4 Population systems and reactions proportional to species621
Certain systems in population dynamics can be written in the form622 
∂u1
∂t
− b1∆u1 = u1M1(u1, u2)
∂u2
∂t
− b2∆u2 = u2M2(u1, u2),
(112)
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where u1, u2 denote the amounts of two species distributed continuously in a plane region623
Ω, see e.g. [8]. The simple boundary and initial conditions624
uk = gk on ∂Ω× [0, T ], uk(., 0) = u(0)k on Ω (k = 1, 2) (113)
are imposed. Such a system can also describe a chemical reaction as in subsection 6.2 if625
the reaction rates are proportional to the quantity of the species. Here we will use the626
population terminology. If the species live in symbiosis, then627
∂2M1 ≥ 0 and ∂1M2 ≥ 0. (114)
System (112) falls into the type (1) where628
q1(ξ1, ξ2) = −ξ1M1(ξ1, ξ2) and q2(ξ1, ξ2) = −ξ2M2(ξ1, ξ2) , (115)
and f1 ≡ f2 ≡ 0. Most of Assumptions 2.1 are trivially satisfied in a natural way. Namely,629
let us impose630
Assumptions 6.4.1. Ω is a bounded polygonal domain in R2 and b1, b2 > 0 are given631
numbers. Further, g1, g2 ∈ C(∂Ω× [0, T ]), u(0)1 , u
(0)
2 ∈ C(Ω), M1,M2 ∈ C1(R2) and they632
can grow at most with polynomial rate with ξ1, ξ2.633
These assumptions imply that (A1)-(A5) of Assumptions 2.1 are satisfied. The coop-634
erativity (A6) follows from (114), since by Remark 5.3 we may only consider nonnegative635
values of ξk. In view of Theorem 5.3 that we want to use, it suffices to fulfil the weak636
diagonal dominances (90). Before giving a condition, we recall the property in Remark637
2.1, necessary for diagonal dominance. This expresses that the qk grow along with their638








. The exact condition for diagonal dominance is a strengthened version of this:640
Proposition 6.1 The functions (115) satisfy (90) if and only if for all i, j, k = 1, 2 and641





≤ −ξj ∂kMj(ξ1, ξ2) (j 6= k). (116)
Proof. For brevity, we omit the variables (ξ1, ξ2) after Mi. The result follows by
checking four elementary relations for (115):
∂1q1 + ∂2q1 ≥ 0 ⇔ ∂1(ξ1M1) ≤ −ξ1 ∂2M1,
∂1q2 + ∂2q2 ≥ 0 ⇔ ∂2(ξ2M2) ≤ −ξ2 ∂1M2,
∂1q1 + ∂1q2 ≥ 0 ⇔ ∂1(ξ1M1) ≤ −ξ2 ∂1M2,
∂2q1 + ∂2q2 ≥ 0 ⇔ ∂2(ξ2M2) ≤ −ξ1 ∂2M1.
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Remark 6.2 For instance, the functions (115) sometimes have the form
qi(ξ1, ξ2) = Giξi − ξiξj hi(ξ1, ξ2), then Mi(ξ1, ξ2) = −Gi + ξj hi(ξ1, ξ2)
(i = 1, 2, i 6= j), where Gi > 0 is the birth-death rate and hi is a factor for the co-643
existence of the species. For instance, some Lotka-Volterra type systems can fall into644
this type. Assume that the rates hi are small for large populations, in particular, that645
|∂khi(ξ1, ξ2)| ≤ c11+ξ21+ξ22 . In this case an elementary calculation shows that if c1 is so small646
that c1(1 + 2
√
2) ≤ min(G1, G2), then Mi satisfy (116).647
Now we can use Corollary 5.3 to obtain the required nonnegativity for the numerically648
computed populations:649
Corollary 6.3 Let system (112)–(113) satisfy (114), Assumptions 6.4.1 and (116). As-650
sume further that uk(., t) ∈ W 1,q(Ω) (k = 1, 2) for some q > 2 as in Assumptions 5.3651
(B3). Let the FE discretization of the system satisfy the conditions of Theorem 5.3.652
If gh1 , g
h




2 ≥ 0, then the discrete solution, obtained from (68),
satisfies
uni ≥ 0 (n = 0, 1, ..., nT , i = 1, ..., N0).




2 ≥ 0 on QT .653
References654
[1] A. Berman, R. Plemmons, Nonnegative Matrices in Mathematical Sciences , Aca-655
demic Press, New York, 1979.656
[2] J. Brandts, S. Korotov, M. Kř́ıžek, Dissection of the Path-Simplex in Rn into657
n Path-Subsimplices , Linear Algebra Appl. 421 (2007), pp. 382–393.658
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