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CRITICAL SET OF THE MASTER FUNCTION AND
CHARACTERISTIC VARIETY OF THE ASSOCIATED GAUSS-MANIN
DIFFERENTIAL EQUATIONS
A.VARCHENKO⋄
Department of Mathematics, University of North Carolina at Chapel Hill
Chapel Hill, NC 27599-3250, USA
Abstract. We consider a weighted family of n parallelly transported hyperplanes in a
k-dimensional affine space and describe the characteristic variety of the Gauss-Manin differ-
ential equations for associated hypergeometric integrals. The characteristic variety is given
as the zero set of Laurent polynomials, whose coefficients are determined by weights and the
associated point in the Grassmannian Gr(k, n). The Laurent polynomials are in involution.
These statements generalize [V7], where such a description was obtained for a weighted
generic family of parallelly transported hyperplanes.
An intermediate object between the differential equations and the characteristic variety is
the algebra of functions on the critical set of the associated master function. We construct a
linear isomorphism between the vector space of the Gauss-Manin differential equations and
the algebra of functions. The isomorphism allows us to describe the characteristic variety.
It also allowed us to define an integral structure on the vector space of the algebra and the
associated (combinatorial) connection on the family of such algebras.
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1. Introduction
There are three places, where a flat connection depending on a parameter appears:
• KZ equations, κ ∂I
∂zi
= KiI, i = 1, . . . , n. Here κ is a parameter, I(z1, . . . , zn) a V -valued
function, where V is a vector space from representation theory, Ki : V → V are linear
operators, depending on z. The connection is flat for all κ, see, for example, [EFK, V2].
• Quantum differential equations, κ ∂I
∂zi
= pi ∗z I, i = 1, . . . , n. Here p1, . . . , pn are generators
of some commutative algebra H with quantum multiplication ∗z depending on z. The
connection is flat for all κ. These equations are a part of the Frobenius structure on the
quantum cohomology of a variety, see [D, M].
• Differential equations for hypergeometric integrals associated with a family of weighted
arrangements with parallelly transported hyperplanes, κ ∂I
∂zi
= KiI, i = 1, . . . , n. The con-
nection is flat for all κ, see, for example, [V1, OT2].
If κ ∂I
∂zi
= KiI, i = 1, . . . , n, is a system of V -valued differential equations of one of these
types, then its characteristic variety is
Spec = {(q, p) ∈ T ∗Cn | ∃v ∈ V − {0} with Kj(q)v = pjv, j = 1, . . . , n}.
It is known that the characteristic varieties of the first two types of differential equation
are interesting objects. For example, the characteristic variety of the quantum differential
equation of the flag variety is the zero set of the Hamiltonians of the classical Toda lattice,
see [G, GK], and the characteristic variety of the glN KZ equations with values in the
tensor power of the vector representation is the zero set of the Hamiltonians of the classical
Calogero-Moser system, see [MTV2].
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In this paper we describe the characteristic variety of the Gauss-Manin differential equa-
tions for hypergeometric integrals associated with an arbitrary weighted family of n parallelly
transported hyperplanes in Ck. This description generalizes [V7, Corollary 4.2], where such a
description was obtained for a weighted generic family of parallelly transported hyperplanes.
The characteristic variety is given as the zero set of Laurent polynomials, whose coefficients
are determined by weights and the associated point in the Grassmannian Gr(k, n). The
Laurent polynomials are in involution, see Section 4.1.
It is known that the KZ differential equations, as well as some quantum differential equa-
tions, can be identified with certain symmetric parts of the Gauss-Manin differential equa-
tions of weighted families of parallelly transported hyperplanes, see [SV, TV]. Therefore, the
results of this paper on the characteristic variety is a step to studying characteristic varieties
of more general KZ and quantum differential equations, which admit integral hypergeometric
representations.
Our description of the characteristic variety is based on the fact [V4], that the characteristic
variety of the Gauss-Manin differential equations is generated by the master function of the
corresponding hypergeometric integrals, that is, the characteristic variety coincides with
the Lagrangian variety of the master function. That fact was developed later in [MTV1,
Theorem 5.5], it was proved there with the help of the Bethe ansatz, that the local algebra
of a critical point of the master function associated with a glN KZ equation can be identified
with a suitable local Bethe algebra of the corresponding glN module.
In Section 2, we consider a weighted arrangement (C, a) of n affine hyperplanes in Ck.
Here a is a point of (C×)n called the weight. We introduce the Aomoto complex (A(C), d(a)),
the flag complex (F(C), d), the critical set CC,a of the master function on the complement to
the arrangement. We remind the isomorphism of vector spaces E : O(CC,a)→ H
k(F(C), d),
constructed in [V5] and given by a variant of the Grothendieck residue. The algebra O(CC,a)
is a nonlinear object, defined by the critical point equations; the space Hk(F(C), d) is a
combinatorial object defined by the matroid of the arrangement C; the isomorphism E is
given by a k-dimensional integral. Our first main result, Theorem 2.16, gives an elementary
isomorphism [S(a)] : Hk(F(C), d) → O(CC,a) such that [S
(a)] ◦ E = (−1)k. Theorem 2.16
allows us to bring to O(CC,a) the combinatorial structures on H
k(F(C), d). In particular,
we construct a set {wα0,...,αk} of marked elements of O(CC,a), labeled by flags of edges of
C, which spans the vector space O(CC,a). We give the linear relations between the marked
elements; the relations are with integer coefficients and depend only on the matroid of C, see
Corollary 2.18.
In Section 3, we consider a family of weighted arrangements (C(x), a) of n affine hyper-
planes in Ck, parameterized by x ∈ Cn. The hyperplanes of (C(x), a) are transported paral-
lelly as x changes. Each of the arrangements has the algebra O(CC(x),a) of functions on the
critical set CC(x),a of the associated master function. We define the discriminant ∆ ⊂ C
n so
that the combinatorics of C(x) does not change when x runs through Cn −∆. The construc-
tions of Section 2 provide us with the vector bundle of algebras ⊔x∈Cn−∆O(CC(x),a)→ C
n−∆,
whose fibers are canonically identified with the help of the marked elements. The multiplica-
tion in O(CC(x),a) depends on x. The isomorphism H
k(F(C(x)), d) → O(CC(x),a) of Section
2 allows us to describe the multiplication in O(CC(x),a) combinatorially, see Corollary 3.8.
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We describe the Gauss-Manin differential equations associated with the weighted family of
arrangements as a system of differential equations on the bundle of algebras.
In Section 4.1, for given k-dimensional vector subspace Y ⊂ Cn and weight a ∈ (C×)n, we
define a Lagrangian variety LY,a ⊂ C
n× (Cn)∗. We consider the projection πLY,a : LY,a → C
n
and the algebras of functions O(LY,a(x)) on fibers of the projection. We describe LY,a as the
zero set of Laurent polynomials in involution.
In Section 4.3, for the family of arrangements C(x) considered in Section 3, we define a
k-dimensional subspace Y ⊂ Cn and construct an isomorphism Ψ∗C(x),a : O(LY,a(x)) →
O(CC(x),a) of algebras for any x ∈ C
n. Theorem 4.5, on this isomorphism, is our second main
result. We discuss corollaries of Theorem 4.5 in Sections 4.4-4.6. In particular, in Corollary
4.10 we describe the ratio of the Hessian element in O(CC(x),a) and the Jacobian element in
O(LY,a(x)) and in Corollary 4.11 we identify the standard residue form on O(CC(x),a), defined
by a k-dimensional integral, with a residue form on O(LY,a(x)), defined by an n-dimensional
integral. In Section 4.5, we consider the vector bundle of algebras ⊔x∈Cn−∆O(LY,a(x)) →
Cn −∆. The isomorphism Ψ∗C(x),a allows us to identify the fibers of the bundle and describe
the Gauss-Manin differential equations with values in that bundle. They have the form
κ ∂I
∂qj
(x) = [pj] ∗x I, j = 1, . . . , n, where q1, . . . , qn are coordinates on C
n, p1, . . . , pn are the
dual coordinates on (Cn)∗, [pj ]∗x is the multiplication by pj in O(LY,a(x)).
In Section 4.6, we observe a rather unexpected ’reality’ property of the Lagrangian variety
LY,a, which is similar to the reality property of Schubert calculus, see [MTV2, MTV3, So].
In Theorem 5.1, we identify the characteristic variety of the Gauss-Manin differential equa-
tions associated with the family of arrangements considered in Section 3 and the Lagrangian
variety LY,a defined in Section 4.3.
The author thanks V.Tarasov for collaboration. The proof of Theorem 2.16 is the result
of joint efforts. The author thanks B.Dubrovin and A.Veselov for helpful discussions.
2. Arrangements
2.1. Affine arrangement. Let k, n be positive integers, k < n. Denote J = {1, . . . , n}.
Consider the complex affine space Ck with coordinates t1, . . . , tk. Let C = (Hj)j∈J , be an
arrangement of n affine hyperplanes in Ck. Denote U(C) = Ck − ∪j∈JHj , the complement.
An edge Xα ⊂ C
k of C is a nonempty intersection of some hyperplanes of C. Denote by
Jα ⊂ J the subset of indices of all hyperplanes containing Xα. Denote lα = codimCkXα.
We assume that C is essential, that is, C has a vertex, an edge which is a point.
An edge is called dense if the subarrangement of all hyperplanes containing it is irre-
ducible: the hyperplanes cannot be partitioned into nonempty sets so that, after a change
of coordinates, hyperplanes in different sets are in different coordinates. In particular, each
hyperplane of C is a dense edge.
2.2. Orlik-Solomon algebra. Define complex vector spacesAp(C), p = 0, . . . , k. For p = 0,
we set Ap(C) = C. For p > 1, Ap(C) is generated by symbols (Hj1, ..., Hjp) with ji ∈ J , such
that
(i) (Hj1, ..., Hjp) = 0 if Hj1,...,Hjp are not in general position, that is, if the intersection
Hj1 ∩ ... ∩Hjp is empty or has codimension less than p;
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(ii) (Hjσ(1), ..., Hjσ(p)) = (−1)
|σ|(Hj1, ..., Hjp) for any element σ of the symmetric group
Σp;
(iii)
∑p+1
i=1 (−1)
i(Hj1, ..., Ĥji, ..., Hjp+1) = 0 for any (p + 1)-tuple Hj1, ..., Hjp+1 of hyper-
planes in C which are not in general position and such that Hj1 ∩ ... ∩Hjp+1 6= ∅.
The direct sum A(C) = ⊕Np=1A
p(C) is the Orlik-Solomon algebra with respect to multiplica-
tion (Hj1, ..., Hjp) · (Hjp+1, ..., Hjp+q) = (Hj1, ..., Hjp, Hjp+1, ..., Hjp+q).
2.3. Aomoto complex. Fix a point a = (a1, . . . , an) ∈ (C
×)n called the weight. Then the
arrangement C is weighted: for j ∈ J , we assign weight aj to hyperplane Hj. For an edge Xα,
define its weight aα =
∑
j∈Jα
aj . We define ω
(a) =
∑
j∈J aj · (Hj) ∈ A
1(C). Multiplication
by ω(a) defines the differential d(a) : Ap(C) → Ap+1(C), x 7→ ω(a) · x, on A(C), (d(a))2 = 0.
The complex (A(C), d(a)) is called the Aomoto complex.
2.4. Flag complex, see [SV]. For an edge Xα, lα = p, a flag starting at Xα is a sequence
Xα0 ⊃ Xα1 ⊃ · · · ⊃ Xαp = Xα of edges such that lαj = j for j = 0, . . . , p. For an edge Xα,
we define (Fα)Z as the free Z-module generated by the elements F α0,...,αp=α labeled by the
elements of the set of all flags starting at Xα. We define (Fα)Z as the quotient of (Fα)Z by
the submodule generated by all the elements of the form∑
Xβ ,Xαj−1⊃Xβ⊃Xαj+1
F α0,...,αj−1,β,αj+1,...,αp=α .(2.1)
Such an element is determined by j ∈ {1, . . . , p − 1} and an incomplete flag Xα0 ⊃ ... ⊃
Xαj−1 ⊃ Xαj+1 ⊃ ... ⊃ Xαp = Xα with lαi = i.
We denote by Fα0,...,αp the image in (Fα)Z of the element F α0,...,αp. For p = 0, . . . , k, we
set (Fp(C))Z = ⊕Xα, lα=p (Fα)Z, F
p(C) = (Fp(C))Z ⊗ C, F(C) = ⊕
N
p=1F
p(C). We define the
differential dZ : (F
p(C))Z → (F
p+1(C))Z by
dZ : Fα0,...,αp 7→
∑
Xβ ,Xαp⊃Xβ
Fα0,...,αp,β,(2.2)
d2
Z
= 0. Tensoring dZ with C, we obtain the differential d : F
p(C)→ Fp+1(C). In particular,
we have
Hp(F(C), d) = Hp((F(C))Z, dZ)⊗ C.(2.3)
Theorem 2.1 ([SV, Corollary 2.8]). We have Hp(F(C), d) = 0 for p 6= k and
dimHk(F(C), d) = |χ(U(C))|, where χ(U(C)) is the Euler characteristic of the complement
U(C). 
2.5. Euler characteristic of U(C). A formula for the Euler characteristic χ(U(C)) in terms
of the matroid associated with C is given in [STV, Proposition 2.3]. The condition χ(U(C)) 6=
0 is discussed in [C, Theorem 2], cited as Theorem 2.4 in [STV]. On the equality of the
absolute value |χ(U(C))| and the number of bounded components of the real part of U(C)
see, for example, [V2].
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2.6. Duality. The vector spaces Ap(C) and Fp(C) are dual, see [SV]. The pairing Ap(C)⊗
Fp(C) → C is defined as follows. For Hj1, ..., Hjp in general position, set F (Hj1, ..., Hjp) =
Fα0,...,αp , where Xα0 = C
k, Xα1 = Hj1, . . . , Xαp = Hj1 ∩ · · · ∩ Hjp. Then we define
〈(Hj1, ..., Hjp), Fα0,...,αp〉 = (−1)
|σ|, if Fα0,...,αp = F (Hjσ(1), ..., Hjσ(p)) for some σ ∈ Sp, and
〈(Hj1, ..., Hjp), Fα0,...,αp〉 = 0 otherwise.
An element F ∈ Fk(C) is called singular if F annihilates the image of the map d(a) :
Ak−1(C) → Ak(C), see [V4]. Denote by SingaF
k(C) ⊂ Fk(C) the subspace of all singular
vectors.
2.7. Contravariant map and form, see [SV]. The weights a determines the contravariant
map
S(a) : Fp(C)→ Ap(C), Fα0,...,αp 7→
∑
aj1 · · · ajp(Hj1, . . . , Hjp) ,(2.4)
where the sum is taken over all p-tuples (Hj1, ..., Hjp) such that Hj1 ⊃ Xα1 ,. . . , Hjp ⊃ Xαp .
Identifying Ap(C) with Fp(C)∗, we consider the map as a bilinear form, S(a) : Fp(C) ⊗
Fp(C) → C. The bilinear form is called the contravariant form. The contravariant form is
symmetric. For F1, F2 ∈ F
p(C),
S(a)(F1, F2) =
∑
{j1,...,jp}⊂J
aj1 · · ·ajp 〈(Hj1, . . . , Hjp), F1〉 〈(Hj1, . . . , Hjp), F2〉,
where the sum is over all unordered p-element subsets.
Lemma 2.2 ([SV, Lemma 3.2.5]). The contravariant map (2.4) defines a homomorphism of
complexes S(a) : (F(C), d)→ (A(C), d(a)). 
2.8. Generic weights.
Theorem 2.3 ([SV, Theorem 3.7]). If the weight a is such that none of the dense edges
has weight zero, then the contravariant form is nondegenerate. In particular, we have an
isomorphism of complexes S : (F(C), d)→ (A(C), d(a)). 
Theorem 2.4 ([SV, Y, OT2]). If the weight a is such that none of the dense edges has
weight zero, then Hp(A∗(C), d(a)) = 0 for p 6= k and dim Hk(A∗, d(a)) = |χ(U(C))|. 
Theorem 2.4 is a corollary of Lemma 2.2 and Theorems 2.1, 2.3.
Corollary 2.5. If the weight a is such that none of the dense edges has weight zero, then
the dimension of SingaF
k(C) equals |χ(U(C))|.
Notice that none of the dense edges has weight zero if all weights are positive.
2.9. Differential forms. For j ∈ J , fix defining equations fj = 0 for the hyperplanes Hj,
where fj = b
1
j t1+ · · ·+ b
k
j tk + zj with b
i
j , zj ∈ C. Consider the logarithmic differential 1-form
ωj = dfj/fj on C
k. Let A¯(C) be the exterior C-algebra of differential forms generated by 1
and ωj, j ∈ J . The map A(C) → A¯(C), (Hj) 7→ ωj, is an isomorphism. We identify A(C)
and A¯(C).
For I = {i1, . . . , ik} ⊂ J , denote dI = di1,...,ik = det
k
i,l=1(b
i
il
). Then
ωi1 ∧ · · · ∧ ωik =
di1,...,ik
fi1 . . . fik
dt1 ∧ · · · ∧ dtk .(2.5)
Lemma 2.6. The functions (1/fj)j∈J separate points of U(C). 
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2.10. Master function. The master function of the weighted arrangement (C, a) is
ΦC,a =
∑
j∈J
aj log fj ,(2.6)
a multivalued function on U(C). We have dΦC,a =
∑
j∈J ajωj = ω
(a) ∈ A1(C). Let CC,a =
{u ∈ U(C) |
∂ΦC,a
∂ti
(u) = 0 for i = 1, . . . , k} be the critical set of ΦC,a. The critical point
equations can be reformulated as the equation ω(a)|u = 0. Notice that
∂ΦC,a
∂ti
=
∑n
j=1
bij
aj
fj
and
∂ΦC,a
∂zj
=
aj
fj
.(2.7)
Define the Hessian of the master function, HessC,a = det
k
i,j=1
(
∂2ΦC,a
∂ti∂tj
)
. A critical point
u ∈ CC,a is nondegenerate if HessC,a(u) 6= 0. We have the formula in [V4]:
HessC,a = (−1)
k
∑
I⊂J,|I|=k
d2I
∏
i∈I
ai
f 2i
.(2.8)
2.11. Isolated critical points.
Theorem 2.7 ([V2, OT1, Si]). For generic exponent a ∈ (C×)n, all critical points of ΦC,a
are nondegenerate and the number of critical points equals |χ(U(C))|. 
Consider the projective space Pk compactifying Ck. Assign the weight a∞ = −
∑
j∈J aj
to the hyperplane H∞ = P
k − Ck. Denote by C∨ the arrangement (Hj)j∈J∪∞ in P
k. The
weighted arrangement (C, a) is called unbalanced if the weight of any dense edge of C∨ is
nonzero, see [V5]. For example, (C, a) is unbalanced if all weights (aj)j∈J are positive. The
unbalanced weights form a Zariski open subset in the space of all weights a ∈ (C×)n.
Lemma 2.8 ([V5, Section 4]). If (C, a) is unbalanced, then all critical points of ΦC,a are
isolated and the sum of their Milnor numbers equals |χ(U(C))|. 
2.12. Residue. Let O(U(C)) be the algebra of regular functions on U(C) and
IC,a = 〈
∂ΦC,a
∂ti
| i = 1, . . . , k 〉 ⊂ O(U(C)) the ideal generated by the first derivatives
of ΦC,a. Let O(CC,a) = O(U(C))/IC,a be the algebra of functions on the critical set and
[ ] : O(U(C))→ O(CC,a), f 7→ [f ], the projection. The algebra O(CC,a) is finite-dimensional,
if all critical points are isolated. In that case, O(CC,a) = ⊕u∈CC,aO(CC,a)u, where O(CC,a)u
is the local algebra corresponding to the point u.
Lemma 2.9 ([V5, Lemma 2.5]). If the algebra O(CC,a) is finite-dimensional, then the ele-
ments [1/fj ], j ∈ J , generate O(CC,a).
Let Ru : O(CC,a)u → C be the Grothendieck residue,
[f ] 7→
1
(2πi)k
Resu
f∏k
i=1
∂ΦC,a
∂ti
=
1
(2πi)k
∫
Γu
f dt1 ∧ · · · ∧ dtk∏k
i=1
∂ΦC,a
∂ti
.(2.9)
Here Γu is the real k-cycle located in a small neighborhood of u and defined by the equations
|
∂ΦC,a
∂ti
| = ǫi, i = 1, . . . , k, where ǫs are sufficiently small positive numbers. The cycle is
oriented by the condition d arg
∂ΦC,a
∂t1
∧ · · · ∧ d arg
∂ΦC,a
∂tk
> 0, see [GH].
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Denote by [HessC,a]u the image of the Hessian in O(CC,a)u. We have
Ru : [HessC,a]u 7→ µu,(2.10)
where µu = dimCO(CC,a)u, the Milnor number, see [AGV]. Define the bilinear form on
O(CC,a)u,
([f ], [g])u = Ru([f ][g]) .(2.11)
If O(CC,a) is finite-dimensional, we define the residue bilinear form ( , )CC,a on O(CC,a) as
( , )CC,a = ⊕u∈CC,a( , )u .
This form is nondegenerate, see [AGV], and ([f ][g], [h])CC,a = ([f ], [g][h])CC,a for all [f ], [g], [h] ∈
O(CC,a). In other words, the pair (O(CC,a), ( , )CC,a) is a Frobenius algebra.
2.13. Canonical element. A differential k-form H ∈ Ak(C) can be written as
H = fHdt1 ∧ · · · ∧ dtk, where fH ∈ O(U(C)). Define a map F : U(C) → F
k(C) which sends
u ∈ U(C) to the element F(u) ∈ Fk(C) such that 〈H,F(u)〉 = fH(u) for any H ∈ A
k(C).
The map F is called the specialization map, the vector F(u) is called the special vector at u,
see [V4]. In the theory of quantum integrable systems special vectors are called the Bethe
vectors.
Let (Fm)m∈M be a basis of F
k(C) and (Hm)m∈M ⊂ A
k(C) the dual basis. We have
Hm = fHmdt1 ∧ · · · ∧ dtk for some fHm ∈ O(U(C)). The element
E =
∑
m∈M
fHm ⊗ Fm ∈ O(U(C))⊗ F
k(C)(2.12)
is called the canonical element. For u ∈ U(C), we have
F(u) =
∑
m∈M
fHm(u)Fm.(2.13)
Let [E] be the image of the canonical element in O(CC,a)⊗F
k(C).
Lemma 2.10 ([V4, Lemma 2.6]). We have [E] ∈ O(CC,a)⊗ Singa F
k(C).
Theorem 2.11 ([V4]). For u ∈ U(C), we have
S(a)(F(u),F(u)) = (−1)kHessC,a(u).(2.14)
Moreover, if u1, u2 ∈ U(C) are distinct isolated critical points of ΦC,a, then the special singular
vectors F(u1),F(u2) are orthogonal,
S(a)(F(u1),F(u2)) = 0,(2.15)
cf. [MV, V5]. 
2.14. Canonical isomorphism. Assume that the algebra O(CC,a) is finite-dimensional.
Define the linear map
E : O(CC,a)→ SingF
k(C), [g] 7→ ([g], [E])CC,a.(2.16)
Theorem 2.12 ([V5]). If the weight a ∈ (C×)n is unbalanced, then the map E is an isomor-
phism of vector spaces. The isomorphism E identifies the residue form on O(CC,a) and the
contravariant form on SingFk(C) multiplied by (−1)k,
(f, g)CC,a = (−1)
kS(a)(E(f), E(g)) for all f, g ∈ O(CC,a). (2.17)
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The map E is called the canonical isomorphism. We provide a proof of Theorem 2.12 in
Section 2.16.
Corollary 2.13 ([V5]). If the weight a ∈ (C×)n is unbalanced, then the restriction of the
contravariant form S(a) to the subspace SingFk(C) is nondegenerate. 
On the restriction of S(a) to the subspace SingFk(C) see also [FaV].
If all critical points are nondegenerate, then
E : [g] 7→
∑
u∈CC,a
∑
m
g(u)fHm(u)
HessC,a(u)
Fm =
∑
u∈CC,a
g(u)
HessC,a(u)
F(u) ,(2.18)
see (2.10).
Remark. If the weight a ∈ (C×)n is unbalanced, then the canonical isomorphism E induces
a commutative associative algebra structure on Sing aF
k(C). Together with the contravari-
ant form S(a)|Singa Fk it is a Frobenius algebra. The algebra of multiplication operators on
Sing aF
k(C) is an analog of the Bethe algebra in the theory of quantum integrable models,
see, for example, [MTV1, V5].
2.15. Orthogonal projection.
Lemma 2.14. It the weight a ∈ (C×)n is unbalanced, then dFk−1(C) = Singa F
k(C)⊥, where
dFk−1(C) ⊂ Fk(C) is the image of the differential defined by (2.2) and Singa F
k(C)⊥ ⊂ Fk(C)
is the orthogonal complement to SingaF
k(C) with respect to S(a).
Proof. We have dFk−1(C) ⊂ SingaF
k(C)⊥ by Lemma 2.2 and the definition of Singa F
k(C).
But dim dFk−1(C) = dimSingaF
k(C)⊥ by Theorem 2.1 and Corollary 2.5. 
Corollary 2.15. It the weight a ∈ (C×)n is unbalanced, the orthogonal projection π⊥ :
Fk(C)→ SingaF
k(C) establishes the isomorphism Hk(F(C), d) ∼= SingaF
k(C).
Define the map
[S(a)] : Fk(C)→ O(CC,a), F 7→∈ [f ] ,(2.19)
where S(a)(F ) = fdt1∧ · · ·∧ dtk. Clearly, [S
(a)](SingaF
k(C)⊥) = [S(a)](dFk−1(C)) = 0, since
ω(a) = 0 on CC,a. In particular, [S
(a)] induces the map
[S(a)] : Hk(F(C), d) → O(CC,a).(2.20)
Theorem 2.16. It the weight a ∈ (C×)n is unbalanced, then the map
[S(a)]
∣∣
Singa F
k(C)
: SingaF
k(C) → O(CC,a)(2.21)
is an isomorphism of vector spaces and
E◦[S(a)]
∣∣
Singa F
k(C)
= (−1)k.(2.22)
Identity (2.22) was conjectured in [V5]. It was proved in [V5] that the left-hand side in
(2.22) is a nonzero scalar operator, if C is a generic arrangement.
Remark. The map [S(a)]
∣∣
Singa F
k(C)
: SingaF
k(C) → O(CC,a) is elementary. The map E :
O(CC,a) → SingaF
k(C) is transcendental: it is given by a k-dimensional integral. Formula
(2.22) says that the inverse map to the transcendental map is elementary.
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Corollary 2.17. If the weight a ∈ (C×)n is unbalanced, then the map [S(a)] : Hk(F , d) →
O(CC,a) is an isomorphism of vector spaces.
2.16. Proof of Theorems 2.12 and 2.16. First assume that the weight a is generic and all
critical points of ΦC,a are nondegenerate. Then the special vectors (F(u))u∈CC,a form a basis
of SingaF
k(C) by Theorems 2.11, 2.7 and Corollary 2.5. (In the theory of quantum integrable
systems this fact is called the completeness of the Bethe ansatz method, see [V3, V4].)
Theorem 2.11 and formula (2.10) applied to the basis (F(u))u∈CC,a show that S
(a) restricted
to Sing aF
k(C) is nondegenerate and E : O(CC,a)→ SingF
k(C) is an isomorphism of vector
spaces that identifies the residue form on O(CC,a) and the contravariant form on SingF
k(C)
multiplied by (−1)k. (More precisely, this follows from the following fact. Let u ∈ CC,a and
gu ∈ O(CC,a) be the function which equals 1 at u and equals 0 at other points of CC,a. Then
E(gu) = F(u)/HessC,a(u).)
The orthogonal projection Fk(C)→ Sing aF
k(C) is defined by the formula
F 7→
∑
u∈CC,a
S(a)(F,F(u))
S(a)(F(u),F(u))
F(u) = (−1)k
∑
u∈CC,a
S(a)(F,F(u))
HessC,a(u)
F(u).(2.23)
Let S(a)(F ) = fdt1 ∧ · · · ∧ dtk and u ∈ U(C), then f(u) = S
(a)(F,F(u)) by the definitions of
F(u), S(a), S(a). Hence the map [S(a)] defined in (2.19) sends F to the element of O(CC,a)
which equals S(a)(F,F(u)) at every u ∈ CC,a. Applying formula (2.18) to this element we
obtain
E◦[S(a)] : F 7→
∑
u∈CC,a
S(a)(F,F(u))
HessC,a(u)
F(u) .(2.24)
These two formulas prove Theorem 2.16 if all critical points are nondegenerate.
Assume now that the weight a is unbalanced. Then all critical points of ΦC,a are isolated
and the sum of the corresponding Milnor numbers equals |χ(U(C))|. We deform the weight
a to make it generic and to make all critical points nondegenerate. Then Sing aF(C) and
S(a)
∣∣
Sing aF(C)
continuously depend on the deformation as well as O(CC,a) and ( , )CC,a . The
maps [S(a)]
∣∣
Sing aF(C)
and E also continuously depend on the deformation. This implies that
for the initial unbalanced weight a, we have the identity E◦[S(a)]
∣∣
Singa F
k(C)
= (−1)k and the
fact that E identifies the residue form on O(CC,a) and the contravariant form on SingF
k(C)
multiplied by (−1)k. This proves Theorems 2.16 and 2.12.
2.17. Integral structure on O(CC,a) and Sing aF
k(C). If the weight a is unbalanced,
the formula Hp(F(C), d) = Hp((F(C))Z, dZ) ⊗ C and the isomorphism [S
(a)]
∣∣
Singa F
k(C)
:
Hk(F , d)→ O(CC,a) define an integral structure on O(CC,a). More precisely, for a k-flag of
edges Xα0 ⊃ Xα1 ⊃ · · · ⊃ Xαk , let S
(a)(Fα0,...,αk) = fα0,...,αkdt1∧· · ·∧dtk. Denote by wα0,...,αk
the element [fα0,...,αk ] ∈ O(CC,a).
Corollary 2.18. If the weight a is unbalanced, then the set of all elements {wα0,...,αk}, labeled
by all k-flag of edges of C, spans the vector space O(CC,a). All linear relations between the
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elements of the set are corollaries of the relations∑
Xβ ,Xαj−1⊃Xβ⊃Xαj+1
wα0,...,αj−1,β,αj+1,...,αp=α = 0 ,(2.25) ∑
Xβ ,Xαp⊃Xβ
wα0,...,αp,β = 0 ,
cf. formulas (2.1), (2.2). 
Similarly, for a k-flag of edges Xα0 ⊃ Xα1 ⊃ · · · ⊃ Xαk , let vα0,...,αk be the orthogonal
projection of Fα0,...,αk to Sing aF
k(C).
Corollary 2.19. If the weight a is unbalanced, then the set of all elements {vα0,...,αk}, labeled
by all k-flag of edges of C, spans the vector space Sing aF
k(C). All linear relations between
the elements of the set are corollaries of the relations∑
Xβ ,Xαj−1⊃Xβ⊃Xαj+1
vα0,...,αj−1,β,αj+1,...,αp=α = 0 ,(2.26) ∑
Xβ ,Xαp⊃Xβ
vα0,...,αp,β = 0 ,
cf. formulas (2.1), (2.2). 
We have
[S(a)] : vα0,...,αk 7→ wα0,...,αk , E : wα0,...,αk 7→ (−1)
kvα0,...,αk .(2.27)
The elements {wα0,...,αk} ⊂ O(CC,a) and {vα0,...,αk} ⊂ Sing aF
k(C) will be called the marked
elements. The relations (2.25), (2.26) will be called the marked relations.
Remark. An interesting problem is to express 1 ∈ O(CC,a) as a linear combination of the
marked elements wα0,...,αk , see [V6], where such a formula is given for a generic arrangement.
Notice, that if all points of the critical set CC,a are nondegenerate, then
E(1) =
∑
u∈CC,a
F(u)/HessC,a(u) ,
see [MTV1], where such sums were studied.
2.18. Skew-commutative versus commutative. If a is unbalanced, then
Hk(A(C), d(a)) ∼= Hk(F(C), d) ∼= O(CC,a)(2.28)
as vector spaces. The first space is a cohomology space of a skew-commutative graded algebra
A(C). The last space is the vector space of a commutative algebra. Isomorphisms (2.28)
identify these skew-commutative and commutative objects. It is interesting to identify the
multiplication operators on the last space with suitable operators on the first two spaces.
It turns out that those operators appear in the associated Gauss-Manin (hypergeometric)
differential equations, see Section 3.7 and [MTV1, V4, V5].
Another identification of skew-commutative and commutative objects of an arrangement
see in [GV, P].
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2.19. Combinatorial connection. Consider a deformation C(s) of the arrangement C,
which preserves the combinatorics of C. Assume that the edges of C(s) can be identified
with the edges of C so that the elements in formula (2.1) and the differential in formula
(2.2) do not depend on s. Assume that the deformed arrangement C(s) has a deformed
weight a(s), which remains unbalanced. Then for every s, the elements {wα0,...,αk(s)} span
O(CC(s),a(s)) as a vector space with linear relations (2.25) not depending on s. This allows us
to identify all the vector spaces O(CC(s),a(s)). In particular, if an element w(s) ∈ O(CC(s),a(s))
is given, then the derivative dw
ds
is well-defined. This construction is called the combinatorial
connection on the family of algebras O(CC(s),a(s)), see [V6]. All the elements {wα0,...,αk(s)}
are flat sections of the combinatorial connection.
Similarly we can define the combinatorial connection on the family of vector spaces
Sing a(s)F
k(C(s)).
2.20. Arrangement with normal crossings. An essential arrangement C is with normal
crossings, if exactly k hyperplanes meet at every vertex of C. Assume that C is an essential
arrangement with normal crossings. A subset {j1, . . . , jp} ⊂ J is called independent if the
hyperplanes Hj1, . . . , Hjp intersect transversally.
A basis of Ap(C) is formed by (Hj1, . . . , Hjp), where {j1 < · · · < jp} are independent
ordered p-element subsets of J . The dual basis of Fp(C) is formed by the corresponding
vectors F (Hj1, . . . , Hjp). These bases of A
p(C) and Fp(C) are called standard. We have
F (Hj1, . . . , Hjp) = (−1)
|σ|F (Hjσ(1), . . . , Hjσ(p)), for σ ∈ Σp.(2.29)
For an independent subset {j1, . . . , jp}, we have S
(a)(F (Hj1, . . . , Hjp), F (Hj1, . . . , Hjp)) =
aj1 · · · ajp and S
(a)(F (Hj1, . . . , Hjp), F (Hi1, . . . , Hik)) = 0 for distinct elements of the stan-
dard basis. If a is unbalanced, then the marked elements in O(CC,a) are
wi1,...,ik = di1,...,ik
ai1
[fi1 ]
. . .
aik
[fik ]
,(2.30)
where {i1, . . . , ik} runs through the set of all independent k-element subsets of J . We have
wiσ(1),...,iσ(k) = (−1)
σwi1,...,ik , for σ ∈ Σk.(2.31)
We put wi1,...,ik = 0 if the set {i1, . . . , ik} is dependent. The marked relations are labeled by
independent subsets {i2, . . . , ik} and have the form∑
j∈J
wj,i2,...,ik = 0.(2.32)
The marked elements vi1,...,ik in Sing aF
k(C) are orthogonal projections to Sing aF
k(C) of the
elements F (Hi1, . . . , Hik) with the skew-symmetry property
viσ(1),...,iσ(k) = (−1)
σvi1,...,ik , for σ ∈ Σk.(2.33)
and the marked relations ∑
j∈J
vj,i2,...,ik = 0(2.34)
labeled by independent subsets {i2, . . . , ik}.
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3. Family of parallelly transported hyperplanes
3.1. Arrangement in Cn ×Ck. Recall that J = {1, . . . , n}. Consider Ck with coordinates
t1, . . . , tk, C
n with coordinates z1, . . . , zn, the projection π : C
n × Ck → Cn. Fix n nonzero
linear functions on Ck, gj = b
1
j t1 + · · · + b
k
j tk, j ∈ J, where b
i
j ∈ C. We assume that the
functions gj, j ∈ J , span the dual space (C
k)∗.
Define n linear functions on Cn × Ck, fj = gj + zj = b
1
j t1 + · · · + b
k
j tk + zj , j ∈ J. We
consider in Cn × Ck the arrangement of hyperplanes C = {Hj}j∈J , where Hj is the zero set
of fj , and denote by U(C) = C
n × Ck − ∪j∈JHj the complement.
Lemma 3.1. For any linear relation
∑n
j=1 βjgj = 0 we have the relation∑n
j=1
βj(zj − fj) = 0. (3.1)
For every x = (x1, . . . , xn) ∈ C
n, the arrangement C induces an arrangement C(x) in the
fiber π−1(x). We identify every fiber with Ck. Then C(x) consists of hyperplanes {Hj(x)}j∈J ,
defined in Ck by the equations gj + xj = 0. Thus {C(x)}x∈Cn is a family of arrangements
in Ck, whose hyperplanes are transported parallelly as x changes. We denote by U(C(x)) =
Ck − ∪j∈JHj(x) the complement.
For almost all points x ∈ Cn, the arrangement C(x) is with normal crossings. Such points
form the complement in Cn to the union of suitable hyperplanes called the discriminant.
3.2. Discriminant. The collection (gj)j∈J induces a matroid structure on J . A subset
C = {i1, . . . , ir} ⊂ J is a circuit if (gi)i∈C are linearly dependent but any proper subset of C
gives linearly independent gi’s. Denote by C the set of all circuits in J .
For a circuit C = {i1, . . . , ir}, let (λ
C
i )i∈C be a nonzero collection of complex numbers
such that
∑
i∈C λ
C
i gi = 0. Such a collection is unique up to multiplication by a nonzero
number. For every circuit C we fix such a collection and denote fC =
∑
i∈C λ
C
i zi. The
equation fC = 0 defines a hyperplane HC in C
n. It is convenient to assume that λCi = 0 for
i ∈ J − C and write fC =
∑
i∈J λ
C
i zi.
Lemma 3.2. Any linear relation
∑
j∈J cjgj = 0 is a linear combination of relations∑
i∈J λ
C
i gi = 0 associated with circuits C ∈ C. 
For any x ∈ Cn, the hyperplanes {Hi(x)}i∈C in C
k have nonempty intersection if and
only if x ∈ HC . If x ∈ HC , then the intersection has codimension r − 1 in C
k. The union
∆ = ∪C∈CHC is called the discriminant. The arrangement C(x) in C
k has normal crossings
if and only if x ∈ Cn −∆, see [V5].
On the discriminant see also [BB].
3.3. Combinatorial connection. For any x1, x2 ∈ Cn−∆, the spaces Fp(C(x1)), Fp(C(x2))
are canonically identified if a vector F (Hj1(x
1), . . . , Hjp(x
1)) of the first space is identified
with the vector F (Hj1(x
2), . . . , Hjp(x
2)) of the second. In other words, we identify the
standard bases of these spaces.
Assume that a weight a ∈ (C×)n is given. Then each arrangement C(x) is weighted. The
identification of spaces Fp(C(x1)), Fp(C(x2)) for x1, x2 ∈ Cn−∆ identifies the corresponding
subspaces SingaF
k(C(x1)), SingaF
k(C(x2)) and contravariant forms.
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Assume that the weighted arrangement (C(x), a) is unbalanced for some x ∈ Cn − ∆,
then (C(x), a) is unbalanced for all x ∈ Cn − ∆. The identification of SingaF
k(C(x1)) and
SingaF
k(C(x2)) also identifies the marked elements vj1,...,jk(x
1) and vj1,...,jk(x
1), see Section
2.20. For x ∈ Cn−∆, denote V = Fk(C(x)), Singa V = SingaF
k(C(x)), vj1,...,jk = vj1,...,jk(x).
The triple (V, Singa V, S
(a)), with marked elements vj1,...,jk , does not depend on x under the
identification.
As a result of this reasoning we obtain the canonically trivialized vector bundle
⊔x∈Cn−∆ F
k(C(x))→ Cn −∆,(3.2)
with the canonically trivialized subbundle ⊔x∈Cn−∆ SingaF
k(C(x))→ Cn −∆ and the con-
stant contravariant form on the fibers. This trivialization identifies the bundle in (3.2) with
the bundle (Cn −∆)× V → Cn −∆ and the subbundle ⊔x∈Cn−∆ Singa F
k(C(x))→ Cn −∆
with the subbbundle
(Cn −∆)× (Singa V )→ C
n −∆.(3.3)
The bundle in (3.3) will be called the combinatorial bundle, the flat connection on it will be
called combinatorial, see [V5, V6], cf. Section 2.19.
3.4. Operators Kj ∈ O(C
n − ∆) ⊗ (EndV ), j ∈ J. For a circuit C = {i1, . . . , ir} ⊂
J , we define the linear operator LC : V → V as follows. Let Cm = C − {im}. Let
F (Hj1, . . . , Hjk) be an element of the standard basis. We set LC : F (Hj1, . . . , Hjk) 7→ 0 if
|{j1, . . . , jk}∩C| < r−1. If {j1, . . . , jk}∩C = Cm, then by (2.29) we have F (Hj1, . . . , Hjk) =
±F (Hi1 , Hi2, . . . , Ĥim, . . . , Hir−1, Hir , Hs1, . . . , Hsk−r+1) with {s1, . . . , sk−r+1} = {j1, . . . , jk}−
Cm. We set
LC : F (Hi1, . . . , Ĥim, . . . , Hir , Hs1, . . . , Hsk−r+1) 7→(3.4)
(−1)m
∑r
l=1
(−1)lailF (Hi1 , . . . , Ĥil, . . . , Hir , Hs1, . . . , Hsk−r+1).
Consider on Cn×Ck the logarithmic 1-forms ωC =
dfC
fC
, C ∈ C. Recall fC =
∑
j∈J λ
C
j zj . We
set
Kj =
∑
C∈C
λCj
fC
LC ∈ O(C
n −∆)⊗ (End V ).(3.5)
We have ∑
C∈C
ωC ⊗ LC =
∑
j∈J
dzj ⊗Kj.(3.6)
Theorem 3.3 ([V5]). For any j ∈ J and x ∈ Cn − ∆, the operator Kj(x) preserves the
subspace Singa V ⊂ V and is a symmetric operator, S
(a)(Kj(x)v, w) = S
(a)(v,Kj(x)w) for
all v, w ∈ V .
3.5. Corollary of Theorem 3.3. We obtain formulas for the action of Kj on the marked
elements vj1,...,jk ∈ Sing aV from formulas for the action of LC .
Let C = {i1, . . . , ir} be a circuit and vj1,...,jk ∈ Sing aV a marked element. If |{j1, . . . , jk}∩
C| < r − 1, then LC(vj1,...,jk) = 0. If {j1, . . . , jk} ∩ C = Cm, then by (2.33) we have
vj1,...,jk = ±vi1,i2,...,îm,...,ir−1,ir,s1,...,sk−r+1 with {s1, . . . , sk−r+1} = {j1, . . . , jk} − Cm. We have
LC : vi1,i2,...,îm,...,ir−1,ir,s1,...,sk−r+1 7→ (−1)
m
∑r
l=1
(−1)lailvi1,...,îl,...,ir,s1,...,sk−r+1.(3.7)
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3.6. Gauss-Manin connection on (Cn −∆)× (Singa V )→ C
n −∆. The master function
of (C, a) is ΦC,a =
∑
j∈J aj log fj, a multivalued function on U(C). Let κ ∈ C
×. The function
eΦC,a/κ defines a rank one local system Lκ on U(C) whose horizontal sections over open
subsets of U(C) are univalued branches of eΦC,a/κ multiplied by complex numbers, see, for
example, [SV, V2]. The vector bundle
⊔x∈Cn−∆ Hk(U(C(x)),Lκ|U(C(x)))→ C
n −∆(3.8)
is called the homology bundle. The homology bundle has a canonical flat Gauss-Manin
connection.
For a fixed x, choose any γ ∈ Hk(U(C(x)),Lκ|U(C(x))). The linear map
{γ} : Ak(C(x))→ C, ω 7→
∫
γ
eΦC,a/κω,(3.9)
is an element of SingFk(C(x)) by Stokes’ theorem. It is known that for generic κ any
element of SingFk(C(x)) corresponds to a certain γ and in that case this construction gives
the integration isomorphism
Hk(U(C(x)),Lκ|U(C(x)))→ SingaF
k(C(x)),(3.10)
see [SV]. The precise values of κ, such that (3.10) is an isomorphism, can be deduced from
the determinant formula in [V1].
For generic κ the fiber isomorphisms (3.10) define an isomorphism of the homology bundle
and the combinatorial bundle (3.3). The Gauss-Manin connection induces a connection on
the combinatorial bundle. That connection on the combinatorial bundle will also be called
the Gauss-Manin connection.
Thus, there are two connections on the combinatorial bundle: the combinatorial connec-
tion and the Gauss-Manin connection depending on κ. In this situation we consider the
differential equations for flat sections of the Gauss-Manin connection with respect to the
combinatorially flat standard basis. Namely, let γ(x) ∈ Hk(U(C(x)),Lκ|U(C(x))) be a flat
section of the Gauss-Manin connection. Let us write the corresponding section Iγ(x) of the
bundle (Cn −∆)× Sing aV → C
n −∆ in the combinatorially flat standard basis,
(3.11)
Iγ(x) =
∑
independent
{j1<···<jk}⊂J
Ij1,...,jkγ (x)F (Hj1, . . . , Hjk), I
j1,...,jk
γ (x) =
∫
γ(x)
eΦC,a/κωj1 ∧ · · · ∧ ωjk .
By Theorem 3.3, we can also write
Iγ(x) =
∑
independent
{j1<···<jk}⊂J
Ij1,...,jkγ (x)vj1,...,jk .(3.12)
For I =
∑
Ij1,...,jkvj1,...,jk and j ∈ J , we denote
∂I
∂zj
=
∑
∂Ij1,...,jk
∂zj
vj1,...,jk . This formula defines
the combinatorial connection on the combinatorial bundle.
Theorem 3.4 ([V2, V5]). The section Iγ satisfies the differential equations
κ
∂I
∂zj
(x) = Kj(x)I(x), j ∈ J,(3.13)
where Kj(x) are the linear operators defined in (3.5). 
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On the Gauss-Manin connection and these differential equations see also [CO].
3.7. Critical set. Denote by CC,a the critical set of ΦC,a in the C
k-direction,
CC,a = {(x, u) ∈ U(C) ⊂ C
n × Ck
∣∣ ∂ΦC,a
∂ti
(x, u) = 0 for i = 1, . . . , k}.(3.14)
Lemma 3.5. If CC,a is nonempty, then it is a smooth n-dimensional subvariety of U(C).
Proof. For j1, . . . , jk ∈ J , we have
detki,l=1
(∂2ΦC,a
∂zjl∂ti
)
= (−1)k detki,l=1(b
i
jl
)
k∏
l=1
ajl
f 2jl
.
Since (gj)j∈J span (C
k)∗, there exists j1, . . . , jk ∈ J such that det
k
i,l=1(b
i
jl
) 6= 0. 
Lemma 3.6. If a ∈ (C×)n is generic, then
(i) every fiber of the projection π|CC,a : CC,a → C
n is finite;
(ii) for any x ∈ Cn, the number of points of CC,a in the fiber over x, counted with their
Milnor numbers, equals |χ(U(C(x)))|;
(iii) for generic x ∈ Cn, each of the points of CC,a in the fiber over x is nondegenerate.
Proof. The lemma follows from Theorem 2.7 and Lemma 2.8. 
Let O(CC,a) be the algebra of regular functions on CC,a and O(CC(x),a) the algebra of
regular functions on CC(x),a = CC,a ∩ π
−1(x). Namely, for x = (x1, . . . , xn) ∈ C
n, let IC(x),a
be the ideal in O(U(C(x))) generated by
∂ΦC,a
∂ti
, i = 1, . . . , k. We set
O(CC(x),a) = O(U(C(x)))/IC(x),a .(3.15)
Assume that the weight a is such that the pair (C(x), a) is unbalanced for some x ∈ Cn −∆.
Then dimO(CC(x),a) = |χ(U(C(x)))| for every x ∈ C
n −∆ and we obtain the vector bundle
of algebras
⊔x∈Cn−∆ O(CC(x),a)→ C
n −∆ .(3.16)
For x ∈ Cn −∆, consider the canonical element E(x) of the arrangement C(x) and its image
[E(x)] in O(CC(x),a)⊗ Singa V , see Lemma 2.10. Recall the canonical isomorphism (2.16),
E(x) : O(CC(x),a)→ Singa V .(3.17)
This fiber isomorphism establishes an isomorphism E of the bundles (3.16) and (3.3). The
isomorphism E and the combinatorial and Gauss-Manin connections on the bundle (3.3)
induce two connections on the bundle (3.16) which will also be called the combinatorial and
Gauss-Manin connections, respectively.
Theorem 3.7 ([V5]). If the pair (C(x), a) is unbalanced for x ∈ Cn −∆, then for all j ∈ J ,
we have
E(x) ◦
[aj
fj
]
∗x = Kj(x) ◦ E(x) ,(3.18)
where
[aj
fj
]
∗x is the operator of multiplication by
[aj
fj
]
in O(CC(x),a) and Kj(x) : Sing aV →
Sing aV is the operator defined in (3.5). 
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Remark. Recall that aj/fj = ∂ΦC,a/∂zj and the elements [aj/fj ], j ∈ J , generate the
algebra O(CC(x),a). Theorem 3.7 says that under the isomorphism E(x) the operators of
multiplication [aj/fj]∗x in O(CC(x),a) are identified with the operators Kj(x) in the Gauss-
Manin differential equations (3.13), cf. Section 2.18. The correspondence of Theorem 3.7
defines a commutative algebra structure on Sing aV , the structure depending on x. The
multiplication in this commutative algebra is generated by the operators Kj(x), j ∈ J . The
correspondence of Theorem 3.7 also defines the Gauss-Manin differential equations on the
bundle of algebras in terms of the multiplication in the fiber algebras.
Notice that the relations between the operators Kj(x) coincide with the relations among
the elements [aj/fj] in CC(x),a.
3.8. Formulas for multiplication. For x ∈ Cn −∆ and a circuit C = {i1, . . . , ir} ⊂ J , we
define the linear operator LC : O(CC(x),a) → O(CC(x),a) as follows. Let wj1,...,jk ∈ O(CC(x),a)
be a marked element. If |{j1, . . . , jk} ∩ C| < r − 1, then we set LC(wj1,...,jk) = 0. If
{j1, . . . , jk} ∩ C = Cm, then by (2.31) we have wj1,...,jk = ±wi1,i2,...,îm,...,ir−1,ir,s1,...,sk−r+1 with
{s1, . . . , sk−r+1} = {j1, . . . , jk} − Cm. We set
LC(wi1,i2,...,îm,...,ir−1,ir ,s1,...,sk−r+1) = (−1)
m
∑r
l=1
(−1)lailwi1,...,îl,...,ir ,s1,...,sk−r+1,(3.19)
cf. formula (3.7). For j ∈ J , we define the operator Kj(x) : O(CC(x),a) → O(CC(x),a) by the
formula
Kj(x) =
∑
C∈C
λCj
fC(x)
LC ,(3.20)
cf. formula (3.5).
Corollary 3.8. If the pair (C(x), a) is unbalanced for x ∈ Cn −∆, then the operator of mul-
tiplication
[aj
fj
]
∗x in O(CC(x),a) equals the operator Kj(x) : O(CC(x),a) → O(CC(x),a) defined
in (3.20). 
3.9. Corollary of Theorem 3.7. For a section I =
∑
j1,...,jk
Ij1,...,jkwj1,...,jk of the bundle
of algebras (3.16) and j ∈ J , we define ∂I
∂zj
=
∑
∂Ij1,...,jk
∂zj
wj1,...,jk . This formula defines the
combinatorial connection on the bundle of algebras (3.16).
Theorem 3.9 ([V6]). If a section I of the bundle of algebras (3.16) is flat with respect to
the Gauss-Manin connection, then it satisfies the differential equations
κ
∂I
∂zj
(x) =
[aj
fj
]
∗x I(x), j ∈ J. (3.21)
Notice that solutions of these differential equations are given by the hypergeometric inte-
grals
Iγ(x) =
∑
independent
{j1<···<jk}⊂J
Ij1,...,jkγ (x)wj1,...,jk ,(3.22)
where γ(x) ∈ Hk(U(C(x)),Lκ|U(C(x))) is a flat section of the Gauss-Manin connection on the
homology bundle and Ij1,...,jkγ (x) =
∫
γ(x)
eΦC,a/κωj1 ∧ · · · ∧ ωjk .
Notice the similarities between the differential equations in (3.21) and the standard dif-
ferential equations associated with Frobenius structures, see [D, M].
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4. Langrangian variety and critical set
4.1. Lagrangian variety. Consider Cn with coordinates q1, . . . , qn and the dual space
(Cn)∗ with the dual coordinates p1, . . . , pn. The space C
n × (Cn)∗ has symplectic form
ω =
∑n
j=1 dpj ∧ dqj. Two functions M,N on C
n × (Cn)∗ are in involution if {M,N} =∑n
j=1
(
∂M
∂qj
∂N
∂pj
− ∂M
∂pj
∂N
∂qj
)
= 0.
For a k-dimensional vector subspace Y ⊂ Cn, denote by Y ⊥ ⊂ (Cn)∗ the annihilator of
Y . The n-dimensional vector space Y × Y ⊥ is a Lagrangian subspace of Cn × (Cn)∗ with
defining equations
Fα :=
n∑
j=1
αjpj = 0, α = (α1, . . . , αn) ∈ Y,(4.1)
Gβ :=
n∑
j=1
βjqj = 0, β = (β1, . . . , βn) ∈ Y
⊥.
The set of all functions {Fα, Gβ} is in involution.
Fix a weight a ∈ (C×)n. Consider the invertible rational symplectic map ra : C
n×(Cn)∗ →
Cn × (Cn)∗,
(q1, . . . , qn, p1, . . . , pn) 7→ (q1 + a1/p1, . . . , qn + an/pn, p1, . . . , pn).
Denote
LY,a = ra(Y × Y
⊥) ⊂ Cn × (Cn)∗.(4.2)
Lemma 4.1. Assume that for every j ∈ J , the subspace Y does not lie in the hyperplane
qj = 0 and the subspace Y
⊥ does not lie in the hyperplane pj = 0, then LY,a is an irreducible
smooth n-dimensional Lagrangian subvariety in Cn × {y ∈ (Cn)∗ |
∏n
j=1 pj(y) 6= 0} defined
by equations
Fα :=
n∑
j=1
αjpj = 0, α = (α1, . . . , αn) ∈ Y,(4.3)
Gβ,a :=
n∑
j=1
βj(qj − aj/pj) = 0, β = (β1, . . . , βn) ∈ Y
⊥.
The set of all functions {Fα, Gβ,a} is in involution. 
Let I = {i1, . . . , ik} ⊂ J be a k-element subset and I¯ its complement.
Lemma 4.2. Under hypotheses of Lemma 4.1, assume that I is such that the functions
qI = {qi | i ∈ I} form a coordinate system on Y . Then the functions qI and pI¯ = {pj | j ∈ I¯}
form a coordinate system on LY,a.
Proof. The functions pI are expressed in terms of pI¯ with the help of equations Fα = 0. The
functions qI¯ are expressed in terms of qI , pI¯ with the help of equations Gβ,a = 0. Clearly the
functions qI , pI¯ are independent. 
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We order the functions of the coordinate system qI , pI¯ according to the increase of the
index. For example, if k = 3, n = 6, I = {1, 3, 6}, then the order is q1, p2, q3, p4, p5, q6.
Fix a basis bi = (bi1, . . . , b
i
n), i = 1, . . . , k, of Y . Let t = (t1, . . . , tk) be the associated
coordinate system on Y . Then qj |Y =
∑k
i=1 b
i
jti . For I = {i1, . . . , ik} ⊂ J , we denote
dI = di1,...,ik = det
k
i,l=1(b
i
il
), cf. Section 2.9.
Lemma 4.3. Let I = {i1, . . . , ik} and I
′ = {i′1, . . . , i
′
k} be subsets of J each satisfying the
hypotheses of Lemma 4.2. Consider the corresponding ordered coordinate systems qI , pI¯ and
qI′, pI¯′ on LY,a. Express the coordinates of the second system in terms of coordinates of the
first system and denote by JacI,I¯′(qI , pI¯) the Jacobian of this change. Then
JacI,I¯′(qI , pI¯) = (di′1,...,i′k/di1,...,ik)
2.
Proof. This statement is proved in [V6, Lemma 5.4] under the assumption that Y ⊂ Cn is a
generic subspace with respect to the coordinate system q1, . . . , qn. This implies the lemma
since the left- and right-hand sides of the formula continuously depend on Y . 
Let I = {i1, . . . , ik} ⊂ J satisfy the hypotheses of Lemma 4.3, and qI , pI¯ the corresponding
ordered coordinate system on LY,a. The functions q1, . . . , qn form an ordered coordinate
system on Cn. Let πLY,a : LY,a → C
n be the restriction to LY,a of the natural projection
Cn × (Cn)∗ → Cn. Let JacI(qI , pI¯) be the Jacobian of πLY,a with respect to the chosen
coordinate systems.
Theorem 4.4. The function d2I JacI on LY,a does not depend on the choice of I and
d2I JacI = (−1)
n−k
∑
M⊂J, |M |=n−k
d2M¯
∏
j∈M
aj
p2j
.(4.4)
Proof. The function d2I JacI does not depend on I by Lemma 4.3. Formula (4.4) is proved
in [V6, Theorem 3.8] under the assumption that Y ⊂ Cn is a generic subspace with respect
to the coordinate system q1, . . . , qn. This implies the theorem since the left- and right-hand
sides of the formula continuously depend on Y . 
4.2. Fibers of πLY,a. For x ∈ C
n, denote CY,a(x) = π
−1
LY,a
(x), the fiber of the projection
πLY,a . The fiber is defined in (C
×)n with coordinates p1, . . . , pn by the equations
n∑
j=1
αjpj = 0, α = (α1, . . . , αn) ∈ Y,(4.5)
n∑
j=1
βj(xj − aj/pj) = 0, β = (β1, . . . , βn) ∈ Y
⊥,
cf. (4.3). Let ILY (x),a be the ideal in O((C
×)n) generated by the left-hand sides of equations
(4.5). Set
O(LY,a(x)) = O((C
×)n)/ILY (x),a .(4.6)
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4.3. Arrangement in Cn × Ck. Return to the objects and notations of Section 3 and
consider Ck with coordinates t1, . . . , tk, C
n with coordinates z1, . . . , zn, the projection π :
Cn × Ck → Cn and n nonzero linear functions on Ck, gj = b
1
j t1 + · · · + b
k
j tk, j ∈ J . As
in Section 3 we assume that gj, j ∈ J , span the dual space (C
k)∗. We consider the linear
functions fj = gj+zj = b
1
j t1+ · · ·+ b
k
j tk+zj on C
n×Ck and the arrangement of hyperplanes
C = {Hj}j∈J in C
n × Ck, where Hj is defined by the equation fj = 0. We assume that a
weight a ∈ (Cn)× is given and consider the critical set CC,a defined by (3.14).
In the rest of the paper we denote by
Y = Y (C)(4.7)
the k-dimensional subspace of Cn spanned by the vectors bi = (bi1, . . . , b
i
n), i = 1, . . . , k.
Theorem 4.5. Assume that for any j ∈ J , the subspace Y ⊥ does not lie in the hyperplane
pj = 0. Assume that the critical set CC,a is nonempty. Then the map
ΨC,a : U(C)→ C
n × (Cn)∗, (x, u) 7→ (x, y(x, u)),(4.8)
where
y(x, u) =
(∂ΦC,a
∂z1
(x, u), . . . ,
∂ΦC,a
∂zn
(x, u)
)
=
( a1
f1(x, u)
, . . . ,
an
fn(x, u)
)
,(4.9)
restricted to CC,a is a diffeomorphism of the critical set CC,a onto the Lagrangian variety
LY,a.
Proof.
Lemma 4.6. We have ΨC,a(CC,a) ⊂ LY,a.
Proof. If α ∈ Y and (x, u) ∈ CC,a, then the equation Fα(
∂ΦC,a
∂z1
(x, u), . . . ,
∂ΦC,a
∂zn
(x, u)) = 0 is a
linear combination of the equations
∂ΦC,a
∂ti
(x, u) = 0, i = 1, . . . , k, see (2.7). If β ∈ Y ⊥ and
(x, u) ∈ CC,a, then the equation Gβ,a(x,
∂ΦC,a
∂z1
(x, u), . . . ,
∂ΦC,a
∂zn
(x, u)) = 0 is just the equation
(3.1). 
Lemma 4.7. The map ΨC,a sends distinct points of U(C) to distinct points of C
n × (Cn)∗.
Proof. It is enough to check that ΨC,a(x, u) 6= ΨC,a(x, u
′) if u 6= u′, but this follows from
Lemma 2.6. 
Lemma 4.8. The Jacobian of the map ΨC,a|CC,a : CC,a → LY,a is never zero.
Proof. The lemma follows from Lemmas 4.1, 3.5, 4.7 or by direct calculation. 
Lemma 4.9. We have ΨC,a(CC,a) = LY,a.
Proof. Let ΨC,a(CC,a) 6= LY,a and (x
0, y0) ∈ LY,a−ΨC,a(CC,a), where x
0 ∈ Cn and y0 ∈ (Cn)∗.
We have dim(LY,a −ΨC,a(CC,a)) < n by Lemmas 4.1, 3.5, 4.8. Hence there exists a germ of
an analytic curve ι : (C, 0)→ (LY,a, (x
0, y0)) such that ι(s) ∈ ΨC,a(CC,a) for s 6= 0. Consider
the curve s 7→ (ΨC,a)
−1(ι(s)) for s 6= 0. Let (ΨY,a)
−1(ι(s)) = (x(s), u(s)), where x(s) ∈ Cn
and u(s) ∈ Ck. We have lims→0 γ(s) = x
0. Since for any j ∈ J , the function
∂ΦC,a
∂zj
(x(s), y(s))
has a finite limit, there is a finite nonzero limit u0 := lims→0 u(s) in U(C(x
0)). Clearly
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(x0, u0) ∈ CC,a and ΨC,a : (x
0, u0) 7→ (x0, y0). We get a contradiction which proves the
lemma.
One can also check the statement by direct calculation. 
Lemmas 4.6-4.9 prove Theorem 4.5. 
4.4. Hessian and Jacobian. Recall the Hessian of the master function ΦC,a, see Section
2.10. Under the diffeomorphism CC,a → LY,a of Theorem 4.5, we may consider the Hessian
as a function on LY,a. Then
HessC,a = (−1)
k
∑
I⊂J,|I|=k
d2I
∏k
i∈I
p2i
ai
.(4.10)
Corollary 4.10. Let I ⊂ J satisfy the hypotheses of Lemma 4.2. Then
HessC,a = (−1)
nd2I JacI
∏
j∈J
p2j
aj
.(4.11)
Proof. Formula (4.11) follows from formulas (4.4) and (4.10). 
Notice that the ratio of HessC,a and d
2
I JacI is never zero.
4.5. Corollaries of Theorem 4.5. The map ΨC,a of Theorem 4.5 establishes an isomor-
phism
Ψ∗C,a : O(LY,a)→ O(CC,a), [qj ], 7→ [zj ], [pj ] 7→
[∂ΦC,a
∂zj
]
,(4.12)
for all j ∈ J , and for any x ∈ Cn, the isomorphism
Ψ∗C(x),a : O(LY,a(x))→ O(CC(x),a), [pj ] 7→
[∂ΦC,a
∂zj
]
, j ∈ J.(4.13)
In particular, if the weight a is such that (C(x), a) is unbalanced, then the number of solutions
of system (4.5), counted with multiplicities, equals |U(C(x))| and can be calculated in terms
of the matroid associated with the arrangement C(x), see Lemma 3.6.
The isomorphism Ψ∗C(x),a allows us to compare objects associated with O(CC(x),a) and
objects associated with O(LY,a(x)). For example, let qI , pI¯ be an ordered coordinate system
on LY,a like in Lemma 4.2. Assume that x ∈ C
n is such that dimO(LY,a(x)) is finite.
Consider the Grothendieck residue R : O(LY,a(x))→ C,
[f ] 7→
1
(2πi)n
∫
Γ
f dpI ∧ dqI¯∏n
j=1 qj
,(4.14)
where the differentials are ordered as in the ordered coordinate system qI , pI¯ , cf. (2.9). Define
the nondegenerate bilinear form ( , )LY,a(x) on O(LY,a(x)) by the formula
([f ], [g])LY,a(x) =
(−1)n
d2I
R
(
[f ][g]
∏n
j=1
aj
[p2j ]
)
.(4.15)
Corollary 4.11. Assume that the weight a is generic in the sense of Lemma 3.6, then the
isomorphism Ψ∗C(x),a identifies the form ( , )LY,a(x) on O(LY,a(x)) and the form ( , )CC(x),a(x)
on O(CC(x),a).
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Proof. For generic x ∈ Cn, the corollary follows from Corollary 4.10. For all x ∈ Cn, the
corollary follows by continuity. 
Remark. Notice that the form ( , )LY,a(x) is given by an n-dimensional integral while the
form ( , )CC(x),a(x) is given by a k-dimensional integral.
If (C(x), a) is unbalanced for some x ∈ Cn −∆, then we have the vector bundle of algebras
⊔x∈Cn−∆ O(LY,a(x))→ C
n −∆ .(4.16)
The fiber isomorphism Ψ∗C(x),a identifies this bundle of algebras with the bundle of algebras in
(3.16). The combinatorial and Gauss-Manin connections on the bundle of algebras in (3.16)
induce the corresponding connections on the bundle in (4.16).
For x ∈ Cn −∆, we define the marked elements pi1,...,ik in O(LY,a(x)) as the images under
Ψ∗C(x),a of the marked elements wi1,...,ik in O(CC(x),a). By formula (2.30), we have
pi1,...,ik = di1,...,ikpi1 . . . pik(4.17)
with the skew-symmetry property
piσ(1),...,iσ(k) = (−1)
σpi1,...,ik , for σ ∈ Σk.(4.18)
and the marked relations ∑
j∈J
pj,i2,...,ik = 0(4.19)
labeled by independent subsets {i2, . . . , ik}. By Corollary (2.18), the marked elements pi1,...,ik
span O(LY,a(x)) as a vector space and relations (4.18), (4.19) are the only linear relations
between them. This fact defines an integral structure on O(LY,a(x)).
For a section I =
∑
j1,...,jk
Ij1,...,jkpj1,...,jk of the bundle of algebras (4.16) and j ∈ J , we
define ∂I
∂qj
=
∑
∂Ij1,...,jk
∂qj
pj1,...,jk . This formula defines the combinatorial connection on (4.16).
Theorem 4.12. If a section I of the bundle of algebras (4.16) is flat with respect to the
Gauss-Manin connection, then it satisfies the differential equations
κ
∂I
∂qj
(x) = [pj] ∗x I(x), j ∈ J,(4.20)
where [pj ]∗x is the operator of multiplication by [pj ] in O(LY,a(x)).
Remark. Notice that solutions of these differential equations are given by the multidimen-
sional hypergeometric integrals as in (3.22). Notice also the action of [pj ]∗x on the marked
elements pi1,...,ik can be identified with action on the marked elements wi1,...,ik of the operator
Kj(x) from (3.20).
4.6. Real solutions. Assume that for any j ∈ J , the subspace Y ⊥ does not lie in the
hyperplane pj = 0. Assume that all coordinates of the weight a ∈ (C
×)n are positive.
Assume that all entries of the matrix (bij) i=1,...,k
j=1,...,n
, defining Y ⊂ Cn in (4.7), are real. Assume
that the critical set CC,a is nonempty.
Corollary 4.13. Under these assumptions, if x ∈ Rn ⊂ Cn, then all solutions of system
(4.5) are real and nondegenerate, and the number of solutions equals |χ(U(C(x))|.
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Proof. If a ∈ (R>0)
n, x ∈ Rn, and (bij) are real, then all points of the critical set CC(x),a
are real, nondegenerate, and the number of points equals |χ(U(C(x))|, see [V3]. Now the
corollary follows from Theorem 4.5. 
The reality property in Corollary 4.13 is similar to the reality property of Schubert calculus,
see [MTV2, MTV3, So].
5. Characteristic variety of the Gauss-Manin differential equations
Consider the Gauss-Manin differential equations κ ∂I
∂zj
= KjI in (3.13). Define the charac-
teristic variety of the κ-dependent D-module associated with the Gauss-Manin differential
equations as
SpecC,a = {(x, y) ∈ (C
n −∆)× (Cn)∗ | ∃v ∈ Sing aV with Kj(x)v = yjv, j ∈ J}.(5.1)
Let πSpecC,a : SpecC,a → C
n be the projection to Cn.
Recall the Lagrangian variety LY,a ⊂ C
n × (Cn)∗ introduced in Section 4.3 and the pro-
jection πLY,a : LY,a → C
n.
Theorem 5.1. Assume that the weight a is generic in the sense of Lemma 3.6, then
SpecC,a = π
−1
LY,a
(Cn −∆).
Proof. For generic x ∈ Cn −∆, the special vectors (F(u))u∈CC,a form a basis of Sing aV by
Theorem 2.11. This gives π−1SpecC,a(x) = π
−1
LY,a
(x) by Theorems 2.12 and 3.7. We get the
equality π−1SpecC,a(x) = π
−1
LY,a
(x) for all x ∈ Cn −∆ by continuity. 
Theorem 5.1 is proved in [V6] if C is generic.
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