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Abstract 
In this paper we study questions of existence, uniqueness and characterization f polynomials orthogonal with respect 
to a linear, not necessarily definite, functional 5° defined on the set of Laurent polynomials. First We characterize with the 
help of the function F~(z):= 5o((y + z)/(y - z)) polynomials orthogonal with respect to 5 °. Using this characterization, 
which has wide applications, we are able to settle the question of existence and uniqueness of orthogonal polynomials. 
The uniquely determined orthogonal polynomials will be called basic orthogonal polynomials. It is to be pointed out that, 
in contrast o the real case, there are natural numbers n~ such that there exist no polynomials of degree n u which are 
orthogonal with respect to 5O, if 5 ° is indefinite and if we have "orthogonality-jumps" greater than 1. Furthermore the 
functional to which the basic orthogonal polynomials of the second kind are orthogonal is determined. Finally, we get 
explicit expressions for all basic orthogonal polynomials with respect to a "weight function" the support of which consists 
of several arcs of the unit circle, changes ign from arc to arc and has square root singularities at the boundary points of 
the arcs. These polynomials can be considered as the basic polynomials in describing and generating orthogonal 
polynomials with periodic reflection coefficients. 
Keywords: Orthogonal polynomials; Polynomials of the second kind; Nondefinite functionals; Hermitian inner product; 
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AMS Classification: 33C45; 42C05 
1. Introduction and notation 
If one is interested in characterizing and describing orthogonal polynomials with respect to 
a sign-changing weight function or more generally with respect to a not necessarily positive 
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measure, it is of advantage to study these questions first for the more general case of polynomials 
orthogonal with respect o a linear functional and then to apply the results to the above special 
case, as it will be demonstrated in this paper. 
Hence, in the following let {c j}~ be a sequence of complex numbers uch that 
oo 
Cj = C-j, j ~ No and ~ CjZ j converges on Izl ~< o, 0 > 0. (1.1) 
j=O 
Let us mention that most of the following results remain valid with some minor modifications 
even if we do not assume cj = c_j. We restrict ourselves to the case (1.1) because statements become 
more transparent. 
To the sequence in (1.1) we associate a linear functional ~ on the set of Laurent-series, which is 
defined for Laurent-polynomials by 
bjz j := ~ bjc_j, k, le-~, b jeC.  (1.2) 
j=k  j=k  
Functionals of this kind, but mainly under the more restrictive assumption (1.7) below, have been 
first studied by SzegS, Akhiezer, Krein, Geronimus, Grenander, Freud [1, 8, 11, 14], and - what is 
interesting for our purposes - later on, mainly in connection with Pad6 approximation, for instance 
by Gragg, Brezinski, Bultheel, Van Barel, Gutknecht, Freund and Zha [4-6,  9, 13, 15]. 
Henceforth, let pc denote the set of complex polynomials of degree (abbreviated by ~) less than 
or equal to n, n ~ No, and let pc be the set of all complex polynomials. In this paper we consider 
orthogonal polynomials with respect o linear functionals 5° of the above form. In this context 
a polynomial P, e pc of exact degree n is called orthogonal with respect o Ae, if 
~(z - iP , )  = 0 for j  = 0 . . . . .  n - 1. (1.3) 
More general, let l, m e Z and p e pc.  If we write 
~(z- Jp)  = 0 for j e [ l  . . . . .  m] resp. j e [l,...,m), etc. 
then this means that p has an exact lower orthogonality order l, i.e., ~(z-" - l~p)  ~ O, and an exact 
upper orthogonality order m, i.e., ~.~(z-tm+~)p)~ O, resp. exact lower orthogonality order l and 
upper orthogonality order m, but the exact upper orthogonality order may be higher• Thus square 
brackets indicate the exact order of orthogonality while round brackets indicate an orthogonality 
order, only. 
Further, we say that a polynomial P. of exact degree n has a normal orthogonality property, if 
£Z(z- JP,)=O fo r je (O, . . . ,n -1 ] .  
Obviously, a monic polynomial P.(z) = z" + b._ ~ z "- ~ + ... + bo, n e No, fulfills an (at least 
normal) orthogonality property with respect o ~,  if and only if there holds 
C O C-  1 . . .  C_n+ 1 
C1 C O . . .  C_n+ 2 
Cn-  1 Cn-  2 " "  CO 
bo 
bl 
b.- 1 
C-  n 
C-n+ 1 
C- 1 
(1.4) 
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and it is uniquely determined by (1.3) resp. (1.4) if and only if 
D._ ,  := I Tn_ l l  5/= O, (1.5) 
where T._ 1 denotes the hermitian Toeplitz matrix in (1.4). If (1.5) is fulfilled then P. is of the form 
1 
P . (z )  = 
C O C-  1 . . .  C_n+ 1 C -  n 
Cl C0 . . .  C_n+ 2 C -n+l  
Cn-  I Cn-  2 "'" C o C -  1 
1 z • • • z " -  1 z "  
n e No (D_ 1 := 1). (1.6) 
As usual, we call a sequence {cj}j j  resp. a functional 50 of the form (1.2) definite, if 
D , _ I#0 for a l ln~N.  (1.7) 
Hence, if 50 is definite then there exists a uniquely determined sequence of monic orthogonal 
polynomials {P,},~o, which are given by (1.6). 
In this paper we mainly study nondefinite linear functionals 50 and we are mainly interested in 
the question of characterizing and describing the uniquely determined polynomials orthogonal 
with respect o 50. If one knows these uniquely determined polynomials, which we will call basic 
polynomials, one can give all the orthogonal polynomials with respect to 5 ° explicitly; cf. 
Proposit ion 2.4(c) below. 
In order to get our results we need the following notations: to 50 we associate the function 
F~(z):= 50 ( y + z ~, where 50 acts on y. (1.8) 
\ y -z /  
By the second condition in (1.1) F~ is analytic at z = 0 and has the representation 
of) 
F,s,(z) = Co + 2 ~ cjz j, Iz] ~< Q. (1.9) 
j= l  
Since there is a one-to-one correspondence b tween 50 and Es,, we often will use the notation 
P,_I_FuJ for je (0  .... ,n -- 1) 
instead of (1.3). 
For a given polynomial A of degree n with leading coefficient ~ the polynomial of the second kind 
of A with respect o 50 is defined by 
50 ( y + z (A(y) _ A(z))), n ~ N, 
B(z):= y -- z where 50 acts on y. (1.10) 
~C o, n ~ 0, 
Then 0B = 0A - l, where l is given by Co . . . . .  ct- 1 = 0 and cl 4:0 (0B < 0 means that B vanish- 
es identically). 
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As usual the reciprocal polynomial A* of a polynomial A is defined by A*(z):= Z('AA(1/Z). 
In what follows we will also need the modified reciprocal polynomial A~, *) of A with respect o 
pc,  n ~> ~?A, defined by 
At,*)(z):= z"A(1/z), i.e., A~, *) -- z"-'~aA *. (1.11) 
Note that in the notation of (1.11) the lower index n has to appear explicitly. Furthermore, let us 
mention that A* = AI*) -'~,'a • We call a polynomial A selfreciprocal (with respect o pc)  if there exists 
a constant 2 s C with [2[ = 1 such that 
At, * )=2A resp. A*=2A.  
Finally, let H(z) = Y[=o h~z j be an analytic function at z = 0, then we write 
H(z)=O(z~), i fho . . . . .  h~_ l=0 and H(z)=O(z~), if in add i t ionh~¢0.  
This paper is organized as follows: In Section 2 we prove a characterization theorem for 
polynomials orthogonal with respect o a linear functional. With the help of this result we are able 
to settle the question of existence and uniqueness of the orthogonal polynomials. The uniquely 
determined orthogonal polynomials will be called basic (orthogonal) polynomials. By the basic 
polynomials all the orthogonal polynomials with respect o 5 ° can be given in an explicit form. 
Furthermore, the functional to which the basic polynomials of the second kind are orthogonal 
is determined. Finally, in Section 3 we state an example of a nondefinite sequence of basic 
polynomials. 
2. Characterization and properties of orthogonal polynomials with respect to 
In this section we first give a necessary and sufficient condition for a polynomial to be 
orthogonal with respect o 5('. This characterization theorem, as it already turned out [21, 23], is 
- among others - of importance in the description of polynomials orthogonal with respect to 
weight functions (distributions). In this paper we use the characterization theorem first of all to 
study the questions of existence and uniqueness of polynomials orthogonal with respect o a linear 
(nondefinite) functional 5O of the form (1.2), i.e., we consider, as well, polynomials atisfying a higher 
order of orthogonality in detail. 
Theorem 2.1. Let the linear functional 5O and the associated function F~ be 9iven as in (1.2) and (1.8), 
respectively. Further let P, be a complex polynomial of degree n, n ~ ~do, Q, ~ pc  and let p ~ 7? ~ {~}, 
p > min{-n , -1} ,  and K ~ ~ u{~}.  Then there hold 
(a) The followin9 two statements are equivalent. 
(i) P, and f2, satisfy the conditions 
{ P,(z)F~(z) + t2,(z) = O(z "+u) 
P*(z)F~o(z) - f2t,*)(z) = O(z "+~) as z --* O. (2.1) 
(ii) 5O(z-JP,) = 0 fo r j~[ - - (K - -1 ) , . . . ,n+l~- - l ]  
and f2, is the polynomial of the second kind of P, with respect o 5O. 
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(b) Let P, satisfy the higher orthogonality property 50(z- iP , )  = 0 for j e [ - (• -  1), . . . ,n + 
# - 1], where # ~ N. Further, denote the multiplicity of the zero of P, at z = 0 by r, r ~ No. Then there 
hold 
r <~ p -1  and ~c = # - r. 
Proof. (a) (i) =~ (ii). We show the assertion only for # ~ No and t¢ ~ N, because the other cases can 
be treated in the same way. Let us denote P,(z) = b,z" + ... + bo and f2,(z) = d,z" + ... + do. 
From both equations in (2.1) one gets by comparing coefficients, recall the O-terms in (2.1), that 
n 
2 
k=O 
b~cj-k = 50(z- JP,)  = 0 for je  [-(~: - 1),. . . ,n +p-  1]. 
Hence, it remains to show that f2, is the polynomial of the second kind of P, with respect o 50. 
Since ~: >/1 the polynomial f2(, *), and thus also f2,, is uniquely determined by F~,, P* and the 
second equation in (2.1). Therefore it suffices to show that the polynomial of the second kind of 
P, with respect o 50, which is given by (1.10) and which we denote by ~, ,  satisfies 
P*(z)Fw(z) -- O(,*)(z) = O(z "+1) as z ~0.  (2.2) 
For n = 0 this is obvious. Let now n ~> 1. From the definition of ~ ,  one gets 
f2(,*)(z) = _50  (~ + z ( z "P , (1 /y ) -  P*(z ) ) )  
and together with the linearity of 50 and (1.8) there follows 
= -z"O(z )  + P*(z)F~(z) as z ~ 0, 
where the second equation holds by the already proven fact that 50(P,(1/y)) = 50(P,(y)) = 0. This 
is property (2.2). 
(ii)~(i). Let P, be an orthogonal polynomial with the given orthogonality property 
and let f2, be the corresponding polynomial of the second kind with respect o 5 °. Again the 
system (2.1) is obvious for n = 0. For n ~> 1 we get by the definition of f2,, by the linearity of 5(' and 
by (1.8) 
f2,(z) = 50 1 + 2 ~ zky -k P, -- Pn(z)F~(z) 
k=l  
= -P . (z )G, (z )  + O(z "+~) as  z --, 0,  
which is the first equation in (2.1). The second one follows in the same way as (2.2) by using the 
exact orthogonality property of P,. 
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(b) By part (a) there holds a system of the form (2.1) and by the first equation in this system the 
polynomial O, has a zero at z = 0 at least of multiplicity r. Let us denote t2,(z) =:z'O,_r(z), 
P,(z) =: zrP,_r(Z) where f2(, *) = f2(,*__)r, P* = P*_ ,  then there follows from (2.1) 
~-'-~n--r(Z---~) " - ff~(~--)r(Z--) -  O(Z min{n-r+l~'n+x}) as z ~ 0. (2.3) 
P._,(z) P*_,(z) 
We first consider the case ~ ~< K + r. Then (2.3) yields 
~d,_~+uz "-r+u + ... +d2,_2,z 2"-2", / t~<n-r  
f2,_,(z)P*_r(z) + (2(.*_),(z)P,_~(z) = [0, /t > n - r, 
where d,_~+u, ... ,d2,-2~ e C. Taking into account hat the polynomial on the left-hand side is 
selfreciprocal (with respect o pC2,_2~) there follows from the above representation 
f2,_~P*_r + f2(,*_)~P,_~ - O. (2.4) 
This identity is, by (2.1) and (2.3), only possible if n - r +/~ = n + K, i.e.,/t = x + r, which is the 
assertion. 
Applying the same arguments o the case # > x + r, this also leads to the identity (2.4), but which 
now contradicts f2,_~P*_~ + f2(*_)~P._r = O(z "+~) following from (2.3). Thus/~ > K + r is imposs- 
ible and the corollary has been shown. [] 
As the referee informed us, Theorem 2.1 can be extracted from results in the field of Pad6 
approximation. For instance, combining some results of Gutknecht [ 15, Section 7], the equivalence 
of the statements (i) and (ii) can be derived, but without the explicit description of the values 
/~ and t¢. 
Let us give now some illustrative xamples of(partially known) results, which can be shown in an 
elegant way by applying Theorem 2.1. 
Example 2.2. (a) (Compare [12] for the positive definite case, i.e., D,_ 1 > 0 for all n e ~.) If the 
function F~ has no zero at z = 0 (for instance ifF~ generates a definite functional L,e), then ?t2, = n 
and Theorem 2.1(a) yields by multiplying by 1/F~ that 
1 
g2. ± ff-~ for j~  [ -0c -  1) .... ,n +/~-  1]. 
The situation becomes more complicated if F~e(0) = 0. We will treat this case later in Theorem 2.5. 
(b) Let A be an arbitrary polynomial of degree t3A =: no which has no zero on the unit circle 
I zl = 1. Then there exists, up to a real factor, a uniquely determined polynomial B, c~B ~< no, such 
that 
A(z)B(,*)(z) + A*(z)B(z) = const.z "°, const. ~ ~+. (2.5) 
It follows immediately from Theorem 2.1 (a) that the polynomials P,(z):= z"-"°A (z), n >/no, satisfy 
the orthogonality property 
(*) 
B"°(z) for j e (... --2, --1,0, ,n - l ]  P, l F~(z).- A*(z) . . . . .  
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i.e., p = 0 and K = co in (2.1). If A has all its zeros in the open unit disk 1 z1 < 1, then the P,,‘s, n > no, 
are the well-known Bernstein-SzegG polynomials (see for example [3,24, p. 311). 
(c) (Compare Badkov [2] and later rediscovered by Marcellan and Sansigre [20] for N = 2 and 
then by Ismail and Li [17] for the general case.) Let {P,,}neN, be the sequence of manic orthogonal 
polynomials with respect o a definite linear functional ._Y of the form (1.2). From Theorem 2.1(a), 
we immediately get that for each N E N the polynomials 
PmN+j(Z):= ZjPm(ZN), m E No, j E (0, . . . ,N - 1) 
are orthogonal with respect o the functional F~(z) := &(zN), i.e. with respect o the definite linear 
functional 9 given by 
s?)(z- @flN +j)) := 
.Y(z-“) = c,, rn~fV~ andj=O, 
0, Y~E No and jE {l,...,N- l}. 
We now give, besides (1.Q some necessary and sufficient conditions for the uniqueness of 
orthogonal polynomials. Again, as pointed out by the referee, some of these statements could also 
be derived by results from the field of Padt approximation (cf. e.g. [6,9,13, 151). Let us show how 
to get the results by applying Theorem 2.1. 
Proposition 2.3. Let 2’ be given as in (1.2), let n E No and let P,, be an orthogonal polynomial with 
respect to 9. The corresponding polynomial of the second kind is denoted by Sz,. 
(a) The following equivalence holds: P,, and Q, have no common zero in C\{O} if and only if P,, is 
uniquely determined by (1.3), i.e. D,_ 1 # 0, or P,, is of the form P,,(z) = z’P,_,.(z), where P,_, is 
a uniquely determined orthogonal polynomial with respect to 2. 
(b) Lf P, fuel1 s a normal orthogonality order, then P, is uniquely determined. 
(c) There exists an orthogonal polynomial P,, with a normal orthogonality order if and only if 
D,pl*D, # 0. 
Proof. (a) SufJiciency. By Theorem 2.1(a) the polynomials P,, and Q2, fulfill the conditions 
PJz)&(z) + 52,(z) = O(Y) 
P,*(z)&(z) - Q;*)(z) = o(z”+‘) as z + O. (2.6) 
Assume that P,, is uniquely determined by (1.3). If P,, and Q, had a common zero at z. # 0 then 
every pair of polynomials of the form A = ((z - zl)/(z - zo)) P,, B = ((z - zl)/(z - zo)) Sz,, where 
z1 E C is arbitrary, would solve (2.6). Thus, again by Theorem 2.1(a), for every z1 # z. the 
polynomial A, A # P,,, would be another orthogonal polynomial of degree n with respect to _Y. 
If P,, is of the form P,(z) = z*P,_,(z), where PneI is a uniquely determined orthogonal polynomial, 
then it can be seen from (2.1) that the polynomial of the second kind is also of the form 
Q,(z) =: z’Q,,_,(z), where Q2,_, denotes the polynomial of the second kind of P,-,. Now again the 
assertion follows as above. 
Necessity. Let r E No denote the multiplicity of the zero of P,, at z = 0, i.e., P,(z) =: z’P,-,.(z), 
where P,_,. E E?‘z_, and P,,_,(O) # 0. As above we see that 52, is also of the form Q,(z) =:z’Q,_,(z) 
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c and ~2._~ ~ P._~. N6w from (2.6) we obtain 
_ F (z) + O(z  and _ F (z) + O(z"+l ) .  (2.7) 
P*-r(z) 
Now suppose that A. with A.(z) =: z~A._~(z), A._s(O) # 0, s ~ [~o, is another polynomial of degree 
n with the same leading coefficient as P., which fulfills (1.3). Let B. be the corresponding polynomial 
of the second kind. Then there follows (note that again B. can be written as B.(z) =: zSB._~(z)) 
_ F (z) + O(z and - Fu4z) + O(z"+l). (2.8) 
A*_+(z) 
As a consequence of (2.7) and (2.8) there can be derived, similar as in (2.4), that 
~2.-rA.-s =- B._~P._,. 
By assumption P.-r  and Q._r have no zero in common. If A.-s and B._+ have also no zero in 
common, then from the above identity there follows A._~ = P._. (note that A. and P. have the 
same leading coefficient) and B._~ = ~. - r ,  which is the assertion. If, in the other case, A._~ and 
B._~ have common zeros, i.e., n - s > n - r and thus s < r by the above identity, then by applying 
the same procedure on P._, instead of on P. one gets the uniqueness of P._~. 
(b) The system (2.1) in Theorem 2.1(a) takes now the form (2.6), where in the first equation there 
even holds O(z"). From this system one can obtain by similar methods as in the proof of 
Theorem 2.1(b) that 
~.(z)P*(z) + ~2~.*)(z)P.(z) = const, z", const. # 0. 
Thus the polynomials P. and ~.  cannot vanish simultaneously in C \ {0} and the assertion follows 
from part (a). 
(c) Sufficiency. Let P.(z) = z" + b._ mZ"- 1 + ... + bo be given as in (1.6), note that D._ 1 # 0, and 
suppose ~(z-"P . )  = 0 then boc. + blC.- 1 + "'" + Co = 0, which yields together with (1.4) that the 
n + 1 columns of T. are linearly dependent, i.e.D. = 0, and which contradicts the assumption. 
Necessity. By part (b) we have D._ 1 # 0. Assume that D. = 0, then we have rk T. = n, where rk 
denotes the rank of a matrix. Thus the null-space of T,, is of dimension 1and by (1.4) and D._ 1 # 0 
the vector (bo, ... , b.-1,1) T is in this null-space. This implies that ~(z - "P . )= 0, which is the 
desired contradiction, [] 
In what follows we will call an orthogonal polynomial P., which is uniquely determined, i.e., 
D._ t # O, a basic (orthogonal) polynomial with respect to 5¢. For instance, by Proposition 2.3(b) all 
polynomials atisfying a normal orthogonality property are basic polynomials. Further, Proposi- 
tion 2.3(c) shows that if P. fulfills a normal orthogonality property then there even exist the two 
successive uniquely determined monic orthogonal polynomials P. and P. + 1, since D._ 1 # 0 and 
D,#0.  
We now consider the more complicated case D,_ 1 # 0 and D, = 0, which can appear as it was 
shown e.g. in [1, Section 2] or [16, Remark 1, p. 98], in detail. This means that there exists 
the basic polynomial P, with respect o ~,  which fulfills a higher order of orthogonality by 
Proposition 2.3(c). 
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Parts of the following proposition could be obtained irectly by results of [7, 13, 15]. To make 
the paper selfcontained, let us give a compact independent proof. 
Proposition 2.4. Let the complex sequence {c j } j~z resp. the linear functional ~ be given as in (1.1) and 
(1.2), respectively. Assume that D.-1 # 0 and D. = 0 and let n +/2 - 1, p ~ ~ w{~},  be the exact 
upper order of orthogonality of the polynomial P. from (1.6). As usual, (2. denotes the polynomial 
of the second kind of P. with respect o ~.  Then there hold: 
(a) P.(O) ~ 0 and P* = cP., f2(. *~ = -c f2 . ,  where c:= P.(O) with Ic l  = 1. 
(b) The lowest degree greater than n for which there exists a uniquely determined orthogonal 
polynomial with respect o 5~ is n + 2~. 
(c) Let 1 <<. k <<. p - 1 and let P.+k be a polynomial of exact degree n + k. Then P.+k is an 
orthogonal polynomial with respect o ~ if and only if P,+k is of the form 
Pn + k(Z) = Z r g k - r  (Z) Pn(z) ,  (2.9) 
where gk-~ ~ Ozc-~ and gk-,(O) ~ O. In this case, P,+k satisfies 
~(z -  ~P.+k) = O for j ~ [--(/~ -- k --1), . . . ,n + /~ + r --1].  (2.10) 
C C (d) There exists no polynomial p ~ P ,+2u- I \P ,+u-1  which is orthogonal with respect o ~.  
Proof. (a) By (1.6) we have 
( -1 ) "  
P . (0 )  - - -  
On-  1 
C-l. "".. C-n. , 
On_ 2 . . .  C_ 1 
which is unequal to zero by D,_ 1 v e 0, D, = 0 and [16, Proposit ion 1 °, p. 103]). By assumption, by 
P,(0) 4:0 and by Theorem 2.1(b) we have £,e(z-JP,) = 0 for #~ [ - (p  - 1), . . . ,n + # - 1], i.e., by 
Theorem 2.1 (a) 
{ P . (z )F /z )  + = O(z  "+") P*(z)V~(z) - f2~,*~(z) = O(z "+") as z ~ 0. 
For each c e C\{0} the pair ((1/c)P*,-(1/c)f2(, *)) satisfies this system, too, such that by the 
uniqueness of P, we get P* = cP, and Q(.*) = -c f2 . .  With the notation bo := P.(0) 4:0 there further 
follows that c = b0 and cbo = 1, thus I cl = 1. 
(b) From the orthogonality property of P, there follows that D ,_1¢  0 and D, . . . . .  
D.+ 2t , -1 )= 0. By using the so-called (r, k)-characteristic, introduced by Iohvidov [16], one can 
derive that D,+2, -  ~ # 0 (compare specially [16, Theorems 15.1 and 15.6]). This gives by (1.6) the 
assertion. 
(c) Sufficiency. Let P,+k be of the form (2.9). Then (2.10), and thus the fact that P,+k is an 
orthogonal polynomial with respect o Sa, follows from 
S Zrgk-r(z)P,(z)F~(z) + Z'gk-~(Z)f2,(Z) = O(Z "+k+tu-k+')) 
, , , ( ,)  " n+k+(la-k) as  z ~ 0 
[gk-~(z)P, (z)F~(z) -- gk-,(Z)f2, (Z) = O(Z ) 
and Theorem 2.1(a), note that # - k >~ 1. 
348 F. Peherstorfer, R. Steinbauer/Journal of  Computational nd Applied Mathematics 65 (1995) 339-355 
Necessity. Because the methods are so similar we will give a joint proof of (d) and of the 
necessary part of (c). This means, we suppose that P,, is an orthogonal polynomial with respect 
to 5O of exact degree rn where m~{n + 1,...,n +2p-1} .  We first show that only 
n + 1 -% m ~< n + # - 1 is possible, this is part (d), and then we derive the representation (2.9) of 
P,+k, wherewewr i tem=n+k, l~<k~<#- l .  
Let r denote the multiplicity of the zero of P,, at z = 0. Because of part (b) P,, is not uniquely 
determined by (1.3), thus it fulfills a higher order of orthogonality by Proposition 2.3(b), say 
(compare Theorem 2.1(b)) 
5O(z-JP,,)=O fo r je [ - (q - r -1 )  .... ,m+q-1]  and q />r+l .  (2.11) 
Let (2,, be the polynomial of the second kind of P,, with respect to 5O, then by Proposition 2.3(a) the 
polynomial gk, defined by gk := gcd(P,., t2,,), has a degree k >~ 1 and a zero at z = 0 of exact 
multiplicity r (by the first equation in (2.1)). Let us define gk_r:= gk/Z" and 
Pm (2m (2.12) 
Z~m-k :'~- and ~m-k  := • 
zrgk - r zrgk - r 
One easily shows with the help of Theorem 2.1 (a) that ~m-k is the polynomial of the second kind of 
Pm-k with respect o 5O and that Pm-k fulfills the orthogonality property 
5O(z-JPm-k) ~- 0 for j  6 [--(q + k - r - 1), ... ,(m - k) + (t/+ k - r) - 1]. (2.13) 
Since Pm-k and Om-k have no zero in common it follows from Proposition 2.3(a) that P,.-k is 
a uniquely determined orthogonal polynomial with respect o 5('. Thus with the help of (b) one can 
show that Pm-k = P,, i.e., n = m -- k and p = q + k - r by (2.13). This means, note (2.11), that 
m = n + k = n + # - r /+ r ~< n + p - 1 and part (d) follows. Writing m = n + k then (2.12) com- 
pletes the proof of part (c). [] 
Let us mention that from (2.10) follows again the, already in Proposition 2.3(b) proven, fact that 
the orthogonal polynomials P,+k, 1 -% k ~< p - 1, with respect o 5O, which are not uniquely 
determined by Proposition 2.4(b), fulfill a higher order of orthogonality. Further, it is remarkable 
that the upper orthogonality order in (2.10) does not depend on the degree of the orthogonal 
polynomial but only on the multiplicity r of the zero at z = 0. 
By Proposition 2.3(c) and Proposition 2.4(b) we get that for every linear functional 5° of the form 
(1.2) there exists a uniquely determined sequence of integers {nv}~o, the so-called basic integers, 
such that for each basic integer there exists a monic basic polynomial P,,(z) = z"' + .... To be more 
precise, this sequence of basic integers is either finite, i.e., there exists an index N ~ IN such that 
nN = nN+ 1 . . . .  (this is the case when there exists an orthogonal polynomial satisfying an infinite 
upper orthogonality property), or is infinite and satisfies 0 = no < nl < ..-. Further, for the basic 
polynomials there holds 
~ ' [ - (pv -1)  .... ,n~+p~- l ] ,  for #~>~1, 
5O(z-JP,,) ~ 0 for J e ( (O , . . . ,n~-  1], for /~ =0,  
(2.14) 
where p~:= (n~+a - nO~2 e IN if n~+l - n~ ~> 2 and p~:= 0 if n~+l = n~ + 1. 
As we have seen in Example 2.2(a) the polynomial of the second kind ~2., of a basic polynomial 
P.,, v e No, is orthogonal with respect o the function F#:= 1/F~ if F~(0) -# 0. In the case of 
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F~ = 0(z"°), #o e N, the situation is more complicated. Note that now the first basic polynomial  
Po(z) = 1 fulfills ~(z- JPo)  = 0 fo r je  [ -Po  + 1, . . . ,#o - 1] and (2,, is of degree n~ -po  by the 
considerations after (1.10). 
Thus, let Poe  N and let us consider the following power series at z = 0 
F~(z)=:z~°f~(z)= ~ cjz j, Cuo-¢0, and 1 _. j=,o ffz(z) -" j=o djz j, d~ e C. (2.15) 
Let us further define the polynomial  
/~o-- 1 
• (z):= ~. (djz ~ - d~z 2"°-j) + ilm{d,o}Z"° ~ P~,o- (2.16) 
j=O 
One easily sees 
1 ~ O(z~o) ' (1 /P~) -  • z= = = - -  ~ -  = ~ [~. (2 .17)  8q~ 2~o, q~* q" F~ z ~° o 
We now can state the following result. 
Theorem 2.5. Let {nv }~o be the sequence of basic integers with respect o a linear functional 5f and 
suppose that ~o ~ ~. The function ff ~ and the polynomial ~0 are given as in (2.15) and (2.16), 
respectively. As usual 0, , ,  v ~ No, denotes the polynomial of the second kind of the basic polynomial 
P,, with respect o ~.  Then 
1 
f ] , , _2 ,o (Z) :=-  O.,(z) = z ",-2u° + ..., v ~ N, (2.18) 
27-2.oz ~° 
are the basic polynomials with respect o the function 
(1/Pz) - ¢(z) 
Fs~ (z) := (2.19) 
z~o 
and fulfill 
~,,-2,0 _1_ F~ for j e [ - ( /~  - 1) .. . .  ,(n, - 2~o) + #~ - 1], 
where the #~'s are given as in (2.14). 
Proof .  We have nl = 2t~o and nv > 2po, v >~ 2, and by (1.10) one can obtain that O,,(z)= 
2-~,oz"'-u° + ... (note that P,, is monic). Further,  there follows from Proposit ion 2.4(a) that O,, has 
a zero at z = 0 of multiplicity Po. Hence, ~.,-2~0, given in (2.18), is a monic polynomial  of degree 
nv - 2po e No. F rom (2.1) we get 
1 p. (z) 1 
2--~, ° , + ~ ~.,-2uo(Z) = O(z "'+u'-u°) as z--*0. (2.20) 
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If we write 
we obtain by (2.17) and (2.20) that the polynomial at the left-hand side has a zero at least of order #o 
at z = 0. Further, from 
[, , o,z> 1 
1 1 
- . . .~ j  + O(z  "°) (by (2.17)) 2CuoP~(z) z"" [P*(z)F~(z) - t2(*)t ~l 
= O(z "°) (by (2.1)), 
there follows that ~3[(1/(2~u0))P, ' + ~O.,-2u0] ~< n~ -/-to. By the above considerations we can 
define the polynomial 
/~n,.- 2/ao : :  ~-" ~ Pn,."~(~n,.-21to e P.,-2Uo (2.21) 
and from (2.18) and (2.21) one gets 
(2,,- 2,o(z)r~(z) + P,,- Zuo(Z) = O(z(,,- Zuo)+U,) 
O.  2~o(Z)F~(z) p(,) tz ~ ~ O(z(""- 2"°)+u")), I~ >I I } 
- . , -2 .o~ J = [0 (z ( . , -2 .o )+1) ) ,  ~v = 0 as z --)0. 
Now the assertion follows. [] 
Remark. Note that the assertions of Theorem 2.5 even remain valid if f2,, n ~> 2~o, is the 
polynomial of the second kind of an orthogonal polynomial P, with respect o A a which is not 
a basic polynomial. 
3. Example: Basic polynomials on several arcs of the unit circle 
We now give an example of a special sequence of basic polynomials orthogonal with respect o 
a sign-changing weight function, the support of which consists of several intervals and which has 
square root singularities at the end points of the intervals. These polynomials can be considered as 
the basic polynomials in describing and generating orthogonal polynomials with periodic reflec- 
tion coefficients (compare [22]). 
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oooo 
o 
L "-~ .'" "- ~ ,'". , t 
~(~) 
Fig. 1. 
Let, therefore, 
N/2 N -- 2j N - 2j 
t(q~) = ~ r j cos - - -~-  ~o + s j s in~o,  Ne  N and N even, 
j=O 
be an arbitrary real trigonometric polynomial of degree ½N, which has N simple zeros in [0, 2rt[. 
Further let L e ~+ with L < min{It(q~)l" t'(~o) = 0} and define 
EN:= {q9 E [a,a + 2n]" [t(qg)[ ~ L}, (3.1) 
where the real constant a is chosen such that It(a)[ > L. Then the set EN consists of N disjoint 
intervals and we can write 
N 
EN =: [_) [~o2j- 1, ~o2j]. (3.2) 
j= l  
Finally, let r(q~) denote that (up to a constant factor) uniquely determined real trigonometric 
polynomial of degree N, which vanishes at the boundary points q~j of EN and satisfies r(q~) ~< 0 for 
~p e E~ (compare Fig. 1, where N = 4 and a = 0). 
In order to get uniqueness of r we choose the normalization factor such that 
r(a) = t2(a) -- L 2 > 0 (note aq~EN). (3.3) 
By this normalization, the trigonometric polynomials t(q~) and r(q~) are related by 
t2(q,) - r(~o) = L 2. (3.4) 
This identity follows immediately from the fact that the trigonometric polynomial on the left-hand 
side is of degree less than or equal to N and takes the value L 2 at the (2N + 1) pairwise distinct 
points a, ~ol, ..., q92N ~ [a, a + 2r 0. 
Now we define the selfreciprocal complex algebraic polynomials YN and R2N by 
J'N(e i~°) := eitN/2)~t(fp), R2N(e i~) := eiN~°r((p). (3.5) 
352 F. Peherstorfer, R. Steinbauer/Journal of Computational and Applied Mathematics 65 (1995) 339-355 
From (3.4) and (3.;.5) we obtain 
~-NZ(z) - RzN(z) = L2z N for all z ~ C, (3.6) 
and as a special consequence with ~ := ~N(0) 
RaN(0) = ~--uz(0) = ~2 4: 0. (3.7) 
The following lemma shows that there exists an infinite sequence of polynomials atisfying an 
equation of the form (3.6). 
Lemma 3.1. Let T,., Urn- 1, m ~ ~, be the classical Chebyshev polynomials of  f irst resp. second kind, 
i.e., T,,(x) = cos(m arccos ¢p), U"_ a (x) = sin(m arccos q~)/sin(arccos ¢p), x = cos ~o, and let 
l__~__(LzU/2),,T, " ( J-n(z) ~ Y-"u(z) := 2, . -1 \Lz /2 / ' 
~//t"- 1)N(Z) := -k-2ml-~_I(LzN/z)"-Iu"-I( ~--N(2)~ 
LzN/2 J" 
Then ~--mU(Z) = ~"Z "N + "'" and ~llo._ x)N(z) = _+ ~"-az("-1)u + ... are selfreciprocal polynomials 
which are related by 
z "N. (3.8) 
Proof. Since T"(x) = 2" - ix"  + ... (and U"_ l(X) = 2" -1x  " -  1 + ...) is a real even (odd) poly- 
nomial if m is even resp. an odd (even) polynomial if m is odd it can be seen that J-,,N and ~("_ ~)N 
are selfreciprocal polynomials with leading coefficients e"  and _+ ~"-  t, respectively. Thus only the 
quadratic equation (3.8) remains to be shown. 
For ~o e Eu we have 
~N(e i~) t(q~) and t(~o) ~< 1. 
Le i(N/2)~' L L 
Thus 
J-2N(ei¢ ) _ Rzn(ei~°)~"_ x)N(e i~) 
- - U"_  1 (by  (3 .6 ) )  4m_ 1 (L2em'P) m T~ L2 1 
_ 1 (L2ein,p)m ' 
4 m- 1 
where for the last equation we have used the well-known identity T~(x) -- (x 2 -- 1) U~_ l(x) = 1 for 
Ix[ ~< 1. Since EN contains infinitely many points, the identity (3.8) follows. [] 
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We now choose the sign of ~'(,,_ 1)N such that there holds by (3.8) 
izN/2 
J-raN(Z) + izN/2°'lg(m - 1)N(Z) = O(ZmN+(N/2)) as z ~ 0, (3.9) 
x/Rzu(Z) 
where we choose that branch of the square root ~-~-~2N, which is analytic on C \  {e i¢ : ¢p ~ Eu} and 
satisfies (compare [21, (2.1)]) 
s g n ~  = ( -1) Je  i~N/2)~ for q~ ~ (~OEj, ~ozj+l), j = O, ... ,N (q~o:= a, q~zu+l := a + 2re). 
Then we can state the following result. 
Theorem 3.2. Let the polynomials ~--,,N, ~Z¢(m-1)N, m ~ N, (9-o:= 1) be given as in Lemma 3.1 and 
define 
1 ( -1 )  j 
f(q~).- ~ for ~o ~ [q~2~-1, q~2j], J = 1 .... , N. 
Then there hold for all m ~ t~o in (3.10) resp.for all m ~ ~ in (3.11) 
fe i i~  i 1 [ N ( 1 )  ] Ne- ffmlv(e ) f - -~dtp=0 fo r j~  -~-+1 .... , m+ N-1  , (3.10) 
e-iJ~cli(m_l)u(ei¢)f(q~)dq~ =0 fo r j~  1,..., m-  N- -  1 , (3.11) 
i.e. {J-mu },,~o resp. {q/(,,_ 1)u},,~N are the sequences of basic polynomials (with leading coefficients a m 
resp. +~'-~) with respect o the weight functions f and 1If respectively. Thereby we have set f 
l / f=  O for q~q~Eu. 
Proof. First note that because of the simple zeros of r the function l / f  is integrable. To prove the 
theorem it suffices to show that with the setting 
izN/2 
F(z) := ~ (3.12) 
the function F satisfies 
lCe' +z 1 
r(z) = ~ jE~ei~ _ zf~p)dq~, Izl < 1. (3.13) 
Then the orthogonality property (3.10) for m e N follows from (3.13) and (1.8) by Theorem 2.1(a) 
and (3.9). From (3.12) we further see that F has a zero in z = 0 of order N/2, thus in the power series 
expansion of F we have for the first (½N + 1) coefficients Co . . . . .  cu/2-1 = 0 and cu/2 ~ O. This 
is (3.10) for m = 0. 
In [21, Lemma 3.1] we have shown that there holds 
l im x/R2N(tTe i~°) = ~ (-1)sieitu/2)~°x/Ir(q~)l' q9e [q )2 j -1 ,  ~02j], j = 1 . . . . .  N, 
~-~ 1- k (-- 1)gei(N/2)~' I )1 ,  ¢P ~ [~02J ' ~O2J+ 1], j = 0 .... , N, 
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where again q~o:= a and (P2N+i "~--- a + 2re, thus we obtain 
1 
lim Re F(ae i~°) ~ Lp(EN) for all p 6 [0, 2[. 
o'--.1 - - - -~f - -~  
Since F is analytic on [z] < 1 (note that R2N has all its zeros on [z] = 1 and N is even) with F(0) = 0 
there can be derived from [19, Chap. I.D and V.B] that F has the representation (3.13). Together 
with (2.14) this proves the assertions concerning the ~--mN'S. 
F rom (3.9) and Theorem 2.1(a) we see that izS/Z~lltm _ 1)N is the polynomial  of the second kind of 
~u.  Thus by Theorem 2.5 the ~t,,-1)N's are orthogonal  with respect to the function 
G(z) := ~ - i4(z) 
izU/2 
where 4 6 ~ is defined as in (2.16) and satisfies Re(e-itN/2)'P4(ei~°)) = 0 for all ~0 6 [0, 2re] since 
4"  = - 4. Thus 
ReG(ei~):= lim ReG(ae  i~) = ~'f(~P) for ~p ~ EN, 
~-~-  /0  for ~$EN, 
and (3.11) follows in the same way as (3.10). [ ]  
Remark.  At the end let us mention that the results in this section also hold true (with minor 
modifications) if we choose L ~<min{lt(q~)[: t ' (q~)=0} in (3.1) and without the assumption 
N even. Then it can be shown (cf. [22]) that all the orthogonal  polynomials with periodic 
reflection coefficients {a, },~o, [a, J -¢ 1, can be represented resp. described by the polynomials from 
Lemma 3.1. 
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