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By the Volterra operator we mean here the operator V on L*(O, 1) defined by 
(0 < x < 1). 
The purpose of this note is to point out a relation between V and the unilateral 
shift operator. 
Let D be the open unit disk in the complex plane. The Hilbert space 11*(D) 
consists by definition of all functionsf holomorphic in D and satisfying 
-277 
sup J n-..r...l () If(Ytq2 dt < cc. 
For the basic properties of this space see Hoffman’s book [I]. The unilateral 
shift is the operator U on H*(D) defined by 
(Cf)(z) = zf(z) (z E D). 
The terminology derives from the fact that the functions en(z) = a”, 
n = 0, 1, 2, . . . . form an orthonormal basis for H*(D), and Ue, = e,,, . 
Below we shall have occasion to use a well-known theorem of Beurling which 
characterizes the (closed) invariant subspaces of c/‘. Reurling’s theorem 
states that the invariant subspaces of U are precisely the subspaces of the 
form qdZ*(D) with 9: an inner function.’ (See [2] or [ 1, pp. 98-1001.) 
Consider the particular inner function (CI defined by 
$@) = e’z.l 1)/b 1) 
(z E 3, 
and let M be the orthogonal complement of the invariant subspace $dP(D). 
T,et 1’ be the projection of CJ onto AZ, that is, the operator on M defined by 
* This paper was written while the author was supported by the National Science 
Foundation under a Postdoctoral l’ellowship. 
‘An inner function is a bounded analytic function in D whose boundary values 
have unit modulus almost everywhere on the unit circle. 
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Tf = PUf, where P is the orthogonal projection in H*(D) with range M. 
The adjoint T* of T is then the restriction of U* to M. 
THEOREM 1. The operator ( V $ 1)-i is unitarily equivalent to the operator 
(T + 1)/2. 
Before giving the proof we need some additional notations. Let S denote 
the open upper half-plane. The Hilbcrt space W(S) consists by definition 
of all functions f holomorphic in S and satisfying 
sup J 
;L 
o~;v.:.m --7L 
If(x + iy)l’dx < co 
[l, p.1031. There is a natural isometry ]r of H*(S) onto H*(D) given by 
(Xf>(4 = gf [i (z)] (ZE D) 
[I, pp. 104-1061. 
It will be convenient from now on to regard L2(0, 1) as the subspace of 
of L*( -co, 00) consisting of those functions that vanish outside the interval 
(0, I), and analogously for L2(a, b) for any u and h (-cc < a < b < 03). 
This will enable us to speak of Fourier transforms of functions in L*(a, 6). 
PROOF OF THEOREM 1. The proof is simply a computation and we shall 
merely outline it, leaving the details to the reader. The inverse Fourier 
transformation maps L2(0, co) onto the space of boundary functions of 
functions in H*(S), and so affords an isometry J2 of L*(O, co) onto H’(S) 
[l, p.1311. Hence the composite map J =. Jr J2 is an isometry of L’(0, co) 
onto H’(D). It is easy to verify that J sends L*(O, 1) onto M. 
An elementary computation shows that (I’ + I)--’ is the projection onto 
L2(0, 1) of the operator 1 - K on L*(O, oo), where K is the operator of 
convolution with the function 
44 = If.= forx < 0 for x > 0. 
Another computation shows that under /, the operator K is transformed 
into the operator (1 - U)/2. Hence J transforms 1 - K into (1 + U)/2, 
and the theorem follows. 
The preceding considerations enable one to determine the invariant 
subspaces of V by using Beurling’s theorem on the invariant subspaces of U. 
THEOREM 2. The invariant subspaces of V are precisely the subspaces 
P(a, l), 0 < a < 1. 
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PROOF. We first note that the operators V and (V + 1)-r have the same 
invariant subspaces, since each can be approximated by polynomials in the 
other. In fact, because V is quasi-nilpotent we have 
where each series converges in the uniform operator topology. It will 
therefore suffice to determine the invariant subspaces of (V (- 1)-r, which 
by the proof of Theorem 1 arc the images under 1-r of the invariant 
subspaces of I: 
By Beurling’s theorem, the invariant subspaces of T correspond to the 
inner functions that divide 4 .z More precisely, if y  is an inner function 
dividing I/ then M n c$J”(II) is invariant under T, and all invariant subspaces 
of T are obtained in this way. Now the only inner function dividing $ are 
the functions 
#&) = ea(rl-I)!~r -l), O<lZ<l 
(see for example [3, p. 1731). A computation shows that 1-l sends z,!J,H~(L)) 
onto L2(a, oo), and hence sends M n #,,H’(D) onto L2(a, 1). This proves the 
theorem. 
Theorem 2 is of interest partly because of its connection with the 
convolution theorem of Titchmarsh. It has been known for some time that 
a proof of Theorem 2 can be based on the convolution theorem. Recently 
Kalish [4] has shown that conversely, the convolution theorem can be 
derived very simply from Theorem 2 once the latter has been obtained 
independently. By combining the above proof of Theorem 2 with this 
argument of Kalisch, WC obtain a proof of the convolution theorem which 
is in an essential way very close to one due to Lax [3, p. 1721. We refer the 
reader to Kalisch’s paper for references to other proofs of Theorem 2. 
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