In this paper, the smoothness and exact modulus of continuity of a class of fractional Brownian fields are studied. These Gaussian random fields satisfy a kind of operatorscaling property and, depending on the choice of their parameters, may share similar fractal properties as those of fractional Brownian sheets or may be smooth in some (or all) directions. It is proved that these Gaussian random fields satisfy the property of sectorial local nondeterminism which is useful for further studying their sample path properties. In addition, the link between these Gaussian random fields and the functional fluctuation limits of branching particle systems is studied.
Introduction
Consider the following branching particle system in R N . Particles start off at time t = 0 from a Poisson random field with N -dimensional Lebesgue measure λ as its intensity measure, and they evolve independently. The spatial motion consists of an R N -valued stochastic process ξ = { ξ(t), t ≥ 0} = {(ξ 1 (t), ξ 2 (t), · · · , ξ N (t)), t ≥ 0}, where for every 0 < k ≤ N , ξ k = {ξ k (t), t ≥ 0} is a symmetric α k -stable Lévy process (0 < α k ≤ 2) and ξ 1 , · · · , ξ N are independent of each other. In addition, they split at a rate γ > 0 and the branching law at age t has the following generating function g(s, t) = 1 − e −δt 2 + e −δt 2 s 2 , 0 ≤ s ≤ 1, t ≥ 0, where δ > 0 is a constant. Intuitively, in this model, the particles' motion in different direction is controlled by different mechanism and their ability of splitting new particles declines with rate δ as their ages increase. For simplicity of notation, the vector (α 1 , · · · , α N ) is denoted by α, and this model is called a (N, α, δ, γ)-degenerate branching particle system. Let {δ n , n ≥ 1} be a sequence of positive numbers. For any n ≥ 1, let N n (s) denote the empirical measure of the (N, α, δ n , γ)-degenerate branching particle system at time s, i.e. N n (s)(A) is the number of particles in the set A ⊂ R N at time s. Li and Xiao 19 studied the limit of the scaled occupation time fluctuation
where F n is a scaling constant and f n (s) := 1 + δ n γ − δ n (1 − e −(γ−δn)s ) e −δns .
(
1.2)
Under the condition nδ n → θ ∈ [0, ∞) as n → ∞ they proved that when α := N k=1 α −1 k > 2, the limit process of X n gives rise to two anisotropic centered Gaussian random fields Y 1 = {Y 1 (x), x ∈ R N } and Y 2 = {Y 2 (x), x ∈ R N } which, up to a constant multiplier, have the following covariance functions
(e ix k z k − 1)(e −iy k z k − 1) dz ψ 2 j (z) (1.3) for all x, y ∈ R N and j = 1, 2, where
|z k |, and ψ 2 (z) = 4) respectively. See more details in Section 5 below. Therefore, by Samorodnitsky and Taqqu 25 , one can readily check that Y j (j = 1, 2) has the following harmonizable stochastic integral representation = means equality of all finite dimensional distributions and where M is a centered complex-valued Gaussian random measure in R N with the Lebesgue measure λ N as its control measure. Namely, M is a centered complex-valued Gaussian process defined on the family E = {A ∈ R N : λ N (A) < ∞} which satisfies for all A, B ∈ A. Because of (1.6), the Wiener integral in (1.5) is real-valued. It follows from (1.3) that Y j is operator-scaling with exponent E which is the N × N diagonal matrix E = diag(1/α k ) 1≤k≤N . That is, for all constants c > 0
where β j = 1 2 j + α . We refer to Biermé, Meerschaert and Scheffler 5 , Xiao 29 and Li and Xiao 18 for further information on operator-scaling random fields. Note that the Gaussian field Y j defined by (1.5) does not have stationary increments in the ordinary sense, but their rectangular increments are stationary.
Recall that, for a fixed vector h = (h k ) 1≤k≤N ∈ (0, 1) N , the fractional Brownian sheet (fBs) B h 0 = {B h 0 (x), x ∈ R N }, up to a constant multiplier, has the harmonizable representation
where ψ 0 (z) = N k=1 |z k | h k +1/2 . Fractional Brownian sheets were introduced by Kamont 15 who also studied some of their regularity properties. As an important example of anisotropic Gaussian fields, fractional Brownian sheets have also been studied by several other authors. See, for example, Mason 27 . Recently, Meerschaert, et al. 22 established the exact moduli of continuity for a large class of Gaussian random fields, including fractional Brownian sheets.
Motivated by the aforementioned articles, in this paper, we introduce at first a class of fractional Brownian fields, which is called pseudo-fractional Brownian sheets (or pseudo-fBs, for brevity) and includes Y j (j = 1, 2) in (1.5) as special cases; see Section 2 below. Then we study the properties of their sample functions and further investigate their link with branching systems.
It turns out that these Gaussian random fields have rich analytic and geometric properties. In this paper, we focus on the directional differentiability and the exact modulus of continuity of the sample paths. To study the exact modulus of continuity, we determine when a pseudo-fBs has the property of sectorial local nondeterminism (see Theorem 3.1 below). We will find that, under certain conditions, the pseudo-fBs is reminiscent to a fractional Brownian sheet. More specifically, from the results in Section 2, we know that for j = 1, 2, the Gaussian random field
x ∈ R N } such that its partial derivative in the k-th direction exists and is almost surely continuous if and only if α k > 1/j. Furthermore, from the results in sections 3 and 4, if α k ∈ (0, 1/j) for all k = 1, 2, · · · , N , then Y j satisfies the sectorial local non-determinism, its exact uniform modulus of continuity on [0, 1] N is ρ j (x, y) ln(1 + ρ j (x, y) −1 ) and, for every fixed x ∈ (0, ∞) N , the exact local modulus of continuity of Y j at x is ρ j (x, y) ln ln(1 + ρ j (x, y) −1 ), where ρ j is a metric defined by
for any x = (x k ), y = (y k ) ∈ R N . These regularity properties of Y j are similar to those of a fractional Brownian sheet with indices
Meerschaert, et al. 22 . To study the link with branching systems, we will show in Theorem 5.1 that the functional fluctuation limits of degenerate branching particle systems have degenerate temporal structures under some conditions, which differ from those in Li and Xiao 19 . Based on this result, we provide a more natural particle picture interpretation for the pseudo-fBs Y 1 and Y 2 ; see Proposition 5.1 and Remarks 5.2 and 5.3. For related work connecting branching particle systems and Gaussian processes, the reader can refer to Bojdecki and Talarczyk 13 . The rest of this paper is organized as follows. In Section 2, we first define a general pseudo-fractional Brownian sheet and study the (directional) differentiability of its sample functions. In Section 3, we study the sectorial local nondeterminism of pseudo-fractional Brownian sheets. In Section 4, we prove the exact modulus of continuity of a nondifferentiable pseudo-fBs. In the last section, we reproduce the pseudo-fBs Y 1 and Y 2 via the functional fluctuation limits of a sequence of (N, α, δ n , γ)-degenerate branching particle systems.
Throughout the paper, we use C to denote an unspecified positive finite constant which may not necessarily be the same in each occurrence. More specific constants are denoted by C 1 , · · · , C 7 .
Pseudo-fBs: definition and differentiability of sample paths
Given a constant β > 0 and a vector α = (α 1 , . . . , α N ) ∈ (0, 2] N which satisfy the following condition:
Let M be a centered complex-valued Gaussian random measure in R N that satisfies (1.6). Denote by ψ = ψ β, α the function
, and define the Gaussian random field Y = {Y (x), x ∈ R N } by
We call it a pseudo-fractional Brownian sheet with parameters β and α. It is easy to see that, in (1.5), Y 1 corresponds to β = 1 and Y 2 corresponds to β = 2. When N = 1 and βα 1 < 1, the Gaussian process Y in (2.2) becomes the fractional Brownian motion with index H = (1 + βα 1 )/2.
2) is well-defined if and only if (2.1) holds. In this later case, Y has an almost surely continuous modification and has the following operator-scaling property: For all constants c > 0,
3)
Proof. It is well-known that Y is a well-defined Gaussian field if and only if
). To prove that (2.4) is equivalent to (2.1), we split the domain of integration into
N is always convergent. Hence, by using the inequalities 
It is elementary to show (e.g., by repeatedly using Lemma 8.6 in Xiao 29 ) that (2.5) holds if and only if α > β. Now we assume that (2.1) holds. To show that Y has a continuous modification, it suffices to prove that for any T > 0, there exist constants C > 0 and η > 0 such that
To this end, specify x, y as (
, respectively, and let 
for some constant C depending on T only. On the other hand, for all
This and (2.7), together with the facts that
Thus we have shown that (2.6) holds with η = 1 which, in turn, implies that Y has a continuous modification. Finally, the operator-scaling property of Y can be verified by checking the covariance functions. This is straightforward and is omitted.
By Proposition 2.1, we can assume, without loss of generality, that Y 's sample path is almost surely continuous. Now we study the (directional) differentiability of pseudo-fBs. Let us recall some useful concepts. Suppose u ∈ R N is a unit vector. A second order random field {X(x), x ∈ R N } has mean square directional derivative X u (x) at x ∈ R N in the direction u if, as h → 0, the random variables
. In this case, we write X u (x) = l.i.m. h→0 X u,h (x) and say that X(x) is mean-square differentiable at x in the direction u. Especially, if
then we call X u (x) the k-th mean square partial derivative of X at x and write it as X k (x).
The existence of mean square directional derivative can be given in terms of the covariance function of X (see, e.g., Adler 1 ). However, for many theoretical and applied purposes, one often needs to work with random fields which have smooth sample functions. We refer to Adler and Taylor 2 and the reference therein for more information.
The following theorem provides an explicit criterion for Y to have a version whose sample functions have continuous partial derivatives. Higher order partial derivatives can also be considered similarly. Proof. 
The proof is divided into three parts, namely, (a) for every x ∈ R N , the mean square partial derivative Y N (x) exists if and only if α N > 1/β; (b) if α N > 1/β, then, for any T > 0, there exist constants C > 0 and η 1 > 0 such that
and (c) construction of a modification Y with the desired properties.
(a). Let x ∈ R N be fixed. We first prove that if α N > 1/β, then Y N (x) exists. This is equivalent to verifying that {Y N,h (x)} h is a Cauchy sequence. For simplicity, we show that for any 0 < r < h
as h → 0. By (2.2), we have that
where
where C(x) denotes a constant depending on x, and
for all positive r, h, z N . Furthermore
where we have used the elementary inequalities |1 − cos u| ≤ u 2 /2 and |u sin v − v sin u| ≤ uv where
16)
17)
18)
, (2.19)
Substituting (2.12), (2.14) into (2.16) and (2.17) yields that 22) since α N β > 1. Furthermore, substituting (2.12), (2.13) into (2.18) leads to
Notice that the second integral in (2.19) and (2.20) are convergent and, for
It follows that
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and 25) since α N β > 1. Combining (2.11) with (2.15) and (2.21)-(2.25), we get that as
This proves (2.10).
On the other hand, if the mean square partial derivative Y N (x) exists, then its variance must be given by
Since, for any constant a > 0, 
(2.27)
We first estimate J 1 . Since α N β > 1, we can choose θ ∈ (0, 1) such that α N β − 2θ > 1. By using the elementary inequality |e iu − 1| ≤ 2 1−θ |u| θ for all u ∈ R and a change of variable when integrating [dz N ], we obtain that 28) where the last inequality follows from the proof of Proposition 2.1 and the fact that θ > 0.
To estimate J 2 , we first integrate [dz N ] (thank to α N β > 1) and then apply (2.6) to derive
where C > 0 is a finite constant which depends on T . In this case, combining (2.27)-(2.29) yields (2.9) with η 1 = min{2θ, η}. 
Sectorial local nondeterminism
Theorem 2.1 shows that the sample functions of a pseudo-fBs Y may either be smooth in some or all directions, or in no direction, depending on the choices of the parameters α 1 , . . . , α N and β. Hence different tools (e.g. differential topology, fractal geometry) are needed for studying fine structures of the sample functions of Y . In this and the next sections, we focus on the fractal case and always assume that α k ∈ (0, 1/β ∧ 2) for all k = 1, 2, · · · , N . We will establish the exact uniform and local moduli of continuity for the sample functions of Y . It would be interesting to see if the results in Section 4 can be extended to the case when α k ∈ (0, 1/β ∧ 2) holds only for some (but not all) k = 1, 2, · · · , N . We leave this to an interested reader.
It is well-known that many properties of the sample functions of a Gaussian field
for all x, y ∈ R N . In order to study the uniform and local moduli of continuity of the sample functions of pseudo-fBs Y , we define a metric ρ α,β on R N by
Due to the assumption that α k ∈ (0, 1/β ∧ 2) for all 1 ≤ k ≤ N , it is easy to verify that ρ α,β (x, y) defined by (3.1) is indeed a metric on R N . In this section we investigate the relation between the pseudo-metric d Y and the metric ρ α,β and prove that Y satisfies the property of sectorial local nondeterminism (see Theorem 3.1 below). This latter property was first introduced by Khoshnevisan and Xiao 16 for the Brownian sheet and then extended by Wu and Xiaosheets. It provides a way to overcome some difficulties caused by complex covariance structures of Gaussian random fields and, as a result, will play an important role not only in this paper, but also in studying the local times, self-intersections and other sample path properties of Y . See Xiao 29 for further information. To simplify the notation, in the rest of this paper, we will suppress α and β from ρ α,β . The following proposition, together with Corollary 3.1 below, provides optimal bounds for d 2 Y (x, y) and will be useful for obtaining an exact uniform modulus of continuity of Y .
Proof. We use induction to prove (3.2). For any n = 1, 2, · · · , N , let Y n = {Y n (x), x ∈ R n } be the Gaussian random field defined as in (2.2) with ψ being
It is clear that, for n = 1, we have d
for all x, y ∈ R, where C > 0 is a finite constant. Hence (3.2) holds for Y n with n = 1.
Assume that (3.2) holds for random fields Y n with n = 1, . . . , N − 1. Next we consider Y = Y N . By (1.5), we have that
From (3.3) and (3.4) we have that
Since x, y ∈ D which is a bounded set, by direct verification we see that the integrals
are convergent and bounded from above by a finite constant and (due to α N < 1/β)
for some positive constant C > 0. Thus, it follows from (3.5) that there exists a constant C > 0, which may depend on N , α and β, such that
This proves Proposition 3.1.
The main result of this section reads as follows. It shows that pseudo-fBs Y has the property of sectorial local nondeterminism.
Theorem 3.1. Assume that β > 0 and α k ∈ (0, 1/β ∧ 2) for all 1 ≤ k ≤ N . For any given constants 0 < a < T , there exists a positive constant C 2 such that for all n ≥ 1, and all
it suffices to prove that for some positive constant C > 0
The proof of (3.7) is similar to that of Theorem 1 in Wu and Xiao 27 and is included for completeness.
Without loss of generality, assume r m > 0. From (2.2), we know 8) and it vanishes outside the open set B = {z : |z| < 1}. Denote by δ j the Fourier transform of δ j . Then δ j ∈ C ∞ (R) as well and δ j (z) decays rapidly as z → ∞, i.e., for any k > 0, |z|
Therefore,
Since min{|x
Hence we obtain from this and (3.8) that
Furthermore, by Hölder's inequality, Note that, by a change of variable,
for some constant C > 0. Then from (3.10), it follows that
This and (3.9) together yield (3.7) for an appropriate constant C.
From Theorem 3.1, we can easily get the following corollary which complements Proposition 3.1.
Corollary 3.1. Given constants a ∈ (0, 1) and T > a, there exists a positive constant
Proof. Let n = 2 and
It follows from Theorem 3.1 and the Cauchy-Schwarz inequality that
which completes the proof. 
for some constant C ∈ (0, ∞).
The following theorem provides the exact uniform modulus of continuity of Y . Proof. Due to monotonicity the limit in the left hand side of (4.1) exists almost surely. The key point of the theorem is that this limit is a non-random, positive and finite constant. We first show that the limit in (4.1) is non-random and finite. Our proof is simpler than that of (4.4) in Meerschaert, Wang and Xiao 22 . Consider an auxiliary Gaussian random field:
, where B ρ (r) := {x ∈ R N , ρ(x, 0) ≤ r} for some r ∈ (0, 1). Then the metric d W on S r := I × B ρ (r) associated with W satisfies the following inequality:
Therefore, by (3.2), there exists a constant C > 0 such that
for all (x, y), (x , y ) ∈ S r . Denote the diameter of S r in the metric d W by D r . Then (4.2) implies that D r ≤ 2Cr. Furthermore, for small ε > 0, if for every j = 1, 2, · · · , N , 
It follows from Lemma 2.1 in Talagrand
26 that for all u ≥ Cr log(1 + r −1 ),
By a standard Borel-Cantelli argument, we have that for some positive constant C < ∞,
The monotonicity of the functions r → r log(1 + r −1 ) implies that 
where C 5 > 0 is a constant. Thanks to Theorem 3.1, the proof of (4.4) is the same as the proof of (4.5) in Meerschaert, Wang and Xiao 22 and is omitted. This finishes the proof of Theorem 4.1.
Our next theorem is concerned with local oscillation of Y . , we consider the event
By Lemma 4.1, for sufficiently large n,
2 log n .
Hence, by the Borel-Cantelli lemma and a standard monotonicity argument, we get lim sup
This and Lemma 7.1.1 in Marcus and Rosen 20 imply that there is a constant
Below we prove C 6 > 0. In fact we will prove that lim sup
1+µ /(1+βα N ) , where C 3 is the constant given in Corollary 3.1 and µ ∈ (0, 1) is a constant whose value will be specified later.
Obviously, ρ(0, y (n) ) = N e −n 1+µ := η n → 0 as n → ∞. Let d n = exp(n 1+µ + n µ ) for any n ≥ 1. We decompose Y into two independent parts as follows. Let
and
Then, for each fixed n ≥ 1, { Y n (t), t ∈ R N } and {Y n (t), t ∈ R N } are independent. Moreover, the random fields {Y n (t), t ∈ R N } (n = 1, 2, · · · ) are independent. Note that
We will show that, as n → ∞, J 1 (n) is the main term and J 2 (n) is negligible. By the definition of Y n we have that
For convenience of notation, for 1 ≤ j ≤ N , let
with the convention 0 k=1 a k = 1 for any a k ∈ R, and let ψ for every 1 ≤ j ≤ N and z ∈ R N , we derive that
. (4.9) Furthermore, for j ≥ 1,
n ) 2/(1+βαj ) } which follows from the fact that
is uniformly bounded for all x ∈ [0, 1] N and y ∈ B ρ (1). There exists a constant C such that
where we have used the fact 1 − cos z ≤ z 2 /2. Recall that y
1+µ /(1+βαj ) .
We have
Let α = min 1−βαj 1+βαj , j = 1, 2, · · · , N > 0. Applying (4.9) and (4.10) to (4.8) we arrive at
(4.11)
To estimate J 2,2 (n), note that ρ(z, 0) > d n implies |z j | (1+βαj )/2 > d n /N for some j ∈ {1, 2, · · · , N }. For simplicity of notation, we assume j = N . Then in view of (3.5), there is a constant C which may depend on x such that 
for n large enough. Hence for any given ε > 0, when n is large enough,
On the other hand, by using the independence of Y n and Y n , Corollary 3.1 and (4.13), we get that
for sufficiently large n. Therefore, from (4.15), we obtain that
Recall that for standard Gaussian random variable, we have that
for all t > 0. Therefore, (4.14) and (4.16) yield that for sufficiently large n,
for some constant C > 0, respectively. Thus,
By the Borel-Cantelli lemma and the arbitrariness of ε, we obtain that Now we choose µ > 0 small such that (1 − ε) 2 (1 + µ) < 1 and consequently Since the events {J 1 (n) ≥ (1 − ε) √ C 2 } n=1,2,··· are independent, the Borel-Cantelli lemma and the arbitrariness of ε yield lim sup
Hence (4.6) follows from (4.7), (4.19) and (4.20) . The proof of Theorem 4.2 is now completed.
Remark 4.1. The constant C 6 in (4.5) may depend on x. However, for any 0 < a < T and all x ∈ [a, T ] N , C 6 (x) is bounded from above and below by positive constants which only depend on the constants (α k ) 1≤k≤N , β, a and T .
A functional limit theorem for branching systems
Consider a sequence of (N, α, δ n , γ)-branching particle systems. We assume that δ n satisfies the condition
Recall that the case of κ = 1 has been considered by Li and Xiao 19 . Let N n = {N n (t), t ≥ 0} be the empirical measure of the (N, α, δ n , γ)-branching particle system such that (5.1) holds. The scaled occupation time fluctuation X n of N n is defined as
for every φ ∈ S(R N ), where {F n } is a suitable sequence of normalizing constants and f n (s) is defined by (1.2). Here S(R N ) is the space of smooth rapidly decreasing functions.
Denote the dual space of S(R N ) by S (R N ). For any ε > 0, let C([ε, 1], S (R N )) be the space of continuous functions from [ε, 1] to S (R N ); it is the same as C([0, 1], S (R N )) except the initial time is at ε > 0 rather than 0. Comparing the weak convergence (i.e., the convergence in law) and the convergence in the integral sense in the space C([0, 1], S (R N )) (see, for example, Mitoma 23 and Bojdecki et al 7 ), we see that the former implies the latter, and conversely, the latter plus tightness implies the former. In addition, Mitoma 23 showed in his Theorem 3.1 that for a sequence of processes {X n , n ≥ 1} in C([0, 1], S (R N )) if for each φ ∈ S(R N ) the sequence { X n ; φ , n ≥ 1} is tight, then {X n , n ≥ 1} itself is tight as well. These results can be applied to C([ε, 1], S (R N )) without change. The objective of this section is to show that, under the condition (5.1) and α := N k=1 1 α k > 2, the temporal structure of the functional limit of (5.2) in C([ε, 1], S (R N )) is degenerate. More specifically, the limit process in any positive time interval is a time-independent Gaussian process valued in S (R N ). This provides a more natural way to construct the pseudo-fBs Y 1 and Y 2 .
The main result reads as follows. It extends Theorem 2.1 of Li and Xiao 19 (where the case κ = 1 was considered) and strengthens the functional convergence from the integral sense in Li and Xiao 19 to the weak convergence in C([ε, 1], S (R N )) for every ε ∈ (0, 1). (5.1) holds. Let {X n (t), t ≥ 0} be defined as in (5.2) and let F n = n κ/2 . For any ε ∈ (0, 1), as n → ∞, X n converges weakly to X in C([ε, 1], S (R N )) as n → ∞, where X = {X(t), t ∈ [ε, 1]} is a centered (constant in t) Gaussian process valued in S (R N ), with covariance function
for all φ 1 and φ 2 in S(R N ). Here and in the sequel, f (z) and f (z), z ∈ R N , denote the Fourier transform of f and its conjugate function, respectively.
Proof. Define a sequence of random variables X n in S (R N +1 ) as follows: For any n ≥ 0 and ψ ∈ S(R N +1 ), let
By using the space-time method formulated in Bojdecki et al 7 (see also P.82 in Bojdecki et al 12 ) , to prove Theorem 5.1, it suffices to show the following statements: (i) X n converges in the integral sense to X, i.e. X n , ψ converges in distribution to X, ψ for all ψ ∈ S(R N +1 ) as n → ∞.
, where Theorem 3.1 of Mitoma 23 is used. To prove (i), as pointed out in P.9 of Bojidecki et al 8 (see also the proof of Corollary 3.5 in Bojidecki et al 10 ) , it is sufficient to show that as n → ∞
for every non-negative ψ ∈ S(R N +1 ). The proof of (5.5) is similar to the proof of Theorem 2.1 in Li and Xiao 19 . To save space, we will focus mostly on the main arguments and refer to Li and Xiao 19 for some of the technical details.
As in Li and Xiao 19 , we only prove (5.5) for ψ of the form ψ(x, t) = φ(x)h(t), where φ ∈ S(R N ) and h ∈ S(R) are nonnegative functions. For general ψ, the proofs are similar except more cumbersome notation; the detail is omitted.
From (3.15) in Li and Xiao 19 , we have that where I 1 (n, ψ n ), I 2 (n, ψ n ) and I 3 (n, ψ n ) are given respectively by
In the above
Since F 2 n = n κ , from Lemma 5.1 below, we have that as n → ∞,
(5.9)
In addition, by the proofs, with some obvious modification, of Lemma 3.3 and Lemma 3.4 in Li and Xiao 19 , we can readily get that 10) and that
Combining (5.6) with (5.9), (5.10) and (5.11) leads to that
where X is the limit process in Theorem 5.1. This proves (5.5). Now we prove (ii). Note that by the same argument as those used in Bojdecki et al 11 , from the proof of (i), we can readily get that X n converges to X in finitedimensional distributions. This implies the tightness of the sequence { X n (ε), φ }. According to Theorem 12.3 in Billingsley 6 and the proof of Proposition 3.3 in
Bojdecki et al 10 , the remainder is to prove that for all φ ∈ S(R N ), ε ≤ t 1 < t 2 ≤ 1 and η > 0, there exist constants a ≥ 1, b > 0 and K > 0, which is independent of t 1 , t 2 , such that for all n ≥ 1. 12) where h ∈ S(R) is an approximation of 1 {t2} (t) − 1 {t1} (t) supported on [t 1 , t 2 ] such thath(t) (see (5.8)) satisfies
The proof of (5.12) is almost the same as the corresponding part of Theorem 2.1 in Li 17 . The detail is omitted, and the proof of Theorem 5.1 is complete.
It is easy to see that from the limit process X in Theorem 5.1 we can get two independent centered S (R N )-valued Gaussian variables, sayX 1 andX 2 , whose covariance functions are given by
respectively. Based onX 1 andX 2 , we have that Proposition 5.1. There exist centered Gaussian random fields Y 1 = {Y 1 (x), x ∈ R N } and Y 2 = {Y 2 (x), x ∈ R N } which, up to a constant multiplier, are the pseudofractional Brownian sheets with parameters (1, α) and (2, α), respectively. belongs to S(R N ), and furthermore, as n → ∞,
Note that (5.13) implies that
where · is the supremum norm. LetȲ n (x) = X 1 , f
By (5.14) it is easy to see that the r.h.s of (5.15) converges to 0 as n, m → ∞. Therefore,Ȳ n (x) converges in the mean square sense and hence in probability to a centered Gaussian random variable, say Y 1 (x), i.e. as n → ∞
Consider the random field Y 1 = {Y 1 (x), x ∈ R N }. From the above argument, one can readily see that as n → ∞
in probability for any k > 0 and c i ∈ R, x (i) ∈ R N where i = 1, 2, · · · , k. Therefore, the finite dimensional distributions of Y 1 are Gaussian, i.e., Y 1 is a centered Gaussian field. For any x, y in R N , by (5.16) and Hölder inequality, we have that
Recall that
By Hölder inequality and (5.14), we can readily get that
, where ψ 1 is the same as that in (1.4). Similarly, viaX 2 , we can get a centered Gaussian field
, where ψ 2 is the same as that in (1.4).
Remark 5.2. It is natural to denote
Here, in contrast with Li and Xiao 19 , we get Y 1 and Y 2 without the requirement of measuring the spatial behavior of the limit process at a fixed time. Intuitively, for x ∈ R N , Y 1 (x) + Y 2 (x) describes the "average" fluctuation of particle numbers in the zone D(x).
Remark 5.3. If we replace the branching particle systems (N, α, δ n , γ) (with constant splitting rate γ) by the (N, α, δ n , γ n )-branching particle systems, where γ n → 0 and δ n /γ n → 0 as n → ∞ and (5.1) holds, then from the proof of Theorem 5.1, one can obtain a similar conclusion, where the limit process X is a centered (and constant in time) Gaussian process valued in S (R N ), with covariance function
. By the same way as in Proposition 5.1, we can construct the pseudo-fractional Brownian sheet, up to a constant multiplier, Y 1 . In this case, we can heuristically say that the process Y 1 is the scaling limit of the fluctuation of particle numbers in the zones of D(x), x ∈ R N . It is interesting to prove the statement directly, which is out of the range of this paper.
We end this section by proving (5.9) for I 1 (n, ψ n ).
Lemma 5.1. Suppose φ ∈ S(R N ) and h ∈ S(R) are nonnegative functions. Define ψ n by (5.8) and I 1 (n, ψ n ) by (5.7). If F 2 n = n κ , then as n → ∞ (5.9) holds.
Proof Similarly to (3.19) in Li and Xiao 19 , we write I 1 (n, ψ n ) = I 11 (n, ψ n ) + I 12 (n, ψ n ), and where J n,ψn (x, t, r) = t 0 f n (s)E x ψ n ( ξ n (s), r + s) ds.
Here ξ n is the Lévy process in Introduction and f n (s) is defined by (1.2). From (3.27) in Li and Xiao 19 , we derive that To find the last limit, we notice that for every s ≥ 0 and z ∈ R N \{0}, as n → ∞, .22) is finite. To determine the limit of I 12 (n, ψ n ) under assumptionᾱ > 2, we use Equation (3.40) in Li and Xiao 19 to deduce that |I 12 (n, ψ n )| ≤ γI 121 (n, ψ n ) + γI 122 (n, ψ n ) + γ 2 2 I 123 (n, ψ n ), (5.23) where I 121 (n, ψ n ), I 122 (n, ψ n ) and I 123 (n, ψ n ) are defined by (3.41), (3.42) and (3.43) therein, respectively. From Equations (3.45), (3.47) and (3.48) in Li and Xiao 19 we derive for some constant C > 0. Using again Remark 2.3 in Li and Xiao 19 , we know
and hence by Hölder's inequality,
is bounded for all z ∈ R N . Therefore
Consequently, (5.30) implies that as n → ∞, 
