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Introduzione
Attualmente   il   SIP   è   il   protocollo   di   comunicazione 
maggiormente utilizzato per la realizzazione di comunicazioni 
real time, comprese le chiamate Voice over IP (VOIP).
Tuttavia,   nonostante   lo   straordinario   successo   di   cui 
gode,   il  protocollo  SIP  presenta  un  grosso   inconveniente:   le 
comunicazioni   SIP­based   non   riescono   a   raggiungere 
automaticamente  gli  utenti  di  una   rete   locale   che   si   trovano 
dietro ad un firewall o dietro ad un NAT. 
L'impossibilità   del   traffico   SIP   di   “attraversare”     firewall   e 
NAT  è una grave limitazione nello sviluppo e nella diffusione 
di questo protocollo e per ovviare a questo inconveniente, negli 
ultimi anni, sono state proposte le più svariate soluzioni. 
Nel  primo capitolo viene affrontata  la problematica del NAT 
traversal,   descrivendo  le   soluzioni  che  hanno  avuto  maggior 
seguito.
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Il   secondo capitolo  è  dedicato  ad  un'analisi  dettagliata  della 
soluzione   adottata,   basata   sull'uso   di   un   proxy   RTP,   uno 
strumento   che   funge   da   relay   per   i   pacchetti   RTP   e   che, 
utilizzato   in   collaborazione   con   un   proxy   SIP   dotato   di 
funzionalità  di  ALG(Application  Level  Gateway),   costituisce 
un'ottima   soluzione   per   il   problema   NAT   traversal.   In 
particolare, in questo capitolo, viene posto in rilievo il limite 
prestazionale di un proxy RTP, che è in grado di supportare al 
massimo 1200 flussi RTP contemporanei.  Sorgono dunque dei 
problemi di scalabilità   che possono essere risolti utilizzando 
un'architettura in grado di gestire proxy RTP multipli.
Lo   scopo   di   questa   tesi   è   stato   quello   di   sviluppare 
un'applicazione che consenta di ottimizzare  l'uso di più  RTP 
tramite   l'implementazione  un  meccanismo  di   load  balancing 
dinamico.   Questa   applicazione,   chiamata   RTP   proxy 
Controller, implementa un meccanismo di polling periodico dei 
proxy RTP per calcolare il loro stato di carico attuale e utilizza 
questa   informazione   per   selezionare   il   proxy   RTP   a   cui 
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assegnare   la   sessione.  Nel   terzo   capitolo   viene   fornita   una 
descrizione dell'applicazione sviluppata, giustificando le scelte 
effettuate in fase di progettazione.
L'ultimo capitolo è dedicato ad un'analisi dei test effettuati che 
mostrano   che   effettivamente   l'RTP   proxy   Controller 
implementa le funzionalità richieste in maniera corretta.
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Capitolo 1: Il protocollo SIP e il problema “Nat 
traversal” 
1.1 Network Address Translation
Il Natting è una tecnica molto utilizzata per il riuso di 
indirizzi IP pubblici in quanto consente la condivisione di un 
indirizzo IP pubblico fra diversi terminali interni ad una LAN. 
Inoltre introduce un certo livello di sicurezza in una rete locale 
in   quanto   ne   nasconde   la   configurazione   interna   e   rende 
difficile l'accesso da Internet agli apparati posti al suo interno.
Possiamo   definire   un  NAT   come   una   periferica   che 
implementa   una   funzione   di   traduzione   tra   due   regni   di 
indirizzi,     dove   per   regno   d’indirizzo   (realm)   si   intende  un 
dominio   di   rete   nel   quale   gli   indirizzi   sono   univocamente 
assegnati ad entità in modo che i pacchetti possano arrivare ad 
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essi. 
I regni d’indirizzi possono essere pubblici o privati1.  
Dati   due   regni   di   indirizzi  R1  e  R2,.   possiamo  definire   una 
funzione di traduzione Fnat  in questo modo: date due porte P1 e 
P2,   per   ogni   indirizzo   IND1  appartenente   ad   R1  esiste   un 
indirizzo   IND2  appartente   ad  R2  tale   che   siano  verificate   le 
seguenti condizioni:
• (IND2, P2) = Fnat(IND1, P1)
• Fnat­1(IND2. P2 )= (IND1, P1)
Nel caso in cui le porte non siano significative ( per protocolli 
diversi da TCP/UDP), possiamo considerare P1 e P2 indefinite.
La funzione di traduzione deve inoltre essere trasparente agli 
utenti finali (trasparent routing), ossia l’esito della traduzione 
non deve propagare informazione su un regno d’indirizzo ad un 
sistema che non vi appartiene.
Il   funzionamento  di  un  NAT si  basa   inoltre   sul   concetto  di 
1 Gli indirizzi privati sono definiti [RFC 1918] mediante le classi:
10/8
172.16/12
192.168/16
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sessione, un insieme di traffico a cui è applicata la medesima 
funzione  di   traduzione  Fnat.  Ogni   sessione   ha   una  direzione 
che viene identificata dalla direzione del primo pacchetto e il 
NAT ne tiene traccia nella sua tabella. Possono esserci vari tipi 
di   sessioni.   In   particolar  modo,   le   sessioni   TCP/UDP   sono 
univocamente identificate con la tupla T = (indirizzo sorgente, 
porta sorgente, indirizzo destinatario, porta destinazione). 
Le sessioni sono uniche e le traduzioni sono basate su di esse 
applicando per una stessa sessione Fnat  per i pacchetti in uscita 
e Fnat­1  per i pacchetti in entrata.
I  NAT possono   essere   classificati   in   vario  modo.   Possiamo 
distinguere in  base al tipo di mappatura tra:
● NAT statico: la funzione di traduzione è 1:1. Per ogni 
IND1 esiste un unico IND2 per ogni possibile sessione. 
● NAT dinamico: l'assegnamento IND2=Fnat(IND1) viene 
determinato  dalla  periferica  di  NAT.  Quando  l'ultima 
sessione che usa questa associazione è terminata,   può 
essere  liberata  la entry nella   tabella del NAT e IND2 
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può essere nuovamente riassegnato.
In   questo   contesto,   siamo   interessati   al   NAPT   (Network 
Address Port Translator) che oltre agli indirizzi IP effettua il 
mappaggio anche delle porte TCP/UDP.
Possiamo individuare i seguenti tipi di NAPT:
● Full Cone NAT: Tulle le richieste inviate dalla coppia 
(IND1, P1)   vengono mappate nella coppia (IND2, P2). 
Ogni host esterno può mandare un pacchetto ad un host 
interno   impostando   come   indirizzo   logico   di 
destinazione (IND2, P2).
● Restricted Cone NAT:   mappa gli indirizzi nello stesso 
modo   del   Full   Cone  NAT  ma   un   host   esterno   con 
indirizzo   IND3    può   mandare   un   pacchetto   ad   host 
interno   se   e   solo   se   l'host   interno   ha   mandato 
precedentemente   un   pacchetto   a   IND3.   Se   vengono 
applicate simili restrizioni anche alle porte si parla di 
Port Restricted Cone. 
● Symmetric NAT:  tutte le richieste inviate  dalla coppia 
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(IND1,   P1)   e   dirette   ad   un   host   esterno   (IND2,   P2) 
vengono mappate nella coppia (IND3, P3). Se lo stesso 
host interno (IND1, P1) vuole inviare richieste dirette ad 
un   diverso   host   esterno   viene   assegnata   una   nuova 
coppia   di   indirizzi   (IND'3,   P'3).   Inoltre,   solo  gli   host 
esterni che hanno prima ricevuto un pacchetto possono 
comunicare con gli host interni.
L'utilizzo dei NAT consente quindi di risparmiare indirizzi IP 
e, se l'assegnamento viene fatto in maniera dinamica, aumenta 
la sicurezza in quanto non consente ad un host appartente ad un 
realm esterno di accedere alla rete privata. 
Tuttavia i NAT violano il principio progettuale più importante 
della   rete   Internet,   il   principio   dell'end   to   end   argument, 
responsabile della scalabilità e della flessibilità di Internet:  la 
sottorete   di   comunicazione,   ovvero   tutti   i   protocolli   e 
macchinari compresi tra i due host finali, non possono e non 
debbono occuparsi  dei  dettagli  dell'applicazione,  ma soltanto 
del   completamento   con   successo   (ed   efficienza)   della 
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trasmissione. 
Molti   protocolli   Internet   a   causa   di   questa   violazione   non 
funzionano con il  NAT.   In  particolar  modo,  risentono della 
presenza del NAT i protocolli VoIP (SIP, H.323, SDP).
1.2 Il protocollo SIP e il problema “NAT”   
La presenza di NAT  costituisce un serio problema per 
il funzionamento del protocollo SIP. Infatti SIP è un protocollo 
di   livello   applicazione  e  nei  messaggi   di   segnalazione   sono 
contenuti   indirizzi  che non vengono  riconosciuti  dal  NAT.   I 
problemi nascono dalla presenza di questi elementi:
• indirizzi  privati  presenti  nei  messaggi  SIP  nei   campi 
Via e Contact;
• indirizzi privati presenti nel messaggio SDP che fanno 
si che la sessione multimediale (RTP) non abbia luogo 
perchè non sono indirizzabili da un realm pubblico.
Inoltre esiste un'altra serie di problemi, tra cui ad esempio le 
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difficoltà   ad   utilizzare   SIP   over  UDP   in   presenza   di  NAT. 
Tipicamente infatti il NAT ha un arco temporale, un timeout, 
per cui se in questo periodo di tempo non transitano pacchetti, 
libera l'assegnamento e ciò può costituire un problema per l'uso 
di UDP. 
L'attraversamento   di   un   NAT   da   parte   del   protocollo   SIP 
presenta   dunque   degli   inconvenienti   che   possiamo   studiare 
suddividendoli in due gruppi: problemi della segnalazione SIP 
e problemi dell'attraversamento dei media associati.
Le problematiche legate alla segnalazione sono numerose e ne 
descriviamo alcuni scenari esemplificatori. 
Il primo problema si pone quando viene spedita una richiesta 
da uno User Agent che si trova dietro un NAT verso un server 
posto nella rete pubblica. 
Il   protocollo  SIP   specifica   nel  RFC  3261   che   per   richieste 
generate utilizzando un protocollo non affidabile come UDP, la 
risposta deve essere inoltrata alla porta specificata nel campo 
'Via' e all'indirizzo da cui si è ricevuta la richiesta. 
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Mentre l'indirizzo di destinazione è  corretto, la porta estratta 
dal campo 'Via' rappresenta la porta su cui il client è in ascolto 
ed  è   diversa   dalla   porta   utilizzata   dal  NAT per   inoltrare   la 
richiesta.   Il   risultato   è   dunque   che   la   risposta   del   server 
raggiunge il NAT ma la porta non è quella aperta per ricevere il 
traffico SIP. Il NAT dunque provvede a scartare il messaggio, 
come mostrato in figura 1.
Quando   invece   viene   utilizzato   un   protocollo   di   trasporto 
affidabile e orientato alla connessione come TCP, questo non si 
verifica. Infatti, il protocollo SIP prevede un meccanismo per 
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Figura 1: Fallimento nell'inoltro di una risposta per la presenza del NAT
Private Network Public Network
NAT
SIP REQUEST OPEN PORT 5650
PORT 5060       SIP RESPONSE
l'invio di una risposta che consente il riuso della connessione 
creata/utilizzata   dalla   corrispondente   richiesta.   Nel   caso   in 
esame dunque la risposta riesce ad attraversare il NAT.
Tuttavia   sorgono comunque altri   problemi.   Il  protocollo  SIP 
non   consente   ad   una   successiva   richiesta   generata   nella 
direzione opposta rispetto al client originario di riutilizzare la 
connessione TCP  esistente creata tra client e proxy in fase di 
registrazione. Quindi quando dovrà essere generata dal proxy 
una nuova richiesta  diretta  al  client  nattato,     sarà  necessario 
instaurare  una  nuova connessione  TCP e   il   proxy  tenterà   di 
inviare la richiesta all'indirizzo presente nel campo 'Contact' del 
messaggio   di   registrazione   dell'utente.   La   richiesta 
naturalmente non raggiungerà mai il client poiché sarà inviato 
ad   un   indirizzo   privato   che   il   proxy   non   è   in   grado   di 
raggiungere. 
In figura 2,  la richiesta di Register  è  spedita dal client sulla 
porta 8023 e ricevuta dal proxy sulla porta 5060, stabilendo un 
connessione TCP e creando un binding nel NAT. La successiva 
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richiesta   inviata  dal  proxy  al   client   registrato   invece   fallisce 
poiché inviata all'indirizzo privato del client. 
Esiste lo stesso problema anche nel caso in cui si utilizzi un 
protocollo non affidabile come UDP.
La presenza di NAT crea problemi come anticipato anche ai 
protocolli utilizzati per il trasporto dei media come RTP.
La   negoziazione   dei   parametri   utilizzati   da   RTP   avviene 
tramite i messaggi SDP  e con uno scambio richiesta/risposta di 
messaggi SIP. 
In   questa   fase   di   negoziazione,   i   due   client   specificano  nel 
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Figura 2: Complicazioni nell'invio di una richiesta SIP diretta ad un  
utente nattato
Private Network
Public Network
(UAC 8023) (UAS 5060)REGISTER/Response
  5060     INVITE       (UAC 8015)
messaggio SDP gli indirizzi e le porte su cui vogliono ricevere 
i   flussi  multimediali.  Gli  indirizzi che specificano però  sono 
ancora   una   volta   privati   e   dunque,   una   volta   stabilita   la 
sessione,   il   traffico   RTP   non   è   in   grado   di     giungere   a 
destinazione, come mostrato in figura 3.
1.3 Soluzioni per il problema del NAT traversal
Le   soluzioni   proposte   per   risolvere   il   problema 
dell'attraversamento dei NAT da parte del protocollo SIP sono 
numerose e possono essere così classificate:
● soluzioni   strutturali:   il   supporto  del   protocollo   viene 
incluso all'interno della periferica NAT oppure il client 
apre   “un   buco”   nel   NAT.     Appartengono   a   questa 
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Figura 3: Complicazioni per il protocollo RTP determinate dalla  
presenza dei NAT 
SIP Signaling Session
CLIENT A
CLIENT B
RTP RTP
Public Network
categoria Application Level Gateway e Universal Plug 
and Play. Sono soluzioni che richiedono il supporto da 
parte della periferica NAT.
● soluzioni   non   strutturali:   il   client   è   in   grado   di 
determinare il tipo di NAT e grazie ad un host esterno 
con indirizzi pubblici riesce a stabilire una connessione 
diretta tra host attraverso NAT. Fanno parte di questo 
gruppo TURN e STUN.
Nel   seguito   del   capitolo   vengono   brevemente   descritte   le 
soluzioni che hanno avuto più successo 
1.2.1 Application Level Gateway (ALG)
Gli ALG sono delle applicazioni tipicamente situate presso un 
Firewall/NAT o integrate entro di esso. Gli ALG sono capaci di 
riconoscere e  modificare  i  messaggi  a   livello  applicazione e 
riescono dunque a prendere le misure necessarie per consentire 
ai flussi multimediali e alla segnalazione SIP di attraversare i 
NAT   aprendo   in   maniera   corretta   la   porte,   inserendo   nei 
18
messaggi di segnalazione degli indirizzi pubblici o fungendo da 
relay per i dati multimediali.  
Questa   soluzione   presenta   il   vantaggio   della   trasparenza   e 
consente di gestire il protocollo SIP ma non è  una soluzione 
scalabile e non consente di cifrare i messaggi di segnalazione 
SIP (non supporta SIP over TLS).
           1.2.2  STUN (Simple Traversal of UDP through NAT)
Il protocollo STUN definito nella RFC 3489 permette 
alle applicazioni di scoprire la presenza e  il  tipo di un NAT 
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Figura 4: ALG
SIP message: 
192.168.2.3: 5060
SIP message: 
87.138.25.2:12354
ALG
eventualmente posto tra di loro e la rete pubblica. Inoltre, se 
risulta presente un NAT, consente all'applicazione di scoprire 
qual è l'indirizzo pubblico assegnatoli. 
Una soluzione basata su STUN prevede la presenza di un server 
(STUN Server)   installato   in  un realm pubblico che risponde 
alle richieste del client situato nella rete private come mostrato 
in figura .   Il protocollo si basa su una semplice sequenza di 
domande­risposte con lo scambio di pacchetti UDP tra client e 
server .
Il   client   invia  un  pacchetto  UDP al   server   in   cui   chiede  di 
conoscere qual è il proprio indirizzo di trasporto pubblico. Se 
non riceve nessuna risposta il client conclude di essere dietro 
un NAT (e/o Firewall) che blocca i pacchetti UDP in uscita e in 
ingresso. Se il server riceve il pacchetto inviato dal client, gli 
risponde  inviando un pacchetto UDP con  le   informazioni  su 
indirizzo IP e porta dal quale ha ricevuto la richiesta (indirizzo 
di   trasporto   pubblico del  client).  Se  l’indirizzo  di   trasporto 
pubblico   contenuto   nel   pacchetto   di   risposta   del   server   e 
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l’indirizzo  di   trasporto   privato   sono  gli   stessi,   il   client   può 
concludere che non vi sono NAT tra lui e il server. 
Al contrario, se l’indirizzo di trasporto pubblico contenuto nel 
pacchetto di risposta del server e l’indirizzo di trasporto privato 
differiscono, il client può concludere di essere dietro un NAT. 
Per stabilire di  che NAT si  tratti   il  client   invia un pacchetto 
UDP al server in cui chiede ad esso di rispondere utilizzando 
un   indirizzo   IP   e   una   porta   alternativi.   Il   server   risponde 
inviando   un   pacchetto   UDP   al   client   dal   suo   indirizzo   di 
trasporto alternativo . 
Se il client riceve una risposta, conclude che il NAT è di tipo 
full­ cone mentre se il client non riceve nessuna risposta, invia 
un pacchetto UDP verso l’indirizzo di trasporto alternativo del 
server in cui chiede di conoscere quale indirizzo di trasporto 
pubblico   utilizza  per   questa   nuova   comunicazione.   Il   server 
risponde   inviando   al   client   un   pacchetto   UDP   con   le 
informazioni su indirizzo IP e porta dal quale ha ricevuto la 
richiesta. 
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Se l’indirizzo di trasporto pubblico, contenuto nel pacchetto di 
risposta, è diverso dall’indirizzo pubblico utilizzato nella prima 
comunicazione  con  il   server,   il   client  può   concludere   che   il 
NAT è di tipo simmetrico. 
Se l’indirizzo di trasporto pubblico utilizzato dal client nelle 
due comunicazioni con il server è lo stesso, il client conclude 
che il NAT è di tipo restricted. 
Il   client   invia   allora   un  pacchetto  UDP al   server   in   cui   gli 
chiede   di   rispondere   utilizzando   lo   stesso   indirizzo   IP,  ma 
cambiando la porta. Il server risponde inviando un pacchetto 
UDP al client dalla   porta alternativa. Se il client riceve una 
risposta conclude che il NAT è di tipo restricted cone. Se non 
viene invece  ricevuta nessuna risposta, il client può concludere 
di essere dietro un NAT di tipo port restricted cone. 
Note   queste   informazioni,   il   client   STUN   può   inoltrarle   al 
terminale   SIP   che   le   utilizzerà   per   comunicare   con   gli 
interlocutori   esterni   fornendo   loro   indirizzi   globalmente 
raggiungibili. 
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Il principio di funzionamento è semplice e supporta la maggior 
parte dei NAT, ad eccezione del NAT simmetrico.
Infatti, come descritto in precedenza, questa tipologia di NAT 
effettua un binding considerando la coppia indirizzo sorgente­
indirizzo destinazione. Dunque l'indirizzo che il NAT assegna 
alla comunicazione client STUN­server STUN sarà diverso da 
quello  assegnato alla  connessione   tra  due  terminali  SIP e   le 
informazioni ottenibili con questa tecnica non sono di nessuna 
utilità per il client nattato.
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Figura 5: STUN
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1.2.3 TURN (Traversal Using Relay NAT)
Il  protocollo  TURN permette  ad  un qualsiasi  host  dietro un 
NAT o un Firewall di ricevere dati in ingresso su connessioni 
TCP o UDP. E’ un semplice protocollo  di   tipo client­server, 
identico   a   STUN   per   quel   che   riguarda   le   operazioni   più 
generali.  Può   lavorare sia  con UDP che con TCP.  Un client 
TURN   fornisce   al   server   il   proprio   indirizzo   di   trasporto 
privato e chiede al server il suo indirizzo di trasporto pubblico. 
Il server memorizza l’indirizzo di trasporto privato del client 
dal  quale  arriva  la   richiesta  e  gli   restituisce   il   suo  indirizzo 
pubblico.   Il server TURN fa poi in modo che tutti i pacchetti 
inviati da host esterni verso l’indirizzo pubblico del client siano 
in realtà diretti verso se stesso. Quando riceve questi pacchetti 
(UDP o TCP), il server li inoltra verso il client. 
Viceversa, quando il client invia pacchetti verso l'host, il server 
li riceve e li inoltra. Il server TURN lavora quindi da relay per 
il traffico come mostrato in figura 6.
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Il   protocollo   TURN   supporta   i   NAT   simmetrici  ma   risulta 
essere molto pesante sia in termini di carico elaborativo per il 
server che lo supporta che in termini di traffico. 
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Figura 6: TURN
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Capitolo 2: Proxy RTP
2.1 Proxy RTP
Nel precedente capitolo, abbiamo visto come i problemi 
del protocollo SIP causati dalla presenza di un NAT possono 
essere suddivisi   tra  problemi a   livello  di segnalazione SIP e 
problemi   a   livello   di   flussi  multimediali.   La   soluzione   che 
presentiamo in questo capitolo risolve entrambi questi problemi 
utilizzando  un ALG integrato nel proxy SIP per modificare la 
segnalazione ed un elemento chiamato proxy RTP che funge da 
relay per i pacchetti RTP.
L'uso congiunto di questi due meccanismi risolve il problema 
del NAT traversal in maniera trasparente agli utenti finali. Si 
tratta di un'architettura semplice e capace di lavorare con tutti i 
tipi di NAT. 
Il proxy SIP con funzionalità di ALG è  capace di rivelare la 
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presenza di NAT tra lui e lo User Agent ed inoltre è in grado di 
apportare le correzioni alla segnalazione SIP atte a rendere il 
client nattato globalmente raggiungibile. 
Il proxy RTP opera sotto il controllo del proxy SIP fornendo 
un punto di transito per i flussi RTP/RTCP tra due User Agent.
Come mostrato in figura 7, quando il proxy SIP riceve 
una richiesta di INVITE (1), effettua dei test per verificare se il 
chiamante o il chiamato appartengano ad una rete privata.   Se 
uno di  essi  od entrambi  risultano  disposti  dietro un NAT,  il 
proxy SIP richiede l'intervento del proxy RTP(2). 
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Figura 7: Soluzione basata sull'uso di un proxy RTP
Proxy SIP
Proxy RTP
1
8 2
3
7
6
4
5
Il  proxy RTP alloca due porte  per  i   flussi  RTP e RTCP del 
chiamante   e   risponde   al  SIP  proxy   fornendogli   i   numeri   di 
porta scelti(3).
Il  proxy SIP provvede a modificare il  messaggio di INVITE 
che aveva ricevuto inserendo l'indirizzo del proxy RTP e delle 
porte allocate e lo inoltra (4).  Lo user agent chiamato risponde 
(5) con un messaggio 200 OK indicando nel messaggio SDP le 
porte su cui desidera ricevere i pacchetti RTP. 
Il proxy SIP compie le stesse operazioni che aveva effettuato in 
corrispondenza del messaggio di INVITE: invia una richiesta al 
proxy RTP(6) il quale alloca un'altra coppia di porte per i flussi 
RTP/RTCP   del   chiamato   che   inserisce   nel   messaggio   di 
risposta(7).
Il proxy modifica il messaggio di 200 OK inserendo l'indirizzo 
IP   e le porte assegnate dal proxy RTP e inoltra il messaggio 
(8) allo User Agent.
A questo punto i due User Agent possono scambiarsi pacchetti 
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RTP convinti  di  inoltrarli  alla rispettiva controparte.  Ciò  che 
invece accade è che i flussi RTP vengono inviati al proxy RTP 
sulle   porte   precedentemente   allocate   e   il   proxy   opera   un 
semplice relay tra di esse.
Questa   soluzione   presenta   numerosi   vantaggi,   funziona   con 
tutti i tipi di NAT  e non richiede lo scambio di molti messaggi. 
Esistono però degli inconvenienti di scalabilità ogni qual volta 
viene fatto uso di un relay. Infatti se il numero di connessioni 
che   lo   attraversano   è   elevato   sorgono   dei   problemi   di 
prestazioni. 
Bisogna inoltre considerare che introduciamo un ulteriore hop 
nel percorso tra due User Agent  e ciò potrebbe comportare un 
aumento   del   ritardo   nella   comunicazione.   L'ammontare   del 
ritardo   introdotto  dipende  comunque  dalla   rete   sottostante   e 
dalla posizione del proxy RTP.
Infine,   introduciamo   un   elemento   critico   molto   delicato 
essendo   un   point   of   failure.  Bisogna   pensare   ad   introdurre 
tecniche di failover.
29
2.2 Piattaforma VoIP
La soluzione basata sull'uso di un proxy RTP è   stata 
utilizzata nello sviluppo di un'infrastruttura VoIP realizzata da 
NetResults.
Questa   infrastruttura   implementa   tutti   gli   elementi 
funzionali necessari a garantire i servizi offerti dalla telefonia 
classica   e   ad   introdurre   i   servizi   a   valore   aggiunto   che 
caratterizzano le piattaforme avanzate di comunicazione su IP. 
Figura 8: Infrastruttura VoIP sviluppata da NetResults
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Gli elementi che compongono l'architettura sono:
● VoIP manager  si  occupa della  gestione degli  utenti  e 
dell'instaurazione   delle   sessioni   tra   questi,   ossia 
funzionalità   di   SIP   proxy,   SIP   registrar   oltre   a 
conservare   le   informazioni   necessarie   alla 
localizzazione degli utenti. Inoltre implementa un ALG 
che,   in  collaborazione  con  il  proxy RTP,  consente  di 
risolvere   le   problematiche   di  NAT   traversal.  Il  VoIP 
manager è realizzato a partire dal software open­source 
SIP Express Router (SER) sviluppato da Iptel.org.
● Gateway   SIP­PSTN   consente   l’interconnessione   tra 
l’infrastruttura VoIP e la rete PSTN.
● User   Agent   rappresentano   i   dispositivi   che   possono 
essere   utilizzati   dagli   utenti   per   interagire   con 
l’infrastruttura VoIP. La piattaforma supporta un ampio 
numero di terminali, sia hardware che software.
● Proxy   RTP   è   l'elemento   che   effettua   il   relayng   dei 
pacchetti RTP consentendo, insieme all'ALG del VoIP 
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Manager, di risolvere il problema del NAT traversal.
L'infrastruttura VoIP supporta due diversi proxy RTP.
1. NP­Proxy   è   un   proxy   RTP   basato   sulla   piattaforma 
ADI­Engineering   RoadRunner   equipaggiata   con 
Network Processor Intel  IXP2350.     L'NP­Proxy è  un 
sistema dotato di due interfacce Gigabit  Ethernet  che 
dal punto di vista funzionale corrispondono a due RTP­
Proxy distinti con strutture dati indipendenti. 
I test effettuati su questo prodotto ne hanno  evidenziato 
le  notevoli  prestazioni:  per   ciascuna   interfaccia  è   in  
grado   di   gestire   23.148   connessioni   RTP   in
contemporanea,   valore   che   corrisponde   a   11.574
chiamate telefoniche.
2. RTPproxy è basato su un software open­source capace 
di supportare fino a 1200 flussi audio (RTP). 
Per   migliorarne   le   prestazioni,   il   VoIP   manager  
consente   di   gestire   più     RTPproxy   utilizzando   un  
meccanismo di balancing statico. 
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Lo scopo di questa tesi è stato quello di migliorare la gestione 
di RTPproxy multipli  realizzando un meccanismo di balancing 
dinamico che consenta la suddivisione delle connessioni  tra gli 
RTPproxy in base al loro stato di carico. 
Tale   meccanismo   è   stato   sviluppato   considerando   un   suo 
possibile   utilizzo   per   il   bilanciamento   del   carico   tra   le   due 
interfacce dell'NP­Proxy.
2.3 SIP Express Router (SIP)
SIP   Express   Router   è   un   applicativo   opensource 
sviluppato in C che funge da SIP registrar, SIP proxy e SIP 
redirect. 
SER   ha   un'architettura   modulare   costruita   attorno   ad   un 
“processing core” che riceve i messaggi SIP e li elabora usando 
le   funzionalità   base.  Le   funzionalità   avanzate  del  SER sono 
svolte tramite moduli aggiuntivi. Questa modularità garantisce 
che il core del SER sia piccolo, veloce e scalabile. 
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Il   SER   viene   gestito   tramite   un   file   di   configurazione,   cui 
l'applicazione fa riferimento quando viene lanciata. 
Tramite il file di configurazione, è  possibile settare i moduli 
che  devono  essere   caricati   e   le   funzionalità   che   si  vogliono 
implementare. 
In generale, il file di configurazione è costituito da cinque parti 
principali:
1. Definizione   dei   parametri   globali:   vengono   settati   i 
parametri generali tra i quali l'indirizzo e la porta su cui 
il SER  deve stare in ascolto e  il livello di debugging.
2. Configurazione dei flag usati nello script.
3. Caricamento dei moduli: contiene una lista di librerie 
esterne che sono necessarie per estendere le funzionalità 
del core del SER. I moduli hanno un'estensione .so e 
sono caricati con il comando loadmodule:
loadmodule “/usr/../modules/modulename.so”.
4. Configurazione   dei  moduli:   alcuni  moduli   per   poter 
funzionare in maniera corretta necessitano del settaggio 
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di   alcuni   parametri.  Questi  parametri  vengono   settati 
utilizzano   il   comando   modparam   che   ha   questa 
sintassi:modparam(module_name,module_parameter,para
meter_value)
5. Main Route:   è il punto di ingresso di tutti i messaggi 
SIP ricevuti dal SER e determina come devono essere 
gestiti.   Nella   Main   Route   vengono   richiamate   in 
maniera sequenziale tutte le route secondarie.
Per   comprendere   il   funzionamento   del   SER,   è   necessario 
introdurre alcuni concetti appartenenti al protocollo SIP:
● SIP   transaction:   comprende   un  messaggio   SIP   (   ed 
eventualmente la sua replica) e la relativa risposta. 
Un esempio di transazione è dato da un messaggio di 
Registrer al SER e dalla riposta  OK.
● SIP dialog: è una relazione che intercorre tra due o più 
User Agent per un certo lasso di tempo. Ad esempio un 
dialogo è la relazione tra un INVITE e un il messaggio 
di BYE.
● Sessione:  fa  riferimento al  flusso media  tra  due User 
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Agent.
Possiamo  dunque   identificare   un   transazione  SIP  dal 
campo  Cseq  o   dal   tag   presente   nel   campo  To   o  From.  Un 
dialogo invece è caratterizzato da una stessa call­ID.
2.3.1 Modulo Nathelper
Il   problema del  NAT  traversal  viene  gestito  nel  SER 
tramite un modulo specifico, chiamato Nathelper. 
È necessario dunque che tale modulo venga caricato nel file di 
configurazione   con   l'istruzione   loadmodule   seguito   dal 
percorso del file nathelper.so.
loadmodule "/usr/local/lib/ser/modules/nathelper.so"
Inoltre, bisogna settare alcuni parametri:
modparam("nathelper", "natping_interval", 30)
 modparam("nathelper", "ping_nated_only", 1)
Il natping interval  specifica il periodo espresso in secondi con 
cui vengono spediti pacchetti UDP agli User Agent registrati. 
In   questo   modo,   viene   risolto   il   problema   anticipato   nel 
capitolo   precedente   dovuto   al   fatto   che   il   NAT     elimina 
l'associazione   se   non   vi   transitano   pacchetti   per   un   certo 
36
periodo di tempo.
Il   ping_nated_only,   se   settato,   specifica   che   la   precedente 
operazione   venga   eseguita   solo   per   gli   utenti   che   risultano 
nattati.
Le   funzioni   messe   a   disposizione   dal   modulo   Nathelper 
consentono   al   SER   di   riconoscere   un   utente   nattato   e   di 
gestirne la segnalazione. 
Nel dettaglio, quando il SER riceve un messaggio SIP come un 
REGISTRER o un INVITE, deve controllare se lo User Agent 
che   lo   ha   inviato   sia   nattato   o  meno.   Per   effettuare   questo 
controllo,   viene   utilizzata   una   funzione   chiamata 
nat_uac_test(flags)  che   restituisce  un  booleano,   true   se 
l'utente è nattato e false altrimenti. 
Il flags è un intero che specifica il tipo di test che deve essere 
eseguito. Può assumere questi valori:
• 1­   il   controllo   è   effettuato   sul   campo   Contact   del 
messaggio   SIP.   Viene   verificato   se   tale   indirizzo 
appartiene  ad  uno  dei   range  privati  definiti   nell'RFC 
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1918.
• 2­   viene   effettuato   un   confronto   tra   l'indirizzo   IP 
contenuto   nel   campo   Via   del   messaggio   SIP   e 
l'indirizzo IP sorgente del pacchetto ricevuto.
• 4­ viene controllato se l'indirizzo contenuto nel campo 
Via appartiene ad un range privato.
• 8­  viene controllato il messaggio SDP per verificare se 
sono presenti indirizzi privati.
• 16­ viene controllato se la porta presente nel campo Via 
è la stessa di quella da cui è stato spedito il pacchetto.
Si possono effettuare più test, in questo caso il valore del flag è 
pari alla somma dei valori dei test che si desidera effettuare. La 
funzione restituirà il valore true solo se tutti i test hanno dato 
risultato positivo.
Se   l'utente   risulta   nattato,   il   SER   memorizza   questa 
informazione tramite la funzione setflag().  In questo modo 
può processare in maniera corretta i messaggi successivi. 
Inoltre  deve apportare delle  modifiche nel  messaggio SIP in 
38
modo   che   la   risposta   nella   transazione   sia   ricevuta 
correttamente. Viene utilizzata la funzione force rport() che 
inserisce nell'header Via i campi “received=” e “rport=” il cui 
valore    rispecchia  l'indirizzo IP sorgente e   la  porta  da cui  è 
stato inviato il messaggio. Questa modifica risolve il problema 
della   ricezione   per   gli   User   Agent   che   supportano   la 
segnalazione simmetrica.
Se la richiesta SIP è un INVITE, il SER deve svolgere ulteriori 
operazioni:
• deve   riscrivere   il   campo   Contact   del   messaggio, 
inserendo l'indirizzo pubblico e la porta assegnati  dal 
NAT.   Infatti   il  messaggio   di   risposta   viene   inoltrato 
utilizzando   l'indirizzo   presente   in   questo   campo   che 
deve essere dunque globalmente raggiungibile
• deve invocare l'uso di un proxy RTP. Questa operazione 
viene   eseguita   utilizzando   la   funzione 
force_rtp_proxy(flags, IP_addr)  che si occupa di 
riscrivere   il   body   del   messaggio   SDP   inserendo 
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l'indirizzo e la porta forniti dall'RTPproxy. 
Se viene ricevuto un messaggio di BYE, viene invocata una 
funzione, unforce_rtp_proxy(), che comunica al proxy RTP 
che   la   chiamata  è   terminata   e   che  può   dunque   rilasciare   le 
risorse che aveva allocato.
2.4 RTPproxy
Il   proxy   RTP   utilizzato   si   basa   su   un   software 
opensource RTP proxy v. 0.3 sviluppato in C. È un'applicazione 
realizzata   per   lavorare   con  SIP   proxy   capaci   di   riscrivere   i 
campo SDP dei  messaggi SIP che ricevono e di  comunicare 
con   l'RTP   proxy   (devono   implementarne   il   protocollo   di 
comunicazione).
Il programma può  essere lanciato da riga di comando 
specificando varie opzioni:
  usage:  rtpproxy  [-2fv]  [-l  addr1[/addr2]] 
[-6 addr1[/addr2]] [-s path] [-t tos] [-r rdir [-S 
sdir]]
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● '­2' :vengono spediti due volte tutti i pacchetti RTP delle 
sessioni   che   usano   codec   con   bitrate   bassi.   Questa 
opzione sarà valida solo per pacchetti con dimensione 
inferiore a 128  byte e serve per migliorare la qualità  su 
link con perdite.
● ­f : lancia il programma in modalità foreground.
● ­v: mostra la versione del programma
● ­l  addr1[/addr2]:  specifica   l'indirizzo   (o   gli 
indirizzi)   Ipv4   su   cui   l'applicazione   è   in   ascolto.  Se 
sono   specificati   due   indirizzi,  RTPproxy   lavora  nella 
cosiddetta   modalità   “bridging”:   inoltra   i   pacchetti 
ricevuti su un interfaccia nell'altra e viceversa. Questa 
funzionalità può essere utile per inoltrare pacchetti RTP 
tra reti che non sono direttamente connesse ( è pensato 
nel caso in cui l'host su cui è in esecuzione RTPproxy 
abbia   un'interfaccia   su   ciascuna   rete).   Un   caso 
particolare   di   utilizzo   della   modalità   “bridging”   è 
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l'attraversamento Ipv4/IPv6 di pacchetti RTP.
● “-6  addr1[/addr2]”:  specifica   l'indirizzo   (   o 
opzionalmente gli indirizzi) Ipv6 su cui l'applicazione è 
in   ascolto.   Come   per   il   campo   '­l',   se   vengono 
specificati   due   indirizzi   RTPproxy   è   in   modalità 
bridging.
● “-s path”:  questo  parametro  configura   il   socket   di 
comunicazione tra RTPproxy e il proxy SIP. Su questo 
socket   vengono   ricevute   le   richieste   di 
creazione/modifica/cancellazione   di   una   sessione.   Il 
formato del path è <tipe>:<socket>. Vengono supportati 
i seguenti tipi di socket: 
■ udp: crea un socket  UDP. 
Esempio: -s udp:127.0.0.1:9000
L'indirizzo IP può essere omesso inserendo al suo posto 
il carattere '*' in questo modo RTPproxy resta in ascolto 
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su  tutte   le   interfacce   locali.  La  porta  può  non essere 
specificata   in   questo   caso   viene   usato   il   valore   di 
default “22222”. 
Bisogna prestare attenzione quando si utilizza un socket 
udp   in   quanto  questa   applicazione  è   stata   sviluppata 
senza alcun meccanismo di sicurezza.
■ udp6: crea un socket UDP IPv6.
Esempio: -s udp6:::1:9000
■ unix: crea un socket UNIX. 
In questo modo il proxy SIP e RTPproxy possono essere 
eseguiti sullo stesso host.
Esempio: -s unix:/var/run/rtpproxy.sock
● “-t “:  setta il valore del campo TOS (Type of Service) 
dei pacchetti in uscita. Il valore di default è 0xB8.
● “-r  rdir”:  specifica   la   directory   in   cui   vengono 
memorizzare le sessioni RTP registrate. Se  l'RTPproxy 
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riceve   istruzioni   dal   proxy   SIP   può   registrare   intere 
sessioni  RTP   su   un   file   nel   hard   disk   locale   o     far 
ascoltare allo User Agent un messaggio preregistrato. 
■ “-S  sdir”:  specifica   la   directory   dove 
vengono spostate tutte le sessioni registrate una 
volta che sono terminate.
 
2.5 Protocollo di comunicazione SER­RTP proxy
Il   SER   e   RTPproxy   utilizzano   per   comunicare   un 
protocollo proprietario di tipo richiesta/risposta che prevede lo 
scambio   di   alcuni   brevi   messaggi.   Il   proxy   SIP   genera   i 
messaggi di richiesta e il proxy RTP quelli di risposta.
Ogni coppia di messaggi è identificata da un campo iniziale, 
chiamato Cookie. Il Cookie viene generato dal SER utilizzando 
il proprio PID seguito da un contatore incrementato di un'unità 
ogni volta che viene effettuata una nuova richiesta.
La   relativa   risposta   del   RTPproxy   deve   utilizzare   lo   stesso 
44
Cookie.
Nei messaggi generati dal SER, il secondo campo identifica il 
tipo di richiesta ed è chiamato Command.
La   versione   SER   2.0   supporta   vari   tipi   di   messaggi2  che 
possiamo suddividere in tre gruppi:
● messaggi di inizializzazione. 
Sono dei messaggi che servono per concordare sulla versione 
del   protocollo   di   comunicazione   da   utilizzare.   Sono 
attualmente utilizzabili questi versioni:
• 20040107: supporta  le funzionalità base 
• 20050322:  capace   di   gestire   flussi   RTP   con   più 
media (ad esempio audio e video).
I  messaggi   di   inizializzazione  vengono   inviati   dal  SER non 
appena viene eseguito.
Il primo tipo di messaggio serve per richiede la versione base 
2 Bisogna precisare che la versione 0.3 dell'RTPproxy è in grado di gestire 
anche richieste di registrazione di sessioni RTP e di esecuzione di file 
audio predefiniti  (il  campo Command assume valore  'R'  o  'P')  che in 
questa sede non vengono analizzati perchè la  release 2.0 del SER non li 
prevede.
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del protocollo supportato dall'RTPproxy e il campo Command 
contiene il valore V.
 12267_0 V
RTPproxy  nella   risposta   allega   l'identificativo  della  versione 
base.
12267_0 20040107
Il secondo tipo di messaggio serve per verificare se RTPproxy 
è   in   grado   di   supportare   le   funzionalità   aggiuntive   presenti 
nella versione identificata   con il valore 20050322. Il campo 
command assume il valore VF.
12267_1 VF 20050322
Se l'RTPproxy supporta queste funzioni, risponde con un 1, in 
caso contrario con uno 0.
12267_1 1
● messaggi per la gestine di una sessione
Sono   i   messaggi   per   la   creazione,   la   modifica   e   la 
cancellazione di una sessione su un RTPproxy. 
I messaggi di richiesta sono ora più articolati, vengono infatti 
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forniti al proxy RTP alcuni parametri riguardati la chiamata e 
lo User Agent. 
Questa è la struttura dei messaggi di richiesta di creazione di 
una sessione: 
<Cookie> <Command> <callID> <newIP> 
<oldport><fromtag>;<medianum> <totag>
<Command>: assume il valore  U  nei messaggi di richiesta di 
allocazione   porte   per   il   chiamante   (generato   dal   SER   in 
corrispondenza dell'INVITE) e L per la richiesta di porte per il 
chiamato (generato dal SER in corrispondenza del messaggio 
2000K).
<CallID>: è la call­ID presente nel messaggio SIP ricevuto dal 
SER ed essendo  un identificativo univoco della chiamata viene 
utilizzato dall'RTPproxy per identificare la sessione. 
<newIP>: è l'indirizzo pubblico assegnato dal NAT allo User 
Agent. 
<oldport>: è la porta su cui lo User Agent aspetta di ricevere i 
pacchetti RTP.
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Queste   due   informazioni   servono   all'RTPproxy  per   creare   il 
socket di comunicazione con lo User Agent. 
<fromtag>:   è   il   valore   del   tag   presente   campo   From   del 
messaggio SIP. 
<medianum>: è il numero di media utilizzati in una sessione. 
Se si vuole ad esempio instaurare una videochiamata il valore 
di medianum sarà pari a 2.
<totag>: è il valore del tag  presente campo To del messaggio 
SIP.
I messaggi di risposta dell'RTPproxy hanno questa struttura:
<Cookie> <lport> <raddr>
<lport>: è la porta allocata per ricevere i pacchetti RTP dello 
User Agent. La porta allocata per i pacchetti RTCP non viene 
trasmessa   poiché   per   convenzione   è   quella   immediatamente 
successiva (lport+1).
<raddr>: è l'indirizzo IP dell'RTPproxy.
L'ultimo tipo di messaggio serve per  la cancellazione di una 
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sessione sull'RTPproxy e viene inviato dal SER quando riceve 
un messaggio di BYE.
<Cookie> <Command> <callid> <fromtag><totag>
<Command> assume il valore D e sono inviate esclusivamente 
le   informazioni   necessarie   affinchè   RTPproxy   riesca   ad 
identificare la sessione e a cancellarla.
Se  la cancellazione è  avvenuta correttamente,   la  risposta  del 
RTPproxy comprende solo il campo <Cookie>.
● messaggi di errore
I messaggi di errore sono inviati dall'RTPproxy se la
richiesta del SER non è corretta o non è possibile allocare delle 
risorse. Hanno una struttura molto semplice:
<Cookie> <Ecode>
<Ecode> identifica il tipo di Errore che si è verificato. Nella 
tabella 1 sono mostrati i codici di errore per la versione 0.3 di 
RTPproxy. 
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Ecode Error
0 Command Syntax Error
Controllo iniziale sulla richiesta ricevuta. Viene generato se 
il numero di campi è minore di 2
1 Command Syntax Error
Errore generato se si riceve una richiesta ‘D’, ‘R’ o ‘S’ e il 
numero di campi di tale richiesta e’ errato.
2 Command Syntax Error
Se si tratta di una richiesta di Versione (‘V’ e ‘VF’) e il 
numero di campi della richiesta e’ errato.
3 Unknown Command
Il comando ricevuto non e’ supportato
4 Command Syntax Error
Errore generato se si tratta di una richiesta ‘U’, ‘L’ o ‘P’ e il 
numero di campi e’ errato 
5 Can’t allocate memory
6 Errore generato se si tratta di una richiesta di ‘P’ e non e’ 
possibile creare un player
7 Can’t create listener
8 Request failed: session call_id tags from_tag/to_tag  not 
found
10 Can’t create listener
11
12
13
14
Can’t allocate memory
Tabella 1: Codici di Errore
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2.6 Limiti prestazionali di un RTPproxy
L'RTPproxy è un elemento fondamentale all'interno di 
un'infrastruttura VoIP e le sue prestazioni sono quindi state 
studiate accuratamente. I test condotti []  utilizzando un PC con 
CPU Intel D 930 Dual Core 3.00 GHz e 1 GB RAM hanno 
mostrato che il valore di 1180 flussi RTP contemporanei, pari a 
590 chiamate contemporanee, rappresenti il valore limite sotto 
il quale la voce non subisce nessun degrado qualitativo.
Di seguito sono riportati i grafici  che mostrano gli andamenti 
del   PESQ   e   della   Packet   Loss   in   funzione   del   numero   di 
chiamate contemporanee attive sul Proxy RTP, al  variare dei 
codec.
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Figura 9: Risultati sperimentali per il codec GSM
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Figura 10: Risultati sperimentali per il codec G711A­Law
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Capitolo 3: RTP­proxy Controller
3.1 Motivazioni 
Il proxy RTP è un elemento fondamentale all'interno di 
un'infrastruttura   VoIP   in   quanto   consente   di   risolvere   le 
problematiche del NAT traversal. Tuttavia, dovendo effettuare 
un'operazione  di   relay  dei   flussi  media,   risulta   un  elemento 
critico e poco scalabile.
Nel   precedente   capitolo,   abbiamo   anticipato   il   problema 
evidenziando come test prestazionali mostrino che il limite di 
sessione simultanee che un RTPproxy è in grado di gestire, sia 
circa   1200.  Oltre   questo  valore,   le   prestazioni   diminuiscono 
drasticamente   rendendo   la   comunicazione   completamente 
degradata.
Il   SER,   nel   tentativo   di   rendere   l'architettura   più   scalabile, 
implementa   un   meccanismo   di   balancing   tra   proxy   RTP 
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multipli. Questa soluzione non è comunque sufficiente poiché 
utilizza un algoritmo di scheduling statico che non considera 
minimamente   lo   stato   di   carico   delle   macchine.   Per 
comprendere il problema, è sufficiente pensare che utilizzando 
questa soluzione paradossalmente potrebbero esservi RTPproxy 
completamente scarichi e altri saturi. 
Un meccanismo di balancing statico non consente dunque una 
gestione  ottimizzata  delle   risorse  disponibili   e   crea  possibili 
situazioni di squilibrio nella distribuzione del carico.
Per   risolvere   questi   problemi,     è   stata   realizzata 
un'applicazione,   RTP­proxy   Controller,   capace   di   gestire   in 
maniera dinamica i proxy RTP.
Il software, sviluppato in C,  implementa due principali 
funzionalità:
• funzione di controller per la gestione delle sessioni, il 
processing delle informazioni di carico e  lo scheduling 
delle sessioni.
• funzione di monitoraggio per raccolta le informazioni di 
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carico utilizzando un meccanismo di polling periodico.
3.2 Descrizione dell'architettura 
In   fase   di   progettazione,   abbiamo   analizzato   varie 
possibili scelte architetturali. Abbiamo pensato, ad esempio, ad 
una  soluzione  ottenuta modificando  il  modulo Nathelper  del 
SER o realizzando un nuovo modulo ad hoc per il balancing 
dinamico.
Tra  le  varie  proposte,  abbiamo scelto  quella  che  consentisse 
una   maggiore   portabilità   con   versioni   successive   degli 
applicativi   SER   e   RTPproxy.   Abbiamo   dunque   deciso   di 
abbandonare soluzioni che avrebbero comportato la modifica 
dei codici sorgenti di questi applicativi in quanto una tale scelta 
sarebbe   stata   eccessivamente   legata   al   codice   della   release 
attualmente  utilizzata  e   sarebbero  potuti   sorgere  problemi  di 
portabilità con le versioni successive.
Abbiamo   dunque   optato   per   lo   sviluppo   di   una   nuova 
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applicazione  che si   interfacciasse sia  con  il  SER   che con  i 
proxy RTP, come mostrato in  11.
 
Questa   soluzione   ha   un   ulteriore   pregio:   delega   la 
gestione   dei   proxy   RTP   esclusivamente   all'RTP­proxy 
Controller, escludendo il SER da questo processo. 
La   separazione  del   processo  di   gestione  degli  RTPproxy  ha 
57
Figura 11: RTPproxy Controller
RTP­proxy #2
RTP­proxy #N
RTP­proxy #1RTP­proxy
 ControllerSER
SIP Signaling
SER­RTPproxy Signaling
SNMP Query
evidenti vantaggi: consente una maggiore configurabilità  e la 
possibilità di sviluppare un sistema di gestione indipendente dal 
resto   dell'infrastruttura   VoIP.   Soprattutto   semplifica 
notevolmente   alcune  banali   operazioni   come   l'inserimento  o 
l'eliminazione   di   un   proxy   RTP   per   le   quali   non   sarà   più 
necessario un riavvio del SER.
Ciò nonostante,  ci sono due grossi problemi legati ad una tale 
architettura:
• introduciamo un altro hop,
• introduciamo un point of failure.
L'inserimento   di   un   nuovo   elemento   nel   percorso   di 
segnalazione potrebbe comportare l'introduzione di ritardi nella 
fase di instaurazione della sessione.  Tuttavia, potendo eseguire 
l'applicazione nella stessa macchina su cui è presente il SER, i 
ritardi introdotti sono praticamente nulli.
Il secondo problema è sicuramente più grave e incorriamo nei 
problemi   legati   alla   centralizzazione   della   gestione:   se 
l'applicazione dovesse  terminare  inaspettatamente,  nonostante 
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gli  RTPproxy siano correttamente funzionanti,  non sarebbero 
raggiungibili dal SER. 
Per ovviare a questo inconveniente, si è pensato di utilizzare un 
meccanismo   di   failover   ottenuto   configurando   in   maniera 
opportuna il SER. 
 3.3 Descrizione applicazione
L'applicazione   necessita   di   alcuni   parametri   che 
possono essere settati utilizzando un file di configurazione che 
viene descritto nell'Appendice A.
Come   mostra   la   figura   12,   le   funzionalità   dell'RTP­proxy 
Controller  sono svolte da due processi distinti:
● processo Controller
● processo Monitor 
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Il   processo   Controller   implementa   il   protocollo   di 
comunicazione  SER­RTPproxy   e   si   occupa  di   tutta   la   parte 
riguardante   la   gestione   delle   sessioni   compresa 
l'implementazione dell'algoritmo con cui  vengono selezionati 
gli  RTPproxy.   Infine  processa   le   informazioni   sullo   stato  di 
carico che riceve dal processo Monitor  tramite una pipe.
Il processo Monitor si occupa di reperire i dati di carico delle 
macchine.   È   stato   utilizzato   un   meccanismo   di   polling 
periodico   utilizzando   SNMP,   descritto   in   appendice   B.   Per 
questo   motivo   nelle   macchine   su   cui   è   in   esecuzione   un 
RTPproxy deve essere configurato un agent (snmpd) in grado 
di rispondere alle query SNMP. 
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 L'indice  di   carico   scelto  è   il   rate  medio  dei  bit   in   ingresso 
sull'interfaccia su cui è in esecuzione il proxy RTP. 
Questo   parametro   ci   è   infatti   sembrato   il   più   idoneo   a 
caratterizzare   lo   stato   di   carico   del   proxy,   in   quanto   altri 
parametri come il carico della CPU o l'occupazione del disco 
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Figura 12: Architettura di comunicazione dell'RTP­proxy Controller
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fisso non sono significativi  dovendo  l'applicazione  effettuare 
una semplice operazione di fowarding dei datagrammi.
Inoltre,   un   ulteriore  motivazione   ci   è   stata   fornita   dai   test 
prestazionali   effettuati   sull'NP­proxy.   Come   detto   in 
precedenza, l'applicazione è stata sviluppata anche pensando ad 
un suo possibile utilizzo per effettuare load balancing sulle due 
interfacce  Gigabit   Ethernet   dell'NP­proxy,   su   ciascuna   delle 
quali è implementato   un proxy RTP. I risultati dei test hanno 
dimostrato   come   l’unico   vincolo   che   limita   il   numero   di 
connessioni   che   l’NP­Proxy   è   in   grado   di   gestire   in 
contemporanea   è   dato   esclusivamente   dalla   capacità 
trasmissiva delle interfacce.
Per questo motivi, abbiamo individuato come parametro critico 
il bitrate in ingresso.
La   struttura   base   dell'applicazione   è   descritta   dal   seguente 
pseudo codice:
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Nella   prima   riga   viene   creata   una   struttura   dati   per 
memorizzare le informazioni sugli RTPproxy. Come mosta la 
figura 13, la struttura dati contiene le seguenti informazioni:
• rtpp_address: indirizzo IP e porta su cui il proxy è in 
ascolto. Questa informazione viene utilizzata per creare 
dei socket di comunicazione di tipo udp.
• rtpp_disable:  è   un   flag   che   indica   se   il   nodo   risulta 
disabilitato (non risponde ai comandi).
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1 struct rtpp_node;
2 pipe(pdesc);
3 pid=fork();
4 if(pid==0) { 
5  initController();
6  } else initMonitor(); 
7
8 while(true){
9  if(pid==0){
10 ControllerHandler();
11 }else{
12 sleep(sampling_time);
13 MonitorHandler(pdesc);
14 }
15}
Figura 13: Pseudo codice che descrive la struttura dell'applicazione
• rtpp_fd: è il descrittore del socket di comunicazione 
• rtpp_weight:   è   un   valore   compreso   tra   O   e   1   che 
descrive il carico del proxy (0 saturo, 1 scarico).
• rtpp_load:   è   il   bitrate   in   bit/sec   dei   bit   in   ingresso 
sull'interfaccia   su   cui   il   proxy   è   in   ascolto.   Questa 
informazione   viene   aggiornata   periodicamente   dal 
processo   di   monitoraggio   e   viene   utilizzata   per 
aggiornare i pesi degli RTPproxy.
• rtpp_interface: è il nome dell'interfaccia su cui il proxy 
RTP è in ascolto. È un'informazione che viene utilizzata 
dal processo Monitor per l'interrogazione.
• rtpp_next:  puntatore  al  nodo  successivo.   In  questo   le 
informazioni sui nodi vengono memorizzate in maniera 
ordinata in una lista.
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Nella   riga   2,   viene   creata   una   pipe3  per   mettere   in 
comunicazione i due processi.
Nella riga 3, il processo padre (Controller) genera il processo 
figlio (Monitor) tramite la chiamata di sistema fork(). A questo 
3 Una pipe uno strumento di comunicazione interprocesso, che permette 
di far fruire un flusso di dati da un processo ad un altro.
Una pipe è rappresentata nei sistemi operativi  unix­like da coppia di file 
descriptor, uno per scrivere e uno per leggere. La chiamata di sistema pipe() 
crea una pipe e e restituisce i due file descriptor.
65
  /*strutture per la gestione degli rtpproxy da 
parte del processo di controllo*/
struct rtpp_node {
char   *rtpp_address;   
int    rtpp_disable;   
int    rtpp_fd;        
float  rtpp_weight;  
 int rtpp_load;   
char *rtpp_interface;
struct rtpp_node *rtpp_next; 
};
Figura 14: Struttura dati rtpp_node
punto, i due processi possono essere distinti in base al valore 
restituito   dalla   funzione   fork()   che   vale   0   per   il   processo 
figlio(Monitor) e   un numero maggiore di 0 per il   processo 
padre (Controller).
Nei prossimi paragrafi  verrano analizzati  nel dettaglio  questi 
due   processi,   descrivendone   le   strutture   dati   principali   e 
giustificando alcune delle principali scelte progettuali.
3.4 Processo Controller
Nella riga 5 della figura 13, la funzione initController() 
implementa   tutte   le   operazioni   di   inizializzazione:   vengono 
aperti di socket di comunicazione con gli RTPproxy e vengono 
loro spediti   i  messaggi  di   inizializzazione  per  verificare  che 
implementino   l'ultima   versione   del   protocollo   di 
comunicazione. 
  Nella riga 8, è presente un while(true) poiché entrambi i 
processi   devono   rimanere   sempre   in   esecuzione.   Il 
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comportamento   del   processo   Controller   (ControllerHandler 
riga 10) è descritto dallo pseudo codice di figura 15. 
Il processo controller deve rimanere in attesa delle richieste del 
SER( riga 1)  e viene dunque creato un socket udp sull'indirizzo 
e sulla porta su cui il SER invia i comandi.
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1 listen();
2 if(get_request){
3 switch(command){
4 case 'V':
5 init_response();
6 case 'U':
7  node=select_node();
8 create_session();
9  send_request(rtpp_node);
10 break;
11 case 'L':
12 if( node=select_node(callid)){
13 send_request(rtpp_node);
14 } else get_error;
15 break;
16 case 'D':
17 if(node=select_node(callid)){
18 send_request(rtpp_node);
19 remove_session(callid);
20 }else get_error;
21 break;
22 }
23 }
24}
Figura 15: Pseudo codice del processo Controller
Quando arriva una richiesta (riga 2), viene controllato il campo 
Command del messaggio.
Se il valore è 'V' (righe 7­8), il SER sta inviando i messaggi di 
inizializzazione  per   concordare   la  versione  del  protocollo  di 
comunicazione   da   utilizzare.   Il   Controller   implementa   il 
protocollo e risponde di conseguenza.
Se il valore del campo command è 'U', il SER ha ricevuto una 
richiesta di INVITE che coinvolge uno o più  utenti  nattati  e 
richiede   l'intervento   di   un   proxy   RTP.   Il   Controller   deve 
scegliere   a   quale   RTPproxy   assegnare   questa   nuova 
sessione(riga 7). Questa scelta viene effettuata utilizzando un 
algoritmo   di   scheduling   di   tipo   probabilistico   che   verrà 
descritto in dettaglio nel paragrafo .
Il Controller deve memorizzare quale proxy RTP ha scelto per 
quella  determinata   sessione   in  modo da  poter  selezionare   lo 
stesso RTP quando riceverà i messaggi successivi di 'L' e  'D' 
relativi alla stessa sessione.
Per   la   memorizzazione,   viene   utilizzata   una   struttura   dati 
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rtpp_session mostrata in figura 16   che comprende i seguenti 
campi:
• callid: rappresenta la CallID della sessione ed essendo 
un   identificativo   univoco   di   un   dialog   SIP   è   stato 
utilizzato per l'identificazione della sessione.
• node: rappresenta il nodo scelto per la sessione
• active_flag: un flag posto ad 1 per le sessioni attive (le 
sessioni con il flag 0 vengono rimosse).
• next: puntatore al prossimo elemento della lista.
Nella riga 9, viene inoltrata la richiesta al proxy RTP 
selezionato.
Se il campo command è 'L' (riga 11), viene ricercato il 
proxy   scelto   per   la   sessione   utilizzando   la   callID   del 
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struct rtpp_session {
char *callid;
struct rtpp_node *node;
int active_flag;
struct session *next;
};
Figura 16: Struttura dati rtpp_session
messaggio. Se la ricerca ha esito positivo,   la richiesta viene 
inoltrata al proxy RTP (riga 13).
Se il valore del campo command è 'D', viene ricercato il 
nodo che gestisce la sessione utilizzando la callID, si inoltra la 
richiesta e vengono cancellate le informazioni  relative a quella 
sessione (righe 17­19).  
3.5 Processo Monitor
Per   monitorare   lo   stato   di   carico   dell'RTPproxy   abbiamo 
utilizzato il protocollo SNMP(vedi Appendice B).
Il   processo  Monitor  è   progettato   per   interrogare   in  maniera 
periodica gli agent SNMP (snmpd) installati sulle macchine su 
cui sono in esecuzione  i proxy RTP. Per la loro configurazione 
si rimanda all'appendice A.
In particolare, viene loro chiesto il valore di alcuni dati presenti 
nella MIB interfaces (IF­MIB), la MIB­II definita nella RFC 
2863 che contiene le informazioni generali riguardanti le varie 
interfacce fisiche che collegano l'host alla rete. In figura 17 è 
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presentata la struttura della MIB interface.
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Figura 17: IF­MII 
Il processo Monitor provvede nella fase di inizializzazione (riga 
5   dello   pseudo   codice   di   figura   13)   alla   creazione   di   una 
struttura dati per ciascun proxy RTP di tipo net_snmpsession 
necessaria per la comunicazione con gli agent.
Questa struttura dati  contiene:
● l'indirizzo IP del nodo,
● la versione da utilizzare di default4,
● lo username e la password per l'utilizzo di SNMPv3,
● il protocollo di autenticazione utilizzato con SNMPv3,
● il nome della community per SNMPv1 o SNMP v2c.
Inoltre, l'inizializzazione prevede una prima interrogazione per 
ottenere   la   capacità   massima   delle   interfacce.   Questa 
informazione è memorizzata nell'OBJECT TYPE IfSpeed della 
MIB interfaces, mostrato in figura 18. Viene dunque effettuata 
una GetRequest per prelevare questo valore.
4 Attualmente di default è implementata la versione 3 se l'agent snmp è in 
grado di supportarla utilizzando il protocollo di autenticazione MD5, 
altrimenti viene utilizzata la 1 o la 2c.
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Alla base del funzionamento del processo Monitor, vi sono due 
timer:
• sampling timer: è il periodo di interrogazione
• averaging   timer:   è   il   periodo   su   cui   deve   essere 
effettuato il calcolo del rate.
Il primo  timer rappresenta il periodo di polling con cui 
vengono interrogati i proxy RTP. 
Il valore   che viene loro richiesto è descritto dall'Object Type 
IfInOctets, un contatore su 32 bit che rappresenta il numero di 
73
ifDescr OBJECT­TYPE
    SYNTAX      DisplayString (SIZE (0..255))
    MAX­ACCESS  read­only
    STATUS      current
    DESCRIPTION
            "A textual string containing 
information about the interface.  This string 
should include the name of the manufacturer, 
the product name and the version of the
            interface hardware/software."
    ::= { ifEntry 2 }
Figura 18: Object Type IfSpeed
byte in ingresso sull'interfaccia. Questo costrutto è presentato 
in figura 19.
Il   rate  viene calcolato su un  intervallo  più  ampio,  averaging 
time, in modo da avere a disposizione più campioni nel caso in 
cui uno o più vadano persi (SNMP utilizza come protocollo di 
trasporto UDP).
Viene   poi   calcolata   la   percentuale   di   carico   del   proxy 
utilizzando   il   valore   della   capacità   massima   dell'interfaccia 
calcolato durante la fase di inizializzazione.
È possibile, tramite il file di configurazione, settare una soglia 
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ifInOctets OBJECT­TYPE
    SYNTAX      Counter32
    MAX­ACCESS  read­only
    STATUS      current
    DESCRIPTION
            "The total number of octets received on the 
interface,  including framing characters.
            Discontinuities in the value of this counter 
can occur at re­initialization of the management system, 
and at other times as indicated by the value of 
ifCounterDiscontinuityTime."
    ::= { ifEntry 10 }
Figura 19: OBJECT­TYPE IfInOctets
di   sicurezza   in  modo  da  non considerare   il   valore  massimo 
della capacità dell'interfaccia ma un valore inferiore (di default 
90 %).
Il valore della percentuale di carico viene inoltrata al processo 
Controller che la utilizzerà per il calcolo dei pesi da assegnare a 
ciascun proxy.
3.6 Algorimto di scheduling
L'algoritmo   di   scheduling   implementato,   chiamato 
Measurement   Based   Weighted   Selection,     è   un   algoritmo 
probabilistico   che   seleziona   i   proxy   RTP   in   maniera 
proporzionale alla loro capacità residua.
La   scelta   di   questo   algoritmo  è   stata   dettata   sia   da   ragioni 
prettamente   implementative   sia   per   motivazioni   legate   alla 
scarsità di informazioni.
Vi era l'esigenza di un meccanismo di scheduling veloce   che 
non introducesse un eccessivo carico computazionale ed inoltre 
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la   totale   assenza   di   informazioni   sulla   sessione   che   veniva 
allocata rendeva superfluo l'uso di un algoritmo deterministico 
troppo   complesso.   Nei  messaggi   SER­RTPproxy   non   viene 
infatti   scambiata   nessuna   informazione   sul   tipo   di   sessione 
(audio­video) né sul tipo di codec usato.
L'algoritmo   implementato   risulta   dunque   molto   semplice   e 
richiede un esiguo numero di conti. 
I   pesi   utilizzati   dall'algoritmo   (figura   20   )   sono   calcolati 
tenendo  conto  dalla   capacità   residua  del  proxy  normalizzata 
rispetto al carico complessivo del sistema. È  da notare come 
debba  essere  distinto  un  primo  caso   (riga  2)   che  si  verifica 
quando ancora non è   terminata la prima interrogazione.  Non 
disponendo di nessuna informazione, viene assegnato a tutti i 
nodi lo stesso peso pari all'inverso del numero di nodi .
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Il  valore dei  pesi  è  dunque  tale  che   il   loro  valore  è  minore 
dell'unità e la loro somma è pari ad uno.
L'algoritmo di scelta dei pesi   è un semplice meccanismo di 
scelta probabilistica basata sul valore dei pesi ed è mostrato in 
figura 20.
Viene generato un numero random uniformemente distribuito 
tra [0,1] (riga1) e viene effettuato lo scorrimento della lista dei 
proxy.
Se   il   peso   del   proxy   RTP   è   minore   del   valore   generato, 
abbiamo trovato il proxy (riga 3­4).
In     caso   contrario,   continuiamo   a   scorrere   la   lista 
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1 for( node=fistnodeinlist; node !=NULL; node=node­
>next){
2 if(Nofirstpolling)
3 node­>rtpp_weigth=1/NumberofRTPproxy;
4 else
5 node­>rtpp_weigth=(1­node­
>rtpp_load/TotLoad)/Ʃi(1­nodei­>rtpp_load);
6}
Figura 20: Algoritmo per il calcolo dei pesi
decrementando il valore random di una quantità pari al peso del 
nodo (riga 6).
78
1 randnumber=rand();
2 while(node!=endofList){
3 if(randnumber<node­>weight){
4   select(node);
5 return;
6 } else randnumber­=node­>weigth;
7}
Figura 21: Algoritmo di scheduling
Capitolo 4: Test funzionali
RTP­proxy Controller è stato sottoposto ad una serie di 
test di carattere prettamente funzionale.
Infatti, dopo aver verificato che il protocollo di comunicazione 
SER­RTPproxy   fosse   correttamente   implementato,   abbiamo 
effettuato   dei   test   per   verificare   che   effettivamente   il 
meccanismo di stima del rate e di selezione   dei proxy RTP 
fosse corretto.
Purtroppo, non è stato possibile effettuare dei test prestazionali 
poiché lo scenario di testing sarebbe stato troppo complesso da 
implementare   richiedendo   risorse   e   strumenti   che   non   si 
avevano a disposizione.
4.1 Test funzionali
I test hanno riguardato la verifica del corretto funzionamento 
dell'RTP­proxy   Controller   andando   a   controllare   che 
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funzionassero:
● il meccanismo di polling e il calcolo del rate,
● la selezione dei proxy RTP. 
Per   verificare   il   funzionamento   dell'applicazione,   abbiamo 
utilizzato l'architettura mostrata in figura 22. 
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BRUTE
Figura 22: Scenario di testing
PC004
PC003 PC005PC002PC001
BRUTE
Teleproxy+
RTP­Controller
RTP­proxy
+ snmpd
RTP­proxy
+ snmpd
eth0:192.168.23.21 eth0:192.168.23.22192.168.23.23 192.168.23.240
192.168.23.8
BRUTE
Sul PC001 e sul PC002 erano in esecuzione due RTPproxy  e 
gli agent snmpd.
Altri due computer, il PC003 e il PC005, sono stati utilizzati 
per   generare   un   traffico   di   background   utilizzando   Brute 
(Brawny and RoBust Traffic Engine), un’applicazione  in grado 
di  generare  pesanti   carichi   di   traffico  Ethernet   IPv4  e   IPv6 
modellabili secondo diversi possibili modelli di traffico. 
Sul   PC004   era   in   esecuzione   l'applicazione   RTPproxy 
Controller   ed   è   stato   lanciato   utilizzando   questo   file   di 
configurazione:
#­­­­­­Global Configuration Parameters­­­­­­# 
listen=127.0.0.1
port=22224 
#­­­­Rtp proxy & Snmp Parameter­­­­ ­­­­­­­­# 
#     You   must   specify   Rtp   proxy   URI   and 
interface name 
#rtpproxy=udp:127.0.0.1:22222;interface=eth1;
rtpproxy=udp:192.168.23.21:22222; 
interface=eth0; 
rtpproxy=udp:192.168.23.22:22222; 
interface=eth0; 
#­­­­­­­­­Balancing   Parameter­­­­­­­­­­­­­# 
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sampling timer=5; 
averaging timer=15; 
# Specify banwidth threshold percentage 
load threshold=100; 
Inoltre, è stato realizzato uno script per “simulare” la presenza 
del  SER e  generare  una serie  di   richieste  di   sessioni  dirette 
all'RTPproxy Controller. 
Lo   script   sviluppato   in   C,   chiamato   teleproxy,   deve   essere 
lanciato in questo modo:
  ./teleproxy   ­d   DESTADDR   ­p   DESTPORT   ­n 
MSGNUMBER ­m MODE 
● ­d DESTADDR: l'indirizzo Ipv4 a cui bisogna inviare le 
richieste,
• ­p DESTPORT: la porta su cui è in ascolto il Controller 
o l'RTPproxy,
• ­n   MSGNUMBER:   il   numero   di   messaggi   che   si 
desidera inviare,
• ­m MODE: sono supportate due modalità: nel modo 0 
vengono generati solo i messaggi del SER con il campo 
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command   con   il   valore   U   ed   L,   nel  modo   1   sono 
generati anche i messaggi di richiesta di rilascio delle 
risorse allocate(campo command D)5.
I messaggi generati sono di questo tipo:
6839_0     U   i6ho9u01n3qbe7oxoy   87.138.25.1   5004 
qg83i0acub8xldq  a6sd3ry1m78hpztl
6839_1     L   h1fa9c9axa6hh9v1m7   87.138.25.1   5004 
yy661fe8m11786u a6sd3ry1m78hpztl 
● Test 1: Inseguimento delle variazioni del rate
Abbiamo   configurato   BRUTE   per   generare   traffico   di   tipo 
CBR con rate variabile e pacchetti  di  dimensione fissa(1500 
byte) .
lab:  cbr msec=90000; saddr=192.168.23.23; 
daddr=192.168.23.21;   len=1500;   rate
+=1000;  dport=8000; 
loop counter=3; label=lab;
cbr   msec=90000;   saddr=192.168.23.23;  
daddr=192.168.23.21; len=1500; rate=1000; 
5 Questa seconda modalità è stata utilizzata per verificare se il protocollo 
di comunicazione SER­RTPproxy fosse correttamente implementata dal 
controller.
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dport=8000; 
Abbiamo   modificato   l'RTP­proxy   Controller   in   modo   che 
mostrasse nel file di log  il valore del rate che stimava ogni  Ta 
secondi.
I risultati utilizzando un periodo di polling di 5 secondi e un 
periodo di media di 15 secondi  sono mostrati nel grafico 1.
Come   si   può   vedere,   l'andamento   del   rate   stimato   non   si 
discosta da quello misurato. 
84
85
● Test 2:Selezione dei proxy RTP in base al carico
Per testare l'algoritmo di selezione abbiamo effettuato vari test 
caricando in maniera differente i due proxy RTP e generando 
1000  messaggi  di   richiesta  per  ogni   differente   situazione  di 
carico.
Anche   in   questo   caso,   abbiamo   modificato   l'RTPproxy 
Controller   in  modo che  scrivesse  nel   file  di   log   l'RTPproxy 
scelto per ogni richiesta di connessione.
I risultati ottenuti riportati nei seguenti grafici, mostrano come 
effettivamente   la   selezione   sia   proporzionale   alla   capacità 
residua di ciascun proxy RTP. 
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Grafico 1: Percentuale di scelta in base alla capacità residua
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Colonna A Rate calcolato 
[Mbps]
Rate generato
[Mbps]
Peso Numero   di 
scelte
RTPproxy 1 0 0 0,5 514
RTPproxy 2 0 0 0,5 586
Colonna B Rate calcolato
[Mbps] 
Rate   generato 
[Mbps]
Peso Numero   di 
scelte
RTPproxy 1 61,4774 60 0,359150 372
RTPproxy 2 35,8226 36 0,598435 628
Colonna C Rate calcolato
[Mbps] 
Rate generato
[Mbps]
Peso Numero   di 
scelte
RTPproxy 1 11,9749 12 0,578680 588
RTPproxy 2 35,922 36 0,421320 412
Colonna D Rate calcolato
[Mbps] 
Rate generato
[Mbps]
Peso Numero   di 
scelte
RTPproxy 1 23,9522 24 0,499969 499
RTPproxy 2 23,9601 24 0,500031 586
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Colonna E Rate calcolato
[Mbps] 
Rate generato
[Mbps]
Peso Numero   di 
scelte
RTPproxy 1 71,8271 72 0,270380 283
RTPproxy 2 23,9660 24 0,729620 717
Colonna F Rate calcolato 
[Mbps]
Rate generato
[Mbps]
Peso Numero   di 
scelte
RTPproxy 1 95,7507 96 0,046054 66
RTPproxy 2 11,6245 12 0,953946 934
4.2 Sviluppi futuri
Si può  pensare a degli  sviluppi  futuri  dell'RTP proxy 
Controller che consentano di migliorarne il funzionamento.
Da un punto di vista implementativo,   sicuramente è possibile 
modificare la struttura del programma utilizzando non più dei 
processi ma dei thread in modo da rendere l'applicazione più 
perfomante. Infatti,    mentre  i processi sono di solito fra loro 
indipendenti,   utilizzano   diverse   aree   di   memoria   ed 
interagiscono   soltanto   mediante   appositi   meccanismi   di 
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comunicazione messi a disposizione dal sistema, al contrario i 
thread  tipicamente condividono le  medesime informazioni  di 
stato. la memoria ed altre  risorse di sistema.
Inoltre, un'altra utile modifica è la trasformazione del processo 
di polling da sequenziale a parallelo (tramite l'uso di thread). 
Infatti,  con un meccanismo di interrogazione sequenziale, un 
ritardo nella risposta di una macchina si ripercuote su tutte le 
successive   interrogazioni.  Un  polling   in   parallelo   eviterebbe 
questo inconveniente.
Infine,   si   possono   pensare   di   implementare   differenti 
meccanismi,   utilizzando   altre  metrichen   diversi   algoritmi   di 
selezione   o   di   calcolo   dei   pesi   in  modo   che   l'utente   possa 
scegliere quello che ritiene migliore.
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Conclusioni
In questa tesi è stato descritto lo sviluppo di un meccanismo di 
load balancing dinamico capace di allocare le sessioni tra più 
RTP proxy in base al loro stato di carico attuale.
Questa applicazione nasce dalla necessità di poter ottimizzare 
l'uso di proxy RTP multipli in un'architettura VOIP,
L'applicazione   sviluppata   implementa   un   meccanismo   di 
interrogazione SNMP periodica agli agent snmpd in esecuzione 
nelle   macchine   su   cui   viene   installato   un   proxy   RTP 
recuperando le informazioni di carico. 
Abbiamo   scelto   come   metrica   di   carico   il   rate   dei   bit   in 
ingresso sull'interfaccia su cui l'RTPproxy è in ascolto. 
Questo   valore   viene   utilizzato   per   il   calcolo   dei   pesi   da 
assegnare   a   ciascun   proxy   RTP   in   modo   che   risultino 
proporzionali la loro  capacità residua. 
Quando   viene   effettuata   una   richiesta   di   allocazione   di   una 
sessione,   l'applicazione   sviluppata   utilizza   un   algoritmo   di 
scelta probabilistico utilizzando i pesi aggiornati. 
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A causa dell'eccessiva complessità dell'implementazione di uno 
scenario di testing idoneo, non è stato possibile effettuare test 
prestazionali   che   avrebbero   consentito   di   verificare   se 
effettivamente questo meccanismo porti  al  bilanciamento del 
carico tra i vari proxy RTP.
Abbiamo potuto solo testare che i processi di stima del rate e di 
scelta   dei   proxy   RTP   rispondessero   agli   obbiettivi   che   ci 
eravamo posti. I risultati di questi test sono mostrati nell'ultimo 
capitolo della tesi.
In   futuro,   si   può   pensare   di   modificare   l'applicazione   per 
raffinarla   dal   punto   di   vista   implementativo   e   aggiungere 
ulteriori  meccanismi di balancing basati su altri  parametri  di 
carico o che utilizzano differenti algoritmo di scelta. 
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Appendice A
Installazione e configurazione di RTP­proxy Controller
Per installare l'applicazione è necessario eseguire questi 
comandi:
• ./configure  per   configurare   l'applicazione   per   il 
prorio sistema.
• make install per compilare i file sorgenti
• install  se si desidera installare i programmi e i file 
correlati.
Il   programma   viene   lanciato   da   riga   di   comando 
specificando il percorso del file di configurazione.
>rtpproxycontroller /../configfile.txt
Il file di configurazione è costituito da tre parti:
● la   prima  parte   consente   di   settare   l'indirizzo   IP   e   la 
porta   su   cui   si   desidera   mettere   in   ascolto 
93
l'applicazione. Sono gli stessi valori che devono essere 
scritti   nel   file   di   configurazione   del   SER   in 
corrispondenza della lista degli RTPproxy.
#­­­­­­­­­­­­­Global Configuration Parameters ­­#
listen=127.0.0.1 
port=22222
● la seconda parte consente di settare la lista degli RTP­
proxy che si intendono usare  specificando per ciascuno 
di essi il tipo di socket di comunicazione, l'indirizzo IP, 
la   porta   ed   infine   deve   essere   fornito   il   nome  della 
corrispondente   interfaccia,   parametro   che   servirà   al 
processo di monitoraggio. 
Attualmente il tipo di socket supportato è solo udp.
La porta può essere omessa e in questo caso è assunto il 
valore di default (22222).
#­­­­­­­­­­­­­Rtp proxy & Snmp Parameter­­­­­­­­­# 
#  You must specify Rtp proxy URI 
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#  rtpproxy=udp:127.0.0.1:22222=2 
#  rtpproxy=udp:87.138.25.2:22222=1 
rtpproxy=udp:87.138.25.4:22222; interface=eth1; 
rtpproxy=udp:87.138.25.3:22222;   interface=eth0; 
rtpproxy=udp:87.138.25.1:22222;  interface=eth0; 
● la   terza   parte   del   file   di   configurazione   riguarda   i 
parametri   utilizzati   dal   processo   di   monitoraggio   e 
dall'algoritmo di scheduling. Questi parametri sono:
• sampling   time:  indica   il   periodo   espresso   in 
secondi   con   cui   devono   essere   interrogate   le 
macchine. Se non viene indicato, il valore di default 
è 10 secondi.
• averaging time: è il periodo espresso in secondi su 
cui  viene calcolato  il   rate  medio.  Abbiamo scelto 
sovracampionare   per   evitare   che   la   perdita   di   un 
campione ( viene utilizzato UDP come protocollo di 
trasporto)  portasse all'assenza totale di dati circa il 
carico.
• load   threshold:   consente  di   settare  una   soglia  di 
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sicurezza  per   cui  nel   calcolo  della  percentuale  di 
carico non viene considerato il valore massimo della 
capacità ma un valore inferiore. Di default, questo 
valore è settato all'80%.
#­­­­­­­­­­­­Balancing Parameter­­­­­­­­­­­­­­­­­# 
sampling timer=5; 
averaging timer=20; 
# Specify banwidth threshold percentage 
load threshold=80; 
Infine   attualmete,   l'agent   snmpd   deve   essere   configurato   in 
modo che supporti un utente snmpv3 con questi paramentri:
security­name: rtpproxycontroller
auth­passphrase:rtpproxycontroller2007
auth­protocol:MD5
oppure una community SNMPv2 o v1 con questo valore:
read­community: rtpproxocontroller.
Infine, bisogna specificare nel file di configurazione dell'agent 
(snmpd.conf) il path della cartella dove è contenuta la IF­MIB.
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Appendice B
Il protocollo SNMP
B.1 Caratteristiche generali
SNMP (Simple Network Management Protocol) è un protocollo 
a livello di applicazione definito per introdurre una semplice 
architettura per la gestione di reti basate sulla suite di protocolli 
UDP/IP.  Questo protocollo definisce le modalità di scambio di 
informazioni   tra   apparecchiature   di   rete,   consentendo   agli 
amministratori di tenere sotto controllo le prestazione della rete 
e   di   accorgersi   in   tempo   reale   del   manifestarsi   di 
malfunzionamenti. 
Attualmente   il  protocollo  presenta   tre  definizioni   successive: 
SNMPv1, SNMPv2, SNMPv3. 
La versione più recente introduce nel protocollo alcune nuove 
funzionalità e correzioni, soprattutto nel campo della sicurezza. 
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Il   protocollo  SNMP è   attualmente  quello  più   diffuso  per   la 
gestione delle reti di calcolatori ed è supportato praticamente 
da tutti i produttori di hardware ed apparecchiature di rete. 
B.2 Architettura SNMP
L'architettura di cui il protocollo SNMP fa parte è detta Internet 
Network  Management   Framework   (NMF)   ed   è   mostrata   in 
figura 24. 
L'architettura consente di gestire degli elementi di rete  usando 
degli  agent,   cioè   moduli   software   che   risiedono   sulle 
apparecchiature   da   gestire.   Tali   agenti   comunicano   con   un 
manager (Network Management Station) che, interagendo con 
i   primi,   può   leggere   o   scrivere   informazioni   e   raccogliere 
eventuali segnalazioni di errore. 
Le informazioni o caratteristiche che è possibile gestire per una 
particolare apparecchiatura mediante il protocollo SNMP sono 
dette  Management   Objects.   L'insieme   di   questi   oggetti 
costituisce   un'astrazione   di   database   detta  Management 
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Information Base (MIB ). 
Gli   oggetti   MIB   sono   specificati   utilizzati   un   linguaggio 
apposito   per   la   definizione  dei   dati,   chiamato  Structure   of 
Management Information (SMI).
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Figura 23: Schema logico di un'architettura SNMP
Manager
Agent
MIB
Agent
MIB
Agent
MIB
Agent
MIB
B.3 Structure of Management Information 
La struttura delle informazioni di gestione(SMI) è il linguaggio 
usato   per   definire   le   informazioni   di   gestione   residenti   in 
un'entità della rete da gestire.  Questo linguaggio di definizione 
è necessario per assicurare che sintassi e semantica dei dati di 
gestione della rete siano ben definiti e privi di ambiguità. La 
SMI non definisce uno specifico campione di dati ma piuttosto 
il   linguaggio   con   cui   queste   informazioni   devono   essere 
specificate. 
Nella RFC 2578 vengono specificati   i   tipi  di  dati  base nella 
SMI per il linguaggio di definizione dei moduli MIB. Sebbene 
la   SMI   sia   basata   sul   linguaggio   ASN.1   (Abstract   Syntax 
Notation One), sono stati aggiunti una quantità di tipi di dati 
specifici per la SMI tale che essa potrebbe essere condiderata 
un linguaggio a sé per la parte riguardante la definizione dei 
dati. 
Sono definiti 11 tipi di dati base che riportiamo nella tabella 1.
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Tipo di dati Descrizione
INTEGER Intero a 32 bit con valore tra ­231 e 231­1
Integer32 Intero a 32 bit con valore tra ­231 e 231­1 compreso
Unsigned32 Intero a 32 bit senza segno con valore tra 0 e 232­1 
compreso
OCTET STRING Stringa di  byte  in  formato ANS.1 che rappresenta 
dati arbitrari in forma binaria o di testo, lunghezza 
fino a 65535 byte.
OBJECT IDENTIFIER nome strutturato
IPaddress Indirizzo Internet a 32 bit
Counter32 Contatore a 32 bit  che incrementa da 0 a 232­1 e 
ritorna a zero
Counter64 Contatore a 62 bit
Gauge32  Intero   a   32   bit   che   quando   decrementa   o 
incrementa non supera il valore 232—1 e non scende 
sotto lo 0
TimeTicks  Tempo misurato in centesimi al secondo a partire 
da un evento
Opaque stringa ANS.1 non interpretata
Tabella 2: Tipi di dati base della SMI
Oltre ai tipi base il linguaggio di definizione dei dati della SMI 
fornisce  anche un   linguaggio  di   composizione  di   livello  più 
alto.
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Il  costrutto  OBJECT­TIPE  è  usato per specificare il   tipo di 
dati,   lo   stato   e   la   semantica   di   un   oggetto   da   gestire. 
Collettivamente, questi oggetti da gestire contengono i dati di 
gestione che sono situati nel nucleo di gestione della rete.   Ci 
sono   circa  10.000  oggetti   definiti   in   diverse  RFC  relative   a 
Internet[RFC 2570].   Il   costrutto  OBJECT­TYPE  specifica   il 
tipo di dati base associato all'oggetto. La frase MAX­ACCESS 
specifica se l'oggetto da gestire può essere letto, scritto. creato 
o se ha il suo valore inserito in una notifica. La frase STATUS 
indica   se   la   definizione   di   un   oggetto   è   attuale   e   valida, 
obsoleta (nel qual caso esso non può essere implementato e la 
sua   definizione     è   inserita   solo   per   motivi   storici)   o 
recuperabile ( obsoleta ma implementabile). 
La   frase   DESCRIPTION   contiene   una   descrizione   testuale 
dell'oggetto, questa documenta gli scopi dell'oggetto da gestire 
e dovrebbe fornire tutte le informazioni semantiche necessarie 
per implementarlo.  
La frase finale ::= riguarda il nome di questo oggetto.
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In   figura  25  è  mostrato  un  esempio  del   costrutto  OBJECT­
TYPE.
Il costrutto MODULE­IDENTITY  permette di raggruppare gli 
oggetti affini all'interno di un “modulo”.   Per esempio la RFC 
4293  specifica   il  modulo  MIB   che   definisce   gli   oggetti   da 
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ipForwarding OBJECT­TYPE
    SYNTAX     INTEGER {
                    forwarding(1),    ­­ acting as a router
                    notForwarding(2)  ­­ NOT acting as a router
               }
    MAX­ACCESS read­write
    STATUS     current
    DESCRIPTION
           "The indication of whether this entity is acting as 
an IPv4
            router in respect to the forwarding of datagrams 
received
            by, but not addressed to, this entity.  IPv4 routers 
forward
            datagrams.  IPv4 hosts do not (except those source­
routed
            via the host).
            When this object is written, the entity should save 
the
            change to non­volatile storage and restore the 
object from
            non­volatile storage upon re­initialization of the 
system.
            Note: a stronger requirement is not used because 
this object
            was previously defined."
    ::= { ip 1 }
Figura 24: Esempio di costrutto OBJECT­TYPE
gestire   (compreso   ipFowarding   in   figura   25)   per 
l'implementazione della gestione del protocollo IP. 
Oltre a contenere la definizione OBJECT­TYPE  degli oggetti 
da   gestire   all'interno   di   un  modulo,   il   costrutto  MODULE­
IDENTITY  contiene frasi che documentano informazioni per 
contattare   l'autore   del   modulo,   la   date   dell'ultimo 
aggiornamento,   la   storia   delle  modifiche   e   una   descrizione 
testuale   del   modulo.   Come   esempio,   consideriamo   la 
definizione   del   modulo   per   la   gestione   del   protocollo   IP 
mostrata in figura 26.
Il costrutto NOTIFICATION­TYPE è usato per specificare le 
informazioni   relative   ai   messaggi   “SNMPv2­Trap”   e 
“Information Request” generati da un agent o da un'entità  di 
gestione.
Il   costrutto  MODULE­COMPLIANCE     definisce   il   set   di 
oggetti da gestire all'interno di un modulo che un agente deve 
implementare. 
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ipMIB MODULE­IDENTITY
    LAST­UPDATED "200602020000Z"
    ORGANIZATION "IETF IPv6 MIB Revision Team"
    CONTACT­INFO
           "Editor:
      Shawn A. Routhier
            Interworking Labs
            108 Whispering Pines Dr. Suite 235
            Scotts Valley, CA 95066
            USA
            EMail: <sar@iwl.com>"
    DESCRIPTION
           "The MIB module for managing IP and ICMP 
implementations, but
            excluding their management of IP routes.
            Copyright (C) The Internet Society (2006).  This 
version of
            this MIB module is part of RFC 4293; see the RFC 
itself for
            full legal notices."
    REVISION      "200602020000Z"
    DESCRIPTION
           "The IP version neutral revision with added IPv6 
objects for
            ND, default routers, and router advertisements.  As 
well as
            being the successor to RFC 2011, this MIB is also 
the
            successor to RFCs 2465 and 2466.  Published as RFC 
4293."
    REVISION      "199411010000Z"
    DESCRIPTION
           "A separate MIB module (IP­MIB) for IP and ICMP 
management
            objects.  Published as RFC 2011."
    REVISION      "199103310000Z"
    DESCRIPTION
           "The initial revision of this MIB module was part of 
MIB­II,
            which was published as RFC 1213."
    ::= { mib­2 48}
Figura 25: Esempio di struttura MODULE­IDENTITY
Il costrutto AGENT­CAPABILITIES specifica le capacità degli 
agenti   rispetto   alla   definizione   delle   notificazione   e   degli 
eventi. 
B.4 Structure of Management Information
Si   può   pensare   ai   MIB   come   ad   un   deposito   virtuale   di 
informazioni   che   contiene  gli  oggetti   da   gestire   i   cui   valori 
collettivamente riflettono lo “stato” attuale della rete. 
Questi valori possono essere richiesti e/o impostati da un'entità 
di gestione attraverso l'invio di messaggi SNMP all'agent che è 
in esecuzione sul nodo da gestire. 
Gli oggetti da gestire sono specificati usando il costrutto SMI 
OBJECT­TYPE e sono raggruppati in moduli MIB usando il 
costrutto MODULE­IDENTITY. 
La   IETF   ha   compiuto   un   lavoro   di   standardizzazione   dei 
moduli MIB associati con router, host e altri equipaggiamenti 
di   rete.  Al  momento  del   rilascio  dell'SNMPv3 (   a  metà   del 
1999) estistevano circa 100 standard basati sui moduli MIB e 
un numero anche superiore di specifiche private dei costruttori. 
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Con tutti questi standard IETF aveva la necessità di trovare un 
modo di identificare e battezzare i moduli standardizzati, così 
come gli oggetti da gestire all'interno di un modulo. La IETF 
adottò   una  struttura   standardizzata  per   l'identificazione  degli 
oggetti   già   utilizzata   dall'International   Organization   for 
Standardization(ISO). 
La struttura di identificazione dell'oggetto adottata è parte del 
linguaggio ASN,1 mentre in figura 27 sono presentati i moduli 
MIB standardizzati.
Come mostra la figura, nella struttura di denominazione ISO 
gli oggetti sono battezzati in modo gerarchico.   Ciascun ramo 
dell'albero   ha   sia   un   nome   sia   un   numero   (tra   parentesi); 
ciascun punto dell'albero è identificabile attraverso la sequenza 
di nomi o numeri che specificano il  percorso dalla radice al 
punto  di interesse.
Il   livello   più   basso   della   gerarchia   mostra   alcuni   dei   più 
importanti     moduli   MIB   orientati   al   software   (system   e 
interface)   e     alcuni   dei  moduli   associati   ai   più   importanti 
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protocolli Internet.
Figura 26: Albero di identificazione dell'oggetto ASN.1
B.5 Funzionamento del protocollo SNMP
La versione 2 del protocollo SNMP è impiegata per convogliare 
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informazioni   MIB   fra   entità   di   gestione   e   agent   che 
intervengono su una richiesta. 
L'uso più comune dell'SNMP è nel modo richiesta­risposta in 
cui  un'entità   di  gestione  SNMPv2  invia  una   richiesta   ad  un 
agent   SNMPv2   che   riceve   la   richiesta,   compie   alcune 
operazioni ed invia la risposta. Tipicamente, una richiesta sarà 
usata   per   chiedere   o   modificare   i   valori   dell'oggetto  MIB 
associati con un dispositivo da gestire. 
Un   secondo   uso   comune   è   quello   in   cui   l'agent   invia   un 
messaggio non sollecitato, conosciuto come messaggio TRAP, 
ad   un'entità   di   gestione.   I   messaggi   trap   sono   usati   per 
notificare ad un'entità  di  gestione una situazione eccezionale 
che ha portato a variazioni dei valori degli oggetti MIB, 
L'SNMPv2     definisce   sette   tipi   di   messaggi,   conosciuti 
genericamente   come    PDU  (Protocol  Data  Unit)   e   vengono 
mostrati in tabella 2.
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Tipo PDU  Sender­Receiver Descrizione
GetRequest Manager­Agent Riceve   il   valore   di   uno   o   più 
oggetti MIB in questione
GetNextRequest Manager­Agent Ottiene   il   valore   del   successivo 
oggetto   MIB   in   questione   nella 
lista o nella tabella
GetBulkRequest Manager­Agent Ottiene   i   valori   di   un   grande 
blocco di dati, come una tabella
InformRequest Manager­Manager informa   l'entità   di   gestione   dei 
valori   MIB   remoti   per   il   suo 
accesso
SetRequest Manager­Agent Imposta   il   valore   di   uno   o   più 
oggetti MIB in questione.
Response Manager­Manager
Manager­Agent
Generato in risposta a:
GetRequest,GetNextRequest, 
GetBulkRequest,   SetRequest, 
InformRequest
SNMPv2­Trap Agent­Manager Informa  il  manager di  un evento 
eccezionale
Tabella 3: Tipi di PDU 
B.6 SNMPv3
I progettisti di SNMPv3 hanno detto che “SNMPv3 può essere 
pensato   come   un   SNMPv2   con   capacità   di   sicurezza   e 
amministrazione[RFC2570]”. Infatti i cambiamenti più evidenti 
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riguardano riguardano proprio queste due aree. 
Il ruolo centrale della sicurezza era particolarmente importante 
nell'SNMPv3, perchè la mancanza di sicurezza adeguata faceva 
si   che   l'SNMP fosse  usato   soprattutto  per   il  monitoraggio  e 
raramente per il controllo (la funzione SerRequest è poco usata 
nell'SNMPv1).
La sicurezza dell'SNMpv3 è nota come user­based security in 
cui  c'è   il   tradizionale  concetto  dell'utente,   identificato  da  un 
nome utente a cui sono associate le informazioni di sicurezza 
come una password, i valori chiave o gli accessi privilegiati. 
Sono implementati servizi di:
● cifratura: la PDU SNMP possono essere cifrate usando 
lo standard DES,
● autenticazione: si usano MD5 o SHA, 
● protezione contro le repliche,
● controllo d'accesso .
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