The estimation of the mean glandular dose to the breast (MGD) for x-ray based imaging modalities forms an essential part of quality control and is needed for risk estimation and for system design and optimisation. This review considers the development of methods for estimating the MGD for mammography, digital breast tomosynthesis (DBT) and dedicated breast CT (DBCT). Almost all of the methodology used employs Monte Carlo calculated conversion factors to relate the measurable quantity, generally the incident air kerma, to the MGD. After a review of the size and composition of the female breast, the various mathematical models used are discussed, with particular emphasis on models for mammography. These range from simple geometrical shapes, to the more recent complex models based on patient DBCT examinations. The possibility of patient-specific dose estimates is considered as well as special diagnostic views and the effect of breast implants. Calculations using the complex models show that the MGD for mammography is overestimated by about 30% when the simple models are used. The design and uses of breast-simulating test phantoms for measuring incident air kerma are outlined and comparisons made between patient and phantom-based dose estimates. The most widely used national and international dosimetry protocols for mammography are based on different simple geometrical models of the breast, and harmonisation of these protocols using more complex breast models is desirable.
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Introduction
The estimation of the absorbed dose to the breast during x-ray based imaging is a long-established part of quality control procedures for breast imaging systems and is also necessary for risk estimation. Because of the high incidence of breast cancer, the use of mammography for screening, and the development of new x-ray based breast imaging modalities, methods of breast dosimetry have attracted considerable interest over many years and there is a large published literature on dosimetric methodology and the values of the breast dose. In a survey of the United Kingdom screening programme, Young and Oduko (2016) found that the average value of the dose to the breast for a two view digital mammography examination was 3.0 mGy. There is of course a risk of radiation induced carcinogenesis associated with the examination. This risk, though small, should be understood. For a dose to both breasts of 3 mGy, and using data given by Yaffe and Mainprize (2011) , we estimate that the lifetime risk of radiation induced breast cancer for a 50 year old woman would be 3 in 100 000. The paper by Yaffe and Mainprize also provides estimates of the lifetime risk of radiation induced breast cancer for women attending various breast screening regimes.
In this review, after consideration of the historical development of breast dosimetry and the properties of the female breast, we discuss the various computational models which have been used to relate the measured quantity (usually the incident air kerma) to dose. Most attention is given to conventional projection mammography, but we also consider digital breast tomosynthesis (DBT), dedicated breast CT (DBCT), special diagnostic views and the effect of breast implants. In addition, we discuss other important issues in dosimetry, such as the design and use of breast phantoms and the comparison between phantom and patient dose estimates.
The development of mammographic dosimetry
In 1976 a survey was made of the dose from mammography in five US states (BENT 1978) . The results showed that the entrance exposure to a medium sized, medium density breast measured free-in-air ranged from 'immeasurable' for the use of a screen-film image receptor to 16.6 R for the use of direct exposure film. A similar survey in the United Kingdom (Fitzgerald et al 1981) used TLDs placed on top of a 5 cm thick breast phantom and reported values of the entrance surface dose ranging from 0.9 to 45 mGy. The corresponding values of the half value layer of the x-ray spectrum ranged from 0.2 to 1.7 mm Al and the peak tube voltage from 24 to 49kV.
A wide range of x-ray spectra was used for mammography at that time and it was realised that the entrance exposure at the top of the breast was a poor measure of risk as the dose within the breast decreases rapidly with increasing depth. Various alternative risk-related measures of dose were suggested including mid-breast dose (NCI 1977) and total energy imparted (Boag et al 1976) but it was Karlsson et al (1976) who suggested that the mean dose to the glandular tissues within the breast would be a better measure of risk as these tissues have the highest risk of carcinogenesis. The glandular tissue includes the acinar and ductal epithelium and associated stroma (NCRP 1986 ) and Karlsson's suggestion is generally supported. The use of the mean glandular dose (MGD, also known as the average glandular dose, AGD) for breast dosimetry was recommended by the ICRP in 1987 (ICRP 1987) and indeed the estimation of this quantity forms the basis of most if not all national and international breast dosimetry protocols. Notwithstanding this, there is still some interest in estimating the energy imparted to the glandular tissues within the breast (Geeraert et al 2015) .
It is not possible of course to measure the MGD dose directly, so conversion factors are used which relate measurable dosimetric quantities to the MGD. These conversion factors depend upon the breast size and composition and the x-ray spectrum used for the examination. Therefore, it has not been practical to base them on measurements using phantoms to simulate the breast and instead they have been derived using Monte Carlo simulations. For this purpose, simple geometrical models of the breast have been developed and used to calculate conversion factors which relate the measurable quantity, the incident air kerma in mGy (originally the exposure, measured in R) to the MGD. Several authors have published values of these conversion factors, but the need for standardised national dosimetry systems was quickly recognised. The most widely used dosimetry systems for conventional projection mammography have been developed following the publications of Dance (1990) and Dance et al (2000) in the United Kingdom and Wu et al (1991 Wu et al ( , 1994 in the USA, which provide factors for the craniocaudal (CC) projection. Subsequent extensions have allowed the calculation of conversion factors for a wide range of x-ray spectra, the medio-lateral oblique (MLO) projection, for contrast enhanced digital mammography (CEDM) and for digital breast tomosynthesis. Simple models of the breast have also been developed for the dosimetry of dedicated breast CT.
The limitations of using simple models of the breast have long been realised, and subsequently more complex models of the breast have also been used for dosimetry. Advances have included more realistic and detailed geometrical models, and more recently, models based on DBCT images of patients. Calculations using these models show important differences from those using simple models, but they have yet to be adopted for standard dosimetry protocols.
Although it is essential to estimate the MGD for patient exposures, it is also helpful to estimate the MGD based on exposures of test phantoms which simulate the breast. Such measurements are invaluable for quality control (QC) and inter-system comparison. They require a phantom or set of phantoms which provide an adequate simulation of the breast, and the development and modelling of such phantoms is still an active area of development.
Breast size and composition
The development of models of the female breast requires knowledge of the breast size, breast composition and the chemical composition and density of each type of tissue. A review of data for projection mammography from 13 countries (Kelaranta et al 2015) , found that the compressed breast thickness varied from less than 5 mm to 117 mm, with a mean thickness in the range 37-63 mm depending on population. Figure 1 shows typical distributions of compressed breast thickness for MLO and CC projections, taken from Kelaranta et al. As can be seen, the breast compressed for the MLO view tends to be thicker than when compressed for the CC view.
The area of the compressed breast in the image will tend to increase as the breast thickness increases. Dance (1980) gives the typical area for a small compressed breast as 35 cm 2 . Boone et al (2000) analysed 82 mammograms for which the breast was fully imaged in a single view and found 5% and 95% percentile areas of 76.5 cm 2 and 263.8 cm 2 respectively. However, the area of a very thick compressed breast may be so large that more than one exposure is required to image the whole breast. Young and Oduko (2016) in a survey of data from the UK national breast screening programme found that 0.4% and 1.9% of women required additional views of each breast in the MLO projection for digital radiography (DR) systems and for screen-film systems respectively.
For the purposes of breast dosimetry, four major tissue types need to be considered, the skin, adipose and fibro-glandular tissues and the pectoralis muscle, although not all tissues are included in all models. At the time of the development of the simple models described here, assumptions had to be made about the skin thickness, but detailed measurements are now available from DBCT. Using this new modality, Huang et al (2008) found an average skin thickness for individual women ranging from 0.9 to 2.3 mm with an overall average of 1.45 mm and Vedantham et al (2012a) found an average thickness of 1.44 mm. Earlier estimates of the thickness range from screen-film mammography were slightly larger, for example 0.7-3.0 mm (Willson et al 1982 , Pope et al 1984 .
The amount of fibro-glandular tissue present is called the glandularity. Unfortunately, this can be expressed as a percentage volume or percentage mass glandularity. Also the region used to calculate the glandularity can be the whole breast or the compartment of the breast which contains the glandular tissue. The distribution of the adipose and fibro-glandular tissues within the breast is very important, as this will have a major influence on the magnitude of the MGD. In general the simple models assume that these tissues are uniformly distributed within a defined region of the breast, whereas the most realistic breast models are based on data from DBCT. Figure 2 shows the percentage mass glandularity of the central region of the breast model used by Dance et al (2000) . The data are for use with women aged 50-64 attending the United Kingdom breast screening programme, and were obtained by comparing patient exposures for screen-film mammography obtained under automatic exposure control (AEC) with exposures using blocks of tissue simulating materials. Similar data were also provided for women in the age range 40-49. More recently, Yaffe et al (2009) have estimated volume glandularity using data for four cohorts of women, using data from an experimental DBCT scanner, and analysis of breast density from digitised screen-film mammograms. If the assumed skin thickness of 1.5 mm is omitted, the average volume glandularity, expressed as a proportion of the remaining breast volume was found to be 14.3%. More recently, two other groups of authors have calculated volume glandularities (excluding skin) based on analysis of DBCT images. Huang et al (2011) , presented their results in terms of bra cup size and give average values of 17.7%, 19.2%, 13.2% and 13.2% for cup sizes A, B, C and D respectively. Vedantham et al (2012b) found values of 17.2%, 6.7% and 24% for the mean, first and third quartile respectively of the volume glandularity. Very similar values were used in Monte Carlo calculations by Hernandez et al (2015) . For a medium sized breast they used volume glandularities of 7.3%, 12.6% and 19.1% corresponding to the 25th, 50th and 75th percentiles of the distribution of glandularities. It is interesting to note that the equivalent volume glandularities for 50 and 60 mm thick compressed breasts calculated for the whole breast volume using the mass glandularities of Dance et al (2000) are 22% and 14%. This can be considered good agreement with above-reported values given the differences in methodology and patient cohorts. It is, however, clear that careful specification is required when comparing values of glandularity from different sources.
Data on the density and composition of breast tissues are very limited. Most Monte Carlo calculations use the measurements of Hammerstein et al (1979) based on measurements from 5 samples of glandular tissue, 8 samples of adipose tissue and 6 samples of skin. Figure 3 shows the linear attenuation coefficient at 20 keV calculated from the Hammerstein data for adipose and glandular tissue and also values of these coefficients taken from or deduced from measurements of three other groups (Johns and Yaffe 1987 , Chen et al 2010 , Tomal et al 2010 . Where available the range and average value for each tissue type are shown. It can be seen that there is quite good agreement for glandular tissue, but there are differences for adipose tissue and therefore further measurements are desirable. Preliminary results for adipose and glandular tissue using spectral mammography have recently been presented by Fredenberg et al (2015) and it is anticipated that more extensive data will be available in due course.
Monte Carlo modelling
Various Monte Carlo codes have been used for modelling mammography, including the standard codes MCNP or MCNPX (for example Wu et al 1991 , 1994 , Ma et al 2008 , Nosratieh et al 2015 and Geant4 (for example Sechopoulos et al (2007a Sechopoulos et al ( , 2012 and Sechopoulos and D'Orsi (2008) ), and the bespoke codes developed by Dance (1980 Dance ( , 1990 , Dance et al (2000 Dance et al ( , 2009 Dance et al ( , 2011 and Dance and Young (2014) and by Boone (1999, Figure 2 . Estimates of average breast composition for different compressed breast thickness from two United Kingdom centres for women in the age range 50-64. The error bars correspond to ±1 standard error on the mean. In some cases the error bars are too small to show. Figure from Dance et al (2000) . ). There are two important features to note. The first is the need to allow for photon scattering from bound electrons which comprises coherent (Rayleigh) scattering (with zero energy transfer) and incoherent scattering (with energy transfer to an electron). Because of the low energy used in mammography such energy transfers from incoherent scattering are quite small (even when the photon is backscattered) so that most of the absorbed dose to breast tissues arises from photoelectric interactions. Unfortunately, because of lack of appropriate data, it is necessary to assume that these scattering processes arise from free atoms, whereas in reality the atoms themselves are bound into molecules and the molecules themselves interlinked into more complex structures. The second important feature to note is that the range of electrons in soft tissue is sufficiently small at mammographic energies that kinetic energy of electrons released in photon interactions can be assumed to be locally absorbed. A similar comment applies to the characteristic x-rays which may be emitted (albeit with a low probability) following interactions with the low atomic number atoms which make up breast tissue. Hammerstein et al (1979) and in its most recent version comprises a cylinder of fixed semi-circular cross section of diameter 160 mm and of variable height between 20 and 110 mm. The breast has a central region which is composed of a specified homogeneous mixture of adipose and glandular tissues, and an outer 'shield region' 5 mm thick (figure 4). The skin is ignored in this model and no glandular tissue is closer than 5 mm to the breast surface. The percentage by weight of glandular Hammerstein et al (1979) , Johns and Yaffe (1987) , Chen et al (2010) and Tomal et al (2010) .
Conversion factors for projection mammography using simple geometrical models of the breast
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Phys. Med. Biol. 61 (2016) R271 tissue in the central region is called the glandularity. In its first implementation, this model breast (Dance 1980 (Dance , 1990 followed Hammerstein et al (1979) and used a glandularity of 50%. Subsequently it was realised that this was too simplistic and the model was extended to provide factors at different glandularities. In order to give guidance, typical glandularities to use for women of age groups 40-49 and 50-64 (figure 2) were provided (Dance et al 2000) .
The conversion factors calculated in Dance (1990) , were thus for a model breast of 50% glandularity and were tabulated as a function of the half value layer of the x-ray beam and breast thickness. The table was intended for use with a limited range of x-ray spectra with systematic errors associated with the choice of spectrum of 5% or less. By 2000, further spectra were being used for projection mammography (Dance et al 2000) and data for additional spectra were added then and in 2009 and 2011 (Dance et al 2009 (Dance et al , 2011 . Data for contrast mammography were added in 2014 (Dance and Young 2014) . The formalism used to calculate the mean glandular dose, D, allowing for these variations, is given in the following equation:
where K is the incident air kerma (without backscatter) at the upper surface of the breast, g is the conversion factor for a breast of 50% glandularity at the specified HVL (figure 5 left) and the factors c and s correct for breast composition (glandularity) and choice of x-ray spectrum (target/filter combination), respectively. The factor c is 1 for a 50% glandularity breast. It is more than 1 and less than 1 for less and more glandular breasts and is tabulated against HVL and breast thickness (figure 5 right). Whenever possible, a single value of s was given for each target/filter combination, but in a few cases a more detailed tabulation was necessary. With this formalism, the systematic errors associated with the choice of spectrum remained at 5% or less. For most of the spectra considered (Mo/Mo, Mo/Rh, Rh/Rh, W/Rh, W/Ag, W/Cu, Mo/Cu and Rh/Cu), the s-factor was in the range 1.000-1.062 but higher values were required for some W/Al spectra. During the development of this model, the calculation of the incident air kerma has gradually been refined. In Dance et al (2009) and Dance and Young (2014) a 30 mm diameter airfilled ionisation chamber was used placed immediately under the compression paddle to allow estimation of the contribution of forward scattered radiation from the paddle to the air kerma measurement. This was found to be 7.6% in reasonable agreement with measurements of Hemdal (2011) and Toroi et al (2013) . It was thus important to make clear how air kerma was calculated and how it should be measured to avoid unnecessary systematic errors.
In view of the variation in the composition of breast tissues measured by Hammerstein et al (1979) , the Dance model has also been used to investigate the effect of using different elemental compositions for glandular and adipose tissues on the calculated conversion coefficients. It was found that using the extreme ranges of the compositions given by Hammerstein et al changed the conversion coefficients by 5-7% depending upon breast thickness (Alm Carlsson and Dance 1992). Wu et al. In the United States, breast dosimetry is usually performed using the Monte Carlo model of Wu et al (1991 Wu et al ( , 1994 . In this model, the breast shape was also defined as a cylinder, but with a semi-elliptical cross-section, with a long axis of 180 mm and a short axis of 160 mm. The composition of the breast was defined as an outer 4 mm thick layer of skin surrounding an inner core of a homogeneous mixture of adipose and glandular tissue (figure 4). The relative amounts of adipose and glandular tissue were varied from 0% adipose/100% glandular to 100% adipose/0% glandular, including a single intermediate mixture of 50%/50%. The compositions of the three breast tissue types were based on the work of Hammerstein et al (1979) .
Models developed in the USA
Model developed by
In this model, the mean glandular dose, denoted by Wu et al as D g , is obtained by multiplying the incident air kerma 5 by a factor denoted the normalized average glandular dose (D g N). Using Monte Carlo simulations, Wu et al (1991) tabulated values for D g N for the breast as defined above for x-ray spectra for a molybdenum target/molybdenum filter source, for a range of tube voltages and first half value layers (HVL), while varying the compressed breast thickness from 3 to 8 cm. Figure 6 shows an example of the variation in D g N that Wu et al found with tube voltage, motivating the inclusion of this parameter in their tabulated values. In this model, the reference entrance skin exposure is defined as the exposure measured with no backscatter, 4 cm from the chest wall edge of the detector and at the centre line, just below the compression paddle with a field size slightly larger than the chamber. Of course, in practice this measurement is performed at one height from the support plate and the exposure at the entrance height is obtained by the inverse square relationship. Wu et al determined in this work that due to the heel effect, which is ignored when measuring the incident air kerma at just one point, for the modelled breast the incident air kerma varies by up to 7% while the beam hardens by 2% in terms of 1st HVL.
In follow-up work, Wu et al published additional values for D g N for sources with Mo targets and Rh filtration and for Rh/Rh target/filter combinations (Wu et al 1994) . As opposed to adding adjustment factors to the original exposure-to-dose conversion coefficient as in the Dance model, Wu and colleagues decided to publish additional tables for D g N for these different x-ray spectra. As expected, the D g N for the same breast characteristics, tube voltage and 1st HVL for Rh/Rh spectra is higher than that for Mo/Rh spectra, which is also higher than that of Mo/Mo spectra. This corresponds with the same trend in mean energy of the spectra. The tables published by Wu et al were later parameterized by Sobol and Wu (1997) to facilitate the estimation of D g N values for intermediate imaging conditions not listed in the published tables. Wu et al (1991) .
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Phys. Med. Biol. 61 (2016) R271 data on D g N for mono-energetic x-rays up to 120 keV (Boone 1999) . In addition to providing graphs with the mono-energetic data, Boone combined the Monte Carlo results to obtain normalized glandular dose coefficients for various target/filter sources. These included not only the then 'traditional' Mo/Mo, Mo/Rh and Rh/Rh, but also other target/filter combinations, specifically W/Rh, W/Pd and W/Ag. In this work, the definition of the breast was modified slightly from that of Wu et al, with the major modification being the inclusion of additional tissue posterior to the breast to allow for backscatter from the chest (figure 4).
The previous publications (Dance 1990 , Wu et al 1991 did not explain in detail how the energy absorbed in the central homogeneous region of the breast was apportioned between the adipose and glandular tissues present. In his 1999 paper (Boone 1999 ), Boone describes how he used a factor G to make this apportionment. The factor G was given by:
where f g is the glandularity of the breast, and the μ en /ρ terms are the mass energy absorption coefficients for glandular and adipose tissue, as denoted by the g and a subscripts, respectively. However, the G factor used by Boone was that corresponding to the initial photon energy and was only applied at the end of each Monte Carlo simulation. As pointed out by Wilkinson and Heggie (2000) this can potentially introduce inaccuracy in the results, especially for higher energy x-rays. Specifically, after a photon undergoes a Compton scatter event, its energy decreases, and therefore any subsequent dose deposition event undergone by that photon at this new energy requires that it be weighed by the G factor that corresponds to this lower energy, not that of the original x-ray. As discussed by Wilkinson and Heggie and computed by Boone in his reply, this effect is negligible for typical mammographic spectra, but it becomes substantial at higher energies (e.g. >10% above 45 keV), with a maximum error of up to 32% at 80-90 keV for an adipose breast. Therefore, for standard mammography conditions and for most other advanced modalities (breast tomosynthesis, contrast-enhanced mammography, etc), this effect is minor.
In a follow-up study, Boone determined the mono-energetic D g N(E) values for x-ray energies ranging from 8 keV to 50 keV for breasts of 0%, 50% and 100% glandularity, and compressed breast thicknesses of 2-9 cm (Boone 2002) . To aid the use of all these data, Boone provided fit equations for the results, allowing the reader to obtain values for all intermediate energies within this range, which can then be combined using:
to obtain the D g N for a specific spectrum. In equation (3), Φ(E) is the fluence at each energy bin E, ϑ(E) is the conversion from fluence to exposure. Making these fit equations available for mono-energetic data removed the need to keep generating tables of spectral D g N coefficients as new target/filter combinations or higher tube voltages, up to 50 kVp become available. It should be noted, however, that the fit equation provided by Boone for ϑ(E), the exposure per photon mm −2 in appendix D of his work, is incorrect and should not be used Young 2014, Nosratieh et al 2015) .
In their 2015 paper (Nosratieh et al 2015) , Boone's group present the calculation of D g N values for a very wide range of x-ray spectra, for breast thicknesses in the range 30-80 mm and for five different glandularities. Thus there appears to be no data published using this model for small or very large breasts.
Conversion factors for DBT using simple geometrical models of the breast
The introduction of digital breast tomosynthesis (DBT) by Niklason et al (1997) resulted in extensive medical physics and eventually clinical research, which, although now DBT is present in the clinic, continues to this day. Especially given its potential for use as a screening modality, the mammographic models for breast dosimetry had to be extended for DBT. Sechopoulos et al (2007a) proposed to extend the mammography model by adding a term, denoted the relative glandular dose (RGD(α)), which accounts for the variation in the D g N, as defined in the Wu and Boone models, when the x-ray source is positioned at non-zero projection angles (i.e. not at the usual mammography position). Therefore, to estimate the mean glandular dose in tomosynthesis with this method, the equation to be used is:
where X CR is the incident air kerma at the intersection of the central ray and the detector support plate for the 0° DBT projection, D g N 0 is the normalized glandular dose for mammography (0° DBT projection) and RGD(α) is the relative glandular dose for the DBT projection at α°. For a given set of projections, e.g. for a DBT system of a given manufacturer, if the total tube output for the entire DBT projection set is divided equally among all the projections, then equation (4) above can be simplified by replacing the sum by the average RGD(α) of the entire projection set, denoted μ RGD .
Maintaining the D g N separate from the projection angle variation allowed the values of D g N to be tabulated without the additional variable of projection angle, and the reporting of the RGD(α) values using fit equations as a function of only breast thickness and size and DBT projection angle. This is due to the fact that RGD(α) appears to be mostly affected by geometry, and not other factors such as x-ray energy or breast glandularity (figure 7).
Given that at the time it was believed that DBT might possibly be performed only in the medio-lateral oblique (MLO) view, Sechopoulos et al also created a geometrical model for this view, which included a more complex solid representing the compressed breast (figure 8).
For realism, this model included a portion of the pectoralis muscle within the breast tissue, as is the case in MLO views positioned adequately. Interestingly, this allowed for the comparison of D g N between CC and MLO acquisitions. It could be seen that since the dose to the pectoralis muscle is excluded from the mean glandular dose, the D g N for the MLO view is lower than that for the CC view, with all other parameters being equal. This difference is quite consistent; on average the D g N for the MLO is 10.3% lower than that for the CC view, with the range of variations being 8.5-11.3 %, depending on the spectrum and breast thickness and glandularity. It should be noted that in this work, a different reference point was used for the calculation and measurement of air kerma. The reference point was positioned on the surface of the breast support plate closest to the chest wall edge of the detector and at the midline along the chest wall. No backscatter was included in the calculation. One other variation in this work from previous dose models was the inclusion of the heel effect in the Monte Carlo simulations. To gauge the impact of this change on the resulting dose estimates, one set of Monte Carlo Topical Review Phys. Med. Biol. 61 (2016) R271 simulations was repeated without the heel effect. For the breast considered, this resulted in a 7% increase in D g N 0 coefficients, with no real impact on the RGD(α).
To extend the utility of their previous work to systems with tungsten target sources, Sechopoulos and D'Orsi (2008) published additional D g N 0 values for spectra emitted by x-ray sources with W/Al and W/Rh target filter combinations. To accommodate other x-ray sources, Ma et al (2008) performed Monte Carlo simulations and published D g N results (denoted MGD in their work) for W/Al and W/Al + Ag target filter combinations for both the CC and MLO views. As opposed to the works by Sechopoulos et al and Ma et al tabulated D g N for different angles, without separating the effect of projection angle into the RGD(α) term.
The addition of the effect of the tomosynthesis angle as an extra parameter to the mammography model was adopted by Dance et al (2011) for the UK, European and IAEA dosimetry protocols. In this work, the equivalent to the RGD(α) is denoted the t(θ) factor, while the system-specific μ RGD is denoted the T factor. Therefore, t factors for a range of thicknesses and projection angles are provided in that work, along with T factors for both generic systems with assumed scan ranges and for two specific manufacturer DBT systems: the Hologic Selenia introduces a maximum error of 5.7% for the conditions studied. However, when a complete DBT scan is considered, the maximum error in the T factor is reduced to 2.4%
In the work by Dance et al, the DBT prototype developed by Philips (formerly Sectra, as denoted in that work) is considered separately given its major differences in acquisition geometry compared to other DBT systems. However, Dance et al were able to maintain the form of the equation to obtain the MGD for tomosynthesis acquisitions, by defining the T factor somewhat differently and denoting it T S . Due to the continuous nature of the slot scan acquisition and the dependency on the slot width, no associated t factors were provided. Therefore combinations now introduced in clinical systems for tomosynthesis, this work also includes a table of s factors for a W target with a 0.7 mm Al filter, as is used by the Hologic Selenia Dimensions system for DBT imaging.
In work similar to that performed by Sobol and Wu (1997) , Li et al (2013) parameterized the data published for mammography and breast tomosynthesis dosimetry by various authors using singular value decomposition, resulting in a set of Excel (Microsoft, Redmond, . For this, the concept of the RGD(α) and system-specific mean RGD (denoted RGD) were used and the values for a generic system and for five commercial and prototype systems are provided. For the Philips (former Sectra) slot scan system, the report provides D g N TOMO conversion coefficients to convert incident air kerma directly to MGD, without the use of D g N 0 and RGD values.
Conversion factors for breast CT using simple geometrical models of the breast
Although the development of DBT introduced limited tomographic imaging in x-ray based breast imaging, true tomographic imaging can only be achieved with full rotation imaging around the breast. To achieve this, dedicated breast CT has been developed by various groups around the world (Boone et al 2001 , Ning et al 2004 , Tornai et al 2005 , Kalender et al 2012 . Boone et al developed a model for DBCT dosimetry that resembles the mammography dose model used in the USA. Specifically, Boone et al defined D g N CT as the conversion factor from air kerma at the DBCT iso-center to the MGD to the imaged breast. The reference air kerma was defined as that measured by a 10 cm CT pencil chamber positioned vertically (in the direction from the chestwall to the nipple) from the central ray downwards. Boone et al provided graphs of both mono-energetic and spectral D g N CT for a range of spectra, breast sizes and glandularity, in addition to investigating its variation under different conditions, such as the presence or absence of a bow-tie filter and a change in source-to-isocentre distance (figure 10). Since during DBCT acquisition the breast is uncompressed and pendant through a hole in the table where the patient lies prone, Boone et al defined the breast as a cylinder of homogeneous adipose and glandular tissue mixture surrounded by skin, with the long axis in the chestwall to nipple direction. A study of 200 patients determined that the average diameter of the breast at the chestwall is 140 mm with a 95% range of 100-180 mm (figure 11). Comparisons of D g N CT for varying relationship between the length of the cylinder and its diameter showed a small variation in D g N CT with the former, so most results were provided for a cylinder with the length being 1.5 times the radius. Thacker and Glick (2004) provided additional graphs of mono-energetic D g N CT and also compared one set of D g N CT coefficients when simulating the breast as a hemi-ellipsoid as opposed to a cylinder, finding small differences, of the order of 5%, depending on the x-ray energy. Sechopoulos et al (2010) simulated a DBCT commercial system (Koning Corp., West Henrietta, NY) using Monte Carlo simulations and a hemi-ellipsoidal representation of the breast of varying sizes and compositions and provided the D g N CT coefficients for the x-ray spectrum used by this specific DBCT system. For possible DBCT acquisitions that involve a circle-plus-line trajectory, Vedantham et al (2012c) introduced the relative normalized glandular dose coefficient (RD g N( y )) which provides the MGD resulting from the projection acquired when the x-ray source is at position y below the line of the circular scan.
Given their intention that DBCT be used as a screening technology, and therefore imposing the limit that a single DBCT scan be performed at the same dose as a two view mammogram, in a subsequent study, Boone et al provided tables of the air kerma at the isocentre that results in this dose level for breasts of varying sizes and compositions (Boone et al 2005) .
Estimation of the mean glandular dose using more realistic breast models
Although several breast representations are in use in the dosimetry models described in sections 5-7, it should be noted that these models are only appropriate for specific applications. All use a representation of the breast that assumes that the interior tissue of the breast consists of a homogeneous mixture of adipose and glandular tissue. In addition, simplifications and assumptions have been made regarding the shape of the compressed breast, the thickness of the skin, and the range of clinically encountered breast glandularities.
Of course these simple geometry models involve a simplification of the true breast anatomy, but they can be, and are, adequate for comparisons, optimization, quality control, and other applications in which the relationship between two or more MGD values is more important than the actual magnitude of MGD. In addition, and more importantly, the MGD values estimated from these models should not be regarded as the dose to the patient's breast. Even with new image analysis techniques in which, e.g. the actual glandularity of the breast can be estimated in an objective fashion (e.g. Highnam et al 2010) and therefore the appropriate c factor of Dance's model can be used, this estimation still includes the other simplifications and assumptions of the breast model. The introduction of dedicated breast CT allowed for the first time to obtain high contrast, high spatial resolution 3D images of patient breast tissue in vivo. As noted in section 3 above, DBCT patient images have provided a lot of new information on the true characteristics of patient breasts relevant to breast dosimetry including breast glandularity, skin thickness and a large amount of anatomical information on breast size, volume and glandular tissue distribution (Huang et al 2008 , 2011 , Yaffe et al 2009 , Vedantham et al 2012a , 2012b ). An early application was a study by Huang et al (2011) who found that using the DBCT measured breast skin thickness of 1.45 mm in the breast model rather than the commonly used 4 mm when calculating mammography dose conversion factors resulted in an Topical Review Phys. Med. Biol. 61 (2016) R271 increase in the MGD of 10%-20%. This result demonstrates the important influence that the breast model has on the calculated breast dose, but it is still based on the assumption that there is a homogeneous mixture of adipose and glandular tissues extending throughout the breast and right up to the skin boundary.
Although this new knowledge obtained from DBCT may help in refining the breast models used for dosimetry, the MGD is especially influenced by the position of the glandular tissue within the breast. This is especially true for the vertical location (in the direction between the x-ray source and the detector) of the tissue during compression. The impact of vertical location was first investigated by Boone. In reply to a comment by Wilkinson and Heggie on his 1999 work, Boone determined that varying the vertical position of a slab of 5 mm of glandular tissue inside an adipose breast model can result in a variation in the MGD of up to 84% (Wilkinson and Heggie 2000) . In a study using an anthropomorphic breast phantom, Dance et al (2005) evaluated the difference in conversion coefficient g obtained for the simple homogeneous model of breasts of different thickness and glandularity to that of structured breasts of equivalent thickness and overall glandularity. A difference of up to 43% was found between the estimates of g.
The impact on the estimate of MGD in actual patient breasts when the internal adipose/ glandular tissue structure is homogenized was studied by Sechopoulos et al using DBCT images of 19 patient breasts . To simulate the acquisition of mammograms, the DBCT images were first automatically classified and the mechanical compression as for mammography simulated (Zyganitidis et al 2007) ( figure 12 ). The resulting compressed breast representations were homogenized maintaining the glandularity of each breast. Finally, Monte Carlo simulations of mammography were performed of both the original (heterogeneous) compressed breasts and their homogeneous equivalents, and D g N values obtained in each case. Comparison of the D g N values showed an over-estimation of dose due to homogenization of 27%, with 2 underestimated and 17 overestimated dose values ( figure 13) . Interestingly, the maximum error in the dose estimate for these 19 cases was 117%, showing that in certain specific cases the homogeneous approximation can introduce large inaccuracies. Of importance, this study with limited number of cases showed that the homogeneous tissue approximation does not result in over-and under-estimations equally and therefore it can be considered not to average out over a large enough sample. In other words, a bias is introduced by the tissue mixture simplification.
This bias was confirmed by follow-up work by Hernandez et al (2015) , in which 219 patient breast CT examinations were used to study this effect. An important difference between this study and that of Sechopoulos et al is that although they were both based on breast CT patient images, Hernandez et al used the patient data to develop a more accurate model of glandular tissue distribution ( figure 14) and then used this model to compare to the homogeneous model dose estimates. On the other hand, Sechopoulos et al compared directly the dose to the actual glandular structure of each patient to the corresponding breast (same thickness, shape, skin thickness) but with the homogeneous approximation for the internal tissue. Notably, the work by Hernandez et al determined that the bias introduced due to the homogeneous approximation is about a 30% over-estimation, confirming the value determined previously. It was further found that the mean bias due to the homogeneous approximation depends on the x-ray source target/filter combination (Mo/Mo: mean overestimation of 35.3%; W/Rh: mean overestimation of 24.2%), and that the MGD varied by up to a further 15.6% with slight (10%) variation in the position of the centre of the glandular tissue distribution. This last set of estimates showed once again the sensitivity of the dose estimates to the position of the glandular tissue in the vertical direction. Clearly, new information is available that may allow a refinement of even the simpler dosimetry models so as to arrive at more accurate estimates of patient dose. Although in mammography the vertical position of the glandular tissue in each patient will not be known and therefore this source of uncertainty in a case-by-case basis cannot be eliminated, refining the breast model so that this and all other simplifications and assumptions average out to zero over a large sample size would be desirable. 
Patient specific dose estimates
If the refinements to the breast model used for breast dosimetry discussed above are performed, it might be possible that a model is achieved in which the average (and spread) of the breast model MGD estimates reflects the average (and spread) of the true patient breast MGD distribution. However, as long as a model of the breast is used in which characteristics such as shape, size, position on the breast support plate, and especially glandular tissue distribution, are standardized, then there will always be inaccuracy introduced into the MGD estimate for each acquisition. Nevertheless, for analysis of the dose distribution for a large series of patients the use of such a model would be appropriate. Invariably however, some MGD estimates will result in large errors. As discussed above, Sechopoulos et al found one case out of only 19 in which an error in MGD of 117% was obtained due to the homogeneous tissue assumption . It should be noted that for this case, all other breast and image acquisition parameters were accurate: breast shape, breast thickness, skin thickness, position in the image, and x-ray technique. It seems therefore that to truly achieve accurate patient dosimetry, then the specific characteristics of the breast of each patient would need to be taken into account in the estimation of the MGD.
The introduction of DBT and DBCT provides images that have at least partial tomographic information on the internal structure of the breast. Therefore, with the use of automated tissue classification algorithms (Nelson et al 2008 , Yang et al 2012 , Qin et al, 2014 , Pike et al 2015 , and perhaps 3D breast shape scanning capabilities (Agasthya and Sechopoulos 2015) , combined with Monte Carlo methods, it is feasible to obtain patient specific MGD estimates for each DBT and DBCT (and their contrast-enhanced alternatives) acquisition. Of course, given the expected more common widespread use of DBT than DBCT, at least in the foreseeable future, further work needs to be performed on tissue classification algorithms for DBT.
If patient specific breast dosimetry is achieved, it is important however that it is used in the appropriate manner. Obtaining automatically the correct MGD for each breast could be used for the same purpose for which retrospective patient dosimetry evaluations are currently performed, namely, to ensure adequate behaviour of each imaging system. At present, some screening programmes and individual institutions where screening is performed involve the automated capture and monitoring of all MGD estimates resulting from screening mammography ( figure 15 ). These could be powerful tools to ensure the continuing correct behaviour of clinical systems. As can be seen from figures 15 and 18, MGD values, even for the same compressed breast thickness, vary considerably. The assumptions and simplifications related to the breast model used for dosimetry currently introduce some variance and error in these values which are challenging to determine. If imaging modalities such as DBT or DBCT become common, as DBT is becoming, and especially if DBT is used as a screening technology then this level of monitoring but with patient-specific dose estimates would be feasible.
Breast dosimetry for special situations
Diagnostic views
Most work performed in breast dosimetry has been focused on the aspects relevant to screening mammography and has thus concentrated on the acquisition of CC and MLO views of the whole breast under compression. Therefore, fewer studies have been reported on dosimetry involving diagnostic views (magnification, spot, etc) . One of the still remaining issues in dosimetry of diagnostic views such as magnification or spot compressions, as in other modalities in which the breast is partially irradiated, is that it is not clear what the right metric to use for breast dose is. If the MGD to the entire breast glandular tissue is calculated for an acquisition in which the field of view does not cover the whole breast, then the MGD value will be quite low, since the energy deposited in the entire breast, which will consist mostly of that in the directly irradiated portion, will be low, while this value will be divided by the total mass of the glandular tissue of the entire breast. Although this would be the equivalent of the total organ dose if the glandular tissue of the breast is considered an 'organ', this value would not necessarily be comparable to the MGD for whole breast images, but it could be estimated using Monte Carlo simulations. An alternative approach to estimating this MGD metric is to weight the MGD calculated for whole breast irradiation by the ratio of the area of the compressed breast exposed to that for whole compressed breast (IPEM 2005) .
A different metric was used by Liu et al (1995) , in which only the energy deposited and the glandular tissue present in the directly irradiated volume were considered for the calculation of breast dose. This of course results in higher values of D g N than the previously described metric. In Liu et al's Monte Carlo calculations, the authors excluded 'the energy deposited in the breast tissue outside the primary beam path'. The appropriateness of each of these approaches depends on the application of the dose estimate. For any modality compariso n with considerable differences in x-ray energy, for which the scatter characteristics could be different, excluding dose outside the directly exposed volume could introduce a bias. At typical breast imaging energies this inaccuracy is probably too low for concern, but it should nevertheless be estimated.
The Liu et al model for MGD provides D g N tables for two field sizes at the image plane; 90 × 90 mm 2 (representing spot magnification) and 140 × 220 mm 2 (representing regular magnification). Given the prevalent systems of that era, only the spectra emitted by a Mo/Mo x-ray source were considered. In addition, the breast glandularity was modelled as ranging from 25 to 100%. Later, Koutalonis et al (2006) Beckett and Kotre (2000) developed a model of the augmented breast undergoing mammography and used it to determine MGD conversion factors and MGD values for a range of conditions. In their work, the authors developed an estimate of how the breast volume changes after breast augmentation and determined the relationship between compressed breast thickness and breast volume for the augmented breast. They also developed a simple geometric model for the augmented compressed breast in the CC view, which is similar to the semi-cylindrical shape described for the normal breast, but with a smaller semi-cylinder included that represents the breast implant. Becket and Kotre used this model and Monte Carlo methods to obtain g factors for augmented breasts for both silicone and saline implants and for different breast augmentation magnitudes. Using clinical data, the authors compared the resulting estimates of MGD for normal mammograms (n = 1258) and varying thickness to those of augmented breast mammograms (n = 72), finding that for thinner compressed breasts (<60 mm) the MGD is comparable while for thicker breasts the augmented breasts result in considerably lower MGD. This disparity at large compressed breast thicknesses could be due to the low compressibility of the augmented breast in the portion that actually includes the implant. Therefore, although the breast thickness is recorded as high, the portion of the breast tissue that is actually visible outside the projection of the implant is thinner than the recorded thickness, and therefore lower exposure technique is used. It must be noted that this study is from 2000, and therefore it is screen-film based. With current digital mammography systems and AEC systems based on compressed thickness (in some cases) and a pre-acquisition test exposure, the exposure parameters selected would be very different from those studied by Becket and Kotre, and therefore this comparison of MGD might not be applicable to digital mammography.
Breast implants
Dosimetry using physical breast phantoms
For the purposes of breast dosimetry, a breast phantom should be designed so that for the same thickness it approximately simulates the properties of a compressed breast in terms of the number and spectra of the primary and scattered x-rays which leave its lower surface (IAEA 2007) . A phantom so designed can be used as a surrogate for the breast to determine the x-ray spectrum and the tube-current exposure time product which would be selected when the breast is examined under automatic exposure control. The use of specially manufactured breast tissue substitute materials can be considered for phantom construction, but more commonly available (and therefore much cheaper) plastics are often used. Mammographic AEC systems operate in different ways depending upon the manufacturer, but use may be made of the compressed breast thickness, the average signal in a defined region of the image or the signal in the densest region of the image. Ideally, therefore, the phantom thickness should match the breast thickness and the phantom should contain appropriate structure. No such dosimetry phantoms are presently in use.
In the European Guidelines for Quality Assurance in Breast Cancer Screening and Diagnosis (EC 2013) it is recommended that a series of polymethyl methacrylate (PMMA) slabs in the thickness range 20-70 mm are used to simulate breasts in the thickness range 20-90 mm. This follows the work of Dance et al (2000) who used Monte Carlo calculations to determine the thickness of PMMA equivalent to breasts of different thickness for women attending the United Kingdom breast screening programme. Unfortunately, the thickness of PMMA is less than the thickness of the breast which it simulates, which means that additional spacers are required when the phantom is exposed in order to match the breast equivalent thickness. An alternative design of phantom has therefore been suggested by Bouwman et al (2013 Bouwman et al ( , 2015a Bouwman et al ( and 2015b which uses combinations of slabs of PMMA and polyethylene (PE) so that the breast thickness is exactly matched ( figure 16 and tables 1 and 2) .
Because the composition of the PMMA and PMMA/PE phantoms does not exactly match that of the typical breasts being simulated, such phantoms cannot provide an equally good match for all x-ray spectra that may be used for the mammographic examination. This is particularly important for DBT, which is generally performed without a grid, so that the contrib ution of scattered radiation to the image will be substantial. Moreover, the value of the scatter-to-primary ratio will vary with projection angle (Sechopoulos et al 2007b) and at least in principle with the design of the image receptor. Using Monte Carlo based simulations, Bouwman et al (2013) found that when PMMA/PE phantoms are designed to work for both projection imaging (with an anti-scatter grid) and DBT (without an anti-scatter grid) and for a range of x-ray spectra, the deviation in energy absorbed per unit area of the detector when this is compared to that absorbed for the breast being modelled can be as much as 10%. This was considered acceptable for QC purposes where a standard and reproducible methodology is required. In this context it is important to note that for QC, the phantom does not have to simulate the average breast, only a typical breast, and even then, an exact simulation is not necessary.
In the USA, the American College of Radiology (ACR) approach uses the ACR accreditation phantom, which is 45 mm thick, constructed from tissue equivalent materials so as to resemble a 42 mm thick, 50% glandularity breast, and includes test details used to assess image quality (ACR 1999) . Although this phantom was developed for QC testing of screenfilm mammography, its use for QC testing of digital mammography units has continued. The ACR is currently preparing a new QC manual (see section 12) which includes a new ACR accreditation phantom for digital mammography which, as with the current one, will also be used for the dosimetry test included in the QC protocol. 97  30  32  67  40  45  40  45  53  29  50  60  20  60  75  9  70 90 4
Note. Data from Dance et al (2000) . 
National and international protocols
Breast dosimetry is included in all national protocols for the quality assurance or quality control of mammography as well as in the international protocols of the European Guidelines (EC 2013) and the IAEA (2007). It is important to note however, the variety of protocols and data sources used. In their survey of diagnostic reference levels for mammography Suleiman et al (2015) identified publications from 11 countries that used conversion coefficients taken from the work of Dance et al (section 5.1) and 7 that used the conversion coefficients of Wu et al or Boone et al (section 5.2) . For the actual measurement protocols themselves there was variation between ACR (1999) and IPEM (2005) , European and IAEA protocols, although the latter three are quite similar. It should be noted that in the USA, the ACR Quality Control Manual only applies to screen-film mammography, which in essence is now retired in that country. As noted in section 11, the ACR is preparing a new QC manual for digital mammography. This is expected to be published in mid-2016, but in the meanwhile each manufacturer of digital mammography systems is required to develop its own QC manual.
For measurements using phantoms there are important differences between these protocols. The ACR approach uses the ACR accreditation phantom described above. The other protocols use PMMA slabs which can have either a standard thickness, or measurements may be made for a series of thicknesses. The method of measuring the incident air kerma is also different. The distance of the dosimeter from the chest wall is important because of the heel effect, and the distance specified is not standard across protocols, varying between 40 and 60 mm. In the current ACR protocol, the incident air kerma is calculated from measurements with a dosimeter placed at the side of the phantom and in contact with the compression paddle whereas in the other protocols it is calculated from measurements of tube output and the tube current-exposure time product for exposure of the phantom. Some of the latter protocols do not identify where the output measurements should be made in relation to the compression paddle, but in the latest version of the European protocol (EC 2013) it is made clear that the measurement should be made with the dosimeter in contact with the paddle.
For the ACR protocol, the work of Wu et al (1994) was adapted for the tables to convert incident exposure to MGD. These tables are used to estimate the MGD to an 'average' breast, which is represented by the ACR accreditation phantom, and the MGD estimated using the measured exposure as described above is required to be below 3 mGy.
DBT is a much newer modality than 2D mammography, but two protocols are available. The first, produced by the AAPM , is based on the conversion factors of Sechopoulos et al (2007a Sechopoulos et al ( , 2008 , and the second European-based draft-protocol Dance et al (2011) . There are important differences between the two protocols as they use very different positions of the dosimeter for the measurement of air kerma.
There are no well-established dosimetry protocols for breast CT. This is a modality that is not yet widely used.
It will be clear from this discussion that although there exist well-established and well used protocols for dosimetry of mammography, they differ in many details, and care must be taken when comparing results using them. Similarly there will be differences in dose assessments made using the AAPM and European protocols for DBT.
Results of breast dose measurement
There is a large literature giving values of breast dose assessed from patient surveys and phantom based measurements. Values of the dose depend upon many factors and even for a given system change with time as manufacturers or users alter the operating conditions for the equipment. In this review we therefore restrict ourselves to some illustrative examples and to a comparison of patient-based and phantom-based assessments. We do not discuss diagnostic reference levels for which a review has recently been published by Suleiman et al (2015) . Figure 17 shows the variation of the MGD for standard mammography with breast thickness based on a large United Kingdom survey of data from 419 x-ray sets over the period 2010-2012 (Young and Oduko 2016) . The data illustrate well the decrease in dose when changing from screen-film to DR systems, and that the dose for the CR systems included in the survey was higher than that for screen-film. The average values of the MGD in the MLO projection for all DR, screen-film and CR systems in the survey were 1.58 mGy (278 systems), 2.11 mGy (160 systems) and 2.52 mGy (9 systems), respectively. These MGD values and the differences between them become larger with increasing compressed breast thickness. For the same three types of system the average doses for 90 mm thick compressed breasts were 2.46 mGy, 4.59 mGy and 6.34 mGy respectively. There was a large variation among the values of the MGD for different manufacturers' DR systems. This is also illustrated in figure 17 .
The data in figure 17 are averages taken over all breasts of a given thickness. However, for a given x-ray spectrum and breast thickness there will be considerable variation arising from differences in glandularity and AEC selected operating parameters. This is illustrated in figure 18 for a particular mammography system with both 2D and DBT imaging capability. The wider spread in doses for the 2D mode suggests that the AEC system for that mode allows better tuning to the particular breast being imaged than for the DBT mode. In this particular example, the dose for DBT is similar to that for the 2D mode, but it is not possible to generalise this result. The actual doses for the two modes will depend upon choices made by the manufacturer and user, and both may change with time as the equipment technology and user experience and requirements develop. The large variation in dose for a given breast thickness shown in figure 18 is, as noted above, due to both differences in breast glandularity and the fact that AEC systems can now take account of variations in signal over the image, for example some systems can ensure that the signal-to-noise ratio in a dense area of the image is sufficiently high. As a consequence it can be expected that breast phantoms which produce a homogeneous image will not necessarily give the same value of the MGD as that for a patient series at the same breast thickness. Any such differences may in fact be increased by any compromises necessary in the original design of the phantom designed to work well for a range of spectra and, possibly, for both mammography and DBT modalities. Such differences have been studied for PMMA phantoms and mammography by Kelaranta et al (2015) and for PMMA and PMMA/PE phantoms for mammography and DBT imaging by Bouwman et al (2015a) . Table 3 gives average values of the ratio of the patient to phantom MGD for five systems with mammography and DBT capability taken from Bouwman et al. The ratios are given separately for PMMA and PMMA/ PE phantoms and it would appear that given the above mentioned limitation of the phantombased approach, quite good agreement has been achieved. However, as Kelaranta et al point out, a single homogeneous phantom of a given thickness cannot be used to study the variation of MGD at a given breast thickness due to variations in the exposure parameters selected by the AEC for different breasts of the same thickness. It also follows from the differences in the ratios shown in table 3 that comparisons of patient MGD values should not be based on comparisons of phantom-based MGD values. This is true both when comparing different systems for the same modality and when comparing mammography and DBT modalities (Bouwman et al 2015a) . Although the existing phantoms are perfectly adequate for QC purposes, it is clear that there remains a need for an improved design of phantoms or phantoms which facilitate the study and simulation of the range of exposure parameters which occur in practice for breasts of a given thickness.
Since DBCT is a much younger technology, and there is only one commercial system currently approved for clinical use, there are a lot less data on patient dose for DBCT acquisitions, and these data are based on a lower number of patients. For groups focused on DBCT development for screening, the patient dose values are set prior to imaging to match those of 2-view mammography, using previously published data, as mentioned earlier (Boone et al 2005) . However, for groups that are investigating the use of this technology for other clinical applications, such as diagnostic work-up or staging, understanding the resulting patient dose is a retrospective and important exercise. One comprehensive evaluation of patient dose from DBCT for diagnosis has been published that estimated the breast dose from DBCT and compared it to estimates of the breast dose from all the mammographic diag nostic work-up views acquired for the same patients (Vedantham et al 2013) . Table 4 shows a compariso n from that study of the DBCT dose to the mammographic work-up dose. For the DBCT dose, the glandularity of the breast was estimated from the image itself and the D g N CT values were based on those of Sechopoulos et al (2010) . For the mammographic MGD estimates, Vedantham et al used the MGD from the DICOM header, which assumes a 50% glandularity, and also estimated the MGD assuming a 15% glandularity, the median glandularity found from DBCT. In this table we include only the 15% glandularity-based values. As can be seen, the MGD from a single DBCT acquisition is comparable to the total MGD for diagnostic work-up, with a similar mean value and a narrower range of values.
Alternative methods of dose measurement
Standard breast dosimetry methods for mammography, DBT and DBCT involve the calculation of the incident air kerma using ion chamber-or solid state-based dosimeter measurements before or after actual image acquisition. Some investigators, however, have proposed that the incident air kerma could be measured in real time or in vivo with dosimeters placed in the field of view during each breast image acquisition. For this measurement, there have been studies using dosimeters based on metal oxide semiconductor field effect transistors (MOSFET) (Dong et al 2002 , Benevides and Hintenlang 2006 , Cavagnetto et al 2013 , thermoluminescence (TLD) (Bastos et al 2011) , radioluminescence (RL) (Benevides et al 2007) , and both RL and optically stimulated luminescence (OSL) (Aznar et al 2005) . In general, these studies have shown that the use of these different technologies is feasible for the measurement of air kerma during each acquisition, reaching, in most cases, a good level of agreement with ion chamber dosimeter measurements. However, given the stability of tube output generally seen in current mammography systems, the need for real time monitoring of incident air kerma is not clear.
Studies have also been performed for internal dosimetry within breast phantoms. The use of small TLD chips has been reported to characterize not only entrance dose (López-Pineda et al 2014) but also percentage depth dose (PDD) and its variation with spectral characteristics (Camargo-Mendoza et al 2011, Sharma et al 2012) . TLD dosimetry has also been used to study the internal dose distribution in breast phantoms in DBCT (Russo et al 2010) . Di Maria et al (2011) compared the MGD estimates from Monte Carlo simulations, using MCNPX and Penelope, and Wu et al's tables to measurements using TLDs and breast phantoms. Agreement within 15% was found between the computational results and the TLD measurements. Given the difficulties and inherent uncertainties in this type of measurement and the necessary assumptions and simplifications in the computer simulations, this level of agreement is considered very good.
Experimental measurements of breast dosimetry have also been performed using radiochromic film. Soliman and Bakkari (2015) found that radiochromic film was not sensitive enough to measure entrance skin dose in mammography. However, radiochromic film has been used to characterize the dose distribution inside phantoms in contrast enhanced digital mammography (Hwang et al 2014) and in DBCT (Crotty et al 2010 , 2011 , Russo et al 2010 .
Discussion and future work
In this paper we have reviewed the development of methods of breast dosimetry for mammography, DBT and DBCT whilst also discussing the data which are available for modelling the female breast. We have considered the implementation of these methods in national protocols giving illustrative examples of the breast dose for some modalities. It is clear that the methodologies used have developed considerably during the time period considered, but further work is still required to improve the modelling and dose estimation processes.
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The IAEA has stated in report TRS 457 (IAEA 2007 ) that for the absolute estimation of the stochastic risk arising from the use of x-rays in diagnostic radiology, an accuracy of 20% at the 95% confidence level is appropriate for the uncertainty in the estimation of dose. For the comparative estimation of risk (i.e. for dose comparisons and for system optimisation) they state that an accuracy of 7% (again at the 95% confidence level) is appropriate. They also suggest that an accuracy of 7% is appropriate for quality assurance purposes. For breast imaging with x-rays these levels of uncertainty can be achieved for the measurement of air kerma, but there are systematic errors associated with the computational models used for the calculation of the conversion factors which relate air kerma to MGD. For dose comparisons, optimisations and quality assurance/quality control, these systematic errors may not be important provided they are not too large and are similar for the conditions being compared or monitored. There are various sources of these systematic errors. Firstly there is uncertainty in the composition and density of the tissues within the breast, which are based on just a few samples measured by Hammerstein et al in 1979 . Various measurements of the attenuation offered by breast tissues are available in the literature for limited sample sets, but there are inconsistencies, and further measurements of these very basic properties of breast tissue are desirable. Secondly, and more importantly, very simple models of the breast have been used for the two most widely-used compilations of MGD conversion coefficients, and these models only represent the acquisition of the CC view. Further, because the two compilations are based on different breast models and follow different protocols for the measurement of incident air kerma, the resulting values of the MGD should not be directly compared. Nevertheless, it should be noted that each approach has been very successful as a tool to compare, control or optimise the doses from different equipment, centres and countries (through the use of national and international protocols).
Notwithstanding the practical success of the simple breast models and associated protocols, recent work using model breasts derived from patient DBCT examinations has shown that on average the use of the simple breast models overestimates the breast dose by about 30% . Two conclusions follow from this. Firstly, it is desirable that the presently used MGD conversion factors are replaced with factors which give on average the correct average population breast dose. New breast models will need to be agreed and developed for this purpose. Secondly, and in parallel with this, it is suggested that a new breast dosimetry protocol be developed, which uses the new factors. Finally, the new protocol should be promoted so that it is adopted and used world-wide, thus avoiding the confusion which presently arises because of the use of different protocols.
Using realistic breast models derived from DBCT, Sechopoulos et al (2012) found that the standard homogeneous tissue assumption could give rise to an individual breast dose error of almost 120%. The concept of patient specific dosimetry was therefore introduced in section 9. It is demonstrated there that patient specific dosimetry might in the future be possible for DBT and for DBCT. This would allow the collection of series of individualised breast doses which might be used for quality control in the same way as present model-based patient dose estimates.
The use of simple phantoms which are used to simulate the breast in order to obtain the exposure parameters needed for the calculation of MGD has also been reviewed. Such phantoms do not need to simulate an average breast but should be sufficiently representative that the exposures obtained fall within the normal range for the particular breast thickness being simulated. The design of such phantoms is a challenge as they must provide a good simulation over a range of beam qualities, and perhaps also for both mammography and DBT. Various phantom designs are routinely used. However, because of the increasing sophistication of AEC systems which may take into account the signal and or noise values in a region of interest Topical Review Phys. Med. Biol. 61 (2016) R271 R300 in a pre-exposure, the exposure parameters selected may not be close to those for a typical breast of the same thickness, and any differences may be equipment dependent. There is thus a need for an improved phantom design, with some added complexity. If the constraint of low cost is added, this may be difficult to achieve.
Given the above mentioned issues and limitations of the current breast dosimetry methods, the American Association of Physicists in Medicine and the European Federation of Medical Physics have formed a joint workgroup to develop a new methodology to estimate breast dose. This model will address both prospective (phantom) and retrospective (patient) dosimetry for mammography, DBT, and other imaging techniques, such as CEDM.
Finally, although there is continuing and justified interest in the dosimetry of diagnostic examinations of the breast using x-rays, it is important to point out that the risk for an individual breast exposure is small. As stated in the introduction, we estimate that the lifetime risk of radiation induced breast cancer for a 50 year old woman receiving a dose of 3 mGy to each breast is 3 in 100 000. There is good evidence that for the same x-ray spectrum, the detection of breast calcification decreases with decreasing dose (e.g. Warren et al 2012) and it is important to ensure in any optimisation programme that sufficient clinical image quality is achieved and maintained. A comprehensive, accurate understanding of the dose involved in breast imaging, especially in screening, is important, but achieving and maintaining the necessary image quality for clinical performance should drive protocol design decisions.
