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A conjecture of Sauer and Spencer states that any graph G on n vertices with minimum
degree at least ~n contains any graph H on n vertices with maximum degree 2 or less. This
conjecture is proven here for all sufficiently large n.
1. Introduction
All graphs considered here are finite and have no loops and no parallel edges.
A 2-factor of a graph G is a 2-regular spanning subgraph of G, i.e. a spanning
subgraph, every connected component of which is a cycle. In the following discussion
Ck will always denote a cycle of k vertices.
Corradi and Hajnal [8] proved that any graph G on at least 3k vertices with
minimum degree at least 2k contains k vertex disjoint cycles. In particular, a graph on
n = 3k vertices with minimum degree at least in contains a 2-factor consisting of
k vertex disjoint triangles. It is easy to see that this is tight, as the complete 3-partite
graph with vertex classes of sizes k - 1, k and k + 1 has minimum degree in - 1 and
does not contain k vertex disjoint triangles. The problem of determining the best
possible minimum degree of a graph G that ensures it contains a 2-factor of a pre-
scribed type has been considered by various researchers. Sauer and Spencer [10]
proved that any graph with n vertices and minimum degree at least ~n contains any
graph H on n vertices with maximum degree 2 or less. They conjectured that the same
can be guaranteed by minimum degree at least in:
Conjecture 1.1 (Sauer and Spencer [10]). Any graph G with n vertices and minimum
degree at least jn contains any graph H on n vertices with maximum degree 2 or less.
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Note that any graph H with maximum degree 2 or less is contained in a graph (on the
same number of vertices) consisting of vertex disjoint cycles and possibly either one
isolated edge or one isolated vertex. Indeed, if H contains non-cycle components
(which can be only isolated vertices or paths) whose total number of vertices is at least
3, these components can be joined to create a cycle. If H contains only 2 isolated
vertices, these can be joined by an edge.
Here we prove Conjecture 1.1 for all sufficiently large n, as stated in the
following.
Theorem 1.2. There exists an integer N such that any graph G with n > N vertices and
minimum degree at least in, contains any graph H on n vertices with maximum degree
2 or less.
A much stronger conjecture is the one of EI-Zahar [9]. This conjecture states that in
order for a graph G on n vertices to contain a 2-factor consisting of I vertex disjoint
cycles CIl, satisfying I:~ 1 ni = n, minimum degree I:= 1 I nd2l suffices. Another gener-
alization of Conjecture 1.1 is the one of Bollobas and Eldridge [5], which deals with
subgraphs with a larger maximum degree. This conjecture states that if HI and H 2 are
two graphs on n vertices whose maximum degrees are .1 1 and .1 2 , respectively, where
(.1 1 + 1)(.1 2 + 1) :s; n + 1, then the complete graph on n vertices contains edge dis-
joint copies of HI and H 2'
In the rest of the paper we present the proof of Theorem 1.2. The proof combines
combinatorial and probabilistic arguments together with an asymptotic result proven
in [2].
2. Outline and preliminaries
Here is an outline of the rest of the paper. We may always assume that H consists of
vertex disjoint cycles, and possibly either one extra isolated edge or one extra isolated
vertex. We consider several cases according to the sizes of the components of the
graph H involved. The case of H consisting of triangles only was proven by
Corrady and Hajnal in [8]. The case of H consisting of non-triangle cycles of a
bounded size is treated in Section 4, and the case when H consists of sufficiently large
cycles is treated in Section 5. The last two cases are joined together for dealing
with all graphs H consisting of non-triangle components, and then this is joined
together with the triangle case. The case when many but not all of the components
are triangles requires special attention, and is treated in Section 3. The possibility of
having an extra edge or vertex poses no real problem. The method of presen-
tation used here is aimed at simplicity rather than the optimization of the con-
stant N. To simplify further the presentation we omit all floor and ceiling signs
whenever the implicit assumption that a certain quantity is integral makes no
essential difference.
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During the proof of the various cases we often encounter a need to treat some of the
cycle components individually. This is done by the following lemma of Bondy.
Lemma 2.1 (Bondy [6]). Any graph H on m vertices with minimum degree exceeding
ml2 contains a cycle of length i for all 3 ~ i ~ m.
For the treatment of the non-triangle cases, and for joining of the different cases, we
need a way of splitting a graph into two subgraphs such that the relative minimal
degree of each induced subgraph as well as that of the corresponding bipartite
subgraph is not much lower than the original relative degree. For this we need the
following lemma.
Lemma 2.2 (Chvatal [7]). Let
F(n,y,k,6) = cr 1 (Yi~k e;)C\-_y;n)
denote the probability that a random subset of k elements out of n, yn of which are
marked, contains at most (y - 6)k marked elements; then
F( k -,) ~ 2b'kn, y, ,u ...., e- .
From this lemma we can prove the following result.
Lemma 2.3. For any fixed c > 0, there exists a constant N = N(c) such that if G is
a graph on n > N vertices with minimum degree at least em, and k, I are two integers
satisfying k ~ en, I ~ en and k + I = n, then there exists a partition ofthe vertex group oj
G into two groups A, B of sizes k, I, respectively, such that any vertex of G has at least
(IX - n- 1/ 3 )k neighbours in A and at least (IX - n- 1/ 3 )1 neighbours in B.
Proof. Choose a partition of the vertices of G into groups A, B of sizes k, I randomly,
each possible partition being equally likely. Let v be a vertex of G. By Lemma 2.2, the
probability that less than (IX - n- 1/ 3 )k of its neighbours lie in A is at most
e _2n-
213
k ~ e -2m I13 • A similar estimate applies to the neighbours of v in B, so the
probability that any of these is not satisfied for some vertex in G is at most 2ne _2En I13 •
We can now choose N such that for n > N this probability is less than 1, and the
required partition exists. 0
Since the following special case of Lemma 2.3 will be used extensively, for the
simplicity of the presentation we state it separately.
Corollary 2.4. For any fixed c > 0, IX > [3 > 0, there exists a constant N = N(c, IX, [3)
such that ifG is a graph on n > N vertices ofminimum degree at least IXn, and k, Iare two
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integers satisfying k ~ en, I ~ en and k + I = n, then there exists a partition ofthe vertex
group ofG into two groups A, B ofsizes k, I, respectively, such that any vertex ofG has at
least 13k neighbours in A and at least {31 neighbours in B.
3. Graphs with many triangles
In this section we prove the following simple result.
Proposition 3.1. If the minimum degree of a graph G on n vertices is at least in, then
G contains any graph H on n vertices with maximum degree 2 or less in which the
non-triangle components occupy no more than j- n vertices.
This proposition is of some interest in itself, as it is the only one proven for all n.
We need the following result ofComidy and Hajnal, mentioned in the introduction.
Lemma 3.2 (Corradi and Hajnal [8]). Any graph G with n = 3k vertices and minimum
degree at least 2k contains k vertex disjoint triangles.
We now prove Proposition 3.1 by induction on the number of vertices in the
non-triangle components of H. Denote this number by k. As stated before, we may
and will assume that all components are cycles except possibly a single edge or a single
vertex.
The case k ~ 2: For k = 0, this is Lemma 3.2. For k = 1, remove a vertex from the
graph. Since n == 1(mod 3), the remaining subgraph still satisfies the conditions of
Lemma 3.2, so all required (n - 1)/3 triangles can be found. For k = 2, add a new
vertex Va joining it to all other vertices of the graph. Apply Lemma 3.2, and then
remove Va to obtain (n - 2)/3 triangles plus an isolated edge.
The induction step: We prove the proposition for k + 3 ~ n/3, provided it is known
for k. Since k + 3 ~ 3, there must be a non-triangle component which is a cycle, C. If
C is a square, replace it by a triangle plus a vertex and use the induction hypothesis to
find an appropriate subgraph. Now take the vertex, Vl, and find a triangle to which it
is connected by at least 2 edges, forming a square. The average number of neighbours
of Vl in a triangle is at least (i n + 1 - k )/j(n - k), and for k < jn this is larger than 1,
ensuring a triangle to which Vl is connected by at least 2 edges. If C is a cycle Cm for
m > 4, replace it by a triangle plus a Cm - 3 or an isolated edge if m = 5, and find the
appropriate subgraph by the induction hypothesis. Now choose an edge from the
Cm - 3 or take the isolated edge ifm = 5, and find a triangle to which it is connected by
four edges, forming the required Cm' The average number of edges from the two
vertices Vl' V2 of the edge to a triangle is at least (j-n + 2 - 2k)/j(n - k), and for
k < j-n this is larger than 3, ensuring a triangle to which the edge is connected four
times.
This completes the proof of Proposition 3.1. D
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4. 2-factors with bounded non-triangle components
In this section we prove the following.
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Proposition 4.1. For every m there exists an I} = I}(m) > 0 and N = N(m) such that any
graph G with n > N vertices and minimum degree d ~ (~-I})n contains any 2-factor
whose components are in the range C4 , •.. , Cm'
Most of the cycles required in the proposition are extracted from copies of the
complete 3-partite graph on h-sized classes for h large enough, and in order to obtain
these copies we need the following lemma.
Lemma 4.2 (Alon and Yuster [2]). For every I: > 0 and integers c, h there exists an
N = N(I:, C, h) such that any graph with n > N vertices and minimum degree
d ~ ((c - 1)/c)n contains at least (1 - I:)n/ch vertex disjoint copies of the complete
c-partite graph with h vertices in each color class.
Corollary 4.3. For every I} > 0 and integer h there exists an N = N(I}, h) such that any
graph with n > N vertices and minimum degree d ~ (~-I})n contains at least
(l - 10hl})n/3h vertex disjoint copies of Kh,h,h, the complete 3-partite graph with
h vertices in each class.
Proof. Set N to be N(hl}, 3, h) as in Lemma 4.2. For a graph G with n > N vertices and
minimum degree d ~ (~ - I})n, add 1= 31}n new vertices Vb .. , ,Vz to the graph,joining
them to all other vertices. Now use Lemma 4.2 to find (more than) (1 - hl})n/3h copies
of Kh,h,h, and discard the ones containing vertices from Vb"" vz· 0
To deal with the few remaining vertices in G, these will be grouped with other
vertices selected in advance to ensure the matching of each vertex to a class of a copy
of Kh,h,h in a way that will enable the extraction of cycles. For this matching we will
utilize the following simple consequence of Hall's theorem (see e.g. [4]).
Lemma 4.4. If G is a bipartite graph on the vertex classes Vb V1 satisfying
IV1 1 = IV11 = t with minimum degree at least it, G contains a perfect matching (i.e. it
contains t vertex disjoint edges).
To organize the components of the 2-factor into extractable groups, we need the
following simple lemma.
Lemma 4.5. If nl, ... ,nz are integers satisfying 1 ~ nj ~ m, then the index group
{1, ... , l} can be partitioned into subgroups Io, ... , I j such that Lj E 10 nj < 3mm!, and each
Ik,O < k ~ j, is a group of size 3m!/sfor some 1 ~ s ~ m satisfying ni = s for all i E I j •
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Proof. For j > 0 we construct the groups I j one by one. Once a new I j cannot be
constructed, the remaining integers ni contain less than 3m! I's, 3m!/2 2's, and so on.
Putting all those in 10 yields the desired result. 0
We now prove Proposition 4.1. Set h = m! - 1, 1] = 1/450hm!, and N =
max{1]-13mm!,No,(3m!/(3m! - 1))Nd + 3mm! where No = N(14/15m!,~ - 21],
~ - 31]) as in Corollary 2.4, N1 = N(31],h) as in Corollary 4.3.
Let G be a graph on n > N vertices with minimum degree at least (~ - 1])n, and let
H be a 2-factor on n vertices, all of whose components are cycles of sizes ranging from
4 to m. We use Lemma 4.5 to partition these into groups 10"" ,Ij, the total size of the
components in 10 being less than 3mm! and each of the groups 11 , ... , I j being a group
of cycles of equal size, whose total size is 3m!.
We pick out the cycles in 10 one by one, using Lemma 2.1 for that purpose. Denote
the remaining induced subgraph of G by R. It is clear that R is a graph on 3jm!
vertices, and that its minimum degree is at least (~- 21])n ;?: (~- 21])1 RI.
We now partition the vertex group of R using Corollary 2.4 into groups A, B of sizes
k = 3(m! - ~t)j, I = 154 j, respectively, so that each vertex of G has at least (~ - 3IJ)k
neighbours in A and (}- 31'01 neighbours in B.
We find in the induced subgraph on A'(1 - 30h1])(k/3h) copies of Kh,h,h using
Corollary 4.3, and keep j of them, adding the remaining ~ j vertices to B. Denote this
union by V, and denote the group of all color classes of the retained copies of K h, h,h by
C. Note that by the choice of the parameters 30hIJm! = /5, hence (1 - 30hIJ)(k/3h) > j,
and hence the last step is possible.
Define a bipartite graph with color classes V, C as follows: v E V is connected
to C E C iff the vertex v is connected to at least two vertices of the color class c.
Note that IVI = ICI = 3j. We now claim that the minimum degree of this graph
is at least ~j: Each vertex v E V is connected to at least ~j vertices of C since
by the choice of the parameters v has more than (~- 31] - l;h)k > 17Zk > ~(1 + {)jh
neighbours in the set of all vertices of R in the classes C E C. Each C E C is con-
nected to at least h vertices of V since C contains at least 6 vertices of R, each
of which is by the choice of the parameters connected to at least (~ - 31]) 154 j > i ~ j
vertices of V.
Therefore by Lemma 4.4, there is a perfect matching between C and V, and hence
R contains j pairwise vertex disjoint copies of K, K being the graph on 3m! vertices
consisting of a copy of Kh,h,h on the color classes CO,C1,CZ plus 3 extra vertices,
denoted by Vo, V1, Vz, such that for each k E {O, 1, 2}, Vk is adjacent to two vertices in Ck'
From these subgraphs all cycles in 11 , •.• , I j are extracted as follows.
To extract the cycles of Ii for 1 ~ i ~j, we consider a copy of K. For each
k E {O, 1, 2}, we consider a triple (xo, Xl, Xz) == (k, k + 1, k + 2)(mod 3). We now show
how to extract mIls cycles of size s for each of these three triples.
For the first cycle, if s is even we use vXo ' s/2 vertices from cXo including the two
neighbours of vXo ' and s/2 - 1 vertices from cx" If s is odd, s ;?: 5, we use vxo'(s - 1)/2
vertices from cXo including the two neighbours of vxo'(s - 3)/2 vertices from cx" and
a single vertex from cx" For each of the remaining mIls - 1 cycles, if s is even we use
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s/2 vertices from CXo and cx,. If s is odd, we use (s - 1)/2 vertices from cXo and cx" and
a single vertex from cx,'
It is easily seen that this process can be applied to each k E {O, 1, 2}, thereby
extracting all of the cycles in Ii from a copy of K. This means that all of the cycles in
I 1 , ••• , I j are found in R. All components of H being found now, this ends the proof of
Proposition 4.1. 0
5. 2-factors with large components
The following is proved in this section.
Proposition 5.1. For every t; > °there exists an N = N(t;) such that any graph G with
n > N vertices and minimum degree d ~ (4 + t;)n contains any 21actor in which each
component is of size at least N.
Note that this proposition resembles the conjecture of EI-Zahar, as it states that the
required minimal degree of G is close to 4n as the components of the 2-factor get
larger. The proof uses a 'divide and conquer' approach similar to the one used in [1].
Given t; > 0, set e= min {4, ~}. Let G be a graph with n vertices, and let nl, ... , nl be
a partition of n with ni ~ N, N = N(t;) to be determined later. Note that in particular
n > N. We shall now prove that G contains the 2-factor whose components are
C1, ... , Ch ICd = n;, thereby proving Proposition 5.1.
Let nl be the largest ni' There are two possible cases.
Case 1: If nl ~ (1 - e)n then by Lemma 2.1 for all i > 1 we can choose the cycles
Ci one by one, and since the minimum degree will not decrease by more than en during
this process, it will still be large enough after each stage to allow the process to end.
Once it ends there is still a Hamilton cycle C1 on the remaining vertices, by Dirac's
Theorem (or by Lemma 2.1), completing the proof in this case.
Case 2: Iffor all ni, ni < (1 - e)n, then, since e~ t we can partition the index group
{1, ... , I} into two groups I, J such that
I ni ~ (1 -l)n and
iEI
Define
I nj ~ (1 - e)n .jEJ
and nJ = I nj'jEJ
For any graph H, define the normalized minimum degree D(H) to be the minimum
degree of H divided by the number of its vertices. By assumption, D(G) ~ 4+ t;.
According to Lemma 2.3 for n > No, No = No(S), there exists a partition of the
vertices of G into two groups GJ, GJ of cardinalities nI and n], respectively, such that
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the normalized minimum degrees of the induced subgraphs satisfy
Now we can continue to apply the same splitting procedure to each of the
subgraphs and its required partition as long as Case 2 holds. Since each time the
number of vertices is reduced by at least a factor of 1 - g, and since the process
terminates before n ~ N, it follows that for each final induced subgraph H, the
appropriate D(H) is at least
00 ((1 _g)i )1 /3 1
D(G) - i~ N = D(G) - 1 _ (1 _ g)1 /3N- 1f3.
IfN > No is large enough, the last quantity is larger than i + g, and hence the required
cycles can be found as in the first case, thereby proving Proposition 5.1. 0
6. The proof of the main result
We begin by combining the cases of the last two sections, incorporating also the
possibility of a single edge or a single vertex.
Corollary 6.1. There exist an I] > 0 and an integer N such that any graph G on n > N
vertices with minimum degree at least (j - I])n contains any graph H with maximum
degree 2 or less containing no triangles.
Proof. Set m = N( /z) as in Proposition 5.1 and I] = minU6' jl]o}, 1]0 = I](m) as in
Proposition 4.1. Set N = max{21]-Z,I]-1(No + 2),Nd, where No = N(m) as in
Proposition 4.1, and N1 = N(I], j - 1], j - 21]) as in Corollary 2.4, We deal with three
possible cases.
Case 1: If the total size of all components of size larger than m is less than I]n, we
pick these out one by one using Lemma 2.1. Then the isolated edge or vertex, if
needed, is picked out. By the choice of the parameters the remaining induced
subgraph of G still satisfies the conditions of Proposition 4.1 required to find the
remaining components.
Case 2: If the total size of all components in C4 , •.. , Cm is less than I]n, we pick
these out one by one using Lemma 2.1, and then the isolated edge or vertex,
if needed, is picked out. By the choice of the parameters the remaining sub-
graph satisfies the conditions or' Proposition 5.1 required to find the remaining
components.
Case 3: Let k be the total size of all components of size larger than m, and let I be
n - k. If both k, I are at least I]n, we split G using Corollary 2.4 into two induced
subgraphs A,B of sizes k,l, with minimum degrees at least (j - 21])k,(j - 21])/,
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respectively. A satisfies the conditions of Proposition 5.1 required to pick out all
components of size larger than m. From B we pick the isolated edge or vertex if
needed. The remaining induced subgraph still satisfies the conditions of Proposition
4.1 required to find the remaining components.
All possible cases being covered, this completes the proof of the corollary. 0
For finding subgraphs containing triangles, we have to pick most of those triangles
out of a graph Gof minimum degree a little less than ~IGI. For this we use the
following simple corollary of Lemma 3.2.
Corollary 6.2. Any graph G on n = 3k vertices with minimum degree at least 2k - IJn
contains at least k - 2IJn vertex disjoint triangles.
Proof. Add 1= 3IJn new vertices Vb ... , VI to G, connecting them to all other vertices.
Apply Lemma 3.2 to find k + IJn triangles, and discard the ones containing any of the
vertices V1' ... , VI. D
Proof of Theorem 1.2. Set A = /11J, IJ as in Corollary 6.1. Set N = max {A -1 No, Nd,
where No is the integer of Corollary 6.1 and N1 = N(Ajj - ..1. 2 ) as in Corollary 2.4.
Let G be a graph on n > N vertices with minimum degree at least ~n, and let H
be a graph on n vertices with maximum degree 2 or less. We deal with three possible
cases.
Case 1. If the total size of all non-triangle components in H is less than An( <%n),
the fact that G contains H is guaranteed by Proposition 3.1.
Case 2. If the total size of all triangle components is less than An, we pick out
the triangles one by one using Lemma 2.1. The remaining induced subgraph of
G satisfies the conditions of Corollary 6.1 required to find all remaining components
of H.
Case 3. Let k be the total size of all triangle components, and let 1be n - k. If both
k,l are at least An, we split the vertex group of G using Corollary 2.4 into subgroups
A, B of sizes k, 1, respectively, so that each vertex of G has at least (~ - A2 )k neighbours
in A and at least (~ - ..1. 2 ) 1neighbours in B. Out of the induced subgraph of G on A we
pick out all but less than 2..1. 2 1< 2..1. 2 n triangles using Corollary 6.2, and add the
remaining vertices; denote their number by j, to B. Denote the induced subgraph on
the union of B with these vertices by L. It is easily seen that j ~ 6..1. IB I ~ 6..1. IL I, and
that by the choice of the parameters L has at least No + j vertices and minimum
degree more than (~- 5A)ILI ~ (~-1])ILI + j. We pick out from L all the remaining
j j triangles one by one using Lemma 2.1. The remaining induced subgraph of
L satisfies then the conditions of Corollary 6.1, and hence contains the remaining
components of H.
All cases being covered, this completes the proof of our theorem. D
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7. Concluding remarks
• It would be interesting to prove or disprove Conjecture 1.1 for all n. Since the
proof given here depends heavily on Lemma 4.2, which is proved using the
Regularity Lemma of Szemeredi [11], the bound it provides on the integer N is very
large.
• The assertion of Conjecture 1.1 for 2-regular H with at most 3 connected com-
ponents follows from the results in [9, 12]. Proposition 5.1 may be used to prove the
following more general asymptotic result.
Corollary 7.1. For every integer I and every 8 > °there exists N = N(l,8), such that any
graph G with n > N vertices and minimum degree at least (i + 8)n contains any 2-factor
H with I components.
Proof. Set N = /8- 1 No(8j/), No being the function in Proposition 5.1. Suppose that
G is a graph with n > N vertices and minimum degree at least (-} + 8)n, and that
nl, ... , nl is a partition of n. For all 1 ~ j ~ I satisfying nj ~ (8j/)n, apply Lemma 2.1 to
pick a cycle of length nj' Each remaining integer nk satisfies nk > No, and the
remaining induced subgraph has the minimum degree required to apply
Proposition 5.1 for finding all the remaining required cycles. D
• The conjecture of El-Zahar implies in particular that a graph G with n vertices
and minimum degree in contains any 2-factor consisting of even cycles only.
In [3] it is proven that for any fixed integer h and any 8> 0, there exist N = N(h,8)
such that any graph with n = 2kh > N vertices and minimum degree at least(i + 8)n contains k vertex disjoint copies of Kh,h' Combining this with
Proposition 5.1 in a similar manner as done in the proof of Corollary 6.1, we
obtain that any graph G with n > Nl (8) vertices and minimum degree at least(i + 8)n contains any bipartite graph H with n vertices and maximum degree
2 or less.
• Define the 'El-Zahar Function' 8(1]) as follows: 8(1]) = limn_ oo 8~.n,8~.n being the
minimum value required to ensure that any graph G with n vertices and minimum
degree at least i(l + 8~.n)n contains every 2-factor with no more than I]n odd cycles.
The conjecture of El-Zahar [9], if true, implies that 8(1]) = 1]. The proof of Proposi-
tion 5.1, together with the result mentioned in the preceding remark, implies that
8(1]) is bounded by a (smaller than 1) power of 1]. It would be interesting to prove
a linear bound on 8(1]), by an appropriate extension of the methods used here, or by
some other means.
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