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Optimal Tilings and Best Basis Search in Large
Dictionaries.
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Abstract—We develop a new framework of multitree dictio-
naries which include many previously proposed dictionaries as
special cases. We show how to efﬁciently ﬁnd the best object in
a multitree dictionary using a recursive dynamic programming
algorithm. We apply our framework to ﬁnd the best rectangular
tiling of an image domain.
I. INTRODUCTION.
Over the last ten years, a number of research efforts have
concentrated on developing adaptive algorithms for represent-
ing and approximating signals in overcomplete dictionaries.
Some examples are best basis search in dyadic wavelet packet
trees and dyadic local cosine trees [3], matching pursuit
[14] and its variants, and basis pursuit [2]. The applications
of such algorithms include compression [18], extraction of
time-frequency features [4], [6], [20] and geometric features
[10], noise removal [11], [12], [16], [17], and others. The
ultimate objective of these efforts is to adaptively compute
a parsimonious representation at a low computational cost.
Among the aforementioned methods, the best basis search
algorithms have the lowest complexity. The original paper on
best basis search [3] considered the wavelet packet bases and
bases of local cosines on dyadic intervals. In each of these
two cases, all the bases in the dictionary can be organized
using a single tree: a dyadic tree in 1-D and a quadtree in
2-D. This organization was exploited in [3] to devise a fast
dynamic programming algorithm to ﬁnd the best basis for any
additive cost function.
Since then, a number of efforts have sought to lift the
restrictions that a ﬁxed dyadic/quadtree structure imposes
on the underlying dictionary. Search methods for various
dictionaries that correspond to different sets of possible time-
frequency tilings have been proposed, such as the double-tree
algorithm [7], time-frequency trees [19], [21], space-frequency
trees [8], adaptive Haar-Walsh tilings [13], anisotropic wavelet
packets [1], [5], anisotropic cosine packets [1], and mixed
isotropic/anisotropic packets [1].
The main contribution of the present paper is a new
framework of multitree dictionaries which include many previ-
ously proposed dictionaries as special cases. We show how to
efﬁciently ﬁnd the best object in a multitree dictionary using
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(a) An acceptable tiling. (b) An unacceptable tiling.
(c) A sequence of splits. (d) Another sequence of splits.
Fig. 1. An illustration of tilings and sequences of splits. (a) An acceptable
tiling–i.e., a tiling that can be obtained via a sequence of binary splits. (b)
An unacceptable tiling. (c) A sequence of splits that leads to the tiling in (a).
(d) Another sequence of splits that leads to the tiling in (a).
a recursive dynamic programming algorithm. This is done
in Section III. We lead into that discussion with a speciﬁc
example, namely, optimal rectangular tiling algorithms which
are presented in Section II. We argue in Section III that
the algorithms of Sections II are special cases of a general
dynamic programming algorithm for ﬁnding the best object in
a multitree dictionary. We moreover show in Section IV that
another special case is a recursive version of the algorithm
from [1], [5] to ﬁnd the best 2-D anisotropic wavelet packet
basis. Yet another special case of our algorithm is the best
multitree local cosine basis [9].
II. OPTIMAL RECTANGULAR TILINGS.
We consider all images supported on a rectangular domain
Q ⊂ Z2. Suppose we are given an image f and would like
to segment it into rectangular regions P1,P 2,...,P d so as to
minimize a cost which is equal to the sum of the costs of the
individual rectangles:
d X
i=1
e(Pi),
where e is a cost function which is application speciﬁc.
We restrict our choice of tilings, and only consider those
tilings that can be obtained by a recursive binary splitting
process:• start with a tiling which consists of a single rectangle–
namely, the whole image domain;
• for every rectangle in the tiling,
either keep it and do not split it ever again,
or split it into two rectangles;
• continue until all the rectangles in the tiling are labeled
“never split again”.
A rectangular tiling which can be obtained through this
procedure is called an acceptable tiling. We will use A to
denote the set of all acceptable tilings of the image domain Q.
An acceptable tiling is illustrated in Fig. 1(a). The rectangular
tiling depicted in Fig. 1(b) cannot be obtained through the
binary splitting process described above, even though every
region in the tiling is a rectangle. This tiling is therefore not
an acceptable tiling.
The binary splitting process is conveniently visualized as a
tree, with every node of the tree corresponding to a rectangular
region of the image, as shown in Fig. 1(c). In our diagrams,
we draw a vertical line through a node in the tree if the
corresponding region is split along a vertical line, and a
horizontal line if the corresponding region is split along a
horizontal line. The yield1 of the binary tree is then the tiling
of the image domain. The set of all such trees will give us the
set of all acceptable tilings (however, several different trees
may correspond to the same tiling, as shown in Fig. 1(c,d)).
Our optimal tiling problem is therefore equivalent to searching
for a tree with the least costly yield.
We now show that this problem can be solved efﬁciently,
using a polynomial-complexity algorithm. Let C∗
P be the
optimal cost for a rectangle P. Our algorithm starts from the
entire image domain Q, and makes the following recursive
call:
C∗
P = min{e(P), min{C∗
P 0 + C∗
P 00}}, (1)
where the inner minimization is done over all ordered pairs of
rectangles (P0,P00) which partition the rectangle P:
P = P0 ∪ P00 and P0 ∩ P00 = ?.
We always assume that, if the split it horizontal, then P0 is on
top of P 00, and if the split is vertical, then P0 is to the left of
P 00.
The recursive call (1) terminates at the pixels:
if P is a pixel, then C∗
P = e(P). (2)
To avoid repetitive calculation, we store the optimal cost and
the optimal split for each rectangle in a global table. Before
making a recursive call for any rectangle P, the table is
consulted to make sure that P has not been visited before.
If the original image domain is N1 × N2,i th a sO(N2
1N2
2)
different subrectangles, and therefore maintaining the table
requires O(N2
1N2
2) memory. With this table, we only need
to make one recursive call per rectangle. Since each recursive
call involves O(N1 + N2) comparisons to calculate C∗
P via
Eq. (1), the computational complexity of the search algorithm
is O(N2
1N2
2(N1 +N2)) which is O(N2.5) for a square image
with N pixels, N1 = N2 =
√
N.
1The yield of a tree is the set of all leaves of the tree.
The preceding discussion supposes that the individual costs
e(P) have been precomputed for every rectangle P.W e
analyze this computation using the following simple cost:
e(P)=
X
(n1,n2)∈P
(f(n1,n 2) − fP)2 + c, (3)
which results in the following overall segmentation cost:
d X
i=1
X
(n1,n2)∈Pi
(f(n1,n 2) − fPi)2 + cd, (4)
where
f(n1,n 2) is the pixel value at the location (n1,n 2);
fPi is the average of the image f over the rectangle Pi;
d is the number of rectangles in the segmentation;
c is a weighting parameter.
The ﬁrst term in this cost penalizes excessive variability of the
image within each rectangle of the tiling. If the second term
did not exist–i.e., if we had c =0 –then a best solution would
be to segment the image domain into 1 × 1 rectangles. The
second term penalizes the number of rectangles in the tiling.
For this particular cost function (3), computing e(P) for
every rectangle P can be done very efﬁciently by deﬁning the
following two statistics:
ρ1(f,P)=
X
(n1,n2)∈P
f(n1,n 2)=|P|fP
ρ2(f,P)=
X
(n1,n2)∈P
f(n1,n 2)2,
and noticing that, if we know these two statistics for a pair
of rectangles (P0,P00) which partition a rectangle P, we can
calculate e(P) in O(1) time as follows:
ρ1(f,P)=ρ1(f,P0)+ρ1(f,P00)
ρ2(f,P)=ρ2(f,P0)+ρ2(f,P00)
e(P)=ρ2(f,P) − ρ2
1(f,P)/|P| + c.
This is used to compute all the costs in a bottom-up fashion,
with both time and space complexity O(N2
1N2
2).
The overall time complexity of the algorithm–i.e., the
computation of the costs and the recursive search combined–
is O(N2
1N2
2(N1 + N2)). The overall space complexity is
O(N2
1N2
2). In some situations, the computation of the costs
may be more complex and in fact may dominate the compu-
tational complexity of the overall algorithm.
Note that reducing the number of acceptable rectangular
tilings may result in a lower computational complexity of
the algorithm. For example, we can restrict the search space
if we only allow a rectangle to be split into two congruent
rectangles, as was done in, e.g., [5]. In other words, we can
impose that during our recursive binary splitting process, an
n1×n2 rectangle may only be split either into two n1/2×n2
rectangles, or into two n1 × n2/2 rectangles. This scenario
is similar to the anisotropic wavelet packets [1], [5].2 It can
2The scenario which is similar to the classical wavelet packets results from
imposing that, furthermore, any horizontal split must be followed by a vertical
one, and vice versa. In other words, if an n1 × n2 rectangle resulted from a
horizontal split, it is only allowed to be split into two n1 ×n2/2 rectangles;
and if it resulted from a vertical split, it is only allowed to be split into two
n1/2 × n2 rectangles.(a) Cameraman image.
(b) Best dyadic tiling, cost 0.565 (c) Best arbitrary tiling, cost 0.441
Fig. 2. A 256×256 cameraman image and its best rectangular tilings with
the smallest block size 16 × 16: (b) best dyadic tiling, cost 0.565; (c) best
arbitrary tiling, cost 0.441.
be shown that in this case, the total number of possible
rectangular tiles is O(N1N2), and therefore the computation
of the costs has time and space complexity O(N1N2). The
minimization in Eq. (1) is O(1) since it now involves choosing
one of no more than three options: horizontal split or vertical
split or no split. Therefore, both the time and space complexity
of the search is O(N1N2), which is also the overall complexity
of the algorithm–i.e., the computation of the costs and the
recursive search combined. In this case, the complexity is
linear in the number of pixels.
Our rectangular tiling algorithms are illustrated in Fig. 2.
III. MULTITREE DICTIONARIES.
The rectangular tiling process described above is a splitting
process which recursively builds an ordered collection of
objects, starting with a single object. A tree is constructed
whose yield (i.e., the set of leaves) is a representation of
the data. Such processes are conveniently described using the
formalism of grammars. We deﬁne a grammar G =( A,S) to
be a pair of two sets:
• a set A of atomic objects, and
• a set S of allowed splits (also called productions) of the
form a → α where a ∈ A, and α is a ﬁnite sequence of
elements of A.
Depending on the application, the elements of A can be
orthogonal bases, rectangular tiles, segments of the time axis,
or something else. By starting with a single element of A,w e
can generate various sequences of elements of A via recursive
splitting. This process can be visualized as a tree where each
split a → α is depicted as a node labeled a whose children
are labeled with the elements of α, left to right. We let T(G)
be the set of all trees that can be produced3 by the grammar
G. For each tree t ∈ T(G), we let the yield Y (t) of t be the
unordered set of the labels of the leaves of t.
Note that in the rectangular tiling example, the splitting
process was binary and led to dyadic trees. Here, we allow
splits into an arbitrary ﬁnite number of atomic objects.
We let Ta(G) be the set of all trees in T(G) whose root is
labeled a. We say that a grammar G =( A,S) is ﬁnite-depth
if, for every a ∈ A, Ta(G) is a ﬁnite set.
For any ﬁnite-depth grammar G =( A,S) and any a ∈ A,
a multitree dictionary Da(G) is the collection of yields of all
the trees in Ta(G):
Da(G)={B|B = Y (t) for some t ∈ Ta(G)}.
Suppose that each atomic object a0 ∈ A is assigned a cost
e(a0), and that the cost C(B) of any object B∈D a is the sum
of the individual costs of all the atomic objects comprising B:
C(B)=
X
a0∈B
e(a0).
We would like to ﬁnd the best object in the dictionary Da,
i.e., the object B∗
a whose cost is the smallest:
B∗
a = arg min
B∈Da
C(B).
We denote the corresponding cost by C∗
a: C∗
a = C(B∗
a).W e
let Sa be the set of all allowed splits of a ﬁxed atomic object
a. To illustrate our fast recursive algorithm for best object
search, we ﬁrst suppose that Sa = {a → bc }. There is a
single tree in Ta(G) which consists of one node labeled a,
and whose yield is therefore {a}, with cost C({a})=e(a).
For any other tree t ∈ Ta(G), its left subtree tleft is in Tb(G),
and its right subtree tright is in Tc(G). Therefore, Y (t)=
Y (tleft) ∪ Y (tright), and, since the cost is additive,
C(Y (t)) = C(Y (tleft)) + C(Y (tright)).
Consequently, the optimal object is:
B∗
a =

B∗
b ∪B ∗
c if C∗
b + C∗
c <e (a)
{a} otherwise.
In other words, we ﬁnd the best objects B∗
b and B∗
c in the
dictionaries Db and Dc, respectively, and compare their total
cost with the cost of {a}.
We have a similar recursion in the general case. We let
R(a) be the set of the right-hand sides of all the elements of
Sa. Then the possible candidates for B∗
a are
[
b∈α
B∗
b, with cost
X
b∈α
C∗
b, for any α ∈ R(a), and
{a}, with cost e(a).
Let
α∗
a = arg min
α∈R(a)
X
b∈α
C∗
b. (5)
3We assume that our recursive tree generation process can stop after any
number of recursions. This is different from standard treatments of grammars
[15] where the stopping is handled via distinguishing between nonterminal
objects which must always branch, and terminal objects which may never
branch.(C∗
a,s ∗
a) ← best split(a) {
s∗
a ← ?; //Initialize s∗
a
C∗
a ← e(a); //Initialize C∗
a
for α ∈ R(a) {
for b ∈ α
if C∗
b and s∗
b have not been computed {
(C∗
b ,s ∗
b) ← best split(b);
record C∗
b and s∗
b in a global data structure;
}
if
X
b∈α
C∗
b <C ∗
a {
s∗
a ← α;
C∗
a ←
X
b∈α
C∗
b ;
}
}
return C∗
a and s∗
a;
}
(a) Recursive calculation of the best splits and best costs.
B∗
a ← best object(a)
get s∗
a from a global data structure;
if s∗
a is the empty set
B∗
a ←{ a};
else {
B∗
a ← ?;
for b ∈ s∗
a {
B∗
b ← best object(b);
B∗
a ←B ∗
a ∪B ∗
b;
}
}
return B∗
a.
}
(b) Recursive generation of the best object.
Fig. 3. Pseudocode speciﬁcation of a fast recursive algorithm for the best-
object search in a multitree dictionary: (a) the recursive calculation of the best
costs and best splits; (b) the recursive generation of the best object.
Then
B∗
a =
8
<
:
[
b∈α∗
a
B∗
b if
X
b∈α∗
a
C∗
b <e (a)
{a} otherwise.
(6)
The globally optimal search algorithm is a repeated, recursive
use of Eqs. (5) and (6). A branch of the recursion terminates
when Sb = ?: in this case, B∗
b = {b}. The termination is
guaranteed to happen in a ﬁnite number of steps for a ﬁnite-
depth grammar. To avoid repetitive calculation, we store the
optimal cost C∗
a and the optimal split s∗
a for each atomic object
a in a global table:
(C∗
a,s ∗
a)=
8
> > <
> > :
0
@
X
b∈α∗
a
C∗
b,α ∗
a
1
A if
X
b∈α∗
a
C∗
b <e (a)
(e(a), ?) otherwise.
The pseudocode for the recursive calculation of C∗
a and s∗
a is
given in Fig. 3(a). Once this recursive call is done, the best
object can be generated from the global data structure using
the pseudocode in Fig. 3(b).
The most signiﬁcant computational burden is in computing
and storing the best costs and best splits. To analyze this
procedure, we let A(a) be the union of {a} and the set of
all atomic objects which can be descendants of a.W el e t
SA(b) be the set of all allowed splits of elements of A(b).F o r
each atomic object b ∈ A(a), there is exactly one recursive
call to the subroutine best split of Fig. 3(a). During this
call, the costs of all possible splits of b are compared. The
number of such comparisons is |Sb|. Therefore, the overall
time complexity of the algorithm is O(|SA(a)|).A sw eh a v e
seen in the rectangular tiling example, however, this may be
an overestimate: sometimes, the redundancy associated with
searching over multiple trees which have the same yield may
be eliminated leading to a lower time complexity.
The overall space complexity is O(|A(a)|) since we need
to store two numbers–the best cost and the best split–for each
atomic object in A(a). The key to controlling the time and
space complexity is therefore keeping the sizes of the sets
SA(a) and A(a) low. In addition, as we have remarked before,
the computation of the costs e(a) could actually dominate
the time complexity of the overall algorithm, and therefore
another important guideline to a successful application of our
algorithm is to use tractable cost functions.
IV. OTHER EXAMPLES OF MULTITREE DICTIONARIES.
A. Anisotropic Wavelet Packets.
Recall that a single 1-D subband decomposition operation
which is a basic building block of wavelet transforms and
wavelet packet transforms takes any 1-D discrete sequence u
and transforms it into two other 1-D discrete sequences u1
and u2 via:
u1(n)=u ∗ h(2n) and u2(n)=u ∗ g(2n), (7)
where the lowpass ﬁlter h and the highpass ﬁlter g form a pair
of conjugate mirror ﬁlters. When the sequence u is viewed
as a sequence of coefﬁcients of a signal with respect to an
orthogonal scaling basis B, the sequences u1 and u2 can be
interpreted as the sequences of coefﬁcients of the same signal
with respect to a coarser-scale orthogonal scaling basis B1 and
a coarser-scale orthogonal wavelet basis B2, respectively.
The 1-D wavelet transform is obtained by recursively
decomposing only the lowpass part–i.e., growing the tree on
the left only. If we recursively decompose both parts, we
grow a full 1-D wavelet packet tree. Two-dimensional wavelet
packets alternate the decomposition (7) on the rows and the
columns of an image, thereby producing a quadtree. The
best basis search algorithm [3] is a bottom-up algorithm for
pruning the full wavelet packet tree. An additive cost function
is deﬁned, and at every nonleaf node of the tree, a decision is
made as to whether it is more costly to keep the children of
the node or to prune them. Once the whole tree is traversed,
the leaf nodes of the pruned tree correspond to the best basis.
A more ﬂexible framework called anisotropic 2-D wavelet
packets [1], [5], allows for any sequence of rowwise and
columnwise applications of the decomposition operation (7),
and is therefore a generalization of the classical wavelet
packets.
Assuming that we consider N1 × N2 images where N1 =
2L1 and N2 =2 L2, we deﬁne an atomic basis B
p,q
i,j for every
scale 2i along the rows, 0 ≤ i ≤ L1, for every scale 2j along
the columns, 0 ≤ j ≤ L2, and for every p =0 ,1,2,...,2i−1
and q =0 ,1,2,...,2j − 1. These atomic bases are deﬁned
recursively as follows.• B
0,0
0,0 is the ﬁnest-scale orthogonal scaling basis.
• For any p,q,i,j, B
2p,q
i+1,j and B
2p+1,q
i+1,j are the bases ob-
tained via a columnwise application of the basic decom-
position operation to B
p,q
i,j .
• For any p,q,i,j, B
p,2q
i,j+1 and B
p,2q+1
i,j+1 are the bases ob-
tained via a rowwise application of the basic decomposi-
tion operation to B
p,q
i,j .
An anisotropic wavelet packet basis is deﬁned to be any basis
which can be obtained using the following recursive binary
splitting process.
• Start with a representation R = {B
0,0
0,0} consisting of a
single basis B
0,0
0,0.
• For each basis B
p,q
i,j in the current representation R,
– either keep it and do not decompose ever again,
– or replace it with B
2p,q
i+1,j and B
2p+1,q
i+1,j ,
– or replace it with B
p,2q
i,j+1 and B
p,2q+1
i,j+1 .
• Continue until all the bases in R are labeled “do not
decompose ever again.”
One full run of this binary splitting process can be visualized
as a binary tree whose every node is associated with an atomic
basis B
p,q
i,j . The union of the atomic bases at the leaves of
such a tree is called an anisotropic wavelet packet basis. A
fast algorithm for ﬁnding the best anisotropic wavelet packet
basis for an additive cost was provided in [1], [5]. It is easy
to see that a specialization of our algorithm of Fig. 3 to the
anisotropic wavelet packet dictionary is a restatement of the
algorithm of [1], [5].4
B. Multitree Local Cosine Dictionaries.
In [9], we propose an algorithm for best basis search in a
dictionary of arbitrary local cosine bases on a discrete interval
of length N. The problem is equivalent to ﬁnding the best
segmentation of the interval into subintervals, and representing
the data on each subinterval in the local cosine basis. This
problem is therefore a 1-D version of our rectangular tiling
problem, albeit with a very different cost.
V. CONCLUSIONS.
We presented a general framework of multitree dictio-
naries and provided a recursive dynamic programming meta-
algorithm for ﬁnding the best object in a multitree dictionary.
We showed how to use our framework to ﬁnd the best rect-
angular tiling, and demonstrated that several previously pro-
posed dictionaries and best basis methods (such as anisotropic
wavelet packets and multitree local cosine dictionaries) are
special cases of our framework.
In the future we plan to further explore the ﬂexibility of
our framework and design various multitree dictionaries which
allow a fast selection of the best representation in contexts such
as time-frequency analysis, approximation, and compression.
4A minor difference is that the pseudocode of [1], [5] is bottom-up while
our pseudocode is recursive.
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