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Abstract
The progress made during the past decade in the application of mixed
ﬁnite element methods to solve viscoelastic ﬂow problems using diﬀer-
ential constitutive equations is reviewed. The algorithmic developments
are discussed in detail. Starting with the classical mixed formulation, the
elastic viscous stress splitting (EVSS) method as well as the related discrete
EVSS and the so-called EVSS-G method are discussed among others. Fur-
thermore, stabilization techniques such as the streamline upwind Petrov-
Galerkin (SUPG) and the discontinuous Galerkin (DG) are reviewed. The
performance of the numerical schemes for both smooth and non-smooth
benchmark problems is discussed. Finally, the capabilities of viscoelastic
ﬂow solvers to predict experimental observations are reviewed.
1 Introduction
During the last decade, signiﬁcant progress has been made in the development
of numerical algorithms for the stable and accurate solution of viscoelastic ﬂow
problems. In particular, for a number of benchmark problems for steady ﬂows,
agreement between a number of diﬀerent formulations has been demonstrated at
ever increasing values of the Weissenberg number, see Brown and McKinley [1]
and Caswell [2]. And, more importantly, mesh convergent results are achieved
without lowering the maximum achievable Weissenberg number. However, limits
in the maximum attainable Weissenberg number still exist.
1This work aims to review the progress made during, approximately, the period
1987-1997. Reviews covering work prior to this may be found in the book of
Crochet, Davies and Walters [3] and the review of Keunings [4]. A restriction
is made to mixed ﬁnite element methods to solve viscoelastic ﬂows using con-
stitutive equations of the diﬀerential type. A variety of alternative formulations
have been developed during the last decade as well, for instance streamline in-
tegration methods, ﬁnite volume methods, and spectral collocation methods, but
these are not considered in detail in this work, although some references are
made for comparison purposes. It is believed that prominent, and measurable,
improvements have been made for mixed ﬁnite element methods.
To discuss the algorithmic developments within the framework of closed-form
diﬀerential constitutive equations it is suﬃcient to, initially, restrict attention
to the Oldroyd-B model. The essential features that separates viscoelastic ﬂow
calculations from, for instance, generalized Newtonian problems are present in
this model, and the algorithmic developments can be well illustrated using this
model.
To start with, the governing set of equations is recalled. After a brief review
of the key numerical strategies to resolve the viscoelastic ﬂow problem, attention
is focussed on mixed ﬁnite element methods in section 4. Speciﬁc features of the
mixed formulation for steady ﬂows are discussed in detail. Unsteady viscoelastic
ﬂows may either be solved by simply introducing a time-stepping scheme in the
steady ﬂow solver, but also enables the use of speciﬁc algorithms, which are
discussed in section 5. In section 6 solution strategies are discussed to cope
with the large number of unknowns that generally results after discretization. In
section 7 the performance of several schemes for ﬂows through smooth and non-
smooth geometries is evaluated. Also, the ability of several algorithm to analyze
the stability of viscoelastic ﬂows is reviewed. Finally, in section 8, the predictive
capabilities of the viscoelastic ﬂow solver is compared with experimental results.
2 Governing Set of Equations
The analysis of viscoelastic ﬂows involves the solution of a coupled set of partial
diﬀerential equations: The equations representing the conservation of mass, mo-
mentum and energy, and constitutive equations for a number of physical quant-
ities present in the conservation equations such as density, internal energy, heat
ﬂux, stress, etc.
In this work only incompressible, isothermal viscoelastic ﬂows of homogen-
eous materials are considered with a speciﬁc choice of the type of constitutive
equations. It is believed that such ﬂows are prototypical and of suﬃcient gen-
erality to discuss the development of numerical methods speciﬁc for viscoelastic
ﬂows. For instance the introduction of non-isothermal eﬀects does not appear to
introduce speciﬁc diﬃculties that require special algorithmic developments other
2than already included in formulations for isothermal ﬂows [5].
For incompressible, isothermal ﬂows the conservation equations for mass and
momentum may be expressed as, respectively:
∇ · u =0 . (1)
ρ
Du
Dt
≡ ρ(
∂u
∂t
+ u · ∇u)=−∇p + ∇ · T + f, (2)
where ρ denotes the, in this case constant, density, D
Dt the substantial or ma-
terial time derivative, p the pressure, T the extra stress tensor and f a general
volumetric force (expressed here as force per unit volume). Frequently, the extra
stress tensor is deﬁned in terms of a viscous and a viscoelastic contribution:
T ≡ 2ηeD + τ, (3)
where ηe denotes an eﬀective viscosity and D the symmetric part of the velocity
gradient:
D ≡
1
2
(∇u + ∇u
T), (4)
with T denoting the transpose, and τ denoting the viscoelastic contribution. Note
that in eq. 3 the eﬀective viscosity can represent the viscosity of the solvent (for
a polymer solution) or part of the total (apparent) stress viscosity of the system
according to the model employed for the stress. The splitting expressed in eq.
3 is arbitrary and user-deﬁned, but, as we will see further below, it can have
signiﬁcant repercussions on the stability of the numerical scheme.
As mentioned before, the set of equations (1)-(2) is incomplete without the
speciﬁcation of the extra stress tensor τ. A large variety of approaches exists
to deﬁne this extra stress tensor. Roughly, a distinction can be made between
closed form constitutive models of the integral and diﬀerential type (e.g. Bird et
al. [6]), and models based on, for instance, kinetic or molecular dynamics theories
(e.g. Bird et al. [7]) that do not yield a closed form constitutive model. In this
work only constitutive models of the diﬀerential type are considered having the
following structure:
λ
∇
τ +τ − 2ηD + g(τ)=0, (5)
where λ represents a characteristic relaxation time for the polymer system, η
represents the polymer viscosity and g(τ) represents a non-linear function of the
stress which goes to zero at least as fast as quadratically as τ approaches zero.
A number of well-know constitutive models are represented by eq. 5, including
the upper-convected Maxwell, FENE-P, Phan Thien-Tanner and Giesekus model.
Note that in general both λ and η can be considered as functions of the stress
or other state variables, but since this does not seem to inﬂuence the behavior
3of the various numerical schemes to be discussed below, they will be assumed
constants here for simplicity. In eq. 5 the symbol ∇ denotes the upper-convected
time derivative deﬁned as
∇
τ ≡
∂τ
∂t
+ u · ∇τ − (∇u)
T · τ − τ · ∇u. (6)
Clearly, eq. 5 may not describe the actual mechanical behaviour of many
viscoelastic ﬂuids with suﬃcient accuracy. For instance, it is well accepted that
even in the limit of small deformations a spectrum of relaxation times is necessary
to accurately describe the rheology of most viscoelastic ﬂuids. Such a spectrum
frequently may be represented by a ﬁnite set of independent relaxation times. To
each relaxation time a constitutive equations of the form of eq. 5 may be used.
However, to discuss the algorithmic developments, a single relaxation time with
a constitutive equation that obeys eq. 5 is suﬃcient.
3 Approaches to viscoelastic ﬁnite element com-
putations
To illustrate the typical diﬃculty encountered in the numerical analysis of vis-
coelastic ﬂows, consider the most simple representation of the models given by
eq. 5, the Upper Convected Maxwell (UCM) model. Assuming an Eulerian for-
mulation, which is the most intuitive for ﬂow problems, the one-relaxation time
model may be written as
λ(
∂τ
∂t
+ u · ∇τ − (∇u)
T · τ − τ · ∇u)+τ − 2ηD = 0. (7)
As a consequence of the convective term u · ∇τ, the constitutive equation is
a partial diﬀerential equation rather than an ordinary diﬀerential equation as
would be the case in a Lagrangian approach.
Two fundamentally diﬀerent approaches to this issue can be discerned: Firstly,
a mixed formulation may be adopted in which besides the velocity u,a n dt h e
pressure p, the extra stress tensor τ is treated as an additional unknown and
each of the equations, hence including the constitutive equation, is multiplied
independently with a weighting function and transformed in a weighted residual
form, see for instance Crochet et al. [3] for a comprehensive review of early
methods in this category.
Secondly, the constitutive equation may be transformed into an ordinary
diﬀerential equation (ODE). For transient problems this can, for instance, be
achieved in a natural manner by adopting a Lagrangian formulation [8]. For
many applications, however, this leads to excessive mesh distortions and frequent
mesh updating is necessary. Alternatively, for steady ﬂows within an Eulerian
framework the constitutive equation may be integrated along streamlines, e.g.
4[9], [10], [11] and [12]. Neither of the two latter formulations require a separate
discretization of the extra stress tensor. For unsteady ﬂows, an operator splitting
method may be applied in which the convective part is split from the remainder
of the constitutive equation.
A number of constitutive equations of the integral type cannot be transformed
into a diﬀerential equation. For such models either a Lagrangian or a streamline
integration formulation must be adopted.
In this review, only mixed formulations within the Eulerian framework are
discussed.
4 Mixed ﬁnite element formulations
Consider the steady, incompressible, inertialess ﬂow of an Oldroyd-B ﬂuid. As a
point of departure the classical three ﬁeld mixed formulation is chosen, in which,
besides the momentum and continuity equation, also the constitutive equation
is cast in a weighted residuals form. This is a natural extension of the common
velocity-pressure formulation for Stokes type problems and implicitly accounts
for the partial diﬀerential form of the constitutive equation.
Problem 1 (MIX) Find τ, u and p such that for all admissible weighting func-
tions S, v and q
(S,λ
∇
τ +τ − 2ηD)=0 , (8)
((∇v)
T,2ηeD + τ) − (∇ · v,p)=0 , (9)
(q,∇ · u)=0 , (10)
where (.,.) denotes the appropriate inner product. Most of the early work on
viscoelastic ﬂow analysis is based on this formulation, see for example [13], [14],
[15]. [16]. If during discretization the pairs {τ,S}, {u,v} and {p,q} are chosen
from the same spaces, this approach is referred to as the Galerkin formulation.
Two basic problems exist with the above formulation: i) with increasing value
of the Weissenberg number, the importance of the convective term u·∇τ grows
and a Galerkin discretization as applied in eq.(8) is not optimal ([17]), ii) the
discretization spaces for the three variables need to be carefully selected with re-
spect to each other to satisfy the so-called LBB (Ladyzhenskaya-Babuska-Brezzi)
or inf-sup condition, see Brezzi and Fortin [18]. Below (the evolution of) several
approaches to resolve these problems are discussed.
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ive term in the constitutive equation is the so-called Streamline-Upwind/Petrov
Galerkin (SUPG) method of Brooks and Hughes [19], ﬁrst applied to viscoelastic
ﬂows by Marchal and Crochet [20]:
(S + αu · ∇S,λ
∇
τ +τ − 2ηD)=0 . (11)
Over the years several variations of the parameter α have been proposed, but are
all of the form
α =
h
U
, (12)
where h is a characteristic length-scale of the element and U a characteristic
velocity. Reported choices for the scaling velocity U include: The velocity in the
direction of the local coordinates at the midpoint of a bi-quadratic element [20], or
at each integration point [21], the norm of the velocity u, [17], or a characteristic
velocity of the ﬂow, [22].
At steep stress boundary layers or near singularities the SUPG method may
produce oscillatory stress ﬁelds [20], [23]. To circumvent this, Marchal and
Crochet [20] proposed a streamline-upwind formulation (SU), where the upwind
term αu·∇S is applied to the convective term of the constitutive equation only:
(S,λ
∇
τ +τ − 2ηD)+( αu · ∇S,u · ∇τ)=0 . (13)
For a number of benchmark problems (e.g. stick-slip, 4-1 contraction) conver-
gence up to very high values of the Weissenberg number may be obtained with
this formulation. However, apart from the fact that this formulation is inconsist-
ent, substitution of the exact solutions λ
∇
τ +τ −2ηD = 0 leaves the second term
of eq. (13) as a residual, the method is only ﬁrst order accurate with respect to
the extra stresses, as is demonstrated by Crochet and Legat [24].
An alternative to the SUPG or SU method is the Discontinuous Galerkin (DG)
or Lesaint-Raviart method. Here the extra stress tensor is approximated discon-
tinuously from one element to the next, and upwind stabilization is obtained as
follows:
(S,λ
∇
τ +τ − 2ηD) −
N 
e=1

Γin
e
S : u · n(τ − τ
ext) dΓ=0 , (14)
with n the unit outward normal on the boundary of element e,Γ in
e the part of
the boundary of element e where u·n < 0, and τext the extra stress tensor in the
neighboring upwind element. In the context of viscoelastic ﬂows, this method
was ﬁrst introduced by Fortin and Fortin [25] based on ideas of Lesaint and
Raviart [26] who proposed the method to solve the neutron transport equation.
Compared to the SUPG formulation, the implementation of the discontinuous
Galerkin method in a standard ﬁnite element code is much more involved. This
6is due to the boundary integral along the inﬂow boundary of each element where
stress information of the neighboring, upwind, element is needed. This drawback
is circumvented for unsteady ﬂows by Baaijens [27] by using an implicit/explicit
implementation.
Saratimo and Piau [28] have applied a combination of the discontinuous Galer-
kin method for constant interpolated stress components, and the Baba-Tabata
method for the bi-linear interpolated stresses. Under these circumstances the
above advection schemes are monotonic.
Yet another alternative is provided by Singh and Leal [29] who apply a third
order upwind scheme of Tabata and Fujima [30], while special measures where
taken to maintain a positive deﬁnite conformation tensor.
LBB condition. In the well known velocity-pressure formulation of the Stokes
problem, recovered by omitting τ from eq.(9)-(10), a compatibility condition
between the velocity and pressure interpolation needs to be satisﬁed. This com-
patibility condition is known as the LBB-condition, [18]. Likewise the addition
of the weak form of the constitutive equation, eq.(8), imposes compatibility con-
straints on the interpolation of the triple stress-velocity-pressure. Fortin and
Pierre [31] have shown that in the absence of a purely viscous contribution, e.g.
ηe = 0 and using a regular Lagrangian interpolation, the following conditions
must hold: i) The velocity-pressure interpolation must satisfy the usual LBB
condition to prevent for locking and spurious oscillation phenomena, ii) if a dis-
continuous interpolation of the extra stress tensor τ is used, the space of the
strain rate tensor D as obtained after diﬀerentiation of the velocity ﬁeld u must
be a member of the interpolation space of the extra stress tensor τ, i.e. D ⊂ τ,
and iii) if a continuous interpolation of τ is used, the number of internal nodes
must be larger than the number of nodes on the side of an element used for the
velocity interpolation. This conﬁrms the earlier work of Marchal and Crochet
[20] who introduced a four-by-four bi-linear subdivision of the extra stresses on
a bi-quadratic velocity element. Condition ii is relatively easily satisﬁed using a
discontinuous Galerkin method, see [25], [32], [27] and [33].
Baranger and Sandri [34] and [35] have shown that the third condition need
not to be imposed if a purely viscous contribution is present (ηe  =0 ) ,w h i c h
allows a much larger class of discretization schemes.
This result emphasizes the need to retain an elliptic contribution of the form
((∇v)T,D) in the weak form of the momentum equation, eq.(9). One way to
achieve this in the absence of a purely viscous contribution is the application
of a change of variables, known as the Elastic Viscous Stress Splitting (EVSS)
formulation, ﬁrst introduced by Perera and Walters [3] and Mendelson et al. [36]
for the ﬂow of a second order ﬂuid and later extended to viscoelastic ﬂows by
Beris et al. [37], [38]:
Σ = τ − 2ηD. (15)
7Substitution of this into eqs. 8 and 9, respectively, yields:
(S,λ
∇
Σ +Σ +2 ηλ
∇
D)=0 , (16)
−((∇v)
T,2(η + ηe)D + τ)+( ∇ · v,p)=0 . (17)
Unfortunately, the change of variables (15) does not yield a closed expression for
every constitutive equation. Furthermore, the convected derivative of the rate
of strain tensor emerges, which requires a second order derivative of the velocity
ﬁeld. Two approaches are know to circumvent this: Either an integration by
parts is performed on the weak formulation (which necessitates the introduction of
additional boundary conditions on D), or D is considered as a separate unknown
and is obtained by an L2-projection of the velocity gradient:
(E,2D − (∇u +( ∇u)
T)) = 0, (18)
where E denotes a suitable weighting function. This approach, due to Rajago-
palan et al. [39], is used by many others, i.e., [40], [32], [41], [42], [43], [44], [45],
[46], [47], [48], [49], [50], [51], [52], [53] and [54],
Sun et al. [50] recently proposed an adaptive EVSS method where the viscos-
ity in the change of variables in eq.(15) is adapted to retain a suﬃcient amount
of ellipticity in the momentum equation:
Σ = τ − 2ηaD,η a = h
 τij max
 ui max
 max, (19)
with h a characteristic element length, and ui and τij are components of the
velocity vector and extra stress tensor, respectively.
One may proceed one step further by performing a projection of (E,G −
(∇u)T) = 0, and using G as an additional unknown rather than D, and sub-
sequently use the projection of G in the constitutive equations as well. The latter
leads to the so-called EVSS-G method, introduced by Brown et al. [55] and Szady
et al. [56].
Recently, Guenette and Fortin [47] have introduced a modiﬁcation of the
EVSS formulation, known as the discrete EVSS method (DEVSS). In this method
a stabilizing elliptic operator is introduced in the discrete version of momentum
equation. This is similar to the EVSS method but the objective derivative of
the rate of strain tensor is avoided and the method is not restricted to a par-
ticular class of constitutive equations. Using the UCM model and SUPG, this
formulation reads:
Problem 2 (DEVSS/SUPG) Find ¯ D, τ, u, p such that for all admissible
weighting functions E, S, v and q
(S + αu · ∇S,λ
∇
τ +τ − 2ηD)=0 , (20)
8((∇v)
T,2η(D − ¯ D)+τ) − (∇ · v,p)=0 , (21)
(q,∇ · u)=0 , (22)
(E,D − ¯ D)=0 . (23)
In the discrete momentum equation (21), an elliptic operator 2¯ η(D − ¯ D)i si n -
troduced, where ¯ D is a discrete approximation of the rate-of-strain tensor D
obtained from eq. (23). If the exact solution is recovered, this elliptic oper-
ator vanishes. However, in a ﬁnite element calculation this is generally not the
case. Baaijens et al. [53] have ﬁrst applied DEVSS in combination with the
discontinuous Galerkin method.
In analogy with the EVSS-G method, the DEVSS-G method may be deﬁned,
where a projection of the velocity gradient (∇u)T is made instead of the strain
rate tensor. This projection is also introduced in the weak form of the constitutive
equation eq.(20):
Problem 3 (DEVSS-G/SUPG) Find G, τ, u, p such that for all admissible
weighting functions E, S, v and q
(S +αu·∇S,λ(
∂τ
∂t
+u·∇τ −G·τ −τ ·G
T)+τ −η(G+G
T)) = 0,(24)
((∇v)
T,2η(D −
1
2
(G + G
T)) + τ) − (∇ · v,p)=0 , (25)
(q,∇ · u)=0 , (26)
(E,(∇u)
T − G)=0 . (27)
The DEVSS-G based methods (either in combination with SUPG, DG or other
upwind schemes of suﬃcient accuracy), are expected to supersede the EVSS-G
based formulations, because of the above cited advantages. The additional cost
and complexity of the use of the discrete approximation of the velocity gradient
tensor in the weak form of the constitutive equation as in eq.24 is marginal
in comparison with the DEVSS method, eq.20. However, for steady ﬂows the
use of the DEVSS-G/DG formulation was not found to result in an enhanced
performance compared to the DEVSS/DG formulation by Baaijens et al. [53].
In fact, the DEVSS-G based methods appear to be most advantageous during
stability analysis of viscoelastic ﬂows.
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the usual requirements imposed by the LBB condition need to be respected.
Prior to the introduction of (D)EVSS, is was customary to use an equal order
interpolation of the velocity and stress ﬁeld. Exceptions to this are the so-called
4 × 4 element of Marchal and Crochet [20], and discontinuous interpolations of
the extra stresses by Fortin and Fortin [25]. Due to the introduction of (D)EVSS,
a larger selection is possible, yet the most common scheme is to use a stress and
strain rate discretization that is one order lower than the velocity interpolation.
For the EVSS formulation this also appears to hold if higher order interpola-
tions are applied, see Yurun and Crochet [48] and Khomami et al. [44], Talwar et
al. [57] and Warichet and Legat [58]. When using the basic mixed formulation,
MIX, and higher order (spectral) elements, results of van Kemenade and Deville
[59] and [60] and Warichet and Legat [58] indicate that for smooth ﬂows best
performance is obtained with a polynomial space of the extra stresses that is one
order higher than for the velocity ﬁeld.
If (D)EVSS(-G) and a continuous interpolation of the extra stress tensor are
used, the strain rate tensor (or the velocity gradient tensor) is interpolated in the
same way as the extra stress tensor. The most commonly applied element for the
(D)EVSS(-G) method has a bi-quadratic velocity, bi-linear pressure, stress and
strain rate (or velocity gradient) interpolation, see Crochet et al. [61], Brown et
al. [55], Debae et al. [42].
In case of the discontinuous Galerkin method, hence with a discontinuous in-
terpolation of the extra stress tensor, a variety of choices have been experimented
with by Fortin et al. [25], [62] and [32] and Baaijens [27], [33], [53]. The most re-
cent implementation [53], using DEVSS, shows that with a bi-quadratic velocity
interpolation and a bi-linear discontinuous interpolation of the stresses, the most
stable results are obtained with a bi-linear continuous interpolation of the strain
rate tensor. This diﬀers from the DEVSS/SUPG formulation where the rate of
strain tensor is interpolated equal to the extra stress tensor.
Saratimo et al. [28], [63] and [64] have applied the so-called Raviart-Thomas
element where the diagonal components of the extra stress tensor are interpolated
discontinuous piece-wise constant while the oﬀ-diagonal components are inter-
polated with a continuous bi-linear polynomial. Clearly, the piece-wise constant
interpolation limits the accuracy to ﬁrst order only.
A special class of methods if formed by so-called (pseudo-) spectral collocation
formulations, see e.g. Pilitsis and Beris [65], Xu et al. [66] and Phillips [67]. These
may generally be viewed as a special form of MIX and EVSS in the sense that
the discretization is not of the Galerkin type since the weighting function are
chosen unity at the collocation points. Diﬀerent types of interpolation functions
(e.g. Chebyshev or Legendre polynomials and Fourier sin and cos functions) may
be used for diﬀerent spatial directions, while combination with ﬁnite diﬀerence
approximations is also reported, e.g. Beris an coworkers [65], [68], [69]. Initially,
spectral collocation methods were only applied to relatively simple domains, but
10this restriction is remedied by application of domain decomposition techniques,
Souvaliotis and Beris [70].
5 Time dependent ﬂows
Probably the most direct extension to unsteady ﬂows of the mixed formula-
tions discussed above are based on an implicit temporal discretization as used
by Northey et al. [71], Brown et al. [55] Bodart and Crochet [72] and [73] and
Szady et al. [56], resulting in a fully coupled set of equations. Baaijens [21]
used a time discontinuous Galerkin Least Squares formulation for the temporal
integration.
By introducing a selective implicit/explicit treatment of various parts of the
equations, a certain decoupling at each time step of the set of equations may
be achieved to improve computational eﬃciency. For instance Singh and Leal
[29] ﬁrst applied the three step operator splitting methodology developed by
Glowinksi and Pironneau [74] to viscoelastic ﬂows, later followed by Saratimo
et al. [28], [63] and [64] and Luo [52]. In the ﬁrst and third step a generalized
Stokes problem is obtained, while in the second step a convection-diﬀusion type
of problem needs to be solved. This oﬀers the possibility to apply dedicated
solvers to sub-problems of each fractional time step.
The implicit/explicit Newton-like implementation of the discontinuous Galer-
kin method by Baaijens [27], allows the elimination of the extra stresses on the
element level at each time step. The resulting set of equations has the size of a
Stokes problem in the regular velocity-pressure setting.
Carew et al. [75], [76] and [77] have developed a Taylor-Petrov-Galerkin
algorithm that also decouples the set of equations at each fractional time step.
Avgousti et al. [78] and Beris and Sureshkumar [79] apply a time split-
ting/inﬂuence matrixmethods in combination with a spectral collocation method
to study three dimensional unsteady viscoelastic ﬂows.
Besides the three step θ−method previously cited, Glowinski and Pironneau
[74] also describe a two-step operator splitting method forming the basis of a
number of ODE-type methods for time dependent viscoelastic ﬂows. Essentially,
this operator splitting method is a method of characteristics where at time t =
tn+1, the material derivative
Dτ
Dt =
∂τ
∂t + u · ∇τ is approximated by
Dτ
Dt
≈
τ(x,t n+1) − τ(p,t n)
tn+1 − tn
(28)
where p denotes the position at time tn of the particle located at x at time tn+1.
Several alternatives have been suggested to obtain the tensor τ(p,t n). Either a
discrete particle is traced back in time and space or a pure convection problem is
solved, like in Fortin and Esselaoui [80], Basombrio et al. [81] and Kabanemi et
11al. [82] who all use a weak form of the method of characteristics, while Baaijens
[83] applied a time-discontinuous Galerkin least squares method.
In the Lagrangian approach followed by Rasmussen and Hassager [8] the con-
stitutive equation is trivially transformed into an ODE, but frequent remeshing
is generally needed to assure the quality of the mesh and hence the solution and
interpolation are introduced upon passing information to subsequent meshes.
Harlen et al. [84] have developed a split Lagrangian-Eulerian formulation where
stress variables are associated with the nodes that follow the ﬂow. Remeshing is
performed with by a Delaunay triangulation algorithm with a constant number
of nodes, thereby avoiding interpolation from one mesh to the other, as stresses
are associated with nodes.
Notice that, rather than solving the steady ﬂow problem as such, one may
use a time-marching procedure to approach steady-state as a limiting case. In
particular the splitting of the set of equations as is achieved in the θ-scheme
is of interest to reduce memory requirements as each of the sub problems is
signiﬁcantly smaller than the full coupled set of equations.
6 Solution technology
The resulting set of non-linear equations is often solved using a Newton-Raphson
scheme in conjunction with a ﬁrst order continuation in the Weissenberg number
Wi. The resulting linear set of equations is generally solved using a direct LU
factorization and a frontal solver, [20], [39]. This leads to what is usually referred
to as a fully coupled approach: The full set of equations is solved simultaneously.
However, mixed methods typically result in a large number of unknowns.
Even for two dimensional problems with modest geometrical complexity and a
single relaxation time memory limitations prohibit the use of direct solvers. One
reason for this is the need for ﬁne meshes to resolve the steep stress boundary
layers near curved boundary and singularities that occur with many of the existing
constitutive equations. Consequently the coupled approach requires a (frequently
too) large amount of memory and may lead to excessive CPU time consumption.
In particular for three dimensional computations, the coupled approach with
direct solvers appears not feasible.
One way to reduce memory requirements is by solving the viscoelastic extra-
stresses separately form the momentum and continuity equation. Coupling between
the two sets of equations is achieved iteratively by means of Picard iteration.
However, convergence of this scheme is slow and the attainable Weissenberg num-
ber is usually signiﬁcantly lower than with a coupled solver. By application of
a preconditioned GMRES iterative solver to enforce coupling, Fortin et al. [62],
[40] and [32], substantially increased the limiting Weissenberg number and re-
duced the number of iterations required to reach convergence, while retaining a
decoupled solution procedure. The procedure has some similarity with the three
12step θ−method of Glowinski and Pironneau [74] for unsteady ﬂows. Baaijens
[85] has also applied a GMRES iterative solver using the Discontinuous Galerkin
method, but has designed a special preconditioner tailored to speciﬁc features of
this method.
Methods to solve the linear set of algebraic equations resulting from the fully-
coupled Newton’s method by preconditioned, preferably matrix-free, iterative
solvers like GMRES and BICGSTAB have received little attention yet, but need
exploration to eﬃciently and robustly solve three-dimensional steady and un-
steady viscoelastic ﬂow problems. An exception is the work of Tsai and Liu
[86] who investigated the performance of the BiCGSTAB and GMRES iterat-
ive solvers in conjunction with an incomplete LU factorization as preconditioner.
Computations are based on the SU formulation of Marchal and Crochet [20]. Al-
though a CPU-time reduction upto a factor of two is reported in number of test
problems, a tight drop tolerance on the incomplete LU factorization had to be
applied leading to a large memory consumption.
Keunings [87] reviewed the application of parallel ﬁnite element algorithms
for the solution of viscoelastic ﬂow problems. In particular the application to
streamline integration based formulations are investigated, but application to
mixed formulation appears feasible, such as reported by Zone et a. [88]. Do-
main decomposition based techniques, see for example Saad [89], appear to be
particularly attractive.
7 Performance evaluation
Flow with smooth solutions During the past decade a number of benchmark
problems with smooth geometries have been proposed and analysed: the journal
bearing problem (e.g. [37], [38], [39], [90], [56]), ﬂow through an undulated tube
(e.g. [65], [91], [68], [24], [92], [70], [93], [44], [57], [94], [56]) and the ﬂow along
an array of cylinders (e.g. [70], [93], [57], [46], [44], [95], [54]).
However, the falling sphere in a tube problem is by far the most cited. Al-
though a variety of constitutive models have been used only results for the upper
convected Maxwell model will be cite here. This benchmark problem is deﬁned
as follows. The sphere with radius R is located at the centerline of the tube with
radius Rc. The tube wall moves parallel to the centerline with a velocity V in the
positive z-direction. The ratio of the cylinder radius Rc and the sphere radius R
is β = Rc
R = 2. The Weissenberg number is deﬁned as
Wi=
λV
R
. (29)
The drag F0 on a sphere falling in an unbounded Newtonian medium is given by
F0 =6 πηRV. (30)
13It is customary to compare the so-called drag correction factor given by
K(Wi)=
F(De)
F0
, (31)
where F is the drag on the cylinder as a function of the Weissenberg number.
Table 1 gives an overview of currently available results, with the restriction
that only reference is made to studies that report drag correction factors bey-
ond a Weissenberg number of 2, while results on the ﬁnest mesh available are
included. These results have also been depicted graphically in ﬁgure 7. Pre-
viously, [1], a number of studies appeared to indicated a limiting value of the
Weissenberg number of 1.6 that seemed to point to the existence of a physical
limit point [55]. However, careful mesh reﬁnement to capture the exceptionally
steep stress boundary layers along and at the wake of the sphere has now allowed
several studies to proceed beyond a Weissenberg number of 2. However, signiﬁc-
ant discrepancy exists between various methods beyond this point. The results
of the EEME method of Jin et al. [96], the adaptive hp method of Warichet
and Legat [58] (which is similar to the method reported by Yurun and Crochet
[48]), and the DEVSS/DG of Baaijens et al. [53] agree remarkably well upto
a Weissenberg number of 2.2-2.4. The results of the OS/SUPG method of Luo
[52] and Sun et al. [50] signiﬁcantly deviate from these, most likely caused by
an insuﬃcient mesh reﬁnement. Although Baaijens [33] obtained results for a
Weissenberg number beyond 3 using a ﬁrst order discontinuous Galerkin method
having similar solution characteristics as the 4 × 4SU method of Crochet and
Legat [24], convergence with mesh reﬁnement could not be established.
In summary, convergent results up to reasonably high values of the Weissen-
berg number (larger than 2 ) have been obtained for the falling-sphere-in-a-tube
benchmark problem using a variety of methods, including EVSS, DEVSS and
EEME based methods, as a well as hp methods, provided that suﬃciently reﬁned
meshes have been used.
It is unclear at this point whether results at even higher values of the Weis-
senberg number can be obtained with second or higher order methods when more
reﬁned meshes are used, although this may indeed be expected based on previ-
ous experience. Nevertheless, it is fair to state that signiﬁcant progress has been
made over the past decade.
Flows with geometric singularities Viscoelastic ﬂows with geometric singu-
larities, like sharp corners in contraction or expansion ﬂows and stick-slip trans-
itions, have proven to be notoriously diﬃcult to solve. This holds in particular
for the upper convected Maxwell and Oldroyd model, while for other constitutive
models like Phan-Thien Tanner, Giesekus, Leonov, FENE(-p) etc., quite reason-
able results have been obtained: See section 8 on comparison with experiments.
In three recent papers, Davies and Devlin [97], Hinch [98] and Renardy [99],
seek local solutions near the singular point. Renardy assumed a Newtonian velo-
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Figure 1: Graphical comparison of computed drag correction factor for the falling
sphere problem. Only those results have been included that exceed a De number
of 2 and are obtained on the ﬁnest mesh reported.
EEME OS/SUPG addap. hp DEVSS/DG AVSS/SI EVSS/SUPG
Demax : 2.2 2.8 2.45 2.7 3.2 2.2
Ref.: [96] [52] [58] [53] [50] [45]
De
0.4 5.1827 5.1894 5.18620 5.186 5.2222
0.8 4.5277 4.5249 4.5274 4.528 4.5355
1.0 4.3415 4.3326 4.3405 4.341 4.3290 4.3354
1.4 4.1273 4.1075 4.1335 4.136 4.0957
1.8 4.0409 3.8851 4.0557 4.058 3.9504
2.0 4.0377 3.7403 4.0453 4.049 3.9387 4.0492
2.2 4.0623 3.6637 4.0475 4.052 3.8934 4.0786
2.4 3.5924 4.0580 4.065 3.8791
2.6 3.5242 4.087 3.8961
2.8 3.4326 3.8864
3.0 3.8889
3.2 3.9306
Table 1: Comparison of computed drag correction factor for the falling sphere
probem. Only those results have been included that exceed a De number of 2
and are obtained on the ﬁnest mesh reported.
15city ﬁeld near the singular point and integrates the Maxwell model numerically
exact along the streamlines. Renardy reports boundary-layer-like regions near
the upstream and downstream walls with a separable stress of order r−0.91.D a v -
ies and Devlin, and Hinch, on the other hand ﬁnd analytical solutions for the
Oldroyd model assuming a separable form of the stress ﬁeld. Hinch shows that in
the core region the stresses are of order r−2/3 and the strain rate of order r−4/9,
while at the upstream wall the stresses are again of order r−2/3 but the strain
rate is of order r−1/3. Davies and Devlin ﬁnd solutions that include Renardy’s
and Hinch’s results and one with a stress ﬁeld of order r−0.985.
Consequently, the (semi-) analytical work cited above is,unfortunately, incon-
clusive.
For the ﬂow of an Oldroyd-B ﬂuid through an axi-symmetric 4:1 contraction
and using the 4×4 SU formulation, Marchal and Crochet [20] achieved solutions
upto a Weissenberg beyond 60. In this case the Weissenberg number is taken as
the relaxation time times the fully developed wall shear rate at the downstream
channel. Similar results are reported for the stick-slip problem. However, conver-
gence with mesh reﬁnement has not been demonstrated, and in view of Crochet
and Legat [24] the accuracy of these results may be questioned. Similar remarks
hold for the results of low-order constant stress interpolation in conjunction with
the discontinuous Galerkin method reported by Baaijens [33].
As shown by Keunings [100], the maximum attainable Weissenberg number
decreases with increasing mesh resolution. This ﬁnding is conﬁrmed by Apelian
et al. [101] for the stick-slip problem employing the EEME/SUPG formulation
and by Coates et al. [102] for the ﬂow through an axi-symmetric 4:1 contraction.
In fact, Coates et al. show that the corner singularity almost behaves as r−1,
while the order of the singularity (r−λ) should satisfy λ<1 for the solution to be
square integrable to apply the SUPG method. Singh and Leal [103] argued that
standard discretizations insuﬃciently capture the θ-dependence of the stress ﬁeld.
They have obtained mesh converged solutions provided suﬃcient θ-resolution is
applied. Their numerical algorithm is based on an operator splitting method with
third order upwinding and a speciﬁc strategy is included to preserve positive def-
initeness of the conformation tensor. Using a ﬁnite volume method, Sasmal [104]
reached solutions upto a Weissenberg number in excess of 24, but convergence
with mesh-reﬁnement has not been demonstrated. in relation to this, Salomon
et al. [105] have shown the diﬃculty of handling singular points even when using
a Newtonian ﬂuid.
Baaijens [85] demonstrates that using the DEVSS/DG method, stable and
accurate results can be obtained upto Weissenberg numbers beyond 24 as well,
while the limiting Weissenberg number increases with continued mesh reﬁne-
ment. Moreover, the theoretical results of Hinch [98] with respect to the order
of the corner singularity for the axi-symmetric four-to-one contraction are re-
covered numerically. Furthermore, comparison of computed corner vortexintens-
ities with results obtained by the ﬁnite volume method of Sasmal [104] and the
16EEME/SUPG results of Coates et al. [102], indicates the low order convergence
behaviour of the discretization chosen by Sasmal.
Results of other recently proposed methods, like DEVSS/SUPG, have not
been reported yet for these ﬂows using UCM or Oldroyd-B ﬂuids. Thus far,
spectral methods do not appear to resolve the corner singularity problem robustly,
as demonstrated by Yurun and Marchal [48].
In summary, fully mesh converged results for the axi-symmetric four-to-one
contraction problem using the UCM or the Oldroyd-B model have not been ob-
tained. This despite the convergence with mesh reﬁnement for the majority of
the ﬂow domain using the DEVSS/DG method, [85]. Convergence with mesh
reﬁnement, however, could not be established along the downstream wall.
Stability analysis of complex ﬂows In recent years a growing interest in
the analysis of purely elastic instabilities can be observed, see Larson [106] for a
recent review on this topic as well as (references in) Beris et al. [92], [107], [108],
[78], [109], Black and Graham [110], Chawda and Avgousti [111], McKinley et al.
[112], [113], [114] and Oztekin et al. [115].
The computational analysis of the stability of viscoelastic ﬂows has proven
to be a major challenge. This is amply demonstrated by Brown et al. [55] and
Szady et al. [56], who computed the linear stability of a planar Couette ﬂow
of the upper-convected Maxwell to access the numerical stability of a number
of mixed ﬁnite element formulations. Theoretical results have shown that this
inertialess ﬂow is stable for any value of the Weissenberg number. Methods based
on a Galerkin, EEME and EVSS formulation in combination with either SUPG
or SU demonstrated a limiting Weissenberg beyond which the numerical solution
became unstable. It is for this reason that the EVSS-G/SUPG and EVSS-G/SU
formulations where introduced for which no limiting Weissenberg number was
found within the range of Weissenberg numbers and mesh resolutions examined.
Both Northey et al. [71] (EEME/SUPG) and Bodart and Crochet [72] (4×4
SUPG and SU) investigated the stability of the Taylor-Couette ﬂow by direct
numerical integration of the unsteady equations. The capability of the 4 × 4
SUPG and SU to correctly predict the stability of the planar Couette ﬂow is not
reported.
8 Comparison with experiments
With the improved performance of numerical methods for viscoelastic ﬂow simula-
tions, direct comparison of numerical with experimental results becomes increas-
ingly feasible and necessary. Comparison may be based on global ﬂow features
such as settling velocity of particles, drag on obstacles, die-swell and pressure-
drop, or on locally measured ﬂow kinematics by streak-line photography, laser
Doppler velocimetry (LDV) or particle imaging velocimetry (PIV), and even on
17(locally) measured normal stresses by employing the stress optical rule. Apart
from purely numerical issues (e.g. convergence properties), the predictive capab-
ilities of any numerical analysis are only as good as the input data: Constitutive
models, material parameters and boundary conditions. Consequently, compar-
ison of experimental and numerical results provides detailed information on the
performance of constitutive models in complexﬂows rather than in viscometric
ﬂow only and may provide guidelines for improvements thereof.
Fortunately, for many transparent polymeric liquids both polymer stresses and
ﬂow kinematics can be measured. For instance by application of LDV or (digital)
PIV it is possible to map the full three dimensional velocity ﬁeld in complicated
geometries. The stress-optical rule is frequently applied to convert ﬂow induced
birefringence (FIB) data to normal and shear stresses. For polymer melts this
is usually achieved by means of crossed polarizers providing ﬁeld-wise informa-
tions in the form of fringe patterns that are correlated to a norm of the shear
stress and ﬁrst normal stress diﬀerence, see e.g. Aldhouse et al. [116], Han and
Drexler [117], [118], [119], Isayev and Upadhyay [120]. Measurement of both bi-
refringence and extinction angle allows a separation of shear and normal stresses.
For polymer solutions, on the other hand, crossed polarizers generally cannot be
used due to the low stresses and stress-optical coeﬃcient providing insuﬃcient
birefringence signal. In that case the Rheo-Optical Analyser (ROA) developed
by Fuller and Mikkelsen [121] may be applied giving a point-wise measurement
of ﬂow birefringence. The application to polymer melts is limited because several
order transitions may occur within the diameter of the laser beam (usually of
order 100 µm).
Stress-optical measurements are generally applied to two-dimensional planar
ﬂows although extensions to axi-symmetric (Li and Burghardt [122]) and three
dimensional ﬂows (van Egmond [123]) are currently under investigation. How-
ever, purely two-dimensional ﬂows do not exist experimentally and edge eﬀects
may disturb the direct comparison of computational and experimental results.
Furthermore, the stress-optical rule may not hold which indeed is the case at
ﬁnite extensions and near the glass transitions temperature for polymer melts.
Solutions. As illustrated in the book of Boger and Walters [124], streakline
photography is widely applied for ﬂow visualization. Townsend and Walters
[125] investigated the expansion ﬂow in two and three dimensional geometries
of a Newtonian liquid and several polymer solutions. Good agreement between
predicted and measured ﬂow patterns is reported. The viscoelastic analysis is
based on a SUPG/Taylor-Galerkin algorithm using a single mode PTT model.
Similarly, Debbaut et al. [126] and [127] and later Purnode and Crochet [128],
examine the ﬂow of polyacrylamide solutions through planar contractions. In
[128] it is demonstrated that with a single mode FENE-P model, available rhe-
ological data (both in shear and extension) could be described satisfactorily, and
18ﬂow patterns could be predicted, albeit at diﬀerent ﬂow rates.
Rajagopalan et al. [129] investigated the ﬂow of a polystyrene solution in an
eccentric cylinder conﬁguration and compared point wise measured stresses with
predictions based on a 4-mode Giesekus. For most of the ﬂow domain good quant-
itative agreement is reported. Davidson et al. [130], [131] utilized a polystyrene
solution in a smooth planar periodically constricted channel. Both velocity and
stresses are measured point-wise using LDV and FIB. In [131] measured results
are primarily compared with Newtonian predictions. The use of a single-mode
UCM and White-Metzner model proved to give a qualitative agreement for nor-
mal stresses for the latter.
In a sequence of papers Quinzani et al. [132], [133] and [134] have subsequently
investigated the rheological properties of a 5 wt % polyisobutylene in tetradecane
(PIB/C14) solution in relation to a number of existing constitutive models and
have measured velocity and stress distributions for the ﬂow through a planar
contraction. In [133] velocity and normal stresses at a number of cross sections
are measured and compared with predictions of Newtonian and power-law ﬂuids.
The order of the singularity near the reentrant corner is demonstrated to (nearly)
obey a similarity form that holds for power-law ﬂuids. Measured axial velocity
proﬁles along the symmetry line in a planar four-to-one contraction are used
in [134] to access the capabilities of a number of constitutive model to predict
the transient elongational stresses. Of the models investigated the multi-mode
PTT model performed best. Fair agreement with numerical results of these ex-
perimental ﬁndings is reported by Baaijens [83] using a multi-mode PTT model
in conjunction with an operator splitting approach, Mitsoulis [135] using a K-
BKZ integral model and a streamline integration based numerical method and
Azaiez et al. [51] and [136] using single and multi-mode versions of the PTT and
Giesekus model.
To study the ﬂow around a conﬁned cylinder, Baaijens et al. [137] and [138],
apply the same PIB/C14 solution as Quinzani et al. [132]. Velocities and stresses
are identiﬁed by means of LDV and FIB, respectively. Calculations based on a
discontinuous Galerkin method are in quantitative agreement with experimental
results provided a multi-mode linear PTT model is applied. Alternatively, the
multi-mode Giesekus model in particular overestimated normal stresses at the
wake of the cylinder where a planar elongational ﬂow exists. Similar results are
reported in [139] using an integral-type K-BKZ model.
For axi-symmetric ﬂows, Li and Burghardt [122] and Li et al. [140], show that
rather than decomposing optical signals into stress data, optical properties can be
used for comparison purposes. Particularly simple expressions are obtained in the
limit of small retardation and the methodology is demonstrated for a Newtonian
ﬂuid in [122] and for viscoelastic ﬂuids in [140]. The attractiveness of the axi-
symmetric stagnation ﬂows studied in this work is that both uni- and bi-axial
elongational properties of the ﬂuid may be examined.
Following Becker et al. [141], Arigo et al. [45] and Rajagopalan et al. [49]
19investigate the steady and unsteady motion of a falling sphere in a tube ﬁlled
with a Boger ﬂuid. At steady ﬂow LDV is used to access the velocity along the
centerline, while a transient ﬂow conditions digital particle imaging velocimetry
(DPIV) is utilized. No signs of ﬂow instabilities are observed. To describe the
motion of the sphere accurately, it is demonstrated that a multi-mode version
of the linear PTT model, with non-linearity parameters chosen to capture the
elongational data, is needed. The attainable Weissenberg number is limited by
the inability to resolve stress boundary layers near the wall of the sphere and
at the wake of the sphere. Computations are based on the EVSS-formulation.
Satrape and Crochet [41] compare computed drag on a falling sphere using a
FENE model with experimental data of Chhabra et al. [142], see Chmielewski et
al. [143] for related experimental results,
Melts. A signiﬁcant portion of the work on numerical analysis of viscoelastic
ﬂow of polymer melts is based on streamline integration methods employing
KBKZ-type constitutive models with a damping function due to Papanastasiou,
Scriven and Macosko [144] (PSM) or Wagner [145].
For example, Goublomme and Crochet [11] and [146] analysed the extrudate
swell of high-density polyethylene (HDPE) melt as reported by Koopmans [147]
using a KBKZ model, see also related work in [148] and [149]. With a modi-
ﬁed Wagner damping function giving a non-zero second normal stress diﬀerence,
quantitative agreement with experimental results could be obtained, albeit at a
large ratio of second and ﬁrst normal stress diﬀerence. Furthermore, it was shown
that non-isothermal eﬀects had little eﬀect on the swelling ratio.
Park et al. [150] also applied the KBKZ model to analyse the ﬂow of a HDPE
melt through a planar contraction. Good agreement between measured and pre-
dicted normal stresses along the centerline is reported. Ahmed and Mackley
[151] and [152] measured both velocities and birefringence along the centerline of
a planar contraction for two grades of HDPE melts. The analysis is based on a
KBKZ model with a Wagner type damping function. With material parameters
based on shear data only, a quantitative agreement with experimental data could
be achieved for one of the grades only (Natene). The form of the damping func-
tion did not give independent control over shear and elongational data necessary
to describe the behavior of the other grade (Rigidex). Recently, Beraudo et al.
[153] have also reported results on contraction ﬂows of LDPE melts and made
comparison with experimentally observed birefringence patterns.
Similarly, Kiriakidis et al. [154] and [155] investigated the contraction ﬂow
of a LLDPE melt, also with the KBKZ model and a PSM damping function.
Both a short and a long exit die length are examined. In particular for the short
exit length good quantitative agreement between predicted and measured normal
stresses along the centerline is found. The same ﬂow conﬁguration is analysed by
Maders at al. [156] using a single-mode White-Metzner model.
20Hulsen and van der Zanden [10] applied an eight-mode Giesekus model to the
analysis of contraction ﬂows of an LDPE melt, obtaining a quantitative agreement
with experimentally observed vortex sizes, similar to Dupont and Crochet [157]
and Luo and Mitsoulis [148].
Kajiware et al. [158] simulated the converging ﬂow of a LDPE through a
tapered slit die using a single-mode PTT and Giesekus model. In the case of the
PTT model, computed and predicted normal and shear stresses are reported to
deviate only 20 %.
Baaijens et al. [53] investigated the ﬂow of a LDPE melt around a conﬁned
cylinder, also reported by Hartt and Baird [159]. The numerical analysis is based
on a implicit/explicit implementation of combination of the DEVSS and discon-
tinuous Galerkin method allowing the eﬃcient handling of multiple relaxation
times. Parameters of the exponential version of the PTT model and the Giesekus
model are ﬁtted to available shear data, including viscosity and ﬁrst normal stress
diﬀerence. For the PTT model no unique set of parameters could be identiﬁed
without the presence of elongational data. Three diﬀerent parameter sets have
been applied, all giving an equally well ﬁt of the shear data. Comparison with
experimentally obtained birefringence patterns revealed that neither of the mod-
els could fully quantitatively predict the observed stress patterns, consistent with
results reported in [159].
9 Conclusions
Over the past decade, signiﬁcant progress has been made in the numerical and
experimental analysis of viscoelastic ﬂows. Within the category of mixed methods
the so-called DEVSS based methods, as ﬁrst introduced by Guenette and Fortin
[47], appear to provide the most robust formulations currently available. To
achieve accurate results, the DEVSS method should preferably be combined with
either the SUPG formulation (e.g. Szady [56]), the DG formulation (e.g. Baaijens
[53]) or other upwind schemes that are of suﬃcient accuracy such as the third
order accurate upwind technique of Singh and Leal [29] or Taylor-Galerkin based
methods (i.e. Baloch et al. [77]). The use of streamline upwind (SU) techniques
or low order interpolation in combination with the DG method yields overly
diﬀusive algorithms that are too inaccurate for practical calculations despite their
robustness.
For the analysis of the stability of viscoelastic ﬂows, best results are reported
by Szady et al. [56], using the EVSS-G/SUPG formulation. Equivalent results
are obtained using the DEVSS-G/SUPG method.
For time dependent ﬂows the operator splitting methodology developed for
the Navier-Stokes equations by Glowinsky and Pironneau [160], known as the
θ-scheme, is gaining popularity. It provides for an elegant splitting of the mo-
mentum and continuity equation on the one hand, and the constitutive equation
21on the other hand. As a consequence, a sequence of well deﬁned problems of
moderate size need to be computed, and is easily applicable to problems with
multiple relaxation times. The θ-scheme has been sucessfully applied to a variety
of weak formulations, including DEVSS based methods.
A key concern in viscoelastic ﬂow analysis is the high computational burden
involved in the solution of the resulting set of equations, both in terms of CPU
and memory requirements. Although a number of attempts have been made to
use iterative solvers, still a lot of work remains to be done in this research area
to yield cost eﬀective and robust methods.
In the analysis of ﬂows through smooth domains, such a the falling-sphere-
in-a-tube benchmark problem, convergent results have been obtained upto high
values of the Weissenberg number with a variety of numerical methods. However,
limits in the attainable Weissenberg number still exist. It is at present unclear
what causes these limits, but it is expected that convergence to higher values
of the Weissenberg number may be achieved with increasing mesh reﬁnement,
for instance because in that case stress boundary layers can be represented with
more accuracy.
For ﬂows with geometrical singularities however, still signiﬁcant problems ex-
ist. On a given mesh SUPG based methods, in particular, appear to provide con-
vergent results upto disappointingly small Weissenberg numbers only. Moreover,
convergence of the iterative scheme (Newton-Raphson) deteriorates with increas-
ing mesh reﬁnement. Using appropriate discretization, relatively high values of
the Weissenberg number are achieved using the DEVSS/DG method for the axi-
symmetric four-to-one problem using the UCM and Oldroyd-B ﬂuid. Yet, mesh
convergent results near the singularity and along the downstream wall could not
be obtained. But, in contrast with the DEVSS/SUPG method, ever higher Weis-
senberg numbers are achieved with increased mesh reﬁnement.
Confrontation with experimental results increasingly reveals the inability of
existing constitutive models to predict the complicated stress ﬁelds in viscoelastic
ﬂows. This holds in particular for regions with strong elongational ﬂows. Con-
sequently, improved constitutive models are desired. Direct confrontation of com-
putational and experimental results may provide guidelines for such models.
A relative recent and promising approach that does not require closed form
constitutive models are so-called micro-macro formulations based on kinetic the-
ories, as ﬁrst suggested by Laso and ¨ Ottinger [161] and Feigl et al. [162], and
later adopted and improved by Hua and Schieber [163], Bell et al. [164], Laso et
al. [165], Hulsen et al. [166], ¨ Ottinger et al. [167] and Halin et al. [168].
References
[1] R.A. Brown and G.H. McKinley. Report on the VIIth international work-
shop on numerical methods in non-Newtonian ﬂows. J. Non-Newtonian
22Fluid Mech., page 407, 1994.
[2] B. Caswell. Report on the IXth international workshop on numerical meth-
ods in non-Newtonian ﬂows. J. Non-Newtonian Fluid Mech., pages 99–110,
1996.
[3] M.J. Crochet, A.R. Davies, and K. Walters. Numerical simulation of Non-
Newtonian ﬂow. Elsevier, Amsterdam, 1984.
[4] R. Keunings. Simulation of viscoelastic ﬂow. In C.L. Tucker, editor, Com-
puter Modeling for Polymer Processing, chapter 9, pages 404–469. Hanser,
Munich, 1989.
[5] In J.F. Dijksmans and G.D.C. Dijksman, editors, IUTAM symposium
on: Numerical simulation of non-isothermal ﬂow of viscoelastic liquids,
Dordrecht, 1995. IUTAM, Kluwer Academic Publishers.
[6] R.B. Bird, R.C. Armstrong, and O. Hassager. Dynamics of Polymeric
Liquids. Vol. 1: Fluid mechanics. John Wiley & Sons, New York, second
edition, 1987.
[7] R.B. Bird, C.F. Curtiss, R.C. Armstrong, and O. Hassager. Dynamics of
Polymeric Liquids. Vol. 2: Kinetic theory. John Wiley & Sons, New York,
second edition, 1987.
[8] H.K. Rasmussen and O. Hassager. Simulation of transient viscoelastic ﬂow.
J. Non-Newtonian Fluid Mech., 46:298–305, 1993.
[9] X.L. Luo and R.I. Tanner. J. Non-Newtonian Fluid Mech., 21:179–199,
1986.
[10] M.A. Hulsen and J. van der Zanden. Numerical simulation of contraction
ﬂows using a multi-mode gesekus model. J. Non-Newtonian Fluid Mech.,
38:183–221, 1991.
[11] A. Goublomme, B. Draily, and M.J. Crochet. Numerical prediction of
extrudate swell of a high-density polyethylene. J. Non-Newtonian Fluid
Mech., 44:171–195, 1992.
[12] D. Rajagopalan, R.C. Armstrong, and R.A. Brown. Comparison of compur-
ational eﬃciency of ﬂow simulations with multimode constitutive equations:
integral and diﬀerential models. J. Non-Newtonian Fluid Mech., 46:243–
273, 1993.
[13] M. Kawahara and N. Takeuchi. Mixed ﬁnite element method for analysis
of viscoelastic ﬂuid ﬂow. Comp. Fluids, 5:33–45, 1977.
23[14] M.J. Crochet and R. Keunings. Die swell of a Maxwell ﬂuid: Numerical
prediction. J. Non-Newtonian Fluid Mech., 7:199–212, 1980.
[15] M.J. Crochet and R. Keunings. On numerical die swell calculations. J.
Non-Newtonian Fluid Mech., 10:85–94, 1982.
[16] M.J. Crochet and R. Keunings. Finite element analysis of die swell at highly
elastic ﬂuids. J. Non-Newtonian Fluid Mech., 10:339–356, 1982.
[17] R.C. King, M.N. Apelian, R.C. Armstrong, and R.A. Brown. Numerically
stable ﬁnite element techniques for viscoelastic calculations in smooth and
singular geometries. J. Non-Newtonian Fluid Mech., 29:147–216, 1988.
[18] F. Brezzi and M. Fortin. Mixed and Hybrid Finite Element Methods.S e r i e s
in Computational Mechanics. Springer-Verlag, New York, 1991.
[19] A.N. Brooks and T.J.R. Hughes. Streamline upwind / Petrov-Galerkin
formulations for convection dominated ﬂows with particular emphasis on
the incompressible Navier-Stokes equations. Comp. Methods Appl. Mech.
Eng., 32:199–259, 1982.
[20] J.M. Marchal and M.J. Crochet. A new mixed ﬁnite element for calculating
viscoelastic ﬂow. J. Non-Newtonian Fluid Mech., 26:77–114, 1987.
[21] F.P.T. Baaijens. Numerical analysis of unsteady viscoelastic ﬂow. Comp.
Methods Appl. Mech. Eng., 94:285–299, 1992.
[22] W.J. Lunsmann, L. Genieser, R.C. Armstrong, and R.A. Brown. Finite
element analysis of steady viscoelastic ﬂow around a sphere in a tube: cal-
culations with constant viscosity models. J. Non-Newtonian Fluid Mech.,
48:63–99, 1993.
[23] J. Rosenberg and R. Keunings. Numerical integration of diﬀerential vis-
coelastic models. J. Non-Newtonian Fluid Mech., 39:269–290, 1991.
[24] M.J. Crochet and V. Legat. The consistent streamline-upwind/Petrov-
Galerkin method for viscoelastic ﬂow revisited. J. Non-Newtonian Fluid
Mech., 42:283–299, 1992.
[25] M. Fortin and A. Fortin. A new approach for the fem simulation of vis-
coelastic ﬂows. J. Non-Newtonian Fluid Mech., 32:295–310, 1989.
[26] P. Lesaint and P.A. Raviart. On a ﬁnite element method for solving the
neutron transport equation. Academic Press, New York, 1974.
[27] F.P.T. Baaijens. Numerical experiments with a Discontinuous Galerkin
method including monotonicity enforcement on the stick-slip problem. J.
Non-Newtonian Fluid Mech., 51:141–159, 1994.
24[28] P. Saratimo and J.M. Piau. Flow characteristics of viscoelastic ﬂuids in an
abrupt contraction by using numerical modeling. J. Non-Newtonian Fluid
Mech., 42:263–288, 1994.
[29] P. Singh and L.G. Leal. Finite element simulation of the start-up problem
for a viscoelastic ﬂuid in in eccentric rotating cylinder geometry using a
third order upwind scheme. Theoret. Comput. Fluid Dynamics, 5:107–137,
1993.
[30] M. Tabata and S. Fujima. An upwind ﬁnite elment scheme for high Reyn-
olds number ﬂows. Int. J. Num. Methods Fluids, 14:305–322, 1992.
[31] M. Fortin and R. Pierre. On the convergence of the mixed method of
Crochet and Marchal for viscoelastic ﬂows. Comp. Methods Appl. Mech.
Eng., 7:1035–1052, 1987.
[32] A. Fortin, A. Zine, and J.F. Agassant. Computing viscoelastic ﬂuid ﬂow
problems at low cost. J. Non-Newtonian Fluid Mech., 45:209–229, 1992.
[33] F.P.T. Baaijens. Application of low-order Discontinuous Galerkin methods
to the analysis of viscoelastic ﬂows. J. Non-Newtonian Fluid Mech., 52:37–
57, 1994.
[34] J. Baranger and D. Sandri. A formulation of stoke’s problem and the linear
elasticity equations suggested by the oldroyd model for viscoelastic ﬂow.
Mathematical modelling and numerical analysis, 26(2):331–345, 1992.
[35] J. Baranger and D. Sandri. Finite element method for the approximation
of viscoelastic ﬂuid ﬂow with a diﬀerential constitutive law. Computational
Fluid Dynamics, 2:1021–1025, 1992.
[36] M.A. Mendelson, P.W. Yeh, R.C. Armstrong, and R.A. Brown. Approx-
imation error in ﬁnite element calculation of viscoelastic ﬂuid ﬂows. J.
Non-Newtonian Fluid Mech., 10:31–54, 1982.
[37] A.N. Beris, R.C. Armstrong, and R.A. Brown. Finite element calculation
of viscoelastic ﬂow in a Journal bearing: I, Small eccentricities. J. Non-
Newtonian Fluid Mech., 16:141–172, 1984.
[38] A.N. Beris, R.C. Armstrong, and R.A. Brown. Finite element calculation
of viscoelastic ﬂow in a Journal bearing: II, Moderate eccentricities. J.
Non-Newtonian Fluid Mech., 19:323–347, 1986.
[39] D. Rajagopalan, R.C. Armstrong, and R.A. Brown. Calculation of steady,
viscoelastic ﬂow using a multimode maxwell model: Application of the ex-
plicitly elliptic momentum equation (eeme) formulation. J. Non-Newtonian
Fluid Mech., 36:135–157, 1990.
25[40] A. Fortin and A. Zine. An improved GMRES method for solving viscoelastic
ﬂuid ﬂow problems. J. Non-Newtonian Fluid Mech., 42:1–18, 1992.
[41] J.V. Satrape and M.J. Crochet. Numerical simulation of the motion of a
sphere in a boger ﬂuid. J. Non-Newtonian Fluid Mech., 55:91–111, 1994.
[42] F. Debae, V. Legat, and M.J. Crochet. Practical evaluation of four mixed
ﬁnite element methods for viscoelastic ﬂow. J. Rheol., 38(2):421–441, 1994.
[43] V. Delvaux, V. van Kemenade, F. Dupret, and M.J. Crochet. Finite ele-
ments for viscoelastic ﬂows with change of type. TCFD, 4:289–308, 1993.
[44] B. Khomami, K.K. Talwar, and H.K. Ganpule. A comparative study of
higher- and lower-order ﬁnite element techniques for computation of vis-
coelastic ﬂows. J. Rheol., 38:255–289, 1994.
[45] M.T. Arigo, D. Rajagopalan, N. Shapley, and G.H. McKinley. The sedi-
mentation of a sphere through an elasic ﬂuid, part 1: Steady motion. J.
Non-Newtonian Fluid Mech., 60:225–257, 1995.
[46] K.K. Talwar and B. Khomami. Flow of viscoelastic ﬂuids past periodic
square arrays of cylinders: inertial and shear thinning viscosity and elasti-
city eﬀects. J. Non-Newtonian Fluid Mech., 57:177–202, 1995.
[47] R. Gu´ enette and M. Fortin. A new mixed ﬁnite element method for com-
puting viscoelastic ﬂows. J. Non-Newtonian Fluid Mech., 60:27–52, 1995.
[48] Fan Yurun and M.J. Crochet. High-order ﬁnite element methods for steady
viscoelastic ﬂows. J. Non-Newtonian Fluid Mech., 57:283–311, 1995.
[49] D. Rajagopalan, M.T. Shapley, and G.H. McKinley. The sedimentation of a
sphere through an elasic ﬂuid, part 1: Transient motion. J. Non-Newtonian
Fluid Mech., 1996.
[50] J. Sun, N. Phan-Thien, and R.I. Tanner. An adaptive viscoelastic stress
splitting scheme and its applications: Avss/si and avss/supg. J. Non-
Newtonian Fluid Mech., 65:79–91, 1996.
[51] J. Azaiez, R. Guenette, and A. At Kadi. Numerical simulation of vis-
coelastic ﬂows through a planar contraction. J. Non-Newtonian Fluid
Mech., 62:253–277, 1996.
[52] X.-L. Luo. Operator splitting algorithm for viscoelastic ﬂow and numerical
analysis for the ﬂow around a sphere in a tube. J. Non-Newtonian Fluid
Mech., 63:121–140, 1996.
26[53] F.P.T. Baaijens, S.H.A. Selen, H.P.W. Baaijens, G.W.M. Peters, and
H.E.H. Meijer. Viscoelastic ﬂow past a conﬁned cylinder of a LDPE melt.
J. Non-Newtonian Fluid Mech., pages 173–203, 1997.
[54] A.W.Liu, D.E.Bornside, R.C. Armstrong, and R.A. Brown. Viscoelastic
ﬂow of polymer solutions around a periodic, linear array of cylinders: Com-
parisons of predictions for microstructure and ﬂow ﬁelds. J. Non-Newtonian
Fluid Mech., 1996. Accepted for publ.
[55] R.A. Brown, M.J. Szady, P.J. Northey, and R.C. Armstrong. On the numer-
ical stability of mixed ﬁnite element methods for viscoelastic ﬂows governed
by diﬀerential constitutive equations. Theor. and Comp. Fluid Dynamics,
5:77–106, 1993.
[56] M.J. Szady, T.R. Salomon, A.W. Liu, D.E. Bornside, R.C. Armstrong, and
R.A. Brown. A new mixed ﬁnite element method for viscoelastic ﬂows
governed by diﬀerential constitutive equations. J. Non-Newtonian Fluid
Mech., 59:215–243, 1995.
[57] K.K. Talwar, H.K. Ganpule, and B. Khomami. A note on the selection
of spaces in computation of viscoelastic ﬂows using the hp-ﬁnite element
method. J. Non-Newtonian Fluid Mech., 52:293–307, 1994.
[58] V. Warichet and V. Legat. Adaptive hp-ﬁnite element viscoelastic ﬂow
calculations. J. Non-Newtonian Fluid Mech., 73:95–114, 1997.
[59] V. Van Kemenade and M.O. Deville. Application of spectral elements for
viscoelastic ﬂows with change of type. J. Non-Newtonian Fluid Mech.,
51:277–308, 1994.
[60] V. Van Kemenade and M.O. Deville. Spectral elements for viscoelastic
ﬂows with change of type. J. Rheol., 38(2):291–307, 1994.
[61] M.J. Crochet, V. Delvaux, and J.M. Marchal. On the convergence of the
streamline-upwind mixed ﬁnite element. J. Non-Newtonian Fluid Mech.,
34:261–268, 1990.
[62] A. Fortin and M. Fortin. A preconditioned generalized minimal residual
algorithm for the numerical solution of viscoelastic ﬂuid ﬂows. J. Non-
Newtonian Fluid Mech., 36:277–288, 1990.
[63] P. Saratimo. A new θ-scheme algorithm and incompressible FEM for vis-
coelastic ﬂuid ﬂows. Math. Mod. and Num. Analysis, 28(1):1–34, 1994.
[64] P. Saratimo. Eﬃcient simulation of nonlinear viscoelast ﬂuid ﬂows. J.
Non-Newtonian Fluid Mech., 60:199–223, 1996.
27[65] S. Pilitsis and A.N. Beris. Calculations of steady-state viscoelastic ﬂow in
an undulating tube. J. Non-Newtonian Fluid Mech., 31:231–287, 1989.
[66] S. Xu, A.R. Davies, and T.N. Phillips. Pseudospectral method for transient
viscoelastic ﬂow in axisymmetric channel. Num, Methods for Part. Diﬀ.
Eqs, 9:691–710, 1993.
[67] T.N. Phillips. The spectral simulation of axisymmetric non-newtonian ﬂows
using time splitting techniques. Finite Elements in Analisys and Design,
16:229–236, 1994.
[68] S. Pilitsis and A.N. Beris. Viscoelastic ﬂow in an undulating tube. part
ii: eﬀects of high elasticity, large amplitude of undulation and inertia. J.
Non-Newtonian Fluid Mech., 39:375–405, 1991.
[69] S. Pilitsis and A.N. Beris. Pseudospectral calculations of viscoelastic ﬂow in
a periodically constricted tube. Comp. Methods Appl. Mech. Eng., 98:307–
328, 1992.
[70] A. Souvaliotis and A.N. Beris. Application of domain decomposition spec-
tral collocation methods in viscoelastic ﬂows through model porous media.
J. Rheol., 36:1417–1453, 1992.
[71] P.J. Northey, R.C. Armstrong, and R.A. Brown. Finite-amplitude time-
periodic states in viscoelastic taylor-couette ﬂow described by the ucm
model. J. Non-Newtonian Fluid Mech., 42:117–139, 1992.
[72] Ch. Bodart and M.J. Crochet. Time-dependent numerical simulation of
viscoelastic ﬂow and stability. TCFD, 5:57–75, 1993.
[73] C. Bodart and M.J. Crochet. The time-dependent ﬂow of a viscoelastic
ﬂuid around a sphere. J. Non-Newtonian Fluid Mech., 54:303–329, 1994.
[74] R. Glowinksi and O. Pironneau. Finite element methods for navier-stokes
equations. Annual Review of Fluid Mechanics, 24:167–204, 1992.
[75] E.O.A. Carew, P. Townsend, and M.F. Webster. A Taylor-Petrov-Galerkin
algorithm for viscoelastic ﬂow. J. Non-Newtonian Fluid Mech., 50:253–287,
1993.
[76] E.O.A. Carew, P. Townsend, and M.F. Webster. Taylor-galerkin algorithms
for viscoelastic ﬂow:application to a model problem. Numerical Methods for
Partial Diﬀerential Equations, 10:171–190, 1994.
[77] A. Baloch, P. Townsend, and M.F. Webster. On the simulation of highly
elastic complexﬂows. J. Non-Newtonian Fluid Mech., 59:111–128, 1995.
28[78] M. Avgousti, B. Liu, and A.N. Beris. Spectral methods for the viscoelastic
time- dependent ﬂow equations with applications to taylor-couette ﬂow.
In t .J .N u m .M e t h o d sF l u i d s , 17:49–74, 1993.
[79] A.N. Beris and R. Sureshkumar. Simulation of time-dependent viscoelastic
channel poiseuille ﬂow at high reynolds numbers. C h e m .E n g .S c . , 51:1451–
1471, 1996.
[80] M. Fortin and D. Esselaoui. A ﬁnite element procedure for viscoelastic
ﬂows. Int. J. Num. Methods Fluids, 7:1035–1052, 1987.
[81] F.G. Basombrio, G.C. Buscaglia, and E.A. Dari. Simulation of highly elastic
ﬂuids without additional numerical diﬀusivity. J. Non-Newtonian Fluid
Mech., 39:189–206, 1991.
[82] K.K. Kabenemi, F. Betrand, P.A. Tanguy, and A. Ait-Kadi. A pseudo-
transient ﬁnite element method for the resolution of viscoelastic ﬂow prob-
lems by the method of characteristics. J. Non-Newtonian Fluid Mech.,
55:382–305, 1994.
[83] F.P.T. Baaijens. Numerical analysis of start-up planar and axisymmetric
contraction ﬂows using multi-mode diﬀerential constitutive models. J. Non-
Newtonian Fluid Mech., 48:147–180, 1993.
[84] O.G. Harlen, J.M. Rallison, and P.Szabo. A split lagrangian-eulerian
method for simulating transient viscoelastic ﬂows. J. Non-Newtonian Fluid
Mech., 60:81–104, 1995.
[85] F.P.T. Baaijens. An iterative solver for the devss/dg method with applica-
tion to smooth and non-smooth ﬂows of the upper convected maxwell ﬂuid.
J. Non-Newtonian Fluid Mech., 1998. Accepted for publication.
[86] C.-C. Tsai and T.J. Liu. Comparison of three solvers for viscoelastic ﬂuid
ﬂow problems. J. Non-Newtonian Fluid Mech., 60:150–177, 1995.
[87] R. Keunings. Parallel ﬁnite element algorithms applied to computational
rheology. Computers Chem. Engng., 19(6/7):647–669, 1995.
[88] O. Zone, D. Vanderstreaten, and R. Keunings. A parallel ﬁnite element
solver based on automatic domain decomposition applied to viscoelastic
ﬂows. In N. Satofuka et al., editor, Parallel Computational Fluid Mechanics,
pages 297–304, 1995.
[89] Y. Saad. Iterative methods for sparse linear systems. PWS, ISBN 0-534-
94776-X, 1996.
29[90] T.N. Phillips and G.W. Roberts. The treatment of spurious pressure modes
in spectral incompressible ﬂow calculations. J. Comput. Phys., 105:150–164,
1993.
[91] D. Rajagopalan, R.C. Armstrong, and R.A. Brown. Finite element methods
for calculation of steady, viscoelastic ﬂow using constitutive equations with
a newtonian viscosity. J. Non-Newtonian Fluid Mech., 36:159–192, 1990.
[92] A.N. Beris, M. Avgousti, and A. Souvaliotis. Spectral calculations of vis-
coelastic ﬂows: evaluation of the giesekus constitutive equation in model
ﬂow problems. J. Non-Newtonian Fluid Mech., 44:197–228, 1992.
[93] K.K. Talwar and B. Khomami. Application of higher order ﬁnite element
methods to viscoelastic ﬂow in porous media. J. Rheol., 36(7):1377–1416,
1992.
[94] K.K. Talwar and B. Khomami. Higher order ﬁnite element techniques for
viscoelastic ﬂow problems with change of type and singularities. J. Non-
Newtonian Fluid Mech., 59:49–72, 1995.
[95] A. Souvaliotis and A.N. Beris. Spectral collocation/domain decomposition
method for viscoelastic ﬂow simulations in model porous geometries. Comp.
Methods Appl. Mech. Eng., 129:9–28, 1996.
[96] H. Jin, N. Phan-Thien, and R.I. Tanner. A ﬁnite element analysis of the
ﬂow past a sphere in a cylindrical tube:ptt ﬂuid model. Computational
Mechanics, 8:409–422, 1991.
[97] A.R. Davies and J. Devlin. On corner ﬂows of oldroyd-b ﬂuids. J. Non-
Newtonian Fluid Mech., 50:173–191, 1993.
[98] E.J. Hinch. Flow of an oldroyd-b ﬂuid around a sharp corner. J. Non-
Newtonian Fluid Mech., 50:161–171, 1993.
[99] M. Renardy. A matched solution for corner ﬂow of the upper convected
maxwell ﬂuid. J. Non-Newtonian Fluid Mech., 58:83–89, 1993.
[100] R. Keunings. On the high Weissenberg number problem. J. Non-Newtonian
Fluid Mech., 20:209–226, 1986.
[101] M.R. Apelian, R.C. Armstrong, and R.A. Brown. Impact of the constitutive
equation and singularity on the calculation of stick-slip ﬂow: the modiﬁed
upper convected Maxwell model. J. Non-Newtonian Fluid Mech., 27:299–
321, 1988.
30[102] P.J. Coates, R.C. Armstrong, and R.A. Brown. Calculation of steady-
state viscoelastic ﬂow through axisymmetric contractions with the eeme
formulation. J. Non-Newtonian Fluid Mech., 42:141–188, 1992.
[103] P. Singh and L.G. Leal. Finite element simulation of ﬂow around a 3π/2
corner using the FENE dumbbell model. J. Non-Newtonian Fluid Mech.,
58:279–313, 1995.
[104] G.P. Sasmal. J. Non-Newtonian Fluid Mech., 56:15–47, 1995.
[105] T. Salomon, D.E. Bornside, R.C. Armstrong, and R.B. Brown. Local sim-
ilarity solution in the presence of a slip boundary condition. Phys. Fluids,
9:1235–1247, 997.
[106] R.G. Larson. Instabilities in viscoelastic ﬂows. Rheol. Acta, 31:213–263,
1992.
[107] R. Sureshkumar and A.N. Beris. Linear stability analysis of viscoelastic
poiseuille ﬂow using an arnoldi-based orthogonalization algorithm. J. Non-
Newtonian Fluid Mech., 56:151–182, 1995.
[108] M. Avgousti and A.N. Beris. Viscoelastic taylor-couette ﬂow: bifurcation
analysis in the presence of symmetries. P r o c .R .S o c .L o n d .A , 443:17–37,
1993.
[109] M. Avgousti and A.N. Beris. Non-axisymmetric modes in viscoelastic
taylor- couette ﬂow. J. Non-Newtonian Fluid Mech., 50:225–251, 1993.
[110] W.B. Black and M.D. Graham. Wall slip and polymer melt ﬂow instability.
Phys. Rev. lett, 00:000–000, 1996.
[111] A. Chawda and M. Avgousti. Stability of viscoelastic ﬂow between eccentric
rotating cylinders. J. Non-Newtonian Fluid Mech., 63:97–120, 1996.
[112] G.H. McKinley, R.C. Armstrong, and R.A. Brown. The wake instability
in viscoelastic ﬂow past conﬁned circular cylinders. Phil. Trans. R. Soc.
Lond. A, 344:265–304, 1993.
[113] G.H. McKinley, J.A. Byars A. Oztekin, and R.A. Brown. Self-similar spiral
instabilities in elastic ﬂows between a cone and a plate. J. Fluid Mech.,
285:123–164, 1995.
[114] G.H. McKinley, P. Pakdel, and A. Oztekin. Rheological and geometric
scaling of purely elastic ﬂow instabilities. J. Non-Newtonian Fluid Mech.,
00:000–000, 1996.
31[115] A. Oztekin, R.A. Brown, and G.H. McKinley. Qauntitative prediction of
the viscoelastic instability in cone-and-plate ﬂow of a boger ﬂuid using a
multi-mode giesekus model. J. Non-Newtonian Fluid Mech., 54:351–377,
1994.
[116] S.T.E. Aldhouse, M.R. Mackley, and I.P.T. Moore. Experimental and linear
viscoelastic stress distribution measurement of high density polyethylene
ﬂowing into and within a slit. J. Non-Newtonain Fluid Mech., 21:359–376,
1986.
[117] C.D. Han and L.H. Drexler. Studies of converging ﬂows of viscoelastic
polymeric melts, (i) Stress birefringent measurements in the entrance region
of a sharp-edged slit die. J. Appl. Pol. Sc., 17:2329–2354, 1973.
[118] C.D. Han and L.H. Drexler. Studies of converging ﬂows of viscoelastic
polymeric melts, (ii) Stress and velocity distributions in the entrance region
of a sharp-edged slit die. J. Appl. Pol. Sc., 17:2355–2368, 1973.
[119] C.D. Han and L.H. Drexler. Studies of converging ﬂows of viscoelastic
polymeric melts, (iii) Velocity measurement in the entrance region of a
sharp-edged slit die. J. Appl. Pol. Sc., 17:2369–2393, 1973.
[120] A.I. Isayev and R.K. Upadyay. Two-dimensional viscoelastic ﬂows: ex-
perimentation and modeling. J. Non-Newtonian Fluid Mech., 19:135–160,
1985.
[121] G.G. Fuller and K.J. Mikkelsen. Note: Optical rheometry using a rotary
polarization modulator. J. Rheol., 33:1989, 761-769.
[122] J.M. Li and W.R. Burghardt. Flow birefringence in axisymmetric geomet-
ries. J. Rheol., pages 743–766, 1995.
[123] J. van Egmond. Full tensor optical rheology (ftor) of polymer solutions.
In A. Ait-Kadi, J.M. Dealy, D.F. James, and M.C. Williams, editors, Pro-
ceedings XIIth International Congress on Rheology , pages 757–758, Quebec,
1996.
[124] D.V. Boger and K. Walters. Rheological Phenomena in Focus. Elsevier,
Amsterdam, 1993.
[125] P. Townsend and K. Walters. Expansion ﬂows of non-newtonian liquids.
Chemical Engineering Science, 49(5):749–763, 1994.
[126] B. Debbaut, J.M. Marchal, and M.J. Crochet. Numerical simulation of
highly viscoelastic ﬂows through an abrupt contraction. J. Non-Newtonian
Fluid Mech., 29:119–146, 1988.
32[127] B. Debbaut and M.J. Crochet. Extensional eﬀects in complex ﬂows. J.
Non-Newtonian Fluid Mech., 30:169–184, 1988.
[128] B. Purnode and M.J. Crochet. Flows of polymer solutions through con-
tractions. Part 1: ﬂows of polyacrylamide solutions through planar con-
tractions. J. Non-Newtonian Fluid Mech., 65:269–289, 1996.
[129] D. Rajagopalan, R.C. Armstrong J. A. Byars, R.A. Brown, J.S. Lee, and
G.G. Fuller. Comparison of numerical simulations and birefringence meas-
urements in viscoelastic ﬂow between eccentric rotating cylinders. J. Rheol.,
36(7):1349–1375, 1992.
[130] D.L. Davidson, W.W. Graessley, and W.R. Schowalter. Velocity and stress
ﬁelds of polymeric liquids ﬂowing in a periodically constricted channel. Part
I. Experimental methods and straight channel. J. Non-Newtonian Fluid
Mech., 49:317–344, 1993.
[131] D.L. Davidson, W.W. Graessley, and W.R. Schowalter. Velocity and stress
ﬁelds of polymeric liquids ﬂowing in a periodically constricted channel.
Part II. Observations of non-Newtonian behavior. J. Non-Newtonian Fluid
Mech., 49:345–375, 1993.
[132] L.M. Quinzani, G.H. McKinley, R.C. Armstrong, and R.A. Brown. Model-
ing the rheology of polyisobutylene solutions. Journal of Rheology, 34:705–
749, 1990.
[133] L.M. Quinzani, R.C. Armstrong, and R.A. Brown. Birefringence and laser-
Doppler velocimetry (LDA) studies of viscoelastic ﬂow through a planar
contraction. J. Non-Newtonian Fluid Mech., 52:1–36, 1994.
[134] L.M. Quinzani, R.C. Armstrong, and R.A. Brown. Use of coupled bi-
refringence and LDV studies of ﬂow through a planar contraction to
test constitutive equations for concentrated polymer solutions. J. Rheol.,
39(6):1201–1227, 1995.
[135] E. Mitsoulis. Numerical simulation of planar entry ﬂow for a poly-
isobutylene solution using an integral constitutive equation. J. Rheol.,
37(6):1029–1040, 1993.
[136] J. Azaiez, R. Guenette, and A. At Kadi. Entry ﬂow calculations using
multi-mode models. J. Non-Newtonian Fluid Mech., 00:000–000, 1996.
[137] J.H.W. Baaijens, G.W.M. Peters, F.P.T. Baaijens, and H.E.H. Meijer. Vis-
coelastic ﬂow past a conﬁned cylinder of a polyisobutylene solution. J.
Rheol., 39:1243–1277, 1995.
33[138] F.P.T. Baaijens, H.P.W. Baaijens, G.W.M. Peters, and H.E.H. Meijer. An
experimental and numerical investigation of a viscoelastic ﬂow around a
cylinder. J. Rheol., 38:351–376, 1994.
[139] G. Barakos and E. Mitsoulis. Numerical simulation of viscoelastic ﬂow
around cylinder using an integral constitutive equation. J. Rheol.,
39(6):1279–1292, 1995.
[140] J.M. Li, W.R. Burghardt, Bin Yang, and Bamin Khomami. Flow birefrin-
gence and computational studies of a shear thinning polymer solution in
axisymmetric stagnation ﬂows. J. Non-Newtonian Fluid Mech., pages 151–
193, 1998.
[141] L.E. Becker, G.H. McKinley, H.K. Rasmussen, and O. Hassager. The un-
steay motion of a sphere in a viscolastic ﬂuid. J. Rheol., 38(2):377–403,
1994.
[142] R.P. Chhabra, P.H.T. Uhlherr, and D.V. Boger. J. Non-Newtonian Fluid
Mech., 29:187–199, 1980.
[143] C. Chmielewski, K.L. Nichols, and K. Jayaraman. A comparison of the drag
coeﬃcients of spheres translating in corn-syrup-based and polybutene-based
boger ﬂuids. J. Non-Newtonian Fluid Mech., 35:37–49, 1990.
[144] A.C. Papanastasiou, L.E. Scriven, and C.W. Macosko. J. Non-Newtonian
Fluid Mech., 22:271, 1987.
[145] M.H. Wagner. Rheol. Acta, 15:136, 1976.
[146] A. Goublomme and M.J. Crochet. Numerical prediction of extrudate swell
of a high-density polyethylene: further results. J. Non-Newtonian Fluid
Mech., 47:281–287, 1993.
[147] R.J. Koopmans. Polym. Eng. Sci., 32:1741, 1993.
[148] X.-L. Luo and E. Mitsoulis. Memory phenomena in extrudate swell simu-
lations for annular dies. J. Rheol., 33(8):1307–1327, 1989.
[149] G. Barakos and E. Mitsoulis. Numerical simulation of extrusion through
oriﬁce dies and prediction of bagley correction for an IUPAC-LDPE melt.
J. Rheol., 39(1):193–209, 1995.
[150] H.J. Park, D.G. Kiriakidis, E. Mitsoulis, and K.J. Lee. Birefringence studies
in die ﬂows of an hdpe melt. J. Rheol., 36(8):1563–1582, 1992.
[151] R. Ahmed and M.R.Mackley. Experimental centreline planar extension of
polyethylene melt ﬂowing into a slit die. J. Non-Newtonian Fluid Mech.,
56:127–149, 1995.
34[152] R Ahmed, R Liang, and M.R.Mackley. The experimental observation and
numerical prediction of planar entry ﬂow and die swell for molten poly-
ethylene. J. Non-Newtonian Fluid Mech., 59:129–153, 1995.
[153] C. Beraudo, A. Fortin, T. Coupez, Y. Demay, B. Vergnes, and J.F.
Agassant. A ﬁnite element method for comuting the ﬂow of multi-mode
viscoelastic ﬂuids: comparison with experiments. J. Non-Newtonian Fluid
Mech., 75:1–23, 1998.
[154] D.G. Kiriakidis and E. Mitsoulis. Viscoelastic simulations of extrudate
swell for an hdpe melt through slit and capillary dies. Advances in Polymer
Technology, 12(2):107–117, 1993.
[155] D.G. Kiriakidis, H.J. Park, E. Mitsoulis, B. Vergnes, and J.F. Agassant.
A study of stress distribution in contraction ﬂows of an LLDPE melt. J.
Non-Newtonian Fluid Mech., 47:339–356, 1993.
[156] H. Maders, B. Vergnes, Y. Demay, and J.F. Agassant. Steady ﬂow of a
white-metzner ﬂuid in a 2-d abrupt contraction:computation and experi-
ments. J. Non-Newtonian Fluid Mech., 45:63–80, 1992.
[157] S. Dupont and M.J. Crochet. The vortexgrowth of a KBKZ ﬂuid in an
abrupt contraction. J. Non-Newtonian Fluid Mech., 29:81–91, 1988.
[158] T. Kajiwara, S.Ninomiya, Y. Kuwano, and K.Funatsu. Numerical simu-
lation of converging ﬂow of polymer melts through a tapered slit die. J.
Non-Newtonian Fluid Mech., 48:111–124, 1993.
[159] W.H. Hartt and D.G. Baird. The conﬁned ﬂow of polyethylene melts past
a cylinder in a planar channel. J. Non-Newtonian Fluid Mech., 65:247–268,
1996.
[160] R. Glowinski and O. Pironneau. Finite element methods for the Navier-
Stokes equations. Ann. Rev. Fluid Mech., 24:167–204, 1992.
[161] M. Laso and H.C. ¨ Ottinger. Calculation of viscoelastic ﬂow using molecular
models: the connﬀessit approach. J. Non-Newtonian Fluid Mech., 47:1–20,
1993.
[162] K. Feigl, M. Laso, and H.C. ttinger. The connﬀessit approach for solving a
two-dimensional viscoelastic ﬂuid problem. Macromolecules, 28:3261–3274,
1995.
[163] C.C. Hua and J.D. Schieber. Application of kinetic theory models in spa-
tiotemporal ﬂows for polymer solutions, liquid crystals and polymer melts
using the connﬀessit approach. C h e m .E n g .S c i , 51:1473–1485, 1996.
35[164] T.W. Bell, G.H. Nyland, M.D. Graham, and J.J. de Pablo. Combined
brownian dynamics and spectral method simulations of the recovery of
polymeric ﬂuids after shear ﬂow. Macromolecules, 30:1806–1812, 1997.
[165] M. Picasso M. Laso and H.C. ttinger. Two-dimensional, time-dependent
viscoelastic ﬂow calculations using connﬀessit. AIChE Journal, 43:877–892,
1997.
[166] M.A. Hulsen, A.P.G. van Heel, and B.H.A.A. van den Brule. Simulation
of viscoelastic ﬂows using brownian conﬁguration ﬁelds. J. Non-Newtonian
Fluid Mech., 70:79–101, 1997.
[167] H.C. ¨ Ottinger, B.H.A.A. van den Brule, and M.A. Hulsen. Brownian con-
ﬁguration ﬁelds and variance reduced connﬀessit. J. Non-Newtonian Fluid
Mech., 70:255–261, 1997.
[168] P. Halin, G. Lielens, R. Keunings, and V. Legat. The lagrangian particle
method for macroscopic and micro-macro viscoelastic ﬂow computations.
J. Non-Newtonian Fluid Mech., 1998.
36Acknowledgements. Both Antony Beris and Roland Keunings have been of
great help in preparing annotated references and I would like to thank them for
making this information available to me.
37