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PROYECTO FINAL DE CARRERA 
 




En este proyecto se estudiarán diferentes algoritmos 
adaptativos para la identificación de sistemas cuya 
respuesta impulsional es desconocida (deconvolución).  
 
Se realizará una comparación entre los resultados 
obtenidos en cuanto a eficiencia y rapidez de 
convergencia. También se verán otras posibles 
aplicaciones donde se pueden introducir estos algoritmos 
adaptativos (reducción de ruido o cancelación de 
interferencias). 
 
Para ello en este proyecto se seguirán los siguientes 
pasos: 
 
- Poner en contexto al lector sobre aspectos generales 
de filtrado adaptativo. 
- Estudio teórico de los diferentes algoritmos a 
implementar. 
- Realización e implementación de estos algoritmos con 
el objetivo de poder  realizar identificación de 
sistemas y cancelación de ruido o interferencias. Para 








Paraules clau (màxim 10): 
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En  este  proyecto  se  estudiarán  diferentes  algoritmos  adaptativos  para  la  identificación  de  sistemas 
cuya respuesta impulsional es desconocida (deconvolución).  
 
Se  realizará  una  comparación  entre  los  resultados  obtenidos  en  cuanto  a  eficiencia  y  rapidez  de 
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En ambos casos se  implementarán  tres algoritmos de adaptación distintos para  la estructura 
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El  procesador  tiene  almacenado  un  algoritmo  numérico  para  realizar  el  filtro.  Se  trata  de  un 
procesador digital de señal (DSP) que tiene la capacidad de realizar una suma de productos en un 
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Los  filtros  digitales,  van  a  ser  el  objeto  principal  de  este  proyecto,  por  ello  y  a  modo  de 
introducción. Dedicaremos el siguiente punto de este capítulo a  introducir  los  filtros digitales FIR 












relativamente  simple. Distinguimos de hecho dos  tipos de  funcionamiento, que  se  ilustran en  la 
figura 1.3.1, figura 1.3.1.a y figura 1.3.1.b: 
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Un  filtro  no‐recursivo  (Filtro  FIR)  es  aquel  cuya  salida  está  calculada  exclusivamente  a partir de 
valores de  entrada  (Yn  =  Xn  +  Xn‐1  +  Xn‐2...), mientras que uno  recursivo  (Filtro  IIR)  es  aquel que 





Explicándolo  así,  puede  parecer  que  los  filtros  recursivos  requieren  más  cálculos  para  ser 




Los  filtros  no‐recursivos  tal  y  como  se  ha  visto  anteriormente,  se  conocen  como  filtros  FIR 
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Ante  un  estímulo  impulsional,  la  respuesta  es  finita  lo  que  justifica  su  denominación.  La  salida 
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gran número de  términos en  sus ecuaciones y eso  les hace más  costosos en  cuanto a  cálculo o 
carga computacional. 
 
Un  filtro FIR con un corte muy abrupto  (es decir, que  tenga una banda de  transición muy corta) 
puede requerir hasta centenas de retardos. 
 
En  cuanto  a  los  filtros  IIR,  son muy  eficaces  y  pueden  proporcionar  pendientes  de  corte muy 
pronunciadas.  Por  otro  lado,  al  poseer  características  de  realimentación  (o  feedback),  tienen 
tendencia a entrar en oscilación (es decir, se vuelven inestables) y en resonancia. 
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entornos variantes. Como todo,  los esquemas de  filtrado adaptativo tienen sus  limitaciones y se ven 




En  cuanto a  su definición, un    filtro adaptativo,  se podría definir  como un dispositivo que  tiene por 
objetivo intentar modelar de forma iterativa la relación entre señales en tiempo real.  
 











Proyecto Final de Carrera 
Estudio y comparativa de diferentes algoritmos adaptativos para la 
identificación de sistemas  














aleatorio  de  salida  del  sistema  {Y}.  Las  realizaciones  del  proceso  {Y},  estarán  distorsionadas  por  las 
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medio  de  la  señal    )(m   [2.1],  del  producto  escalar  de  la  función  con  su  versión  desplazada  en 





















),().,(1lim),( *   
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),0()(  xxx RP    [2.3] 
3] 
Se  entiende  por  función  de  autocorrelación,  una medida  del  grado  de  similitud  de  la  señal  con  su 
versión desplazada  en  el  tiempo de   . Dicho desplazamiento     es  arbitrario  y  el  significado de  la 






La  importancia  de  los  esquemas  adaptativos,  es  que  permiten  aproximar  la  solución óptima  sin  un 
conocimiento previo de  la estadística del problema de filtrado. Pero el verdadero  interés radica en el 
hecho que  en  entornos  variantes,  su  carácter  recurrente  les permite modificar  su  estimación  de  la 
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‐ Cancelación  de  ecos  eléctricos  y  acústicos:  La  correcta  identificación  de  los  canales  de  eco 
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La  cancelación  de  interferencias  (Figura  2.2.3)  consiste  en  poder  disponer  de  una  señal  )(nu , 
correlacionada con la fuente interfiriente, y así poder obtener una señal de error del Filtro Adaptativo 





‐ Cancelación  de  ruido  en  salas  de  conferencias/espectáculos:  El  uso  de  varios  micrófonos 
distribuidos en la sala sirve para incrementar la calidad de la señal amplificada, reduciendo las 
distorsiones provocadas por ruido, reverberaciones o acoplamientos de señal. 
‐ Electrocardiografía  fetal:  permite  conseguir  registros  electrocaridográficos  de  un  feto  en  el 
útero materno, eliminando interferencia que suponen los impulsos eléctricos más potentes del 
corazón de la madre. 
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El  procesado  en  array  (Figura  2.2.3)  consiste  en  un  conjunto  de  señales  captadas  por NR  sensores 
diferentes, estando cada una de ellas formada por una mezcla (instantánea o convolutiva) de NT (NT ≤ 






‐ Conformado  adaptativo  de  haz:  cuando  se  conoce  el  ángulo  con  el  que  incide  la  señal 
proveniente de una fuente de radiación, se pueden utilizar arrays de sensores para atenuar las 
radiaciones  recibidas  en  cualquier  otra  dirección,  aumentando  así  la  relación  señal  a  ruido. 
Estos esquemas son de utilidad en radar, sonar, micrófonos direccionales, etc. 
‐ Recepción  con  arrays  de  antenas:  la  explotación  de  la  diversidad  espacial  en  sistemas  de 
comunicaciones  radio  (SIMO  y MIMO)  incrementa  la  calidad  del  servicio  y  ofrece  robustez 
frente a desvanecimientos. 
‐ Electrocardiografía  y  electroencefalografía:  cuando  se  registran  las  señales  eléctricas 
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‐ Velocidad  de  convergencia:  Es  el  intervalo de  tiempo necesario  en  situaciones  estacionarias 
para que un filtro, inicialmente desajustado, alcance su error cuadrático mínimo. 














las  técnicas  de  filtrado  adaptativo.  Por  ejemplo,  los  algoritmos  que  pretenden  mejorar 
simultáneamente  las  tres  características  anteriores  lo  suelen  hacer  a  costa  de  un  notable 
incremento de la carga computacional y/o la inestabilidad numérica. 
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También en el  caso de  la  robustez,  si un  filtro  adaptativo es diseñado para una  aplicación muy 






El problema de filtrar una señal  )(tx o diseñar un filtro para  )(tx , se ha entendido tradicionalmente en 




)(th ,  venia determinada por  la  viabilidad  tecnológica de producir en  la  salida  )(ty  otras, digamos, 
versiones  de  la  señal  de  entrada.  Los  componentes  tradicionales,  bobinas  y  condensadores,  se 
caracterizaban en frecuencia y la síntesis, o diseño a partir de restricciones, del filtro solo estaba bien 
definido en  términos de  respuesta  frecuencial. Todo ello,  sin  contrapartida en el diseño  a partir de 
respuesta  impulsional.  La puesta en escena del procesado digital  como  tecnología  capaz de  realizar 





El objetivo  sería  plantear  y  resolver  el problema de diseño de  una  respuesta  impulsional  )(nh , de 
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Dicho de otro modo, el propósito es encontrar un FIR de Q  coeficientes  )(nh  ( n =0,Q ‐1) tal que su 
respuesta a los datos, de este modo se denominara a la señal de entrada, produzca una salida lo mas 
próxima a la referencia en términos de MSE (Error Cuadrático Medio) mínimo Uno de los filtros lineales 






mismo  tiempo, mejorar en  lo que  respecta a  la  relación  señal –  ruido  SNR  la  apariencia de  señales 
digitales. 
 
Se puede define a  )(nx como una  señal discreta de N elementos,  con  lo que  su expresión vectorial 
sería igual a: 
 
)]1(),2(),...,1(),0([  NxNxxxxT   [2.3.1] 
 
Se  podría  definir,  por  tanto  a  )(nh como  la  respuesta  impulsional  de  un  filtro  FIR  a  estimar,  de 
Q coeficientes de  longitud,  cuyas  características den  lugar a  la  señal discreta  ][ˆ ny   lo más parecida 
posible a una señal discreta de referencia denominada  ][nd  de  1QN  muestras  de longitud.  
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Si se realiza la convolución de la señal de entrada  ][nx  con la respuesta impulsional conjugada  ][* nh  






















  22 ][ˆ][][ nyndEn  
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con   1,...,0  Qq     [2.3.10] 
 








  optHoptH hRhndEPRPndE ..][..][ 212min  
 0][].[*  qnxnEX n 
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otra manera  no  correladas,  los  coeficientes  de  la  respuesta  impulsiva  estarán más  cerca  del  valor 
óptimo. Es decir,  la ortogonalidad nos asegura que, cuanto menos se parezcan  la señal de error y  la 
señal de entrada, mejor diseñado estará el filtro.  

























 )()( *min ndnE  
Proyecto Final de Carrera 
Estudio y comparativa de diferentes algoritmos adaptativos para la 
identificación de sistemas  







El  filtro  de  Wiener  no  resulta  apropiado  para  su  utilización  cuando  se  trata  con  señales  de 





















filtro adaptivo  requiere definir el  factor  )( nhf . El algoritmo utilizado para aplicar  la corrección del 
factor  factor  )( nhf  debe ser tal, que en un escenario estacionario, el conjunto de coeficientes del 
filtro hn converja a la solución óptima de Wiener de la expresión [2.3.7].  
 
)(1 nnn hfhh 
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A  partir  de  los  coeficientes  óptimos  del  filtro Wiener  y  del  valor  de mínimo  error  de  la  expresión 














optnn hhRhhh  
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La  superficie  lograda  de  esta  expresión,  tiene  el  aspecto  de  un  paraboloide,  cuyas  curvas  de  nivel 
corresponden a elipses. 
 
En  la Figura  [2.4.2] puede observarse el mecanismo de aprendizaje a  realizar, desde un estado  nh  a 














)()(1 PhRhhhh nnnnn  
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Si bien  la  representación de esta  figura es adecuada para  la explicación, una  representación en dos 
dimensiones  revela que el método del gradiente  tan  solo denota una dirección de menor error. Sin 
embargo, dependiendo de su posición, no necesariamente esta dirección corresponde a  la dirección 
del mínimo error (ver Figura 2.4.2). En dicha figura,  las curvas de nivel representan las líneas de igual 
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en donde  E  corresponde a la matriz de vectores propios y   a la matriz diagonal de autovalores de la 






























Proyecto Final de Carrera 
Estudio y comparativa de diferentes algoritmos adaptativos para la 
identificación de sistemas  





La  curvatura  en  este  nuevo  sistema  coordenado,  se  obtiene  de  calcular  la  segunda  derivada  de  la 
expresión del error de [2.4.6] respecto de  )(izn , igual a  i2 . Por lo que la dirección del eje de menor 
longitud del gráfico de la Figura 2.4.4, estará asociada al vector propio de mayor autovalor, y viceversa. 
Una  observación  que  está  íntimamente  relacionada  con  la  velocidad  de  convergencia  es  que  la 
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la expresión  [2.4.8] por  la matriz  HE ,  se obtiene  la  regla de aprendizaje desacoplada en  torno a  la 
variable Zn: 
 





























































































  iniin ZIZ ,,1 
  iniin ZIZ ,0,1 
ii  ,11 
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Esta  condición  habría  de  verificarse  para  cada  uno  de  los  autovalores  pero,  dado  que  la matriz  de 
autocorrelación es definida positiva, sus autovalores son positivos y ordenados, en consecuencia si  la 
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Resulta evidente que una cualidad deseable de un algoritmo adaptivo es que  converja a  la  solución 
óptima en el menor número de iteraciones posible. Para medir la tasa de convergencia o la constante 

















En  la Figura 2.4.1.1 se muestra  la curva de aprendizaje del algoritmo adaptivo, en donde se  ilustra el 
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nxnenWnW ][)()1(   
 
Donde  )(nW es el vector de pesos actual,  )1( nW es el vector de pesos siguiente,  nx es el vector con 
las muestras de la señal de entrada,   ][ne corresponde al error instantáneo del filtro adaptativo y   es 
el factor de convergencia del filtro adaptativo. 
 
Dicho  factor  ( )  que  determina  la  velocidad  de  convergencia,  es  directamente  proporcional  a  la 
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Una  posibilidad  que  se  aparta  de  los métodos  de  gradiente  es  recurrir  a  la  estimación, muestra  a 
muestra, de  las componentes de  la respuesta al  impulso optima de  la solución de Wiener a partir de 




vector de datos  nX  (run‐time vector) y de la señal referencia  ][nd . 
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prestaciones  no  dependen  de  la  dispersión  de  autovalores  como  en  el  caso  de  los  métodos  de 
gradiente. 
 
La  convergencia  es  del  orden  de  la  longitud  del  filtro,  es  decir,  para  un  filtro  de Q  coeficientes  el 






El  algoritmo  LMS  tiene  el  inconveniente  de  presentar  una  fuerte  dependencia  de  los  datos  en  la 
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Donde  )(nW es el vector de pesos actual,  )1( nW es el vector de pesos siguiente,  nx es el vector con 
las  muestras  de  la  señal  de  entrada,    2nx es  el  vector  con  las  muestras  de  la  señal  de  entrada 








,  con esto  lo que  se  consigue es amortiguar  las  variaciones  amplias de  señal, normalizando  la 
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Tal y  como  se ha explicado en  capítulos anteriores, el objetivo de un  filtro adaptativo es, dada una 
señal de entrada  )(nx  y una salida deseada )(nd , hallar los coeficientes del filtro tal que la salida del 
filtro  )(ny se parezca lo más posible a la salida deseada  )(nd . 
 
En este capítulo, se tratará de  identificar como se comporta el sistema desconocido “g”. Para ello, el 
objetivo es que nuestro  filtro adaptativo consiga que su salida  )(ny  sea  lo más parecida a  la salida 
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function [h,y,e] = f_adap(x,d,h0,mu) 
% >> [h,y,e] = f_adap(x,d,h0,mu); 
% Lleva a cabo un LMS adaptativo intentando acercar x[] a d[] partiendo de unos coeficientes 
% iniciales h0 y learning mu. Devuelve coefs adaptados h[], la salida y[] y el error e[]. 
h=h0; P=length(h); 
N=length(x); 
y=zeros(1,N); e=y; % reservamos para y[] y e[] 
rP=0:-1:-P+1; 
for k=P:N, 
xx=x(k+rP); % ultimas P entradas x[k], x[k-1], ... x[k-P] 
y(k)=xx*h'; % salida del filtro: convolucion de x y h 
e(k)=d(k)-y(k); % error 
h=h+mu*e(k)*xx; % actualizacion coeficientes del filtro 
end 
 





Para  verificar  que  algoritmo  funciona,  generaremos  un  ruido  aleatorio  que  será  nuestra  señal  de 





Proyecto Final de Carrera 
Estudio y comparativa de diferentes algoritmos adaptativos para la 
identificación de sistemas  




>> N=100000;x=randn(1,N); %siendo x el vector señal de entrada con distribución de entrada y varianza 1. 
>> g=randn(1,6);g=g/sum(g); %Filtro paso bajo aleatorio de 6 coeficientes con los valores del vector normalizados 
>> d=filter(g,1,x); 
 





>> P=8; h0=zeros (1,P); h0(1)=1; %Filtro inicial=identidad (tamaño 8 coeficientes) 
>> mu=0.01; [h y e]=f_adap(x,d,h0,mu); 
 
g =    -0.2905    0.4320   -0.0104    0.3249    0.5164    0.0276 
h =    -0.2905    0.4320   -0.0104    0.3249    0.5164    0.0276   -0.0000   -0.0000 
 
Se  comprueba  que  los  coeficientes  finales  del  filtro  adaptativo  han  convergido  a  los  usados  para 
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incógnita). Para ello, hay que  tener en  cuenta que  la diferencia entre  la  señal de  salida de nuestro 
sistema desconocido (d) y la señal de salida de nuestro sistema conocido (y) es el error (e). 
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Si miramos  los  coeficientes  de  ambos  sistemas,  podemos  observar  que  ahora  existe  una  pequeña 
diferencia entre sus valores: 
 
g =   -0.2905    0.4320   -0.0104    0.3249    0.5164    0.0276 
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Por  otro  lado,  a  medida  que  el  tamaño  de  paso  (mu)  disminuye  necesita  más  iteraciones  para 
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function [h,y,e] = f_adap_NLMS(x,d,h0,alfa) 
% Lleva a cabo un NLMS adaptativo intentando acercar x[] a d[] partiendo de unos coeficientes 
% iniciales h0 y learning alfa. Devuelve coefs adaptados h[], la salida y[] y el error e[]. 
h=h0; P=length(h); 
N=length(x); 
y=zeros(1,N); e=y; % reservamos para y[] y e[] 
rP=0:-1:-P+1; 
for k=P:N, 
xx=x(k+rP); % ultimas P entradas x[k], x[k-1], ... x[k-P] 
y(k)=xx*h'; % salida del filtro: convolucion de x y h 
e(k)=d(k)-y(k); % error 
beta=alfa/(xx*xx'); % normalización  
h=h+beta*e(k)*xx; % actualización coeficientes del filtro 
end 
 
Para  comprobar  que  el  algoritmo  funciona,  seguiremos  los  mismas  pasos  que  utilizamos  para  el 
algoritmo adaptatvico NLMS. Por  tanto,   generaremos un  ruido aleatorio que  será nuestra  señal de 




>> N=100000;x=randn(1,N); %siendo x el vector señal de entrada con distribución de entrada y varianza 1. 
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>> P=8; h0=zeros (1,P); h0(1)=1; %Filtro inicial=identidad (tamaño 8 coeficientes) 
>> mu=0.01; [h y e]=f_adap(x,d,h0,mu); 
 
g =    -0.2905    0.4320   -0.0104    0.3249    0.5164    0.0276 
h =    -0.2905    0.4320   -0.0104    0.3249    0.5164    0.0276   -0.0000   -0.0000 
 
Se  comprueba  que  los  coeficientes  finales  del  filtro  adaptativo  han  convergido  a  los  usados  para 








Proyecto Final de Carrera 
Estudio y comparativa de diferentes algoritmos adaptativos para la 
identificación de sistemas  























Proyecto Final de Carrera 
Estudio y comparativa de diferentes algoritmos adaptativos para la 
identificación de sistemas  










En  la  gráfica  anterior  (gráfica  3.10)  se  puede  apreciar  claramente  la  velocidad  de  convergencia.  Se 




En  resumen,  y  tal  como  pasaba  con  el  algoritmo  LMS,  se puede deducir  que  es mucho mejor usar 
siempre un factor de aprendizaje alfa grande para garantizar una  convergencia más rápida.  
 
En  todo  caso,  los ejemplo  anteriores no eran muy  realistas  ya que d[]  y  x[] estaban perfectamente 
relacionados a través de un sistema lineal.  
 
Introduciremos ahora  ruido en  la señal deseada  tal y como hicimos anteriormente para el algoritmo 
LMS y estudiemos con ello en un caso más real, la respuesta de nuestro sistema con la implementación 
del algoritmo adaptativo NLMS.  
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Evidentemente, ahora  si miramos  los coeficientes de ambos  sistemas, podemos observar que existe 
una pequeña diferencia entre sus valores: 
 
g =   -0.2905    0.4320   -0.0104    0.3249    0.5164    0.0276 
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function [h,y_vector,e_vector, P] = rls(x,d,h0,lamda) 
%initial P matrix 
h=h0'; Q=length(h0); 
M=length(x); %se aplica el algoritmo sobre la mitad de muestras de entrada (x) 
delta = 0.01 ; %es una constante pequeña (por temas de convergencia)       
P = (1/delta) * eye (Q ) ; 
y_vector=zeros(1,Q-1);%se inicializa (define) el vector y (sería lo mismo que y_vector[]para evitar las muestras de 
inicialización de valor 0) 
e_vector=zeros(1,Q-1);%se inicializa (define) el vector e (sería lo mismo que y_vector[]para evitar las muestras de 
inicialización de valor 0) 
  
s=zeros(Q,1);%inicializar el vector s de Q muestras 
for k = Q : M%M es el número de iteraciones sobre el que quieres aplicar el algoritmo 
    s=[s; x(k)];%definimos el vector s como el vector s que teniamos, anadiendo la primera muestra de la senal n 
 u = s(k:-1:k-Q+1) ;%toma del vector s únicamente las últimas muestras (u es en realidad la x, es decir, los 
datos, entrada del filtro) 
    r = P'*u/(lamda + u'*P * u );%r en realidad es la k (ganancia) del RLS (K de las formulas) 
    y=h' * u;%calculamos la salida para cada paquete de Q muestras concreto 
    y_vector=[y_vector y]; 
    e= d(k) - y ;%se calcula el error 
    e_vector=[e_vector e];%se actualiza 
    h = h + r * e ;%actualización de coeficientes 
    P = ( P - r * u'*P ) / lamda ;%estimamos la P 
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%Hasta ahora se ha calculado para M muestras. A partir de aquí ya se estima que ha convergido por tanto, los 
coeficientes del filtro no variaran... 
 for k =  M+1 : length(x) 
    s=[s; x(k)]; 
    u = s(k:-1:k-Q+1) ;        
    y = h' * u ; 
    e = d(k) - y; 
    y_vector=[y_vector y]; 






fs = 2000;                    % Sampling frequency 
T = 1/fs;                     % Sample time 
L = 300;                      % Length of signal 
t = (0:L-1)*T;                % Time vector 
f0= 50; 







>> g=randn(1,6);g=g/sum(g); %Filtro paso bajo aleatorio de 6 coeficientes con los valores del vector normalizados 
>> d=filter(g,1,x); %señal deseada después de pasar por el filtro g. 
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Al  estar  d[n]  y  x[n]  relacionados  a  través  de  un  sistema  lineal  (FIR  por  añadidura)  nuestro  filtro 
adaptativo  debería  funcionar.  Para  ello  veremos  como  sigue  nuestra  señal  de  salida  del  filtro 
adaptativo (y) a la señal deseada (d) del sistema desconocido.  Para ello se ejecuta el siguiente código: 
 
>> P=8; h0=zeros (1,P); h0(1)=1; %Filtro inicial=identidad (tamaño 8 coeficientes) 
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La  figura  4.1, muestra  el  esquema  cancelador  de Ruido  o  Interferencias  adaptativo,  donde  la  señal 
primaria contiene  la señal de  interés x, y un ruido o  interferencia aditivo n que está correlado con n’ 
que es de donde proviene la fuente de ruido o interferencia. 
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Antes, de empezar  a  implementar  y probar el  sistema  con  los diferentes  algoritmos, definiremos  la 
señal (d) como la suma de la señal de voz (x_voz) mas la señal (n_f) que se cuela de la fuente de ruido 





[x_voz,fs]=wavread('voz.wav');% devolverá la señal wav (x) a la fs(frecuencia de muestreo que se defina) 
N=length(x_voz);% a N le asigna la longitud de muestras de la señal x 
x_voz=5*x_voz';%le damos una ganancia de filtro de 5 (mas potencia de senyal) 
Q=200; 
x1=0.1*sin(2*pi*0.65*[1:N]);%tono de interferencia que añadimos 
x2=0.2*sin(2*pi*0.125*[1:N]);%tono de interferencia que añadimos 
x3=0.3*sin(2*pi*0.3*[1:N]);%tono de interferencia que añadimos 
x4=0.5*sin(sin(2*pi*4/fs*[1:N]));%señal senosoidal que añadimos como otra interferencia. 
n=x1+x2+x3+x4;% suma de interferencias (ruido original) 
Num=[1 2 4 1];%la señal n la pasamos por un filtro de 4 coeficientes 
Num=Num/sum(Num); 
Den=1;%denominador del filtro 
n_f=filter(Num,Den,n);%n_f es la señal n(correlada, es decir, proviene de la misma fuente)pasada por un filtro 
h0=zeros(1,Q);%inicializa el vector de coeficientes inicial(una fila de Q columnas) 
h0(1)=1;%todo ceros excepto el primer número (para que no se inicialice todo con ceros) 
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La  idea básica es que  la señal de error (e) debe de ser en este caso, a diferencia del  identificador de 
sistemas, la señal de voz (x_voz) limpia de ruido o interferencias. Por tanto, si miramos el esquema de 
la Figura 4.1, nuestra señal de salida (y) del sistema adaptativo   debe de ser igual  la señal (n_f) de tal 
manera  que  al  restar  la  señal  (d)  con  (y)  únicamente  nos  quede  la  señal  de  voz  (x_voz)  y  con  ello 
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La  señal  filtrada  (n_f)  se  sumará  a  nuestra  señal  de  voz  (x_voz).  Por  lo  tanto,  tal  y  como  hemos 
comentado anteriormente, será  la señal (n_f)  la que nuestro algoritmo adaptativo debe de ser capaz 
de  seguir  de  tal manera  que  podamos  recuperar  lo mejor  posible  la  señal  de  voz  original,    con  el 
objetivo de eliminar  lo mejor posible  las  interferencias o  ruidos que se han sumado a ella. Para ello 
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La gráfica anterior representa  las señales  involucradas en el proceso  inicial. De ellas,  ‘viajan’  juntas  la 




ser  mínima,  sino  que  debe  de  ser  lo  más  parecida  posible  a  nuestra  señal  (x_voz)  para  poder 
recuperarla en el mejor estado posible. 
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function [h,y,e] = f_adap_LMS_Cancelador_de_ruido(x,d,h0,mu) 
% Lleva a cabo un LMS adaptativo intentando acercar y[](señal de salida de nuestro filtro adaptativo) a n_f(suma 
de señales filtradas de ruido o interferencias que se cuelan en la señal de voz). Para ello, tenemos que introducir 
en el algoritmo, la suma de señales que se capta directamente de la fuente de ruido (x ó n) partiendo de unos 
coeficientes (h0 de dimensión Q columnas)  e introduciendo un factor de aprendizaje mu. Con ello, obtendremos 
los coeficientes adaptados h[], la salida y[] y el error e[] (señal que debería de ser muy parecida a la suma de 
señales de ruido o interferencias n_f) 
h=h0; P=length(h);  
N=length(x); % número de iteraciones a realizar 
y=zeros(1,N); e=y; % reservamos para y[] y e[] 
rP=0:-1:-P+1; 
for k=P:N, 
xx=x(k+rP); % ultimas P entradas x[k], x[k-1], ... x[k-P] 
y(k)=xx*h'; % salida del filtro: convolucion de x y h (n y h) 
e(k)=d(k)-y(k); % error (señal de voz eliminando interferencias) 
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Este  fenómeno  también  se  puede  apreciar  de  una  forma  muy  clara  mediante  sonido.  Se  ha 
comprobado  que  contra  más  coeficientes  se  apliquen,  antes  se  va  eliminando  las  interferencias 
(curioso como se aprecia esto en sonido, ya que se van eliminando los tonos de manera progresiva). De 
tal manera que con un factor mu=0.00001 y Q=200, no se  llega a eliminar del todo  las  interferencias. 
En cambio, en  las mismas condiciones pero con Q=5000,  la eliminación de  las  interferencias es muy 
rápida.  
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En  esta  última  gráfica  (Figura  4.14),  se  puede  apreciar  que  para  valores  del  factor  de  aprendizaje  
grandes, tenemos mas velocidad de convergencia pero un error en régimen elevado, en cambio, para 
valores del  factor de  aprendizaje pequeños,  la  velocidad de  convergencia es peor, pero el error en 
régimen es pequeño. 
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function [h,y,e] = f_adap_NLMS(x,d,h0,alfa) 
% Lleva a cabo un NLMS (LMS normalizado) adaptativo intentando acercar y[](señal de salida de nuestro filtro 
adaptativo) a n_f(suma de señales filtradas de ruido o interferencias que se cuelan en la señal de voz). Para ello, 
tenemos que introducir en el algoritmo, la suma de señales que se capta directamente de la fuente de ruido (x ó n) 
partiendo de unos coeficientes (h0 de dimensión Q columnas)  e introduciendo un factor de aprendizaje mu. Con 
ello, obtendremos los coeficientes adaptados h[], la salida y[] y el error e[] (señal que debería de ser muy parecida 
a la suma de señales de ruido o interferencias n_f) 
h=h0; P=length(h); 
N=length(x); % número de iteraciones a realizar 
y=zeros(1,N); e=y; % reservamos para y[] y e[] 
rP=0:-1:-P+1; 
for k=P:N, 
xx=x(k+rP); % últimas P entradas x[k], x[k-1], ... x[k-P] 
y(k)=xx*h'; % salida del filtro: convolución de x y h 
e(k)=d(k)-y(k); % error 
beta=alfa/(xx*xx'); 
h=h+beta*e(k)*xx; % actualización coeficientes del filtro 
end 
 
Al  igual que en el  caso del  algoritmo  LMS,  la  idea es  ver a  la  salida  (e) únicamente  la  señal de  voz 
(x_voz) sin ninguna interferencia o al menos, minimizada lo más óptimamente posible. 
 
Para  ello,  volveremos  a  generar  mediante  MataLab  el  código  que  implementa  la  señal  de  voz 
contaminada  por  la  fuente  de  ruido  externa  (x_voz+n_f)  y  la  señal  que  captamos  como  referencia 
directamente de  la  fuente de  ruido  (correlada), que nos  servirá para poder  ‘limpiar’  la  señal de voz 
contaminada (d). 
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Para  poder  ver  de  una  forma mas  clara  el  seguimiento  que  es  capaz  de  hacer  nuestro  algoritmo 






De una  forma  visual,  se puede  apreciar  en  la  gráfica  como el  error  (e),  es decir  la  señal de  voz,  se 
parece muchísimo a la señal original.  
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Si  nos  fijamos  en  la  primera  grafica  de  esta  últimas  tres,  Figura  4.19,  podemos  ver  que  el 




entre  la  señal  suma de  ruidos  (n_f)  y  la  señal de  voz  (x_voz). El efecto que esto  tiene es  tal que al 
restarlas en  la etapa  final del cancelador, no somos capaces de distinguir entre  la señal de voz y  las 
señales  interferentes en ella. Esto se aprecia en la grafica claramente produciéndose saltos continuos 




señal de  salida  (y) no es  capaz de  seguir a  la  suma de  señales  interferentes y el  ruido  sigue  siendo 
prácticamente  el mismo,  no  pudiendo  pues  eliminarlo.  De  hecho,  cuando  reproducimos  el  sonido 




algoritmo  en  esta  situación  lleva  pocas  iteraciones  (figura  4.20)  la  diferencia  entre  las  señales 
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En  resumen,  se  podría  concluir  que  para  valores  pequeños  de  factor  alfa,  el  algoritmo  adaptativo 
debería realizar muchas iteraciones para que el cancelador de ruido pudiera recuperar la señal de voz 






En esta última gráfica,  se puede apreciar el  claro  compromiso entre velocidad de  convergencia  y el 




alfas  pequeñas,  tenemos  (no  inmediatamente,  debido  a  su  poca  velocidad  de  convergencia) 
únicamente  la  señal  suma de  interferencias. Mientras que para alfas grandes,  tenemos mezcla muy 
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Q=90;  %orden del filtro 
    
%Señales de ruido aplicadas  
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%Adaptación con el algoritmo RLS 
  
  delta = 100 ;         
P = delta * eye (Q ) ; 






for k = Q : M 
       s=[s; n(k)]; 
      u = s(k:-1:k-Q+1); 
       phi = u' * P ; 
     r = phi'/(lamda + phi * u ); 
     y=w' * u; 
    y_vector=[y_vector y]; 
     e= d(k) - y ; 
      e_vector=[e_vector e]; 
     w = w + r * e ; 
     P = ( P - r * phi ) / lamda ; 
     end  
  
 
for k =  M+1 : length(x) 
     s=[s; n(k)]; 
     u = s(k:-1:k-Q+1) ; 
     y = w' * u ; 
     e = d(k) - y; 
     y_vector=[y_vector y]; 
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%Señales de ruido aplicadas  



















%filtro cambio de entorno de señales de ruido 
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Estos  dos  aspectos  se  pueden  ver  en  las  gráficas  de  la  Figuras  4.29,  Figura  4.30  y  Figura  4.31, 
respectivamente. 
 
Como  ya  sabemos,  aislaremos  el  ruido  de  la  voz  si  cumplimos  que  a  la  salida  de  nuestro  sistema 
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Ahora  veremos  qué  efecto  tiene  la  variación  de  la  potencia  de  la  señal  de  entrada  sobre  el 
algoritmo. 
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precisamente  al  ruido  del  martilleo.  Ya  se  ve  que  no  se  pueden  limpiar  del  todo,  pero  si  se 
reproduce el sonido  resultante que obtenemos al restar nuestra señal de salida  (y) del  filtro y  la 
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‐ En  tercer  lugar,  y  si  fuera  necesario,  se  diseñarían  compensadores  para  alterar  las 








Por  todo  esto,  es  necesario  desarrollar  modelos  de  sistemas  que  tengan  en  cuenta  las 
incertidumbres,  hay  que  estimar  de  una  forma  óptima  los  datos  que  sean  de  interés  del 
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la  forma  de  espacio‐estado  ya  que  el  sistema  es  descrito  por  un  conjunto  de  variables 
denominadas de estado.  
El estado contiene toda la información relativa al sistema a un cierto punto en el tiempo. Esta 
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F relaciona a  los estados en  los periodos de tiempo discreto n y n+1, y 
que en este  caso de estimación  corresponde a  la matriz de  identidad.  La matriz  rectangular 
H
n
H , relaciona el vector de estado  nh  con el vector de medida u observación  *nd . Si se cuenta 









      QndndndDH HHHHnHn   211  [5.2.3] 
 
Siendo en ese caso un problema de predicción lineal. Los procesos aleatorios correspondientes 
a los vectores  nv y  nw representan el ruido del estado y de la media respectivamente. Son del 
tipo gaussiano. 
 










 ][*  [5.2.4] 
Por  lo que existirá un error, el cual servirá para mejorar  la estimación del vector de estado y 
que se define de la siguiente manera: 
  nnHnnnnHn whHwhhHndndn   ][][][ **  [5.2.5] 
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Conocido  el  error  de medida,  se  pretende  encontrar  la manera  de  utilizar  este  error  para 
mejorar la estimación del estado. Lo inmediato sugiere que la nueva estimación del vector de 
estado  se modifique de acuerdo al error de medida. Por  lo que  se establecen  las  siguientes 
ecuaciones  de  adaptación  en  términos  del  estado  estimado  y  del  error  de  estado 
respectivamente: 
 
][1 nkhFh nnnn      
[5.2.7] 






  0][~ 1  nhE Hn   [5.2.8] 
 
resolviendo este principio en la ecuación [5.2.7], se obtiene: 
  nnnnnnnHnn kHKFknhEF    ][~0 1  [5.2.9] 
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1    [5.2.10] 
En  este momento,  disponiendo  de  una  estimación  del  vector  de  estado  y  de  su matriz  de 
covarianza, al disponer del error de medida, se calcula  la matriz de ganancia y se actualiza  la 













‐ Las  que  actualizan  el  tiempo  o  ecuaciones  de  predicción  y  las  que  actualizan  los  datos 







Las ecuaciones que actualizan el  tiempo pueden  también  ser pensadas  como ecuaciones de 
pronóstico,  mientras  que  las  ecuaciones  que  incorporan  nueva  información  pueden 
considerarse como ecuaciones de corrección. Efectivamente, el algoritmo de estimación  final 
puede  definirse  como  un  algoritmo  de  pronóstico‐corrección  para  resolver  numerosos 
problemas.  
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  '01 kk wxy   
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Donde el término de ruido  v  tiene media cero y covarianza  09.0V . El ruido de medición se 
asume cero y covarianza  25.0W . 
 
Construimos  un  filtro  de  Kalman  discreto  para  estimar  la  evolución  del  estado  del  sistema 
anterior, cuando le aplica la entrada  senkTu  , con período de muestreo  sT 05.0 , y sobre 
el intervalo  skT ]10,0[ . 
Resumimos  los  pasos  a  seguir  para  programar  el  filtro  de  Kalman  discreto.  Partimos  del 
conocimiento  de  las  propiedades  estáticas,  valor  esperado  y  varianza  de  los  ruidos  'kv ,  y 
''kw y la condición inicial 0x . 
 
1. Calculamos la estima a priori del estado (predicción) 





  WCGVGAASCCGVGAASL TTTkTTTkk , con  ][ 000 TxxES   
3. Calculamos la estima a posteriori, corregida co la salida  1ky  











%Ejemplo filtro de Kalman discreto 
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%Discretización exacta – Sistema en tiempo discreto 




%Covarianzas de Ruidos 
V=0.09; %ruido de proceso 
W=0.025; %ruido de medición 














 y(k+1)=C*x(:,k+1) +sqrt(W)*randn; 
 %filtro de kalman inestacionario 
 xp(:,k+1)=A*xh(:,k)+B*u(k)+G*sqrt(V)*randn; %estima a priori 
 L=(A*S*A’+G*V*G’)*C’*inv(C*( A*S*A’+G*V*G’)*C’+W; 
 xh(:,k+1)=xp(:,k+1)+L*(y(k+1)-C*xp(:,k+1)); %estima 
 S=(eye(2,2)-L*C)*( A*S*A’+G*V*G’)* (eye(2,2)-L*C)’+L*W*L’; 
end 
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