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1.1 Vorstellung des Projektes META-AKAD
Das Projekt Metadatenzugang f¤ur akademisches Lehr- und Lernmaterial (nachfolgend nur
noch META-AKAD 1 genannt) ist ein vom Deutschen Forschungsnetz e.V. (DFN 2) mit
Mitteln des Bundesministerium f¤ur Bildung und Forschung (BMBF 3) gef¤ordertes Gemein-
schaftsprojekt der Universit¤aten Regensburg und Kaiserslautern. Ziel dieses Projektes ist es,
einen einheitlichen Zugang zu dem im Web verf¤ugbaren Lehr- und Lernmaterial aus ver-
schiedenen Fachrichtungen bereitzustellen.
Im Web gibt es ein großes Angebot an elektronischem Lehr- und Lernmaterial, das f ¤ur Lehr-
veranstaltungen oder f¤ur ein Selbststudium nutzbar ist. Diese Materialien sind weltweit auf
Server von Bildungseinrichtungen, Verlagen oder Organisationen verteilt. Die Suche nach
Informationen im Web liefert immer wieder Suchergebnisse von extrem schlechter Qualit¤at,
weil die heterogenen Dokumente weder systematisch nach ihrem Inhalt erschlossen wurden
und kaum durch geeignete Metadaten beschrieben sind, noch die Suchmaschinen effektive
Verfahren anwenden. Sie benutzen meist nur Schl¤usselwort-basierte Suche und setzen vor
allem keine Dom¤anen-spezischen Ontologien oder Klassikationsschemata ein, um bei-
spielsweise semantische ¤Ahnlichkeit in den Griff zu bekommen [FH02].
Im Rahmen dieses Projektes soll ein Informationssystem geschaffen werden, das sowohl auf
die Bed¤urfnisse von Lehrenden als auch auf die von Lernenden zugeschnitten ist. Das elek-
tronische Lehr- und Lernmaterial soll auf kooperativer Basis gesammelt, durch standardi-
sierte und materialspezische Meta-Daten erschlossen, nach inhaltlichen und didaktischen
Kriterien bewertet und dann in einer einheitlichen Nutzerober¤ache zug¤anglich gemacht
werden. Dieser Service wird exemplarisch f¤ur die F¤acher Mathematik, Physik, Germanistik,
Psychologie und Biologie aufgebaut und soll so ausgelegt werden, dass er auf zus¤atzliche
Disziplinen erweitert werden kann.
Der Erschließungsprozeß l¤aßt sich in die in Abbildung 1 gezeigeten Aufgaben untergliedern.
F¤ur die einzelnen Erschließungsschritte sind unterschiedliche Kompetenzen der Bearbeiter
notwendig [Sch01a].
Abbildung 1: Mehrschrittvorgang der Erschließung





Um dies zu erreichen, sollen auch automatische und semiautomatische Verfahren eingesetzt
werden. Die einzelnen Erschließungswerkzeuge werden in Abbildung 2 dargestellt.
Abbildung 2: mauelle und automatische Erschließungswerkzeuge
In der Redaktionsschnittstelle, k¤onnen alle Metadaten manuell editiert werden. Mit dem se-
miautomatischen Werkzeug Pony k¤onnen neue Links in die Datenbank eingef¤ugt werden.
Der Crawling-Client sucht, nachdem er manuell konguriert wurde, automatisch nach Lehr-
und Lernmaterial und f¤ugt sie in die Datenbank ein. Der Indexing-Client, soll automatisch
den META-AKAD Datenbestand nach fehlenden Klassikationen und fehlenden Schlagwor-
ten durchsuchen und automatisch Vorschl¤age in die Datenbank eintragen. Diese automatisch
erzeugten Metadaten sollen dann bei der n¤achsten manuellen Bearbeitung intellektuell vali-
diert werden.
Das semi-automatisches Erschließungswerkzeug Meta-Tool ist ein Namenserkennungswerk-
zeug, das das Ziel hat Personennamen sowohl aus englischen, als auch einem deutschen
semi-strukturierten Dokumenten (z. B. HTML) zu extrahieren und diese als sinnolle Meta-
daten vorzuschlagen [Cha02].
Schließlich sollen die Materialien von Fachleuten bewertet werden. Durch die Integration
einer solchen Qualit¤atskontrolle wird die Verwertbarkeit der Materialien f¤ur Lehr- und Lern-
zwecke deutlich erh¤oht und damit ein wesentlicher Mehrwert des Dienstes geschaffen. Die-
ses Projekt ordnet sich in eine Reihe von Projekten ein, die dazu dienen durch die Nutzung
des Internet die Lehre an den Hochschulen effektiver zu gestalten [Gei00].
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1.2 Einordnung dieser Arbeit in das Projekt META-AKAD
In dieser Arbeit soll eine Softwarekomponente entwickelt werden, die in der Lage ist, auto-
matisiert Klassikationen nach der Regensburger Verbundklassikation (RVK 4) und Schlag-
worte aus der deutschen Schlagwortnormdatei (SWD 5) f¤ur Dokumente, die als Lehr- oder
Lernmaterial eingestuft wurden, zu vergeben.
Die Softwarekomponente soll sich in den allgemeinen Erschließungsprozeß eingliedern und
bis auf die Anpassung von Kongurationsdaten vollst¤andig automatisiert im Hintergrund
lauff¤ahig sein. Die Entwicklung soll mit Hilfe von bereits gesammelten Dokumenten, die
sich in der vorl¤augen Datenbank benden, durchgef¤uhrt werden.
Um die Auswertung und Verfeinerung des Verfahrens w¤ahrend der Entwicklung zu ver-
einfachen, wird das Verfahren nur mit deutschsprachigen Mathematikdokumenten getestet.
Bei der Entwicklung soll nat¤urlich darauf geachtet werden, das dass Verfahren ohne großen
¤Anderungsaufwand auch auf andere F¤acher und Sprachen erweitert werden kann.
1.3 Motivation
Die zunehmende Verf¤ugbarkeit von Informationen in elektronischer Form durch das Internet
erzeugt die Notwendigkeit, in dieses Chaos von Information eine gewisse Ordnung zu
bringen. Es ist eine Herausforderung die rohen Daten, die nichts anderes als eine Anein-
andereihung von Zeichen sind, in einen bedeutungstragenden Kontext einzuordnen, so dass
man von strukturiertem Wissen sprechen kann.
Auf Grund der immer schneller wachsenden Dokumentenmenge im Internet ist eine manu-
elle Strukturierung der Datenmenge kaum noch m¤oglich. Deshalb m¤ussen Verfahren ent-
wickelt werden, die den Menschen bei der Suche nach spezischen Informationen in der
riesigen Dokumentenmenge unterst¤utzen. Einige Schwerpunkte, an denen zur Zeit geforscht
wird, sind Modelle zur Repr¤asentation von Dokumenten, Methoden zur ¤Ahnlichkeitsbestim-
mung von Anfragen zu Dokumenten und zur Indexierung von Dokumentenmengen sowie
die automatische Klassikation.
Diese Methoden nden ihre Anwendung zum Beispiel in den Suchmaschinen des World
Wide Web (WWW), mit denen das Aufnden von Informationen erleichtert werden soll.
Um bei der Suche m¤oglichst viele relevante Dokumente zu erhalten, m¤ussen die Anfragen
immer spezischer gestellt werden. Aus diesem Grund m¤ussen die oben genannten Metho-
den verfeinert und erweitert werden.
Mit dieser Arbeit soll ein kleiner Beitrag zur L¤osung dieses Problem geleistet werden, indem




sortierten Datenmenge untersucht werden.
1.4 Gliederung der Arbeit
In Kapitel 2 werden zun¤achst verschiedene Verfahren, die zur automatischen Klassizierung
und Beschlagwortung genutzt werden, vorgestellt. Anschließend wird der zur Realisierung
der automatischen Klassizierungs- und Beschlagwortungskomponente gew¤ahlte Ansatz in
Kapitel 3 veranschaulicht, bevor die eigentliche Entwicklung in Kapitel 4 beschrieben wird.
Anschließend wird in Kapitel 5 eine abschließende Berwertung des entwickelten Verfahrens
vorgenommen. Im Anhang ab Seite 55 bendet sich eine Dokumentation der entwickelten
Javaklassen und eine Beschreibung zur Bedienung des Indexierungsclients.
92 Automatische Indexierung
2.1 Begriffsdefinition Indexierung
Bei der Speicherung von Dokumenten oder Dokumentreferenzen in Datenbanken ist es wich-
tig, den Dokumentinhalt aufzubereiten und entsprechende Metadaten (z.B. Schlagw¤orter)
mit abzuspeichern, um bei einer sp¤ateren Suche relevante Dokumente leichter nden zu
k¤onnen. Eine M¤oglichkeit der Aufbereitung ist die Vergabe von Kennzeichnungen in einer
k¤unstlichen Sprache, einer Notation (z.B. einer Klassikation) oder von nat ¤urlichsprachigen
Deskriptoren (Inhalt beschreibende Schlagw¤orter).
Werden Deskriptoren von Bibliothekaren vergeben, spricht man von intellektueller Indexie-
rung. Wenn diese Arbeit mit Computern erledigt wird, bezeichnet man dies als automati-
sche (oder maschinelle) Indexierung. Sind Mensch und Computer daran beteiligt, handelt
es sich um computergest¤utzte Indexierung. Der Einsatz dieser drei Verfahren richtet sich
nach ¤okonomischen und Qualit¤atserw¤agungen. Intellektuelle Indexierung wird von Fachleu-
ten durchgef¤uhrt und ist zeit- und kostenaufw¤andig, erbringt aber die besten Ergebnisse.
Vollautomatische Indexierung ist schnell, aber im allgemeinen auch von minderer Qualit¤at
[Luc01].
2.2 Begriffsbestimmung
Unter automatischer Indexierung wird ganz allgemein die maschinelle Ermittlung von Meta-
daten aus Dokumenten verstanden. Das Spektrum der M¤oglichkeiten ist dabei weit gestreut
[Lep02]:




– Regelbasierte Verfahren (z.B. in OSIRIS [Uni99])
– W¤orterbuchbasierte Verfahren (z.B. MILOS [ULB01])
• Begriffsorientierte Verfahren
Andere Einteilungen sind denkbar, da die meisten Systeme Elemente mehrerer Verfahren
integrieren.
2.3 Existierende Verfahren
Programme zur automatischen Indexierung gibt es bereits seit den 60er Jahren, doch liegt
deren Anwendungsbereich vor allem bei Fachdatenbanken in englischer Sprache. Erfahrun-
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gen mit dem Einsatz der automatischen Indexierung in deutschen Bibliotheken gibt es bis-
lang nur wenige. In den folgenden Abschnitten werden verschiedene Projekte, die sich mit
der Erschließung und dem Retrieval (Informationssuche) von Bibliotheksdaten besch¤aftigen,
vorgestellt. Dabei wird auf die Projekte, die sich mit deutschrachigen Daten besch¤aftigen, et-
was genauer eingegangen.
2.3.1 MILOS
Zwischen 1993 und 1996 wurde an der Universit¤at D¤usseldorf und der Universit¤at des Saar-
landes an dem DFG-Projekt MILOS I & II (Maschinelle Indexierung zur erweiterten Li-
teraturerschließung in Online-Systemen) gearbeitet. Dabei wurde untersucht inwieweit das
Indexierungssystem IDX, das von Prof. Dr. Harald H. Zimmermann, Fachrichtung Infor-
mationswissenschaft der Universit¤at des Saarlandes, entwickelt wurde, f¤ur den Einsatz in
Bibliotheken geeignet ist.
Das Indexierungssystem IDX bietet folgende Funktionalit¤at f¤ur die Sprachen Deutsch, Eng-
lisch und Franz¤osisch:
• Reduktion der im Text vorkommenden Wortformen auf Grundformen,
• Eliminierung von Stoppw¤ortern (W¤orter im Text, die f¤ur die Analyse des Textes keine
besondere Bedeutung haben),
• Zerlegung von Komposita in Wortableitungen und (sinnvolle) Bestandteile,
• Mehrwort-Erkennung und Wortbindestricherg¤anzung,
• Wortbezogene ¤Ubersetzung.
Ziel von MILOS I war es, das System IDX an die spezielle Arbeitsumgebung einer wis-
senschaftlichen Universalbibliothek anzupassen. Das System wurde mit Hilfe von Titeldaten
der Universit¤ats- und Landesbibliothek D¤usseldorf, die automatisch indexiert wurden, getes-
tet. Aus dem praktischen Einsatz heraus wurden auf Grundlage der indexierten Daten neue
W¤orterb¤ucher aufgebaut bzw. bereits bestehende stark erweitert [ULB01].
Ein abschließender Retrieval-Test, der auch ein wesentlicher Bestandteil des Projekts war,
f¤uhrte mit automatisch erzeugten Indexdaten zu durchweg positiven Ergebnissen, so dass die
ULB D¤usseldorf die automatische Indexierung als festen Bestandteil der Suchm¤oglichkeiten
in ihren OPAC integriert hat.
Datengrundlage f¤ur den Retrieval-Test war eine repr¤asentative Teilmenge von 40.000 Doku-
mente aus dem maschinenlesbaren Datenbestand der ULB D¤usseldorf. Die deutsch-, englisch-
und franz¤osischsprachigen Titel der Dokumente wurden nach Anwendung von Funktionen
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zur Grundformerzeugung, Dekomposition und Derivation automatisch indexiert. Die Ergeb-
nisse der automatischen Indexierung wurden nicht intellektuell nachbearbeitet, sondern un-
ver¤andert zu den Datens¤atzen hinzugef¤ugt.
Zur Bewertung des Retrieval-Tests wurden die beiden Kriterien Precision und Recall aus-
gew¤ahlt, da diese allgemein akzeptiert sind. Eine Erkl¤arung dieser beiden Maße bendet
sich in Kapitel 3.4. Recall und Precision h¤angen entscheidend von der Anzahl der Doku-
mente ab, die f¤ur die Suche als relevant erachtet werden, d.h. Dokumente die die gesuchten
Informationen enthalten. Um die Anzahl der relevanten Dokumente zu bestimmen, wurde
eine Suche mit den zur Verf¤ugung stehenden Mitteln wie Indexsuche und Freitextsuche mit
Operatoren durchgef¤uhrt. Auf diese Art und Weise wurde das Retrievalkriterium auf die An-
fragen der Benutzer ausgerichtet und nicht auf den vorhandenen Datenbestand.
Das bei der Suche benutzte BISMAS (Bibliographisches Informations-System zur Maschi-
nellen Ausgabe und Suche 6) sieht als Standardsuchweg die Suche ¤uber einen Index vor. F¤ur
den Test wurden drei unterschiedliche Indices angelegt:
• Index 1:
Der Index 1 wurde als reiner Titelstichwortindex aufgebaut.
• Index 2:
Der Index 2 ist ein Titelstichwortindex, der um die Ergebnisse der automatischen In-
dexierung erg¤anzt wurde.
• Index 3:
Der Index 3 besteht aus einem Titelstichwortindex und enth¤alt zus¤atzlich intellektuell
vergebene Schlagw¤orter.
Auf den drei angelegten Indices wurden jeweils 50 verschiedene Suchanfragen durchgef ¤uhrt.
Die Mittelwerte der Ergebnisse sind in Tabelle 1 abgebildet.
Precision Recall
Index 1 59% 14%
Index 2 83% 51%
Index 3 83% 39%
Tabelle 1: Ergebnisse des Retrieval-Tests
Bei der Suche ¤uber den Index 1 ist der Recall erwartungsgem¤aß niedrig, da dieser Index
mit den sprachlichen Problemen wie Pluralendungen, Komposita und ¤ahnlichem belastet ist.
Die Steigerung des Recall um den Faktor 3 bei der Suche ¤uber den Index 2 entspricht den
Erwartungen, die an eine sprachliche Bereinigung, die bei der automatischen Indexierung
6http://www.bismas.de/
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durchgef¤uhrt wird, gestellt werden. Mit der Suche ¤uber den Index 3 sollten die Auswirkun-
gen einer intellektuellen Beschlagwortung auf den Retrival-Erfolg untersucht werden. Der
Recall bei der Suche ¤uber den Index 3 ist schlechter als bei der automatischen Indexierung,
da bei der intellektuellen Beschlagwortung nicht alle Dokumente beschlagwortet wurden.
In MILOS II wurde das System durch Integration der Schlagwortnormdatei (SWD) als elek-
tronischem Thesaurus erweitert.
2.3.2 KASCADE
Das Projekt KASCADE (KAtalogerweiterung durch SCanning und Automatische Doku-
mentErschließung, [ULB99]) ist das Nachfolgerprojekt von MILOS. Ziel des Projekts ist
die Erweiterung konventioneller bibliothekarischer Titeldaten um zus¤atzliche inhaltsrelevan-
te Informationen und deren automatische Erschließung. Die so erreichte umfassende verbale
und klassikatorische Erschließung der Dokumente schafft die Basis f ¤ur den Einsatz fortge-
schrittener Navigations- und Suchverfahren auf der Retrievalseite.
An diesem Projekt waren die Juristischen Fakult¤at der Heinrich-Heine-Universit¤at D¤usseldorf,
die Fachhochschule K¤oln, mit dem Fachbereich Bibliotheks- und Informationswesen, und
die Fachrichtung Informationswissenschaft an der Universit¤at des Saarlandes sowie die Uni-
versit¤atsbibliothek Bielefeld beteiligt.
Die Datenbasis f¤ur KASCADE war der Datenbestand des Fachgebiets Jura der ULB D¤ussel-
dorf mit ca. 30.000 Dokumenten. Dieser Bestand war wegen des hohen deutschsprachi-
gen Anteils f¤ur die Zielsetzung des Projekts besonders gut geeignet. Es wurde ein Kon-
zept zur Anreicherung mit Erschließungsdaten erarbeitet. Ber¤ucksichtigt wurden je nach
Verf¤ugbarkeit bzw. Eignung Inhaltsverzeichnisse, Zusammenfassungen und Begriffe aus Sach-
registern. Soweit diese nicht bereits in maschinenlesbarer Form vorlagen, wurden sie einges-
cannt, durch automatische Texterkennung (OCR) umgesetzt und mit den Titelaufnahmen
verkn¤upft.
Grundlage f¤ur das Erschließungskonzept zur KASCADE-Datenbasis ist die Ber¤ucksichtigung
der unterschiedlichen Dokumenttypen in ihren verschiedenen Erschließungsgraden. Die Gr¤oße
der Datenbasis und die m¤ogliche Tiefe der Erschließung bis hin zum Volltext legen es na-
he, weitesgehend automatische Verfahren zu verwenden. Zu diesen automatischen Verfah-
ren geh¤oren unter anderem die selektive automatische Indexierung und die Themen-Aspekt-
Identizierung, die in den folgenden Abschnitten vorgestellt werden.
SELIX-JB: Selektive automatische Indexierung
Die ¤Ubernahme unterschiedlicher additiver Dokumentinformationen f¤uhrt zu einer starken
Anreicherung der Dokumente mit unkontrollierten Stichw¤ortern. Die große Menge an Stich-
w¤ortern ist jedoch nicht immer vertretbar. Aus diesem Grund muss das Ziel einer automati-
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schen Indexierung umfangreicher textueller Daten eine gewichtete Extraktion sein, d.h. eine
maschinelle Selektion und Indexierung.
Mit dem im Teilprojekt SELIX-JB entwickelten Verfahren zur selektiven Indexierung wer-
den auf der Basis von H¤augkeiten in der Gesamtkollektion der Dokumente in Relation zu
den H¤augkeiten innerhalb eines Dokumentes Entscheidungen getroffen, ob bestimmte Be-
griffe f¤ur die Beschreibung eines spezischen Dokumentes wichtig sind. Dieser Ansatz kann
als Ausgangsbasis eines lernenden Systems benutzt werden, indem beim weiteren Aufbau
alle ’Erfahrungen’ in W¤orterb¤uchern oder Datenbanken festgehalten werden, die dann bei
der Indexierung als Entscheidungshilfen zur Verf¤ugung stehen.
Durch dieses Gewichtungsverfahren soll die Volltext-Retrievalfunktion nicht ersetzt, son-
dern bei Bedarf erg¤anzt werden. Das Verfahren muss zudem dem wachsenden Datenbestand
in regelm¤aßigen Abst¤anden angepasst werden.
THEAS-JB: Themen-Aspekt-Identifizierung
Durch die Anreicherung von Dokumenten sowie die Verf¤ugbarkeit von elektronischen Voll-
texten steigt die Zahl verbaler Sucheinstiege ¤uber Stichw¤orter im Retrieval enorm an. Des-
halb soll zus¤atzlich eine klassikatorische Erschließungskomponente entwickelt werden.
Mit der Funktion einer sogenannten Themen-Aspekt-Identizierung (THEAS-JB) wird ver-
sucht, auf der Basis der Ergebnisse der automatischen Indexierung mit MILOS eine Zuord-
nung des Dokuments zu einer m¤oglichen Thematik und m¤oglichen Aspektierungen dieser
Thematik automatisiert durchzuf¤uhren. Die Identizierung erfolgt dabei auf der Grundla-
ge eines semantischen Bezugssystems, das anhand der maschinenlesbaren Datensammlung
durch statistische Analyse und intellektuelle Markierungen spezischer lexikalischer Ein-
tr¤age aufgebaut wird.
Anhand der Analyse der verf¤ugbaren Materialien wird versucht ein Kategorien- und Merk-
malsystem abzuleiten. Hier nden sich einige Beispiele wie derartige Regeln aussehen k¤on-
nen:
• Ein erster Ansatz ist der Versuch, aus den Volltext-Daten die Nutzerzielgruppe des Do-
kumentes abzuleiten. Dazu werden W¤orter und Wortgruppen, die entsprechende Hin-





ein praktisches Handbuch, aber auch W¤orter wie

...prinzip
Hinweise auf eine eher theoretische oder praxisorientierte bzw. auf Experten oder auch
Laien ausgerichtete Zielgruppe.
• Ein weiteres Kriterium f¤ur eine Selektion ist der Dokumenttyp. Soweit dieser nicht
aus den Formaldaten zu erschließen ist, ergeben sich vielfach wiederum aus dem Titel
oder Zusammenfassung entsprechende Hinweise etwa auf eine Gesetzessammlung,
eine Festschrift, einen Kommentar, ein W¤orterbuch oder ¤ahnliches.
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• Die eigentliche Aufgabe ist jedoch die Differenzierung von Themen- und Aspekt-
Beziehungen. Hierzu wird eine Sammlung verbaler und struktureller Indikatoren ent-





wicklung ein Hinweis auf die Aktualit¤at eines Themas; Elemente wie

ein Vergleich
zwischen stellen entsprechende Themen-Beziehungen her, Lokalisierungen wie

in
Bayern k¤onnen ein Thema einschr¤anken. Aber auch lexikalisierte Strukturen dienen






Ziel ist es jedoch ein allgemeineres, offenes Regelsystem abzuleiten, das es nach entspre-
chender technischer Implementierung erlaubt, diese Zuordnungen weitgehend ohne lexika-
lische Unterst¤utzung zu realisieren.
Der abschließende Retrievaltest f¤uhrte zu Ergebnissen, die nicht signikat besser waren,
als bei einer Suche mit MILOS bzw. einer Freitextsuche. Als m¤ogliche Schwachpunkte des
Retrievaltests wurden eine ungleiche Verteilung der Fragetypen sowie eine starke Streuung
der Relevanzurteile angegeben.
2.3.3 OSIRIS
OSIRIS war ein gemeinsames Projekt der Universit¤atsbibliothek Osnabr¤uck und des Insti-
tuts f¤ur Semantische Informationsverarbeitung (ISIV) der Universit¤at Osnabr¤uck und wur-
de durch die Deutsche Forschungsgemeinschaft (DFG) von 1996 - 1999 gef ¤ordert. Die
Abk¤urzung OSIRIS steht f¤ur Osnabr¤uck Intelligent Research Information System.
OSIRIS ist ein multilinguales intuitiv-nat¤urlichsprachlich zu benutzendes Retrievalsystem
insbesondere f¤ur bibliographische Datenbanken, das die Anwendung klassischer Retrieval-
techniken (spezielle Kommandos, Boolesche Verkn¤upfungen, Trunkierung etc.) f¤ur den Be-
nutzer ¤uber¤ussig macht. Dabei erzielt OSIRIS im Vergleich zu einem konventionellen OPAC
qualitativ bessere Suchergebnisse [Uni99]. Als Nebenprodukt ensteht dabei eine Fachrefe-
rentenober¤ache, die effektive M¤oglichkeiten im Rahmen eines Computer Aided Indexing
(CAI) erbringen kann. Mit den OSIRIS-Werkzeugen kann auch eine Klassikation automa-
tisch erzeugt werden.
Die Eingabe zur thematischen Recherche in einem OSIRIS-System ist die Vervollst¤andigung
des auf der Eingabemaske vorgegebenen Teilsatzes

Ich suche Literatur zum Thema .... Auf
der Basis der Halbsatzerg¤anzung gen¤ugt zur Analyse der Benutzereingabe ein auf bestimmte
syntaktische Ph¤anomene optimierter Parser, der aus einer deklarativ spezizierten Gramma-
tik, in der die Regeln des modellierten Sprachausschnitts enthalten sind, besteht. Die Arbeit
des Parsers wird von verschiedenen Modulen unterst ¤utzt:
• Komponente zur Behandlung fehlerhafter Eingaben
Schreibfehler k¤onnen aufgrund phonetischer ¤Ahnlichkeiten in vielen F¤allen erkannt
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werden. Auch das Verdrehen von Buchstaben kann erkannt werden. Diese Korrekturen
werden nat¤urlich nicht durchgef¤uhrt, ohne den Benutzer zu informieren.
• Lexikon-Komponente
Um komplexe Nominalphrasen, bestehend aus Eigennamen, Einschr¤ankungen und
Erg¤anzungen verarbeiten zu k¤onnen, m¤ussen grammatische Informationen zu einzel-
nen W¤ortern verf¤ugbar sein. Das Lexikon enth¤alt unter anderem Angaben ¤uber Wort-




zur Zeit von, die eine Einschr¤ankung oder Modikation darstellen.
• Morphologiekomponente





senmedium nicht als voneinander unabh¤angig betrachtet werden. Um die einzelnen
morphologisch markierten Formen eines Wortes zueinander in Beziehung zu setzen,
ist ein regelbasiertes Wissen notwendig. Mit dieser Komponente k¤onnen auch Einga-
ben wie

Marktwirtschaft in China und

chinesische Marktwirtschaft zueinander in
Bezug gesetzt werden.
• Komponente zur Zerlegung von Komposita
Aufgrund der in der deutschen Sprache h¤aug auftretenden Kompositabildung ist es
nicht sinnvoll, W¤orter wie

P¤adagogikstudium als eigenst¤andige W¤orter zu betrach-
ten. Eine Zur¤uckf¤uhrung auf






DESIRE (Development of a European Service for Information on Research and Education,
[Lun97]) ist ein internationales Projekt im Rahmen des Telematics Applications Program-
me der EU und verfolgt das Ziel, Informations-Netzwerke f ¤ur die Forschung aufzubauen.
Hier liegen Ans¤atze und L¤osungen zum Einsatz intellektueller und vor allem automatischer
Klassikation in Fachinformationsdiensten im Internet vor, und es stehen entsprechende
Werkzeuge zur Verf¤ugung, die frei genutzt werden k¤onnen. Die Klassikation in DESIRE
benutzt einen speziellen Thesaurus f¤ur die Ingenieurswissenschaften.
2.3.5 CORC
Anfang 1999 startete das Projekt CORC (Cooperative Online Resource Catalog, [Hic98]) des
Online Computer Library Center (OCLC). Ziel ist der Aufbau einer internationalen, koope-
rativ gef¤uhrten Nachweis-Datenbank f¤ur Internet-Ressourcen. Die Erschließung geschieht
zum einen durch die Sammlung und Generierung von Metadaten, zum anderen durch die
(teil)automatische Umsetzung in Katalogdaten nach MARC II (maschine readable catalo-
ging 7 und MARC 21. Es werden außerdem strukturierte Web-Seiten erzeugt. Dabei wird
auch eine automatische Vergabe von Notationen der Dewey Decimal Classication (DCC 8)
7http://www.loc.gov/marc/
8http://www.oclc.org/dewey/
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verwendet.
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3 Beschreibung des gew¤ahlten Ansatzes
3.1 Voru¨berlegungen
Bei den ¤Uberlegungen, welcher Ansatz zur Klassizierung und Beschlagwortung verfolgt
wird, musste vor allem darauf geachtet werden, dass das Problem auch in der vorgegebenen
Zeit und mit den zur Verf¤ugung stehenden Mitteln gel¤ost werden kann. Deshalb scheiden
Verfahren, bei denen W¤orterb¤ucher und ¤Ahnliches zum Einsatz kommen, aus, da diese nicht
frei erh¤altlich sind und es sehr zeitaufw¤andig ist, diese selber zu erstellen. Außerdem w¤are
man bei der Verwendung von W¤orterb¤uchern nicht mehr sprachunabh¤angig.
Aus diesen Gr¤unden soll ein Lernverfahren benutzt werden, um aus bereits klassizierten und
beschlagworteten Dokumenten die Informationen, die zur Klassizierung und Beschlagwor-
tung neuer Dokumente ben¤otigt werden, zu extrahieren. Als eines der besten Lernverfahren
hat sich die sogenannte Support Vector Machine (SVM) herausgestellt. Die Support Vector
Machine ist ein aus der Lerntheorie hervorgeganges Verfahren, welches lineare und nichtli-
neare statistische Klassikatoren lernt [Joa98].
3.2 Das Support-Vector-Machine Verfahren
Das Lernverfahren Support-Vector-Machine (SVM) wurde urspr ¤unglich von Vladimir Vap-
nik und seinen Mitarbeitern entwickelt und ist eine sehr m¤achtige Methode. Es ist ein noch
recht junges Verfahren, das bereits in vielen Anwendungsgebieten die meisten anderen Sys-
teme ¤ubertroffen hat. SVM-Verfahren werden nicht nur zur Klassizierung von Texten ge-
nutzt, sondern nden auch in Bereichen der Klassizierung von Bildern, Schrifterkennung,
Objekterkennung und vielen anderen Bereichen Verwendung 9.
SVM bilden ein System zum Lernen von linearen Funktionen in einem kerninduzierten
Merkmalsraum unter Ber¤ucksichtigung der Ergebnisse der Generalisierungstheorie und der
Ausnutzung der Optimierungstheorie. Man versucht lineare Funktionen zu nutzen, da sie
recht gut erforscht und einfach realisierbar sind. Jedoch sind lineare Funktionen nicht m¤achtig
genug, um reale Probleme zu l¤osen. Daher geht man in einen hochdimensionalen kern-
induzierten Merkmalsraum ¤uber, in dem viele Probleme linear trennbar werden. In die-
sem hochdimensionalen Merkmalsraum werden efziente Algorithmen ben¤otigt, die von der
Generalisierungs- und Optimierungstheorie zur Verf¤ugung gestellt werden [Sch01b].
SVM werden h¤aug zur bin¤aren Klassikation eingesetzt, d.h. sie entscheiden ob ein Do-
kument zur entsprechenden Klasse geh¤ort oder nicht. Um eine SVM zur Klassikation ein-
setzen zu k¤onnen, m¤ussen die Dokumente in eine entsprechende Vektorrepr¤asentation ~xi
¤uberf¤uhrt werden (siehe Kapitel 3.3). Bei SVM, die zur bin¤aren Klassikation genutzt wer-
den, muss f¤ur eine gegebene Trainingsmenge, die sowohl positive als auch negative Beispiele
enth¤alt,
9http://www.clopinet.com/isabelle/Projects/SVM/applist.html
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( ~x1, y1), ( ~x2, y2), ..., ( ~xn, yn)× {−1, 1} (1)
~x ∈ Rn (2)
eine Funktion
f : Rn 7−→ {−1, 1} (3)
gesucht werden, die die Trainingsmenge korrekt in zwei verschiedene Klassen unterteilt.
Falls die Trainingsmenge im Merkmalsraum Rn nicht linear trennbar ist, werden die Daten
in einen h¤oherdimensionalen Vektorraum transformiert. Dort wird dann versucht die Trai-
ningsdaten linear zu trennen. Je h¤oher die Dimension des neuen Vektorraums, desto gr¤oßer
ist die Wahrscheinlichkeit, dass die Daten linear trennbar sind.
Abbildung 3: Transformation in einen h¤oherdimensionalen Merkmalsraum
Abbildung 3 zeigt eine Menge von Trainingsdaten, die imR2 nicht linear trennbar sind. Nach
Anwendung der Funktion
φ : R2 → R3 (4)





kann man anhand der eingezeichneten Ebene erkennen, dass die Daten im R3 linear trenn-
bar sind. Dieses Beispiel macht deutlich, wie entscheidend die Wahl der Dimension des
Vektorraums f¤ur die lineare Trennung der Trainingsdaten ist. Man versucht, die Dimension
des Vektorraum m¤oglichst gering zu halten, obwohl mit steigender Dimension des Vektor-
raums auch die Wahrscheinlichkeit steigt, dass eine linare Funktion gefunden wird, die die
Trainingsdaten trennen kann. Bei steigender Dimension des Vektorraums nimmt auch der
Rechenaufwand zu. Außerdem ist mit steigender Dimension auch eine Verschlechterung der
Generalisierung zu erwarten [Hem01].
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Abbildung 4: Hyperebene (w, b) und Trainingsdaten mit Trenng¤ute γ
Nachdem die Trainingsdaten in einen h¤oherdimensionalen Vektorraum transformiert worden
sind, muss nun die lineare Entscheidungsfunktion f (Formel 3) gefunden werden, die die
positiven und negativen Trainingsdaten (Formel 2) aus dem Merkmalsraum X trennt. Ein
Eingabevektor ~x wird dann positiv klassiziert, wenn f(~x) ≥ 0. Abbildung 4 zeigt die linea-
re Entscheidungsfunktion f , die der Trennhyperebene (~w, b) entspricht. Eine Hyperebene ist
eine Ebene in einem h¤oherdimensionalen Vektorraum. Die lineare Entscheidungsfunktion
hat die Form
f(~x) = 〈~w · ~x〉+ b (6)
wobei 〈·〉 das Skalarprodukt in X ist. Die Qualit¤at der Entscheidungsfunktion wird durch
den Gerneralisierungsfehler wiedergegeben und h¤angt von einer Reihe von Parametern ab,
die durch verschiedene Algorithmen optimiert werden k¤onnen. So kann die Maximierung





mit Nebenbedingung yi(~w · ~xi − b) ≥ 1,∀i (8)
Die Generalisierungstheorie hat gezeigt, dass der Generalisierungsfehler mit zunehmender
Trenng¤ute γ kleiner wird. Abbildung 5 zeigt zwei verschiedene Hyperebenen mit unter-
schiedlicher Trenng¤ute.
Nat¤urlich kann man in der Realit¤at nicht immer eine perfekte Trennhyperebene bestimmen,
da die Trainingsdaten meistens verrauscht sind, d.h. im Allgemeinen nicht linear trennbar
sind. Deshalb sucht man in der Realit¤at nicht die Hyperebene mit maximalem Abstand,
sondern eine Hyperebene (wie in Abbildung 6), die das Rauschen in der Trainingsmenge
toleriert. Dies kann erreicht werden, indem man die Nebenbedingung abschw¤acht und eine
Schlupfvariable ξi einf¤uhrt:
yi(~w · ~xi − b) ≥ 1− ξi,∀i (9)
ξi ≥ 0,∀i (10)
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Abbildung 5: Bestimmung der Hyperebene mit maximaler Trenng¤ute
Durch die Abschw¤achung der Nebenbedingung erh¤alt man bei der Optimierung sowohl gute
als auch schlechte Hyperebenen. Bei schlechten Hyperebenen erh¤alt man große ξi und bei
guten Hyperebenen werden die Schlupfvariablen ξi ≈ 0 sein. Aus diesem Grund versucht
man, gleichzeitig die Norm des Gewichtsvektors ~w und die Norm der Schlupfvariablen zu
minimieren.
Abbildung 6: Hyperebene (w, b) mit Rauschen
3.3 Konvertierung von Dokumenten in Vektoren
Wie bereits auf Seite 17 angesprochen, m¤ussen die Dokumente, die typischerweise aus einer
Aneinanderreihung von einzelnen W¤ortern bestehen, in eine Repr¤asentation ¤uberf¤uhrt wer-
den, die f¤ur den Lernalgorithmus und damit f¤ur die Klassikation nutzbar ist. Ergebnisse aus
dem Bereich Information Retrieval zeigen, dass einzelne W¤orter als Darstellungseinheiten
geeignet sind und ihre Reihenfolge f¤ur viele Anwendungszwecke nur eine untergeordnete
Rolle spielt [Joa98].
Dies f¤uhrt zu einer Attribut - Wert Darstellung eines Dokuments wie sie in Abbildung 7
dargestellt ist. Jedes Wort des Dokumentes stimmt mit einem Attribut ¤uberein und der Wert
entspricht der H¤augkeit des Auftretens des Wortes im Dokument. Um unn¤otig lange Vek-
toren zu vermeiden, m¤ussen die W¤orter eine Mindestl¤ange aufweisen, um in die Attribut-
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Wert-Darstellung aufgenommen zu werden. Dies hat den Vorteil, das kurze zuf¤allige Buch-
stabenkombinationen, die sehr h¤aug bei der Konvertierung von PS (Post-Script) oder PDF
(Portable Document Format) Dokumenten in ASCII- Text entstehen in der Attribut - Wert
Darstellung ignoriert werden. Ebenfalls werden Stoppw¤orter nicht ber¤ucksichtigt, da diese
f¤ur die Analyse des Textes keine besondere Bedeutung haben. Diese Form der Dokumenten-
darstellung beinhaltet jedoch einen Informationsverlust, da Ausdr¤ucke, die aus verschiede-
nen W¤ortern zusammengesetzt sind und eine bestimmte Bedeutung haben, in einzelne Worte
zerlegt werden und damit auch die Bedeutung im zusammengesetzten Fall verloren geht.
Abbildung 7: Attribute-Wert-Darstellung eines Dokumentes
Jedes Dokument wird so in eine Vektordarstellung ~di = (TF1, TF2, ..., TFn)T ¤uberf¤uhrt,
wobei TFj der Term-Frequency TF (wj , d) entspricht. Auf diese Weise erhalten ¤ahnliche
Dokumente auch ¤ahnliche Vektoren. F¤ur die weitere Vorgehensweise werden zun¤achst die
Begriffe Term-Frequency TF (wj, d) und Document-Frequency DF (wj) deniert.
Definition 3.1 (Term-Frequency TF (wj , d))
Unter der Term-Frequency TF (wj , d) versteht man die absolute H¤augkeit des Wortes wj
im Dokument d.
Definition 3.2 (Document-Frequency DF (wj))
Unter der Document-Frequency DF (wj) versteht man die absolute H¤augkeit des Wortes
wj in der Menge von Dokumenten {d1, ...dN}.
Bei der Berechnung der Vektoren sollen die einzelnen W¤orter unterschiedlich stark gewichtet
werden. Dabei sollen W¤orter, die h¤aug und in vielen Dokumenten vorkommen schw¤acher
ins Gewicht fallen als W¤orter, die nur selten auftreten. Aus diesem Grund wird f¤ur jedes
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Wort, das in der Lernmenge vorkommt die inverse document frequency IDF (wi) berechnet
[Joa97]:




Dabei bezeichnet |D| die Anzahl der Dokumente. Mit den erzeugten Gewichten der einzel-
nen W¤orter werden nun die Eintr¤age in der Vektordarstellung aller Dokumente mutipliziert:
d(i) = TF (wi, d) · IDF (wi) (12)
Abschließend werden die Vektoren noch auf eine L¤ange von 1 normiert, um von der unter-
schiedlichen Dokumentenl¤ange zu abstrahieren.
3.4 Bewertungsfunktionen
Um die Ergebnisse des Verfahres bewerten zu k¤onnen, muss ein Maß f¤ur die G¤ute des Ver-
fahrens deniert werden. Dabei muss sowohl die Korrektheit der Vorschl¤age als auch die
Menge der richtigen Vorschl¤age betrachtet werden.
Mit Hilfe der Abbildung 8 sollen Funktionen f¤ur diese beiden Maße hergeleitet werden.
Um Aussagen ¤uber die Korrektheit und Menge der richtigen Vorschl¤age treffen zu k¤onnen,
m¤ussen alle Dokumente zun¤achst manuell klassiziert werden. Anschließend werden alle
Dokumente, die klassiziert werden sollen, in zwei Mengen unterteilt. Zur Menge a geh¤oren
die Dokumente, die die Kriterien der Klasse, die untersucht werden soll, erf ¤ullen. Alle ande-
ren Dokumente geh¤oren zur Menge b.
Abbildung 8: Ergebnis der Klassikation f¤ur eine Klasse
Das Ergebnis der automatischen Klassizierung ist in der Abbildung 8 dargestellt. Die aus-
gef¤ullten Kreise (Menge c) entsprechen den Dokumenten, die zu der ¤uberpr¤uften Klasse
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geh¤oren und bei der automatischen Klassikation in diese Klasse eingeteilt wurden. Die aus-
gef¤ullten Dreiecke (Menge d) sind die Dokumente, die bei der automatischen Klassikation
der entsprechenden Klasse zugeordnet wurden aber, eigentlich nicht zu der Klasse geh¤oren.
Mit Hilfe der vier denierten Mengen k¤onnen die Formeln zur Berechnung der Korrektheit
und der Menge der richtigen Vorschl¤age deniert werden.
Die Korrektheit der Vorschl¤age, die sogenannte Precision, l¤aßt sich wie in Formel 13 gezeigt,






Die Menge der richtigen Vorschl¤age, der sogenannte Recall, berechnet sich aus dem Verh¤altnis
der richtig klassizierten Dokumente (c) und der Menge der Dokumente (a), die zu der ent-





24 3 BESCHREIBUNG DES GEWA¨HLTEN ANSATZES
25
4 Implementierung
4.1 Beschreibung der Softwarearchitektur im Projekt
4.1.1 Java2-Enterprise-Edition
Das Internet hat in den letzten Jahren stark an Bedeutung gewonnen. Inzwischen werden
im Internet nicht nur Informationen angeboten, sondern auch komplexe Gesch¤aftsprozesse
abgewickelt. Aufgrund der rasanten Entwicklung auf diesem Gebiet haben die Entwickler
immer weniger Zeit, eine zeitgem¤aße Applikation zu entwickeln. Um der Nachfrage gerecht
zu werden, musste ein Standard geschaffen werden, um Applikationen m¤oglichst einfach ent-
wickeln zu k¤onnen. Dabei muss auf komplexe Dinge wie Persistenz, Transaktionen und die
Sicherheit geachtet werden. Diese Aufgabe gestaltet sich nicht einfach, da ein entsprechender
Server alle Kongurationsarbeiten f¤ur die Applikation ¤ubernehmen und die Entwicklung be-
schleunigen soll. Dabei muss ein entsprechender Applikationsserver die Skalierbarkeit und
maximale Leistung gew¤ahrleisten.
Abbildung 9: J2EE-Architektur¤uberblick
Eine L¤osung stellte Sun Microsystems im Jahre 2000 mit der Java 2 Enterprise Edition
(J2EE 10) vor. J2EE stellt keinen Ersatz der Java 2 Standard Edition (J2SE 11) sondern eine
Erweiterung dar. Die Erweiterung beinhaltet Technologien, um verteilte Anwendungen zu
realisieren. Dabei ist zu beachten, dass Sun Mircosystems mit J2EE nur eine Spezikation
11http://java.sun.com/j2se/
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der Schnittstellen vorgelegt hat. Die eigentliche Implementierung erfolgt durch kommerziel-
le Anbieter. Da alle Anbieter die gleiche Spezikation implementieren, ist ein Austausch von
Komponenten unterschiedlicher Anbieter theoretisch m¤oglich. Zur Entwicklung und zum
Testen bietet Sun Microsystems eine Referenzimplementierung, in der jedoch mit Absicht
keinerlei Optimierungen bez¤uglich Leistung oder Skalierbarkeit enthalten sind [Sun03b].
Schicht- und Containerarchitektur
J2EE ist laut Spezikation eine 3-Tier-Architektur, die sich wie in Abbildung 9 gezeigt in die
Bereiche Client Tier, Middle Tier und Enterprise Information System (EIS) Tier aufteilt und
auf Containern basiert. Um eine einfache Erweiterbarkeit und Wartbarkeit zu gew¤ahrleisten
werden bei einer 3-Tier-Architektur, die Daten (data layer) von der Logik (business layer)
und Darstellung (presentation layer) getrennt. Diese Aufteilung l¤asst sich jedoch noch belie-
big verveinern. In der Regel wird eine Anwendung in die wesentlichen Bestandteile Benut-
zerschnittstelle (user interface), Pr¤asentationslogik (presentation logic), Applikationslogik
(business logic) und die Daten (data layer) aufgeteilt.
Als Laufzeitumgebung kommen auf der mittleren Ebene sogenannte Container zum Ein-
satz. Sie bieten bestimmte Dienste an, die Komponenten auf jeder J2EE-konformen Platt-
form vorraussetzen k¤onnen. Im Middle Tier gibt es den Web-Container, der Servlets 12 und
Java-Server-Pages 13als Schnittstelle f¤ur die Verarbeitung von Client-Anfragen enth¤alt, sowie
den EJB-Container, der die Laufzeitumgebung f¤ur Enterprise-Java-Beans darstellt. In den die
Logik der Applikation gekapselt ist. Neben diesen beiden Server-seitigen Containern gibt es
noch den Applet Container, der Applets enth¤alt und in der Regel in einen Browser integriert
ist, und den Application Client Container, der eigenst¤andige Java-Applikation beinhaltet.
Komponenten, Dienste und Kommunikation
J2EE umfasst eine Reihe von einzelnen Technologien, die in die Gruppen Komponenten,
Services und Kommunikation unterteilt werden k¤onnen. In den Komponenten wird die Logik
der Applikation gekapselt, dabei unterscheidet J2EE zwei Komponenten:
• Web-Komponenten
– Servlets
Servlets sind Java-Programme, die die HTTP-Anfrage verarbeiten und eine ent-
sprechende HTML-Seite generieren und als Antwort an den aufrufenden Client
zur¤uckschicken.
– Java Server Pages (JSP)
Java Server Pages sind HTML-Seiten mit eingebetten Java-Code zur dynami-
schen Generierung von Inhalt.
12http://java.sun.com/products/servlet/
13http://java.sun.com/products/jsp/
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• Enterprise Java Beans
Mit Enterprise Java Beans k¤onnen Komponenten erstellt werden, die die eigentliche
Gesch¤aftslogik enthalten. Dabei werden drei Arten von EJB’s unterschieden:
– Entity EJB
Entity EJB sind Objekte, die die Daten der EIS-Ebene (Gesch¤aftsobjekte) dauer-
haft repr¤asentieren.
– Session EJB








Stateful Session EJB halten ihren Zustand ¤uber mehrere Methodenaufrufe
hinweg. Dabei ist eine Zuordnung der EJB-Instanz zum aufrufenden Client
notwendig.
– Message-driven EJB
Message-driven EJB sind zustandslose Komponenten f¤ur die Verarbeitung von
asynchronen Meldungen. Sie nehmen JMS-Messages (siehe Seite 28) an und ver-
arbeiten diese Meldungen.
Dienste werden von den Server-seitigen Containern zur Verf ¤ugung gestellt. Auf diese Weise





Java Database Connectivity kann aus der Applikation heraus auf rela-












Java Authentication und Authorization Service erm¤oglicht die Kontrolle ¤uber




Java Transaction API bietet eine umfangreiche Kontrolle ¤uber die Verwaltung
von Transaktionen.
Folgende Technologien k¤onnen bei der Kommunikation zwischen Client und Server oder
auch zwischen verschiedenen Servern zum Einsatz kommen:
28 4 IMPLEMENTIERUNG
• HTTP
Das zustandslose Hypertext-Transfer-Protocol (HTTP) wird vom Client verwendet,
um Requests an den Server zu schicken.
• RMI
Das Java Framework RMI (Remote Method Invocation) dient der Kommunikation von
Objekten, die nicht in der selben virtuellen Maschine existieren.
• RMI-IIOP
RMI-IIOP (RMI - Internet Inter ORB Protocol) ist eine Reimplementierung von RMI,
die das CORBA kompatible IIOP als Protokoll verwendet.
• JMS
Der Java Messaging Service (JMS) erm¤oglicht es, portable und nachrichtenbasierte
Applikationen in Java zu erstellen.
• JavaMail
JavaMail erm¤oglich das Empfangen und Versenden von E-Mails.
• XML
Die eXtensible Markup Language (XML) dient zum Austausch von Daten.
Interaktionsstrukturen
Ein J2EE-System hat im Allgemeinen den folgenden Aufbau: Auf Client-Ebene werden
bevorzugt Web-Browser, wo n¤otig auch Stand-Alone-Clients eingesetzt. Auf der mittleren
Ebene wird die Gesch¤aftslogik durch Komponenten in Web- und EJB-Containern realisiert.
Auf EIS-Ebene kommen beispielsweise relationale Datenbanksysteme zum Einsatz. Es zeigt
sich, dass die Halbwertszeit der Software mit steigender Entfernung von der EIS-Ebene
rasch abnimmt. Aus diesem Grund empehlt sich auf Client-Ebene die Verwendung von
Web-Browsern anstelle eigenst¤andiger Applikationen, soweit dies m¤oglich ist. W¤ahrend ei-
ne Aktualisierung der Rendering-Engine der Browser nur selten notwendig sein d¤urfte, liegt
im Falle von Stand-Alone-Clients naturgem¤aß mehr Funktionalit¤at in der Client-Ebene, so
dass diese von ¤Anderungen am Gesamtsystem h¤auger betroffen sein wird. In der Praxis
kann die Systemarchitektur je nach Anforderung verschiedene Formen annehmen.
Abbildung 10 zeigt eine Mehr-Ebenen-Applikation. Der Browser als Client hat nur die Auf-
gabe, die direkte Benutzerinteraktion abzuwickeln. Daf¤ur kommuniziert er, bevorzugt per
HTTP, mit dem Web-Container in der mittleren Ebene. Die Web-Komponenten im Web-
Container realisieren ausschließlich die internen Teile der Pr¤asentationslogik. Sie nehmen
HTTP-Requests des Browsers entgegen und beantworten diese mit dynamisch erstellten
HTML-Seiten. Die eigentliche Gesch¤aftslogik steckt in Enterprise JavaBeans, die im EJB-
Container ablaufen. Sie steuern das gesamte System und interagieren dabei mit dem Web-
Container einerseits und der Datenbank andererseits. So werden Datenzugriff und Interaktion
mit dem Benutzer weitestgehend entkoppelt. Mehr-Ebenen-Applikationen weisen maximale
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Abbildung 10: Mehr-Ebenen-Applikation
M¤achtigkeit und Skalierbarkeit auf, sind jedoch entsprechend aufw¤andig umzusetzen.
Abbildung 11: Standalone-Client-Architektur
Wenn auf Client-Ebene eine gr¤oßere Funktionalit¤at ben¤otigt wird, kann eine Stand-Alone-
Applikation eingestzt werden. Hieraus ergeben sich, wie in Abbildung 11 gezeigt, mehrere
m¤ogliche Systemstrukturen. Der Client kann unter Umgehung von Web-Komponenten di-
rekt mit dem EJB-Container kommunizieren, normalerweise mit Hilfe von Remote-Method-
Invocation (RMI). In diesem Fall ¤ubernimmt der Client die Aufgabe der Pr¤asentation selbst¤andig,
die Gesch¤aftslogik verbleibt jedoch auf der mittleren Ebene. Analog kann auch der EJB-
Container umgangen werden. Dies ist der Fall, wenn der Client in der Lage ist, dynami-
sche Web-Inhalte zu verarbeiten. Der Web-Container bietet dem Client dann Zugang zu
diesen Inhalten, die auf der EIS-Ebene gelagert werden. Auch bei dieser Variante tr¤agt die
Client-Ebene die Pr¤asentationslogik. Die Gesch¤aftslogik kann je nach Komplexit¤at im Web-
Container oder auf der EIS-Ebene umgesetzt werden. Schließlich kann der Client auch di-
rekt mit den Datenbanken der EIS-Ebene kommunizieren. Hierbei werden Pr¤asentations-
und Gesch¤aftslogik, also die gesamte Funktionalit¤at der mittleren Ebene, auf Client-Ebene
untergebracht [Sun03a] [Hus01] [Deß02] [J2E02].
4.1.2 U¨bersicht u¨ber den J2EE-basierenden Implementierungsansatz
Zum Austausch der Daten zwischen den einzelnen Komponenten (z.B. Redaktionssystem)
und der zentralen Datenverwaltungskomponente im Projekt META-AKAD wurde zun¤acht
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Abbildung 12: Systemarchitektur
die HTTP-Erweiterung WebDAV (Web-based Distributed Authoring and Versioning 14) als
Protokoll bzw. Schnittstelle gew¤ahlt. Dies hatte den Vorteil, schon sehr fr¤uh mit der Entwick-
lung einzelner Komponenten beginnen zu k¤onnen, die auf der Funktionalit¤at der Datenver-
waltungskomponente aufbauen, ohne dass diese bereits vollst¤andig realisiert sein muss.
Nachdem die HTTP-Erweiterung WebDAV als Schnittstelle zu der Datenverwaltungskom-
ponente im Projekt META-AKAD den gewachsenen Anspr¤uchen nicht mehr gerecht wurde,
wurde die Re-Implementierung mittels J2EE begonnen und dabei auf sinnvolle Modularit¤at
geachtet [FKL+02]. Abbildung 12 zeigt die Systemarchitektur, in der die verschiedenen Mo-
dule dargestellt sind. Auf der Client-Seite existieren die Web-basierte Suche (Web-Search),
ein Redaktionssystem zum manuellen Verarbeiten der Daten (Indexing-Tool) sowie der au-
tomatische Klassizierungs- und Beschlagwortungs-Client (Indexing-Client). Die mittlere
Schicht, in der mit EJBs die eigentliche Anwendungslogik der Datenverwaltungskompo-
nente enthalten ist, gliedert sich in die drei Bereiche Anfrageverarbeitung (Query-Engine),
Ergebnisverarbeitung (Result-Set-Processor) und XML-Dokumenten-Management (XML-
14http://www.webdav.org
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Processor).
Bei der Anfrageverarbeitung kann die Suche ¤uber beliebige META-AKAD-Attribute sowie
¤uber den Volltext der Dokumente durchgef¤uhrt werden. Außerdem ist es m¤oglich, statistische
Daten ¤uber das Anfrageergebnis abzufragen. Zu diesen statistischen Daten geh¤oren zum Bei-
spiel die Anzahl der Treffer sowie die h¤augsten Schlagworte und Klassikationen. Bei der
Darstellung des Anfrageergebnisses werden verschiedene Sortierkriterien unterst ¤utzt. Die
Anfrage erfolgt auf zwei verschiendenen Datenquellen mit unterschiedlichem Datenmodell.
Eine Datenquelle wird durch ein Volltextanfragesystem bereitgestellt. Die zweite Datenquel-
le ist ein relationales Datenbanksystem, in dem die Metadaten gespeichert sind. Durch einen
sogenannten Mediator wird die Anfrage zerlegt und die beiden Ergebnismengen kombiniert.
Da dieser Schritt sehr kostenintensiv ist und das Anfrageergebnis in unterschiedlichen Sor-
tierungen ben¤otigt wird, wird das Anfragergebnis vollst¤andig materialisiert.
Die Anfrageverarbeitungskomponente konvertiert die interne Anfragerepr¤asentation, den so-
genannten Query-Tree (siehe Abbildung 14), der im Rahmen eines Praktikums entwickelt
wurde [FFW02], in SQL-Anfragen und Volltextsuchanfragen, f ¤uhrt diese aus, kombiniert
das Ergebnis und speichert es in tempor¤aren Tabellen.
Die Arbeit der Ergebnisverwaltungskomponente (ResultSet-Processor) nutzt das materiali-
sierte Anfrageergebnis als Grundlage f¤ur die Beantwortung der statistischen Anfragen. Diese
Anfragen und die Sortierung der Anfrageergebnisse nach den verschiedenen Kriterien erfolgt
ohne die wiederholte Ausf¤uhrung der gesamten Anfrage.
Das Dokumenten-Management erfolgt durch den XML-Processor. Dieser k¤ummert sich um
den Import und Export der XML-Daten. Außerdem ist er f ¤ur die Sperrverwaltung bei der
dokumentenorientierten Verarbeitung verantwortlich.
4.2 Beschreibung des entwickelten Indexierungsclients
Der Arbeitsablauf des Indexierungsclient l¤asst sich, wie in Abbildung 13 dargestellt, in vier
Abschnitte einteilen: Datenimport, Vorbereitung der Titeldaten, Klassikation und Daten-
export. In den folgenden Abschnitten wird der genaue Ablauf der einzelnen Arbeitsschritte
vorgestellt. Der Datenimport und Datenexport wird dabei einzeln betrachtet. Die Vorberei-
tung der Titeldaten sowie die eigentliche Klassikation werden zusammen betrachtet, da es
w¤ahrend der Entwicklung des Verfahrens Ver¤anderungen an diesen beiden Teilen gab, die
jeweils den Ablauf im anderen Teil beeinusst haben.
Zum Beginn der Implementierung wurde ¤uberlegt, ob die Indexierungskomponente nur den
Dokumenttitel oder auch den Dokumentvolltext verarbeiten soll. Die Verarbeitung des Do-
kumentvolltextes h¤atte zur Folge, dass Dokumente, die einen weniger aussagekr¤aftigen Titel
haben, besser klassiziert werden k¤onnten. Zun¤achst wurden in der Implementierungspha-
se beide Ans¤atze parallel verfolgt. Es stellte sich jedoch heraus, das mit der Integration des
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Abbildung 13: Arbeitsablauf
Volltextes eine Reihe von Problemen verbunden sind:
• Datenvolumen
Bei der Einbeziehung der Volltexte in den Analyseprozess m¤ussten alle relevanten
Dokumente aus dem Internet heruntergeladen und (zumindest tempor¤ar) zwischenge-
speichert werden. Dabei w¤urde eine recht große Datenmenge anfallen. Allein die 673
Testdokumente, die w¤ahrend der Entwicklungsphase genutzt wurden, hatten zusam-
men ein Volumen von mehr als 10 GB.
• Konvertierung der Dokumente in Texte
Um die Volltexte in den Analyseprozess integrieren zu k¤onnen, muss das entsprechen-
de Dokument erst in eine reine Textform konvertiert werden. F¤ur die Dokumentforma-
te PS (PostScript), PDF (Portable Document Format) und HTML (HyperText Markup
Language) gibt es frei verf¤ugbare und kostenlose Konvertierungsprogramme. Es gibt
jedoch auch Dokumentformate, die sich nicht so leicht in Textform konvertieren las-
sen (z.B. Microsoft Word). Auch die Konvertierung von PS und PDF Dokumenten
l¤auft nicht immer problemlos ab. Einige Dokumente enthalten nach der Konvertierung
keine sinnvollen Textfragmente mehr. In der Testphase kam es auch vor, dass die ent-
sprechenden Konvertierungsprogramme nicht terminierten.
• Gef¤ahrdung der Homogenit¤at der Datenbasis
Durch die Einbeziehung des Volltexts k¤onnte die Homogenit¤at der im Verfahren ver-
wendeten Daten nicht mehr gew¤ahrleistet sein. Im Projekt werden die verschiedensten
Dokumenttypen gesammelt. Zum Beispiel ist die verwendete Wortmenge in einem
¤Ubungsblatt eine andere, als in einem Vorlesungsskript, das sich mit dem gleichen
Thema besch¤aftigt. Die Titel von Vorlesungskripten und ¤Ubungen unterscheiden sich
nicht so stark. Eine Einbeziehung des Volltextes in den Analyseprozess k¤onnte das
Ergebnis der automatischen Indexierung auch verschlechtern.
• Programmlaufzeit
Da die Dokumente zun¤achst alle in eine Textform konvertiert werden m¤ussen, dann
eine wesentlich gr¤oßere Datenmenge in Vektoren konvertiert werden muss und zuletzt
auch das Support-Vector-Machine Verfahren aufgrund der h¤oheren Vektorraumdimen-
sion eine l¤angere Laufzeit ben¤otigt, h¤atte die Integration der Volltexte eine wesentlich
l¤angere Programmlaufzeit zur Folge. So k¤onnte sich der Indexierungsvorgang, der mit
den derzeitigen Testdaten weniger als eine Minute dauert, ¤uber mehrere Stunden er-
strecken.
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Aufgrund dieser Probleme und m¤oglicher Gefahren wurde der Ansatz nicht weiterverfolgt.
Wenn zu den einzelnen Dokumenten eine textuelle Zusammenfassung vorliegen w¤urde, k¤onnte
mit einer entsprechenden Integration der Zusammenfassung in den Analyseprozess sicher-
lich die Qualit¤at des Indexierungsverfahren gesteigert werden, da die oben beschriebenen
Probleme und Gefahren dabei nicht bestehen oder nicht so stark ins Gewicht fallen w¤urden.
4.2.1 Datenimport
Bevor der Ablauf des Datenimports vorgestellt wird, sollte zun¤achst einmal gekl¤art werden,
welche Daten von der Indexierungskomponente verarbeitet werden. Zur Klassikation und
Beschlagwortung mit Hilfe einer Support-Vektor-Maschine werden Dokumente ben¤otigt,
deren Klassikationen und Schlagworte bereits intellektuell festgelegt wurden. Mit diesen
Dokumenten lernt das Verfahren, welche Dokumentart welche Klassikationen und wel-
ches Schlagwort zugeordnet bekommt. Aus diesem Grund wird diese Menge auch Lernmen-
ge genannt. Tabelle 2 zeigt eine Auswahl von Datens¤atzen mit Titel, Klassikation sowie
Schlagw¤ortern.
Titel Klassikationen Schlagw¤orter
Codierungstheorie und SK 170 Codierungstheorie
Kryptographie SK 880 Krytologie
Numerik partieller SK 540 Numerische Verfahren
Differentialgleichungen SK 920 partielle Differentialgleichung




Die verwendete Lernmenge enth¤alt ca. 700 Dokumente, die sich auf 100 Klassen verteilen
und 250 verschiedene Schlagw¤orter besitzen. Die Dokumentenmenge, mit der das Verfahren
getestet wurde, umfasst ca. 180 Dokumente, die zun¤achst intellektuell erschlossen wurden,
um die durch das Verfahren automatisch vergebenen Klassikationen und Schlagw¤orter auf
ihre Korrektheit zu ¤uberpr¤ufen.
Die Lerndokumente sind ebenso wie die Dokumente, die noch keine Klassikation und noch
kein Schlagwort besitzen, in der zentralen META-AKAD-Datenverwaltungskomponente ge-
speichert und sind mit Hilfe des Verwaltungsattributs learningresource.indexclient.learningset
als Dokumente der Lernmenge gekennzeichnet.
Anfragen an die Datenverwaltungskomponente werden mit einer speziell entwickelten An-
fragesprache durchgef¤uhrt. Eine Anfrage besteht aus einem Baum von Java-Objekten, im
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dem die Bl¤atter Bedingungen f¤ur einzelne Metadatenfelder und die internen Knoten boole-
sche Verkn¤upfungen der Bedingungen enthalten.
Abbildung 14: Anfrageb¤aume
Der Import der Lernmenge und der Import der Dokumente, die klassiziert und beschlagwor-
tet werden sollen, unterscheidet sich nur in der Struktur des Anfragebaums. In Abbildung 14
sind die entsprechenden Anfrageb¤aume f¤ur deutschsprachige Dokumente aus dem Fachge-
biet Mathematik dargestellt. Der linke Anfragebaum zeigt die Anfrage, um die Dokumente
der Lernmenge zu erhalten, die der deutschen Sprache und dem Fachbereich Mathematik an-
geh¤oren. Mit dem rechten Baum werden die deutschsprachigen Dokumente des Fachbereichs
Mathematik angefragt, die keine Klassikation und kein Schlagwort aber einen intellektuell
kontrollierten Titel besitzen.
Ein Anfragebaum wird an die Query-Engine ¤ubergeben. Die Query-Engine verarbeitet die
Anfrage und gibt ein sogenanntes Result-Set-Handle zur¤uck. Mit diesem Result-Set-Handle
kann beim Result-Set-Processor eine XML-Repr¤asentation des materialisierten Anfrageer-
gebnisses angefordert werden. Die XML-Dokumente entsprechen der Dokumenttypdeniti-
on die im Listing 1 dargestellt ist.




<!ATTLIST learningresource guID CDATA #REQUIRED>
<!ELEMENT title (#PCDATA)>
<!ELEMENT subject (#PCDATA)>
<!ATTLIST subject scheme CDATA #REQUIRED
notation CDATA #IMPLIED
origin CDATA #REQUIRED>
Listing 1: Dokumenttypdenition f¤ur den XML-Import
Die XML-Dokumente werden durch das Data-Binding-Produkt Castor 15 und einem im Lis-
ting 3 (Seite 56) abgebildeten Mapping in eine entsprechende Java-Objektstruktur ¤uberf¤uhrt.
Durch die Tatsache, dass der Datenaustausch auf den XML-Dokumenten basiert, ist das Inde-
xierungprogramm robuster gegen¤uber Ver¤anderungen an der Datenverwaltungskomponente.
Außerdem kann das Programm wesentlich leichter an den Einsatz in anderen Umfeldern an-
gepasst werden.
Auf die hier beschriebene Art und Weise werden nacheinander die Lernmenge und die zu
erschließende Dokumentmenge importiert.
4.2.2 Vorbereitung der Titeldaten und Klassifikation
Um Dokumente aufgrund ihres Titels klassizieren zu k¤onnen, m¤ussen die Titel der Do-
kumente zun¤achst in Vektoren transformiert werden (siehe 3.3). Dabei wird zun¤achst den
einzelnen W¤ortern der Titel in der Lernmenge eine f¤ur das Wort eindeutige ID zugeordnet
und die H¤augkeit des Wortes in allen Dokumenten gespeichert. Bei der Verarbeitung der
einzelnen W¤orter im Titel werden alle Buchstaben dieser W¤orter in Kleinbuchstaben konver-
tiert. In diesem Verarbeitungsschritt wird f¤ur jedes Dokument der Lernmenge ein Vektor mit
Tupeln von Wort-ID und H¤augkeit des Wortes im Titel angelegt. Dann wird mit Hilfe der
Formel 11 die inverse Dokumenth¤augkeit der W¤orter in den Titeln der Lernmenge berech-
net. F¤ur die Dokumente, die klassiziert und beschlagwortet werden sollen, wird ebenfalls
ein solcher Vektor mit Tupeln von Wort-ID und H¤augkeit gebildet. Dabei werden jedoch
nur W¤orter ber¤ucksichtigt, die auch in der Lernmenge vorkommen, da es nur mit diesen
W¤ortern m¤oglich ist, ¤Ahnlichkeiten zu Titeln der Lernmenge festzustellen. Die Vektoren,
in denen die H¤augkeit der einzelnen W¤orter festgehalten ist, werden dann mit der inver-




Wie in der Tabelle 2 zu sehen ist, werden einem Titel nicht nur eine Klassikation oder
ein Schlagwort zugeordnet, sondern oft auch mehrere. Beobachtungen haben gezeigt, dass
Klassikationen oft in bestimmten Kombinationen auftauchen. Dies f ¤uhrte zu der Vermu-
tung, dass es Zusammenh¤ange zwischen einzelnen Klassikationen gibt. Aus diesem Grund
wurde jede Kombination von Klassikationen, die in der Lernmenge auftaucht, durch eine
neue virtuelle Klasse ersetzt. Mit den unterschiedlichen Kombinationen von Schlagw¤ortern
wurde analog verfahren.
Nun muss ein neu zu klassizierendes Dokument nur noch einer solchen virtuellen Klasse
zugeordnet werden. Diese Zuordnung soll wie bereits in Kapitel 3.2 beschrieben mit Hilfe
einer Support-Vektor-Maschine durchgef¤uhrt werden.
Es gibt eine Reihe von frei verf¤ugbaren Implementierungen einer Support-Vector-Machine
in den Programmiersprachen C++ und Java. Die meisten Implementierungen unterst ¤utzen
allerdings nur eine bin¤are Klassikation, d.h. sie k¤onnen entscheiden, ob ein Objekt zu einer
Klasse geh¤ort oder nicht. F¤ur den oben beschriebenen Ansatz wird jedoch eine Implemen-
tierung ben¤otigt, die in der Lage ist, mehrere Klassen zu erlernen und ein Objekt dann genau
einer dieser Klassen zuzuordnen. Eine Implementierung in Java, die diesen Anforderungen
gerecht wird ist die libsvm 16 von Chih-Chung Chang und Chih-Jen Lin.
Der erste Testlauf des Programms lieferte die Ergebnisse, die in den Tabelle 3 und 4 erfasst
sind. Im n¤achsten Schritt wurde untersucht, ob die Zusammenfassung der unterschiedlichen
Klassikationen eines Dokumentes zu einer virtuellen Klasse sinnvoll ist. Aus diesem Grund
wurde das Verfahren so ge¤andert, dass zun¤achst eine Liste aller vergebener Klassikationen
und Schlagworte erstellt wurde. F¤ur jede dieser Klassen und f¤ur jedes Schlagwort wurde
ein entsprechendes Modell der Lernmenge erstellt, d.h. es wurde f ¤ur jedes Dokument in der
Lernmenge geschaut, ob das Dokument zu der entsprechenden Klasse geh¤ort oder nicht. Auf
diese Art und Weise wurde die Lernmenge in eine Positiv- und Negativmenge geteilt. Aus
diesen beiden Mengen wurde dann ein Modell erstellt. Dann wurde f¤ur jedes Dokument der
Menge, die klassiziert werden soll, entschieden, ob dieses Dokument eher der Positiv- oder
der Negativmenge angeh¤ort. Wenn das Dokument besser zur Positiv- als zur Negativmenge
passt, wird die entsprechende Klassikation zum Dokument hinzuf¤ugt.
Die Ergebnisse der Klassizierung nach dem Modell der bin¤aren Entscheidung im Vergleich
zum Modell der virtuellen Klassen sind in den Tabellen 5 und 6 dargestellt. Nach dem Ver-
gleich der beiden Ergebnisse stellte sich die Frage, ob es sich bei den richtig oder falsch zu
den einzelnen Klassikationen und Schlagw¤ortern zugeordneten Dokumenten um dieselben
Dokumente handelt oder nicht, d.h. wie wirkt sich eine Ausf¤uhrung der beiden Verfahren
nacheinander auf das Ergebnis aus. Das Ergebnis der Nacheinanderausf ¤uhrung der beiden
16http://www.csie.ntu.edu.tw/cjlin/libsvm/
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RVK Lernmenge Testmenge richtig falsch Precision Recall
SK 110 55 18 13 12 52.0 72.2
SK 130 27 2 0 1 0.0 0.0
SK 150 9 3 2 0 100.0 66.7
SK 170 16 4 3 0 100.0 75.0
SK 180 18 1 1 0 100.0 100.0
SK 200 30 11 10 2 83.3 90.9
SK 220 56 26 14 0 100.0 53.8
SK 230 7 5 2 0 100.0 40.0
SK 240 14 4 3 0 100.0 75.0
SK 260 11 1 0 0 0.0 0.0
SK 280 7 2 2 2 50.0 100.0
SK 340 4 1 0 0 0.0 0.0
SK 370 14 3 2 0 100.0 66.7
SK 380 32 10 5 1 83.3 50.0
SK 399 11 1 0 0 0.0 0.0
SK 400 93 56 32 0 100.0 57.1
SK 420 5 1 0 0 0.0 0.0
SK 430 11 2 0 0 0.0 0.0
SK 450 2 2 0 0 0.0 0.0
SK 470 1 2 0 0 0.0 0.0
SK 500 12 1 0 0 0.0 0.0
SK 520 17 5 2 0 100.0 40.0
SK 540 10 2 2 0 100.0 100.0
SK 600 10 5 5 0 100.0 100.0
SK 620 3 1 0 0 0.0 0.0
SK 700 19 3 2 0 100.0 66.7
SK 800 35 12 6 1 85.7 50.0
SK 820 9 2 2 0 100.0 100.0
SK 840 38 13 8 17 32.0 61.5
SK 860 2 1 0 0 0.0 0.0
SK 870 27 2 1 0 100.0 50.0
SK 880 5 2 2 0 100.0 100.0
SK 890 14 4 2 0 100.0 50.0
SK 900 53 8 8 2 80.0 100.0
SK 910 4 1 0 0 0.0 0.0
SK 920 12 2 1 0 100.0 50.0
SK 950 103 41 29 2 93.5 70.7
SK 970 3 1 0 0 0.0 0.0
SK 980 5 2 0 0 0.0 0.0
SM 700 13 6 2 0 100.0 33.3
SM 730 7 1 0 0 0.0 0.0
SH 500 2 2 0 0 0.0 0.0
ST 601 18 5 1 0 100.0 20.0
QH 440 11 5 5 1 83.3 100.0
UK 1200 1 1 0 0 0.0 0.0
Summe: 856 283 167 41 80.3 59.0






richtig falsch Precision Recall
Algebra 31 11 10 1 90.9 90.9
Algebraische Geometrie 4 2 1 0 100.0 50.0
Analysis 87 55 32 0 100.0 58.2
Analytische Geometrie 20 8 3 0 100.0 37.5
Computeralgebra 4 2 1 0 100.0 50.0
Differentialgeometrie 11 2 2 0 100.0 100.0
Differentialgleichung 11 2 0 0 0.0 0.0
Diskrete Mathematik 1 2 0 0 0.0 0.0
Elliptische Kurve 5 1 1 0 100.0 100.0
Fehlerrechnung 1 1 0 0 0.0 0.0
Funktionalanalysis 9 5 5 0 100.0 100.0
Funktionentheorie 20 4 2 0 100.0 50.0
Geometrie 5 1 1 2 33.3 100.0
Gewo¨hnliche Differentialgleichung 16 5 2 0 100.0 40.0
Graphentheorie 8 1 0 0 0.0 0.0
Ho¨here Mathematik 83 32 27 18 60.0 84.4
Integrationstheorie 4 2 0 0 0.0 0.0
Kombinatorik 6 1 1 0 100.0 100.0
Kommutative Algebra 3 2 2 0 100.0 100.0
Kryptologie 6 2 2 0 100.0 100.0
Lineare Algebra 54 25 15 0 100.0 60.0
Maple 4 1 0 0 0.0 0.0
Mathematik 29 0 0 7 0.0 0.0
Mathematikunterricht 5 6 1 0 100.0 16.7
Mathematische Logik 17 2 0 0 0.0 0.0
Mathematische Methode 12 1 0 0 0.0 0.0
Maßtheorie 3 1 0 0 0.0 0.0
Matlab 5 2 0 0 0.0 0.0
Mengenlehre 9 3 2 0 100.0 66.7
Numerische Mathematik 52 8 8 1 88.9 100.0
Numerisches Verfahren 13 1 1 0 100.0 100.0
Optimierung 22 2 1 0 100.0 50.0
Partielle Differentialgleichung 9 2 2 0 100.0 100.0
Spieltheorie 2 1 0 0 0.0 0.0
Statistik 32 10 8 3 72.7 80.0
Stochastik 18 4 4 1 80.0 100.0
Stochastischer Prozess 4 1 1 0 100.0 100.0
Topologie 7 2 2 2 50.0 100.0
Wahrscheinlichkeitstheorie 18 11 2 0 100.0 18.2
Wissenschaftliches Rechnen 4 1 1 0 100.0 100.0
Zahlentheorie 8 1 1 0 100.0 100.0
Summe: 662 226 141 35 80.1 62.4
Tabelle 4: Beschlagwortungsergebnis: virtuelle Klasse
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Verfahren im Vergleich zu den beiden einzelnen Verfahren ist in den Tabellen 7 und 8 abge-
bildet. Bei Betrachtung der Ergebnisse f¤allt auf, das die Zahl der richtig bzw. falsch zuge-
ordneten Klassen bei der Kombination der beiden Verfahren nur an 3 Stellen gr ¤oßer ist als
das Maximum aus den Verfahren, wenn sie alleine durchgef¤uhrt werden. Dies l¤asst stark ver-
muten, dass es sich bei den richtig klassizierten Dokumenten um die gleichen Dokumente
handelt. Aus diesem Grund ist die Kombination der beiden Verfahren nicht sinnvoll.
Das Verfahren der bin¤aren Entscheidung f¤ur jede Klasse ist dem Verfahren der virtuellen
Klassen vorzuziehen, da es eine wesentlich h¤ohere Precision-Werte aufweist. Durch die Stei-
gerung der Precision sinkt jedoch der Recall. Da es in der zu entwickelnden Anwendung vor
allem darauf ankommt, mit m¤oglichst wenig manueller Nachbearbeitung eine Klassikaton
zu nden, soll die Steigerung der Precision im Vordergrund stehen.
Bei der Benutzung einer bestehenden Support-Vector-Machinen-Implementierung ist es nur
sehr schwer m¤oglich, etwas an dem Prinzip der Klassizierung zu ¤andern, um die Ergebnisse
zu verbessern. Deshalb konzentrierten sich die weiteren Bem¤uhungen auf eine Ver¤anderung
der Eingangsvektoren. Die Eliminierung von Stoppw¤ortern, d.h. W¤orter, die keine Aussage-
kraft ¤uber den Inhalt des Dokuments haben, hat nur eine unwesentliche Steigerung der Er-
gebnisse ergeben. Dieser nur schwache Erfolg l¤asst sich dadurch erkl¤aren, dass Stoppw¤orter
h¤aug in Titeln auftauchen und bereits ihre Bedeutung f¤ur das Verfahren durch die Berech-
nung der inversen Dokumentenh¤augkeit verlieren.
Es gibt jedoch eine weitere M¤oglichkeit, um einen Titel besser durch einen Vektoren be-
schreiben zu k¤onnen. H¤aug tauchen in Titeln zusammengesetzte W¤orter, sogenannte Kom-
posita, in verschiedenen Zusammensetzungen auf. Da die verschieden zusammengesetzten
W¤orter in der Regel nicht so h¤aug auftreten wie ihre einzelnen Bestandteile ist ihre Wir-
kung bei der Klassizierung und Beschlagwortung geringer, als wenn die zusammengesetzen
W¤orter in die einzelnen Bestandteile zerlegt w¤aren.
Aus diesem Grund wurde nach einer Methode gesucht, um zusammengesetzte W¤orter (Kom-
posita) in ihre einzelnen Bestandteile zu zerlegen. Im Bereich des Information-Retrieval wird
die sogenannte Kompositazerlegung mit Hilfe von morphologischen Werkzeugen durch-
gef¤uhrt. Diese Werkzeuge ben¤otigen spezielle Lexika, die in der Regel auf das Vokabular
der Anwendungsdom¤ane angepasst werden m¤ussen. Die Zerlegung eines Wortes ist jedoch
nur dann sinnvoll, wenn die einzelnen Bestandteile des Wortes bereits in der Menge aller
W¤orter, die in den Titeldaten vorkommen, enthalten sind, um deren Wirkung zu verst¤arken.
Daher ist der Einsatz eines aufw¤andig anzupassenden morphologischen Werkzeuges nicht
sinnvoll. Es gibt eine wesentlich einfachere Strategie um eine Menge von W¤ortern in einzel-
ne Bestandteile zu zerlegen. Bei dieser Methode ndet jedoch keine kommplette Zerlegung
der Komposita in ihre Einzelbestandteile statt. Dies ist in diesem Anwendungsfall auch nicht
unbedingt notwendig.
Bei der Zerlegung der W¤orter muss auf sehr effektive Weise untersucht werden, ob ein be-
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virtuelle Klasse bina¨re Entscheidung
RVK richtig falsch Precision Recall richtig falsch Precision Recall
SK 110 13 12 52.0 72.2 8 9 47.1 44.4
SK 130 0 1 0.0 0.0 0 0 0.0 0.0
SK 150 2 0 100.0 66.7 2 0 100.0 66.7
SK 170 3 0 100.0 75.0 3 0 100.0 75.0
SK 180 1 0 100.0 100.0 1 0 100.0 100.0
SK 200 10 2 83.3 90.9 10 1 90.9 90.9
SK 220 14 0 100.0 53.8 13 0 100.0 50.0
SK 230 2 0 100.0 40.0 2 0 100.0 40.0
SK 240 3 0 100.0 75.0 2 0 100.0 50.0
SK 260 0 0 0.0 0.0 0 0 0.0 0.0
SK 280 2 2 50.0 100.0 2 2 50.0 100.0
SK 340 0 0 0.0 0.0 0 0 0.0 0.0
SK 370 2 0 100.0 66.7 2 0 100.0 66.7
SK 380 5 1 83.3 50.0 5 1 83.3 50.0
SK 399 0 0 0.0 0.0 0 0 0.0 0.0
SK 400 32 0 100.0 57.1 29 0 100.0 51.8
SK 420 0 0 0.0 0.0 0 0 0.0 0.0
SK 430 0 0 0.0 0.0 0 0 0.0 0.0
SK 450 0 0 0.0 0.0 0 0 0.0 0.0
SK 470 0 0 0.0 0.0 0 0 0.0 0.0
SK 500 0 0 0.0 0.0 0 0 0.0 0.0
SK 520 2 0 100.0 40.0 2 0 100.0 40.0
SK 540 2 0 100.0 100.0 2 0 100.0 100.0
SK 600 5 0 100.0 100.0 5 0 100.0 100.0
SK 620 0 0 0.0 0.0 0 0 0.0 0.0
SK 700 2 0 100.0 66.7 2 0 100.0 66.7
SK 800 6 1 85.7 50.0 6 1 85.7 50.0
SK 820 2 0 100.0 100.0 2 0 100.0 100.0
SK 840 8 17 32.0 61.5 8 0 100.0 61.5
SK 860 0 0 0.0 0.0 0 0 0.0 0.0
SK 870 1 0 100.0 50.0 1 0 100.0 50.0
SK 880 2 0 100.0 100.0 2 0 100.0 100.0
SK 890 2 0 100.0 50.0 0 0 0.0 0.0
SK 900 8 2 80.0 100.0 7 1 87.5 87.5
SK 910 0 0 0.0 0.0 0 0 0.0 0.0
SK 920 1 0 100.0 50.0 0 0 0.0 0.0
SK 950 29 2 93.5 70.7 27 2 93.1 65.9
SK 970 0 0 0.0 0.0 0 0 0.0 0.0
SK 980 0 0 0.0 0.0 0 0 0.0 0.0
SM 700 2 0 100.0 33.3 0 0 0.0 0.0
SM 730 0 0 0.0 0.0 0 0 0.0 0.0
SH 500 0 0 0.0 0.0 0 0 0.0 0.0
ST 601 1 0 100.0 20.0 2 0 100.0 40.0
QH 440 5 1 83.3 100.0 4 1 89.0 80.0
UK 1200 0 0 0.0 0.0 0 0 0.0 0.0
Summe: 167 41 80.3 59.0 149 18 89.2 52.7
Tabelle 5: Klassikationsergebnis: virtuelle Klasse und bin¤are Entscheidung
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Algebra 10 1 90.9 90.9 10 1 90.9 90.9
Algebraische Geometrie 1 0 100.0 50.0 0 0 0.0 0.0
Analysis 32 0 100.0 58.2 33 1 97.1 60.0
Analytische Geometrie 3 0 100.0 37.5 3 2 60.0 37.5
Computeralgebra 1 0 100.0 50.0 1 0 100.0 50.0
Differentialgeometrie 2 0 100.0 100.0 2 0 100.0 100.0
Differentialgleichung 0 0 0.0 0.0 0 0 0.0 0.0
Diskrete Mathematik 0 0 0.0 0.0 0 0 0.0 0.0
Elliptische Kurve 1 0 100.0 100.0 1 0 100.0 100.0
Fehlerrechnung 0 0 0.0 0.0 0 0 0.0 0.0
Funktionalanalysis 5 0 100.0 100.0 5 0 100.0 100.0
Funktionentheorie 2 0 100.0 50.0 2 0 100.0 50.0
Geometrie 1 2 33.3 100.0 0 0 0.0 0.0
Gewo¨hnliche Differentialgleichung 2 0 100.0 40.0 2 0 100.0 40.0
Graphentheorie 0 0 0.0 0.0 0 0 0.0 0.0
Ho¨here Mathematik 27 18 60.0 84.4 23 4 85.2 71.9
Integrationstheorie 0 0 0.0 0.0 0 0 0.0 0.0
Kombinatorik 1 0 100.0 100.0 1 0 100.0 100.0
Kommutative Algebra 2 0 100.0 100.0 2 0 100.0 100.0
Kryptologie 2 0 100.0 100.0 2 0 100.0 100.0
Lineare Algebra 15 0 100.0 60.0 13 0 100.0 52.0
Maple 0 0 0.0 0.0 0 0 0.0 0.0
Mathematik 0 7 0.0 0.0 0 0 0.0 0.0
Mathematikunterricht 1 0 100.0 16.7 0 0 0.0 0.0
Mathematische Logik 0 0 0.0 0.0 0 0 0.0 0.0
Mathematische Methode 0 0 0.0 0.0 0 1 0.0 0.0
Maßtheorie 0 0 0.0 0.0 0 0 0.0 0.0
Matlab 0 0 0.0 0.0 1 0 100.0 50.0
Mengenlehre 2 0 100.0 66.7 2 0 100.0 66.7
Numerische Mathematik 8 1 88.9 100.0 8 0 100.0 100.0
Numerisches Verfahren 1 0 100.0 100.0 0 0 0.0 0.0
Optimierung 1 0 100.0 50.0 1 0 100.0 50.0
Partielle Differentialgleichung 2 0 100.0 100.0 2 0 100.0 100.0
Physik 0 0 0.0 0.0 0 1 0.0 0.0
Spieltheorie 0 0 0.0 0.0 0 0 0.0 0.0
Statistik 8 3 72.7 80.0 8 0 100.0 80.0
Stochastik 4 1 80.0 100.0 4 2 66.7 100.0
Stochastischer Prozess 1 0 100.0 100.0 1 0 100.0 100.0
Topologie 2 2 50.0 100.0 2 2 50.0 100.0
Wahrscheinlichkeitstheorie 2 0 100.0 18.2 1 0 100.0 9.1
Wissenschaftliches Rechnen 1 0 100.0 100.0 1 0 100.0 100.0
Zahlentheorie 1 0 100.0 100.0 1 0 100.0 100.0
Summe: 141 35 80.1 62.4 132 14 90.4 58.4
Tabelle 6: Beschlagwortungsergebnis: virtuelle Klasse und bin¤are Entscheidung
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virtuelle Klasse bina¨re Entscheidung Kombination
RVK richtig falsch richtig falsch richtig falsch Precision Recall
SK 110 13 12 8 9 13 13 50.0 72.2
SK 130 0 1 0 0 0 1 0.0 0.0
SK 150 2 0 2 0 2 0 100.0 66.7
SK 170 3 0 3 0 3 0 100.0 75.0
SK 180 1 0 1 0 1 0 100.0 100.0
SK 200 10 2 10 1 10 2 83.3 90.9
SK 220 14 0 13 0 15 0 100.0 57.7
SK 230 2 0 2 0 2 0 100.0 40.0
SK 240 3 0 2 0 3 0 100.0 75.0
SK 260 0 0 0 0 0 0 0.0 0.0
SK 280 2 2 2 2 2 2 50.0 100.0
SK 340 0 0 0 0 0 0 0.0 0.0
SK 370 2 0 2 0 2 0 100.0 66.7
SK 380 5 1 5 1 5 1 83.3 50.0
SK 399 0 0 0 0 0 0 0.0 0.0
SK 400 32 0 29 0 32 0 100.0 57.1
SK 420 0 0 0 0 0 0 0.0 0.0
SK 430 0 0 0 0 0 0 0.0 0.0
SK 450 0 0 0 0 0 0 0.0 0.0
SK 470 0 0 0 0 0 0 0.0 0.0
SK 500 0 0 0 0 0 0 0.0 0.0
SK 520 2 0 2 0 2 0 100.0 40.0
SK 540 2 0 2 0 2 0 100.0 100.0
SK 600 5 0 5 0 5 0 100.0 100.0
SK 620 0 0 0 0 0 0 0.0 0.0
SK 700 2 0 2 0 2 0 100.0 66.7
SK 800 6 1 6 1 6 1 85.7 50.0
SK 820 2 0 2 0 2 0 100.0 100.0
SK 840 8 17 8 0 8 17 32.0 61.5
SK 860 0 0 0 0 0 0 0.0 0.0
SK 870 1 0 1 0 1 0 100.0 50.0
SK 880 2 0 2 0 2 0 100.0 100.0
SK 890 2 0 0 0 2 0 100.0 50.0
SK 900 8 2 7 1 8 2 80.0 100.0
SK 910 0 0 0 0 0 0 0.0 0.0
SK 920 1 0 0 0 1 0 100.0 50.0
SK 950 29 2 27 2 31 2 93.9 75.6
SK 970 0 0 0 0 0 0 0.0 0.0
SK 980 0 0 0 0 0 0 0.0 0.0
SM 700 2 0 0 0 2 0 100.0 33.3
SM 730 0 0 0 0 0 0 0.0 0.0
SH 500 0 0 0 0 0 0 0.0 0.0
ST 601 1 0 2 0 2 0 100.0 40.0
QH 440 5 1 4 1 5 1 83.3 100.0
UK 1200 0 0 0 0 0 0 0.0 0.0
Summe: 167 41 149 18 171 42 80.3 60.4
Tabelle 7: Klassikation: Kombination der Verfahren

































Algebra 10 1 10 1 10 1 90.9 90.9
Algebraische Geometrie 1 0 0 0 1 0 100.0 50.0
Analysis 32 0 33 1 33 1 97.1 60.0
Analytische Geometrie 3 0 3 2 3 2 60.0 37.5
Computeralgebra 1 0 1 0 1 0 100.0 50.0
Differentialgeometrie 2 0 2 0 2 0 100.0 100.0
Differentialgleichung 0 0 0 0 0 0 0.0 0.0
Diskrete Mathematik 0 0 0 0 0 0 0.0 0.0
Elliptische Kurve 1 0 1 0 1 0 100.0 100.0
Fehlerrechnung 0 0 0 0 0 0 0.0 0.0
Funktionalanalysis 5 0 5 0 5 0 100.0 100.0
Funktionentheorie 2 0 2 0 2 0 100.0 50.0
Geometrie 1 2 0 0 1 2 33.3 100.0
Gewo¨hnliche Differentialgleichung 2 0 2 0 2 0 100.0 40.0
Graphentheorie 0 0 0 0 0 0 0.0 0.0
Ho¨here Mathematik 27 18 23 4 29 18 61.7 90.6
Integrationstheorie 0 0 0 0 0 0 0.0 0.0
Kombinatorik 1 0 1 0 1 0 100.0 100.0
Kommutative Algebra 2 0 2 0 2 0 100.0 100.0
Kryptologie 2 0 2 0 2 0 100.0 100.0
Lineare Algebra 15 0 13 0 15 0 100.0 60.0
Maple 0 0 0 0 0 0 0.0 0.0
Mathematik 0 7 0 0 0 7 0.0 0.0
Mathematikunterricht 1 0 0 0 1 0 100.0 16.7
Mathematische Logik 0 0 0 0 0 0 0.0 0.0
Mathematische Methode 0 0 0 1 0 1 0.0 0.0
Maßtheorie 0 0 0 0 0 0 0.0 0.0
Matlab 0 0 1 0 1 0 100.0 50.0
Mengenlehre 2 0 2 0 2 0 100.0 66.7
Numerische Mathematik 8 1 8 0 8 1 88.9 100.0
Numerisches Verfahren 1 0 0 0 1 0 100.0 100.0
Optimierung 1 0 1 0 1 0 100.0 50.0
Partielle Differentialgleichung 2 0 2 0 2 0 100.0 100.0
Physik 0 0 0 1 0 1 0.0 0.0
Spieltheorie 0 0 0 0 0 0 0.0 0.0
Statistik 8 3 8 0 8 3 72.7 80.0
Stochastik 4 1 4 2 4 2 66.7 100.0
Stochastischer Prozess 1 0 1 0 1 0 100.0 100.0
Topologie 2 2 2 2 2 2 50.0 100.0
Wahrscheinlichkeitstheorie 2 0 1 0 2 0 100.0 18.2
Wissenschaftliches Rechnen 1 0 1 0 1 0 100.0 100.0
Zahlentheorie 1 0 1 0 1 0 100.0 100.0
Summe: 141 35 132 14 145 41 78.0 64.2
Tabelle 8: Beschlagwortungsergebnis: Kombination der Verfahren
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stimmtes Teilwort ein g¤ultiges und bekanntes Wort ist oder nicht. Aus diesem Grund wird
zun¤achst eine Liste aller W¤orter erstellt, mit der dann diese ¤Uberpr¤ufung durchgef¤uhrt wer-
den kann. Da eine lineare Suche ¤uber eine Liste aller W¤orter zu langsam w¤are, werden die
W¤orter in einer speziellen Baumdarstellung, nach Prinzip des sogenannten Fleigengewicht-
Muster [Gam01], wie sie in Abbildung 15 darstellt ist, gespeichert. Dabei markiert ein Stern
(*) ein g¤ultiges Ende eines Wortes. Die ¤Uberpr¤ufungen eines Teilwortes der L¤ange n ben¤otigt
so maximal n+ 1 Zugriffe auf die Datenstruktur.
Abbildung 15: Baumstruktur zur Speicherung der W¤orter
Einige zusammengesetze W¤orter lassen sich nicht streng ohne Reste in die einzelnen Be-
standteile zerlegen. Bei der Zerlegung m¤ussen zwei Besonderheiten ber¤ucksichtig werden:
• Bei der Verbindung der W¤orter gleichung und system zu dem Wort gleichungssystem
wurde ein s als Verbindungsbuchstabe eingef¤ugt. Bei der Zerlegung von W¤ortern muss
auch auf ein eventuelles Vorkommen von Verbindungsbuchstaben geachtet werden. In
der deutschen Sprache gibt es die beiden Verbindungsbuchstaben s und n.
• Bei dem Versuch das Wort differentialgleichungen in die Bestandteile differential und
gleichung zu zerlegen, f¤allt auf, dass en als Rest ¤ubrig bleibt. Es gibt bei der Zerlegung
Reste, die mit recht hoher Wahrscheinlichkeit vermuten lassen, dass eine Zerlegung
des Wortes in seine Bestandteile unter Vernachl¤assigung des Restes sinnvoll ist. Tabel-
le 9 enth¤alt eine Liste mit g¤ultigen Endungen und entsprechenden Beispielw¤ortern.
Tabelle 10 zeigt eine Reihe von zusammengesetzen W¤ortern, die mit Hilfe dieses Verfahrens
in die einzelnen Bestandteile zerlegt werden. Die Zerlegung von W¤ortern durch Verwerfen
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Tabelle 10: Beispiele f¤ur die Wortzerlegung
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bestimmter Reste hat ebenfalls zur Folge, dass einige W¤orter auf ihre Grundform reduziert
werden.
Die Ergebnisse des Verfahrens mit Stoppworteliminierung, Kompositazerlegung und Wort-
stammreduktion sind in den Tabellen 11 und 12 festgehalten. Dabei f¤allt auf, dass die An-
zahl falsch vergebenen Klassikationen und Schlagw¤orter abgenommen hat, die Anzahl der
richtig vergebenen Klassikationen gestiegen ist und die Anzahl der richtig vergebenen
Schlagw¤orter konstant geblieben ist. Weitere Modikationen des Verfahren zur Verbesse-
rung der Ergebnisse wurden nicht unternommen.
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RVK ohne Kompositazerlegung mit Kompositazerlegung
richtig falsch Precision Recall richtig falsch Precision Recall
SK 110 8 9 47.1 44.4 8 8 50.0 44.4
SK 130 0 0 0.0 0.0 0 0 0.0 0.0
SK 150 2 0 100.0 66.7 2 0 100.0 66.7
SK 170 3 0 100.0 75.0 3 0 100.0 75.0
SK 180 1 0 100.0 100.0 1 0 100.0 100.0
SK 200 10 1 90.9 90.9 10 1 90.9 90.9
SK 220 13 0 100.0 50.0 14 0 100.0 53.8
SK 230 2 0 100.0 40.0 2 0 100.0 40.0
SK 240 2 0 100.0 50.0 2 0 100.0 50.0
SK 260 0 0 0.0 0.0 0 0 0.0 0.0
SK 280 2 2 50.0 100.0 2 2 50.0 100.0
SK 340 0 0 0.0 0.0 0 0 0.0 0.0
SK 370 2 0 100.0 66.7 2 0 100.0 66.7
SK 380 5 1 83.3 50.0 5 1 83.3 50.0
SK 399 0 0 0.0 0.0 0 0 0.0 0.0
SK 400 29 0 100.0 51.8 32 0 100.0 57.1
SK 420 0 0 0.0 0.0 0 0 0.0 0.0
SK 430 0 0 0.0 0.0 0 0 0.0 0.0
SK 450 0 0 0.0 0.0 0 0 0.0 0.0
SK 470 0 0 0.0 0.0 0 0 0.0 0.0
SK 500 0 0 0.0 0.0 0 0 0.0 0.0
SK 520 2 0 100.0 40.0 2 0 100.0 40.0
SK 540 2 0 100.0 100.0 2 0 100.0 100.0
SK 600 5 0 100.0 100.0 5 0 100.0 100.0
SK 620 0 0 0.0 0.0 0 0 0.0 0.0
SK 700 2 0 100.0 66.7 2 0 100.0 66.7
SK 800 6 1 85.7 50.0 6 1 85.7 50.0
SK 820 2 0 100.0 100.0 2 0 100.0 100.0
SK 840 8 0 100.0 61.5 8 0 100.0 61.5
SK 860 0 0 0.0 0.0 0 0 0.0 0.0
SK 870 1 0 100.0 50.0 1 0 100.0 50.0
SK 880 2 0 100.0 100.0 2 0 100.0 100.0
SK 890 0 0 0.0 0.0 0 0 0.0 0.0
SK 900 7 1 87.5 87.5 7 1 87.5 87.5
SK 910 0 0 0.0 0.0 0 0 0.0 0.0
SK 920 0 0 0.0 0.0 0 0 0.0 0.0
SK 950 27 2 93.1 65.9 27 2 93.1 65.9
SK 970 0 0 0.0 0.0 0 0 0.0 0.0
SK 980 0 0 0.0 0.0 0 0 0.0 0.0
SM 700 0 0 0.0 0.0 0 0 0.0 0.0
SM 730 0 0 0.0 0.0 0 0 0.0 0.0
SH 500 0 0 0.0 0.0 0 0 0.0 0.0
ST 601 2 0 100.0 40.0 2 0 100.0 40.0
QH 440 4 1 89.0 80.0 4 1 89.0 89.0
UK 1200 0 0 0.0 0.0 0 0 0.0 0.0
Summe: 149 18 89.2 52.7 153 17 90.0 54.1
Tabelle 11: Klassikationsergebnis: bin¤are Entscheidung ohne und mit Kompositazerle-
gung und Stoppworteliminierung
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Algebra 10 1 90.9 90.9 10 1 90.9 90.9
Algebraische Geometrie 0 0 0.0 0.0 0 0 0.0 0.0
Analysis 33 1 97.1 60.0 33 1 97.1 60.0
Analytische Geometrie 3 2 60.0 37.5 3 2 60.0 37.5
Computeralgebra 1 0 100.0 50.0 1 0 100.0 50.0
Differentialgeometrie 2 0 100.0 100.0 2 0 100.0 100.0
Differentialgleichung 0 0 0.0 0.0 0 0 0.0 0.0
Diskrete Mathematik 0 0 0.0 0.0 0 0 0.0 0.0
Elliptische Kurve 1 0 100.0 100.0 1 0 100.0 100.0
Fehlerrechnung 0 0 0.0 0.0 0 0 0.0 0.0
Funktionalanalysis 5 0 100.0 100.0 5 0 100.0 100.0
Funktionentheorie 2 0 100.0 50.0 2 0 100.0 50.0
Geometrie 0 0 0.0 0.0 0 0 0.0 0.0
Gewo¨hnliche Differentialgleichung 2 0 100.0 40.0 2 0 100.0 40.0
Graphentheorie 0 0 0.0 0.0 0 0 0.0 0.0
Ho¨here Mathematik 23 4 85.2 71.9 23 4 85.2 71.9
Integrationstheorie 0 0 0.0 0.0 0 0 0.0 0.0
Kombinatorik 1 0 100.0 100.0 1 0 100.0 100.0
Kommutative Algebra 2 0 100.0 100.0 2 0 100.0 100.0
Kryptologie 2 0 100.0 100.0 2 0 100.0 100.0
Lineare Algebra 13 0 100.0 52.0 13 0 100.0 52.0
Maple 0 0 0.0 0.0 0 0 0.0 0.0
Mathematik 0 0 0.0 0.0 0 0 0.0 0.0
Mathematikunterricht 0 0 0.0 0.0 0 0 0.0 0.0
Mathematische Logik 0 0 0.0 0.0 0 0 0.0 0.0
Mathematische Methode 0 1 0.0 0.0 0 0 0.0 0.0
Maßtheorie 0 0 0.0 0.0 0 0 0.0 0.0
Matlab 1 0 100.0 50.0 1 0 100.0 50.0
Mengenlehre 2 0 100.0 66.7 2 0 100.0 66.7
Numerische Mathematik 8 0 100.0 100.0 8 0 100.0 100.0
Numerisches Verfahren 0 0 0.0 0.0 0 0 0.0 0.0
Optimierung 1 0 100.0 50.0 1 0 100.0 50.0
Partielle Differentialgleichung 2 0 100.0 100.0 2 0 100.0 100.0
Physik 0 1 0.0 0.0 0 1 0.0 0.0
Spieltheorie 0 0 0.0 0.0 0 0 0.0 0.0
Statistik 8 0 100.0 80.0 8 0 100.0 80.0
Stochastik 4 2 66.7 100.0 4 2 66.7 100.0
Stochastischer Prozess 1 0 100.0 100.0 1 0 100.0 100.0
Topologie 2 2 50.0 100.0 2 2 50.0 100.0
Wahrscheinlichkeitstheorie 1 0 100.0 9.1 1 0 100.0 9.1
Wissenschaftliches Rechnen 1 0 100.0 100.0 1 0 100.0 100.0
Zahlentheorie 1 0 100.0 100.0 1 0 100.0 100.0
Summe: 132 14 132 14 132 13 91.0 58.4
Tabelle 12: Beschlagwortungsergebnis: bin¤are Entscheidung ohne und mit Kompositazer-
legung und Stoppworteliminierung
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4.2.3 Datenexport
Nachdem die Datens¤atze klassiziert und beschlagwortet worden sind, m¤ussen die neuen
Metadaten ¤uber die Datenverwaltungskomponente in die Datenbank eingetragen werden.
Durch die dokumentenorientierte Verarbeitungsweise ist es f ¤ur jeden Datensatz notwendig,
dass das ganze XML-Dokument beim XML-Prozessor angefragt wird. Die neuen Metadaten
m¤ussen dann in das XML-Dokument eingetragen werden und das XML-Dokument muss
dann wieder an den XML-Prozessor ¤ubergeben werden. Dabei m¤ussen die vorgesehenen
Sperrmechanismen benutzt werden, um ¤Anderungsanomalien zu vermeiden.
Genauso wie beim Datenimport wird beim Datenexport das Data-Bindung-Produkt Castor
verwendet. Dabei werden die Klassikations- und Schlagworteintr¤age eines jeden Datensat-
zes mit dem in Listing 4 (Seite 57) denierten Mapping in eine Datei geschrieben. Dann wird
beim XML-Prozessor das XML-Dokument des entsprechenden Datensatzes angefordert und
f¤ur den Zugriff durch andere gesperrt. Die beiden XML-Dokumente werden dann mit Hil-
fe der Extensible Stylesheet Language Transformation (XSLT 17) zusammengef¤uhrt. Dabei
werden, wie in Abbildung 16 dargestellt, die beiden XML-Dokumente und ein Stylesheet
durch den XSLT-Prozessor gelesen. Der XSLT-Prozessor verarbeitet die beiden Dokumente
nach den im Stylesheet angegeben Regeln und gibt ein Ergebnisdokument aus. Das Styles-
heet zum Mischen der beiden XML-Dokumente ist im Listing 2 (Seite 55) dargestellt. Dieses
Ergebnisdokument wird dann an den XML-Prozessor geschickt und die Zugriffssperre auf-
gehoben.
Abbildung 16: Ablauf der eXtensible Style Language Transformation
Alternativ k¤onnte man beim Datenexport auf XSLT verzichten und die Modikation der
XML-Dokumente in Java realisieren. Dazu k¤onnte man mit Hilfe des Klassengenerators von
Castor Javaklassen generieren. Nachdem das XML-Dokument mit Castor in eine Struktur
17http://www.w3.org/Style/XSL/
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von Java-Objekten ¤uberf¤uhrt wurde, kann diese Objektstruktur durch entsprechende Metho-




5.1 Grenzen automatischer Indexierung
Leider ndet man nicht viele Aussagen ¤uber die Grenzen automatischer Indexierungsver-
fahren. Die Bewertung von Indexierungsergebnissen wird im Allgemeinen durch die Durch-
f¤uhrung eines Retrievaltests vorgenommen. Die Ergebnisse der Retrievaltests, die in den
einzelnen Projekten durchgef¤uhrt werden, sind jedoch nicht immer miteinander vergleich-
bar, da sie auf unterschiedlichen Datenbest¤anden und mit unterschiedlichen Anfragen an das
Retrievalsystem durchgef¤uhrt werden.
Dennoch lassen sich einige grundlegende Bedingungen f¤ur eine erfolgreiche Indexierung
festhalten. Um eine automatische Indexierung vornehmen zu k¤onnen, m¤ussen Teile des zu in-
dexierenden Dokumentes in Textform vorliegen. Dabei kann es sich um den Volltext, ein In-
haltsverzeichnis, eine Zusammenfassung oder auch nur den Titel handeln. Das zur Verf ¤ugung
stehende Textmaterial muss jedoch eine ausreichende Aussagekraft ¤uber den Inhalt des Do-
kumentes haben. Bei der Verwendung von Verfahren, die auf statistischen Analysen bereits
indexierter Dokumente beruhen, m¤ussen die Daten hinreichend homogen sein.

Allgemein sind die Grenzen automatischer Erschließungsverfahren dort erreicht, wo die
Intelligenz beginnt (Zitat Klaus Lepsky [Lep02]).
5.2 Abschließende Bewertung des implementierten Verfahrens
Im Rahmen der Implementierung wurden die einzelnen Verfahren nur nach der Anzahl der
richtig oder falsch vergebenen Klassikationen oder Schlagw¤orter betrachtet. Dabei konnten,
wie bereits in den Tabellen 11 und 12 angegeben, gute Ergebnisse erzielt werden. Tabelle 13
beinhaltet nochmal eine Zusammenfassung der wichtigsten Ergebnisse. Die ersten Ergebnis-




. Im n¤achsten Schritt wurde ¤uberpr¤uft, welches
Ergebnis das Verfahren

bin¤aren Entscheidung liefert. Dabei el auf, dass beim Verfahren






. Im anschließenden Versuch, bei dem die beiden Verfahren kombiniert wurden,
wurden die Ergebnisse wieder schlechter. Daher wurde nur noch das Verfahren

bin¤aren
Entscheidung weiterentwickelt und eine Stoppworteliminierung und Kompositazerlegung
vorgenommen. Diese Modikation lieferte die besten Ergenisse mit einer Precision von ¤uber
90% und einem Recall zwischen 54% und 59%.
Aus Sicht der Bibliothek sind auch andere Zahlen zur Bewertung recht interessant. Da es
sich um Dokumente handelt, die klassiziert und beschlagwortet werden, sind Fragestellun-
gen nach der Anzahl der Dokumente, f¤ur die keine Vorschl¤age generiert werden konnten,
oder nach der Anzahl der Dokumente, die falsche Vorschl¤age enthalten, durchaus sinnvoll.
Die Datenmenge, mit der das Verfahren getestet wurde besteht leider nur aus 163 Doku-
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Klassikation Beschlagwortung
Verfahren Precision Recall Precision Recall
Virtuelle Klasse 80.3% 59.0% 80.1% 62.4%
Bin¤are Entscheidung 89.2% 52.7% 90.4% 58.4%
Kombination der Verfahren 80.3% 60.4% 78.0% 64.2%
Bin¤are Entscheidung mit Stoppworteliminie-
rung und Kompositazerlegung
90.0% 54.1% 91.0% 58.4%
Tabelle 13: Zusammenfassung der Ergebnisse
menten. Die Lernmenge, mit das Verfahren trainiert wurde enth¤alt 693 Dokumente. Gr¤oßere
Datenmengen zur Evaluierung der Verfahren waren leider nicht verf ¤ugbar. Nach der Ver-
arbeitung der Lernmenge bestand das bekannte Vokabular aus 486 verschiedenen W¤ortern.
Bei der Analyse der Testdokumente mussten 62 verschiedene W¤orter aus den Titeln dieser
Dokumente ignoriert werden, da diese W¤orter im System nicht enthalten waren. Dies hat zur
Folge, dass es 7 Dokumente gibt, die keine W¤orter enthalten, auf deren Grundlage man eine
Klassikation oder Beschlagwortung vornehmen k¤onnte.
Um eine Bewertung auf Dokumentebene durchzuf¤uhren sind folgende Fragen interessant:
• F¤ur wie viele Dokumente konnte weder eine Klassikation noch ein Schlagwort gen-
neriert werden?
• Wie viele Dokumente enthalten falsche Klassikationen oder Schlagworte?
• Bei wie vielen Dokumenten entspricht die Menge der Klassikationen und Schlag-
worte genau der Menge die intellektuell vergeben wurde?
• Bei wie vielen Dokumenten ist die Menge der Klassikationen und Schlagworte eine
Teilmenge der intellektuell vergebenen Klassikationen und Schlagworte?
Eine Analyse der Ergebnisse auf Dokumentebene hat ergeben, dass bei 20 Dokumenten
keine Klassikation und auch kein Schlagwort generiert werden konnte. Bei 7 von den
20 Dokumenten ist dies, wie bereits erw¤ahnt, auf fehlendes Vokabular in der Lernmenge
zur¤uckzuf¤uhren. Bei 19 Dokumenten enthielt die Menge der vorgeschlagenen Klassika-
tionen und Schlagworte auch Eintr¤age, die intellektuell nicht vergeben worden sind. Dabei
kann jedoch nicht immer ausgeschlossen werden, dass diese Vorschl¤age auch intellektuell
vertretbar w¤aren. Genau identisch sind die beiden Mengen bei 77 Dokumenten. Bei den
verbleibenden 48 Dokumenten ist die automatisch vergebene Menge von Klassikationen
und Schlagworten eine Teilmenge der intellektuell vergebenen. Zusammenfassend l¤aßt sich
festhalten, dass das Verfahren in der Lage ist, mit einer Precision von 88% Dokumente zu
klassizieren und beschlagworten. Dabei konnten 78% aller Dokumente mit korrekten Me-
tadaten versehen werden.
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6 Zusammenfassung und Ausblick
6.1 Zusammenfassung
Im Rahmen dieser Arbeit, die sich in das Projekt META-AKAD eingliedert, wurden zun¤achst
einige Verfahren, die sich mit automatischer Indexierung besch¤aftigen, vorgestellt. Dabei
handelt es sich um Verfahren, die sowohl zum Vervollst¤andigen von Metadaten als auch
zur Generierung von Indexierungsinformation, die das Retrieval unterst ¤utzen sollen, genutzt
werden. Danach wurde die Entwicklung des automatischen Indexierungsclients beschrieben
und eine abschließende Bewertung durchgef¤uhrt. Dabei ist die Bewertung des Indexierungs-
clients zu einem positivem Ergebnis gekommen.
Diese Arbeit ist ein Bestandteil des Arbeitspakets 5 (Verbesserung der Qualit¤at der Erschlie-
ßung bei schlecht erschlossenem Material) im Projekt META-AKAD. Ziel dieses Arbeitspa-
ketes ist, die Erschließung schlecht erschlossenen Materials maschinell zu unterst ¤uzen, um
diese Dokumente bei einer Suche nden zu k¤onnen. Bereits zum Zeitpunkt des Projektan-
trags war allen Beteiligten klar, dass bei der automatischen Vergabe von Metadaten Fehler
nicht zu vermeiden sind. Daher wurde eine intellektuelle Nachbearbeitung der automatisch
produzierten Metadaten a priori vorgesehen, um die gew¤unschte Qualit¤at der Metadaten si-
cher zu stellen [Gei00].
Das in dieser Arbeit entstandene Programm ist sicherlich in der Lage, die Anspr ¤uche, die
an eine automatische Klassizierungs- und Beschlagwortungskomponente im Rahmen von
Arbeitspaket 5 gestellt werden, zu erf¤ullen.
Die entwickelte Indexierungskomponente ist nicht nur in der Lage, Klassikationen nach
RVK und Schlagw¤orter nach SWD zu vergeben, sondern es werden beliebige Klassika-
tionen und beliebiges Vokabular unterst¤utzt. W¤ahrend der Entwicklung wurden die internen
Datenstrukturen so ge¤andert, dass unterschiedliche Schemata verarbeitet werden k¤onnen,
ohne dass Modikationen am Code notwendig sind.
6.2 Ausblick
Ob der hier vorgestellte Ansatz ¤ahnlich gute Ergebnisse auch in den anderen im Projekt be-
arbeiteten Fachgebieten erzielt, muss noch untersucht werden. Diese Untersuchung konnte
im Rahmen dieser Arbeit nicht durchgef¤uhrt werden, da f¤ur eine entsprechende Evaluierung
eine entsprechend große Dokumentmenge, die intellektuell klassiziert und beschlagwortet
wurde, notwendig ist. In dieser noch durchzuf¤uhrenden Evaluierung muss ebenfalls ¤uberpr¤uft
werden, ob die verwendeten Algorithmen zur Konvertierung der Titel in entsprechende Vek-
toren auch f¤ur Dokumente anderer Sprachen die gew¤unschten Ergebnisse erzielen, oder ob
sprachspezische Anpassungen erforderlich sind.
Eine m¤ogliche Erweiterung des Verfahrens ist die Integration eines Thesaurus, um ¤ahnliche
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Titel weiter angleichen zu k¤onnen und somit die Streuung der Klassen zu verkleinern. Als
Thesaurus f¤ur die Verarbeitung deutschsprachiger Dokumente k¤onnte der in der Schlagwort-
normdatei integrierte Thesaurus verwendet werden. Eine weitere M¤oglichkeit, deren Aus-
wirkungen auf das Verfahren untersucht werden k¤onnten, ist das automatische Hinzuf¤ugen
des entsprechenden Schlagworts zu einem Dokument, falls bei der Titelanalyse ein Synonym
durch das entsprechende Schlagwort ersetzt wird.
Außerdem wird es interessant sein, zu beobachten, inwieweit eine Vergr ¤oßerung der Lern-
menge zur Steigerung des Recall beitragen kann. Aus diesem Grund wurde im Indexierungs-
client die M¤oglichkeit geschaffen, eine Evaluierung der Lernmenge auf Grundlage der Do-
















<!-- Kinderknoten kopieren -->
<learningresource>
<xsl:copy-of select="child::*"/>
<!-- Eintraege aus der Datei kopieren die zur -->
























































Listing 3: Castor Import-Mapping
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<?xml version="1.0"?>
<!DOCTYPE mapping PUBLIC "-//EXOLAB/Castor Object Mapping DTD Version 1.0//EN"
"http://www.chrweber.de/mapping.dtd">
<mapping>














































public void calculatePreRec( java.util.Vector learnDocs,







• private Learningresource learningresource
• private LockCtrl lockCtrl






public void exportDocuments( java.util.Vector documents )
• exportDocumentToDB


















• public static nal int LEARN
• public static nal int CLASSIFY
60 7 ANHANG
• public static nal int EVALUATE
• private QECtrl qeCtrl

























Klasse zum Entpacken von Zip-Archiven









private static void saveEntry( java.util.zip.ZipFile zf,
java.util.zip.ZipEntry target )
– Usage
∗ Speichert einen Eintrag aus einem ZIP-Archiv
– Parameters
∗ zf - Ziple
∗ target - ZipEntry
• unzip
public static void unzip( java.lang.String filename )
– Usage
∗ Entpackt das ZIP-Archiv
– Parameters







• private String id
• private String title
• private HashMap wordMap









public java.lang.String getId( )
– Usage
∗ Getter for property id.
– Returns - Value of property id.
• getSubjectVector
public java.util.Vector getSubjectVector( )
– Usage
∗ Getter for property subject.
– Returns - Value of property subject.
• getTitle
public java.lang.String getTitle( )
– Usage
∗ Getter for property title.
– Returns - Value of property title.
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• getWordMap
public java.util.HashMap getWordMap( )
– Usage
∗ Getter for property wordMap.
– Returns - Value of property wordMap.
• setId
public void setId( java.lang.String id )
– Usage
∗ Setter for property id.
– Parameters
∗ id - New value of property id.
• setSubject
public void setSubject( java.util.Vector subjectVector )
– Usage
∗ Setter for property subject.
– Parameters
∗ subject - New value of property subject.
• setTitle
public void setTitle( java.lang.String title )
– Usage
∗ Setter for property title.
– Parameters
∗ title - New value of property title.
• setWordMap
public void setWordMap( java.util.HashMap wordMap )
– Usage
∗ Setter for property wordMap.
– Parameters
∗ wordMap - New value of property wordMap.
7.2.6 CLASS MetaAkadSubject






• private String scheme
• private String notation
• private String content








public MetaAkadSubject( java.lang.String scheme,
java.lang.String content, java.lang.String origin )
• MetaAkadSubject
public MetaAkadSubject( java.lang.String scheme,




public boolean equals( java.lang.Object sub )
• getContent
public java.lang.String getContent( )
– Usage
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∗ Getter for property content.
– Returns - Value of property content.
• getNotation
public java.lang.String getNotation( )
– Usage
∗ Getter for property notation.
– Returns - Value of property notation.
• getOrigin
public java.lang.String getOrigin( )
– Usage
∗ Getter for property origin.
– Returns - Value of property origin.
• getScheme
public java.lang.String getScheme( )
– Usage
∗ Getter for property scheme.
– Returns - Value of property scheme.
• setContent
public void setContent( java.lang.String content )
– Usage
∗ Setter for property content.
– Parameters
∗ content - New value of property content.
• setNotation
public void setNotation( java.lang.String notation )
– Usage
∗ Setter for property notation.
– Parameters
∗ notation - New value of property notation.
• setOrigin
public void setOrigin( java.lang.String origin )
– Usage
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∗ Setter for property origin.
– Parameters
∗ origin - New value of property origin.
• setScheme
public void setScheme( java.lang.String scheme )
– Usage
∗ Setter for property scheme.
– Parameters
∗ scheme - New value of property scheme.
7.2.7 CLASS MetaAkadVectorContainer











public java.util.Vector getMetaAkadVector( )
– Usage
∗ Get-Methode f¤ur metaAkadVector.
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∗ Set-Methode f¤ur metaAkadVector.
– Parameters
∗ metaAkadVector - neuer Wert f ¤ur metaAkadVector.
7.3 Package indexclient
7.3.1 CLASS Indexing
Startklasse fu¨r den META-AKAD-Indexclient
Hilfe: –help
Installation –install URL









private static void installConfig( java.lang.String zipurl )
– Usage
∗ Installationsmethode f¤ur die Kongurationsdaten
– Parameters
∗ zipurl - URL der Kongurations-ZIP-Datei
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• main




∗ args - Komandozeilenparameter
• runIndexingProcess










• private Vector schemeVector
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METHODS
• analyse
public void analyse( java.util.Vector documents )
– Usage
∗ Analysiert die ¤ubergebenen Dokumente nach Klassikationen und deren
Schemata. Diese werden dann im schemeVector und subjectVector gespei-
chert
– Parameters
∗ documents - Vektor mit den zu untersuchenden Dokumenten
• getSchemeCount
public int getSchemeCount( )
– Usage
∗ Get-Methode f¤ur die Anzahl der verschieden Schemata.
– Returns - Anzahl der verschieden Schemata
• getSchemeVector
public java.util.Vector getSchemeVector( )
– Usage
∗ Get-Methode f¤ur den Vektor mit allen Schemata.
– Returns - Vektor mit allen Schemata.
• getSubjectCount
public int getSubjectCount( )
– Usage
∗ Get-Methode f¤ur die Anzahl der verschieden Klassikationen.
– Returns - Anzahl der verschieden Klassikationen.
• getSubjectCountByScheme
public int getSubjectCountByScheme( java.lang.String scheme )
– Usage
∗ Get-Methode f¤ur die Anzahl aller Klassiaktionen eines bestimten Schemas.
– Parameters
∗ scheme - Schema dessen Anzahl der Klassikationen zur¤uckgeliefert wer-
den soll
– Returns - Anzahl der gesuchten Klassikationen
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• getSubjectVector
public java.util.Vector getSubjectVector( )
– Usage
∗ Get-Methode f¤ur den Vektor mit allen Klassikationen.





∗ Get-Methode f¤ur alle Klassikationen eines bestimten Schemas.
– Parameters
∗ scheme - Schema, dessen Klassikationen zur¤uckgeliefert werden sollen
– Returns - Vektor mit den gesuchten Klassikationen
7.4.2 CLASS Svm
Diese Klasse ist fu¨r den Auruf der Methoden, die von LIBSVM zur Verfu¨gung gestellt werden,
zusta¨ndig.
Die Daten werden in den entsprechenden Datenstrukturen abgelegt, bzw. manipuliert. Die Ergebnisse





• private svm parameter svm param
• private svm problem my svm problem
• private svm model my svm model









public int addProposal( java.util.Vector test docs,
indexclient.data.MetaAkadSubject subject )
– Usage
∗ Methode zum Klassizieren der Testdokumente. Die vorgeschlagenen Klas-
sikationen werden im Dokumentenvektor gespeichert
– Parameters
∗ test docs - Vektor mit Testdokumenten
∗ category - zu untersuchende Klassikation
• buildNewProblem
public void buildNewProblem( java.util.Vector documents )
– Usage
∗ Methode zum Setzen der Vektoren aus der Lernmenge, um daraus ein Mo-
dell berechnen zu lassen
– Parameters
∗ documents - Vektor mit MetaAkadDokumenten
• getSvmNode
public indexclient.libsvm.svm node[] getSvmNode(
indexclient.data.MetaAkadDocument doc )
– Usage
∗ Methode zur Konvertierung des im MetaAkadDocument als HashMap ge-
speicherten Vektors in das von LIBSVM gebn¤otigte Format.
– Parameters
∗ doc - Das zu konvertierende MetaAkadDocument
– Returns - das von LIBSVM ben¤otigte Vektorformat
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• setParamGamma
public void setParamGamma( double value )
– Usage
∗ Set-Methode f¤ur den SVM-gamma Wert (Empfehlung: 1/#Merkmale)
– Parameters
∗ value - Gammawert
• setProblemClasses
public void setProblemClasses( java.util.Vector documents,
indexclient.data.MetaAkadSubject subject )
– Usage
∗ Methode zum Setzen der Positiv- und Negativbeipiele f¤ur die entsprechende
Klassikation und anschließende Modellbildung
– Parameters
∗ documents - Vektor mit Lerndokumente
∗ subject - zu untersuchende Klassikation
7.4.3 CLASS Vectorisation





• public static nal int LEARN
• public static nal int CLASSIFY
• private HashMap idCache
• private HashMap countCache
• private HashMap globalCountCache
• private HashMap idfCache
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• private Vector stopwordVector
• private int learnDocumentCount






private void addCountToCache( java.util.HashMap map )
– Usage
∗ Addiert die H¤augkeiten in der HashMap zum CountCache
– Parameters




int minWordLength, boolean stopwords,
indexclient.indexing.WordTree wordTree )
– Usage
∗ Zerlegt den ¤ubergebenen String und speichert die W¤orter in einer HashMap
– Parameters
∗ string - String, der zerlegt werden soll
∗ type - Modus LEARN oder CLASSIFY
∗ minWordLength - Mindestl¤ange eines Wortes, damit es verwendet wird
∗ stopwords - true, wenn Stopw¤orter eleminiert werden sollen









∗ words - Vektor mit W¤ortern
– Returns - HashMap mit W¤ortern und deren H¤augkeit
• calculateIDF
private void calculateIDF( )
– Usage
∗ Berechnet die Inverse Document Frequency
• decomposeWords
private java.util.HashMap decomposeWords(
indexclient.indexing.WordTree tree, java.util.HashMap map,
int minDecompositionLength )
– Usage
∗ Zerlegt die in der HashMap ¤ubergebenen W¤orter in W¤orter, die im Wordtree
vorhanden sind und gibt eine HashMap mit ge¤anderten H¤augkeiten zur¤uck
– Parameters
∗ tree - WordTree, der die m¤oglichen Teilw¤orter enth¤alt
∗ map - HashMap mit den zu zerlegenden W¤ortern
∗ int - minDecompositionLength Mindestl¤ange eines Wortes, damit ein Zer-
legungsversuch unternommen wird
– Returns - HashMap mit den zerlegeten und nicht zerlegbaren W¤ortern und die
entsprechenden H¤augkeiten
• fetchId
private java.lang.Integer fetchId( java.lang.String word )
– Usage
∗ Liefert eine eindeutige Nummer f¤ur das ¤ubergebene Wort zur¤uck
– Parameters
∗ word - Wort dessen ID gesucht wird
– Returns - ID des ¤ubergebenen Wortes
• generateWordMap
public void generateWordMap( java.util.Vector documents,
int type, indexclient.indexing.WordTree wordTree,
java.util.Properties prop )
– Usage
∗ Erstellt die von der SVM ben¤otigen Vektoren und speichert diese in den
Dokumenten ab
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– Parameters
∗ documents - Vektor mit MetaAkadDocuments
∗ type - Modus LEARN oder CLASSIFY
∗ wordTree - WordTree in dem alle relevanten W¤orter gespeichert werden
∗ prop - Properties wie minWordLength, minDecompositionLength, stop-
word, decomposition, ...
• getLearnDocumentCount
public int getLearnDocumentCount( )
– Usage
∗ Get-Methode f¤ur die Anzahl der Lerndokumente.





∗ Liest Stoppw¤orter aus der ¤ubergeben Datei ein und liefert sie als Vektor
zur¤uck
– Parameters
∗ sourceFile - Pfad der Datei, die eingelesen werden soll
– Returns - Vector mit Stoppw¤ortern
• getWordCount
public int getWordCount( )
– Usage
∗ Get-Methode f¤ur die Anzahl der verschiedenen W¤orter.





∗ Konvertiert eine HashMap mit W¤ortern in eine HashMap mit ID’s
– Parameters
∗ oldMap - HashMap mit W¤ortern
– Returns - HashMap mit ID’s
• norm
private java.util.HashMap norm( java.util.HashMap map )
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– Usage
∗ Normiert die ¤ubergebene HashMap auf die L¤ange 1
– Parameters
∗ zu - normierende HashMap





∗ Ersetzt bestimmte Zeichen im ¤ubergebenen Wort
– Parameters
∗ word - Wort in dem Zeichen ersetzt werden sollen
– Returns - Wort in dem die Zeichen ersetzt wurden
7.4.4 CLASS WordTree
Klasse zur Speicherung von großen Wortmengen in einer Baumstruktur. Bietet die Mo¨glichkeit zur





• private static Vector sufxVector
• private static Vector bondingVector
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• WordTree
public WordTree( java.util.Properties prop )
– Usage
∗ Erzeugt eine neue Instanz eines WordTree
– Parameters
∗ prop - Properties decomposition, sufx, bonding & language
METHODS
• addWord
public void addWord( java.lang.String word )
– Usage
∗ F¤ugt ein neues Wort dem Baum hinzu
– Parameters
∗ Wort - das hinzugef¤ugt werden soll
• containsSubWord
public boolean containsSubWord( java.lang.String subword )
– Usage
∗ Testet, ob der Baum ein Teilwort enth¤alt
– Parameters
∗ subword - zu suchendes Teilwort
– Returns - true, wenn das Teilwort im Baum vorhanden ist, sonst false
• containsWord
public boolean containsWord( java.lang.String word )
– Usage
∗ Testet ob der Baum ein Wort als g¤ultiges Wort enth¤alt
– Parameters
∗ subword - zu suchendes Teilwort
– Returns - true, wenn das Wort im Baum vorhanden ist, sonst false
• decompose
public java.util.Vector decompose( java.lang.String word )
– Usage
∗ Methode zum Zerlegen des ¤ubergebenen Wortes in W¤orter, die im Baum
vorhanden sind, und eventuelle g¤ultige Endungen
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– Parameters
∗ word - Zu zerlegendes Wort
– Returns - Vektor mit den gefunden Teilw¤ortern, NULL falls das Wort nicht zer-
legbar ist
• decompose
private java.util.Vector decompose( java.lang.String word,
boolean start )
– Usage
∗ interne Methode zum Zerlegen von W¤ortern
– Parameters
∗ word - das zu zerlegende Wort





∗ Liefert den Teilbaum zur¤uck, der unterhalb des ¤ubergebenen Wortes h¤angt
– Parameters
∗ word - Wort, dessen Unterbaum zur¤uckgeliefert werden soll





∗ Liefert alle g¤ultigen Endungen des ¤ubergebenen Wortes zur¤uck
– Parameters
∗ word - Wort dessen g¤ultigen Endungen gesucht werden sollen
– Returns - Vektor der alle g¤ultigen Endungen enth¤alt
• getWords
public java.util.Vector getWords( java.lang.String prefix )
– Usage
∗ Liefert alle W¤orter des Baumes zur¤uck, die mit dem ¤ubergebenen Prex an-
fangen
– Parameters
∗ prefix - mit dem alle W¤orter beginnen sollen
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∗ Liest die angegebene Datei und liefert die enthaltenen W¤orter in einem Vek-
tor zur¤uck
– Parameters
∗ sourceFile - Dateiname
– Returns - Vektor mit den in der Datei enthaltenen W¤ortern
• print
public void print( )
– Usage
∗ Methode zum Anzeigen der derzeitigen Baumstruktur
• print
private void print( java.lang.String prefix )
– Usage
∗ interne Hilfsmethode zum Anzeigen der derzeitigen Baumstruktur
– Parameters
∗ prefix - bereits erkanntes Wort
7.5 Bedienung des Indexierungsclients
Um den Indexierungsclient benutzen zu k¤onnen, muss auf dem entsprechenden Rechner das





Bevor mit der Klassizierung und Beschlagwortung begonnen werden kann, muss ein ZIP-
Archiv mit Kongurationsdaten heruntergeladen und entpackt werden. Dies ist mit der Op-
tion --install URL m¤oglich. Als URL ist dabei die URL des ZIP-Archives anzuge-
ben (Bsp. http://metaakad.ub.uni-kl.de/indexclient.zip. Die Kongu-
rationsdateien werden in das Verzeichnis metaakad Indexclient entpackt. In diesem




stopword Mit diesem Parameter kann festgelegt werden, ob eine
Stoppworteliminierung durchgef¤uhrt werden soll.
decomposition Mit diesem Parameter kann festgelegt werden, ob eine
Kompositazerlegung durchgef¤uhrt werden soll.
minDecompositionLength Gibt die Mindestl¤ange eines Wortes an, um eine Komposi-
tazerlegung zu versuchen.
minWordLength Gibt die Mindestl¤ange eines Wortes an, damit es in die Vek-
torisierung einbezogen wird.
stopwordDE Gibt den Namen der Datei an, in der die Stoppw¤orter f¤ur
die Sprache DE stehen. Das Sprachk¤urzel kann auch gegen
andere Sprachen (z.B. EN) ausgetauscht werden.
sufxDE Gibt den Namen der Datei an, in der die g¤ultigen Endun-
gen f¤ur die Sprache DE zu nden sind. Das Sprachk¤urzel
kann auch gegen andere Sprachen (z.B. EN) ausgetauscht
werden.
bondingDE Gibt den Namen der Datei an, in der die Verbindungsbuch-
staben f¤ur die Sprache DE abgelegt sind. Das Sprachk¤urzel
kann auch gegen andere Sprachen (z.B. EN) ausgetauscht
werden.
Tabelle 14: Parameter in der Datei index.conf
• index.conf
Die Datei index.conf ist die zentrale Kongurationsdatei. In Listing 5 ist eine Bei-
spieldatei dargestellt. Die Bedeutung der Parameter, die in der Kongurationsdatei
eingestellt werden k¤onnen, ist in Tabelle 14 erkl¤art.
• importmapping.xml
Mapping f¤ur den XML-Import mit dem Data-Binding-Produkt Castor.
(siehe Listing 3)
• exportmapping.xml
Mapping f¤ur den XML-Export mit dem Data-Binding-Produkt Castor.
(siehe Listing 4)
• merge.xsl
XSLT-Stylesheet zum Kombinieren von XML-Dokumenten. (siehe Listing 2)
• bondings.DE
Datei mit deutschen Verbindungsbuchstaben
• suffix.DE
Datei mit g¤ultigen deutschen Endungen
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• stopwords.DE









Der Klassizierungs- und Beschlagwortungsvorgang wird mit der Option -- run FACH
SPRACHE (z.B. --run Mathematik DE) gestartet. Um die derzeitige Lernmenge zu
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