Abstract-In this study, we address the problem of salient region detection. Recently, salient region detection methods with histogram-based contrast and region-based contrast have given promising results. Center bias is a hypothetical characteristic in human vision system which is applied in many existing salient region detection methods. In this paper, we propose an object-biased Gaussian model to refine the histogram-based contrast method and region contrast method. The proposed algorithm is simple, efficient, and produces full-resolution, high-quality saliency maps. We extensively evaluated our algorithm using traditional salient object detection benchmark, as well as a more challenging co-saliency object detection benchmark. Experimental results demonstrate that the proposed algorithm outperforms the original global contrast methods and other existing salient object detection methods.
INTRODUCTION
With the development of technology in recent years, the data volume of image and video is growing rapidly, and the demand for applications based on image and video is growing, too. It is a hotspot in computer vision to extract effective information from large amount of image and video fast and accurately. The principle of human visual system could help to solve the problem. Human visual system is one of the most complex and efficient systems in the world. And Visual attention is the key mechanism to guide attention allocation and visual cognition in the human visual system. The ability of image and video data processing in computer could be improved by imitating the visual attention mechanism. Visual attention detection is an effective method to solve difficult issues in computer vision.
Saliency denotes the visual uniqueness, rarity or surprise and is related to many attributes of image like color, gradient, edges, and boundaries. Different facts of science tried to find out the principle of this phenomenon. Psychologists have studied visual attention related human behaviors like change blindness [1] , inattentional blindness [2] and attentional blink [3] . Neurophysiologists have shown that the neurons could effectively accommodate themselves to represent salient objects better [4] . Computational neuroscientists have tried to simulate and explain the attention behavior by building realistic neural network models [5, 6] .
Enlightened by these studies, robotists and computer vision scientists tried to solve and implement visual saliency in computer systems.
According to the work by Treisman and Gelade [7] , Koch and Ullman [8] , and Itti et al. [9] , the visual attention in human system could be divided into two stages: scene-driven bottom-up (BU) saliency extraction, which is mainly based on the feature of a certain visual scene; expectation-driven top-down(TD) saliency extraction, which is determined by cognitive phenomena like knowledge, expectations, reward, and current goals. Usually, the bottom-up saliency extraction is fast, preattentive; while the top-down saliency extraction is slower and task dependent.
We focus on bottom-up data driven saliency detection via global contrast. The definition of salient regions that capture human's visual attention is a combination of the insights from neuroscience, biology, computer vision, and other fields. Based on the bionic model of visual attention provided by Koch and Ullman [10] , the saliency is defined by Itti et al. [9] with center difference of multiscale image characteristic. The meaning of salient region detection in computer system lies in the ability to allocate computational resources for image analysis in priority. Recent researches have shown that the bottom-up stimulidriven attention models [8, 11, 12] could be effectively applied to many application scenarios, including image segmentation [13] [14] [15] , resizing [16] , and object recognition [17] .
Cheng et al. [18] proposed two global contrast methods to detect salient regions, which is histogram-based contrast method (HC) and region-based contrast method (RC). HC and RC have shown to give promising results. Based on HC and RC method, we propose an objectbiased Gaussian refinement method to improve the performance of HC and RC. Center bias is a hypothetical characteristic in human vision system which is applied in many existing salient region detection methods [19] . But most of the methods adopt the center coordinate of the input image as the center of center bias. We calculate the center of the salient object and make a refinement to highlight the salient regions and downplay backgrounds. The exemplary effect of our method is shown in Fig. 1 .
The meaning of the object-biased Gaussian refinement method lies in the reduction of unnecessary details, small features, local features or errors in the background of a certain saliency map while keeping salient regions with its high saliency value. As shown in the third row of Fig.1 , after the refinement, the salient regions retain the same, but the background is more clean and simple. Figure 1 . Exemplary results of our methods. The first row are original images, the second row are HC and RC results, respectively, the third row are object-biased Gaussian refined results HC* and RC*, respectively, the last row are ground truth
In the evaluation, we adopt the benchmark provided by Achanta et al. [20] , which contains 1000 images with binary ground truth in the form of accurate humanmarked labels for salient regions. In order to show the effectiveness of HC* and RC*, we adopt another challenging benchmark provided by Li and Ngan [21] , which contains 210 images with binary ground truth. This benchmark is used for co-saliency detection, which means 210 images are divided into 105 image pairs and within each image pair, the salient objects are similar but the backgrounds are different.
The remainder of this paper is organized as follows. In Section 2, related works of saliency detection are reviewed. In Section 3, histogram-based contrast method (HC) and region-based contrast method (RC) are presented. In Section 4, the object-biased Gaussian refinement method is proposed. Experimental evaluations and discussions are presented in Section 5, and Section 6 is the conclusion.
II. RELATED WORK
According to the definition of saliency, bottom-up visual attention (saliency) could be broadly classified into three categories [22] : fixation prediction, salient object detection, and objectness proposal generation.
Fixation prediction models are designed to imitate human eye fixation function [23, 24] . Based on the highly influential biologically inspired early representation model introduced by Koch and Ullman [10] , Itti et al. [9] defined image saliency using central surrounded differences across multi-scale image features. To extend this method, Ma and Zhang [25] introduce a fuzzy growing method, and a graph-based visual saliency detection algorithm is proposed by Harel et al. [26] . Hou and Zhang [27] determine saliency based on phase spectrum of the Fourier transform of an image. Zhang et al. [28] determine salient image regions using information theory. However, as shown by Cheng et al. [18] , the final saliency maps are generally blurry, and the small, local features are often over emphasized, which limit these approaches' applications to the areas such as segmentation, detection, etc.
Salient object detection models aim at detecting and segmenting the most salient objects in a scene [19, 29] . Achanta et al. [20] proposed a frequency-tuned approach to detect salient object. Goferman et al. [30] adopt a patch based approach. Cheng et al. [18] proposed a global contrast approach to localize and segment salient objects. Rahtu et al. [31] propose a saliency detection algorithm by measuring the center-surround contrast of a sliding window over the entire image. Borji and Itti [32] computed global saliency inverse proportionally to the probability of a patch appearing in the entire scene. Perazzi et al. [33] adopted a filter frame work to produce high quality saliency map. We combine global contrast method HC and RC with object-biased Gaussian refinement to generate high performance saliency maps. The corresponding methods are called HC* and RC*.
Objectness proposal generation methods produce category-independent proposals to point out all the objects in a certain image [34] [35] [36] . Generating rough segmentations as objectness proposals has shown to be an effective approach [35, 37] , while the processing time unacceptable. Alexe et al. [34] adopted a cue integration model to improve the performance. Zhang et al. [38] took oriented gradient feature within cascaded ranking SVM method to generate the proposal. Uijlings et al. [36] improved the performance by a selective search approach. Cheng et al. [22] proposed a simple ,intuitive and fast method, resizing the window and using the norm of the gradients as a simple 64D feature.
The pre-attentive bottom-up saliency detection could also be broadly classified into local and global schemes [18, 39] . Local contrast based methods investigate the rarity of image regions with respect to (small) local neighborhoods [25] . The saliency is determined by dissimilarities at pixel-level. Multi-scale Difference of Gaussians [11] or histogram analysis [12] may be taken. On the contrary, global contrast based methods evaluate saliency of an image region using its contrast with respect to the entire image [20] . Specifically, Goferman et al. [30] adopt a patch based approach. Wang et al. [40] compute saliency over the whole image relative to a large dictionary of images. Liu et al. [12] measure centersurrounded histograms over windows of various sizes and aspect ratios in a sliding window manner, and learn the combination weights relative to other saliency cues. Cheng et al. [18] propose a region contrast-based method to model global contrast. Cheng et al. [41] also propose an algorithm taking the advantage of soft image abstraction. Perazzi et al. [33] decompose an image into perceptually homogeneous elements, which abstract unnecessary details, to improve salient object detection.
The evaluation results in label [12] indicate that contrast based themes using individual feature are difficult to assess. Our work adopts two kinds of contrast 942 JOURNAL OF MULTIMEDIA, VOL. 9, NO. 7, JULY 2014 methods and refines the saliency maps, aiming at highlighting the salient regions and downplaying the background separately.
III. GLOBAL CONTRAST METHOD HC AND RC
In this section, histogram-based contrast method (HC) and region-based contrast method (RC) are discussed in details and exemplary results are given.
A. Histogram-based Contrast Method
An image histogram is a type of histogram that acts as a graphical representation of the tonal distribution in a digital image [42] . As proposed in Cheng et al. [18] , the saliency of a pixel is determined by color global contrast. The saliency value of a pixel k I in image is defined as, 
where N is the number of pixels in image I. It's obviously that the saliency value of the pixels with the same color is the same. Hence, group the pixels with the same color j c , and rearrange Eq. 2, we get,
where l c is the color value of pixel , n is the number of distinct pixel colors, and i f is the probability of pixel color in image I. Exemplary results are given in Fig. 2 . 
B. Region-based Contrast Method
Human pays more attention to those image regions that contrast strongly with their surroundings [43] . The image is first segmented into regions via graph-based image segmentation [44] . Then generate histogram of each region. The saliency of region k r is determined by the color global contrast to other regions. 
IV. OBJECT-BIASED GAUSSIAN REFINEMENT METHOD
As shown in Fig. 1, Fig. 2 and Fig. 3 , the salient object are closed to the ground truth while in the background, there are lot of unnecessary details. HC generates pixels level saliency map and the same color has the same saliency. RC measures the saliency scale of a single region. So how to highlight the salient object and downplay the background is a valuable issue to be addressed.
Ideally, colors belonging to the background will be distributed over the entire image exhibiting a high spatial variance, whereas foreground objects are generally more compact [30] . We treat the unnecessary details in the background as noise and take the advantage of Gaussian filter to downplay the noise.
The first step is to calculate the center coordinate of the salient object. With this coordinate as the center of the Gaussian model, we could refine the saliency map and generate saliency maps with highly differentiated salient object and background.
Borji et al. [19] point that there is center bias in some of the saliency detection benchmark. Center bias is also a visual phenomenon in human visual system. It is applied in several salient region detection methods, and could be formulated by Gaussian model, center of the Gaussian model is set to be the center of the input image in several applications [45] [46] [47] . Although it provides promising results, but the center should be determined by the content of the image. In this work, we adopt the Gaussian model to refine the saliency maps generated by HC and RC methods. And the center of the Gaussian model is generated by calculating the center of the object, which is defined as,
where,   and width of the input image separately. With Eq. 6 and Eq. 7, the saliency map could be refined as,
With Eq. 8, we could generate the refined saliency maps, exemplary results of refined HC and RC methods are shown in Fig. 1 .
V. EXPERIMENTAL RESULTS AND DISCUSSION
The evaluation of our method contains three parts. First, a visual comparison of HC* and RC* results with other existing methods are given. Second, we adopt precision and recall curve to evaluate our results with other existing results. Third, we evaluate our results via F-measure. 
A. Evaluation Benchmarks
The results of our methods are evaluated on two benchmarks. Benchmark I is provided by Achanta et al. [20] , which contains 1000 images with binary ground truth in the form of accurate human-marked labels for salient regions. Benchmark II is more challenging. It is provided by Li and Ngan [21] , which contains 210 images with binary ground truth. Benchmark II is used for co-saliency detection, which means 210 images are divided into 105 image pairs and within each image pair, the salient objects are similar but the backgrounds are different. Our method is compared with FT [20] , GB [26] , AC [48] , IT [49] , MZ [25] , CA [30] , LC [50] , SR [27] , CO [21] .
B. Visual Comparison
The visual comparison of saliency maps are given in Fig. 4 and Fig. 5 in order to explore the effect of object biased Gaussian refinement directly. In Fig. 4 , benchmark I is adopted and in Fig. 5 , benchmark II is adopted. The results of refined HC and RC method are also given.
As shown in the comparison, especially in the comparison of HC and HC*, RC and RC*, after the object-biased Gaussian refinement, the background regions are effective downplayed and the salient regions keeps their saliency. Through the visual comparison, the proposed HC* and RC* also show better performance than other approaches.
C. Precision and Recall Curve
According to [12, 18, 20] , we evaluate our method by calculating its precision and recall rate. Precision measures the pixels that are correctly assigned in percentage, and Recall measures the salient pixels that are correctly detected in percentage. First we adopt fixed threshold in the range of [0.255] to generate corresponding binary saliency maps. Each binary saliency map is assigned to a precision and recall value with comparison to the ground truth mask. The resulting precision and recall curve with fixed thresholding is shown in Fig. 6(a) .
In the second evaluation, we adopt the image depend threshold proposed by [20] , defined as twice the mean saliency of the image:
where, W and H are the width and height of the saliency map S and ( , ) S x y is the saliency value in saliency map S within the position . The resulting precision and recall curve with adaptive thresholding is shown in Fig. 6(b) .
As shown in Fig. 6(a) , our object-biased Gaussian refinement method could effectively improve the precision of HC and RC in both benchmark I and II. And the improvement of HC is greater than that of RC. This is because the HC method focuses on histogram and the same color has the same saliency, which means there will be some small regions with high saliency in the background. The salient regions are not that centralized. While the object-biased Gaussian refinement method could effective downplay this kind of regions.
As shown in Fig. 6(b) , the precision and recall of HC are improved in both benchmarks, the recall of RC are improved too, while in benchmark I, the precision is reduced and recall is improved. The performance of the refinement method will be evaluated by F-measure which is the combination of precision and recall.
D. F-measure
The weighted harmonic measure or F-measure is also taken to evaluate our method, which is defined as: to weigh precision more than recall.
The resulting F-measure is shown in Fig.6(b) . The Fmeasure of HC* and RC* are both improved significantly, which means the performance of the saliency maps could be effective improved via our object-biased Gaussian refinement method.
VI. CONCLUSIONS
In this paper, we propose an object-biased Gaussian refinement method to improve the global contrast method. HC* and RC* are proposed to shown the effect. Experiment based on two benchmarks are given, including visual comparison, precision and recall curve and F-measure evaluation. The results illustrate that, our object-biased Gaussian refinement method could effectively improve the performance existing saliency maps generated by global contrast methods.
