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A method is described for implementing on a finite network of processing "cells", called the 
"implementation graph", programs whose potential parallelism is not fixed by the implementa-
tion but varies according to the input parameters. First, programming constructs are de-
scribed permitting a computation, regarded as a dynarr.ic structure called the "computation 
graph", to diffuse through the implementation graph. Second, the implementation problem of 
mapping an unbounded number of computation nodes on a finite number of cells is tackled. 
Processor allocation and message buffering completely disappear from the programmer's con-
cerns. The mecha~ism proposed is considered a generalization of the stack mechanism. 
1. INTRODUCTION 
A program is built from elementary actions and 
control structures. For a sequential program, 
the control structures are such that any compu-
tation performed by an automaton under control 
of the program is a sequence of elementary 
actions totally ordered in time. We c.all "par-
allel program" a program in which some control 
structures allow elementary or composite 
actions to be performed simultaneously. A "dis-
tributed automaton" is a finite network of 
sequential automata, each with its own store 
and processor - we call such a sequential 
automaton a "cell" - , where the communica-
tions between cells are restricted: each cell 
communicates with only a proper subset of the 
other cells (its neighbours). There is no com-
mon store and no general communication network. 
A method is proposed for designing highly par-
allel progr~~s, and for implementing them on 
distributed automata. Its guidelines are the 
fcllowing. The potential parallelism of a 
program is not fixed beforehand, but varies 
according to the input parameters as do the 
depht of a recursive computation and the number 
of steps of an iteration (this approach has 
been suggested by C.A.R. Hoare in [1J). The. 
parallel component actions of a computation 
- called "nodes" - are created (and destroyed) 
as the computation proceeds. They are regarded 
as t.he ~,,·e~'t.ices of a ~aph - called the II com-
putat::.on graph" - ,which grows and Shrinks 
according to the needs of the computation. A 
directed edge from node A to node B indicates 
that A has created B, and that A and B may 
corr~unicate with each other. Such a graph 
represents a partial order of the nodes, and 
all nodes that are not ordered according to 
this relation are called parallel nodes. 
The unbounded freedom of creating nodes has, 
however, to be reconciled with the finiteness 
and the topological restrictions of a distrib-
uted automaton. Such an automaton is repre-
sented by a (now fixed and finite) graph 
- called the "implementation graph" - whose 
vertices are the cells, and whose edges repre-. 
se~~ ~he commu~icatio~ possibilities between 
ce:ls. I~ =ac~, ~he computa~ion graph formal-
izes Lne ~opologlcal needs of a compu~ation, 
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and the implementation graph the topological 
constraints imposed on the computation by the 
autcmaton: the (possibly unbounded) number of 
variables and of parallel operations on these 
variables must be distributed over a finite' 
number of processing and storage elements 
- the cells - with limited communication means 
among them. In other words, an a priori un-
bounded computation graph must be mapped on a 
finite implementation graph. 
This mapping poses two major problems. Firstly, 
the complexity of communication actions (and 
thus of the whole computation) can become 
unpredictable if two neighbour nodes are mapped 
on two non-neighbour cells. Secondly, the 
sharing of a fixed number of processors by an 
unbounded number of communicating activities 
can introduce deadlock. AS will be shown, these 
two problems will be solved by the single 
"neighbourhood requirement": 
two neighbour nodes of the computation 
graph are mapped on two neighbour cells 
of the implementation graph. 
We shall first introduce the principal program-
ming constructs allowing a computation graph to 
grow and shrink "through" an implementation 
graph. We shall then describe the implementa-
tion techniques for mapping an unbounded number 
of nodes On a finite n~ber of cells. 
2. THE PROGRAMMING CONSTRUCTS 
L.1 An example 
Consider the recursive computation of the COm-
bination function, or binomial coefficient 
C(n,k) : 
C(n,k) if k < 0 v n < k 0 
o 0 k v k n-
o 0 < k A k < n 
C(n-1,k) + C(n-1,k-1) 
fi. 
The computation of C(n,k) for 0 < k < n re-
qui~e5 ~he computatiou of two new coef:icie~ts: 
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C( n- l,k } and C(n- l,k- l }. Obviously, ~e compu-
tations of these two coefficients may be per -
formed i n an arbi~ary order, and since they 
do not share variables, they may even be per -
formed simultaneously - in parallel - with-
out further precaution. 
For instance, L~e computation of C( 4,2) gener -
ates the following tree of procedure activa-
t i ons and evaluations: 
(4,2 ) 
----- ----
(:',2) (3,1) 
/ """ / " ( 2,2 ) (2,1) (2,1) (2,0) /'" /\ ( 1 , 1) ( 1, 0) ( 1 , 1) (1,0) 
Fig. ,. 
Th is tree is a possible computation graph for 
the computation of C(4 ,2). But it s h ould be 
possible to design a program generating the 
following computation graph for C(4,2): 
(4,2) 
(3,2)........------- ~(3' 1) 
----- ---- ---- '-......... 
(2,2) (2,1) ( 2,0 ) 
/" (1 ,1) ( 1 , 0) 
Fig . 2. 
This solution presents the advantage that each 
coefficient is evaluated only once. For the 
sake of clarity, we shall confine the descrip-
tion of the method to programs generating com-
putation trees . The problems of othe= computa-
tion graphs will be discussed later. 
2 . 2 Nodes and ~~e o~ocedure mechanism 
In the computation of the binomial coefficient, 
_parallelism is introduced b y calling the proce-
dures C(n-l , k) and C(n-l,k-l) in parallel . 
In this example, each procedure call creates a 
new "procedu~e instanc~". Such a procedure 
instance corresponds to a node of the computa-
tion graph and is therefore called a node~ 
Hence, a node consists of a set of local vari-
ables and a p::-ogram text with its own instruc'-
tioD counter. Th e local v ariabl es of a node 
that are used to communicate with other nodes 
are called "parameters". An edge of the compu-
tation graph is called a "channel". Each node 
possesses a (non-empty) se~ of channel names. 
A chap~el name u n iquely identifies a channel 
incident to the node. A node may also possess 
ch annel variables to which channel names are 
assigned. 
Assu.1'fle that a node N1 performs a procedure 
call with the net effect of assigning the 
va l ue of C{n,k) to a variable r. 
(1) A ne"" node 1>~2 is creat.ec.: Nl is the fat."r)er 
o f N2 and N2 t he son of Nl, and Nl -and N2 are 
li~~ed to each o~her by a channel, say H. 
( 2) The value o f ~e pararr.ete~ (n , k ) is sent 
f~orn N1 to N2, over H. 
(3) The value o f C{n,k) is conputed b y N2 , and 
s e ~t fron N2 to N1, over H. As a resul t, the 
value of C{n , k} is assigned to r. 
In the procedure call, sending and receiv ing 
parameter v alues are two explicit communication 
actions . In the procedure body, the complemen-
tary actions of receiving and send i n g parameter 
values also appear as explicit communication 
actions. 
2.3 Th e oarallel oroararn for C( n,k ) 
Before int~oducing the differen t programming 
constructs needed, we give, as an ex~~ple of 
their use, the text of the procedure for the 
parallel computation of C(n,k). (Since it is 
definitely not the purpose of this paper to 
introduce a new programming language, the 
s yntax used will remain largely undefined. But 
it should be quite clear for anyone familiar 
with modern programming languages. ) 
~ C(F?(n,k), F~r) 
2 F: channel; n,k,r: integer:! 
3 begin 
4 F7( n , k ); 
5 
6 
7 
8 
9 
if k < 0 v n < k - r: = 0 
o 0 k v k n r : = 
o 0 < k A k < n 
10 
11 
12 
13 fi; 
14 F . ~r 
15 end 
begin 51,52: channeli r1,r2: 
[C(S1!(n-1 , k); S1?r1) 
// C(S2!(n-l,k- l ); S27r2 )]; 
r := r1+r2 
end 
prog. 1. 
2.4 The communication mechanism 
i nteger; 
The communication mechanism used is similar to 
the one proposed by C.A.R. Hoare in (1J. The 
transmission of the value (of the expression) x 
from N 1 to N2 is the coincidence of ~~e send 
action S! x in N 1 and the r .ecei ve action F?y in 
N2: S is L~e name of the channel (N1 , N2) in Nl , 
F is ~~e name of the channel ( Nl,N2) in N2 , and 
y is a local variable of N2 . As a result of the 
communication action, ~~e value ( of the expres -
sion ) x has been assigned to y. 
A started communication action ( send or receive) 
on a _channel is delayed (we say it is I. pending" ) 
u ntil ~,e complernenti=y commu nicatio n action 
( receive or send) on the same channel is also 
pending. Th e t~o actions are then simultaneous-
ly completed : we say that the communication 
"fires" . 
A special ~orm of receive action l called 
"selection" is defined, i nvolving a channel 
va~iable t hat has prev iously been declared 
together with a set of possible channel names: 
for instance I the channel variabl e V can be 
declar ed of t h e type {left, right} where "left" 
and "righ"t" are t h e r:a.-nes used in this node for 
two channels. If a send ac~ior. is pencing .in 
another node on one of these two channels, w~is 
send action is selectee as the complene~tary 
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action of L~e selec~ion , and the communication 
fires on the se l ected channel. As a result, 
,the local name o f the sele cted channel is as-
signed to V over the whole scope of the dec la-
ra't.ion of V. 
2 . 5 The procedure call 
Given the syntax of send and receive a c tions, 
and given that the transmission of parameters 
are explicit communication actions in the 
procedure call and in the procedure body, the 
syntax used in prog. 1 for the procedure call 
a nd headin g is now quite clear. Frog. 1 con-
~ains two procedure calls: 
C(S l !(n-l,k); Sl?r1) a~ line 9, 
C(S2!(n-1 , k - 1)i S2?r2) at line 10 , 
combined in a control structure - the 
"parallel construct" - that we shall describe 
later. The procedure call of line 9 consists 
of two distinct communication actions (to be 
performed in ~,is order, hence the semicolon 
between them): 
1) the send action S1! (n- 1 ,k ) , 
2) the receive action 5 1?r1, 
and similarly for the procedure call of line 
10 . The complementary ac't.ions can be found in 
the procedure body, namely the receive action 
F? (n ,k) of line 4 and ~e send ac~ion F!r of 
line 14. In the proceduze heading, - lines 1 
and 2 - the communication actions with the 
fa~~er node are ~epeated in ~he form in which 
~,ey occur in the body. 
2.6 Channel declaration 
The procedure heading of 2 procedure declara-
tion - lines 1 and 2 of prog. 1 - defines 
the interface of a node wit...~ the "outside 
T.¥o~ld", i , e. wi"'th its fadler. Only channel F, 
wh ich links L~e node to its father, need be 
declazed in the procedure heading: such a 
channel is called a n external channel. The 
channe l s 5 1 and 52, declared at line 8 , are 
internal channels: ~~ey are not known from the 
"outside world". 
Unon declaration of an internal channel name 
-- for i~stance 5 in N -- a ne"'" node is 
crea~ed, wn ich is identified in N by 5. 
I n prog . 1, upon declaration of Si and 52 at 
line 5 , not only are the two names 5 1 and S2 
in~roduced, but ~o new nodes Ni and N2 are 
created related to ~e father node by 5 1 and 
S2 , respectively . Hence, each channel, which 
relates a f ather a nd a son node, h as two names: 
~he external ~a~e F in the son node, and the 
internal r.ame S 1 or 52 in the f at.~er nqae, 
Unlike the usual procedure mechanism, which 
creates a new anonymous procedure instance at 
each procedUre call, a node is creaced only 
upon declaration of a n internal channel. This 
permits a f ather node to communicate several 
times ~itn the same son node. 
The channel mechanism aescribed above permits 
a computa~i 'n graph to grow and shrink ( a node 
disappears ar't.er. ~he completion of the las~ 
5~ateme~t of its proced~e body) dur ing a 
COLlputa tion. 
2.7 Th e parallel cons't.Xuc't. 
The control structure [ ... /~ .. J of lines 9 and 
10 is called a "parallel cons1:Zuct". Its 
semantics is ~~e following. 
Let P1, F2, . . . , Pn be n pro~am parts. The net 
effect of the parallel compos ition [P 1/1 F21/ 
· . . /1 pnJ of these program parts is equiv alenc 
to the net effect of any sequence Q of program 
parts: 
Al; A2; . . . , ~~ ( m L n) 
where: 
· the Ails are indivisible actions composing 
the pj1s, 
· all i ndivisible acti6ns composing a pj are 
present in Q, 
· if Ai and Ak belong to the sa~e Pj, t~ey must 
occur in Q in t...~e same order as lin p j , , 
· an indiv isible action is eithe~ a communica -
t ion action (until its suspensio'n . or its com-
pletion) or the sequential progr~ part between 
two consecutive communication actions . (we have 
chosen the coarsest "grain of interleaving". ) 
2.8 The maoninc of channels on links 
The programming constructs' presented so far do 
not enable us to map a computation graph on an 
implementation graph ( in ~~is respect, prog. 1 
is incomplete ). This mapping will be achieved 
by associating with each channel an edge of ~~e 
implementation graph. An edge of the implemen-
tation graph is called a link. Link names are 
local. ,In order to allow a progra..T'O. to communi-
cate with the env ironment, at l east one cell 
must be pr ovided with an external link, i . e . a ' 
link connected to no other cell of the graph. 
Such a cell is called a~. ( Li~~s which are 
not external are l of course, internal . ) 
Doon declaration, a channel name must be 
given a certain li~~-type. 
Let C1 a nd C2 be two cells linked to each other 
by a link called L in C1. Let 'N 1 be a node 
lIlocated in C1". If, inside N1 an internal 
ch annel 'name S is declared of link- type L, ~~e 
net effect of the declaration is to create a 
new node N2 located in C2. ThiS is tne only 
way to locate nodes in cells. 
The first procedure cal l ( from the "outside 
world" ) v:i11 necessary locate the root node of 
t he computation tree in one root cell. 
Assume that we want to distribute the computa-
tions generated by prog. lover the implementa-
t ion graph G of fig. 3. 
Fig. 3 . 
G comprises fo~ cells rl'.l..wered from 1 through 
4. The link "out " is ~h e only external l ip_Ie, 
and thus cell , is tne only root. Each cell has 
four inte~~al li~~s i~cicent to ' i t, n~~ed U, 0, 
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R, L. Let us replace line 8 of prog . 1, by the 
declaration: 
"begin 51: channel ~ 0, 52: channel S?2!. R;" 
and let us assume that the node (4,2) -- i.e. 
the node computing C(4,2) according to prog. 
has been cr'eated in cell 1 by a procedure 
call "from the outside world". When the .decla-
ration of line B is reached, two son nodes of 
(4 ,2 ) are created: one in cell 2 by the decla-
ration of S2T ·.one in cell 3 by the declaration 
of 51. According to the procedure calls of 
lines 9 and 10, the node created in cell 2 is 
(3,1), and the node created in cell 3 is (3,2). 
By ~~e same process, (3,1) will create the son 
nodes (2 , 1) and (2,0) in cell 4 and cell 3; 
respectivelYi (3 ,2 ) will create the son nodes 
(2,2) and (2 , 1 ) in cell 1 and cell 4, respec -
ti vely j etc ... 
We see that the external channel name F is not 
always of the same link-type: in node (4 ,2) it 
is of type "OUt", i..., node (3, 1) of type "L", 
in node (3 ,2 )' of type "U", etc ... In such 
cases, a set - say, FL - of possible father -
links is declared in each cell: 
FL= {U, L, out } in cell 1, 
FL={U, L} in cells 2, 3, 4, 
and the external channel F is declared in the 
heading: 
F: channel on FL. 
It is upon creation of the node that the se-
lected link is ' associated to the cha nnel ·name. 
Obviously, the mappings of computation graphs 
on L~plementation graphs according to the pro-
ced~e described fulfils the neighbourhood 
requirement. 
... "* 
... 
Since our initial objective was the distribu-
tion of an Q~unded number of parallel activ-
ities (the nodes ) over a fixed finite numbe~ 
of cells, at least one cell must accornodate an 
unbounded number of nodes. As we strive for a 
homogeneo~s spreading of nGdes over cells, in 
fact each cell will hav e to accomodate an un-· 
bounded nurr~r of nodes. In such a case, the 
implementation of nodes on a cell, considered 
as an automaton with finite capacities in pro-
cessing, storage, and communication media , 
poses a number of serious problems. 
3 . THE INTERLEAVING OF NODES IN A CELL 
If we consider a cell as a sequential automa-
ton -- or process -- , the problem is to 
interleave the constituent actions of the dif-
ferent nodes o f a cell in a sequence of ' tota l -
ly ordered actions. The main difficulty is to 
guarantee L~at the total ordering introduced 
does not create deadlock. A deadlock occurs as 
Soon as two actions, which should be ordered 
in a particular way because they belong to two 
nones o n the same computation pa-h, are or-
de~ed in a different way in the cell. (A com-
puta~ion pa~~ is an ordered path of the .com-
Pl..l"C2."ti.on gYaph.) 
We shall propose a deadlock-free strategy for 
interleav ing the nodes in a cell, in which the 
obligatory order relation between some nodes of 
the cell need not be known. In fact, we shall 
interleave the node s as the component actions 
of a parallel cons~~uct such as defined in 2.7. 
When a node has been selected as the next step 
in the activity of a cell, it proceeds from 
one communication action to the next one, or 
te-rminates. Assume ~~at such a next step has 
to be chosen. All nodes have reached one 
pending communication a~tion. The set of pen-
ding communication actions i~side a cell is 
called the pending set . As soon as one communi-
cation action ' becomes firable (the complemen-
tary communication action is pending in a 
neighbour cell), the node it belongs to is 
chosen as the next step of the cell activ ity. 
When several comm\L~ication actions are firable, 
an arbitrary one is chosen. 
Theo~em: If the mapping of nodes ·.on cells 
fulfils the neighbourhooa requirement, 
the above s~rateav for interleaving 
nodes in a cell is deadlock-free. 
Proof: Assume that: 
(1) The computation is deadlock-free in absence 
of an ~plementation graph ( ~plementation­
free computation). 
We shall prove that the same computation mapped 
on an implementation graph according to the 
above strategy (the II implemented. cOI!!.putation") 
is still deadlock-free, i.e. at any time at 
least .one communication can fire or the compu-
tation has terminated. 
The strategy introduces restrictions on the 
computation parallelism: parallel nodes mapped 
on the same cell can no longer proceed in 
parallel (they are i~terleaved. according to the 
interleaving rule of the parallel construc~). 
This restricts the class of possible states 
reached by an implemented computation but the 
class of, states reached is still a subset of 
the class of states reach ed by the implementa-
tion-free computation. Hence the lemma: 
(2) The union of all pending sets, - i.e. 
taken over all cells - is a possible set 
of pending communications reached at some 
stage by the ~~plementation-free computa-
tion . 
From (1 ) and (2): 
Either the computation has terminated or at 
least one pending set contains a send action 
- say, in node N of cell C - the matching 
receive action of wnich is also pending 
either in the father node F or i n a son node 
S of N - . (Communications along an external 
link, i . e. with the envirop~ent, are ass~~ed 
always firable. ) But according to ~~e neigh -
bourhood requirement, F and 5 are mapped on 
two cells ' .... hich are both neighbour cells of C. 
Hence, according to ~~e above strategy , the 
send action of N and the receiv e action of F 
or 5 can fire . (End of proof) 
4. THE HAf':DSHAKING PROTOCOL 
In the previous section, i1: has been sai"d that 
a co~nication action of a pending set is 
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firable if and only if. tile complementary 
action is pending. Handshaking is the protocol 
by which two complementary firable communica-
tion actions are selected to fire. The main 
difficulty is to avoid mismatch. A mismatch is 
the situation where node Nl decides to commu-
nica~e with node N2, and N2 decides to co~~­
nicate wiL~ a third nocie N3. To each node, two 
sets ? and Q of booleans are attached: in each 
set, one boolean per ' channel. For a given node 
N, let N.P[X] and N.Q[X] be the tWO booleans 
attached to the channel X. Our purpose is to 
prove that (at relevant places): 
-'N.P(X] v {a communication on X 
is pending in N} (1) 
-'N . Q[X] v {a communication on X 
is pending in N' } ( 2 ) 
where N ' is the node sharing X with N. 
Initially, ~N.P[XJ and ~N.Q[XJ hold for all X. 
The protocol relies on the existence of an 
elemen~ary communication action called 
signall~ng: a signal from N' on X sets N.Q(X] 
true, a signal from N on X sets N' .Q[X] true. 
The SE~~ and SELECT procedures can be de -
scribed as follows (the RECEIVE procedure is 
impler.'lented as a SELECT on a set containing 
exac~ly one elemen~.) 
SEND (on channel X in node N): 
N.P[X]:= true: 
N ' .Q[X ]: = true; 
wait N.Q r X]; 
--- . 
"FIRE SEND"; N .Q[ X]: = false: 
N.P[X]:= false. 
SELECT {cn a set S of channels, in node N'}: 
A X in S: N' .p[xJ~= true; 
wait (~A in S: N' .Q(A]): 
N' . Q(AJ:= false; N.Q[AJ:= true: 
"FIRE SELECT"; 
~ X in S: N ' .P[X]:= false. 
The assi~~ents N' .Q[XJ:= true in SEND, and 
N.Q[A]: = true in SELECT are signals. This way 
of desc= ibi~g signals expresses that they are 
unsynchronized communication actions: a signal 
performed by N terminates independently of ~,e 
state of N I . 
The statement "wai.~ B" terminates if and only 
if B holds. In the implernentatio·n of communica-
tion actions, ~~e wait statemen~ is the place 
where switching from one node to another 
occurs: when the curren~ node reaches a wait 
for which B does not hold, the node is sus-
pended and the pending set i s scanned until 
ano~~er firable communication is found, i.e. a 
node M for which (~Y: M.P(Y] A M.Q[Y]) 
holds. The node M is ~en chosen as the next 
s~ep in the activity of ~~e cell. 
Observe t:'1a~ this is t.he only place where 't.he 
set P and the invariant (1) are needed. It is 
easy ~o verify that (1) holds for all sus-
pe~ded nodes. We shall only sketch the struc-
~ur~ of ~h~ proof; ~he details are left to ~he 
reade::- . 
... ~.\ -
I) It is easy to verify that t2) holds for all 
nodes. Hence, since the firing condition of a 
SEND is N.Q[X], and the fir~ng condition of a 
SELECT is (~A in S: N.Q[AJ) these firing 
conditions conform to the chosen semantics of 
communication actions. 
II) The impossibility of mismatch is a direct 
consequence of the fact that a SELECT sends 
exactly one signal. 
~II) The situation cannot occur where a node N 
is suspended in a SEND on channel X, and a node 
N' is suspended in a SELECT on a set S compris-
ing the same. channel X. 
For N', would hold: (~y in s: ~N' .Q[yJ). 
For N, would hold: N' .Q[xJ . 
A contradiction. 
In the case of terminating programs, this is 
sufficient to guarantee that ant firable commu-
nication eventually fires. 
5. CHA!\'l\'EL IMPLEMENTATION ».ND STACK MECHANISM 
For the nodes of a same cell, the pr~itive 
communication actions (FIRE SEND, FIRE SELECT, 
signal) on al l channels of a certain link- type 
are "simulated" by equivalent communication 
actions on the unique link. An extra. parameter, 
called the "label" , is transmitted for iden-
tifying the channel. If nothing is specified , 
the internal name of the channel is considered 
local, and an implicit renaming procedure 
(which we shall not describe) transforms the 
internal name in such a way that no two 
channels have the same name. The transformed 
name is used as label. This is the most usual 
case. But it restricts the computation graphs 
to trees since it is then impossible for one 
node to be referred to ~y more than one father. 
If an internal chann~l name is explicitly de-
clared global, no renaming takes place: the 
internal name is directly used as label. This 
rna~es it possible for several internal channels 
of di£ferent fa~~er nodes to be given ~e same 
name. And thus, this makes it possible for a 
node to have several fathers; this is the way 
to generate computation graphs other than trees. 
The label is associated to the ex~ernal name 
of a channel upon creation of the node. The 
general method ~o create a node is to use a 
"declaration message". If we aSSU-TTle that a node 
procedure always contains argument parameters, 
the creation of a ~ode may occur upon receipt 
of the first signal with a given label . 
The crea~ion of a node is very similar to the 
creation of a procedure instance in ~he usual 
stack mechanism . Unlike the usual s~ack mecha -
nism, the termination of nodes does not take 
place in a last-in-first-out order, since ~e 
nodes o,f a cell are in general not ordered. 
It is L~portant to observe that, since parameter 
variables are allocated on L~e stack upon node 
creation, as no::-rnal local variables .of a node, 
no exolicit bufferinq is necessary fo= messages. 
The s~ili~ude with the stack mechanism goes 
even further. Conside~ L~e implementation graph 
conSisting 0: o~e cell with self-loops as links. 
The mecha~ism described then reduces to a nor.-
de~erminis~ic =or~ of ~~e se~ential stack 
nechar.ism. Hence ~~e mecha~ism described can 
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be ~eaarded as a consistent generalization of 
the sequential stack mechanism_ 
6. A LAST EXAMPLE 
Up till now, nodes communicated only v ia the 
parameter mechanism: all variables were local . 
But it is possible to let the nodes of a same 
cell share variables : such v ariables are called 
"cell v ar iables It. A reason for tackling another 
example is to show how cell variables can be 
used _ (In connection with the sharing of vari-
ables between parallel nodes, it is worth re-
membering that, thanks to the interleaving 
s~rategy, ~~e program parts between two com-
munication actions are indivisible actions.) 
The problem is to find the length of ~~e 
shortest path from a v ertex, the source, to 
each other v ertex of a strongly connected di-
rected graph G. G is used as implementation 
graph: each cell is identified with a vertex of 
the graph, and each link of the cell with an 
edge of the ver~ex. Two disjoint sets of links 
are distinguished: the set X = {XO, X1, . . , 
xr } corresponding ~o incoming edges, the set 
y = {YO, Y1, . • ' yq} corresponding to outgoing 
edges. Each cell contains a cell variable 1 re-
cording the current shortest length to that 
ver~ex. The source is considered a root cell of 
the graph. The outside world creates a node in 
the source by the program: 
~ p: integeri C: channel; 
p:= 0 ; ? ( C!p; C? ( )) 
end 
where ( ) is a n empty parameter. 
The problem is to design the procedure P such 
that: 
I) all created nodes terminate, 
II ) when they have terminated, in each cell, 1 
is equal to" the length of the shortest path 
from the soUZ"ce to that cell . 
The solution is as follows . 
Initially 1 is equal to + i n finity . 
Each cell also contains a set of constants: 
eO, €1, . • , eq equal to the lengths of the 
outgoing edges YO, Y1, . . , Yq, respectiv ely. 
proc P(F?p, F~( » ) F: cha~~el on x; 
p: i n teger i 
F?pi 
if P L 1 
o p < 1 
skip 
fi; 
F! ( ) 
end. 
1: = p; 
begin !l i: O . . q: Si: channel ~ Y ii 
[ // i: O • . q: P ( Si! ( p+ei ) ; Si? ())j 
end 
Prog. 2. 
(The proo! ~s left to the reader. ) 
We have a second reason for showing this ex~~­
pie. Consider prog. 2 without the tran smission 
of empty results . It also computes t h e l engths 
of the shortest pa~~s. Th e only difference is 
that the outside world cannot de~ect ~e termi -
nation of the computation. Hence, in this ex-
ample, the whole s~acking mechanism is only used 
for the detection of termination. This method 
for termination detection sho\l.'s strong similar-
ities with ~e o ne oroDOsed by E.W. Dijkst=a 
and C.S. Scholten i~ [2J. 
7. CONCLUSION· 
The method enforces a clear separation of con-
cerns between, on the one hand, the design of 
programs independently of any sequential or 
parallel computational model, an~ on the other 
hand, their implementation s on a : network of 
machines. 
Consider progs. 1 and 2. Actually, they need 
not be regarded as distributed programs . The 
parallel construct is just the most non-deter -
ministic form of sequencing. The parameter me-
chanism is identical to ALGOL 6 0 name and value 
parameter mechanism. And "channel and li~~s only 
restrict the use of shared variables. 
Implementation issues , like processor allocation 
and message buffering, completely disappear from 
the programmer 's concer ns. The " nurr~er of po~en­
tial parallel activities is independen~ of ~he 
actual number of processors I which can be ig-
nored. The allocation occurs auto~at.ically 
durin g computation; yet, thanks to the neigh-
bourhood requirement, it is safe and efficient. 
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