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1. INTRODUCTION 
Let A be a closed symmetric operator in a Hilbert space 6. A is said to be 
simple if there is no nontrivial reducing subspace in which A is self-adjoint. 
Note that if A is simple, then A does not have eigenvalues. 
In this article it is shown that the minimal closed symmetric operator T,, 
determined by a formally self-adjoint linear ordinary differential operator L 
on an interval (a, b) is simple if L is regular or quasi regular at one end. 
The proof uses a generalized resolvent and spectral function of T,, and the 
Stieltjes inversion formula. It is also shown that if L has order n = 1 or if 
L has real coefficients and order n = 2 (i.e., L is a Sturm-Liouville operator), 
operator), then T,, is simple or self-adjoint whatever the behavior of L at 
a and 6. 
A is said to be regular if every complex number 1 is a point of regular type, 
i.e., (A - ZE)-l exists and is bounded. (Here E is the identity operator.) 
If A is regular, then A is simple. For, suppose A = A, @ A, , where A, is 
a nontrivial self-adjoint operator, and A, is closed symmetric. Then I is a 
point of regular type for A if and only if 1 is a point of regular type for A, and 
A, . But, since A, is self-adjoint, its spectrum is nonempty and therefore 
not every point is of regular type for A, . Hence, not every point is of regular 
type for A, and A is not regular. Thus, if A is regular, A is simple. The 
converse of this statement is not true. In Section 3, Remark 4, we shall give 
an example of a closed symmetric operator A which is simple but not regular. 
We note that the symmetric operators defined by Jacobi matrices and 
considered by Stone [8, Theorem IO.411 are simple whenever the deficiency 
mdex is (I, 1). This is because such a symmetric operator A has two different 
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self-adjoint extensions with discrete spectra which do not intersect. Hence, 
every complex number is of regular type, i.e., A is regular. 
For a closed symmetric operator A with domain 9(A), let e(Z) be the 
deficiency subspace of A corresponding to the complex number Z, i.e., 
E(Z) = sj 0 (A - ZE)IL)(A). It has been shown by Krein [7, Chapter 1, 
Section 31 that d 1s simple if and only if f 1 E(2) for all 1 with IZ # 0 implies 
f = 0. 
Let the differential operator L be defined by the equation 
L = P,(W/W + ~,(t)(44”-~ + *.. + P&) Wt + P&), 
where the pk(t) are complex-valued functions with n - K continuous 
derivatives on the real interval a < t < b (a = - 00 or b = + 00 are allowed), 
and 1 p,(t)\ # 0 for a < t < 6. We assume that L is formally self-adjoint, i.e., 
it coincides with Its Lagrange adjoint 
L+ = (-l>“(d/dt>“(& .) + (-l)“-‘(d/dt)“-l(p, .) + ... + & . 
If the point a is finite and the hypotheses just made on L hold up to and 
including the point a, then L is said to be regular at a. (This concept of 
regularity is not to be confused with the concept of regularity for A.) Other- 
wise, L is called singular at a. Similar terminology holds for the point b. 
Suppose that L is singular at a but that for some complex number Z,, (which 
may be real) and for some c, a < c < b, all solutions of Lu = 2,~ and of 
Lu = Z,-,U are m P(a, c). Then, L is called quasiregular at a. Similarly for b. 
It follows from our Lemma 1, Section 3, that if L is regular or quasiregular at a, 
then all solutions of Lu = Zu are in P(u, c) for all complex numbers 1. 
Let a,,,, consist of those functions on (a, b) for which u E P-i, u has 
compact support in (a, b), u(“-1) is absolutely contmuous andLu E !?J = B2(u, b). 
Let T,,, be L applied to functions in Do0 . Then, T,, is a symmetric operator in 
4j. Let T,, be the closure of T,,,, . TO 1s called the minimal closed symmetric 
operator determined by L. If L is regular at a, then it can be shown that the 
functions u in the domain D, of T,, satisfy U(U) = U’(U) = ... = z&+1)(u) = 0. 
From this and the uniqueness theorem for ordinary differential equations it 
follows that if L is regular at a, then TO does not have eigenvalues. Similarly, 
ifL is regular at b. (For details on the operators T,,, and T,, , see Coddington [2] 
or Kimura and Takahasi [6].) 
2. THE CASE OF A DIFFERENTIAL OPERATOR REGULAR AT ONE END 
THEOREM 1. Suppose A is a closed symmetric operator in a Hilbert space !FJ. 
Suppose A has no eigenvulues and has a selfudjoint extension B with a discrete 
spectrum. Then A is simple. 
505/I I/3-1.5 
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Proof. Suppose A is not simple. Then there is a nontrivial reducing 
subspace in which A is self-adjoint, so that A = A, @ A, , where A, IS 
self-adjoint and A, is closed symmetric. Also, B = A, @ B, , where B, is 
a self-adjoint extension of A, . Since B has a discrete spectrum, A, has a 
discrete spectrum, i.e., A, has eigenvalues. Hence, A has eigenvalues. This 
IS c contradiction. It follows that A is simple. 
Remark 1. Another way of proving Theorem 1, when the deficiency 
indices of A are finite, is to observe that if A has no eigenvalues and has a 
self-adjoint extension B with a discrete spectrum, then the continuous part 
of the spectral kernel of A is empty. This is because the continuous part of the 
spectral kernel of A 1s the same as the continuous part of the spectral kernel 
of B when A has finite deficiency indices (see Achieser and Glasmann 
[I, Section 831); and the latter is empty. Since A has no eigenvalues, it 
follows that the whole spectral kernel of A is empty. Hence, A is regular. By 
the remarks in our introduction, A is simple. 
THEOREM 2. If L is regular at a and b, then TO is simple. If L zs regular 
at a or b and TO has a self-adjoint extension with a descrete spectrum, then T, is 
simple. 
Proof. If L is regular at a and b, then, as is known, every self-adjoint 
extension of TO has a discrete spectrum, (See Coddington and Levinson 
[4, Chapter 71. That the self-adjoint problems of Coddington and Levinson 
are equivalent to the self-adjoint extensions of TO follows from Coddington [2] 
or Kimura and Takahasi [6].) Since T,, does not have eigenvalues, it follows 
from Theorem 1 that T,, is simple. On the other hand, if L is regular at JUSt 
one end, T, still does not have eigenvalues; and, again by Theorem 1, if TO 
has a self-adjoint extension with a discrete spectrum, TO is simple. 
Remark 2. There are, of course, many problems m which L is regular 
at a and b. An example of a problem in which L is regular at 0 and singular 
at cc and T,, has a self-adjoint extension with a discrete spectrum is given by 
Coddington and Levinson [4, Chapter 9, Problem 11. 
3. THE CASE OF A DIFFERENTIAL OPERATOR REGULAR 
OR QUASIREGULAR AT ONE END 
In this section we shall show that rf L is regular or quasiregular at one end, 
then T,, is simple, whether or not TO has a self-adjoint extension with discrete 
spectrum. 
Let At, b--, p),(t, I) be a basis for the solutions of (L - Z)U = 0 satisfying 
SIMPLICITY OF DIFFERENTIAL OPERATORS 675 
‘pjk-l)(~, 1) = S,, ,j, k = l,..., n, for some fixed 7, a < 7 < 6. Then vy-i’(t, 1) 
is continuous in (t, 2) for a < t < b, / I / < 00, and for fixed t it is entire in 2. 
Suppose a < c < b. According to Kimura and Takahasi [6, Proposition 2.41, 
a solution of (L - 1)~ =f(t) satisfying u(“‘)(c) = 0, m = O,..., n - 1, 1s 
given by 
u(t) = i S’“v,(t, 1) 1’ q’r(s, iIf ds, 
],h=l e 
(1) 
where qk(s, Z) stands for the complex conjugate of IJ+JS, Z), and for each 
j, k, Slh is a constant which is independent oft, Z (but does depend in general 
on T). 
LEMMA 1. Suppose that for some complex number 1, (which may be real) all 
solutions of Lu = 1,~ and of Lu = E,,u are in 22(a, c), where a < c < b. Then, 
for any bounded subset B of the complex plane there is a jinite constant K such 
that 
.(l 
J a I dt, 0” dt < K for j = I,..., n and ZE B. 
Remark 3. It follows from Lemma 1 that if all solutions of Lu = ZOu and 
of Lu = Z,u are in 5F(a, c) for some complex number Za (which may be real), 
then all solutions of Lu = Zu are in F?(a, c) for every complex number 1. 
A different method of proving this fact is given by Achieser and Glasmann 
[l, Anhang II, Section 6, Satz 41. Their proof is given for a differential 
operator L with real coefficients but can be adapted to the case of complex 
coefficients. 
Proof of Lemma 1. The proof is analogous to the proof of Theorem 2.1, 
Chapter 9, of Coddington and Levinson [4], except that it is necessary to 
use the more sophisticated formula (1) rather than the variation-of-constants 
formula. Choose the constant M such that (sz 1 g)?(t, Z,,)j2 dt)l12 < M for 
j = l,..., n, and (si / p,(t, &)I2 dt)li2 < M for j = l,..., n. Without loss of 
generality, we can choose c so close to a and M so small that 
I 1 - 4 I M2 i 1 9” / < l/2 for DEB, 
where the SJ” are the constants of Eq. (I). Since vp(t, I) IS a solution of 
(L - Z,,)u = (I - Z,$pP(t, I), it follows from (1) that 
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From (2) we obtain that q~an-l’(c, 2)= C,“=, ~,(Z)a?:~-~)(c, Z,), q = l,..., n. Since 
WY3 s***, ~p,J(c) # 0, where W(pl ,..., q,J(t) stands for the Wronskian of 
y+ ,..., pQ , we see that c,(Z) ,..., c,(Z) are entire in 2. Let 
(.i 
c 
d I ~46 0” dt)1” < zl I cN (j: I dc 4J12 dt)1’2 
+ I z - 4, I f 
j.k=l 
I w I ( j: I h&>12 df’2, 
i.e., 
(j: I R& U2 dfie (: M3$ I c#)l + I 1 - 4, I ,$, I sJL I (j: I.LW df': 
(3) 
But, for d < t < c, 
Hence, 
( j; I MO2 dt)lla < M2 ( j: I ds, 01” ds)l’2- (5) 
Suppose that x:,“=1 j c,(Z)/ < Ml for 1 E B. From (3) and (5) we see that for 
ZEB, 
( j: I va(h O2 df’2 < MM1 4 I z - 4, I M2 ,I, I S” I ( j; I vs(s, Q12 ds)“’ 
-c MM1 + (l/2) (j; I vp(s, 0" ds)". 
Hence, 
( j: I y&, Z)12 dt)1’2 < 2MMl . 
Letting d--f a+, the lemma is proved. 
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LEMMA 2. Suppose that for some complex number I,, (which may be real) all 
solutions of Lu = 1,~ and of Lu = I,u are in G2(a, c), where a < c < b. 
Suppose f E C(a, b). Th en, Ji y9(s, 1) f(s) ds, j = 0 ,..., n, is continuous in 
(t, I)for a < t -=c b, all 1. 
Proof. 
jt ds, Of (4 ds = j-’ Q~S> Of (4 ds + 1” vh, Of (4 ‘is. n a c 
st cp,(s, Z) f (s) ds is clearly continuous in (f, I). If a < d < c, 
j j: (PAS> 4f (4 ds - ,I ds, Of (4 ds / 
= 1 j: P)Ass Of(s) ds j
< (j: I ~(s, Z)l” ds)lp( j: I f(s)? ds)“‘. 
From this inequality and Lemma 1 we see that 
s ’ ds, Of(s) ds- jc vh, 4.W dj d a 
uniformly for 1 m a bounded region of the complex plane.Since Ji(pJs, Z)f (s) ds 
is continuous in 1, it follows that jz y?(s, Z)f(s) ds is continuous in 1. Hence, 
ji q2(s, Z)f(s) ds is continuous in (t, I). This proves the lemma. 
THEOREM 3. Suppose L is regular or quasiregular at a (or b). Then, To is 
simple, 
Proof. For the concepts used in the proof we refer the reader to 
Coddington [3]. Let R(Z) be a generalized resolvent of T,, . Then R(Z) is an 
integral operator, and its kernel K(t, s, I) can be written in the form 
w- w+ 
K(t, s, 4 = G(t, s, 0 + C C @e(z) xdt, 1) $&, z)(n > o), 
~=l k=l 
(6) 
where w+ = dim E(Z), w- = dim E(Z), xr(t, I),..., xw+(t, I) is an orthonormal 
basis for E(Z), #,(s, I) ,..., #,,-(s, Z) is an orthonormal basis for E(Z), 
and G(t, s, 2) is the kernel of an integral operator which is a right 
inverse for T,,* - ZE. [Recall that Q!(Z) = !jj Q (T,, - ZE)Q, , and 
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thus E(Z) consists of all solutions of Lu = Zu which are in $.I We use the 
fact that K(t, s, Z) = x(s, t, 1) and G(t, s, Z) = c((s, t, I) to obtam that 
Now, f E !?(a, b) and if f I @(I) f or all Z, II # 0, we obtain from (6) and (7) 
that 
Wf (4 = I” G(t, s> Of (4 ds (Il # 0). (8) 
a 
Proceeding as in Section 3 of Coddington [3], we can write 
G(t, s, 4 = K,(t, $3 1) + f yd) P)&, 0 qh I>, (9) 
j,k=l 
where 
(l/2) i Sk3pk(t> z)%(s, z)(t > s> 
j.h=l 
&(t, s, 1) = (10) 
-U/2) i S”yk(t, Z>q%(s, O(t -=l 4. 
j,k=l 
We can also write 
‘$“K(t, I) Fj(s, I) - ( 1/2) f Sk’~k(t, ‘1 ds, I)@ > ‘> 
j.k=l ?,k=l 
K&, s, I) = (11) 
-(l/2) f P’Yk(4 I) MS, 4t < 4 
,.h=l 
Let 
Kl(t, s, I> = i [ul,k(l) - (l/2) skq P)k@, I> $%@, j). (12) 
,.k=l 
Then, for t > s, 
and for t < s, 
G(t, s, Z) = K&, s, I). (14) 
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Now, since G(f, s, I), as a function of s for fixed t, is in II.P(a, 6) and since 
the functions QJ(S, I) are in P(a, c), a < c < b (because L is regular or 
quasiregular at a), the function K,(t, s, Z) is m !~?(a, b) as a function of s for 
fixed t. Furthermore, L,El(t, s, I) = lKl(t, s, I). Hence, Kl(t, *, I) E Q!(Z). 
This means that 
s 
b 
K,(t, s, t)f(s) ds = 0. (15) 
a 
From (8), (13), and (14) it now follows that 
zqz)f(t) = f mp&, 1) j/* q,(s, 0.19) ds. 
3,b=l a 
(16) 
By Lemma 2, R(Z)f(t) is a continuous function of (t, 1). Let E(t) be the 
spectral function of T,, corresponding to R(Z). Let g(t) be a function in 
P(a, b) which vanishes outside a compact subset of (a, b). Then, (R(Z)f, g) = 
et Wf(t) i?(t) dt is a continuous function of Z for all 1. By this fact and by 
the Stieltjes inversion formula we have that at continuity points t, , t, of 
~@(t)f, g), where t, < t2 , 
= (2&)-l & ,;I [@(a + k)f, g) - (R(u - k)f, g)] da = 0. 
Letting t, + + 00, t, -+ -co, we obtain that (f, g) = 0. Since the functions 
g are dense in 22(a, b),f = 0. 
Thus, we have shown that if f~ 22(a, b) and f 1 E(Z) for all 1, IZ # 0, 
thenf = 0. From Krein’s criterion for simplicity it follows that To is simple. 
This proves the theorem. 
Remark 4. Let L = -dzldt2 on the interval [0, co). Let H be the self- 
adjoint extension of To determined by the boundary condition u(O) = 0. 
Using Coddington and Levinson [4, Chapter 9, Section 31, we see that the 
spectral function of H is given by p(h) = (l/r) $ VFds, h > 0; p(h) = 0, 
h < 0. Hence, H has a pure continuous spectrum consisting of the interval 
[0, CO). Since To has deficiency index (1, l), it follows from Achieser and 
Glasmann [I, Section 831 that the interval [0, co) constitutes the continuous 
part of the spectral kernel of To , and the rest of the complex plane constitutes 
the points of regular type for To . By Theorem 3, however, T,, is simple. 
Thus, T,, is an example of a simple closed symmetric operator which is not 
regular. 
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Remark 5. It is sometimes the case that if f is perpendicular to a subspace 
of E(Z) for all Z, II > 0, thenf = 0. For example, let L = -d4/dt4 on [0, co). 
Then, a basis for e(Z), II > 0, is given by the functions fr(t) = e(-B+a*)t, 
f&) = e(-a-BzH where 01 > 0 and /I > 0, B < (11, 01 + /3i = Z114. Suppose 
~EL~[O, 00) and that f 1 fi for all I, II > 0, i.e., for all CX, /3, where 
cx > 0, /3 > 0, ,B < a. Then,F(z) = jr esztJ(t) dt = 0 for 0 < arg .z < rr/4, 
j z j > 0. Since F(z) IS analytic for Ix > 0, it follows that F(x) = 0 for 
Iz > 0. Thus sy ezole-Btj(t) dt = 0 for p > 0, all 01. From the Plancherel 
theorem m the theory of Fourier integrals we see that e-By(t) = 0 a.e., and 
therefore f = 0. 
Remark 6. Suppose L is regular or quasiregular at a. Then, L is simple 
and therefore not self-adjoint. (A self-adjoint operator has many nontrivial 
reducing subspaces.) It follows that for some nonreal number 1, Lu = Zu 
has a solution in !?(a, b). (This fact will also follow from the inequalities 
satisfied by deficiency numbers which we shall state in the next section.) This 
shows, for example, that for a Sturm-Liouville operator Lu = -(pu’)’ + p, 
p and 4 real, which is regular or quasiregular at a, there is at least one solution 
of Lu = Zu in P(a, b) for each nonreal 1. If for any complex number Z there 
are two solutions of Lu = Zu in P(a, b), then by Lemma 1 this is true for 
every complex number 1. 
4. THE CASE OF A DIFFERENTIAL OPERATOR WHICH IS SINGULAR 
AT BOTH ENDS 
Let e,(Z) be the solutions of Lu = Zu which are square integrable m a 
neighborhood of a, and let C&,(Z) be the solutions which are square integrable 
in a neighborhood of 6. Let ma(Z) = dim C&(Z), We = dim C&,(Z), 
w(Z) = dim @(I). Then, 
4) = %7(Z) + %(Z) - @, (17) 
and 
%(Z) + WI(Z) > a (18) 
Equation (17) follows from Kimura and Takahsi [6, Proposition 3.91 or from 
Achieser and Glasmann [I, Anhang II, Satz 31. The proof in Achieser and 
Glasmann is for differential operators L with real coefficients but is easily 
adaptable to complex coefficients.] Also, if II # 0, 
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[For justification for (19) and (20), see Glazman [5, p. 115, footnote].] 
%(Z), 44, 4) are called deficiency numbers. They are constant for IZ > 0 
and also for I-I < 0. If I1 > 0, the pair (q(Z), w,(Z)) is called the deficiency 
index at a. Similarly at b. We shall use the notation ( , )a and ( , )b to denote 
the deficiency indices at a and b, respectively. If II > 0, (w(Z), w(Z)) IS called 
the deficiency index of TO . 
THEOREM 4. If L on (a, b) has order n = 1, then TO is simple or self-adjoint. 
If L on (a, 6) has reaZ coefficients and has order n = 2, then TO is simple or 
self-adjoint. 
Proof. Suppose n = 1. By (19) and (20), (0, 0), or (0, O), is impossible. 
In the event that we have (1, l)a or (1, l)b , then by Theorem 3, TO is simple. 
The only other possibilities are (0, l)a and (1, O), or else (1, 0), and (0, l)b . 
In either case it follows from (17) that the deficiency index of T,, is (0,O); 
hence, T,, is self-adjoint. 
Suppose L has real coefficients and n = 2. As before, (0, 0), or (0, O), is 
impossible. In the case (2, 2)a or (2, 2)b, To is simple by Theorem 3. In the 
only other possible case, (1, l)a and (1, l)b , To is self-adjoint by (17). This 
proves the theorem. 
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