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Utilization of graphics processing units for 
implementing the LDPC decoder 
Abstract – In this paper, the utilization of Graphics Processing Units for parallel 
LDPC decoding is proposed. The proposed algorithm allows decoding of any 
irregular LDPC code. The principle of the parallel algorithm is briefly presented, 
and the performance comparison against serial decoding with the use of Central 
Processing Units is given in this paper. 
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I. ÚVOD 
Grafické procesorové jednotky (Graphics Processing Units, GPUs) představují 
v současné době perspektivní platformu pro realizaci časově náročných výpočtů. 
S využitím dostupných frameworků (zejména OpenCL [6] a CUDA [7]) umožňují 
implementaci paralelních algoritmů. Zvláště efektivní se jeví při výpočtech 
nevyžadujících příliš komplikované operace, ale umožňujících masivní paralelizaci. 
Sériová realizace je v těchto případech časově náročná a zrychlení při implementaci na 
GPU může být i více než stonásobné v porovnání s procesorovými jednotkami (CPU). 
 
Obrázek  I. Vybrané milníky v teorii informace 
 
 
Low Density Parity Check (LDPC) kódy [2], dekódované pomocí iterativních 
algoritmů, nabízejí silný potenciál pro paralelizaci výpočtů prováděných dekodérem. 
V tomto článku je představeno mapování všeobecně využívaného Belief Propagation 
algoritmu [3] na platformu grafických procesorů, přičemž je kladen důraz na 
univerzálnost a použitelnost pro dekódování celé množiny binárních iregulárních LDPC 
kódů (paralelizace tak není limitována např. maximální hodností uzlu v příslušném 
Tannerově grafu). 
II. PRINCIP PARALELIZACE BELIEF PROPAGATION ALGORITMU 
Definujme: 
 Vzestupně seřazenou n-tici variable uzlů 𝐯 = (𝑣𝑗) a příslušnou n-tici 
𝐜 = (𝑐𝑖) tak, že (𝑐𝑖, 𝑣𝑗  ) představuje hranu v Tannerově grafu, 
 N-tici indexů hran 𝐞 = (0,1,2, … , |𝐜|), 
 N-tici připojených hran 𝐭 = (𝑡𝑘) k danému variable uzlu 𝑣𝑘;  
𝑡𝑘 = |𝑣𝑘|, 𝑣𝑘 ∊ 𝐯, 
 N-tici pozic 𝐬 = (𝑠𝑘)  pro začátek iterace pro výpočet zprávy předávané po 
hraně 𝑒𝑘; 𝑠𝑘 = argmin𝑘(𝑣𝑘 ∶  𝑣𝑘 ∈ 𝐯), 
 N-tici relativních pozic hran 𝐮 = (𝑢𝑘); 𝑢𝑘 = 𝑘 − |(𝑣𝑞): 𝑞 < 𝑘, 𝑣𝑞 ≠ 𝑣𝑘| 
Obdobně můžeme definovat n-tice pro druhou polovinu iterace, s uvážením 
seřazené n-tice indexů check uzlů. Takové n-tice jsou pak v popisu algoritmu označeny 
s pruhem. Paralelizaci iterativního předávání zpráv bez komplikovaných výpočtů 
s indexy polí ukazuje Algoritmus 1. Parametr lgsize počet synchronizovatelných vláken. 
ALGORITMUS 1 PARALELNÍ PŘEDÁVÁNÍ ZPRÁV 
 
 ALGORITMUS 2 VÝPOČET ODHADU 
 
 
III. MĚŘENÍ ČASOVÉ NÁROČNOSTI 
Měření proběhlo na platformách NVIDIA Tesla K40 (běžící na frekvenci 745 
MHz) a Intel Xeon E5-2695v2 (běžící na frekvenci 2.4 GHz). Obrázek II ukazuje 
porovnání časové náročnost dekódování při 𝐸𝐵/𝑁0 = 2dB. Vybrán byl kód dle 
standardu NASA CCSDS, přičemž delší kódy byly generovány pomocí protografické 
expanze. Z grafu je patrná zejména zvyšující se efektivita představeného algoritmu 
s délkou kódu.  
 
Obrázek  II. Porovnání akcelerace GPU vs CPU 
 
 Obrázek  III. Závislost akcelerace na počtu dekodérů pracujících paralelně 
IV. ZÁVĚR 
Využití grafických procesorových jednotek pro implementování časově náročných 
algoritmů je účinné zejména při vhodně realizované paralelizaci Představená 
paralelizace Belief Propagation dekodéru se při měření ukázala cca 25× rychlejší pro 
testované délky kódů než stejný algoritmus sériový algoritmus běžící na CPU 
(uvažována O3 optimalizace zdrojového kódu). S vynecháním O3 optimalizace je 
zrychlení až 70 násobné. Zmiňovaná problematika je podrobněji diskutována 
v připravovaném článku [1]. 
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