We are interested in the problem of robust understanding from noisy spontaneous speech input. With the advances in automated speech recognition (ASR), there has been increasing interest in spoken language understanding (SLU). A challenge in large vocabulary spoken language understanding is robustness to ASR errors. State of the art spoken language understanding relies on the best ASR hypotheses (ASR 1-best). In this paper, we propose methods for a tighter integration of ASR and SLU using word confusion networks (WCNs). WCNs obtained from ASR word graphs (lattices) provide a compact representation of multiple aligned ASR hypotheses along with word confidence scores, without compromising recognition accuracy. We present our work on exploiting WCNs instead of simply using ASR one-best hypotheses. In this work, we focus on the tasks of named entity detection and extraction and call classification in a spoken dialog system, although the idea is more general and applicable to other spoken language processing tasks. For named entity detection, we have improved the F-measure by using both word lattices and WCNs, 6-10% absolute. The processing of WCNs was 25 times faster than lattices, which is very important for real-life applications. For call classification, we have shown between 5% and 10% relative reduction in error rate using WCNs compared to ASR 1-best output.
Introduction
User-initiative spoken dialog systems enable humans to express their needs in spoken natural language, in contrast to machine-initiative systems. Such systems automatically extract the meaning from speech input and act upon what people say. Two key components in goal driven human-machine conversational systems are utterance intent determination (call classification) and corresponding argument extraction (named entity extraction) (Gupta et al., To appear) . For example, if the user says ''I would like to get my balance for the account number 0885-2308/$ -see front matter Ó 2005 Elsevier Ltd. All rights reserved. doi: 10.1016/j.csl.2005.07.005 may be very useful in language processing. The words in the WCNs have posterior probabilities, which can be used as their confidence scores. These are basically the sum of the probabilities of all paths which contain that word at around that approximate time frame. We use the confidence scores of the words in the WCNs during understanding to achieve robustness to ASR errors. WCNs are much smaller than ASR lattices and they still have comparable word accuracy using their best path and even better oracle accuracy.
In this paper, we describe our pivot algorithm to organize the lattice output of ASR into a WCN and show that WCNs are not only useful for decreasing ASR word error rate, but they also outperform traditional word lattices or ASR n-best hypotheses for spoken language understanding. There are many applications where the WCNs have been very useful. In our previous work, we have employed WCNs for unsupervised learning of language models (Gretter and Riccardi, 2001) , active learning for ASR (Hakkani-Tür et al., 2002) , machine translation (Bangalore et al., 2001) , call classification (Tur et al., 2002) , and named entity extraction (Béchet et al., 2002) . This paper presents the general idea of exploiting the WCNs obtained from the lattice output of ASR in spoken dialog systems. In this work, we extend the previous study on call classification (Tur et al., 2002) , and show that it is also possible to use WCNs with a discriminative classifier using the n-grams extracted from the WCNs along with their confidences. We also show the advantages of using WCNs when compared to lattices, for named entity extraction.
In the following section, we describe the pivot algorithm. We then address how we use the WCNs in understanding, namely in detecting/extracting named entities (Section 3) and classifying the calls into one of the predefined call-types (Section 4).
Word confusion networks
In this section, we describe a general algorithm for generating word confidence scores and confusion networks from the ASR lattice output, the pivot algorithm. We describe the algorithm here in the context of automatic speech recognition (ASR). This algorithm has the clear advantage of normalizing the search space of word hypotheses. The advantages of these normalized lattices are in terms of memory and computation:
• Size WCNs are much smaller in size than word lattices, while preserving accuracy of the original search space.
• Structure WCNs have the compositional property, they are composed of a sequence of sub-lattices. Suppose that we want to compute the word string with lowest weight, C min , among all strings W = w 1 , . . . ,w k , . . . ,w N in the lattice, we can divide the problem into sub-problems of the same nature
where W l = v 1 , . . . ,v k , . . . ,v M is the set of word strings recognized by the lth sub-lattice, m l .
The pivot algorithm
Word confusion network computation has been introduced by Mangu et al. (2000) . In that work, the words (the labels of transitions) are clustered according to the similarity of their pronunciations and occurrence times, and the WCN is formed using the order of these clusters in the ASR output lattice. This algorithm is designed to reduce word error rate for the task of ASR.
The pivot approach (Hakkani-Tü r and used in this paper aims at normalizing the topology of an input graph, generating a WCN. The labels on the graph are generic and could be words as well as part of speech tags, parse tags, or phones. The confidence scores are computed directly from the labeled graph. We describe the algorithm here in the context of ASR, so for the purpose of this paper, we assume that the transition labels are words.
The first step of the algorithm is the computation of the posterior probability of each transition in the ASR lattice, by applying the forward and backward algorithms to the word graph. At this point, the posterior probability of a transition could be used as a confidence score by itself, but some improvement is possible by taking into account the competing hypotheses in the same time slot. We define time slot tsðT Þ ¼ ½tðS Each transition overlapping ts(T) is either an ally of T if it has the same word label w as T or a competitor of T otherwise. We sum all the posterior probabilities of the allies of transition T and we obtain what we call the posterior probability of word w. The rationale of this operation is to avoid missing the important contribution of the same word, often due to small differences in the time alignment, as will be shown in Section 2.2.1. We group the competitors in a similar way and insert into the WCN, as alternatives of T.
There are four important components of the pivot algorithm:
(1) The time information computed using the frame numbers is not necessary but is beneficial for the overall performance. In the absence of time information, we use approximate state locations, computation of which is described later in this section. (2) The algorithm allows the definition of a predefined chunk structure for the final lattice. (3) The algorithm operates on both weighted and unweighted lattices. In the case of unweighted lattices, various strategies (like the ratio of paths which go through each transition) may be applied to assign scores to WCN transitions. (4) The labels on the graph are generic and could be words as well as part of speech tags or parse tags.
The algorithm is summarized in Fig. 2 and an extended description of its steps is given below. The algorithm gets as input a word graph (lattice) and generates a WCN:
1. If the lattice is weighted, we first compute the posterior probabilities of all transitions in the word graph, by doing a forward and a backward pass through the graph. The posterior probability of each transition is the sum of the normalized probabilities of all paths 2 in the lattice that go through that transition (Mangu et al., 2000) . The normalization is needed to ensure that the sum of the probabilities of all paths in the lattice is equal to 1. In the case of unweighted lattices, we skip this step, but it is also possible to consider each path as equally probable, and proceed with the algorithm. 2. We then sample a sequence of states that lie on a path, from the lattice, to use as the pivot when forming the WCN. The pivot can be the best path or the longest path of the lattice, as well as any random path. In most of our experiments, we either used the best or the longest path.The states on the pivot are assumed to inherit their state time information from the lattice. In our algorithm, the time information is not necessary, but beneficial for the overall performance. 3. To compute the sum of the posterior probabilities of all transitions labeled with word w, that correspond to the same instance, we traverse the lattice in topological order, 3 and insert all transitions into the pivot, finally forming the WCN. For each transition T, we find the two consecutive states b S s and b S e on the pivot that have the maximum overlap, OðT ; b S s ; b S e Þ, with T: 
We check if there is a transition already inserted between b S s and b S e that precedes T on a path in the lattice. If there is no such transition, we check if another transition with the same label already occurs in between those two states. In the presence of such a transition, we increment its posterior probability by the posterior probability of T. In the absence of a transition with the same label, we create a new transition from b S s to b S e , with the label and the posterior probability of T (step 3.2).Otherwise, if there is a transition already inserted between b S s and b S e that precedes T on a path in the lattice, we insert a new state between b S s and b S e (step 3.3.a). We assign a time to the new state S n , t(S n ) 2 (t(S s ),t(S e )). We adjust all the transitions, by making them point to the newly inserted state (step 3.3.b), and insert T in between the newly created state and the destination state (step 3.3.c). In the current implementation, we have assigned the newly inserted state, the mean of the times of source and destination states as the state time. 4. Similar to the previous work (Mangu et al., 2000) , in order to correct spurious insertions due to misalignments, we insert epsilon transitions in between every two consecutive states. The posterior probability of the epsilon transition is computed so that the sum of the posterior probabilities of all transitions in between these states is equal to 1.
When the state time information is not available in the lattice, we assign each state of the lattice its approximate location on the overall lattice. According to this, the initial state is assigned a time 0, the final states that do not have any outgoing transition are assigned a time 1. All the other states in between are assigned a real number in (0,1), obtained by dividing the average length of all paths up to that state by the average length of all paths that go through that state. As a result, for any transition T, the start state of T, S T s has a smaller time value than the ending state of T, S T e (i.e., tðS T s Þ < tðS T e Þ). These numbers can be computed by a forward and a backward pass through the lattice. We use these approximate state locations to obtain a time slot ts(T), for each transition T.
The pivot algorithm runs in O(n · k) time, where n is the number of state transitions in the lattice, and k is the number of chunks in the resulting structure, which usually is much less than n. For example, if the best path is used as the pivot baseline, then k is the length of the best path plus the number of state insertions made. Complexity-wise, it is faster than the sausage algorithm of Mangu et al. (2000) which runs in O(n 3 ) time. Recently, the SRILM toolkit (Stolcke, 2002) also includes a new algorithm to build word meshes (confusion networks, sausages) from lattices, that is faster than the original Mangu et al. method (Stolcke, 2004) .
Evaluation of the pivot algorithm
We performed a series of experiments to test the quality of the WCNs and the confidence scores on them. For these experiments, we used a test set of 2174 utterances (31,018 words) collected using the AT&T Spoken Dialog System used for customer care. In this application, the users of the system are greeted by the open ended prompt of How May I Help You? (Gorin et al., 1997) . The system then tries to understand the responses and act upon them. The language models used in all our experiments are trigram models based on Variable Ngram Stochastic Automata (Riccardi et al., 1996) . The acoustic models are sub-word unit based, with triphone context modeling and variable number of Gaussians (4-24). The word accuracy of our test set when recognized with these models (with a relatively smaller beam width) is 66.2%, and the oracle accuracy of the output lattices is 85.7%. This can be considered as an upper-bound on the word accuracy that can be obtained using these lattices.
Word confidence scores
To assess the quality of word confidence scores on WCNs, we consider a binary classification task in which we try to reject the misrecognized words, using a rejection threshold for word confidence scores. We plot curves of false rejection vs. false acceptance for this task using various confidence scores as threshold. False rejection is the percentage of words that are correctly recognized in the ASR output, but are rejected as their confidence score is below the threshold. False acceptance is the percentage of words that are misrecognized but are accepted as their confidence score is above that same threshold. When comparing two different sets of confidence scores, usually equal error rates (EERs) are used, which are the points on each curve, where false acceptance rate is equal to the false rejection rate.
In Fig. 3 , we have plotted the curves for four different types of confidence scores: the posterior probabilities of the transitions on the best path of the lattice computed during the first step of the pivot algorithm (ASR 1-best), the most likely path of the WCNs using approximate time information, consensus hypotheses of sausages (WCN output of Mangu et al. (2000) Õs algorithm), and the most likely path of the WCNs using state time information. Both WCNs and sausages result in better confidence scores than the naive approach of using the posterior probabilities on the best path of the lattice. Although the WCNs using state time information were generated in much less time than sausages, their curve is almost overlapping with the one obtained using sausages. When the time information is not available, the curve for the WCNs is only slightly worse than the one obtained using state times.
Another method for testing the quality of the confidence scores is checking the percentage of correctly recognized words for given confidence scores. One may expect k% of the words having the confidence score of k/100 to be correct. Fig. 4 shows our results using confidence score bins without using time information. As seen, the percentage of correctly recognized words in each confidence score bin increases almost monotonically as the confidence score increases.
Word confusion networks
The oracle accuracy of the WCNs in our test set is 86.7%, which is slightly more than the oracle accuracy of the lattices. This is because the alignment process creates new paths, increasing the chance of having the correct reference hypothesis in the WCNs. To assess the quality of the WCNs, we have computed oracle accura- cies after pruning the WCNs with two different criteria. The pruning eliminates very low probability transitions, which are very unlikely to contribute to spoken language understanding. In Table 1 , the oracle accuracies after pruning the WCNs by using a threshold for posterior probability are presented. Any arc which has a posterior probability less than k has been pruned from the WCN, then the oracle accuracy has been computed on the pruned WCN.
In Table 2 , the oracle accuracies after pruning the WCNs using the rank of the transitions are presented. In between any two states connected by a transition, only the top l transitions that have the highest posterior probability has been retained when computing the oracle accuracy. For example, if we use only the two transitions that have the highest posterior probabilities in between every two states, we can achieve an oracle accuracy of 75.5%. These numbers indicate that, even though we prune the word confusion networks significantly, we still get a high oracle accuracy, showing that the correct hypotheses words get a higher confidence score, and can contribute to spoken language understanding. Using the top candidates in the WCNs, instead of just the ASR 1-best hypothesis, it is possible to be more robust to ASR errors. The sizes (number of states and transitions) of the WCNs are much smaller than the sizes of corresponding lattices. In our tests, the size of the WCNs is 7% of the size of the lattices.
ASR run-time vs. EER
During ASR, the search space is constrained in order to speed-up the process, compromising word accuracy. We ran experiments to see how much pruning of the search space and output lattices affect the reliability of the confidence scores on the best path of the WCNs. Table 3 shows the ASR run-times, relative to the realtime duration of the utterances in the test set, the corresponding word accuracy of ASR 1-best hypotheses, the computation time for WCNs from the resulting lattices, and equal error rate of the word confidence scores extracted from those WCNs. The word accuracy as well as the quality of the confidence scores improve as we increase the size of search space, and both converge to an upper value. The WCN computation time also increases as we increase the size of the lattices, but even at the lowest EER, the run-time is less than 4% of the real-time utterance length.
Named entity extraction
Following the Message Understanding Conference (MUC) terminology (MUC-7, 1998), we call the information items, independent from the call-types, which are contained in the userÕs request, as named entities. They generally refer to proper-name identifiers, time identifiers, and numerical expressions.
In this study, we focus on two specific NEs, which can be found in a large number of human-machine spoken dialog applications: phone numbers and dates.
Representing named entities
NE detection methods can follow either a rule-based approach or a statistical-based approach. Rule-based approaches usually represent NEs by means of regular grammars, which are well suited for encoding numerical NEs or dates as they usually follow a set of fixed patterns. Another advantage of this technique is the possibility of representing the grammar by a Finite State Transducer that can output a value for each expression parsed and accepted. For example, the same normalized value 07/02/2000 corresponds to the following two expressions: the second of July two thousand and July the second two thousand.
Even though this method gives very good results on written text, the performance decreases when the text to process is the output of a speech recognizer. This is due to a lack of robustness towards speech recognition errors and spontaneous speech effects like edits, pauses, and repairs.
Statistical NE taggers are mostly used for processing ambiguous NEs such as organization names which are not easily modeled by hand written rules. They can also be used for any kind of NEs with very good results if enough training data is available. Because this kind of methods are able to accept and score any kind of word strings, they are much more robust to ASR errors and spontaneous speech effects than regular grammars. Furthermore, the noise generated by these errors can be explicitly modeled by training the tagger on a corpus The run-times are given as fractions of the real time duration of user utterances.
containing such phenomena. However, since in a Spoken Dialog context a normalized value has to be extracted from each NE detected, an extraction process has to be added to the tagging process.
Method proposed
The approach proposed follows the method described in Béchet et al., 2002 that integrates both statistical taggers and regular grammars in a 2-step approach. The aim of this method is to propose a new architecture for dialog systems that moves the automatic transcription process from the ASR to the SLU module. The output of the ASR is now a word lattice and it is the understanding module that is in charge of determining the word strings used.
For example, the following sentence:
I was charged for calling 1 2 3 4 5 6 7 8 9 0 and . . .
can be misrecognized by the speech recognizer as:
I was charged for calling 1 2 3 for the 6 7 8 9 0 and . . .
In this case, the 10-digit phone number is split into 2 sequences of digits. This error prevents the correct extraction of the phone number value if this word string is the only input of the SLU module.
In our model, a first understanding process guesses what kind of named entities are likely to occur in the utterance to process. Then some local models specific to each kind of NEs are applied on the speech areas previously selected. These two processes are briefly described in the following sections.
Detection and understanding module
In our system, the output of the ASR module is a word graph. In Section 3.3, we will discuss the advantages of turning this graph into a word confusion network as described in Section 2. In order to detect NE occurrences in the graph, we first apply a statistical NE tagger on the best path of the graph. This tagger is trained on a hand-labeled corpus that contains tags for specifying the beginning and the ending of all NE expressions.
For example, the sentence given as example in the previous section is labeled as: I was charged for calling <phone> 1 2 3 4 5 6 7 8 9 0 </phone> and.
This corpus is then aligned with the automatic transcription obtained from our speech recognizer in order to model the possible distortions which can occur during the recognition process. On the previous example we obtain: I was charged for calling <phone> 1 2 3 for the 6 7 8 9 0 </phone> and. Finally, the tagger is trained on such a corpus. See Béchet et al. (2002) for more details on the NE tagger.
Once the tagger is applied to the best path of a word graph, each NE detected is associated with its beginning and ending state in the graph corresponding to the first and last word of the NE expression. The extraction process uses these states to limit the search to the sub-graph located between them.
Transcription and extraction module
Once the understanding module has made some hypotheses about the content of a given sentence, thanks to the NE tagger, some local models are applied to the sub-graphs corresponding to each NE detected in order to output a transcription. These local models are linear context-free grammars coded in a finite state machine (FSM) format. These grammars can be either hand-written or data induced from a hand-labeled corpus. In the experiments reported in this work we used a hand-written grammar containing 44 rules for representing standard dates and phone numbers and a set of 400 rules automatically induced from our training corpus.
These grammars are not stochastic. They all represent a valid utterance of a given NE expression. The scoring of the different matches that can be obtained by applying a grammar to the word graph is done by mean of the confidence scores attached to each word of the graph.
The transcription process of a NE detected by the tagger consists of composing the sub-graph extracted by the tagger with the FSM coding the grammar related to the NE detected. By extracting the N-best paths in the composed FSM, we obtain several transcriptions corresponding to several possible values for the NE in the word graph.
The extraction process is a by-product of the transcription process. Indeed, the FSMs coding the grammars contain transduction information in order to output a formatted value for each expression accepted. For example, the date expressed by the two sentences: where <eps> is an epsilon symbol, $ordinal any ordinal number, $month a month name, $digit any digit symbol. On the output symbols, D is a digit corresponding to a day, M a digit of a month and Y a digit of a year. The first sentence is accepted by the first grammar rule and produces the following transduction (without the epsilon symbols): tenth/DD June/MM two/Y thousand/YY five/Y. It means that the two digits corresponding to the day have to be extracted from the ordinal number tenth, the two digits of the month from the month name June, the first digit of the year from the digit two, the following two digits from thousand and the last one from five. It leads to the expression: 10/DD 06/MM 2/Y 00/YY 5/Y. Similarly, the second sentence is accepted by the second grammar rule and produces the transduction: 06/MM 10/DD 2/Y 00/YY 5/Y. The last step in the value extraction consists in building the formatted values from the transductions obtained. This is straightforward thanks to the tags attached to each digit. For example, because the format YEAR/MONTH/DAY was chosen for representing the dates, the two sentences given as example both lead to the same value: 2005/06/10.
1-Best strings, word lattices and word confusion networks
Even if the method previously presented is designed to process word lattices, it can also be applied to single string of words by turning them into FSMs containing only one possible path. This allows us to compare the results obtained by the NE processing module with various output from the speech recognizer. Our point is to show that the understanding process of an utterance should be done before the automatic transcription process that outputs the 1-best word string.
Indeed, the 1-best string is calculated by means of probabilistic models which maximize globally the probability of finding the correct sentence. By having to perform equally well on every part of a speech input, the ASR models are not always able to characterize some local phenomenon properly. For example, it has been shown in Rahim et al. (2001) that having a specific model for recognizing numeric language in conversational speech improves the performances significantly. However, such a model can be only used to decode answers to a direct question asking for a numerical value, and, in a user-initiative dialog context, we do not know in advance what kind of language the caller is going to use.
By keeping a certain search space in the understanding module, we want to improve the understanding performance measured through the NE detection and extraction tasks. A similar approach is presented in Goel and Byrne (2000) . A Minimum Bayes-risk method is used to re-score an N-best list of string hypothesis in order to maximize the F-measure explicitly traditionally used for NE evaluation. In this case, the search space is limited to an N-best list and a slight improvement in the F-measure is obtained.
In our case, we decided to increase the search space to the whole word lattice or a compact version of it like the WCN structure presented in Section 2.
Experiments in NE detection and extraction
The experiments reported in this section are made on the AT&T Spoken Dialog corpus for two kinds of NE tags: dates and phone numbers. We chose these NEs in this study because they occur a large number of times in the corpus and they are not dependent on the context of the application. The phone numbers can occur in two kinds of sentences: answers to a direct prompt like Please give me your phone number starting with the area code, or embedded in a sentence without being asked. In the tables presenting the evaluation results, the first case is called as phone (1) and the second case is called as phone (2). The complexity of the recognition task differs according to the case considered: for phone(1) the sentence is very likely to contain only digits and the average sentence length is 10.9 words; for phone(2) the phone number is embedded in a sentence and the average sentence length is 39.2 words.
For the case phone(1), the test corpus is made of 617 sentences including 511 phone numbers. For phone(2) and the tag date, we use a 26K utterance test corpus representing 8.8K dialogs. These sentences contain 607 phone numbers and 465 dates.
We consider two tasks: NE detection and NE extraction. The detection task consists of detecting the occurrence of a NE expression from a given type regardless of its value, in an utterance. This information is very useful in a dialog application, for the Call Classification module (see Section 4) and the Dialog Manager. The extraction task associates to the detection process the extraction of the correct values of the NE expressions detected. The values have to be formatted, as presented in Section 3.2.2, and an extracted value is considered correct if its formatted value is identical to the reference one. We call this measure the understanding accuracy.
The results are given according to the following standard measures: precision P, recall R and F-measure F. They are defined as follows:
R ¼ # of correct answers # total of tags in the reference corpus ; ð5Þ
Detection results
The detection results in Table 4 clearly show that a very significant gain can be achieved by using word graphs instead of single strings as input of the understanding module: an average absolute gain of 8.6% in F-measure is obtained between 1-best strings and WCNs for the three kinds of NEs. Both word graph inputs (lattices and WCNs) give roughly the same results but it is important to point out that the detection process on the whole word lattices is much slower than the same process on the WCNs. This is due to the difference of size between these different structures.
Indeed, NE extraction from lattices took 0.42 times the real-time duration of the audio files (which does not leave much time for further processing in a real system) and from WCNs took 0.017 times, about 25 times faster. In these experiments, we used the lattices and WCNs on the fourth row of Table 3 , therefore, the WCN computation overhead is only 0.0078 times real-time. Even with the WCN computation time, NE extraction from WCNs is much faster than lattices, without degrading performance.
Extraction results
The extraction results presented in Table 5 are contrasted: for the date entities, a very significant gain in Fmeasure is obtained by using word graphs, and especially WCNs, instead of 1-best strings; however, despite the gain in F-measure for the detection of phone number entities, there is no gain in the extraction F-measure for phone(1) and phone(2) entities with lattices and even some loss with WCNs.
A closer look to these results shows that if the F-measure is not improved for phone number extraction, a significant gain in the recall measure both for lattices and WCNs (6% absolute gain with lattices and 4% absolute gain with WCNs for phone (1)) is achieved. This means that more correct telephone values are extracted with the word graphs. However, at the same time, a lot of the phone numbers correctly detected according to the results obtained on NE detection are associated with incorrect values.
This can be explained by the following remark: the phone numbers detected in the word graphs and not in the 1-best strings are very likely to contain errors as the most probable words according to the general models are not the correct ones. This indicates a noisy recognition and the probability of having at least one error in the 10 digits of each of them is quite high. Therefore it is interesting to consider not only the first value given by the NE extraction process but the N first values (N-best). LetÕs point out that this situation is realistic in a spoken dialog context as it is often possible to use some contextual information in order to disambiguate several outputs (for example, a directory containing valid phone numbers). This is illustrated by Fig. 5 that shows the F-measure results for different size of N-best lists, from 1 to 10, for the tag phone(1). Four different inputs are compared:
(1) 1-best: best strings of words output by the ASR module; (2) lattice (x25): word lattices with no pruning (25 times slower than WCNs); (3) lattice (x6): word lattices pruned in order to be only 6 times slower than the corresponding WCNs; (4) WCN: word confusion network.
As we can see, word graph inputs outperform significantly 1-best string inputs if more than one value is kept for each entity detected. For example, by keeping the first 3 values, we obtain an absolute gain of 5% in the F-measure with WCNs instead of 1-best strings. The comparison between WCNs and lattices highlights the benefits obtained with the method presented in this paper over a simple pruning of the word lattices: even though full lattices (x25) give better results than WCNs, the time needed to process them makes them difficult to use in a real application. Pruning lattices is not a solution as Fig. 5 shows that the performance decreases very significantly. Therefore, WCNs are a good way of compacting lattices for NE detection and extraction without decreasing the performance.
Call classification
In goal driven human-machine dialog, the other key component of the understanding process is determining the intent of the speaker. This step can be framed as a multi-label multi-class classification problem for goal-oriented call routing systems Natarajan et al., 2002; Kuo et al., 2002; Schapire et al., 2002) . We assume that the call-types are pre-defined and applicable to all utterances in the conversation.
In this work, we exploit the error estimates from ASR and multiple hypotheses encoded in a WCN to improve the user intent classification, making it more robust to ASR errors.
In our previous work, we have presented methods to exploit word confidence scores (Rose et al., 2001; Tur et al., 2002) and WCNs (Tur et al., 2002) for a Bayesian classifier with feature pre-selection.
A simple Bayesian classifier tries to estimate the posterior probabilities using the well-known Bayes formula
where C i is a call-type and W is the utterance (or ASR 1-best). Instead of using all words in the utterance, selecting some salient phrases, f i (W), among possible features (n-grams) beforehand for each call-type, C i , is reported to greatly improve the performance (Gorin et al., 1997) . The posterior probability, P(C i |f i (W)), is thus computed just using those features. It is then straightforward to embed the ASR word confidence scores during run-time in this framework. We have simply estimated the salient feature weights from the word confidence scores and adjusted the posterior probability accordingly P ðC i jf i ðW ÞÞ Â P ðf i ðW ÞÞ. In that previous work, we have reduced the call classification error rate for a given false rejection rate about 20% relatively. Obviously, if the salient feature selection step is skipped and all words in the utterance are used for all call-types, then this method will not work since the same words are considered for all call-types, and the probability of each call-type is scaled by the same factor.
In this study, we employ an off-the-shelf discriminative classifier, namely Boosting, without assuming any feature pre-selection. In this section, we propose algorithms for exploiting WCNs for call classification. We suggest methods independent of the classifier used and a method with a new formulation for Boosting family of classifiers. The mathematical formulation of the algorithm allows to exploit confidence scores from a ASR 1-best output or from WCNs.
Exploiting word confusion networks
We propose various methods to exploit WCNs. In all of them the main idea is to extend the feature space of the classification algorithm using the WCNs also considering the word confidence scores. The first method is independent of the classifier used, and serves as a baseline to evaluate other methods. It aims to filter or bin the features used according to the word confidence scores obtained from the WCN. The second and third ones are specific to Boosting. One of them aims to change the weak learner found, and the other one aims to change the way weak learners are used during run-time.
ASR output filtering and binning
One approach for handling ASR errors during semantic classification is filtering out words that have very low confidence scores from the ASR output during run-time. In order to determine this threshold one can use a development test set or select the confidence score for which the percentage of misrecognized words is the same as the correctly recognized words. In this approach one can keep the training as is, and just do the filtering during run-time.
In the cases where the ASR output for the training data is also available, binning the training and test words using their confidence scores is another approach. To implement binning, each word w in the training data is replaced with w_0 if its confidence score is less than or equal to a threshold t 0 , and w_i if its confidence score is in (t i À 1 , t i ], where t 0 < t 1 < Á Á Á < t i À 1 < t i < Á Á Á < t k = 1.
Extended boosting algorithm
Boosting aims to combine ''weak'' base classifiers to come up with a ''strong'' classifier (Schapire and Singer, 1999) . This is an iterative algorithm, and in each iteration, a weak classifier is learned so as to minimize the training error. Details of this algorithm can be found in Appendix A. Assume that weak learners make their predictions based on a partitioning of the domain X into disjoint blocks X j . An instance would be partitioning with respect to the absence or presence of a feature. Then one can define the output of the Boosting classifier, f(x, l), for each class, l, for a given object, x 2 X j , as in Eq. (A.2)
where c t jl is score of the weak learner c jl for iteration t and a t is the weight of the base learner. In this work, we employed the Boostexter (Schapire and Singer, 2000) tool and used word n-grams (phrases) as features, where the weak learners partition the domain with respect to the absence or presence of an n-gram. For call classification, where the input of the classifier is the ASR output, it is clear that instead of making the binary decision of absence or presence of a feature, it makes more sense to exploit confidence scores obtained from the word confusion networks. This requires the following extension to the above formula:
where p(j) is the probability of being in the partition X j , estimated by the confidence scores of the WCN. We have used the average of the word confidence scores in that phrase as the feature weights. This is a very similar approach to our previous work on exploiting ASR word confidence scores in a Bayesian classifier with feature selection. In this case, we exploit the fact that Boosting is already selecting features for classification, so we simply weigh them. Note that this change takes place only during run-time, but it is possible to extend the algorithm so that the weak learners consider all the features in WCNs with their confidence scores. Here, we train the weak learners from human transcribed data, which do not contain any confidence scores (i.e., the confidence score of each word is 1).
Boostexter with scored features
Boostexter already has the capability of exploiting the scores associated to the features. These scores can be any real number and is not limited to the interval [0, 1]. Instead of using two partitions, i.e., absence and presence of a feature, the weak learner tries to come up with three partitions, i.e., absence of a feature, presence of a feature with a score more than some threshold and less than that threshold. This threshold is also learned from training data. Unlike the previous approach, this method changes the model learned when the confidence scores for the training data is available.
Experiments for call-type classification
In order to evaluate the proposed methods to exploit WCNs for call classification, we have again used the utterances collected from the AT&T Spoken Dialog application. We first describe our data and the evaluation metrics used to compare model performances, then show results. Table 6 summarizes the amount of data used for training and testing for this task along with the total number of call-types, average utterance length, and call-type perplexity. Perplexity is computed using the prior distribution of the call-types in the training data.
Data

Evaluation metrics
The goal of call classification is to accept (give a confidence higher than some threshold) only the true (according to manual labels) call-types and reject others for a given utterance. In consistent with the machine learning community, while evaluating the classification performance, we used the recall and precision metrics with micro-averaging considering multiple call-types. Recall, R, is defined as the proportion of all the true calltypes that are correctly deduced by the classifier. Precision, P, is defined as the proportion of all the accepted call-types that are also true: R ¼ # of true positives # of true call-types ; P ¼ # of true positives # of accepted call-types .
Results
The recall vs. precision numbers when we used the transcriptions of utterances during training, and the ASR output, as well as filtered ASR output of the test data is given in Fig. 6 . In order to evaluate this approach, we have used the WCN 1-Best string to have word confidences. To select the threshold for filtering words from the ASR output of the test set, we first computed confidence scores for the words in the training set. We divided all the words into bins using their scores. We selected the confidence score for which the percentage of misrecognized words is the same as the percentage of correctly recognized words. As a result, 0.63 was selected as the threshold, and 11.4% of the words are filtered from the ASR output of the test data. Filtering low confidence words resulted in slightly better Precision at high Recall levels (see Fig. 6 ). We also tried other thresholds, but could not obtain better results. Binning the words using their confidence scores did not result in significant improvements, either. Fig. 7 presents our results using extended Boosting with only WCN 1-best (or consensus hypothesis). Topmost curve is obtained using human transcriptions and bottom-most one using ASR 1-best. In order to show the potential improvement using WCNs, we have first made an experiment by keeping all the n-grams of the WCNÕs best path occurring also in the human transcriptions. This is the upper bound we can get by using WCN 1-best, shown by the curve with circles. The improvement using extended Boosting is shown by the curve just below that. As seen for all thresholds, we obtained better recall and precision values than using ASR 1-best, and we achieved one third of the way to the upper bound. Fig. 8 presents our results using extended Boosting using the whole WCNs. Similar to the previous figure, the upper bound is now much closer to the curve obtained using human transcriptions. Exploiting the whole WCNs we have obtained better performance especially on high rejection thresholds. For lower thresholds using just the consensus hypotheses gave better results. This may be due to the n-grams found in the WCN increasing the false positives. On the average, for a given recall, we significantly 4 decreased the error rate (1 À precision) by 5-10%.
Using Boostexter with scored features did not help, actually we have got significantly inferior results on the test set although training set error rate was lower. This may be due to lack of training data to generalize or determine the threshold for each weak learner.
Conclusions
In this paper, we have shown the benefits of a tighter integration of the speech recognizer with the following spoken language understanding, by using a richer representation to describe an ASR output. We have presented novel algorithms to use WCNs obtained from ASR word lattices instead of ASR 1-best for named entity extraction and call classification tasks. It is also possible to use the proposed methods for other speech processing tasks, such as speech to speech machine translation and information retrieval from speech. We have evaluated these methods using a large corpus of utterances collected using the AT&T Spoken Dialog System for customer care. For named entity extraction, we have improved the accuracy significantly by using both word lattices and WCNs, but processing of WCNs has been 25 times faster than lattices, which is very important for real-life applications. For call classification, we have shown between 5% and 10% relative reduction in error rate using WCNs compared to ASR 1-best output. 4 Using Z-test at 95% confidence.
The bound in Eq. (A.1) is important, because in order to minimize this training error, now it is a reasonable approach to minimize Z t on each round of boosting. This leads to criteria for finding weak hypotheses, h(x,l), for a given iteration. Assume that weak learners, h, make their predictions based on a partitioning of the domain X into disjoint blocks X j . Let c jl = h(x, l) for x 2 X j , then Schapire and Singer have proved that the optimal c jl is given by 
