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Advisor: Professor Jia Xu
This thesis aims for general robust Neural Machine Translation (NMT) that is agnostic to
the test domain. NMT has achieved high quality on benchmarks with closed datasets such as
WMT and NIST but can fail when the translation input contains noise due to, for example,
mismatched domains or spelling errors. The standard solution is to apply domain adaptation or
data augmentation to build a domain-dependent system. However, in real life, the input noise
varies in a wide range of domains and types, which is unknown in the training phase. This thesis
introduces five general approaches to improve NMT accuracy and robustness, where three of them
are invariant to models, test domains, and noise types. First, we describe a novel unsupervised
text normalization framework Lex-Var, to reduce the lexical variations for NMT. Then, we apply
the phonetic encoding as auxiliary linguistic information and obtained very significant (5 BLEU
point) improvement in translation quality and robustness. Furthermore, we introduce the random
clustering encoding method based on our hypothesis of Semantic Diversity by Phonetics and
generalizes to all languages. We also discussed two domain adaptation models for the known
test domain. Finally, we provide a measurement of translation robustness based on the
consistency of translation accuracy among samples and use it to evaluate our other methods. All
these approaches are verified with extensive experiments across different languages and achieved
significant and consistent improvements in translation quality and robustness over the state-of-the-
art NMT.
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Chapter 1
Introduction
Machine Translation (MT) is the process of automatically translating a given sequence of words
from one natural language to another. A simple word-by-word dictionary for translation [Bro97]
does not give an accurate result due to the high complexity of natural languages. Researchers have
proposed different translation systems which can broadly be divided into three main types:
• Rule-based Machine Translation (RBMT) [Rei60, SI91, RDMCO01, FGRN+11] uses gram-
mar rules and dictionaries created using the linguistic knowledge of the source and target
language.
• Statistical Machine Translation (SMT) [KOM03, KHB+07, Chi05, YK01, CW07, ON04,
CKK05, Och03, Lee04] consists of various statistical models (language model, translation
model, and alignment model) fine-tuned on bilingual text.
• Neural Machine Translation (NMT) [SVL14, CvMBB14a, BCB15, GAG+17, VSP+17] is a
deep learning based approach to machine translation.
Neural Machine Translation (NMT) is an end-to-end approach that uses neural networks to
predict a sequence of words (typically a sentence) in the target language given a sequence of source
language words as input. Most NMT systems train a single encoder-decoder model [CvMBB14b].
This method is in contrast to dealing with expensive dictionary creation as in RBMT to build a
system that is neither easily scalable to more massive datasets nor adaptable to other domains.
Training an NMT system is also simpler than trying to fit a pipeline of separately trained subcom-
ponents as in an SMT system.
NMT has achieved state-of-the-art results [BCF+17, VSP+17], and has shown remarkable trans-
lation quality in large-scale system [WSC+16]. These state-of-the-art MT systems are trained
with massive human-labeled samples and have achieved high accuracy in evaluations [BCF+18a]
However, these results are mainly on (1) resource-rich languages, e.g., English-German or English-
1
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Figure 1.1: BLEU score (%) compared for phrase-based SMT & NMT for different data size [KK17]
Chinese or (2) resource-rich domains, e.g., the news domain [BCF+18b]. These corpora have large
amounts of training data and also have minimal spelling errors or grammatical mistakes [MN18a].
1.1 Motivation
Training a robust domain-specific1 NMT model poses similar challenges to training on a low-
resource language due to the scarcity of domain-specific data. [KK17] train separate NMT systems
on five different domains [Tie12] and another NMT system using the combined data from all the
domains.
High quality large parallel text is widely available for English with some European languages,
however, for the majority of language pairs there are only a few or no parallel corpora available.
There is even less parallel data available for specific domains. Both SMT and NMT have steep
learning curves for the amount of training data [TDBC08, KK17] which results in poor translation
quality in a low-resource scenario [DNST13, ZYMK16, GHDL18].
Fig. 1.1 shows the impact of translation performance on the size of the parallel data. English-
Spanish MT systems using WMT data2 were trained by [KK17] to compare the data needs for SMT
[KHB+07] and NMT [SFC+17] models. [KK17] experimented with 11024 ,
1
512 , · · · ,
1
2 and all of the
1A domain in machine translation is a corpus from a specific source which may differ from other domains in
topics, genre, style, level of formality, etc [KK17].
2http://statmt.org/wmt13/translation-task.html
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Figure 1.2: BLEU score (%) when system trained on one domain (rows) and tested on another
domain (columns) [KK17]
data for training each model. It can be observed that NMT exhibits a much steeper curve starting
at a BLEU score3 of 1.6% compared to 16.4% for SMT using 11024 of the data and outperforming
for both SMT models for the full data set. BLEU scores using the complete data are 31.1% for
NMT, 28.4% for SMT and 30.4% for SMT with big language model.
Out-of-domain sentences are very common in real-life scenarios, for example, datasets extracted
from online conversations4. Fig. 1.2 shows that the degradation in performance on out-of-domain
test data. Left bars are for NMT system and the right bars are for SMT system. The performance
decrease for NMT system is much more significant compared to SMT, with a maximum difference of
8.5 BLEU points. Moreover, noisy sets due to string distortions like typos, slang, dialect, idiolect,
and informal use of languages such as acronym, abbreviation, and emoji can have adverse effects
on NMT and lower translation quality [BB18, KK18, WWH+18].
Research in improving translation quality has branched into two main directions: domain adap-
tation [XDGN07, FK07, Jia08, CDF+13, FA16a, WFUS17, vdWBM17, ZPSM+19] and noisy data
augmentation [Xu13, Che13, LMH+18, KLEG19, VSSN19]. Both leverage the datasets between
training and testing but one with aspects of the domain and the other with text expression, re-
spectively. However, they focus only on specific types of adversarial inputs and adapt the models
to be robust against those inputs. Such methods only work if the type of noise is known apriori,
which is not the usual case. Therefore, even though experiments have demonstrated that these
methods are effective, they can be inefficient for NMT training due to a large number of string
perturbations and possible domains. More importantly, they cannot be generalized to an arbitrary
distorted test set if nothing about its distribution is known in advance.
3BiLingual Evaluation Understudy is a quick, inexpensive, and language-independent automatic machine trans-
lation evaluation method that correlates highly with human evaluation [PRWZ02]. BLEU metric ranges from 0 to
1 with a score of 1 for the translation being identical to a reference translation.
4https://github.com/pmichel31415/mtnt/releases/download/v1.1/MTNT.1.1.tar.gz
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Figure 1.3: Thesis Flow Diagram
1.2 Outline
This work focuses on different key points in the NMT pipeline and proposes modifications to
achieve a more robust Neural Machine Translation model. Additionally, the work also provides
empirical verification for the methods used and perform an error analysis on the output.
Fig. 1.3 gives the flow diagram of the structure of this thesis. An NMT system is composed
of preprocessing (text normalization), text encoding, training, search, and evaluation. For each
component, new approach is proposed to improve the NMT performance independently. In this
thesis, I outline them as a pipleline to add up the gain of improving robustness from each step.
The input given to the NMT system is (1) pre-processed and normalized using a lexical nor-
malization framework. After this (2) the input data is encoded into another form based on the
pronunciation (phonetic encoding) of each word and used as auxiliary input. Then (3) the train-
ing procedure the NMT model is updated using transfer learning and data selection methods for
better translation performance. This step also optimizes the decoding phase by using checkpoint
ensemble to maximize the performance. Finally, (4) an evaluation measure of robustness is defined,
which computes the robustness of the NMT system based on the consistency of the translations
rather than the accuracy.
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Pre-processing (Lex-Var) Normalization is one of the most critical steps when training for
informal data. An automatic system that converts the variations found in the input text into a
standard representation will clean the data and hopefully improve the translation performance. The
preliminary work has been published in [RQU+15]. A normalization framework is created which
finds lexical variations in non-standard text and tested it on real-world data. A K-Medoids based
clustering method with string, phonetic, and contextual features are used to define the custom
similarity measure. The feature weights and the similarity threshold are optimized using Nelder-
Mead method. The details of this framework, the experiments, and the results are mentioned in
Chapter 3. The outputs from this system can be used to normalize a given text by using a word
in each group as a representative of that group. The next step is to use this normalized input text
and train a translation system on it.
Auxiliary Information (Phonetic Encoding) Much research has been carried out to use
auxiliary information to improve NMT performance [GMBB16, SH16, ALL+16]. Chapter 4 pro-
poses a novel approach is introduced to using phonetic information as auxiliary data. Experiments
with different phonetic and logogram encoding methods were carried out to encode the source text.
This encoded data was used as additional information and fed to the NMT system. Additionally, a
hypothesis for the improved performance is put forward and verified. Based on this hypothesis, an
artificial method is developed, which gives a higher translation accuracy than the above encoding
methods. This work has been published in [KX19].
Encoder-Decoder Training (Domain Adaptation) and Search (Ensemble) A general-
purpose NMT system has limited applications as they are sensitive to the style, sentence structure,
and terminology of the training data. Therefore, a model trained on the News domain may not
give a high-quality translation for the Biomedical domain. Improving the performance on a specific
domain (in-domain) by leveraging the data from a general domain (out-of-domain) is called domain
adaptation. Chapter 5 describes two different methods that use additional out-of-domain data to
improve the performance on an in-domain task. Transfer learning is carried out to use knowledge
from out-of-domain model and use it for in-domain test data. Data selection uses four different
1-gram, 3-gram, and 5-gram features to select sample of the complete data. A sorting-based and
a greedy algorithm is proposed. Additionally, the translation performance in the decoding step
is also improved by ensemble of different epochs. Search is carried put for which epoch numbers
give the maximum performance. The transfer learning and ensemble work has been published
[KPXF18].
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Evaluation (Robustness Measure) Robustness is typically defined by the worst-case perfor-
mance of a system on specific test data. This definition is not usually helpful as the worst-case
is infrequent, especially for synthetically generated noisy data. Chapter 6 focuses on defining ro-
bustness as consistency in the performance of an NMT model. The more consistent the behavior
is, the more consistent the performance, and therefore more robust the system. This definition
is extended to a probabilistic definition and tested on four different NMT models. Additional
human evaluation is carried out to understand how the definition correlates to human perception
of robustness.
1.3 Contributions
The key contributions of this work are mentioned below:
• Pre-processing of NMT input
– Propose a general framework for normalizing words in an under-resourced language that
allows user-defined and machine-learned features for phonetic, string, and contextual
similarity.
– Present the first detailed study of Roman Urdu normalization.
– Propose UrduPhone for the phonetic encoding of Roman Urdu words.
– Perform an error analysis of the results, highlighting the challenges of normalizing an
under-resourced and non-standard language.
• The encoding methods as auxiliary input to NMT system
– Propose and verify the hypothesis of semantic diversity by phonetics.
– Add phonetic information from the source input text, obtained using the algorithms
such as Soundex, NYSIIS, and Metaphone for western languages: English, French, and
German, IWSLT data. For Chinese, a Logogram encoding, Wubi, was applied. Both
phonetic and logogram encodings as auxiliary inputs significantly improve translation
results.
– Propose random word/character clustering which significantly improves NMT. This em-
pirical finding aligns with the empirical justification of why phonetic encoding improves
translation accuracy.
– Experimentally validate the methods on a large English-French data set (WMT’18
Biomedical) and also on out-of-domain test data (MTNT’19 & WMT’15 NEWS).
– Experiment the method on noisy training and noisy test datasets.
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• Model training using domain adaptation methods
– Extend and use the commonly used domain definition to corpora with different marginal
probabilities.
– Test the above definition on three different English-French datasets (WMT’14 NEWS,
WMT’14 Biomedical, and WMT’18 Biomedical).
– Experimental evaluation of how extending the domain definition improves the transla-
tion performance.
– Propose a data selection technique using four different selection features including per-
plexity, K-L Divergence, TFIDF, and cross-entropy.
– Develop sorting-based and greedy algorithms for data selection with 1, 3, and 5-gram
features.
– Propose submodularity-based features for data selection.
• Evaluating robustness of different NMT systems
– Define robustness in contrast with the typical notion of performance in worst-case sce-
narios.
– Develop another definition of robustness measure which is probabilistic and based on
Chebyshev’s inequality.
– Experimentally validate the above definitions on four different NMT models using cross-
validation technique to simulate the scenario of unknown test data.
– Conduct human annotation experiments as a comparison with the robustness measure.
The code for the lexical normalization framework have been made publicly available to the
GitHub repositories.5
1.4 Data
Every Machine Translation system is trained using bilingual, sentence-aligned corpus. There are a
number of corpora which are commonly used for training. Most of these corpora are provided by
MT competitions. The list of datasets used are given in Table ??. These are given below:
• Workshop for Statistical Machine Translation (WMT): It is an annual machine translation
competition which also gives public access to several datasets in different domains
5https://github.com/abdulrafae/normalization
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– NEWS6: This contains data from sources including European Parliament, United Na-
tions, News Commentary, and Wikipedia Titles in ten different language directions.
The maximum size is of 40 million sentences for English-French data.
– Biomedical7: This includes data from different medical texts including UFAL Medical
Corpus, EDP, and Medline scientific publications and ReBEC clinical trials in five differ-
ent language directions. The English-French data is approximately 2 million sentences
for WMT’18 and 18 million for WMT’14
– Robustness8: This includes data from Reddit in English-French and English-Japanese
language directions. The data size is roughly 40K sentences.
• International Workshop on Spoken Language Translation9 (IWSLT): It is an annual machine
translation competition which provides parallel data to the general public from TED Talks
in seven different language directions. The data sizes are roughly 200K sentences.
• Language Data Consortium10 (LDC): This has data from different domains including SMS
and phone call transcription across different languages. It is only available to LDC members.
The data contains around 2 million sentences.
Additionally, for lexical normalization framework four Roman Urdu datasets and one English
language dataset was used. The training corpora are given below:
• Roman Urdu
– SMS (small & large): Two datasets provided by Chopaal, an SMS based social network.
This contains a vocabulary of around 89K words.
– Web: Scrapped data from different websites including blogs and forums. This data has
a vocabulary of 3K words.
– CFMP: SMS based feedback by people who availed public services. This has a vocabu-
lary of roughly 100K words.
• English: Twitter Part of Speech data provided by [DRCB13]. This data has a vocabulary of
roughly 3K words
The gold standard data used by Roman Urdu is based on the SMS small data provided by
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Dataset Method Language(s) Statistics
SMS (small) Lex-Var Roman Urdu 89K words
SMS (large) Lex-Var Roman Urdu 366K words
Web Lex-Var Roman Urdu 21K words
CFMP Lex-Var Roman Urdu 101K words
Twitter Lex-Var Roman Urdu 3K words
IWSLT’17 Phonetic Encoding English-French, English-German, 200K sentencesEnglish-Chinese
WMT’14 News Domain Adaptation English-French 32M sentences
WMT’14 Biomedical Domain Adaptation English-French 18M sentences
WMT’18 Biomedical Domain Adaptation English-French 2.5M sentences
WMT’14 News Robustness English-French 32M sentences
WMT’18 Biomedical Robustness English-French 18M sentences
IWSLT’17 Robustness English-French 200K sentences
MTNT’19 Robustness English-French 40K sentences
Table 1.1: Data Stats
The list of datasets, the methods using them, the languages and the statistics are mentioned
in Table 1.1.
1.5 Organization
The rest of the thesis is structured as follows. Chapter 2 describes the background of Neural
Machine Translation. It also describes the basic components of the NMT system as well as different
types of architectural updates used. Chapter 3 describes the problem of the lexical normalization
of an under-resourced language. Then it describes the clustering framework for the normalization
problem, including the similarity features used. It additionally describes the evaluation criterion,
the research experiments, presents the results, and the error analysis. Chapter 4 describes how
simple auxiliary information, including phonetic and logogram based encoding, improves NMT
performance. It also introduces and verifies a hypothesis that phonetic representations correspond
to semantically diverse words. Chapter 5 describes how transfer learning and data selection can be
used to improve the translation performance. The experiments are carried out on WMT News and
WMT Biomedical domains data. Additionally, a simple search based ensemble method to improve
the output quality is also described. Chapter 6 defines the evaluation of NMT models based on a
robustness definition. This definition can then be used for measuring the robustness of any MT
system’s output. Chapter 7 concludes the dissertation.
Chapter 2
Neural Machine Translation
In contrast to Statistical Machine Translation (SMT) [BPPM93, KOM03, KHB+07] which needs to
deal with word alignments, translation rules, and complicated decoding algorithms, Neural Machine
Translation trains a single end-to-end model for translation. Recently neural machine translation
has shown significant improvement in translation quality [BCF+17, VSP+17] over SMT systems,
creating a renewed interest in the field. Any NMT architecture consists of a neural network-based
encoder-decoder model [CvMBB14b], which implicitly learns the above components.
2.1 Neural Networks
Neural Networks (NNs) are a type of connectionist models with the ability to learn without the
dependency on task-specific rules or features which have drawn an increasing research interest.
There are three main types of neural network architectures.
• Feed-forward network (FFN) [MP43, Ros57] in which neurons in every layer have directed
connections only to the neurons of the subsequent layer.
• Recurrent neural network (RNN) [Gur97, SA08] captures temporal dependencies via cycles in
the network; thus, in theory, it can represent information from an arbitrarily long sequence.
• Convolutional neural network (CNN) [Fuk80, DGG+89, LBD+89] extracts local features from
the input using convolutional, activation, and sub-sampling layers and combine these features
to higher-level features.
• Self-Attention Network [VSP+17] is recently proposed neural network which uses multi-
headed attention mechanism to replace RNN or CNN.
Unlike FFN, input for RNNs can be of a variable length, which makes it an ideal candidate for
10
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NMT [SVL14], where every sentence may not be of the same size. Recent research has proposed
using other types of neural networks [GAG+17, VSP+17] for MT.
2.2 NMT Input
The first step in any NLP task, including MT, is pre-processing the data. The text is tokenized
(typically on punctuations) and truecased [LIRK03]. Then the source and target vocabulary are
extracted from the respective corpora, and each word in the vocabulary is assigned an id. Addi-
tional sentence start and end tokens are added to the vocabulary. Finally, the text in the data is
replaced with the corresponding ids and binarized to make loading the data more efficient.
Word Embeddings Instead of one-hot-encoding for every word, [BDVJ03] proposed learning the
distributed representation of words in a vector space for statistical language modeling. [MCCD13]
proposed an efficient method of computing continuous vector representations of words. The learned
vectors explicitly encode many linguistic regularities and patterns, which can be represented as
linear translations [MSC+13a]. For example, the result of the vector calculation vec(“Berlin”) -
vec(“Germany”) + vec(“France”) is closest to vec(“Paris”) than any other word vector.
Sub-word Units As NMT models use a fixed vocabulary, [SHB16b] proposed encoding out-of-
vocabulary words as a sequence of wordpieces or subword tokens. The intuition is to represent
rare words, including morphological variants and compound words, as a combination of frequent
words. This method improves the performance over a back-off dictionary approach.
2.3 Encoder-Decoder Model
NN’s requirement of inputs and the outputs to be encoded into fixed dimension vectors limit
the application on problems where the sequence lengths are not known apriori. [SVL14] used an
RNN which computes the output sequence (y1, · · · , yT ′) given an input sequence (x1, · · · , xT ).
[CvMBB14b] proposes an RNN (encoder) which maps the input sequence to a fixed-length vector
(context), and another RNN (decoder) maps this vector representation to the target sequence. The
encoder and decoder (Fig. 2.1) are jointly trained to maximize the conditional probability of the
target sequence given the source sequence.
At each time step t, the encoder RNN updates its hidden state ht as ht = f(ht−1, xt) using a
non-linear activation function f , the value of the previous hidden state ht−1, and the input word
xt. The decoder hidden state zt is computed by the previous hidden state zt−1, the context vector
c and the previous target word yt−1 using the equation zt = g(zt−1, yt−1, c).
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Figure 2.1: Encoder-Decoder model by [CvMBB14b]. Input sequence is encoded into a context
vector s which is decoded to the output sequence.
The basic encoder-decoder architecture was extended [BCB15] by allowing the model to auto-
matically search for parts of a source sentence that are relevant to predicting the target word. A
neural network alignment model, commonly called the attention mechanism, computes the expec-
tation over all possible alignments as a weighted sum over the annotations (encoder hidden states)
as ci =
∑n




hj hidden states of a bi-directional RNN [SP97]
are concatenated to obtain an annotation for each word xj . The weight αij for each annotation
hj is computed as αij =
exp(eij)∑n
k=1 exp(eik)
where eij = a(si−1, hj) is the alignment model (scoring how
well xi and yj match) jointly trained with the system.
Researchers have observed the difficulty of RNNs in capturing long-term dependencies as the
gradients tend to either vanish or explode [BSF94]. This problem prevents the network weights
from changing during back-propagation and can completely stop the network from further train-
ing. [HS97] proposed a long short-term memory unit (LSTM) having four gating units to control
the information flow adaptively. The Gated Recurrent Unit (GRU) [CvMBB14b] uses a simpler
architecture with two gates instead of three. Other variants of memory units include peephole
LSTM [GS01], convolutional LSTM [SCW+15], and minimal GRU [HS17].
One common improvement to enhance the translation quality is to increase the depth of the
NMT system. [BHS+17] proposes a novel architecture called deep transition model. Google Neural
Machine Translation (GNMT) architecture [WSC+16] trained a deep LSTM network with eight
layered encoder and decoder using parallel GPUs. Inspired by the recent success of Generative
Adversarial Networks (GANs) [GPM+14], [WXZ+17, YLJ+17] employ adversarial training to the
NMT system where a generator and a discriminator model compete in a minimax game. Instead
of RNN, [GAG+17] proposes a CNN encoder-decoder architecture. [VSP+17] observed state-of-
the-art results using an attention-based architecture dispensing the recurrent and convolutional
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models entirely.
2.4 NMT Output
Normally a post processing step is carried out to remove the BPE encoding from the output and
also to de-tokenize and de-trucase the sequence. The result is compared to a reference translation
and an evaluation measure quantifies the translation quality. A list of commonly used evaluation
measures is present in Chapter 6.1.
Chapter 3
Pre-processing
This chapter describes the Lexical normalization framework used as a pre-processing tool. The
framework normalizes the noisy (non-standard) input given to the NMT system to a standard form
which can then be input to the NMT system. This step helps improve the translation quality and
the robustness of the model.
Lexical normalization has been addressed for standardized or resource-rich languages like En-
glish, e.g., [Jin15, HCB13, GHM11]. For such languages, the correct or standard spelling of words
is known, given the standard existence of the lexicon. Roman Urdu is a transliterated form of the
Urdu language written in Roman script. It does not have a standardized lexicon. That is, there
is no standard spelling for words. Therefore, each word observed in a corpus can potentially be a
variant of one or more of the other words appearing in the corpus. The goal of lexical normalization
is to identify all spelling variations of a word in a given corpus. This challenging task involves nor-
malizations associated with the following three issues: (1) different spellings for a given word (e.g.,
kaun and kon for the word [who]); (2) identically spelled words that are lexically different (e.g.,
bahar can be used for both [outside] and [spring]); and (3) spellings that match words in English
(e.g., had [limit] for the English word had). The last issue arises because of code-switching between
Roman Urdu and English, which is a common phenomenon in informal Urdu writing. People often
write English phrases and sentences in Urdu conversations or switch language mid-sentence, e.g.,
Hi everyone. Kese ha aap log? [Hi everyone. How are you people?]. This work focuses on finding
common spelling variations of words (issue (1)), as this is the predominant issue in the lexical
normalization of Roman Urdu and does not address issues (2) or (3) explicitly.
Concerning issue (1), it is observed that Urdu speakers transliterate Urdu script into Roman
script, but often move away from the transliteration in favor of a phonetically closer alternative. A
commonly observed example is the replacement of one or more vowels with another set of vowels
that has a similar pronunciation (e.g., janeaey [to know] can also be written as janeey). Here,
14
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the last characters ‘aey’ and ‘ey’ give the same pronunciation. Another variation of the previous
word is janiey. Now the character ‘i’ is replacing the character ‘e.’ In some cases users will omit a
vowel if it does not impact pronunciation, e.g., mehnga [expensive] becomes mhnga and similarly
bohut [very] becomes bht. Another common example of this type of omission occurs with nasalized
vowels. For example, the Roman Urdu word kuton [dogs] is the transliteration of the Urdu word
àñ

J» . However, often, the final nasalized Urdu character à is omitted during conversion, and the
Roman Urdu word becomes [kuto]. A similar case is found for words like larko [boys], daikho [see],
nahi [no] with final ‘n’ omitted. Some of these characteristics are incorporated in the encoding
scheme UrduPhone (See Section 3.1.3.1 and Table 3.2 for more details on UrduPhone, its rules,
and for complete steps to generate encoding).
Identification of lexical variations in an under-resourced language like Roman Urdu is defined
as follows: Given words wi (i = 1, . . . , N) in a corpus, find the lexical groups `j (j = 1, . . . ,K) to
which they belong. Each lexical group can contain one or more words corresponding to a single
lexical entry and representing spelling variations of that entry in the corpus. In general, for a given
corpus, the number of lexical groups K is not known since no standardized lexicon is available.
Therefore K is estimated using normalization.
Clustering is a natural approach for solving this task. However, it is expensive in the specific
case of Roman Urdu normalization. Considering an efficient algorithm like k-means clustering,
the computational complexity of lexical normalization is O(NKT ), where T is the number of
iterations required for clustering. In comparison, for languages like English with standardized
lexicons, each out-of-vocabulary (OOV or not in the dictionary) word can be a variant of one or
more in-vocabulary (IV) words. The computational complexity of lexical normalization in English
(given by O(K(N−K)) whereK and (N−K) are the numbers of IV and OOV words, respectively)
is computationally less expensive than the lexical normalization of Roman Urdu.
3.1 Method
This section describes different components of the clustering framework. Section 3.1.1 formalizes
the clustering framework including the algorithm developed. Section 3.1.2 defines a similarity
function used in the clustering algorithm. Section 3.1.3 describes the features used in the system.
3.1.1 Clustering Framework: Lex-Var
A new clustering algorithm, Lex-Var, is developed for discovering lexical variations in informal
texts. This algorithm is a modified version of the k-medoids algorithm [Han05] and incorporates
an assignment similarity threshold, t > 0, for controlling the number of clusters and their similarity
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Algorithm 1: Lex-Var
Input: L∗ = {`∗1, `∗2, . . . , `∗K∗} (initial clusters; see Table 3.4), W = {w1, w2, . . . , wN}
(words), t (similarity threshold)
Output: L = {`1, `2, . . . , `K} (predicted clusters)
1 L = L∗;
2 repeat
/* Find cluster centroidal word */
3 C = ∅;
4 for ∀ `i ∈ L do
5 R = ∅;
6 for ∀ wj ∈ `i do
7 rj = 0;
8 for ∀ wk ∈ `i do
9 rj = rj + S(wj , wk);
10 end
11 R = R∪ {rj} ;
12 end
13 m = arg maxj(rj ∈ R);
14 ci = wm;
15 C = C ∪ {ci};
16 `i = ∅;
17 end
/* Assign word to clusters */
18 for ∀ wi ∈ W do
19 closest = null;
20 maxSim = 0;
21 for ∀ cj ∈ C do
22 if S(wi, cj) > t and S(wi, cj) > maxSim then
23 maxSim = S(wi, cj);
24 closest = cj ;
25 end
26 end
27 if closest ! = null then // Move word wi to cluster `j
28 `j = `j ∪ {wi} | closest ∈ `j ;
29 else // Move word wi to new cluster `|L|+1
30 `|L|+1 = {wi};
31 L = L ∪ {`|L|+1};
32 end
33 end
34 until stop condition Satisfied ;
spread. In particular, it ensures that all words in a group have a similarity greater than or equal to
some threshold, t. It is important to note that the k-means algorithm cannot be used here because it
requires that the means of numeric features describe the clustered objects. The standard k-medoids
algorithm, on the other hand, uses the most centrally located object as a cluster’s representative.
Algorithm 1 gives the pseudo-code for Lex-Var. Lex-Var takes as input words (W) and outputs
lexical groups (L) for these words. UrduPhone segmentation of the words gives the initial clusters.
Lex-Var iterates over two steps until it achieves convergence. The first step finds the centroidal
word ci for cluster `i as the word for which the sum of similarities of all other words in the cluster
is maximal. In the second step, each non-centroidal word wi is assigned to cluster `j if S(wi, cj)
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Figure 3.1: Flow Diagram for Lex-Var
(see Section 3.1.2) is maximal among all clusters and S(wi, cj) > t. If the latter condition is not
satisfied (i.e., S(wi, cj) ≤ t), then instead of assigning word wi to cluster `j , it starts a new cluster.
These two steps are repeated until a stop condition is satisfied (e.g., a fraction of words that
change groups becomes less than a specified threshold). The computational complexity of Lex-Var
is O((n2 +N)KT ), where n is the maximum number of words in a cluster, which is typically less
than N .
Fig. 3.1 shows the details of our clustering framework. The first row of boxes shows the workflow
of the system, and the area in the dotted square includes the modules used in our clustering method.
The filled arrows indicate the outputs of the algorithms, and the unfilled arrows show modules that
apply sub-modules.
After pre-processing the text, each word in the vocabulary is normalized. First, the clustering
is initialized using random clustering or UrduPhone clusters. Then, based on the initial clusters,
(Hierarchical) Lex-Var algorithm is applied to predict clusters. Finally, the F- Measure is computed
based on the gold standard clusters to evaluate our prediction.
The Lex-Var algorithm applies a modified version of the k-medoids clustering, which uses a
similarity measure that is further consisted of different features, including UrduPhone, String
Learning, and Contextual feature. The edit distance is a sub-module of the string learning. The
substitution cost is learned with various methods such as EM.
3.1.2 Similarity Measure
The similarity is computed between two words wi and wj using the following similarity function:
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Table 3.1: UrduPhone vs Soundex Encodings
Word Soundex Encoding UrduPhone Encoding
mustaqbil [future] M_2_3_2 M_1_2_7_9_17
mustaqil [constant] M_2_3_2 M_1_2_7_17_0
khirki [window] K_6_2_0 K_19_14_7_0_0
kursi [chair] K_6_2_0 K_14_1_0_0_0
ronak [brightness] R_5_2_0 R_11_7_0_0_0
rung [color] R_5_2_0 R_11_13_0_0_0
dimaagh [brain] D_5_2_0 D_12_13_19_0_0










Here, σ(f)ij ∈ [0, 1] is the similarity contribution made by feature f . F is the total number of
features. Each feature is described in detail in Section 3.1.3. α(f) > 0 is the weight of feature
f . These weights are set to one by default and are automatically optimized in Section 3.1.4 and
3.2.3.4. The similarity function returns a value in the interval [0, 1] with higher values signifying
higher similarity.
3.1.3 Features
The similarity function in Eq. 3.1 is instantiated with features representing each word. This work
uses three features: phonetic, string, and contextual, which are computed based on rules or based
on learning.
3.1.3.1 UrduPhone
A new phonetic encoding scheme, UrduPhone, is proposed which is tailored for Roman Urdu.
Derived from Soundex [Knu73, HD80], UrduPhone encodes consonants by using similar sounds in
Urdu and English. UrduPhone differs from Soundex in two ways:
1) UrduPhone’s encoding of words contains six characters as opposed to four in Soundex. An
increase in encoding length reduces the possibility of mapping semantically different words to one
form. Soundex maps different words to a single encoding, which, due to the limited encoding
length, can cause errors when trying to find correct lexical variations. (Table 3.1). For example,
mustaqbil [future] and mustaqil [constant] encode to one form, MSTQ, in Soundex but to two
different forms using UrduPhone encoding. In a limited number of cases, UrduPhone increases
ambiguity by mapping lexical variations of the same word into different encodings, as in the case
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of please and plx. Since these words share a similar context, we believe that they will map to one
cluster with the addition of contextual information.
2) It introduces homophone-based groups, which are mapped differently in Soundex. Several
Urdu characters map to the same Roman form. For example, samar [reward], sabar [patience], and
saib [apple], all start with different Urdu characters that have an identical Roman representation:
s. Homophones are grouped together such as w, v as in taweez, taveez [amulet] and z, x as in lolz,
lolxx [laughter] or zara, xara [a bit]. One common characteristic with transliteration from Urdu
to Roman script is the omission of the Roman character ‘h’. For example, the same Urdu word
maps to both the Roman words samajh & samaj [to understand]. This is especially true in the
case of digraphs representing Urdu aspirates such as dh, ph, th, rh, bh, jh, gh, zh, ch, and kh. A
problem arises when the longest common subsequence in words (if ‘h’ is omitted) causes overlaps
such as (khabar [news], kabar [grave]) and (gari [car], ghari [watch]). Also, when sh comes at the
end of a word, as in khawhish, khawhis [wish]; when ‘h’ is omitted, the sound is mapped to the
character s. Similarly, if there is a transcription error, such as dushman [enemy] becomes dusman,
the UrduPhone encoding is identical. Here, the omission of ‘h’ causes an overlap of the characters
 and  .
The second column of Table 3.1 shows a few examples of Soundex encodings of Roman Urdu
words. In some cases, Soundex maps two semantically different words to one code, which is
undesirable in the task of lexical normalization. Table 3.2 shows a complete list of homophone-
based mapping introduced in UrduPhone, and Algorithm 2 shows the process to encode a word








The lexical variations of a word have a number of overlapping sub-word units, e.g., spelling vari-
ations of zindagi [life] include zindagee, zindagy, zaindagee and zndagi with many overlapping
sub-word units. To benefit from this overlap, a string similarity function is defined as follows:
σSij =
lcs(wi, wj)
min[len(wi), len(wj)] + edist(wi, wj)
(3.3)
1https://en.wikipedia.org/wiki/Urdu_alphabet
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Table 3.2: UrduPhone homophone mappings in Roman Urdu
Characters Urdu Alphabets IPA1 Example
q,k  , ¸ [q], [k] qainchi [scissors], kitab [book]
c,sh,s  ,  ,  , H [s], [S], [s], [s] shadi [wedding], sadi [simple]
z,x 	P , 	X , 	  , 	 [z], [z], [z], [z] zameen [earth], xar [gold]
zh P [Z] zhalabari [hail]
kh p [x] zakhmi [injured]
d X , X [d”], [ã] dahi [yogurt], doob [sink]
t H , H ,   [t”], [ú], [t”] tareef [praise], timatar [tomato]
m Ð [m] maut [death]
j h. [ “dZ] jism [body]
g À [g] gol [circular]
f 	¬ [f] fauj [army]
b H. [b] bjli [lightening]
p H [p] pyaz [onion]
l È [l] lafz [word]
ch h [“tS] chehra [face]
h h , è
f





n 	à , à [n, ñ, ï, N], [ ˜ ] nazar [sight], larkioun [girls]
r P, P [r], [ó] risala [magazine], guriya [doll]
w,v ð , ¨ [V, u:, o:, O:],
[a:, o:, e:, P, Q, ø]











K [t”h], [th] thapki [pat], thokar [stumble]
dh ëX , ë X [d”]h], [ãh] udhar [loan], dhool [drum]
rh ëP , ë P [ rh], [óh] rhnuma [guide], barhna [to grow]
gh 	¨ [G] ghalat [wrong]
a,i,e,o,u,y

@ , ø , þ , ð, ¨,

@
[a:, P, ø], [j, i:, a:],
[E:,e:], [V, u:, o:, O:],





Here, lcs(wi, wj) is the length of the longest common subsequence in words wi and wj , len(wi) is
the length of word wi, and edist(wi, wj) is the edit distance between words wi and wj .
Edit Distance: The edit distance allows insertion, deletion and substitution operations. The
cost of edit distance operations is obtained in two ways:
Manually Defined – In a naive approach, the cost of every operation is considered to be equal
and set them to 1. This edit distance cost is referred to as edistman. This technique has a downside
of considering all operations equally necessary which is an erroneous assumption. For example,
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Algorithm 2: UrduPhone
Input: w = {w1, · · · , wn}, a word of length n
Output: e = {e1, · · · , e6}, an encoding of length 6
1 e[0] = uppercase(w[0]);
2 j = 1;
3 for i = 1→ n do
// Discard duplicates
4 if i+ 1 ≤ n && w[i] == w[i+ 1] then
5 continue;
6 end
// Discard Roman Urdu vowels (a,e,i,o,u,y)
7 if w[i] ==‘a’ || w[i] ==‘e’ || w[i] ==‘i’ || w[i] ==‘o’ || w[i] ==‘u’ || w[i] ==‘y’ then
8 continue;
9 end
// Encode character based on Table 3.2
10 e[j] = get_encoding(w[i]);
11 j + +;
12 end
// Add 0s if encoding length less than 6
13 while j ≤ 6 do
14 e[j] = 0;
15 j + +;
16 end
the substitution cost of a Roman character ‘a’ to ‘e’ should be less than the cost of ‘a’ to ‘z’
because both ‘a’ and ‘e’ have related sounds in some contexts. It is possible to use these characters
alternatively when transliterating from Perso-Arabic script to Roman Script.
Automatically Learning Edit Distance Cost – In this approach, the edit distance cost is
automatically learned from the data. Consider a list of word pairs where one word is a lexical
variation of another word. One can automatically learn the character alignments between them
using an EM algorithm. The inverse character alignment probability serves as the cost for the edit
distance operations.
In this case, a cleaned list of word pairs is not available to learn character alignments auto-
matically. Instead, these character alignments are learned from the noisy training data. A list
of candidate word pairs is built by aligning every word in the corpus to every other word as a
possible lexical variation. The words are split into characters and run the word-aligner GIZA++
[ON03]. Here, the word-aligner considers every character as a word and every word as a sentence.
The learned character alignments are used with one minus their probability as the cost for the edit
distance function. This edit distance cost is referred to as edistgiza.
Since the model learns the cost from the noisy data, likely, it is not a good representative of the
accurate edit distance cost that would be learned from the cleaned data. In an alternative method,
the list of candidate pairs is automatically refined and learn character alignments from it. In this
approach, the problem of lexical variations is considered as a transliteration mining problem
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[SFS11], where, given a list of candidate word pairs, the algorithm automatically extracts word
pairs that are transliterations of each other. For this purpose, the unsupervised transliteration
mining model of [SSFS17] is used, which defined the model2 as a mixture of a transliteration sub-
model and a non-transliteration sub-model. The transliteration sub-model generates the source
and target character sequences jointly and can model the dependencies between them. The non-
transliteration model consists of two monolingual character sequence models that generate source
and target strings independently of each other. The parameters of the transliteration sub-model
are uniformly initialized and then learned during EM training of the complete interpolated model.
During the training process, the model penalizes character alignments that are less likely to be part
of a transliteration pair and favors character alignments that are likely to be part of a transliteration
pair.
Similar to GIZA++ training, the unsupervised transliteration miner is trained on the candidate
list of word pairs and learn character alignments. These character alignments are then used with
one minus their probability as the cost for the edit distance metric. This cost is referred to as
edistminer.
3.1.3.3 Context Information
It is observed that non-standard variants of a standard word have similar contexts. For example,
truck and truk will be used in similar contexts, which might be very different from cat. This idea
is used to define a contextual similarity measure between two words. This measure compares the
top-k frequently occurring preceding (previous) and following (next) words’ features of the two
words in the corpus. The previous and next word’s features can be each word’s ID, UrduPhone
ID, or cluster/group ID (based on initial clustering of the words).




2, . . . , a
j
5 be the features (word IDs, UrduPhone IDs, or cluster IDs)
for the top-5 frequently occurring words preceding word wi and wj , respectively. The similarity






Here, ρk is zero for any aik (i.e., the kth word in the context of wi) when there exists no match
in aj∗ (i.e., in the context of word wj). Otherwise, ρk = 5 −max[k, l] − 1 where aik = a
j
l and l is
the highest rank (smallest integer) at which a previous match has not occurred. In other words,
this measure is the normalized sum of rank-based weights for matches in the two sequences, with
more importance given to those occurring in higher ranks. Note that contextual similarity can be
computed even if the context sizes of the two words are different, an essential step as a word may
2https://github.com/hsajjad/transliteration_mining
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not have 5 distinct words preceding it in the corpus.
Algorithm 3: Similarity measure
Input: wi, wj (input words), F (set of features used), α (set of feature weights)
Output: sim (similarity between wi & wj)
1 total_weight = 0;
2 sum = 0;
3 if phonetic ∈ F then
4 encodedi = urduphone(wi);
5 encodedj = urduphone(wj);
6 σPij = phoneticsim(encodedi == encodedj);// see Eq. 3.2
7 sum = sum+ αP × σPij ;
8 total_weight = total_weight+ αP ;
9 end
10 if string ∈ F then
11 σSij = stringsim(wi, wj);// see Eq. 3.3
12 sum = sum+ αS × σSij ;
13 total_weight = total_weight+ αS ;
14 end
15 if context ∈ F then
16 previ = top5prev(wi);
17 prevj = top5prev(wj);
18 σC1ij = contextsim(previ, prevj);// see Eq. 3.4
19 sum = sum+ αC1 × σC1ij ;
20 total_weight = total_weight+ αC1 ;
21 nexti = top5next(wi);
22 nextj = top5next(wj);
23 σC2ij = context_sim(nexti, nextj);// see Eq. 3.4
24 sum = sum+ αC2 × σC2ij ;
25 total_weight = total_weight+ αC2 ;
26 end
27 if word2vec ∈ F then
28 veci = word_vector(wi);// see Section 3.2.3.5
29 vecj = word_vector(wj);
30 σWij = cosine(veci, vecj);
31 sum = sum+ αW × σWij ;
32 total_weight = total_weight+ αW ;
33 end
34 if 2skip1gram ∈ F then
35 sigmaGij = 2skip1gram(wi, wj);// see Algorithm 5
36 sum = sum+ αG × σGij ;
37 total_weight = total_weight+ αG;
38 end
39 sim = sumtotal_weight ;
All the features are combined using the similarity measure from Eq. 3.1. The code for combining
a set of features is mentioned in Algorithm 3.
3.1.4 Parameter Optimization
The feature weights α(f) used to measure word similarity in Eq. 3.1 can be tuned to optimize
prediction accuracy. For example, by changing the weights in the clustering framework (see Eq.
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3.1), contextual similarity can be made more prominent (by increasing the weight αC) so that
words with the same UrduPhone encoding but different contexts are placed in separate clusters
(see discussion in Section 3.2.3.7). Nevertheless, other weight combinations and features are tested,
including using both word IDs and UrduPhone IDs to represent the top-5 most frequently occur-
ring previous and next words (rather than just one representation as used in other experiments).
Corresponding weights are identified for contexts based on word IDs and UrduPhone IDs as αC1
and αC2 , respectively. The weights for phonetic and string features are αP and αS , respectively.
Optimization of n variables is carried out to maximize an objective function using the Nelder-
Mead method [NM65]. The Nelder-Mead method is used to maximize the F-measure by optimizing
the feature weights of the Similarity function in Eq. 3.1, as well as the hyperparameter, thresh-
old t, mentioned in Line 21 of Algorithm 1. 10-fold cross-validation is applied on the SMS (small)
dataset (Table 3.9). The results will be described in Section 3.2.3.4.
3.2 Experiments
This Section first describes the evaluation setup and the datasets used for the experiments and
later presents the results.
3.2.1 Evaluation Criteria
Since the lexical normalization of Roman Urdu is equivalent to a clustering task, measures for
evaluating clustering performance can be adopted. A gold standard database is needed, which
defines the correct groupings of words for evaluation. This database contains groups of words such
that all words in a given group are considered lexical variations of a lexical entry. In clustering
terminology, words in a cluster are more similar to each other than to words in other clusters. On
the other hand, accuracy (i.e., the proportion of OOV words that correctly match IV words) is
typically used to evaluate the lexical normalization of a standardized language like English. This
measure is appropriate because the IV words are known and can be compared to every OOV word.
Bagga and Baldwin [VBA+95] discussed measures for evaluating clustering performance and
recommend the use of BCubed precision, recall, and F-measure. These measures possess all four
desirable characteristics for clustering evaluation (homogeneity, completeness, rag bag, and cluster
size vs. the number of clusters – see [VBA+95] for details). In the context of lexical normalization
of non-standard languages, they provide the additional benefit that they are computed for each
word separately and then averaged for all words. For example, if a cluster contains all variants of
a word and nothing else, then it is considered homogeneous and complete, and this ‘is reflected
in its performance measures. These measures are robust in the sense that incorporating small
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impurities in an otherwise pure cluster impacts the measures significantly (rag bag characteristic),
and a trade-off between cluster size and the number of clusters is reflected appropriately. Other
clustering evaluation measures do not possess all these characteristics and, in particular, commonly-
used measures like entropy and purity are not based on individual words.
Let L = {`1, · · · , `K} be the set of output clusters and L′ = {`′1, · · · , `′K} be the set of actual
or correct clusters in the gold standard. Then correctness for word pair wi and wj is defined as
C(wi, wj) =

1 iff (∃ `m ∈ L& `′n ∈ L′ such that wi & wj ∈ `m & `′n)
0 otherwise
(3.5)
In other words, C(wi, wj) = 1 when words wi and wj appear in the same cluster (`m) of the
clustering and the same cluster (`′n) of the gold standard; otherwise, C(wi, wj) = 0. By definition,
C(wi, wi) = 1.











Here, `m and `′m identify the cluster in the clustering and gold standard, respectively, that contain
word wi. The summation for Eq. 3.6 & Eq. 3.7 is over all the words j. Finally, the BCubed
F-measure F (wi) of word wi is defined in the usual manner as:




The overall BCubed precision, recall, and F-measure of the clustering is computed as the average






Four datasets are utilized in the experimental evaluation. The first and second datasets, SMS
(small) and SMS (large), are obtained from Chopaal, an internet-based group SMS service.3 These
two versions are from two different time periods and do not overlap. The third dataset, Citizen
Feedback Monitoring Program (CFMP) dataset, is a collection of SMS messages sent by citizens as
feedback on the quality of government services (e.g., healthcare facilities, property registration).4
3http://chopaal.org
4http://cfmp.punjab.gov.pk/
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The fourth dataset, Web dataset, is scraped from Roman Urdu websites on news,5 poetry,6 SMS,7
and blogs.8 Unless mentioned otherwise, the SMS (small) dataset is used for the experiment. All
four datasets are pre-processed with the following steps: (1) Remove single-word sentences; (2)
Add tags to URLs, email addresses, time, year, and numbers with at least four digits; (3) Collapse
more than two repeating groups to only two (e.g., hahahaha to haha); (4) Replace punctuations
with space; (5) Replace multiple spaces with single space. For the SMS (small) and SMS (large)
datasets, an additional step is carried out of removing group messaging commands.
The performance of the framework is evaluated against a manually annotated database of
Roman Urdu variations developed by [KK12b]. This database, referred to as the ‘gold standard,’
is developed from a sample of the SMS (small) dataset. It maps each word to a unique ID
representing its standard or normal form. There are 61,000 distinct variations in the database,
which map onto 22,700 unique IDs. The number of variations differs widely for different unique
IDs. For example, mahabbat [love] has over 70 variations such as muhabaat, muhabbat, and mhbt.
The gold standard database also includes variations of English language words that are present in
the dataset.
Table 3.3 shows statistics of the datasets in comparison with the evaluation gold standard
database. Overlap of the dataset with gold standard gives the number of words in the dataset that
also appear in the standard database. The table also gives the number of words that appear in
the gold standard and have at least (1) one preceding and at least one following word (context
size ≥ 1), and (2) five distinct preceding and following words in the dataset (context size ≥ 5).
These numbers of words are evaluated for the respective datasets. The UrduPhone IDs of a dataset
gives the number of distinct encodings of the evaluation words in the dataset (corresponding to
the number of initial clusters).
3.2.3 Experimental Results and Analysis
Different experiments are conducted to evaluate the performance of the clustering framework for
lexical normalization of Roman Urdu. Different combinations of features (UrduPhone, string,
and/or, context) and different representations of contextual information (UrduPhone IDs or word
IDs) are tested. Additionally, two baseline methods are established for comparisons.
Table 3.4 gives the details of each experiment’s setting. Exp. 1 and 2 are baselines correspond-
ing to segmentation using UrduPhone encoding and string similarity-based clustering (with initial
random clusters equal to the number of UrduPhone segments), respectively. The remaining exper-
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Table 3.3: Datasets and gold standard database statistics
Dataset SMS (small) SMS (large) CFMP Web
Message Count 159,158 1,994,136 183,083 5,423
Unique words 89,692 366,583 101,395 21,800
Overlap with
Gold Standard (OGS) 57,699 51,477 23,112 12,634
OGS and context
information ≥ 1 51,133 49,272 18,516 9,773
UrduPhone IDs
Previous Case
11,146 9,738 4,683 6,171
OGS and
context information ≥ 5 12,852 30,856 1,414 2,479
UrduPhone IDs for
Previous Case
4,218 6,681 1,305 2,175
framework. Here, for string-based features, manually defined edit distance rules are used.9 The
initial clustering in these experiments is given by segmentation via UrduPhone encoding. In Exp.
3 no contextual information is utilized, while in Exp. 4 and Exp. 5 the context is defined by the
top-5 most frequently occurring previous and next words (context size ≥ 5) represented by their
UrduPhone IDs and word IDs, respectively. In Exp. 2 to 5, the similarity threshold t is selected
such that the number of discovered clusters is as close as possible to the number of actual clusters
in the gold standard for each dataset. The threshold is selected to make the results comparable
across different settings. During the experiments, it is observed that a threshold within a range of
0.25− 0.3 was optimal for smaller datasets, including Web & CFMP, and 0.4− 0.45 gave the best
performance for larger datasets, including SMS (small) & SMS (large). However, the experiment
was also carried out to find the optimum threshold value using the Nelder-Mead method (see Table
3.9), which maximizes the F-Measure.
Figures 3.3a, 3.3b, 3.3c, and 3.3d show performance results on SMS (small), SMS (large),
CFMP, and Web datasets, respectively. The x-axes in these figures show the experiment IDs from
Table 3.4, while the left y-axes give the BCubed precision, recall, and F-measure, and the right
y-axes describe the difference between the number of predicted and actual clusters.
The baseline experiment of segmentation via UrduPhone encoding (Exp. 1) produces a high
recall and a low precision value. This result is because UrduPhone tends to group more words in a
single cluster, which decreases the total number of clusters and results in an overall low F-measure.
The second baseline of string-based clustering (Exp. 2) gives similar values for precision and recall
since the average number of clusters is closer to that of the gold standard. Although the F-measure
increases over Exp. 1, string-based similarity alone does not result in sound clustering.
Combining string and phonetic features in the clustering framework (Exp. 3) results in an
9Section 3.1.3.2 presents a comparison of using automatically learned edit distance rules with manually defined
rules.
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Table 3.4: Details of experiments’ settings
Experiment Initial clusters String Phonetic Context
1 UrduPhone 7 7 –
2 Random 3 7 –
3 UrduPhone 3 3 –
4 UrduPhone 3 3 UrduPhone ID
5 UrduPhone 3 3 Word ID
increase in precision and recall values as well as a marked increase in F-measure from the baselines
(e.g., there is an increase of 9% for the SMS (small) dataset, see Fig. 3.3a). When contextual
information is added (via UrduPhone IDs in Exp. 4 and word IDs in Exp. 5), precision, recall,
and F-measure values increase further. For example, for the SMS (small) dataset, the F-measure
increases from 77.4% to 79.7% (2% gain) and from 77.4% to 80.3% (3% gain) from Exp. 3 to Exp.
4 and Exp. 5, respectively.
The higher performance values obtained for the CFMP and Web datasets (Fig. 3.3c and Fig.
3.3d) are due to fewer variations in these datasets, as evidenced by their fewer numbers of unique
words in comparison to the SMS datasets.
Overall, the clustering framework using string, phonetic, and contextual features shows a sig-
nificant F-measure gain when compared to baselines Exp. 1 and Exp. 2. the best performances are
obtained when UrduPhone and string similarity are used, and when the context is defined using
Word IDs (Exp. 5).
3.2.3.1 UrduPhone
UrduPhone is compared with Soundex and its variants10 for lexical normalization of Roman Urdu.
All the phonetic encoding algorithms are used to group/segment words based on their encoding
and then evaluated against the gold standard. Table 3.5 shows the results of this experiment on
the SMS (small) dataset.
It is observed that UrduPhone outperforms Soundex, Caverphone, and Metaphone while NYSIIS’s
F-measure is comparable to that of UrduPhone. NYSIIS produces a large number of single-word
clusters (4,376 have only one word out of 6,550 groups), which negatively impacts its recall. Urdu-
Phone produces fewer clusters (and fewer one-word clusters), giving high recall. This property of
UrduPhone is desirable for initial clustering in the clustering framework, as Lex-Var can split them
but cannot collapse them.
The clustering framework is tested by replacing UrduPhone with NYSIIS as the phonetic al-
gorithm. In Exp. 5 on the SMS (small) dataset, the F-measure increases by only 5% over the
NYSIIS baseline (Table 3.5), which is lower than the F-measure achieved with UrduPhone (Fig.
10Apache Commons Codec is used for DoubleMetaphone (http://bit.ly/2fHTUBB) & NLTK-Trainer’s phonetic
library (http://bit.ly/1OJGL9Q) for the remaining
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Figure 3.2: Performance results for experiments in Table 3.4






















































(a) SMS (small) dataset






















































(b) SMS (large) dataset














































































































Table 3.5: Comparison of UrduPhone with other algorithms on the SMS (small) dataset. Single
clusters are clusters with one word only. Actual clusters = 7,589
Algorithm Precision Recall F-measure Clusters Single
Clusters
Soundex 0.216 0.960 0.353 1,647 525
Metaphone 0.468 0.871 0.601 3,906 2,061
Double Metaphone
Primary Encoding 0.295 0.931 0.448 2388 1008
Double Metaphone
Alternative Encoding 0.280 0.927 0.430 2291 964
Caverphone 0.286 0.885 0.433 2,498 1,315
NYSIIS 0.584 0.668 0.623 6,550 4,376
UrduPhone 0.508 0.923 0.655 4,272 2,399
3.3a).
In another experiment, the effect of encoding length on the performance of the algorithm is
analyzed. The SMS (small) dataset is used to generate UrduPhone encodings of different sizes and
cluster the words accordingly. Fig. 3.3 summarizes the results. An increase in F-measure is ob-
served with an increase in encoding length until length seven and eight, where similar performance
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Table 3.6: Experiments using UrduPhone, learning rules from Urdu-Roman Urdu transliteration
corpus
Features Precision Recall F-measure
UrduPhone (Exp. 1) 0.508 0.923 0.655
UrduPhone + String + Context (Exp. 5) 0.790 0.817 0.803
UrduPhoneprob 0.503 0.922 0.651
UrduPhoneprob + String + Context 0.512 0.919 0.658
is achieved.
Figure 3.3: Effect of varying UrduPhone encoding length on SMS (small) dataset (Exp 5)
3 4 5 6 7 8 9























Table 3.2 defines the UrduPhone rules based on well-known techniques used for phonetic en-
coding schemes (dropping vowels) and on common knowledge of how people write Roman Urdu.
As an additional experiment, these rules are learned from some datasets and use them to define the
encoding scheme. This approach is called UrduPhoneprob. [JKS07] propose an alignment tool11
based on the initial work of [RY98]. Instead of mapping each grapheme to a single phoneme, their
method creates a many-to-many mapping. An Urdu script and Roman Urdu transliteration par-
allel corpus scraped from the internet is used.12 Unlike the Roman Urdu words in the experiment
dataset, these have more standardized spellings. Maximum length two is used as a parameter for
training the model. The output is probabilities of Roman Urdu characters mapping to Urdu script
characters or to null.
The maximum probability mapping rules are used to define the UrduPhoneprob encodings. Ex-
periments are carried out using UrduPhoneprob as the feature in the system and also in combination
with other string and context features. Table 3.6 shows the results.
11https://github.com/letter-to-phoneme/m2m-aligner
12http://www.ijunoon.com/transliteration/
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Table 3.7: Varying edit distance cost for SMS (small) dataset. Learning character pair alignment
probabilities
String feature Precision Recall F-measure
edistman (Exp. 5) 0.790 0.817 0.803
edistgiza 0.786 0.817 0.802
edistminer 0.794 0.813 0.803
3.2.3.2 String-similarity
In section 3.1.3.2, the SMS (small) dataset is used to compare the performance of three meth-
ods used to calculate edit distance cost – manually defined (edistman), automatically learned
using GIZA++ (edistgiza), and automatically learned using unsupervised transliteration mining
(edistminer).13
For each word in the vocabulary, 100 closest pairs are found, where closeness here is defined by
the similarity function as described in Eq. 3.1 using UrduPhone, edistman for the string similarity,
and context of previous and next Word IDs as the feature set. A list of candidate word pairs is cre-
ated by pairing every word with every other word in the cluster of 100 closest words. The candidate
word list is used as input to the EM-based character alignment tools, GIZA++, and unsupervised
transliteration mining. Here, GIZA++ considers every word pair in the list of candidate pairs as a
correct word pair to learn character alignments, whereas the transliteration mining tool penalizes
the pairs that are less likely to be transliterations of each other during the training process. Since
the list of candidate pairs is a mix of correct and incorrect pairs, the character alignments learned
by the transliteration miner are likely to be better. The edit distance cost for each pair of charac-
ters can be computed from character alignments as cost(chari, charj) = |1−P (chari, charj)|. The
string similarity function uses these edit distance costs instead of manually defined costs. Table 3.7
reports the results for both of these experiments using the SMS (small) dataset. The F-measure
of the cost learned by the miner and GIZA++ is competitive with the manually defined cost.
edistgiza is affected by the noise in the data, which can be seen in its low precision compared to
other methods. edistminer achieved the highest precision, though it has the lowest recall.
3.2.3.3 Context Size
The experiments presented in the previous Section used a context of top-5 frequently occurring
previous and next words. Here, the effect of varying context size on the performance of the
clustering framework is studied. Table 3.8 shows the F-measure for all experiments with two
different context sizes on the SMS (small) dataset. Decreasing the minimum context list size to
one increases the number of words to evaluate; therefore, results are reported for all experiments
13The experiment reported in previous sections used the manually defined edit distance cost which associates cost
of 1 for each insertion, deletion and substitution operation.
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Table 3.8: Performance (F-measure) with two different context sizes. Details of the experiments
are given in Table 3.4.
Experiment SMS (small) SMS (large) CFMP Web
Context Size = 5
1 0.651 0.588 0.852 0.831
2 0.683 0.567 0.857 0.845
3 0.774 0.692 0.891 0.867
4 0.797 0.693 0.900 0.876
5 0.803 0.690 0.917 0.881
Context Size = 1 to 5
1 0.593 0.576 0.616 0.641
2 0.542 0.537 0.598 0.756
3 0.658 0.645 0.712 0.785
4 0.617 0.642 0.692 0.778
5 0.637 0.640 0.695 0.794
with context size between 1 and 5, even though Exp. 1 to 3 do not use contextual information.
Decreasing the minimum context list size to one also explains the lower performance values for
these experiments as compared to those with a context size of at least 5.
The context size of 1 to 5 (including words with contexts defined by at least 1 to 5 top pre-
vious/next words) is observed to be less effective in lexical normalization and sometimes even
negatively impacts performance. For example, for the SMS (small) and CFMP datasets, Exp. 3
(no contextual information) performs better than Exp. 4 and Exp. 5 due to the noisy nature of
shorter contexts.
For further analysis, experiments were carried out where the context length was changed from
1 to 5, an approach that differs from the previous experiments in which the context size = 5 &
≥ 1 was used. Fig. 3.4 describes the results of the tests carried out on the SMS (small) dataset.
A significant increase in performance is seen when context size changes from 2 to 3. After 3, there
is a slight performance increase. The best F-measure is from a context size of 4 and 5.
Figure 3.4: Effect of varying context size on SMS (small) dataset (Exp 5)
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Table 3.9: Performance with different weights for features (Exp. 5 on SMS (small) dataset). αP
= Weight of phonetic feature, αS = Weight of string feature, αC1 = Weight of context using Word
ID , αC2 = Weight of context using UrduPhone ID.
Experiment Precision Recall F-measure
Exp. 5 0.790 0.817 0.803
Nelder-Mead method 0.797 0.843 0.819
αP = 1.0, αS = 1.0, αC1 = 1.0, αC2 = 1.0 0.777 0.814 0.795
αP = 1.0, αS = 1.0, αC1 = 2.0, αC2 = 0.0 0.784 0.810 0.797
αP = 1.0, αS = 1.5, αC1 = 2.0, αC2 = 0.0 0.801 0.812 0.807
αP = 1.0, αS = 1.0, αC1 = 1.5, αC2 = 0.0 0.801 0.811 0.806
αP = 1.5, αS = 1.0, αC1 = 2.0, αC2 = 0.0 0.701 0.819 0.805
αP = 1.0, αS = 1.0, αC1 = 0.0, αC2 = 2.0 0.768 0.781 0.774
αP = 1.0, αS = 1.0, αC1 = 2.0, αC2 = 1.5 0.736 0.763 0.749
αP = 1.0, αS = 1.0, αC1 = 1.5, αC2 = 0.5 0.793 0.809 0.801
αP = 0.0, αS = 1.0, αC1 = 1.0, αC2 = 0.0 0.754 0.758 0.756
αP = 0.0, αS = 1.0, αC1 = 1.5, αC2 = 0.0 0.710 0.726 0.717
αP = 1.5, αS = 1.0, αC1 = 1.0, αC2 = 0.0 0.802 0.811 0.807
αP = 1.5, αS = 1.0, αC1 = 1.5, αC2 = 0.0 0.804 0.813 0.808
αP = 2.0, αS = 1.0, αC1 = 2.0, αC2 = 0.0 0.813 0.809 0.811
αP = 2.0, αS = 1.5, αC1 = 2.0, αC2 = 0.0 0.791 0.815 0.803
3.2.3.4 Parameters: Feature Weights and Clustering Threshold
Feature Weights As discussed in Section 3.1.4, the impact of changing the weights in the clus-
tering framework (see Eq. 3.1) is tested. The assumption that all features have equal weights
is used in experiments presented in Section 3.2.3. Then, the feature weights are changed to em-
phasize different features. The increased weights caused words to break their initial UrduPhone
clusters in favor of better contextual similarity, but the overall performance did not change. Several
combinations are tried, including using both the contexts (i.e., word IDs and UrduPhone IDs).
Table 3.9 shows the performance of the clustering framework on the SMS (small) dataset with
different feature weight combinations. As a comparison, the results for Exp. 5 (context represented
by word IDs only) have the following observations concerning F-Measure. (1) F-measure does not
improve when using both word IDs and UrduPhone IDs to represent the context. (2) F-measure
degrades when removing the phonetic similarity feature. (3) F-measure achieves the highest value
when a higher weight is set to phonetic and contextual similarity than to string similarity.
The Nelder-Mead method is also used to maximize the F-measure by optimizing the feature
weights of the similarity function in Eq. 3.1, as well as the threshold mentioned in line 21 of
Algorithm 1 on cross-validation set (see Section 3.1.4). The average F-measure is slightly better
than what is observed with manual selection of weights in Exp. 5 (described in Table 3.4).
Clustering Threshold The performance of Exp. 5 (best setting) for the SMS (small) dataset
is analyzed with varying threshold t (Fig. 3.5). The value of t controls the number of clusters
smoothly, and precision increases with this number while F-measure reaches a peak when the
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Table 3.10: Performance of Hierarchical Lex-Var on SMS (small) dataset.
Experiment Precision Recall F-measure
Exp. 5 0.790 0.817 0.803
Nelder-Mead method 0.797 0.843 0.819
Neighborhood= 10 0.793 0.837 0.815
Neighborhood= 100 0.771 0.849 0.808
number of predicted groups is close to that of the gold standard.
Figure 3.5: Effect of varying threshold t on SMS (small) dataset (Exp 5)























































3.2.3.5 Comparison with Other Clustering Methods and Variations
This Section compares the clustering framework with other clustering methods as independent
approaches and as a replacement for Lex-Var in the framework. Test on additional variations is
carried out in the clustering framework.
Instead of Lex-Var, agglomerative hierarchical clustering is used in the clustering framework
for lexical normalization. A neighborhood of 10 most similar words for each word is formed (once)
to reduce the search complexity at each merge decision. Similar words are searched within this
neighborhood. At each merge decision, the two most similar words and/or groups (if either word
is part of a group) are merged in their respective neighborhoods. Algorithm 4 describes the
Hierarchical Clustering algorithm. Testing is carried out with a neighborhood size of 10 and 100.
The results are mentioned in Table 3.10.
Hierarchical Lex-Var, when used instead of Lex-Var, results in slightly better performance.
However, it is significantly slower than Lex-Var. Even with the neighborhood-based optimization,
hierarchical clustering takes hours to converge, while the Lex-Var algorithm converges in minutes
when processing the SMS (small) dataset.
The following experiments are performed to compare against other clustering methods and also
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Algorithm 4: Hierarchical Lex-Var
Input: W = {w1, w2, . . . , wN} (words), t (similarity threshold), K (neighborhood size)
Output: L = {`1, `2, . . . , `K} (predicted clusters)
1 L =W;
/* Create a similarity matrix */
2 for ∀ wi ∈ W do
3 for ∀ wj ∈ W \ wi do
4 Sim_matrixi,j = S(wi, wj);
5 end
6 end
/* Create K sized neighborhoods for each word */
7 N = {};
8 for ∀ wi ∈ W do
9 ni = get_max_k(Sim_matrixi,,K); // Get K most similar words to wi
10 N = N ∪ {ni};
11 end
12 repeat
/* Assign word to clusters */
13 for ∀ wi ∈ W do
14 closest = null;
15 maxSim = 0;
16 for ∀ wj ∈ Ni do
17 if S(wi, nj) > t and S(wi, nj) > maxSim then
18 maxSim = S(wi, nj);
19 closest = nj ;
20 end
21 end
22 if closest ! = null then // Move word wi to cluster `j
23 `j = `j ∪ {wi} | closest ∈ `j ;
24 end
25 end
26 until stop condition Satisfied ;
test variations in similarity features of our clustering framework:
1. Rule-based transliteration: Each word in the vocabulary was transliterated based on the
method by [Ahm09]. The final words were mapped to an Urdu word dictionary of around
150,000 words 14. Each Urdu word acted as a cluster label.
2. Brown clustering: Brown clustering is a hierarchical clustering method for grouping words
based on their contextual usage in a corpus [BdM+92]. This method is used as an independent
approach for the lexical normalization of Roman Urdu.
3. Word2Vec clustering: Word2Vec represents words appearing in a corpus by fixed-length vec-
tors that capture their contextual usage in the corpus [MSC+13b]. The Word2Vec model
is generated using the gensim15 python package to learn vectors for each Roman word. For
learning the word vectors, The minimum count of 5 is used, dimension size of 100, and 10 iter-
ations. Words are clustered using K-Means clustering on word vectors, and the performance
14https://raw.githubusercontent.com/urduhack/urdu-words/master/words.txt
15https://github.com/RaRe-Technologies/gensim
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for lexical normalization of Roman Urdu is reported.
4. 2-skip-1-grams: In the clustering framework for lexical normalization, the 2-skip-1-gram
approach is used with Jaccard coefficient [Jin15] to compute string similarity (rather than
the string similarity function (Eq. 3.3)). Algorithm 5 shows the 2-skip-1-gram algorithm.
5. 2-skip-1-gram + String feature: Both 2-skip-1-gram and the string similarity functions are
used for computing string similarity in the clustering framework for lexical normalization.
6. ‘h’ omitted UrduPhone: A modified version of UrduPhone is used in the clustering framework
for lexical normalization. The modified version discards aspirated characters in the encoding.
For example, encoding for mujhay [me] becomes identical to that for mujay [me] to handle
‘h’ omission.
7. Word2Vec Vectors (50): Word2Vec vectors are generated of size 50. The cosine similarity of
these vectors is used instead of the contextual similarity described in Eq. 3.4.
8. Word2Vec Vectors (100): The size of Word2Vec vectors is increased to 100.
9. Word2Vec Words: Word2Vec vectors are used to find the ten most similar words for each
word. These neighboring words define the context of each word, and contextual similarity is
computed using Eq. 3.4. The clustering framework is used for lexical normalization.
10. Word IDs + Word2Vec Words: Two contextual features are used: top-5 frequently occurring
previous/next words represented by word IDs (like in Exp. 5) and top-10 most-similar words
according to Word2Vec (as above).
Table 3.11 summarizes the results. Experiments 1, 2, and 3 are independent clustering methods
for lexical normalization, string feature (experiments 4 and 5), phonetic feature (experiment 6),
and contextual feature (experiments 7, 8, 9, and 10), respectively, in the clustering framework.
The following observations are made from these experiments. (1) Rule-based transliteration
performs slightly lower than our clustering method (2) Brown clustering and Word2Vec clustering
are unsuitable for lexical normalization as evidenced by their poor performance. (3) Word2Vec-
based context (either Word2Vec vectors or similar words) and 2-skip-1-gram-based string features
do not outperform the context and string features. One possible reason for the low performance
of Brown clustering and Word2Vec could be the small size of the training data. These algorithms
require a massive amount of data to learn.
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Algorithm 5: 2-skip-1-gram
Input: wi, wj (pair of words)
Output: σGij (2-skip-1-gram similarity)
1 m = length(wordi);
2 A = φ;
3 for k ∈ 1,m− 2 do
4 X = {wordi[k]}, {wordi[k + 2]};
5 A = A ∪X;
6 end
7 n = length(wordj);
8 B = φ;
9 for l ∈ {1 · · ·n− 2} do
10 Y = {wordj [l]}, {wordj [l + 2]};





Table 3.11: Performance of other clustering methods and variations in the framework on SMS
(small) dataset.
Experiment Precision Recall F-measure
Lex-Var Exp. 5 0.790 0.817 0.803Nelder-Mead method 0.797 0.843 0.819
Other methods
Rule-based ([Ahm09]) 0.833 0.765 0.797
Brown clustering 0.024 0.447 0.046
Word2Vec clustering 0.350 0.221 0.271
Additional features
2-skip-1-gram 0.782 0.810 0.796
2-skip-1-gram + String feature 0.791 0.799 0.795
‘h’ omitted UrduPhone 0.796 0.808 0.802
Word2Vec Vectors (50) 0.782 0.802 0.792
Word2Vec Vectors (100) 0.795 0.803 0.799
Word2Vec Words 0.777 0.779 0.778
Word IDs + Word2Vec Words 0.780 0.808 0.793
3.2.3.6 Lexical Normalization of English Text
The robustness of the method is tested for other languages. Experiments are carried out with an
English dataset provided by [DRCB13] and used in the W-NUT 2015 task.16 The gold standard
used is the lexical normalization dictionary provided by the University of Melbourne.17 The dataset
has more than 160,000 messages containing 60,000 unique words. After pre-processing (the same
pre-processing steps as for the Roman Urdu datasets), there is a 2,700 word overlap with the gold
standard. For the phonetic encoding, both Soundex and UrduPhone are tested.
Table 3.12 summarizes the results along with the best results for the Roman Urdu dataset
from Table 3.4. An F-measure is observed of more than 90% with both encoding schemes, with
UrduPhone performing better than Soundex. This difference in performance is presumably due to
the extended encoding size in UrduPhone, which makes it possible to keep more information about
16https://noisy-text.github.io/norm-shared-task.html
17available on the W-NUT 2015 website
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Table 3.12: Performance of Lex-Var on English dataset. Soundex & UrduPhone encodings are
used as phonetic features
Language Phonetic Encoding Precision Recall F-measure
Roman Urdu (Exp. 5) UrduPhone 0.790 0.817 0.803
English Soundex 0.950 0.948 0.949
English UrduPhone 0.967 0.961 0.965
the original word.
3.2.3.7 Error Analysis
The output of different experiments is analyzed with examples of correct and incorrect lexical
normalization. This analysis gains a better understanding of the clustering framework. While
lexical normalization based on UrduPhone mappings (Exp. 1) is a good starting point for finding
word variations, it produces some erroneous groupings. These groupings are summarized as follows:
1. Words that differ only in their vowels are in the same cluster:
• takiya [pillow], tikka [grilled meat], take
• khalish [pain], khuloos [sincerity]
• baatain [conversations], button
• doosra [another], desire
• separate, spirit, support
2. Same words having different consonants map to different groups:
• mujhse, mujse meaning [from me]
• kuto, kuton meaning [dogs]
• whose, whoze
• skool, school





Exp. 4 and Exp. 5 can separate words initially clustered incorrectly (group 1) (e.g., baatain
[conversations] and button, spirit and support) due to contextual information and similarity differ-
entiating the variations. Despite using phonetic variations in combination with contextual feature
CHAPTER 3. PRE-PROCESSING 39
incorrect clusterings are observed in the two experiments. These inaccuracies can divided into
several groups.
1. Words that have different UrduPhone mappings but are, in fact, the same. These are not
clustered in the outcome.
• [mujy ] and [mujhy ] meaning [me]
• [oper ] and [uper ] meaning [up]
• [prob] and [problem]
• [mornin] and [morng ]
• [number ] and [numbers]
• [please] and [plx,plz ]
2. Words that have the same UrduPhone mapping and are lexical variants but are not clustered
in the same group:
• [tareeka] and [tareka] meaning [way]
• [zamaane] and [zamany ] meaning [times]
• [msg ] and [message]
• [morng ] and [morning ]
• [cmplete,complet,complete] and [cmplt ]
3. Words that are different but have the same UrduPhone mapping and are clustered together:
• maalik [owner], malika [queen], malaika [angels]
• nishaan [vestige], nishana [target]
• tareka [way], tariq [a common name meaning ’a night visitor’]
• what, white
• waiter, water
A closer look at the examples reveals that some words that have the same UrduPhone mapping
and should cluster together are found in separate groups (group 2). This result is due to low
context similarity between the words, which causes them not to group (e.g., tareeka and tareka
meaning [way] have a contextual similarity of 0.23, even though they have the same UrduPhone
mapping).
Another prominent issue is that words in separate clusters in UrduPhone remain separated in
the output of Exp. 4 and Exp. 5 (groups 2 and 3). This observation highlights the point that
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the experiments do not perform well at handeling abbreviations (e.g., prob and problem), plurals
(e.g., number and numbers), and some phonetic substitutes (e.g., please and plx ). The framework
separates Roman Urdu words that can be written with an additional consonant (e.g., mujy and
mujhy meaning [me]). It also maps words that start with a different vowel (e.g., oper and uper
meaning [up]).
To tackle the issue of low contextual similarity not overcoming the difference in UrduPhone
mapping, the weight assigned to the context feature is doubled. This adjustment produces almost
no change in overall performance when compared to standard (Exp. 4 and Exp. 5). However,
this adjustment causes more words with different UrduPhone mappings to be clustered together,
usually incorrectly:
• acha [okay], nahaya [bathe], sucha [truthful]
• maalom [know], manzor [approve]
• chalang [jump], thapar [slap]
• darzi [tailor], pathar [stone]
• azmaya [to try], sharminda [ashamed]
Furthermore, as the same UrduPhone mappings do not restrict the clusters, this variation
produces exciting combinations. The words in the groups below, although not lexical variants of
each other, have strong contextual similarity and sometimes can even be replaced (for the other)
in the sentence.
• admi [man], larkay [boys], larki [girl]
• kufr [to unbelieve in God], shirk [to associate partners with God]
• shak [suspicion], yaqeen [certainty]
• loves, likes
• private, pvt
• cud, may, would
• tue, tuesday, wed
• blocked, kicked
• gov, government
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3.3 Related Work
Normalization of informal text messages and tweets has been a research topic of interest [SBC+01,
KK10, CA11, WZL+11, PAA+12, LDBT13, SSS13, RDBD13, Chr14, DN15], with the vast majority
of the work limited to English and other resource-rich languages. The work focuses on Roman Urdu,
an under-resourced language, that does not have a gold standard corpus with standard word forms.
The task is restricted to finding lexical variations in informal text, a challenging problem because
every word is a possible variation of every other word in the corpus. Additionally, the spelling
variation problem of Roman Urdu inherits inconsistencies that occur due to the transliteration of
Urdu words from Perso-Arabic script to Roman script. This work models these inconsistencies
separately and in combination with other features.
Researchers have used phonetic, string, and contextual knowledge to find lexical variations in
informal text.18 [PAA+12, HCB12, ZSHF15] used phonetic-based methods to find lexical varia-
tions.
[CFS10] used string edit distance based on longest common subsequence ratio and edit distance
of Consonant Skeletons [PVM07] of the IV-OOV words. [GHM11] used a sizable English corpus to
extract candidate lexical variations and re-score them based on lexical similarity. Lexical similarity
is used as a feature in the clustering framework but do not have a reference to a Roman Urdu
corpus with standard word forms. [Jin15] also generated an OOV-IV list by using the Jaccard
Index [LW71] between k -skip-n-grams of string s and standard word forms. As Roman Urdu does
not have these, every word is considered as a possible lexical variation of every other word in the
corpus. Similar to [Jin15], k-skip-n-grams is used in the additional experiments and find that they
perform slightly worse than the algorithm. [Chr14] used Conditional Random Field [Laf01] to learn
the sequence of edits from labeled data.
[HCB12] used word similarity and word context to enhance performance by initially extracting
OOV (out-of-vocabulary) – IV (in-vocabulary) pairs using contextual similarity and then re-ranking
them based on string and phonetic distances. In contrast, a similarity function is defined that
considers all three features together to find lexical variations of a word. Unlike previous approaches,
a small corpus is used from which to extract contextually similar word pairs. Also, there is no
standard Roman Urdu dictionary that can be used to annotate words as either IV or OOV. [LL14]
defined similarity measure as a combination of longest common subsequence, term frequency, and
inner product of word embeddings. Longest common subsequence is used as part of the string
similarity feature. Additional experiments test the cosine similarity of word embeddings (Table
3.11). [LL14] used a combination of string similarity and vector-based similarity to generate a
18Spelling correction is also considered as a variant of text normalization [Dam64, Tah04, FDE07]. Here, we limit
ourselves to the previous work on short text normalization.
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candidate list, which was re-ranked using a character-level machine translation model [PL11] and
Jazzy Spell Checker,19 etc. [YE13] used an unsupervised approach that learns string edit distance,
lexical, and contextual features using a log-linear model and sequential Monte Carlo approximation.
[SCS18, BN17] used word embeddings to find similar standard and non-standard words for text
normalization. [Chr14] used character-level neural text embeddings [Chr13] as added information
from unlabeled data for better performance. [RSCBS14] used deep neural networks to learn dis-
tributed word representations. Experiments were performed with word embeddings as a feature in
the similarity measure in the supplementary experiments Table 3.11.
[HH13] used a 5-gram language model to create a contextual similarity lattice and applied
Markov random walk for lexicon generation. Their approach uses a linear combination of contextual
feature and string similarity (longest common subsequence ratio and edit distance), which is very
similar to the approach. However, unlike [HH13], this work assumes that every Roman Urdu word
is a noisy word and thus can not separate nodes of the graph into standard and non-standard
forms. [SJ17] used a recurrent neural network to normalize text. [PL11, LL14] used a character-
level machine translation system for the normalization task. [LRG+18] used an encoder-decoder
architecture where different levels of granularity were used for the target-side language model,
e.g. characters and words. [WN13] used a beam-search decoder with integrated normalization
operations such as missing word recovery and punctuation correction to normalize non-standard
words. This work, however, is limited to grouping the lexical variations of Roman Urdu words.
However, the is no available labeled data or parallel data to build such a translation system.
The proposed method is robust since it learns from user data and groups abbreviations and their
complete forms together in one cluster.
[ASSGH16] used a standard English dictionary and an informal English dictionary to normalize
words to their root forms. In this case, a standard dictionary does not exist for Roman Urdu
words. [LDBT13] automatically learned normalization rules using a parallel corpus of informal
text. [IWCB12] used manually prepared training data to build an automatic normalization system
for Roman Urdu script. Unlike [IWCB12], this work proposes an unsupervised approach, which
does not require labeled data. Additionally, the approach to the Roman Urdu normalization
problem does not require us to have a corresponding Urdu script form for each Roman word.
Phonetic encoding schemes There have been several sound-based encoding schemes used in
the literature to group similar sounding words together.
The Soundex algorithm [Knu73, HD80] encodes the first letter and the following three conso-
nants of a word with consonants having the similar place of articulation sharing the same code.
The NYSIIS method [Taf70], designed by the New York Police for American names, employ more
19http://jazzy.sourceforge.net/
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sophisticated encoding rules based on multi-character n-grams and relative vowel positioning. The
Metaphone algorithm [Phi90a], developed in 1990 as a Soundex variant, incorporates English pro-
nunciation rules for phonetic encoding of words. Other, more-recent variations include Caverphone
[Wan09] and Double Metaphone;20 they include complex grammatical rules for phonetic encoding
of words. The Double Metaphone algorithm also differs from others in that it generates up to two
encodings for each word – one reflects the basic version of the word’s pronunciation, and the other
reflects an alternative pronunciation based on other languages. This is particularly useful when
comparing foreign names with their anglicized versions. For example, the names Catherine and
Katrina have a common code KTRN. Previous algorithms like Metaphone and Soundex do not
provide such a capability.
3.4 Conclusion
The proposed framework is used to normalize text to a standard lexicon and thus remove the
noise including non-standard spellings and typos. The framework uses K-medoids based clustering
method to group lexical variants of a given word. The similarity function is defined by the phonetic
feature, string feature, and contextual feature. Additionally, the similarity threshold controls the
number of output clusters. All the feature weights as well as the threshold value is learned using
Nelder-Mead method. Experiments are carried out for four different Roman Urdu datasets. An
improvement of 15% in F-Measure over the baseline methods is obtained.
Experiments are carried out using additional similarity features including word2vec cosine sim-
ilarity and Jaccard similarity of 2-skip-1-gram. The K-Medoids technique is also modified to an
agglomerative clustering. These are compared with Brown clustering and word2vec based cluster-
ing. The state-of-the-art rule-based Roman Urdu normalization approach is also compared.
This framework can be used to pre-process the source sequence before feeding it as input to the
NMT system. Apart from lexical normalization, the input can be mapped to a simpler form. This
form is created using a many-to-one function based the pronunciation of each word and used as
auxiliary information. This is also used as another pre-processing technique. Chapter 4 describes




In order to improve MT robustness and accuracy in general, a novel framework for NMT is in-
troduce, which uses phonetic information “computed” by the human interaction throughout the
evolution of spoken language. Social interaction is viewed as a computational device that gener-
ates pre-computed knowledge. Phonology has been shown to preserve semantic meanings [TVM96,
BCF+07], which coincides with neurological discoveries about the correlation between phonology
and semantics in the human brain [WZZY16, AMS17, PAOLU+18]. Table 4.1 shows examples
of Pinyin and Soundex. These encodings can be viewed as many-to-one functions, where multiple
words are mapped to one.
Thus, we decided to give, by using phonetic algorithms, this new form of phonetic sentence
representation together with its written form as an input when training and decoding the neural
networks. It is a challenging task to purely rely on neural networks to extract all hidden features in
NMT. Therefore, adding auxiliary information will potentially allow a simpler network structure.
As shown in Figure 4.1, first phonetic encoding, logogram, or random clustering is applied to the
foreign input-sentences, then use Byte-Pair-Encoding to learn a word embedding (marked as empty
boxes) on each coding representation. Finally, they are concatenated with the original embedded
text to feed into the NMT model.
Significant and consistent improvements are achieved over the state-of-the-art on all language
pairs that were experimented. The approaches robustify the baseline NMT. In particular, they
lead to a higher accuracy even on an arbitrary test set whose distribution is oblivious at training
time. This general approach is applicable to any language that can be compiled with phonetics,
and it generically benefits any NMT system, which it treats as a black-box.
Importantly, a systematic empirical analysis is performed to explain why phonetic encoding
helps in NMT. The hypothesis of semantic diversity by phonetics is stated as
“One phonetic representation usually corresponds to characters/words that are semantically
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Figure 4.1: Workflow: all these bring NO new information (nothing new than the input already
present): BPE and embedding are in the empty box
function input output





Table 4.1: Phonetics is a many-to-one function
diverse.”
Three quantitative analyses are performed to verify this hypothesis. Then, driven by the
hypothesis, a new random clustering algorithm is introduced that casts words or characters into
classes, which also improved translation accuracy and robustness.
This work contains two areas of study: phonetic encoding and random clustering, where the
former inspires the latter under the stated hypothesis. The contributions mainly include the
hypothesis of semantic diversity by phonetics and below models:
1. Phonetic and logogram encodings The source input text is converted using various algorithms
such as Soundex, NYSIIS, and Metaphone for western languages: English, French, and Ger-
man. For Chinese, a Logogram encoding, Wubi, is applied. Both phonetic and logogram
encodings as auxiliary inputs significantly improve translation results.
2. Random clustering Word/character clustering significantly improves NMT. This empirical
finding aligns with the empirical justification of why phonetic encoding improves translation
accuracy.
Extensive experiments are conducted, and improvement is achieved up to nearly 2 BLEU points
on IWSLT’17 tasks over the state-of-the-art in translation directions of English-German, German-
English, English-French, French-English, and Chinese-English. The approaches are verified to be
more robust on French-English experiments with about 5 BLEU point improvement on a foreign
test set whose distribution is oblivious during training.
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Below, first, the phonetic and logogram encodings will be introduced. Then, why using these as
auxiliary inputs improves NMT is studied and propose the hypothesis. Consequently, One artificial
method, random clustering, will be introduced as a generalization to text encoding. Finally, it is
demonstrated that all of these approaches significantly boost NMT accuracy and robustness.
4.1 Phonetic Encodings
A phonetic algorithm is used to index words by their pronunciation. Given a sequence of words as
input, the phonetic algorithm is applied to each word and output a sequence of encodings.
4.1.1 Soundex
Soundex is the most widely known phonetic algorithm for indexing names by sound, as pronounced
in English, and avoids misspelling and alternative spelling problems. It maps homophones to the
same representation so that they can be matched despite minor differences in spelling [Rus18]. It
clusters the letter with exceptions. For example, the Soundex key letter codes ‘b, f, p, v’ to ‘1’,
and ‘c, g, j, k, q, s, x, z’ to ‘2’, and ‘d, t’ to ‘3’.
4.1.2 NYSIIS
The New York State Identification and Intelligence System Phonetic Code, commonly known as
NYSIIS, is a phonetic algorithm devised in 1970 as part of the New York State Identification and
Intelligence System [RJ07]. It produces better results than Soundex because it takes special care
to handle phonemes that occur in European and Hispanic surnames.
4.1.3 Metaphone
Metaphone [Phi90b] is another algorithm that improves on earlier systems such as Soundex and
NYSIIS. The Metaphone algorithm is significantly more complicated than the others because it
includes special rules for handling spelling inconsistencies and for looking at combinations of con-
sonants in addition to some vowels.
4.1.4 Hanyu Pinyin
Hanyu Pinyin (Pinyin), the official romanization system for Standard Chinese in mainland China,
is also studied. Pinyin means ‘spelled sound’ and is usually used to teach Mandarin. One Pinyin
corresponds to multiple Chinese characters. One Chinese word is usually composed of one, two, or
three Chinese characters.
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4.1.5 Logogram Encoding: Chinese Wubi
The Wubizingxing (Wubi or Wubi Xing) is a Chinese character input method primarily for ef-
ficiently inputting Chinese text with a keyboard. The Wubi method is based on the structure,
namely the decomposition of characters rather than their pronunciation. Every character can be
written with at most 4 keystrokes including -, |, 丿, hook, and 丶.
4.2 Random Clustering
Algorithm 6: Random Clustering
Input: translation units, baseline encoding
Output: mapping of units to clusters
1 perform a phonetic or logogram encoding as baseline
2 A = φ
3 for each unique code in the baseline encoding vocabulary do
4 Z = “how many units are mapped”
5 uniformly random sample Z units to form a new cluster
6 end
Driven by the hypothesis, which will be elaborated in Section 4.3, further, an artificial way
to encode the text is introduced in order to simulate “natural” encoding, i.e., phonetics and lo-
gogram. This artificial method called random clustering is described in Algorithm 6. The words
(or characters) are cluster uniformly at random. The cluster size follows the distribution of how
many words/characters are associated with each phonetic, here Metaphone. For example, in Chi-
nese, each Pinyin is a cluster, and the number of clusters equals the number of unique Pinyins.
Furthermore, each cluster’s size is the same as the number of characters mapped to each Pinyin.
4.3 Hypothesis
Hypothesis: One phonetic representation (for example, Pinyin in Chinese) usually corresponds
to characters/words that are semantically diverse.
At first, this hypothesis may seem counter-intuitive. However, it is made because, otherwise,
humans would not be able to communicate effectively due to confusion. For example, red (Pinyin:
‘hong’) and green (Pinyin: ‘lv’) in Chinese appear in similar contexts. To reduce ambiguity in oral
communication, it seems plausible to think that part of the development of phonetics is that one
re-uses the same sound when context can be used to distinguish among multiple interpretations.
For example, “fair” (county fair) versus “fair” (equitable).
How to set up experiments to verify this?
The hypothesis is tested using geometric interpretations of semantics, precisely, word embed-
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dings [BH14]. Intuitively, an embedding [MSC+13c, ALL+16] preserves pairwise semantic dis-
tances, where two words/characters are close if they are semantically similar and far away other-
wise. For instance, see the work of [Zou10, Mol17] about volume preserving embeddings, which
formalizes the concept of this term. That is, there are a set of words, for example, and all the words
correspond to a Pinyin, then the points themselves may mean nothing, but the distances among
the points are the focus. Typically in geometry, three points in space are sufficient to quantify a
volume. Each word or characters is embed from Chinese-English translation data (in Section 4.4)
into 100 dimensions and then project this embedding into two dimensions using PCA. Algorithm 7
describes how to compute a smooth convex hull of points. The convex hull of a Pinyin is calculated
for the embedding of all words or characters pronounced with this Pinyin.
Algorithm 7: Convex hull of characters mapped to one Pinyin
Input: points (embedded R2 vectors) in a cluster, β: threshold; r: radius
Output: The convex hull’s vertices
1 m = length(wordi)
2 A = φ
3 for each point do
4 draw a circle with r
5 if the total number of points in the circle is less than β then
6 remove this point
7 end
8 end
9 return the convex hull
Observations. Figure 4.2 shows all embedded Chinese characters in red dots, and black dots
are the Chinese character(s) of one random Pinyin in each plot. The characters with the same pro-
nunciation are observed to have distributed meaning - that is, well-distributed over the Euclidean
plane.
In Figure 4.3 & 4.4, the convex hull (the smallest convex set that contains all points - imple-
mented in Matlab) of all characters is measured. The outliers (blue dots) are excluded by removing
all points that are encircled along with less than β other points in a ball of the radius of r. The first
plot shows the hull enclosing characters of one random group (either cluster or Pinyin). The second
plot shows adding characters of a second random group to the first group, and so on. The convex
hull volume (here, 2D volume) increases as more groups are added. Soundex, Pinyin, and random
grouping can be seen to cover the space faster than the K-Means clustering when increasing the
number of groups. Namely, the convex hull volume is higher for one or two clusters or Pinyins.
Quantitative verifications. These are carried out with three experiments. First, Figure 4.5
shows the empiricalCDF of the convex hull volume of characters of each Pinyin, random clustering,
and K-Means clustering, where the x-axes indicate the volume, and y-axes indicate the frequency.
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Random clustering and Pinyin grouping have a larger volume than K-Means, respectively. It
means that for each group, Pinyin is slightly better distributed (more widespread) than uniformly
random clustering, and both of these are better distributed than K-Means. This observation is
quite exciting and is probably due to the isoperimetry of the uniform random sampling for these
data points.

















. pki is the i−th point in group k (either cluster or Pinyin). The smaller
the value, the better distributed the points located in each cluster are over the whole space. The
concentration factor Γ is 9350 for K-Means, 3.783 for Pinyin, 1.476 for the random clustering in
Chinese; 3543K for K-Means, 0.3674 for Soundex, and 0.0191 for random clustering.
Algorithm 8: Density Measure
Input: Set of points P , clusters Q, nearest neighbor i
Output: Density density
1 chosen = {};
2 for i = 1 to 5 do
3 cluster = get_random_cluster(Q);
4 for word in cluster do
5 chosen = chosen∪wordvector(word);
6 end
7 end
8 Remove outliers from P using β = 0.3 & r = 10;
9 X = convex_hull(P );
10 C = corner_points(X);
11 for i = 1 to m− 1 do
12 for j = 1 to |C| do
13 i = 1 to |C|;
14 end
15 for i = 1 to |C| do
16 pi = qi∑|C|
k=1 qk
;
17 C ′i = Ci ∗ pi;
18 end
19 hullpt = sum(C ′);
20 density = 0;
21 noChange is true dist = KNN(hullpt, chosen, i);
22 density+ = dist;
23 end
Finally, the density measure is defined as in Algorithm 8, which intuitively seems to be a
more robust test. For each point x in the smoothed convex hull of all words/characters, let Di(x)
be the distance between x and the i-th nearest neighbor of x in the space X. Then either the
maximum of Di(x) over all x or the average is observed. Choosing a larger i captures the “density”
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Method Max Sum
1 2 3 1 2 3
K-Means 0.26 0.29 0.35 19.3 26.2 31.6
Random 0.18 0.21 0.22 15.5 19.3 21.2
Pinyin 0.08 0.21 0.22 7.19 19.4 20.9
Table 4.2: Density result (Converge threshold: 0.001; 1, 2, 3 nearest neighbour). The less the
value, the more well-distributed in the entire space.
of the point-set at larger scales, which is a parameter that can be tuned to be more robust against
noise. The convex hull surface is numerically integrated by randomly sampling the points, which
are a linear combination of the convex hull corner weighted uniformly at random. The density
result is shown in Table 4.2. This result is consistent with the CDF in Figure 4.5. The Pinyin is
most well-distributed, then the random clustering, after that the K-Means.
4.4 Experiments
Adding auxiliary information: First, all the words or characters in the source sentences (in the
training, development, and test set) are converted into phonetic or other encodings. Then, those
sequences of encodings are segmented with the Byte Pair Encoding compression algorithm [SHB16c,
Gag94] (BPE). A new embedding is learned on this encoded training data only, for example,
Metaphone encodings. Afterward, the embedded vectors are either concatenated with the original
sentences’ embedding (after BPE) or used alone to be fed into the encoder of the CNN neural
translator. This decomposition results in a significant improvement over the baseline.
4.4.1 Datasets and Vocabularies
Experiments are carried out for five translation directions from the IWSLT 2017 bilingual tasks:
Chinese to English (ZH-EN), English to French (EN-FR), French to English (FR-EN), English to
German (EN-DE), and German to English (DE-EN). The experiments are performed using the
IWSLT 2017 training data [IWS17], the development data combines test sets in 2013, 2014, and
2015, and the evaluation data is the 2017 test set.
Figure 4.3 and Figure 4.4 show vocabulary statistics on source/target tokenized text [Cet15]
before and after applying encodings 1. BPE is applied with 89K and 16K [DN17] operations for
FR and 89K for DE, and 18K operations for ZH, then an individual embedding is trained on
source/target jointly for each encoding.
1https://pypi.org/project/jellyfish/
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Source EN EN FR DE
Target FR DE EN EN
Source(Words) 54k 51k 73k 119k
Target 73k 119k 54k 51k
Soundex 10k 10k - 16k
NYSIIS 38k 36k 43k 99k
Metaphone 36k 34k 37k 94k
W+Soundex 58k 55k - 124k
W+NYSIIS 84k 80k 108k 206k
W+Metaphone 83k 79k 104k 203k
Table 4.3: Vocabulary sizes before/after encodings.
ZH(W)/EN Pinyin Wubi W+Pinyin W+Wubi
94k/54k 1k 4k 95k 97k
Table 4.4: Vocabulary sizes in Chinese to English system.
Coding FR-EN FR-EN EN-FR EN-FR DE-EN EN-DE
(89k) (16k) (89k) (16k) (89k) (89k)
Baseline: Words [GAG+17] (W) 35.01 36.21 34.37 36.78 27.79 25.12
Soundex - - 27.44 27.41 20.89 21.19
NYSIIS 30.87 31.22 31.36 31.06 25.76 18.90
Metaphone 29.83 30.43 31.10 30.77 23.61 21.92
W+Soundex - - 35.88 36.80 27.54 24.97
W+NYSIIS 35.44 37.33 35.10 37.23 28.40 25.37
W+Metaphone 35.09 37.04 36.08 37.95 28.99 25.00
W+random clustering 35.02 36.84 35.47 37.07 28.21 25.58
Baseline: Words [VSP+17] (ω) 36.81
ωMetaphone 37.30
Table 4.5: Translation results in BLEU[%] on a medium task IWSLT. Dev: combined test’13, 14,
15; Test: test’17. BPE operations: 89k, 16k. +: concatenation; : multi-source encoding [ZK16]
4.4.2 Translation Results
For each encoding scheme, two experiments are carried out, one with only the encoded sentences
and another one with the source sentence concatenated with the encoded sentence. For exam-
ple, W+Soundex means the source sentence in words concatenated with all words converted into
Soundex as the input to the Neural Networks. As the Soundex algorithm does not support French
text, there are no results for Soundex and W+Soundex for EN-FR. The translation results are
evaluated with [Boj06].
Table 4.5 shows that encoding as an auxiliary input (concatenated with the original sentence)
significantly improves the translation quality in all language directions. W+Metaphone indicates
adding Metaphone to the word-based NMT baseline, which gives the best results for EN-FR and
DE-EN, with an improvement of 1.71 and 1.2 in BLEU points, respectively. In the experiments,
random clustering consistently improves over baselines on all languages. The non-uniform random
clustering method in algorithm 6 achieves a higher BLEU score of 37.95% than a uniform random
clustering after tuning on the cluster size. For EN-FR (16k BPE operations) data in Table 5,
uniform randomly sampling of words is performed for each cluster. The BLEU score of 37.74%,
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Coding EN-FR FR-EN




Table 4.6: Translation results in BLEU[%] on large task WMT’18 Bio; Dev: Khresmoi; Test:
EDP’17 test. BPE: 89k.
37.77%, 37.38%, and 37.63% are obtained when setting the number of clusters to be 20%, 40%,
60%, and 80% of the vocabulary size (63615 words), i.e. the average cluster size to be 5, 2.5, 1.6,
1.25, respectively.
However, for most languages, the best codings are phonetic ones. Phonetic linguistic knowledge
is helpful in MT, and the underlying reason is explained with the hypothesis of semantic diversity
by phonetics. Linguistic information is typically language-dependent, thus different phonetic algo-
rithms serve better for specific languages. NYSIIS handles phonemes that occur in European and
Hispanic surnames. Thus, it performs best in French. Metaphone is a more advanced algorithm
with spelling variations and inconsistencies. Hence, it works best for English and German (both
Germanic languages).
Table 4.8 shows the results of the ZH-EN translation system (BPE 18k operations). Pinyin2,
Pinyin segmented into letters, and Wubi encoding3 is applied. Significant improvement is achieved
over the baseline by adding auxiliary information: 0.87 BLEU points with Pinyin, 1.68 BLEU
points with Pinyin in letters, and 1.11 BLEU points with Wubi, respectively. The randomly
clustering on Chinese characters and words both improve the baseline with 1.49 and 1.47 BLEU
points, respectively. This improvement is more significant than that of the K-Means clustering.
Additionally, experiments were carried out on English-French and French-English with a large
dataset: the WMT’18 Biomedical task that contains more than 2 million sentences. The translation
results are shown in Table 4.6. A significant improvement of 2.21 BLEU points is achieved for
English-French, and 4.27 BLEU points for French-English, respectively.
4.4.3 Model Complexity
The drop out parameter is tuned for three experiments: Words, W+Pinyin, and W+Pinyin letters
on ZH-EN. The drop out is set by default to 0.2, and the beam-size to 12. Figure 4.6 shows how
translation accuracy changes. The approach consistently performs better than the baseline systems.
The peak BLEU score is achieved at dropout 0.05 for the baseline, but between 0.2 and 0.3 for
this approach. This result implies that adding auxiliary inputs will reduce the model complexity,
indicated by a higher drop out parameter value opt for the best translation performance.
2https://pypi.org/project/Pinyin/
3https://pypi.org/project/wubi/
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Coding FR-EN EN-FR DE-EN EN-DE
Words (W) 2.92/112 2.84/123 2.57/88.6 2.91/112
Soundex - 3.99/133 2.27/83.9 3.02/121
NYSIIS 2.02/101 3.25/125 2.22/79.4 3.11/111
Metaphone 2.72/109 2.95/123 1.75/83.2 3.09/115
W+Soundex - 3.25/155 2.00/111 3.66/141
W+NYSIIS 1.48/148 3.12/149 2.07/94.3 3.27/131












Pinyin in letters 12.51
W+Wubi 18.11
W+Pinyin 17.87
W+Pinyin in letters 18.68
K-Means characters 14.57
random clustering words 17.35
random clustering characters 15.84
W+K-Means words 17.86
W+random clustering words 18.47
W+random clustering characters 18.49
Table 4.8: Translation results in BLEU[%] for ZH-EN.
4.4.4 Training Speed
Table 4.7 shows the system training time (with BPE 89k operations and for ZH-EN 18k). The
total time (in thousands of seconds) is in the first column, and the time per epoch is in the second.
Given the auxiliary information reduces the model complexity as in Section 4.4.3, the training
becomes more efficient and needs a smaller number of epochs to converge. In most systems, the
total training time with the auxiliary information is comparable to those without it, sometimes
even less.
4.4.5 Robustness
The system robustness is tested with noise augmented data on IWSLT’17 EN-FR. In training,
20% of words are randomly sampled and each of them is substituted with another word, which
is randomly selected according to its word2vec similarity to the substituted word. The clean and
noisy data is concatenated and their phonetic encoded data. For each test sentence, 0, 1, 2, 3, 4,
or 5 times the edit distance operation are performed. The word(s), the type of edit (from deletion,
substitution, and insertion), and the substitution word are uniformly randomly sampled. Models
are trained on below data: 1. Clean data (C); 2. Noisy data (N); 3. Noisy data concatenated
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Source Data No. of Operations
0 1 2 3 4 5
Clean (C) 34.37 30.91 27.90 25.60 23.94 21.11
C+Soundex 35.88 32.31 28.72 26.52 24.51 22.27
C+Noise (N) 35.54 32.23 29.09 27.10 25.00 22.49
C+N+Soundex 35.80 32.28 28.83 27.14 24.81 22.76
Table 4.9: Robustness in BLEU(%). Train: IWSLT’17 EN-FR adding noisy augmented data; Test:
IWSLT’17 test by varying edit distance.
Coding MTNT’18 MTNT’19 WMT’15
Baseline: Words
[GAG+17] 10.36 7.10 8.64
W+Soundex 10.40 11.59 12.73
W+NYSIIS 10.58 10.67 13.39
W+Metaphone 10.98 12.65 14.53
Table 4.10: Robustness in BLEU(%) on an unknown test set oblivious during training. Train:
IWSLT’17, EN-FR; Test: MTNT, WMT.
with its Soundex encoding (N+S); 4. Combined clean and noisy data (C+N). Table 4.9 (BPE 89k)
shows that adding Soundex helps most test sets with different number of operations.
Furthermore, the system robustness is tested on a test set whose distribution is unknown during
training (unlike the common robustness task). We aim to evaluate how a system behaves in a real-
life scenario. We verified on English-French systems (89k) in Table 4.5 trained on IWSLT’17. The
tests are the out-of-domain News WMT’15 [OBT15] and informal language data MTNT test sets4
released the robustness shared task in WMT’19. As in Table 4.10, all of our approaches achieved
higher accuracy than baselines. W+Metaphone outperforms all other systems and improves over
the baseline by about 5 BLEU points.
Additionally, the coefficient of variation robustness measure (see Chapter 6) is used to de-
termine the robustness of systems when additional phonetic information is used. The English-
French systems including the baseline (W), Soundex encoding (W+Soundex), NYSIIS encoding
(W+NYSIIS), and Metaphone encoding (W+Metaphone) are tested on WMT’14 News, WMT’18




Mean Var COR Mean Var COR Mean Var COR
Baseline (W) 43.088 311.377 0.410 43.445 319.367 0.411 41.696 297.236 0.413
W+Soundex 43.173 311.197 0.409 43.252 319.030 0.413 41.773 304.195 0.418
W+NYSIIS 43.452 343.159 0.426 43.667 352.768 0.430 41.933 326.589 0.431
W+Metaphone 43.743 383.856 0.448 43.915 398.839 0.455 42.153 366.551 0.454
Table 4.11: Robustness Metrics I (a). Sentence level BLEU scores when a single test set is left out.
Var is variance of BLEU scores and COR is the coefficient of variance.
4http://www.statmt.org/wmt19/robustness.html




Mean Var COR Mean Var COR
Baseline (W) 44.393 296.747 0.388 43.426 321.642 0.413
W+Soundex 44.491 294.147 0.385 43.555 318.243 0.410
W+NYSIIS 44.697 332.590 0.408 43.823 352.349 0.428
W+Metaphone 44.968 374.139 0.430 44.219 392.016 0.448
Table 4.12: Robustness Metrics I (b). Sentence level BLEU scores when a single test set is left
out. Var is variance of BLEU scores and COR is the coefficient of variance.
The mean, variance, and coefficient of variation is measured with leave-one-out cross-validation.
Table 4.11 & 4.12 give the results for the Robustness Metric I. It can be seen that the system with
the Soundex phonetic (W+Soundex) has the smallest coefficient of variation and is therefore the
most robust among the four systems.
4.5 Error Analysis
Error analysis of the translation output was carried out for two of the FR-EN systems. The
compare-mt toolkit [NDH+19] was used to compare the baseline (W) results with the concatenated
Metaphone (W+Metaphone) results. A few handpicked sentences are shown in Table 4.13 & 4.14.
Table 4.13 shows sentences where the baseline system performed better and Table 4.14 shows some
examples where the additional Metaphone encoding help improve the translation outputs. For
both the tables, the references are provided for comparison, and the changes are highlighted in
red.
Reference consciousness also is what makes life worth living .
Baseline (W) Output consciousness is also what makes life worth living .
W+Metaphone Output consciousness is also what makes life worthwhile to be lived .
Reference we can’t expect to solve it overnight .
Baseline (W) Output we can’t hope to solve it overnight .
W+Metaphone Output we can’t hope to solve the day in the next day .
Reference is there a single equation for intelligence ?
Baseline Output is there a single equation for intelligence ?
W+Metaphone Output is there a unique equation for intelligence ?
Table 4.13: A few sentences where baseline system performed better than using additional phonetic
information for FR-EN
Table 4.13 shows that errors are typically a change in the phrase used, e.g., worth living vs.
worthwhile to be lived or overnight vs. the next day. While in Table 4.14 shows the use of incorrect
tense, e.g., never complained vs. is never complaining or switch between subject and object, e.g.,
never apologize vs. don’t forgive.
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Reference but my daughter never complained .
Baseline (W) Output but my daughter is never complaining .
W+Metaphone Output but my daughter never complained .
Reference does it predict artificial intelligence ?
Baseline (W) Output is it foretold artificial intelligence ?
W+Metaphone Output does it predict artificial intelligence ?
Reference never apologize for that .
Baseline Output don’t forgive you for that .
W+Metaphone Output you never apologize for that .
Table 4.14: A few sentences where phonetic information improved the translation performance for
FR-EN
4.6 Related Work
Phonological rules or constraints have been previously applied to tasks such as word segmenta-
tion [Hay96, JPSD15]. Phonetics involves gradient and variable phenomena, whereas phonology
is characteristically categorial and far less variable. Instead of optimizing towards phonological
constraints, this work directly learns from phonetic data and discover hidden phonetic features to
optimize NMT performance.
Discriminatively learning phonetic features has demonstrated success in various Language tech-
nology applications. [HVW04] used phonetic information to improve the named entity recognition
task. [BH14, ZJN+18] integrate speech information into word embedding and subword unit mod-
els, respectively. [DW17] converted Chinese characters to subword units using Pinyin to alleviate
the unknown words. My work aims to improve NMT overall rather than to only translate unknown
Chinese words. This work is the first to introduce several phonetic algorithms: Soundex, NYSIIS,
Metaphone; and Logogram, Wubi to improve NMT. It also develops new algorithms driven by an
empirically verified observation, which works for all languages in any NMT framework.
Leading research has investigated auxiliary information to NLP tasks, such as polysemous word
embedding structures by [ALL+16], factored models by [GMBB16, SH16], as well as compiling
various features as in [KCS17] and [SHB16a]. This research focuses on the introduction of phonetic
encoding and random clustering and demonstrate that the approaches are effective even when
applied in a simple way (namely, concatenation without the help of a factor model). Treating
NMT as a black-box can be beneficial when experimenting with different NMT models such as
CNN, seq2seq, and attention-based one.
Closely related, but independent to this work, is the approach of word segmentation or char-
acter based NMT [CCB16], which focuses on the decomposition of the translation unit. Smaller
text granularity helps in unseen word forms and tokenization challenges [LTDB15], while more ex-
tended translation units reduce model complexity and input lengths [LCH17]. Finding the optimal
granularity when feeding information to an NMT is undoubtedly impressive, but stratifying the
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translation unit does not necessarily only take place at the next level (in the form of character or
word sequences). This work take a different angle and view MT input as an information source
encoded in various forms. The source sentence representations other than text such as phonetic
encodings, are studied, which works surprisingly well when combined with word segmentation
methods.
4.7 Conclusion
This Section describes phonetic encoding as a many-to-one mapping function which encodes the
source sequence into phonetic units. Phonetic encoding schemes including Soundex, NYSIIS,
Metaphone, and Pinyin and a logogram encoding scheme Wubi are used. Both single and multi-
encoder[ZK16] architectures are tested with CNN[GAG+17] & Transformer[VSP+17] respectively.
Experiments are carried out for German-English, French-English, and Chinese-English languages
in both direction. A consistent improvement is obtained for each experiment when additional
phonetic information is used.
Furthermore, a hypothesis is proposed stating that more semantically diverse words are mapped
to a single phonetic token. This is empirically verified by comparing the convex hull volume,
density, and concentration factor of phonetic clusters with K-Means cluster (having less diverse
words) and random clusters (having more diverse words). Based on the hypothesis, an artificial
encoding method, random encoding, is proposed which improves the translation performance.
The method is tested for robustness on an unknown test domain as well as on noisy test
data. Model trained on TED Talks data (IWSLT) is tested on Reddit (MTNT) and NEWS
(WMT) datasets. Substantial improvement of upto 5 BLEU point is obtained. Additionally,
experiments are carried out on test data with different noise levels. NMT models are trained on
two scenarios of with and without noisy data augmentation. Additional phonetic information gives
better performance in 10 out of 12 experiments.
The previous Chapter discussed using methods as a pre-processing step on the input data. The
next Chapter will focus on how the training of the NMT model itself can be improved to create a
robust system against the data from different domain compared to the training data.
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(a) Plot 1-4: words (black dots) of Soundex ‘B631’, ‘E455’, ‘V536’, ‘O550’respectively.
(b) Plot 1-4: all Chinese characters (black dots) of Pinyin ‘gen4’, ‘si4’, ‘guo2’, ‘ju4’ respectively.
Figure 4.2: Same pronounced words/Chinese characters have distributed meaning in semantic
space (red dots).
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Figure 4.3: K-Means, Soundex, and random clustering coverage speed by adding words (black
dots) of group: The convex hull volume (black lines) of Soundex and random clustering cover the
space (red dots) faster than K-Means by increasing the number of groups .
Figure 4.4: K-Means, Pinyin, and random clustering coverage speed by adding characters (black
dots) of each cluster or Pinyin: The convex hull volume (black lines) of Pinyin and random clus-
tering cover the space (red dots) faster than K-Means by increasing the number of groups.
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Figure 4.5: CDF of the convex hull volume of characters in each group (cluster or Pinyin) using
three methods. K-Means has a very small convex hull volume in each group. The volume of Pinyin,
and random clustering are close, but Pinyin is even larger.
Figure 4.6: Tuning for dropout. The x axis indicate the drop out paramter value.
Chapter 5
Domain Adaptation
Data-driven Machine Translation models assume the training data and test data have the same fea-
ture space and the distribution [Koe09]. However, this is rare in real-world applications [OCM11].
Domain adaptation is a standard solution used in SMT [XDGN07, FK07, CW18]. For example, in-
terpolating phrase or word probabilities in a sentence learned on in-domain and out-of-domain data
and then computing their product. Ensemble learning is applied instead of interpolation for NMT.
The neural network is initialized with parameters trained with out-of-domain data. Studies show
that this approach results in fast training and higher accuracy, such as in [LM15, ZYMK16, FA16b].
These methods focus on combining an in-domain model with an out-of-domain model. However,
often, the training data is a merger of multiple in-domain and out-of-domain corpora. Concate-
nating all the in-domain corpora to train a model makes the training more expensive in terms of
memory and time. Furthermore, the distribution of one corpus may be closer than the others to
the test set. Thus, statistics of the closer corpus may vanish in the combined corpus.
A typical MT task is WMT’18 Biomedical English-French. In-domain training data for this task
includes WMT’18 Biomedical corpus (2.8M sentences) and WMT’14 Biomedical corpus (19M sen-
tences). Additionally, there is an out-of-domain training data of WMT’14 News (41M sentences).
To improve the translation performance of in-domain test data, this Chapter tries to tackle two
important challenges:
• How to efficiently combine the training on different in-domain training sets?
• How to select data from out-of-domain training set which is closer to in-domain training set?
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Figure 5.1: BLEU(%) during transfer learning. The results are calculated on EDP’17 test data.
The x-axis shows the epoch number during training.
5.1 Methods
To answer the above questions, this Chapter presents an empirical study of efficient training on
multiple in-domain and out-of-domain datasets. Transfer learning and Data selection are two
common techniques applied by training NMT systems with different datasets. Transfer learning
fine-tunes the model parameters learned on one domain (out-of-domain) to improve translation
quality on another domain’s test data (in-domain). Data selection selects out-of-domain data to
improve the translation performance on the in-domain data.
5.1.1 Transfer Learning
Transfer learning is a technique that learns the model on one task (source task) and then transfers
the model parameters to another task (target task). [PY09] defined transfer learning as:
A domain D consists of a feature space X and a marginal probability distribution P (X) where
X ∈ X is a training sample. If two domains are different, then they must have different feature
spaces or different marginal probabilities. Transfer learning is defined as follows:
Definition 1 Given a source domain DS and a learning task TS, transfer learning aims to help
improve the learning of the target predictive function fT (·) in DT using the knowledge in DS and
TS, where DS 6= DT , or TS 6= TT .
In the above definition, a domain is a pairD = {X , P (X)}. Thus the conditionDS 6= DT implies
that either XS 6= XT or PS(X) 6= PT (X). One category of transfer learning is transductive transfer
learning where the source and the target tasks are the same but the domain is different. This can
be further categorized into two cases. For the machine translation scenario, these are that either
the feature spaces between domains are different, XS 6= XT (e.g., News and Biomedical), or their
marginal distributions are different, P (XS) 6= P (XT ) (e.g., Biomedical’14 and Biomedical’18).
Transfer learning is applied to learn the target predictive function fT (·) in both the above cases.
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NMT model parameters are trained using CNN based architecture [GAG+17]. Initial training is
for the case when the domain feature spaces are different, i.e., XS 6= XT . The experiments consider
WMT’14 News data as XS and WMT’18 Biomedical data as XT since they represent two different
domains.
For this training, a pre-trained system [GAG+17] is re-used on the News corpus and continue
training on Biomedical’18 corpus. A pre-trained system is re-used because the training on the News
corpus requires a large training time1. For training the CNN based NMT, only the vocabulary of
Biomedical’18 is used for simplicity.
Then transfer learning is applied for the second case, where the marginal distributions of XS
and XT are different (P (XS) 6= P (XT )). Now we can consider XS as Biomedical’18 data and
XT as Biomedical’14 data. This is because they are in the same domain with different marginal
distributions. The model parameters learned on the Biomedical’18 data are tuned further with
Biomedical’14 data. Again, the vocabulary of the Biomedical’14 data is used for training.
The middle part of the plot (Bio’18) shows the BLEU scores obtained using transfer learning
from WMt’14 News to WMT’18 Biomedical data. The BLEU curve reaches a peak of 30.97% in
the BLEU score in this part of transfer learning.
5.1.2 Data Selection
Data Selection is a common domain adaptation technique used to select additional relevant training
data. Typically the out-of-domain or general domain corpus is much larger than the in-domain
data. Methods are developed to select samples from the general domain corpus which are closer
to the in-domain corpus. Several methods have been defined to measure the similar samples. This
work tests four different methods for selecting additional dataset to train an NMT model. A
function is defined that gives a value to a subset of the training data. The value is based on the
already selected subset and test set. This value is then used to reorder samples in the data.
Assume we start with an already chosen set X and a universal set U . A feature f(X ) gives the
value of the set X . a new sample v chosen from the universal set U is added to the set X which
maximizes the feature f(X ∪ {v}). This method is also shown in the Equation 5.2
f(v|X ) = f(X ∪ {v})− f(X ) (5.1)
v′ = arg max
v∈ U\X
f(v|X ) (5.2)
Here f is the feature used, v′ is the chosen candidate sample for selection, X is the already
137 days using 8 GPUs on WMT’18 EN-FR [GAG+17]
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chosen training data, and U is the complete test data (universal set).
This method is used in two ways:
1. Sort: Sort each sample based on feature value (f),
2. Greedy: Add a sample to the chosen set based on the method output and re-run with the
updated chosen set.
Each sample in the training data is reordered based the Equation 5.2. The algorithms for both
these methods are mentioned in Algorithm 9 & Algorithm 10 respectively.
Algorithm 9: Greedy-based Selection
Input: source-side training samples (X), source-side test samples (T ), baseline encoding
option
Output: reordered samples (S)
1 S = {};
2 x̂ = arg maxxi∈X\S f(x|S, T );
3 S = S ∪ x̂;
4 return S;
Algorithm 10: Sorting-based Algorithm
Input: source-side training samples (X), source-side test samples (T ), baseline encoding
option
Output: reordered samples (S)
1 vals = {};
2 for x in X do
3 i = f(x|T );
4 vals = vals ∪ i;
5 end
6 S = sort_on_value(X, vals);
7 return S;
Features Three different features are used to define the relation between a sample and the test
data. These features were perplexity, K-L Divergence, and cross-entropy. An additional feature of
TFIDF was used as a comparison with previous work [KB14]. Each of the features was calculated
on the combined candidate sample, currently chosen set, and the development data (called S)
against just the test data (called T ) as below:
• perplexity: perplexity calculated on S using the n-gram language model created on T
• K-L Divergence & cross-entropy: for each n-gram in test vocabulary, p is the distribution in
the S and q is the distribution in T
• TFIDF: for all 1-gram to n-gram terms in T create TFIDF matrix using S
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Training Bio’18 News’14 Bio’14
SR (M) 2.8 41 19
SP (M) 2.5 39 16
VR (B) 61M/69M 1.1/1.3 0.4/0.5
V (K) 67/82 64/74 44/44
Table 5.1: Raw and pre-processed data statistics for the three datasets used in the experiments.
SR is the sentences in the raw data, SP is the sentences in pre-processed data, VR is the running
words and V is the vocabulary size. Running words & Vocabulary are for both source and target
represented as source/target
Data Set Dev Data Test Data
Kh Kh+HIML EDP’17
SR 500 2011 500
SP 500 2011 499
VR (K) 11/13 37/46 13/15
V (K) 3/3 5/6 3/3
OOV 154/177 329/499 271/366
Table 5.2: Development and test data stats. Kh refers to the Khresmoi development data. SR
is the sentences in the raw data, SP is the sentences in pre-processed data, VR is the running
words, V is the vocabulary size and OOV is the unique Out-Of-Vocabulary words. Running words,
Vocabulary & Out-Of-Vocabulary words are represented as source/target.
5.2 Data and Tools
The training was carried out using WMT’14 Biomedical English-French (PatTR2 only), and
WMT’18 Biomedical English-French (UFAL medical corpus3) as the in-domain training data. Ad-
ditionally, WMT’14 News English-French was used as the out-of-domain data. Transfer learning
experiments use all the training data. Data selection experiments use 100k sentences randomly
selected from the WMT’14 NEWS, WMT’14 Biomedical, and WMT’18 Biomedical datasets. This
combined corpus of 300k sentences is used as the training data.
Khresmoi and HIML development datasets are used for validation after each training epoch.
Evaluation is carried out on WMT’17 EDP data [YNN+17]. Statistics for the development and
test data is mentioned in Table 5.2.
The training, development and test data are tokenized and true-cased using the script provided
by Moses.4 Sentences longer than 80 are removed from the training data. Then byte pair encoding
(BPE) [SHB16c] is learned on the combined WMT’18 Biomedical EN and FR training corpus.
89, 500 merge-operations are used for BPE to output 63.6K and 74.1K word dictionaries for EN
and FR respectively. BPE applied on WMT’14 Biomedical data created 67K and 81.9K sized
dictionaries for EN and FR. A similar pre-processing step was carried out for the development and
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Bio’18 + Bio’14 21.5
Table 5.3: Training time for each dataset. Training time is for a single epoch in hours.
5.3 Training Details
The open-source toolkit Fairseq5 is used to train all the systems, which provides an implementation
of the CNN based NMT model [GAG+17]. For the training of all systems, a learning rate of 0.25
and a dropout of 0.2 is used. The maximum batch size is fixed to be 4000 tokens. The training was
carried out on a single Tesla V-100 GPU with 16 GB RAM. A default training batch-size of 4000
tokens was used with a 0.2 dropout percentage and 0.25 learning rate. The training was stopped
when the model converged.
5.4 Decoding Details
For translation, we used either the best epoch (which gave the minimum loss on the development
data) or an ensemble of different epochs during the training process. The Fairseq tool provides a
simple method to use specific epoch(s) for translation. BPE is removed before evaluation. The
decoding beam size is tuned and a beam size of 12 is used for all translations. The best model
settings were then used to translate the WMT’18 test datasets (EDP & Medline).
5.5 Experiments
A number of experiments are carried out which use transfer learning and data selection methods
to improve translation performance on in-domain test data.
Transfer Learning Three different sets of models are trained: (1) training on WMT’18 Biomed-
ical data only, (2) training on the WMT’14 News, followed by training on WMT’18 Biomedical
data, and (3) training on the WMT’14 News, then training on WMT’18 Biomedical and then
training on WMT’14 Biomedical. Apart from this, training is also carried out using different
development sets, which include Khresmoi and Khresmoi+HIML.
Another possible experiment can be to combine the two in-domain datasets and then train.
This experiment, however, takes 22 days for the training of 25 epochs as compared to 1.7 days
for completely training on WMT’18 Biomedical data. Therefore model is trained on the WMT’18
5https://github.com/pytorch/fairseq
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Figure 5.2: Combining predictions from an ensemble of models [Koe17]
Biomedical data till convergence and subsequently trained on the larger WMT’14 Biomedical data
for some epochs. Additionally, the training time is saved by using a pre-trained model on WMT’14
News data to initialize the system parameters. Details of training time (per epoch) for each dataset
are mentioned in Table 5.3. Combining datasets is also memory intensive as compared to training
on separate data.
The models (checkpoints) are saved after every epoch of training. The predictions of multiple
checkpoints are used instead of just one checkpoint. This ensemble of models is performed for
different epochs, called checkpoint ensembling, as follows: Each model defined by a checkpoint
generates a probability distribution over target vocabulary. These distributions are averaged to
obtain a combined probability distribution. Then the combined distribution is used to predict the
output word. See Figure 5.2 for an illustration. Checkpoint ensembling is computationally less
expensive than multi-run ensembling, another typical approach for ensembling NMT models. In
multi-run ensembling, each system is built in a completely different training run. In checkpoint
ensembling, one gets all the checkpoints from a single run.
Data Selection For each experiment, language model perplexity, cross-entropy, K-L Divergence,
and TFIDF were used to reorder sentences. Experiments were carried out n-gram values of 1,3,
and 5 for perplexity, cross-entropy, and K-L Divergence features. TFIDF was only carried out on
1-gram feature as time taken for 3-gram and 5-gram was very long.
Both the greedy-based and sorting-based algorithm were used for reordering of the data. Instead
of using Algorithm 9 & 10 for every single sample, it was used for a batch of 1000 samples. This
batch-wise reordering sped up the process. For each experiment, the final reordered data was
segmented into 50k, 100k, 150k, 200k, 250k, and 300k sentences. Then training was carried out on
each of these segmented datasets and finally tested on the test data.
Additionally, as a comparison with [KB14], experiment was carried out with the submodular
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function. The submodular function was used for 1-gram features perplexity, cross-entropy, and
TFIDF. The updated selection equation becomes Equation 5.3.
v′ = arg max
v∈ U\X
φ(f(v|X )) (5.3)
Here, φ is a submodular function. φ(a) = 1√
a
was used as the submodular function for value a.
5.6 Results
Evaluation of all the experiments was carried out on WMT’18 Biomedical test data. Translation
was performed using either the best checkpoint (minimum loss on validation set) or on an ensemble
of different checkpoints.
Transfer Learning Table 5.4 shows BLEU scores for different experiments with and without
ensemble. The arrow shows the flow of training the translation model, for example, “news14 →
bio18 → bio14” means the system was first trained on WMT’14 News data, then on WMT’18
Biomedical data and finally on WMT’14 Biomedical data. The single model results are obtained
using the best checkpoints (the best checkpoint is the one which gave minimum loss on the devel-
opment data) for each experiment, and the ensemble results are obtained using the best ensemble
of multiple checkpoints. The translations are evaluated using the multi-bleu.pl script from Moses.
For the baseline method (Exp 1), training is only carried out only using WMT’18 Biomedical
data. The single best model gave 31.10% in the BLEU score. An ensemble of different checkpoints
did not improve the results. Therefore it has the same BLEU score as a single model. Exp 2 uses a
pre-trained model on the WMT’14 News and continues training on WMT’18 Biomedical data. The
single model gave the BLEU score of 30.97%, which is less than Exp 1, but ensembling improved the
BLEU score to 31.18%. On further training on another in-domain WMT’14 Biomedical data (Exp
3), the single best model significantly improves the performance with a BLEU score of 34.83%. An
ensemble of different checkpoints improves this further to 35.12%. This result is an improvement
of 3.73 BLEU points for the single model and 4.02 BLEU points from the baseline experiment
(Exp 1). The best model uses checkpoints 2, 4, and 24.
The best system for WMT’17 (Exp a) on EN-FR EDP test data gave 27.04% in BLEU score
using mteval-v13a.pl script from Moses. Using the same script our best model (Exp 3 in Table
5.4) gave 38.33% in BLEU score. This is an improvement of 11.29 BLEU points.
Figure 5.1 shows the performance of each of the epoch during the complete training process.
The middle part of the plot (Bio’18) shows the BLEU scores obtained using transfer learning from
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No. Experiment BLEU [%]
Single Ensemble
a WMT’17 best system 27.04∗ –
1 bio18 (baseline) 31.10 31.10
2 news14 → bio18 30.97 31.18
3 news14 → bio18 → bio14 34.83 35.12 , 38.33∗
Table 5.4: BLEU scores for different models on EDP’17 test data. Single is the single model
which gave minimum loss on the Khresmoi development set. Results with (*) are calculated using
multi-eval tool. All other results are calculated using multi-bleu tool.
No. Experiment Dev Set BLEU [%]
1 news14 → bio18 Khresmoi 30.97
2 news14 → bio18 Khresmoi+HIML 29.23
Table 5.5: BLEU scores on different development sets calculated on EDP’17 test data.
WMt’14 News to WMT’18 Biomedical data. The BLEU curve reaches a peak of 30.97% in the
BLEU score in this part of transfer learning.
Additionally, the news14 → bio18 model is tested using different development sets for tuning
the model. The results are in Table. 5.5. We get better results when using Khresmoi development
data as compared to a combined Khresmoi and HIML development data.
During training, the performance of the model is evaluated after every epoch using a develop-
ment set from the Biomedical domain. Our system is prone to over-fitting as the Biomedical (2014
and 2018) training data sets that are use are significantly smaller (see Table 5.1) as compared to
News. Generally, over-fitting means that the model performs excellently on the training data, but
worse on any other unseen data. Ensemble learning is used to overcome this problem.
Apart from this, ensemble experiments are carried out to compare which checkpoint combina-
tion gives the best result. Only checkpoints for Exp 2 in Table 5.4 are considered. Among the
14 checkpoints output during the training process, checkpoint 12 gave the minimum loss on the
development data. Several checkpoint combinations are tried from these 14 checkpoints, some of
these are mentioned in Table 5.6. The best checkpoint combination is 5, 10, and 12.
Data Selection The plots Fig. 5.3 & 5.4 show the results for all the segmented datasets for
Greedy (solid lines) and Sort (dotted lines) experiments. For each of these, the figures further
have three experiments for 1-gram, 3-gram, and 5-gram features. Generally, the BLEU score
increases when more additional data is used. However, for perplexity (3 gram and 5 gram) and
K-L divergence (1 gram), the maximum BLEU score is reached when 250k sentences are used
instead of the complete 300k. For perplexity (Sort 5-gram) experiment, there is an increase of
0.68 BLEU, and for the K-L divergence (Greedy 1-gram) experiment, there is an increase of 0.23
BLEU points for 250k sentences over 300k sentences. Another observation was a slight change in
BLEU scores when the complete data was used even though the training data was shuffled after
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Checkpoint Number
BLEU[%]
1 2 3 4 5 6 7 8 9 10 11 12 13 14
• • 30.38
• • • • 30.93
• • • 31.18
• • • • 30.98
• • • • • 30.86
• • • • • • 30.38
• • • • • • • 30.90
• • • • • • • • 31.05
Table 5.6: BLEU scores for different checkpoint ensembles for Exp 2 (Table 5.4). Cells with dots in
each row show checkpoints for ensemble. Checkpoint 12 gave the minimum loss on the development
data.
Figure 5.3: BLEU Scores (%) on combined domain using PPL feature based data selection
every epoch. This result can be attributed to the design of the fairseq tool.
The results for the submodular experiments are given in Fig. 5.6. It can be seen that all
the three features follow a similar trend of higher BLEU score when more data is used. TFIDF
gives the highest BLEU score performance for 50k, 100k, 150k, and 200k segments. However,
for 250k segment K-L Divergence feature gives a higher performance compared to other methods.
The performance using all the data (300k segment) is similar for the three different data selection
features.
5.7 Conclusion
This Chapter described using two domain adaptation methods to improve the translation perfor-
mance. The NMT system is trained on an out-of-domain or general domain data and evaluated
on an in-domain test data.
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Figure 5.4: BLEU Scores (%) on combined domain using K-L Divergence feature based data
selection
Figure 5.5: BLEU Scores (%) on combined domain using Cross-Entropy feature based data selection
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Figure 5.6: BLEU Scores (%) on combined domain using submodular based data selection
The first method, transfer learning, trained the NMT model on WMT’14 NEWS data and tuned
the model parameters on WMT’18 Biomedical data. Based on the transfer learning definition, the
WMT’14 Biomedical data was also considered as the out-of-domain data. Therefore, a pre-trained
model on WMT’14 NEWS and WMT’18 Biomedical was tuned using WMT’14 Biomedical data.
Checkpoint ensembling techniques were carried out to further improve the performance.
Another approach used is to select additional training data closer to the test data. The can-
didate training set contained randomly subset of WMT’14 NEWS, WMT’14 Biomedical, and
WMT’18 Biomedical. Four different measures were defined to reorder each training sample based
on similarity with source-side test data. Measures include language model perplexity, cross-entropy,
K-L divergence, and TFIDF. The final data is split into 4 sizes of 50K, 100K, 150K, 200K, 250K,
and 300K sentences. 3-gram language model perplexity and 5-gram cross-entropy give better
performance for smaller training data (250K sentences) than the complete data.
The next Chapter describes the evaluation procedure of an NMT system. A robustness measure
is defined as the consistency in the translation quality instead of the accuracy in translation. This




This Chapter defines robustness measure1 for MT systems as consistency in the translation per-
formance. At first, it describes the typical evaluation measures for translation outputs and details
the most common evaluation technique, BLEU Score. After this it describes the robustness mea-
sure being different from these evaluation metrics and finally it gives a probabilistic definition of
robustness.
6.1 Translation Evaluation
A Machine Translation system is trained to get the translations as close to human translations
(references) as possible. Quantification of this closeness is the translation performance of the MT
system. This has been a separate study where researchers have proposed a number of measures.
Researchers have looked at the accuracy, errors, fluency, and adequacy of the translated text
and also the speed of the performance measure. Apart from these automatic measures, another
evaluation technique is using human translators to quantify the translation quality. Commonly
used automatic translation evaluation measures are given below:
• BiLingual Evaluation Understudy (BLEU) [PRWZ02]: Modified n-gram precision measure
to compare a candidate translation against multiple reference translations.
• National Institute of Standards and TechnologyMetric (NIST) [Dod02]: A modified version
of BLEU metric based on how rare is the n-gram.
• Word Error Rate (WER) [KP02]: The length normalized edit distance on the word level.
• Recall-Oriented Understudy for Gisting Evaluation (ROUGE) [Lin04]: Overlap of N-grams
between the translation hypothesis and reference.
1This work was carried out during 2019 Sixth Frederick Jelinek Memorial Summer Workshop in collaboration
with Jia Xu, Paul Michel, Graham Neubig, Jackie Cheung, and Jacob Eisenstein
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• Metric for Evaluation of Translation with ExplicitORdering (METEOR) [BL05]: Harmonic
mean of generalized unigram of translation hypothesis and reference.
• Translation Edit Rate (TER) [SDS+06]: Number of edits required to change the translation
hypothesis to reference.
6.2 Translation Accuracy
The most commonly used automatic translation performance metric is the BLEU Score [PRWZ02].
It is based on the n-gram precision of the system output compared to multiple manual (human)
translations. The metric output is a number between 0 and 1, where 1 means the translation is
identical to the reference translation.
To compute BLEU Score, a geometric average of the modified n-gram precision, pn, is used
with n-gram up to length N and positive weights wn summing to 1. Typically, BLEU score is
measured using 4-gram, N = 4, and a uniform weight wn = 1/N .
6.3 Translation Robustness
Neural Machine Translation Systems are especially notorious when dealing with adversarial inputs
[BB18, MN18b]. Therefore leveraging information from these adversarial examples is a common
practice [CJM19] into building a robust NMT system. Such examples are often synthetically
generated (sometimes as a simulated natural adversarial example, e.g., adding typos or grammatical
errors to the data). The performance of an NMT System, however, has been shown to vary based
on the type of noise added to the test data [KK18]. This robustness to noise definition is often
highly dependent on the type of noise. This information is often lacking when dealing with real-
world test data (unknown test samples). It would be beneficial to define a measure which can give
some idea of how robust the system performance will be on unseen test data.
This Chapter tries to establish a definition of robustness for NMT systems. Instead of the worst-
case performance, robustness is defined as typical behavior or the consistency in the performance
of the system. Under this definition, the more inconsistent the model predictions are, the less
robust the model is. Then this notion is expanded to a probabilistic definition where the more
higher probability of consistent behavior means more robust a system is.
6.4 Definition of Robustness
Robustness is defined as the consistency in the behavior of a machine-learned system. This consis-
tency can be thought of as the standard or typical behavior of the system. The more this behavior
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deviates from the typical, the less robust the system is defined to be. Notice that this definition
does not give a notion of whether the performance of the system is good or bad. A system which
consistent terrible performance is still a robust system under this definition. In terms of Machine
Translation (MT), this definition becomes the consistency in translation performance for a trained
MT system.
6.4.1 Coefficient of Variation ( µ
σ2
)
The translation accuracy (BLEU score) is taken as a random variable. Measuring the variance
of the BLEU score is introduced to indicate the consistency of the translation quality over the
combination of various test sets. This random variable will give us a value that quantifies how
stable is a translation system over different sentences. However, the same variance value measured
on the datasets with different means will carry a different meaning. For example, the variance
measured on a dataset with mean of 10% in the BLEU score shows higher inconsistency than that
with the mean of 30%. Therefore, the variance can be scaled by the mean, and finally, use the
coefficient of the variation to measure the consistency over the BLEU scores across sentences in
the dataset pool. The coefficient of variation is a scaled standard deviation. Nonetheless, the
variance or the coefficient of variation is not sufficient to express the consistency of the accuracy.
For example, if the accuracy can only have two values: 0 and 1 but have the same variance as
values following the normal distribution, then looking at the distribution itself is crucial to decide
on the robustness of a model.
6.4.2 ε− γ Robustness
Following the direction of the probabilistic robustness [XYD96, TD99], the notion of (ε, γ)-robust
is introduced to consider all cases. Briefly speaking, this method measures the probability of upper
bound of the translation accuracy gap between any test sentence and their average accuracy of the
test set.
A translation system is called (ε, γ)-robust, if for every sentence drawn from a distribution D,
its translation error X is centered around the mean error µ, which is bounded through a parameter
ε with a probability of 1− σ
2
ε2 · γ.




This definition is a relaxation of Chebyshev’s inequality by adding γ ∈ [0, 1]. In the above
formulation, the lower the value of γ, the more robust is the system. 1 − γ value indicates how
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much tighter can the prediction accuracy be bounded around its mean than the Chebyshev’s bound.
A robust system can be provided with a tighter bound, while the Chebyshev in Equation 6.2 bounds
a fragile system. Below is the inference.












Chebyshev’s inequality in Equation 6.2 provides an upper bound to the probability that the
difference between X and the mean will exceed a given threshold. Equation 6.3, thus Equation 6.4,
is obtained if 1− is put in front of both sides. This equation shows a lower bound of the difference
between X and µ.
In robustness measure, we are interested in coming up with a bound tighter than the Cheby-
shev’s bound. To make it scalable and interpretable, γ ∈ [0, 1] can be added to express how much
tighter bound can be provided than Chebyshev’s. If γ = 1 then it is the worst case, the system is
not robust at all; if γ is approaching to 0, then it is getting very tightly bounded. Therefore, γ is
introduced to be an indicator of how robust a system is. ε is a parameter that can be explored.
Algorithm 11: Plot (ε, γ)-Robustness
Input: translation accuracy (e.g. BLEU or human eval) of each sentence of a test set on a
given translation model
Output: 100 (ε, γ) values
1 for ε in 1 to 100 do




6.5 Robustness Definition to the Coefficient of Variation
ε is a parameter depending on our robustness metrics. The coefficient of variation is introduced
as the metrics of measuring the system robustness. This metric is measured on a simulation of all
available test datasets from five different domains.
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Replace ε by ε′, ε = ε′ · σµ to Chebyshev’s inequality
















Replace ε by ε′, ε = ε′ · σµ to the ε− γ robust definition
Pr[|X − µ| < ε′ · σ
µ




Algorithm 12: Plot (ε′, γ)-Robustness using coefficient of variation metrics
Input: translation accuracy (e.g. BLEU or human eval) of each sentence of a test set on a
given translation model
Output: 100 (ε, γ) values
1 for ε′ in 1 to 100 do





Using our definition of robustness (see Section 6.4.2), three different robustness metrics are created.
The first metric (Algorithm 13) computes the coefficient of variation for all the samples in the test
pool.
Algorithm 13: Robustness Metrics I - Variance V
Input: Error function ε(·), a test set pool T containing N samples (ts)






j ε(tj ; s,A)}
2
There is a collection of test samples, where each test sample is ti, and there are I many test
samples in the test pool. An error function ε(t; s,A) indicates the translation error (1-accuracy) on
a test sample ti on s according to evaluation criterion A. The variance measures the “consistency”
of the translation accuracy among all the test samples.
Creating a more robust metric, the first metric is modified such that the test pool is randomly
subsampled intoM bootstraps and then compute the average variance across bootstraps and finally
compute the coefficient of variation. Algorithm 14 shows how to compute this robustness metric.
Metric II is modified slightly such that instead of random sampling from the complete test pool,
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Algorithm 14: Robustness Metrics II - Average Variance AV (average of the variance of
each bootstrap)
Input: Error function ε(·), a test set pool T containing I samples (t1 · · · tI), block size b
(each block B1 · · ·BM with number of blocks M), universe size N
1 Initialize m empty blocks
2 for b_ = 1 to b ·M do
3 choose L at random from the set of blocks with current min number of elements
4 S : set of elements in the universe not in L
5 L = L ∪ t, where t ∈ S chosen uniformly at random
6 end
7 for m ∈M do








j ε(tj ; s,A)}
2
9 end
10 AV (T ) = 1M
∑
m V (Bm)
for each bootstrap, this method randomly samples from the elements not present in the current
bootstrap. This technique minimizes the intersection between bootstraps[PXC14]. Algorithm 15
describes this metric.
Algorithm 15: Robustness Metrics III - Designed Average Variance AV (variance with
bootstrap diversity)
Input: Error function ε(·), a test set pool T containing I samples (t1 · · · tI), block size b
(each block B1 · · ·BM with number of blocks M), universe size N
1 Initialize m empty blocks
2 for b_ = 1 to b ·M do
3 choose L at random from the set of blocks with current min number of elements
4 S : set of elements in the universe not in L that appear least frequently
5 L = L ∪ t, where t ∈ S chosen uniformly at random
6 end
7 for m ∈M do








j ε(tj ; s,A)}end
9 2





The leave-one-out error stability is used to show that the robustness measure can be generalized. A
left-out test set is excluded from all four datasets and the robustness is measured. More precisely,
for a given translation model, one leaving-one-out test set is randomly selected. Then all other
tests are combined to compute the variance, the mean, and the coefficient of variation on the
left-out datasets.
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6.7.2 Correlation with Manual Evaluation
Human evaluation is another way to evaluate the robustness measure. More precisely, human
linguists come up with translation test sentences and evaluate the consistency of the translation
model 1 (θ) and translation model 2 (θ′). The human evaluators can ask as many as translation
sentences until she/he decides on the ranking of the performance between model 1 and model 2.
A perfect robustness estimator γ would satisfy that the ranking of the robustness of two MT
systems is the same as the ranking by our robustness measures:
γ(θ) < γ(θ′)⇐⇒ γ(θ) > γ(θ′) (6.8)
In other words, the actual value of γ is not necessarily needed to verify that it gives us enough
information to compare the two models. There are some problems with this approach, though, not
least because we need to evaluate this on multiple models.
6.8 Data & Tools
Four different English-French NMT models are used which trained on WMT’14, Biomedical’18,
ISLWT’17, and MTNT’18 datasets. The models are trained using 35M, 2M, 200K, and 40K
sentences, respectively. The WMT’14 model is the pre-trained model provided by Facebook re-
search2 and the remaining were trained in house using CNN Seq-to-Seq Toolkit [GAG+17] till
convergence. The development data used for the in house trained models include Khresmoi for
Biomedical, test2014 and test2015 for IWSLT, and MTNT18 development for MTNT. The four
different test data were also from the same domains, including WMT (newstest14), Biomedical
(EDP2018), IWSLT (test2017), and MTNT (MTNT2018). As an additional model, a rule-based
pre-trained model (APERTIUM) is used and tested it on the four domains.
6.9 Experiments
Three different robustness experiments are carried out corresponding to the three different robust-
ness metrics defined in Section 6.4.1. For every experiment, each of the training models is used
and translated all the four test sets. The sentence level BLEU scores are calculated and used one
of the robustness metrics to compute the change in the BLEU scores. This experiment is carried
out using a combined test data from all the four domains. For a general robustness measure, this
method should work on any test domain. In order to simulate a blind test domain, leave-one-out
testing are carried out, where one domain is left out from the four domain. Therefore the mean,
2https://research.fb.com/category/facebook-ai-research/
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variance, and the coefficient of variation is calcualted on the five testing environments.
Additionally, bagging techniques are experimented on these test data. 30 bootstraps are created
each containing 60% of the data. The mean and variance of each bootstrap is calculated. Finally
average values of these measures to calculate the coefficient of variation.
As another bagging experiment, the design bagging algorithm [PXC14] is used to make the
intersection between bootstraps as less as possible. The mean, variance, and coefficient of variation
were calculated the same way as in traditional bagging experiment.
To compute our definition of ε− γ robustness, the same setup is used of four different trained
models and four different test domains. For each possible value of ε (between 0 and 100), the
method tries to find the value of γ, which satisfies the Equation 6.2.
Finally, a better comparison of our method, a human evaluation is carried out for pair-wise
comparison of the models. A small web-based application is built where the human annotator is
assigned two NMT models selected at random. The human annotators do not know any details
about the model or the training data used for each model. She/He can only use these models to
get two translation outputs for a given input sentence. This step can be repeated as many times
as possible until the human annotator decides which model is more “consistent” in its translations.
6.10 Results
The results for this Metric I are given in Table 6.1 & 6.2. It can be observed that for models,
including WMT, the change in the coefficient of variation when testing on different leave-one-out




Mean Var COR Mean Var COR Mean Var COR
WMT’14 32.52 723.56 0.83 31.33 684.75 0.84 32.35 736.06 0.84
IWSLT’17 10.35 206.43 1.39 10.55 211.85 1.38 8.71 171.72 1.50
MTNT’19 6.97 173.38 1.89 7.19 179.26 1.86 6.2 156.24 2.02
BIO’18 15.36 330.83 1.18 15.7 328.59 1.15 15.37 339.74 1.20
APERTIUM 1.83 49.20 3.83 1.68 44.11 3.95 1.77 48.53 3.94
Table 6.1: Robustness Metrics I (a). Sentence level BLEU scores when a single test set is left out.
Var is variance of BLEU scores and COR is the coefficient of variance.
Metric II results are in Table 6.3 & 6.4 and Metric III results are mentioned in Table 6.5 &
6.6. A similar trend is observed where the difference in coefficient of variation across different
leave-one-out experiments is the smallest for WMT and is much higher for MTNT.
Metric IV results are shown in Table 6.7 & 6.8.
Figure 6.1 shows the normalized γ values for each corresponding epsilon value for the four
models. The γ values for WMT can be observed to be much smaller than the values for other




Mean Var COR Mean Var COR Mean Var COR
WMT’14 33.86 714.98 0.79 32.51 747.96 0.84 32.52 723.56 0.83
IWSLT’17 11.44 219.58 1.30 10.6 215.8 1.39 10.35 206.43 1.39
MTNT’19 6.73 166.43 1.92 7.61 186.79 1.80 6.97 173.38 1.89
BIO’18 15.89 327.4 1.14 14.66 327.51 1.23 15.36 330.83 1.18
APERTIUM 2.04 52.74 3.56 1.72 46.72 3.98 1.95 53.79 3.76
Table 6.2: Robustness Metrics I (b). Sentence level BLEU scores when a single test set is left out.




Mean Var COR Mean Var COR Mean Var COR
WMT’14 32.09 706.49 0.83 30.72 667.16 0.84 31.56 701.76 0.84
IWSLT’17 8.56 185.86 1.59 8.08 182.21 1.67 6.70 146.26 1.80
MTNT’19 5.76 150.79 2.13 5.52 147.63 2.20 4.72 124.94 2.37
BIO’18 12.67 306.96 1.38 12.03 295.04 1.43 11.79 301.49 1.47
APERTIUM 2.83 81.19 3.19 2.70 74.86 3.20 2.80 80.72 3.21
Table 6.3: Robustness Metrics II (a). Sentence level BLEU scores of design bagging of test with a




Mean Var COR Mean Var COR Mean Var COR
WMT’14 32.79 694.34 0.80 31.95 725.51 0.84 32.48 723.32 0.83
IWSLT’17 8.86 194.29 1.57 8.60 192.21 1.61 10.33 205.54 1.39
MTNT’19 5.21 136.62 2.24 6.19 159.87 2.04 7.00 173.80 1.88
BIO’18 12.27 297.29 1.41 11.86 298.77 1.46 15.32 329.75 1.19
APERTIUM 3.01 82.15 3.01 2.78 80.18 3.22 2.91 85.65 3.18
Table 6.4: Robustness Metrics II (b). Sentence level BLEU scores of design bagging of test with a




Mean Var COR Mean Var COR Mean Var COR
WMT’14 32.09 706.49 0.83 30.72 667.16 0.84 31.56 701.76 0.84
IWSLT’17 8.56 185.86 1.59 8.08 182.21 1.67 6.70 146.26 1.80
MTNT’19 5.76 150.79 2.13 5.52 147.63 2.20 4.72 124.94 2.37
BIO’18 12.67 306.96 1.38 12.03 295.04 1.43 11.79 301.49 1.47
APERTIUM 2.84 80.97 3.16 2.68 73.89 3.21 2.84 81.71 3.19
Table 6.5: Robustness Metrics III (a). Sentence level BLEU scores of bagging of test with a single
test set is left out. Var is variance of BLEU scores and COR is the coefficient of variance.
models, and the values for MTNT to be the highest. This result shows that the WMT model is
most robust among the other models, and MTNT is the least robust.
Table 6.9 mentions the pair-wise results for the four models using the human annotators. For
comparison, the coefficient of variation and the ε− γ robustness results are also mentioned. It can
be observed that only one out of the six scenarios is different (16.66% error rate) for the human
annotators and our robustness metrics.
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Figure 6.1: γ values for different ε values




Mean Var COR Mean Var COR Mean Var COR
WMT’14 32.79 694.34 0.80 31.95 725.51 0.84 32.48 723.32 0.83
IWSLT’17 8.86 194.29 1.57 8.60 192.21 1.61 10.33 205.54 1.39
MTNT’19 5.21 136.62 2.24 6.19 159.87 2.04 7.00 173.80 1.88
BIO’18 12.27 297.29 1.41 11.86 298.77 1.46 15.32 329.75 1.19
APERTIUM 2.97 80.69 3.02 2.79 80.72 3.22 2.94 86.12 3.16
Table 6.6: Robustness Metrics III (b). Sentence level BLEU scores of bagging of test with a single




Mean Var COR Mean Var COR Mean Var COR
WMT’14 31.94 703.93 0.83 30.85 667.02 0.84 31.61 707.62 0.84
IWSLT’17 8.55 185.95 1.59 8.10 182.49 1.67 6.70 145.45 1.80
MTNT’19 5.76 150.24 2.13 5.51 146.54 2.20 4.76 126.83 2.37
BIO’18 12.69 307.07 1.38 12.03 295.87 1.43 11.82 303.21 1.47
APERTIUM 2.84 80.88 3.17 2.69 74.30 3.20 2.82 82.10 3.22
Table 6.7: Robustness Metrics IV (a). Sentence level BLEU scores of design bagging of test with
a single test set is left out. Var is variance of BLEU scores and COR is the coefficient of variance.
6.11 Conclusion
This Chapter describes the evaluation of translation performance of NMT systems. It then defines
the robustness of an NMT model as the consistency of translation performance. The consistency
is defined as the variation of translation measure around the mean. This definition is improved
using a probabilistic definition based on the Chebyshev’s inequality. A robustness identifier γ is
used to check the relative frequency around the mean. Leave-one-out cross-validation is carried
out to ensure the definition works for any unknown test data. Finally, the results are compared




Mean Var COR Mean Var COR Mean Var COR
WMT’14 32.80 693.68 0.80 31.87 722.14 0.84 32.51 723.56 0.83
IWSLT’17 8.82 192.42 1.57 8.59 192.10 1.61 10.35 206.56 1.39
MTNT’19 5.19 136.47 2.25 6.16 160.23 2.05 6.97 173.48 1.89
BIO’18 12.27 297.13 1.41 11.88 298.30 1.45 15.35 330.40 1.18
APERTIUM 3.00 81.75 3.01 2.77 80.18 3.24 2.92 85.08 3.16
Table 6.8: Robustness Metrics IV (b). Sentence level BLEU scores of design bagging of test with
a single test set is left out. Var is variance of BLEU scores and COR is the coefficient of variance.
CHAPTER 6. EVALUATING ROBUSTNESS 84
Model 1 Model 2 Coefficient of Variation ε− γ robustness Human Evaluation
WMT BIO WMT WMT WMT
WMT IWSLT WMT WMT WMT
WMT MTNT WMT WMT WMT
BIO IWSLT BIO BIO IWSLT
BIO MTNT BIO BIO BIO
IWSLT MTNT IWSLT IWSLT IWSLT
Table 6.9: Human Evaluation of pair-wise robustness compared to the robustness definition.
Chapter 7
Conclusion
Neural Machine Translation system is sensitive to noise in the input. Noisy text, containing typos
or grammatical mistakes, or a domain-specific text (considered as domain noise including unknown
words) pose unique challenges for the translation quality. Such types of noise are common in real-
world scenarios including online communication forums.
This work proposes creating a Neural Machine Translation model which is robust to such input.
It introduces two methods (Lex-Var and phonetic encoding) as a pre-processing step on the input
text. The input is normalized to a standard lexicon using a lexical normalization. Additionally,
phonetic encoding is applied to the input to mapped it to a lower-dimensional space constrained
by the phonetic of each word in the vocabulary. This simpler form of the source sequence is used as
an auxiliary input to the NMT system. Experiments are carried out for English, German, French,
and Chinese languages. Additional experiments are carried out on larger training data as well as
noisy training and test data. When analyzing the performance improvement, this work introduces
and verifies the hypothesis of semantic diversity by phonetics. Driven by this hypothesis, this work
further introduces the random clustering technique which also enhances the NMT accuracy and
robustness and can be applied to an arbitrary human language.
Furthermore, the work also proposes to extend transfer learning to data with different marginal
probabilities. This notion is then used to fine-tune the parameters of a pre-trained model to improve
translation performance. Data selection is another commonly used technique for transfer learning.
Different data selection methods are tested to select data from multiple domains which is closer to
the source-side test data.
Additionally, this work defines how to evaluate the robustness of a Neural Machine Translation
system. Instead of focusing on how accurate the translation performance is for a given test corpus,
the work tries to identify consistency in the performance. Therefore a model that performs consis-
tently on different domain test data is considered robust. Leave-one-out experiments are carried
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Method Baseline Improvement Measure Data
Lex-Var 65.1 81.90 (+16.8) F-Measure(%) SMS (small)
Phonetic Encoding 28.19 32.46 (+4.27) BLEU(%) FR-EN WMT’18 Bio
Transfer Learning 31.1 34.83 (+3.73) BLEU(%) EN-FR WMT’18 Bio
Data Selection 22.63 23.31 (+0.68) BLEU(%) EN-FR WMT sub-sampled
Ensemble 31.1 35.12 (+4.02) BLEU(%) EN-FR WMT’18 Bio
Table 7.1: Maximum improvements on each method.
out to extend the robustness definition on any unknown test data.
Table 7.1 shows maximum improvements for each of the techniques. The lexical normalization
framework (Lex-var) gives an improvement of up to 16.8% points over the baseline methods. The
maximum improvement obtained using Phonetic Encoding is of 4.27 BLEU points when NYSIIS
encoding is concatenated with original input. Transfer learning gave a maximum improvement
of 3.73 BLEU points over the baseline for English-French WMT’18 Biomedical experiment. Data
selection gives an improvement of 0.63 BLEU score when using 5-gram perplexity feature using
100K sentence sampled from each of the WMT’14 NEWS, WMT’14 Biomedical, and WMT’18
Biomedical data. Ensemble gives an improvement of 4.02 BLEU points for English-French WMT’18
Biomedical experiment over baseline single model.
Bibliography
[Ahm09] Tafseer Ahmed. Roman to urdu transliteration using wordlist. In Proceedings of the
Conference on Language and Technology, 2009.
[ALL+16] Sanjeev Arora, Yuanzhi Li, Yingyu Liang, Tengyu Ma, and Andrej Risteski. Linear
algebraic structure of word senses, with applications to polysemy. Transactions of
the Association for Computational Linguistics, 6, 01 2016.
[AMS17] Simona Amenta, Marco Marelli, and Simone Sulpizio. From sound to meaning:
Phonology-to-semantics mapping in visual word recognition. Psychonomic Bulletin
& Review, 24(3), Jun 2017.
[ASSGH16] Tiago A. Almeida, Tiago P. Silva, Igor Santos, and José M. Gómez Hidalgo. Text
normalization and semantic indexing to enhance instant messaging and sms spam
filtering. Know.-Based Syst., 108(C):25–32, September 2016.
[BB18] Yonatan Belinkov and Yonatan Bisk. Synthetic and natural noise both break neural
machine translation. In International Conference on Learning Representations, 2018.
[BCB15] Dzmitry Bahdanau, Kyunghyun Cho, and Yoshua Bengio. Neural machine transla-
tion by jointly learning to align and translate. In 3rd International Conference on
Learning Representations, ICLR, 2015.
[BCF+07] David I Beaver, Brady Clark, Edward Stanton Flemming, T Florian Jaeger, and
Maria Wolters. When semantics meets phonetics: Acoustical studies of second-
occurrence focus. Language, 83, 2007.
[BCF+17] Ondřej Bojar, Rajen Chatterjee, Christian Federmann, Yvette Graham, Barry Had-
dow, Shujian Huang, Matthias Huck, Philipp Koehn, Qun Liu, Varvara Logacheva,
Christof Monz, Matteo Negri, Matt Post, Raphael Rubino, Lucia Specia, and Marco
Turchi. Findings of the 2017 conference on machine translation (wmt17). In Proceed-
ings of the Second Conference on Machine Translation, pages 169–214. Association
for Computational Linguistics, 2017.
[BCF+18a] Ondřej Bojar, Rajen Chatterjee, Christian Federmann, Mark Fishel, Yvette Graham,
Barry Haddow, Matthias Huck, Antonio Jimeno Yepes, Philipp Koehn, Christof
Monz, Matteo Negri, Aurélie Névéol, Mariana Neves, Matt Post, Lucia Specia, Marco
Turchi, and Karin Verspoor, editors. Proceedings of the Third Conference on Machine
Translation. October 2018.
[BCF+18b] Ondřej Bojar, Rajen Chatterjee, Christian Federmann, Mark Fishel, Yvette Graham,
Barry Haddow, Matthias Huck, Antonio Jimeno Yepes, Philipp Koehn, Christof
87
BIBLIOGRAPHY 88
Monz, Matteo Negri, Aurélie Névéol, Mariana Neves, Matt Post, Lucia Specia, Marco
Turchi, and Karin Verspoor, editors. Proceedings of the Third Conference on Machine
Translation. Association for Computational Linguistics, Belgium, Brussels, October
2018.
[BdM+92] Peter F. Brown, Peter V. deSouza, Robert L. Mercer, Vincent J. Della Pietra, and
Jenifer C. Lai. Class-based n-gram models of natural language. Comput. Linguist.,
18(4):467–479, December 1992.
[BDVJ03] Yoshua Bengio, Réjean Ducharme, Pascal Vincent, and Christian Janvin. A neural
probabilistic language model. J. Mach. Learn. Res., 3:1137–1155, March 2003.
[BH14] Samy Bengio and Georg Heigold. Word embeddings for speech recognition. In Fif-
teenth Annual Conference of the International Speech Communication Association,
2014.
[BHS+17] Antonio Valerio Miceli Barone, Jindrich Helcl, Rico Sennrich, Barry Haddow,
and Alexandra Birch. Deep architectures for neural machine translation. CoRR,
abs/1707.07631, 2017.
[BL05] Satanjeev Banerjee and Alon Lavie. METEOR: An automatic metric for MT evalu-
ation with improved correlation with human judgments. In Proceedings of the ACL
Workshop on Intrinsic and Extrinsic Evaluation Measures for Machine Translation
and/or Summarization, pages 65–72, Ann Arbor, Michigan, June 2005. Association
for Computational Linguistics.
[BN17] Thales Felipe Costa Bertaglia and Maria das Graças Volpe Nunes. Exploring word
embeddings for unsupervised textual user-generated content normalization. CoRR,
abs/1704.02963, 2017.
[Boj06] Ondřej Bojar. Multibleu script. https://github.com/moses-smt/mosesdecoder/
blob/master/scripts/generic/multi-bleu.perl, 2006. Online; accessed 29 Jan-
uary 2019.
[BPPM93] Peter F. Brown, Vincent J. Della Pietra, Stephen A. Della Pietra, and Robert L.
Mercer. The mathematics of statistical machine translation: Parameter estimation.
Comput. Linguist., 19(2):263–311, June 1993.
[Bro97] Ralf D. Brown. Automated dictionary extraction for "knowledge-free" example-
based translation. In In Proceedings of the Seventh International Conference on
Theoretical and Methodological Issues in Machine Translation, pages 111–118, 1997.
[BSF94] Y. Bengio, P. Simard, and P. Frasconi. Learning long-term dependencies with gra-
dient descent is difficult. Trans. Neur. Netw., 5(2):157–166, March 1994.
[CA11] Eleanor Clark and Kenji Araki. Text normalization in social media: Progress, prob-
lems and applications for a pre-processing system of casual english. Procedia-Social
and Behavioral Sciences, 27:2–11, 2011.
[CCB16] Junyoung Chung, Kyunghyun Cho, and Yoshua Bengio. A character-level decoder
without explicit segmentation for neural machine translation. In Proceedings of the
54th Annual Meeting of the Association for Computational Linguistics (Volume 1:
Long Papers), August 2016.
BIBLIOGRAPHY 89
[CDF+13] Marine Carpuat, Hal Daumé, Alexander Fraser, Chris Quirk, Fabienne Braune, Ann
Clifton, Ann Irvine, Jagadeesh Jagarlamudi, John Stanley Morgan, Majid Razmara,
Ales Tamchyna, Katharine Henry, and Rachel Rudinger. Domain adaptation in
machine translation : Final report. Technical report, 2013.
[Cet15] Mauro Cettolo. Chinese char segmenter for iwslt evaluation campaigns. http:
//hltshare.fbk.eu/IWSLT2015/chineseText2Chars.pl, 2015. Online; accessed
29 January 2019.
[CFS10] Danish Contractor, Tanveer A Faruquie, and L Venkata Subramaniam. Unsupervised
cleansing of noisy text. In Proceedings of the 23rd International Conference on
ComputationalLinguistics: Posters, pages 189–196. Association for Computational
Linguistics, 2010.
[Che13] Zhengping Che. Dirichlet process model for phrase-based machine translation. In
Bachelor Thesis of Elite Tsinghua Computer Science Program, IIIS, Tsinghua Uni-
versity, 2013.
[Chi05] David Chiang. A hierarchical phrase-based model for statistical machine transla-
tion. In Proceedings of the 43rd Annual Meeting on Association for Computational
Linguistics, ACL ’05, pages 263–270, Stroudsburg, PA, USA, 2005. Association for
Computational Linguistics.
[Chr13] Grzegorz Chrupała. Text segmentation with character-level text embeddings. Com-
puting Research Repository, abs/1309.4628, 2013.
[Chr14] Grzegorz Chrupała. Normalizing tweets with edit scripts and recurrent neural em-
beddings. In Proceedings of the 52nd Annual Meeting of the Association for Compu-
tational Linguistics (Volume 2: Short Papers), pages 680–686, Baltimore, Maryland,
June 2014. Association for Computational Linguistics.
[CJM19] Yong Cheng, Lu Jiang, and Wolfgang Macherey. Robust neural machine translation
with doubly adversarial inputs. In ACL, 2019.
[CKK05] Michael Collins, Philipp Koehn, and Ivona Kučerová. Clause restructuring for statis-
tical machine translation. In Proceedings of the 43rd Annual Meeting on Association
for Computational Linguistics, ACL ’05, pages 531–540, Stroudsburg, PA, USA,
2005. Association for Computational Linguistics.
[CvMBB14a] Kyunghyun Cho, Bart van Merrienboer, Dzmitry Bahdanau, and Yoshua Bengio.
On the properties of neural machine translation: Encoder–decoder approaches. In
Proceedings of SSST-8, Eighth Workshop on Syntax, Semantics and Structure in
Statistical Translation, pages 103–111. Association for Computational Linguistics,
2014.
[CvMBB14b] Kyunghyun Cho, Bart van Merrienboer, Dzmitry Bahdanau, and Yoshua Bengio.
On the properties of neural machine translation: Encoder–decoder approaches. In
Proceedings of SSST-8, Eighth Workshop on Syntax, Semantics and Structure in
Statistical Translation, 2014.
BIBLIOGRAPHY 90
[CW07] Marine Carpuat and Dekai Wu. Improving statistical machine translation using word
sense disambiguation. In In Proceedings of the 2007 Joint Conference on Empiri-
cal Methods in Natural Language Processing and Computational Natural Language
Learning, pages 61–72, 2007.
[CW18] Chenhui Chu and Rui Wang. A survey of domain adaptation for neural machine
translation. arXiv preprint arXiv:1806.00258, 2018.
[Dam64] Fred J. Damerau. A technique for computer detection and correction of spelling
errors. Commun. ACM, 7(3), March 1964.
[DGG+89] John S. Denker, W. R. Gardner, Hans Peter Graf, Donnie Henderson, R. E. Howard,
W. Hubbard, L. D. Jackel, Henry S. Baird, and Isabelle Guyon. Neural network
recognizer for hand-written zip code digits. In D. S. Touretzky, editor, Advances in
Neural Information Processing Systems 1, pages 323–331. Morgan-Kaufmann, 1989.
[DN15] Neelmay Desai and Meera Narvekar. Normalization of noisy text data. Procedia
Computer Science, 45:127–132, 2015.
[DN17] Michael Denkowski and Graham Neubig. Stronger baselines for trustable results in
neural machine translation. In Proceedings of the First Workshop on Neural Machine
Translation, August 2017.
[DNST13] Kevin Duh, Graham Neubig, Katsuhito Sudoh, and Hajime Tsukada. Adaptation
data selection using neural language models: Experiments in machine translation.
In Proceedings of the 51st Annual Meeting of the Association for Computational
Linguistics (Volume 2: Short Papers), volume 2, 2013.
[Dod02] George Doddington. Automatic evaluation of machine translation quality using n-
gram co-occurrence statistics. In Proceedings of the Second International Conference
on Human Language Technology Research, HLT ’02, pages 138–145, San Francisco,
CA, USA, 2002. Morgan Kaufmann Publishers Inc.
[DRCB13] Leon Derczynski, Alan Ritter, Sam Clark, and Kalina Bontcheva. Twitter part-
of-speech tagging for all: Overcoming sparse and noisy data. In Proceedings of
the International Conference on Recent Advances in Natural Language Processing.
Association for Computational Linguistics, 2013.
[DW17] Jinhua Du and AndyWay. Pinyin as subword unit for chinese-sourced neural machine
translation. In Irish Conference on Artificial Intelligence and Cognitive Science,
2017.
[FA16a] Markus Freitag and Yaser Al-Onaizan. Fast domain adaptation for neural machine
translation. CoRR, abs/1612.06897, 2016.
[FA16b] Markus Freitag and Yaser Al-Onaizan. Fast domain adaptation for neural machine
translation. Computing Research Repository, abs/1612.06897, 2016.
[FDE07] Davide Fossati and Barbara Di Eugenio. A mixed trigrams approach for context sen-
sitive spell checking. In Computational Linguistics and Intelligent Text Processing,
pages 623–633. Springer, 2007.
BIBLIOGRAPHY 91
[FGRN+11] Mikel L. Forcada, Mireia Ginestí-Rosell, Jacob Nordfalk, Jim O’Regan, Sergio Ortiz-
Rojas, Juan Antonio Pérez-Ortiz, Felipe Sánchez-Martínez, Gema Ramírez-Sánchez,
and Francis M. Tyers. Apertium: a free/open-source platform for rule-based machine
translation. Machine Translation, 25(2):127–144, Jun 2011.
[FK07] George Foster and Roland Kuhn. Mixture-model adaptation for smt. In Proceedings
of the Second Workshop on Statistical Machine Translation, pages 128–135. Associ-
ation for Computational Linguistics, 2007.
[Fuk80] Kunihiko Fukushima. Neocognitron: A self-organizing neural network model for a
mechanism of pattern recognition unaffected by shift in position. Biological Cyber-
netics, 36:193–202, 1980.
[Gag94] Philip Gage. A new algorithm for data compression. The C Users Journal, 12(2),
1994.
[GAG+17] Jonas Gehring, Michael Auli, David Grangier, Denis Yarats, and Yann N. Dauphin.
Convolutional sequence to sequence learning. Computing Research Repository,
abs/1705.03122, 2017.
[GHDL18] Jiatao Gu, Hany Hassan, Jacob Devlin, and Victor O. K. Li. Universal neural ma-
chine translation for extremely low resource languages. Computing Research Repos-
itory, abs/1802.05368, 2018.
[GHM11] Stephan Gouws, Dirk Hovy, and Donald Metzler. Unsupervised mining of lexical
variants from noisy text. In Proceedings of the First workshop on Unsupervised
Learning in NLP, pages 82–90. Association for Computational Linguistics, 2011.
[GMBB16] Mercedes García-Martínez, Loïc Barrault, and Fethi Bougares. Factored neural
machine translation. CoRR, abs/1609.04621, 2016.
[GPM+14] Ian J. Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley,
Sherjil Ozair, Aaron C. Courville, and Yoshua Bengio. Generative adversarial nets.
In Advances in Neural Information Processing Systems 27: Annual Conference on
Neural Information Processing Systems 2014, December 8-13 2014, Montreal, Que-
bec, Canada, pages 2672–2680, 2014.
[GS01] F. A. Gers and E. Schmidhuber. Lstm recurrent networks learn simple context-free
and context-sensitive languages. Trans. Neur. Netw., 12(6):1333–1340, November
2001.
[Gur97] Kevin Gurney. An Introduction to Neural Networks. Taylor & Francis, Inc., Bristol,
PA, USA, 1997.
[Han05] Jiawei Han. Data Mining: Concepts and Techniques. Morgan Kaufmann Publishers
Inc., San Francisco, CA, USA, 2005.
[Hay96] Bruce Hayes. Phonetically driven phonology: The role of optimality theory and
inductive grounding. rutgers optimality archive, 1996.
[HCB12] Bo Han, Paul Cook, and Timothy Baldwin. Automatically constructing a normal-
isation dictionary for microblogs. In Proceedings of the 2012 Joint Conference on
Empirical Methods in Natural Language Processing and Computational Natural Lan-
guage Learning, pages 421–432. Association for Computational Linguistics, 2012.
BIBLIOGRAPHY 92
[HCB13] Bo Han, Paul Cook, and Timothy Baldwin. Lexical normalization for social media
text. ACM Transactions on Intelligent Systems and Technology (TIST), 4(1):5, 2013.
[HD80] Patrick A. V. Hall and Geoff R. Dowling. Approximate string matching. Association
for Computing Machinery Computing Surveys, 12(4), 1980.
[HH13] Hany Hassan Awadalla Hany Hassan, Arul Menezes. Social text normalization using
contextual graph random walks. In Proceedings of the 51st Annual Meeting of the
Association for Computational Linguistics, 2013.
[HJK09] Malik Tahir Hassan, Khurum Nazir Junejo, and Asim Karim. Learning and predict-
ing key web navigation patterns using bayesian models. In Computational Science
and Its Applications–ICCSA, pages 877–887. Springer, 2009.
[HS97] Sepp Hochreiter and Jürgen Schmidhuber. Long short-term memory. Neural Com-
putation, 9(8), November 1997.
[HS17] Joel Heck and Fathi M. Salem. Simplified minimal gated unit variations for recurrent
neural networks. CoRR, abs/1701.03452, 2017.
[HVW04] Fei Huang, Stephan Vogel, and Alex Waibel. Improving named entity translation
combining phonetic and semantic similarities. In Proceedings of the 2004 Conference
of the North American Chapter of the Association for Computational Linguistics:
Human Language Technologies, May 2 - May 7 2004.
[IWCB12] Ann Irvine, Jonathan Weese, and Chris Callison-Burch. Processing informal, roman-
ized pakistani text messages. In Proceedings of the Second Workshop on Language
in Social Media, LSM ’12, pages 75–78. Association for Computational Linguistics,
2012.
[IWS17] IWSLT. Homepage of iwslt evaluation 2017, 2017.
[Jia08] Jing Jiang. A literature survey on domain adaptation of statistical classifiers. Tech-
nical report, University of Illinois at Urbana-Champaign, 2008.
[Jin15] Ning Jin. Ncsu-sas-ning: Candidate generation and feature engineering for super-
vised lexical normalization. In Proceedings of the Workshop on Noisy User-generated
Text, pages 87–92, Beijing, China, July 2015. Association for Computational Lin-
guistics.
[JKS07] Sittichai Jiampojamarn, Grzegorz Kondrak, and Tarek Sherif. Applying many-to-
many alignments and hidden markov models to letter-to-phoneme conversion. In Hu-
man Language Technologies 2007: The Conference of the North American Chapter of
the Association for Computational Linguistics; Proceedings of the Main Conference,
pages 372–379, Rochester, New York, April 2007. Association for Computational
Linguistics.
[JPSD15] Mark Johnson, Joe Pater, Robert Staubs, and Emmanuel Dupoux. Sign constraints
on feature weights improve a joint model of word segmentation and phonology. In
Proceedings of the 2015 Conference of the North American Chapter of the Association
for Computational Linguistics: Human Language Technologies, 2015.
[KB14] Katrin Kirchhoff and Jeff A. Bilmes. Submodularity for data selection in machine
translation. In EMNLP, 2014.
BIBLIOGRAPHY 93
[KCS17] Catherine Kobus, Josep Crego, and Jean Senellart. Domain control for neural ma-
chine translation. In Proceedings of the International Conference Recent Advances
in Natural Language Processing, RANLP 2017, September 2017.
[KHB+07] Philipp Koehn, Hieu Hoang, Alexandra Birch, Chris Callison-Burch, Marcello Fed-
erico, Nicola Bertoldi, Brooke Cowan, Wade Shen, Christine Moran, Richard Zens,
Chris Dyer, Ondřej Bojar, Alexandra Constantin, and Evan Herbst. Moses: Open
source toolkit for statistical machine translation. In Proceedings of the 45th An-
nual Meeting of the ACL on Interactive Poster and Demonstration Sessions, ACL
’07, pages 177–180, Stroudsburg, PA, USA, 2007. Association for Computational
Linguistics.
[KK10] Max Kaufmann and Jugal Kalita. Syntactic normalization of twitter messages.
In Proceedings of the International Conference on Natural Language Processing,
Kharagpur, India, 2010.
[KK12a] Osama Khan and Asim Karim. A rule-based model for normalization of sms text.
In Proceedings of IEEE 24th International Conference on Tools with Artificial Intel-
ligence, ICTAI 2012, Athens, Greece, November 7-9, 2012, pages 634–641, 2012.
[KK12b] Osama Khan and Asim Karim. A rule-based model for normalization of sms text.
In Proceedings of IEEE 24th International Conference on Tools with Artificial Intel-
ligence, ICTAI 2012, Athens, Greece, November 7-9, 2012, pages 634–641, 2012.
[KK17] Philipp Koehn and Rebecca Knowles. Six challenges for neural machine translation.
In Proceedings of the First Workshop on Neural Machine Translation, pages 28–39.
Association for Computational Linguistics, 2017.
[KK18] Huda Khayrallah and Philipp Koehn. On the impact of various types of noise on
neural machine translation. In Proceedings of the 2nd Workshop on Neural Machine
Translation and Generation, July 2018.
[KLEG19] Vladimir Karpukhin, Omer Levy, Jacob Eisenstein, and Marjan Ghazvininejad.
Training on synthetic noise improves robustness to natural noise in machine trans-
lation. CoRR, abs/1902.01509, 2019.
[Knu73] Donald E Knuth. The Art of Computer Programming: Volume 3, Sorting and Search-
ing. Addison-Wesley., 1973.
[Koe09] Philipp Koehn. Statistical machine translation. Cambridge University Press, 2009.
[Koe17] Philipp Koehn. Neural machine translation. Computing Research Repository,
abs/1709.07809, 2017.
[KOM03] Philipp Koehn, Franz Josef Och, and Daniel Marcu. Statistical phrase-based trans-
lation. In Proceedings of the 2003 Conference of the North American Chapter of
the Association for Computational Linguistics on Human Language Technology -
Volume 1, NAACL ’03, pages 48–54, Stroudsburg, PA, USA, 2003. Association for
Computational Linguistics.
[KP02] Dietrich Klakow and Jochen Peters. Testing the correlation of word error rate and
perplexity. Speech Commun., 38(1):19–28, September 2002.
BIBLIOGRAPHY 94
[KPXF18] Abdul Khan, Subhadarshi Panda, Jia Xu, and Lampros Flokas. Hunter NMT sys-
tem for WMT18 biomedical translation task: Transfer learning in neural machine
translation. In Proceedings of the Third Conference on Machine Translation: Shared
Task Papers, pages 655–661, Belgium, Brussels, October 2018. Association for Com-
putational Linguistics.
[KX19] Abdul Rafae Khan and Jia Xu. Diversity by phonetics and its application in neural
machine translation, 2019.
[Laf01] John Lafferty. Conditional random fields: Probabilistic models for segmenting and
labeling sequence data. In Proceedings of the 18th International Conference on Ma-
chine Learning, pages 282–289. Morgan Kaufmann, 2001.
[LBD+89] Y. LeCun, B. Boser, J. S. Denker, D. Henderson, R. E. Howard, W. Hubbard, and
L. D. Jackel. Backpropagation applied to handwritten zip code recognition. Neural
Comput., 1(4):541–551, December 1989.
[LCH17] Jason Lee, Kyunghyun Cho, and Thomas Hofmann. Fully character-level neural
machine translation without explicit segmentation. Transactions of the Association
for Computational Linguistics, 5, 2017.
[LDBT13] Wang Ling, Chris Dyer, Alan W Black, and Isabel Trancoso. Paraphrasing 4 mi-
croblog normalization. In Proceedings of the 2013 Conference on Empirical Methods
in Natural Language Processing, pages 73–84, 2013.
[Lee04] Young-Suk Lee. Morphological analysis for statistical machine translation. In Pro-
ceedings of HLT-NAACL 2004: Short Papers, HLT-NAACL-Short ’04, pages 57–60,
Stroudsburg, PA, USA, 2004. Association for Computational Linguistics.
[Lin04] Chin-Yew Lin. ROUGE: A package for automatic evaluation of summaries. In Text
Summarization Branches Out, pages 74–81, Barcelona, Spain, July 2004. Association
for Computational Linguistics.
[LIRK03] Lucian Vlad Lita, Abe Ittycheriah, Salim Roukos, and Nanda Kambhatla. truecas-
ing. In Proceedings of the 41st Annual Meeting on Association for Computational
Linguistics - Volume 1, ACL ’03, pages 152–159, Stroudsburg, PA, USA, 2003. As-
sociation for Computational Linguistics.
[LL14] Chen Li and Yang Liu. Improving text normalization via unsupervised model and
discriminative reranking. In Proceedings of the Association for Computational Lin-
guistics 2014 Student Research Workshop, pages 86–93, Baltimore, Maryland, USA,
June 2014. Association for Computational Linguistics.
[LM15] Minh-Thang Luong and Christopher D Manning. Stanford neural machine trans-
lation systems for spoken language domains. In Proceedings of the International
Workshop on Spoken Language Translation, 2015.
[LMH+18] Hairong Liu, Mingbo Ma, Liang Huang, Hao Xiong, and Zhongjun He. Robust neural
machine translation with joint textual and phonetic embedding. arXiv preprint
arXiv:1810.06729, 2018.
BIBLIOGRAPHY 95
[LRG+18] Massimo Lusetti, Tatyana Ruzsics, Anne Göhring, Tanja Samardžić, and Elisabeth
Stark. Encoder-decoder methods for text normalization. In Proceedings of the Fifth
Workshop on NLP for Similar Languages, Varieties and Dialects (VarDial 2018),
pages 18–28. Association for Computational Linguistics, 2018.
[LTDB15] Wang Ling, Isabel Trancoso, Chris Dyer, and Alan W Black. Character-based neural
machine translation. arXiv preprint arXiv:1511.04586, 2015.
[LW71] Micheal Levandowsky and David Winter. Distance Between Sets. 1971.
[MCCD13] Tomas Mikolov, Kai Chen, Greg Corrado, and Jeffrey Dean. Efficient estimation of
word representations in vector space. CoRR, abs/1301.3781, 2013.
[MN18a] Paul Michel and Graham Neubig. MTNT: A testbed for machine translation of
noisy text. In Proceedings of the 2018 Conference on Empirical Methods in Natural
Language Processing, pages 543–553, Brussels, Belgium, October-November 2018.
Association for Computational Linguistics.
[MN18b] Paul Michel and Graham Neubig. MTNT: A testbed for machine translation of
noisy text. In Proceedings of the 2018 Conference on Empirical Methods in Natural
Language Processing, October-November 2018.
[Mol17] Mathieu Molitor. Remarks on the space of volume preserving embeddings. Differ-
ential Geometry and its Applications, 52, 2017.
[MP43] W. McCulloch and W. Pitts. A logical calculus of ideas immanent in nervous activity.
Bulletin of Mathematical Biophysics, pages 183–213, 1943.
[MSC+13a] Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg Corrado, and Jeffrey Dean. Dis-
tributed representations of words and phrases and their compositionality. CoRR,
abs/1310.4546, 2013.
[MSC+13b] Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg Corrado, and Jeffrey Dean. Dis-
tributed representations of words and phrases and their compositionality. CoRR,
abs/1310.4546, 2013.
[MSC+13c] Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S Corrado, and Jeff Dean. Dis-
tributed representations of words and phrases and their compositionality. In Ad-
vances in neural information processing systems, 2013.
[NDH+19] Graham Neubig, Zi-Yi Dou, Junjie Hu, Paul Michel, Danish Pruthi, and Xinyi
Wang. compare-mt: A tool for holistic comparison of language generation systems.
In Meeting of the North American Chapter of the Association for Computational
Linguistics (NAACL) Demo Track, Minneapolis, USA, June 2019.
[NM65] J. A. Nelder and R. Mead. A simplex method for function minimization. Computer
Journal, 7:308–313, 1965.
[OBT15] Christian Federmann Barry Haddow Matthias Huck Chris Hokamp Philipp Koehn
Varvara Logacheva Christof Monz Matteo Negri Matt Post Carolina Scarton Lu-
cia Specia Ondřej Bojar, Rajen Chatterjee and Marco Turchi. Findings of the 2015
workshop on statistical machine translation. In Proceedings of EMNLP Tenth Work-
shop on Statistical Machine Translation, Shared Task Papers, 2015.
BIBLIOGRAPHY 96
[Och03] Franz Josef Och. Minimum error rate training in statistical machine translation. In
Proceedings of the 41st Annual Meeting on Association for Computational Linguistics
- Volume 1, ACL ’03, pages 160–167, Stroudsburg, PA, USA, 2003. Association for
Computational Linguistics.
[OCM11] Joseph Olive, Caitlin Christianson, and John McCary. Handbook of natural language
processing and machine translation: DARPA global autonomous language exploita-
tion. Springer Science & Business Media, 2011.
[ON03] Franz Josef Och and Hermann Ney. A systematic comparison of various statistical
alignment models. Computational Linguistics, 29(1):19–51, 2003.
[ON04] Franz Josef Och and Hermann Ney. The alignment template approach to statistical
machine translation. Comput. Linguist., 30(4):417–449, December 2004.
[PAA+12] David Pinto, Darnes Vilariño Ayala, Yuridiana Alemán, Helena Gómez-Adorno,
Nahun Loya, and Héctor Jiménez-Salazar. The soundex phonetic algorithm revisited
for SMS text representation. In Text, Speech and Dialogue - 15th International Con-
ference, TSD 2012, Brno, Czech Republic, September 3-7, 2012. Proceedings, pages
47–55, 2012.
[PAOLU+18] Pedro M Paz-Alonso, Myriam Oliver, Garikoitz Lerma-Usabiaga, Cesar Caballero-
Gaudes, Ileana Quiñones, Paz Suárez-Coalla, Jon Andoni Duñabeitia, Fernando
Cuetos, and Manuel Carreiras. Neural correlates of phonological, orthographic and
semantic reading processing in dyslexia. NeuroImage: Clinical, 20, 2018.
[Phi90a] Lawrence Philips. Hanging on the metaphone. Computer Language Magazine, 7(12),
December 1990.
[Phi90b] Lawrence Philips. Hanging on the metaphone. Computer Language, 7(12 (Decem-
ber)), 1990.
[PL11] Deana Pennell and Yang Liu. A character level machine translation approach for
normalization of sms abbreviations. In Proceedings of the 5th International Joint
Conference on Natural Language Processing, pages 974–982, 2011.
[PRWZ02] Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: A method
for automatic evaluation of machine translation. In Proceedings of the 40th Annual
Meeting on Association for Computational Linguistics, ACL ’02, pages 311–318,
Stroudsburg, PA, USA, 2002. Association for Computational Linguistics.
[PVM07] Emmanuel Prochasson, Christian Viard-Gaudin, and Emmanuel Morin. Language
models for handwritten short message services. pages 83–87, 2007.
[PXC14] Periklis A. Papakonstantinou, Jia Xu, and Zhu Cao. Bagging by design (on the
suboptimality of bagging). In AAAI, 2014.
[PY09] S. J. Pan and Q. Yang. A survey on transfer learning. IEEE Transactions on
Knowledge and Data Engineering, 22:1345–1359, 10 2009.
[RDBD13] Sudipta Roy, Sourish Dhar, Saprativa Bhattacharjee, and Anirban Das. A lexicon
based algorithm for noisy text normalization as pre processing for sentiment analysis.
International Journal of Research in Engineering and Technology, 02, 2013.
BIBLIOGRAPHY 97
[RDMCO01] Stephen D. Richardson, William B. Dolan, Arul Menezes, and Monica Corston-
Oliver. Overcoming the customization bottleneck using example-based mt. In Pro-
ceedings of the Workshop on Data-driven Methods in Machine Translation - Volume
14, DMMT ’01, pages 1–8, Stroudsburg, PA, USA, 2001. Association for Computa-
tional Linguistics.
[Rei60] Erwin Reifler. The solution of mt linguistic problems through lexicography. In
Proceedings of the National Symposium on Machine Translation, 1960.
[RJ07] P Rajkovic and D Jankovic. Adaptation and application of daitch-mokotoff soundex
algorithm on serbian names. In XVII Conference on Applied Mathematics, 2007.
[Ros57] F. Rosenblatt. The Perceptron, a Perceiving and Recognizing Automaton Project
Para. Report: Cornell Aeronautical Laboratory. Cornell Aeronautical Laboratory,
1957.
[RQU+15] Abdul Rafae, Abdul Qayyum, Muhammad Moeen Uddin, Asim Karim, Hassan Saj-
jad, and Faisal Kamiran. An unsupervised method for discovering lexical variations
in roman urdu informal text. In Proceedings of the 2015 Conference on Empiri-
cal Methods in Natural Language Processing, pages 823–828. The Association for
Computational Linguistics, 2015.
[RSCBS14] Vivek Kumar Rangarajan Sridhar, John Chen, Srinivas Bangalore, and Ron
Shacham. A framework for translating sms messages. In Proceedings of COLING
2014, the 25th International Conference on Computational Linguistics: Technical
Papers, 2014.
[Rus18] Robert C. Russel. A method of phonetic indexing. Patent no. 1,261,167, 1918.
[RY98] Eric Sven Ristad and Peter N. Yianilos. Learning string edit distance. IEEE Trans-
actions on Pattern Recognition and Machine Intelligence, 20(5):522–532, May 1998.
[SA08] Saratha Sathasivam and Wan Ahmad Tajuddin Wan Abdullah. Logic learning in
hopfield networks. CoRR, abs/0804.4075, 2008.
[SBC+01] Richard Sproat, Alan W. Black, Stanley F. Chen, Shankar Kumar, Mari Ostendorf,
and Christopher Richards. Normalization of non-standard words. Computer Speech
& Language, 15(3):287–333, 2001.
[SCS18] Rajat Singh, Nurendra Choudhary, and Manish Shrivastava. Automatic normaliza-
tion of word variations in code-mixed social media text. CoRR, abs/1804.00804,
2018.
[SCW+15] Xingjian SHI, Zhourong Chen, Hao Wang, Dit-Yan Yeung, Wai-kin Wong, and
Wang-chun WOO. Convolutional lstm network: A machine learning approach for
precipitation nowcasting. In C. Cortes, N. D. Lawrence, D. D. Lee, M. Sugiyama,
and R. Garnett, editors, Advances in Neural Information Processing Systems 28,
pages 802–810. Curran Associates, Inc., 2015.
[SDS+06] Matthew Snover, Bonnie Dorr, Richard Schwartz, Linnea Micciulla, and John
Makhoul. A study of translation edit rate with targeted human annotation. In In
Proceedings of Association for Machine Translation in the Americas, pages 223–231,
2006.
BIBLIOGRAPHY 98
[SFC+17] Rico Sennrich, Orhan Firat, Kyunghyun Cho, Alexandra Birch, Barry Haddow,
Julian Hitschler, Marcin Junczys-Dowmunt, Samuel Läubli, Antonio Valerio Miceli
Barone, Jozef Mokry, and Maria Nadejde. Nematus: a toolkit for neural machine
translation. CoRR, abs/1703.04357, 2017.
[SFS11] Hassan Sajjad, Alexander Fraser, and Helmut Schmid. An algorithm for unsuper-
vised transliteration mining with an application to word alignment. In Proceedings
of the 49th Conference of the Association for Computational Linguistics: Human
Language Technologies (ACL-HLT), Portland, OR, USA, 6 2011.
[SH16] Rico Sennrich and Barry Haddow. Linguistic input features improve neural machine
translation. In Proceedings of the First Conference on Machine Translation, August
2016.
[SHB16a] Rico Sennrich, Barry Haddow, and Alexandra Birch. Controlling politeness in neural
machine translation via side constraints. In Proceedings of the 2016 Conference of the
North American Chapter of the Association for Computational Linguistics: Human
Language Technologies, June 2016.
[SHB16b] Rico Sennrich, Barry Haddow, and Alexandra Birch. Neural machine translation of
rare words with subword units. In Proceedings of the 54th Annual Meeting of the
Association for Computational Linguistics (Volume 1: Long Papers), pages 1715–
1725. Association for Computational Linguistics, 2016.
[SHB16c] Rico Sennrich, Barry Haddow, and Alexandra Birch. Neural machine translation of
rare words with subword units. In Proceedings of the 54th Annual Meeting of the
Association for Computational Linguistics (Volume 1: Long Papers), 2016.
[SI91] Eiichiro Sumita and Hitoshi Iida. Experiments and prospects of example-based
machine translation. In Proceedings of the 29th Annual Meeting on Association for
Computational Linguistics, ACL ’91, pages 185–192, Stroudsburg, PA, USA, 1991.
Association for Computational Linguistics.
[SJ17] Richard Sproat and Navdeep Jaitly. An rnn model of text normalization. 2017.
[SP97] M. Schuster and K.K. Paliwal. Bidirectional recurrent neural networks. Trans. Sig.
Proc., 45(11):2673–2681, November 1997.
[SSFS17] Hassan Sajjad, Helmut Schmid, Alexander Fraser, and Hinrich Schütze. Statisti-
cal models for unsupervised, semi-supervised and supervised transliteration mining.
Computational Linguistics, 43(2), 2017.
[SSS13] Uladzimir Sidarenka, Tatjana Scheffler, and Manfred Stede. Rule-based normal-
ization of german twitter messages. In Proceedings of the GSCL Workshop Verar-
beitung und Annotation von Sprachdaten aus Genres internetbasierter Kommunika-
tion, 2013.
[SVL14] Ilya Sutskever, Oriol Vinyals, and Quoc V Le. Sequence to sequence learning with
neural networks. In Z. Ghahramani, M. Welling, C. Cortes, N. D. Lawrence, and
K. Q. Weinberger, editors, Advances in Neural Information Processing Systems 27.
2014.
BIBLIOGRAPHY 99
[Taf70] R. Taft. Name search techniques. Special report. Bureau of Systems Develop-
ment,New York State Identification and Intelligence System, 1970.
[Tah04] Naseem Tahira. A hybrid approach for Urdu spell checking. 2004.
[TD99] R. Tempo and F. Dabbene. Probabilistic robustness analysis and design of uncertain
systems. In Giorgio Picci and David S. Gilliam, editors, Dynamical Systems, Control,
Coding, Computer Vision, pages 263–282, Basel, 1999. Birkhäuser Basel.
[TDBC08] Marco Turchi, Tijl De Bie, and Nello Cristianini. Learning performance of a machine
translation system: A statistical and computational analysis. In Proceedings of
the Third Workshop on Statistical Machine Translation, StatMT ’08, pages 35–43,
Stroudsburg, PA, USA, 2008. Association for Computational Linguistics.
[Tie12] Jörg Tiedemann. Parallel data, tools and interfaces in opus. In Nicoletta
Calzolari (Conference Chair), Khalid Choukri, Thierry Declerck, Mehmet Uğur
Doğan, Bente Maegaard, Joseph Mariani, Asuncion Moreno, Jan Odijk, and Ste-
lios Piperidis, editors, Proceedings of the Eight International Conference on Lan-
guage Resources and Evaluation (LREC’12), Istanbul, Turkey, may 2012. European
Language Resources Association (ELRA).
[TVM96] Lorraine K Tyler, J Kate Voice, and Heien E Moss. The interaction of semantic and
phonological processing. In Proceedings of the Eighteenth Annual Conference of the
Cognitive Science Society, 1996.
[VBA+95] Marc Vilain, John Burger, John Aberdeen, Dennis Connolly, and Lynette Hirschman.
A model-theoretic coreference scoring scheme. In Sixth Message Understanding Con-
ference (MUC-6): Proceedings of a Conference Held in Columbia, Maryland, Novem-
ber 6-8, 1995, pages 45–52, 1995.
[vdWBM17] Marlies van der Wees, Arianna Bisazza, and Christof Monz. Dynamic data selection
for neural machine translation. In Proceedings of the 2017 Conference on Empirical
Methods in Natural Language Processing, September 2017.
[VSP+17] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N.
Gomez, Lukasz Kaiser, and Illia Polosukhin. Attention is all you need. Computing
Research Repository, abs/1706.03762, 2017.
[VSSN19] Vaibhav, Sumeet Singh, Craig Stewart, and Graham Neubig. Improving robustness
of machine translation with synthetic noise. CoRR, abs/1902.09508, 2019.
[Wan09] John Wang, editor. Encyclopedia of Data Warehousing and Mining, Second Edition
(4 Volumes). IGI Global, 2009.
[WFUS17] Rui Wang, Andrew Finch, Masao Utiyama, and Eiichiro Sumita. Sentence embed-
ding for neural machine translation domain adaptation. In Proceedings of the 55th
Annual Meeting of the Association for Computational Linguistics (Volume 2: Short
Papers), July 2017.
[WN13] Pidong Wang and Hwee Tou Ng. A beam-search decoder for normalization of social
media text with application to machine translation. In Proceedings of the 2013
Conference of the North American Chapter of the Association for Computational
Linguistics: Human Language Technologies, pages 471–481, Atlanta, Georgia, June
2013. Association for Computational Linguistics.
BIBLIOGRAPHY 100
[WSC+16] Yonghui Wu, Mike Schuster, Zhifeng Chen, Quoc V. Le, Mohammad Norouzi,
Wolfgang Macherey, Maxim Krikun, Yuan Cao, Qin Gao, Klaus Macherey, Jeff
Klingner, Apurva Shah, Melvin Johnson, Xiaobing Liu, Lukasz Kaiser, Stephan
Gouws, Yoshikiyo Kato, Taku Kudo, Hideto Kazawa, Keith Stevens, George Kurian,
Nishant Patil, Wei Wang, Cliff Young, Jason Smith, Jason Riesa, Alex Rudnick,
Oriol Vinyals, Greg Corrado, Macduff Hughes, and Jeffrey Dean. Google’s neural
machine translation system: Bridging the gap between human and machine transla-
tion. CoRR, abs/1609.08144, 2016.
[WWH+18] Wei Wang, Taro Watanabe, Macduff Hughes, Tetsuji Nakagawa, and Ciprian Chelba.
Denoising neural machine translation training with trusted data and online data
selection. In Proceedings of the Third Conference on Machine Translation: Research
Papers, October 2018.
[WXZ+17] Lijun Wu, Yingce Xia, Li Zhao, Fei Tian, Tao Qin, Jianhuang Lai, and Tie-Yan Liu.
Adversarial neural machine translation. CoRR, abs/1704.06933, 2017.
[WZL+11] Zhongyu Wei, Lanjun Zhou, Binyang Li, Kam-Fai Wong, Wei Gao, and Kam-Fai
Wong. Exploring tweets normalization and query time sensitivity for twitter search.
In Proceedings of the 20th Text REtrieval Conference, TREC 2011, Gaithersburg,
Maryland, USA, November 15-18, 2011, 2011.
[WZZY16] Xiaojuan Wang, Rong Zhao, Jason D Zevin, and Jianfeng Yang. The neural cor-
relates of the interaction between semantic and phonological processing for chinese
character reading. Frontiers in psychology, 7, 2016.
[XDGN07] Jia Xu, Yonggang Deng, Yuqing Gao, and Hermann Ney. Domain dependent statis-
tical machine translation. In MT Summit, 2007.
[Xu13] Jia Xu. Sampling-added machine translation. In Project Report at Elite Tsinghua
Computer Science Program, IIIS, Tsinghua University, 2013.
[XYD96] Xiaoyun Zhu, Yun Huang, and J. Doyle. Soft vs. hard bounds in probabilistic ro-
bustness analysis. In Proceedings of 35th IEEE Conference on Decision and Control,
volume 3, pages 3412–3417 vol.3, Dec 1996.
[YE13] Yi Yang and Jacob Eisenstein. A log-linear model for unsupervised text normal-
ization. In Proceedings of the 2013 Conference on Empirical Methods in Natural
Language Processing, EMNLP 2013, 18-21 October 2013, Grand Hyatt Seattle, Seat-
tle, Washington, USA, A meeting of SIGDAT, a Special Interest Group of the ACL,
pages 61–72, 2013.
[YK01] Kenji Yamada and Kevin Knight. A syntax-based statistical translation model. In
Proceedings of the 39th Annual Meeting on Association for Computational Linguis-
tics, ACL ’01, pages 523–530, Stroudsburg, PA, USA, 2001. Association for Compu-
tational Linguistics.
[YLJ+17] Y. Yang, X. Li, T. Jiang, J. Kong, B. Ma, X. Zhou, and L. Wang. Improving
adversarial neural machine translation with prior knowledge. In 2017 IEEE Global
Conference on Signal and Information Processing (GlobalSIP), pages 1373–1377,
Nov 2017.
BIBLIOGRAPHY 101
[YNN+17] Antonio Jimeno Yepes, Aurélie Névéol, Mariana Neves, Karin Verspoor, Ondřej
Bojar, Arthur Boyer, Cristian Grozea, Barry Haddow, Madeleine Kittner, Yvonne
Lichtblau, et al. Findings of the wmt 2017 biomedical translation shared task. In
Proceedings of the Second Conference on Machine Translation, 2017.
[ZJN+18] Wenhao Zhu, Xin Jin, Jianyue Ni, Baogang Wei, and Zhiguo Lu. Improve word
embedding using both writing and pronunciation. PloS one, 13(12), 2018.
[ZK16] Barret Zoph and Kevin Knight. Multi-source neural translation. In Proceedings of
NACL-HLT, June 2016.
[Zou10] Anastasios Zouzias. Low dimensional euclidean volume preserving embeddings.
arXiv preprint arXiv:1003.0511, 2010.
[ZPSM+19] Xuan Zhang, Gaurav Kumar Pamela Shapiro, Paul McNamee, Marine Carpuat,
and Kevin Duh. Curriculum learning for domain adaptation in neural machine
translation. In Proceedings of the 2019 Conference of the North American Chapter
of the Association for Computational Linguistics, 2019.
[ZSHF15] Xin Zhang, Jiaying Song, Yu He, and Guohong Fu. Normalization of homophonic
words in chinese microblogs. In Intelligent Computation in Big Data Era, pages
177–187. Springer, 2015.
[ZYMK16] Barret Zoph, Deniz Yuret, Jonathan May, and Kevin Knight. Transfer learning for
low-resource neural machine translation. 04 2016.
