Introduction
Functional nanoparticles, both natural and synthetic, are widely used within biological matter, for example, as tracer particles for biomedical imaging, as biomarkers for diagnostics (Khare & Dokholyan, 2007; Nune et al., 2009; Chironi et al., 2009; Doeuvre et al., 2009; Weissleder et al., 2014) and as biocarriers for targeted delivery of therapeutic agents (Remaut et al., 2007; Yoo et al., 2011; Filipe et al., 2011 Filipe et al., , 2012 . In this context, not only surface and interaction properties of the particles but also size (distribution), concentration and even shape matters for uptake, efficiency and toxicity (Shang et al., 2014; Salatin et al., 2015; Kumar et al., 2015; Wilhelm et al., 2016; Banerjee et al., 2016) . Therefore, there is a demand for detection and characterization methods for submicron particles, including particles suspended in complex fluids like undiluted blood (Nel et al., 2009; Montes-Burgos et al., 2010; Braeckmans et al., 2010) . There is a plethora of methods available for obtaining particle size and concentration in different contexts, including transmission electron microscopy, Correspondence to: M. Röding. Tel: +46 10 516 6659; e-mail: magnus.roding@ri.se flow cytometry and dynamic light scattering. Of particular relevance for this work, however, are particle tracking-based microscopy techniques.
A number of particle tracking-based microscopy techniques have been presented for characterization of nanoparticles suspended in solution (Carr & Wright, 2008; Du et al., 2010; Saveyn et al., 2010; Braeckmans et al., 2010; Röding et al., 2011 Röding et al., , 2013a Röding et al., , 2013b Röding et al., , 2016 . By imaging their Brownian motion in suspension, particle parameters including size and concentration can be estimated. In previous work (Röding et al., 2011) , we demonstrated for the first time that estimation of number concentration can be performed in a 'self-calibrated' fashion by jointly estimating the diffusion coefficient, the size of the detection region in which the particles can be detected and tracked and the absolute number concentration. The size of the detection region is a function of field of view, depth of field, sample illumination, particle fluorescence intensity and the particle detection and tracking algorithm. Its size and in particular its axial dimension (along the optical axis) are therefore not constant between samples and experimental setups; the novelty of that paper was the direct estimation of this size, and the method has been proven useful in a number of applications (Naeye et al., 2013; Zagato et al., 2014; Deschout et al., 2014; Forier et al., 2014) . In later work (Röding et al., 2016) , because closed-form modelling of this problem is difficult but simulation of the data-generating process is straightforward, we conclude that the problem naturally lends itself to simulation-based inference. Consequently, we introduced an approximate Bayesian computation (ABC)-based method for monodisperse particles.
In this work, we implement a massively parallel population Monte Carlo approximate Bayesian computation (PMC-ABC) with implementations for both CPU and graphics processing unit (GPU). Beside being significantly faster than the previous ABC method, we generalize its use to bidisperse particles. The method is based on the joint probability distribution of diffusion coefficients and the time spent by a particle inside the detection region. We demonstrate the usefulness of the method on mono-and bidisperse fluorescent polystyrene beads, using a commercially available confocal laser scanning microscope.
Results and discussion

Problem setup
Consider a liquid suspension filling the volume
In a real experiment, the lateral sizes A x and A y (perpendicular to the optical axis z) are in the order of millimetres, and the axial dimension A z is in the order of hundreds of micrometres. The cuboidal shape is only a convenient assumption for implementing periodic boundary conditions in simulations and does not reflect the true shape. The liquid suspension is populated with freely diffusing, Brownian particles with diffusion coefficient D in diffusion equilibrium and a concentration (density) c, that is, a Poisson distributed number Poi(c| |) of particles are uniformly distributed in at any time. A microscope is used to image and track particles in two dimensions inside a cuboid midsection of the liquid suspension which we denote the detection region,
The lateral sizes a x and a y of the detection region are determined by the field of view of the microscope, and known before experiments are commenced. The axial size a z (parallel to the optical axis z) depends on several experimental factors such as depth of field, laser intensity, pinhole size, particle fluorescence intensity and the particle detection algorithm, and is unknown prior to data analysis. For a polydisperse particle system, the parameters D , a z and c are generalized to
A number of videos are recorded with time lag t between consecutive frames and particles are detected and tracked in two dimensions during the time they reside in the detection region ω. The number of positions k in the recorded trajectories vary between 1 and k max (the number of frames in the longest video). In practice, we only keep trajectories with k ≥ k min = 3 because short trajectories are often the result of false positives in the detection phase due to imaging noise (Jaqaman et al., 2008) . Assuming a single diffusion coefficient D for now, each diffusing particle is subject to independent Gaussian displacements x, y ∼ N (μ = 0, σ 2 = 2D t) (and a third, unobserved displacement z with the same distribution) (Berg, 1993 
where x i,n and y i,n represent the nth observed displacement in trajectory i . Figure 1 shows the experimental setup. By discretizing the estimated diffusion coefficients we can obtain a joint two-dimensional histogram of trajectory durations and diffusion coefficients. Of relevance to parameter estimation, we can also simulate corresponding data sets in a straightforward manner and generate simulated histograms.
Parameter estimation
The principle of classical Bayesian (posterior) inference is as follows. For a data set D ∈ S and a model with parameter vector θ , the posterior distribution f (θ |D) for θ is
with likelihood P (D|θ) and prior distribution π(θ). The goal is to compute this posterior distribution, estimate the parameter θ as a posterior mean (average of θ over its distribution) and use percentiles of the distribution to obtain credible intervals, that is, error bounds. This is usually performed using some Monte Carlo method. When the likelihood is either intractable or computationally expensive to compute, ABC is a useful simulation-based method of sampling from an approximate posterior distribution (Tavaré et al., 1997; Pritchard et al., 1999; Beaumont et al., 2002) . If it is straightforward to generate simulated data from the model, sampling from the posterior can be performed in an accept-reject fashion by sampling a random θ from π(θ ), simulating a data set D from the model for that parameter and accepting θ as a sample from the posterior if D = D. It can be shown that this leads to sampling from the exact posterior. Because P (D = D|θ ) is extremely small in any interesting case, we relax the condition to accepting θ as a sample from the (approximate) posterior if ρ(D, D ) ≤ , where ρ is a suitable measure of discrepancy (a 'distance', but not necessarily a proper metric) and is a tolerance threshold. For = 0 the exact posterior is obtained, whereas for larger , inference becomes more computationally feasible because more parameter candidates are accepted as samples from the approximate posterior; the choice of hence becomes a trade-off. Suggested sampling schemes for ABC include simple rejection, which is typically very slow, as well as Markov chain Monte Carlo ABC (Marjoram et al., 2003) , partial rejection control ABC (Sisson et al., 2007 (Sisson et al., , 2009 , sequential Monte Carlo ABC (Toni et al., 2009 ) and population Monte Carlo ABC or PMC-ABC (Beaumont et al., 2009) , the latter which we shall use herein. PMC-ABC (Beaumont et al., 2009 ) is based on the population Monte Carlo method for standard Bayesian methods introduced by Cappé et al. (2004) . The idea is to sequentially improve the approximation of the posterior distribution by introducing a decreasing sequence of tolerance thresholds t , 1 ≤ t ≤ T , and iteratively in each step performing a weighted resampling and Microscope Detection region Liquid suspension . Particles inside the cuboid-shaped detection region are detected and tracked in two dimensions (x and y) using a confocal laser scanning microscope. The x and y (lateral) dimensions of the detection region, a x and a y , are known. The z (axial) dimension a z needs to be estimated from the particle tracking data, and will depend on the choice of particle and other factors. The illustrated particles move inside (yellow) and outside (grey) of the detection region, yielding observed particle trajectories with two and three positions, respectively. a Gaussian-distributed perturbation of the parameter population in search of improvement in terms of ρ. It can be understood as a special case of population-based evolutionary optimization. For a population of N M-dimensional parameter vectors (M being twice the number of components/diffusion coefficients in our case), where θ (t) n is the nth parameter at iteration t, and θ (t) n,m is its mth component, the algorithm looks like this (taken from Beaumont et al., 2009 , and somewhat adapted):
let the weights (for weighted resampling) be w
n ,m )), where φ is the standard normal density.
Moving to the problem at hand, we implement PMC-ABC in the following manner. We discretize the diffusion coefficients such that a data set can be thought of as a histogram. We define the discrepancy between a real data histogram H exp (k, l) and a simulated data histogram H sim (k, l) (k being the trajectory duration and l being the index of the bin for the discretized diffusion coefficients) as
where
and
are the cumulative histograms. We let γ = log 10 ( ) and decrease γ linearly in steps of γ , assuring in every iteration that log 10 (ρ) ≤ γ for the entire population. It is recognized that the choice of γ ( ) is arbitrary; we introduce some adaptivity by letting γ 1 = ∞, that is, we start with generating a sample from the prior, then let γ 2 be the median of the log 10 (ρ) values for t = 1, and after that decrease in steps of γ = 0.01. Further, we iterate until no further decrease of γ is possible without exceeding a maximum allowed number of simulation trials (in this work set to 500 times the number of posterior samples to be generated). The prior distribution is a uniform distribution over the parameters D i , a z,i , and log 10 (c i ), for all 1 ≤ i ≤ I (I being the number of components; internally, the software works with log 10 (c) instead of c for numerical reasons). In our simulations, we let A x = A y = 80 μm and A z = 20 μm.
Implementation details
Two implementations of the PMC-ABC algorithm are provided. 1 First, we provide a CPU implementation written in Julia (Bezanson et al., 2017) , in which all loops over the N samples involving simulations and calculation of the distance ρ in Eq. (3) are parallelized (but each simulation and distance calculation is executed serially). Second, we provide an optimized C++ and CUDA (NVIDIA Corporation, 2017) implementation that can off-load the simulations and calculations of the distance ρ to multiple GPUs. The simulations are trivially parallelizable because simulated particles do not interact with each other; however, synchronization (e.g. via atomic operations) is required when simultaneously recording results in the histogram H sim . Evaluation of the distance on the GPU avoids transferring H sim from fast GPU memory to system memory. Both the cumulative H cum sim histogram (Eq. (5)) and the final distance ρ (Eq. (3)) can be computed efficiently using parallel primitive operations (Hillis & Steele, 1986) , that is, parallel reductions and prefix sums (Blelloch, 1990) . Efficient implementations for both operations exist on GPUs. In particular, we take advantage of performing prefix sums with independent CUDA warps (Billeter et al., 2009) , which eliminates the need for explicit synchronization inside the reduction and prefix sum operations. We ensure that multiple simulations and distance computations can run asynchronously and in parallel on all available GPUs via concurrent kernel execution (NVIDIA Corporation, 2017), to accommodate for parameter choices where the footprint of each simulation in isolation is relatively small and thus insufficient to fully utilize even modest GPUs.
Experiments
We use two species of fluorescent beads suspended in water. First, we use yellow/green fluorescent microspheres with actual size 0.175 ± 0.005 μm and concentration ∼ 3 · 10 9 part mL −1 (PS-Speck P7220, lot 1398540, Invitrogen, ThermoFisher Scientific, Waltham, MA, USA). Second, we use blue/green/orange/dark red fluorescent microspheres with 1 Source code for both is available at https://github.com/roding/part_conc_spt_abc. actual size 0.49 ± 0.015 μm and concentration ∼ 1.6 · 10 9 part mL −1 (TetraSpeck T7281, lot 1724855, Invitrogen, ThermoFisher Scientific). Third, we create a mixture of the two by mixing 3 μL solution of 0.175 μm beads with 6 μL solution of 0.49 μm beads. The resulting concentrations are intended to be ∼ 10 9 part mL −1 and ∼ 0.8 · 10 9 part mL −1 , respectively. The solutions are sonicated for 20 min before use, and 7 μL of the solutions are placed in Secure-Seal imaging spacers (SigmaAldrich, Merck KGaA, Darmstadt, Germany) with 120 μm thickness. The beads are originally suspended in distilled water with 2 mM sodium azide and dilution is performed using distilled water. To study immobilized particles, the original suspensions are mixed with alginate gels (1 w/w % alginate acid sodium (Sigma-Aldrich, Steinheim, Germany), 0.88 w/w % NaCl, 0.555 w/w % GDL (D-(+)-Gluconic acid-δ-lactone; Sigma-Aldrich), and 0.156 w/w % CaCO 3 ; (Acros Organics, Geel, Belgium). These samples are placed in Secure-Seal imaging spacers as described above and allowed to rest over night until the particles are immobilized.
Particle tracking experiments are performed at ambient temperature using a Leica TCS SP5 II AOBS confocal laser scanning microscope with a DMI6000 inverted microscope (Leica Microsystems, Wetzlar, Germany). A 65 mW (average power) 488 nm Argon laser is used for excitation set at 20% of full power with the AOTF set at 8% (yielding an effective average power of ∼1 mW). Imaging is performed with a photomultiplier tube detector (PMT, Hamamatsu Photonics, Hamamatsu, Japan), set to detect emission in the range 496-620 nm with a gain voltage of 800 V. A Leica HC PL APO 63×/1.20 CS objective is used together with a zoom factor of 4, yielding a 61.5 μm × 61.5 μm field of view. The pinhole size is 1 Airy unit (111.5 μm for this objective). The resolution is 512 × 512 pixels with each pixel being 0.12 μm × 0.12 μm. A resonance scanner with 8000 Hz scanning rate is used, providing ∼14.7 fps ( t = 0.068 s). For each data set, 25 videos of 1000 frames each are acquired at different locations in the sample; with 8-bit color depth, the data set size is 6.6 GB. The acquisition of a large number of independent videos at different locations minimizes the effect of local concentration fluctuations on the measurements. Measurements are performed at varying depths in the sample and at least 20 μm from the cover glass slip to avoid any boundary effects. Particle tracking is performed using TrackPy 0.3.2 (Tra). We use a lower threshold of 2000 for minimal mass (intensity sum) of each particle to exclude dim and diffuse particles. Only particle trajectories with three or more positions are kept. In Figure 2 , some trajectories are shown superimposed on a frame from one of the videos of the 0.175 μm beads. To assess localization error, we perform a bootstrapping-based nonparametric statistical analysis based on several particles, finding that localization error is ∼1.5 nm in one direction and ∼7 nm in the other (reflecting the anisotropy of acquisition due to the scanning procedure in confocal laser scanning microscopy). Consequently, localization error constitutes a very small fraction of the displacement of a particle between consecutive frames and is hence negligible. For the immobilized particles, the experimental setup is identical except a z-stack of 637 frames covering 80 μm in the axial direction is acquired. We compute posterior means and credible intervals (using the 2.5% and 97.5% percentiles) of the D , a z , c parameters. Additionally, we estimate the (hydrodynamic) size of the particle via the Stokes-Einstein relation: the diameter d can be written
where k B is Boltzmann's constant, T = 293.15 K is the (ambient) temperature, and η = 8.9 · 10 −4 Pa· s is the viscosity of water at that temperature (Kestin et al., 1978) . Converting all the samples from the posterior distribution for D to diameters yields a sample from the posterior distribution of d , for which we also compute posterior means and credible intervals. The results for the 0.175 μm beads are shown in Table 1 and the results for the 0.49 μm beads are shown in Table 2 . Further, the full posterior distribution for the 0.175 μm case is shown in Figure 3 . As can be seen, the results are in good agreement with manufacturer specifications for concentration, and in very good agreement for size. Notably, the axial thickness of the detection region a z is larger for the smaller particles; this is surprising because assuming a similar fluorescent dye, one would expect larger particles to be more strongly fluorescent (proportional to either volume or surface area) and thus be more easily detected away from the focal plane. However, the particles have different fluorescent labels, and the mass (intensity sum) of the particle positions as quantified by TrackPy is 7472 for the 0.175 μm particles and 6250 for the 0.49 μm. The ratio of these values is 1.20. The corresponding ratio of posterior mean estimates of the a z parameter is 1.17. The fact that these two ratios are so similar suggests that a z is strongly dependent on brightness. In an attempt to validate the values of a z in a more controlled setting, we also prepare samples of the monodisperse particles and let them rest over night until the particles are immobilized. Using the same experimental setting, we acquire z-stacks (with axial resolution 0.13 μm) and perform tracking of immobilized particles. Unfortunately, we find that these experiments are not directly comparable to the real tracking experiments. Here, the average a z as estimated from several trajectories is ∼3 μm for the 0.175-μm particles and ∼4 μm for the 0.49-μm particles; the values are larger, and their order is inverted. The mass (intensity sum) of the particle positions is on average 8% higher for the immobilized beads, explaining part of this effect. Further, we also estimate the point spread function in the z direction, obtaining results between 1.8 μm and 4.0 μm for the 0.175 μm particles and between 2.2 μm and 4.3 μm for the 0.49 μm particles, depending on the location in the sample. This has little impact on tracking because the a z as estimated from immobilized beads were only weakly (negatively) correlated to the average z coordinates of the particles. However, we did find that the individual a z values are broadly distributed and that these are correlated with the mean intensity of that particle (ρ ≈ 0.6). This suggests that there is a distribution in fluorescence intensity and that a z is really a distribution, even for a monodisperse sample. Because the experiments on the monodisperse samples indicate that the axial thickness parameter varies significantly between the two species of particles, we analyse the 0.175-0.49 μm bidisperse mixture solution allowing two different axial thickness parameters a z,1 and a z,2 . The results for the mixture are shown in Table 3 .
Neglecting any uncertainty in the dilution step, one would expect concentrations of ∼8.8 · 10 8 part mL −1 and ∼1.07 · 10 9 part mL −1 , hence the agreement between the concentrations estimated in the monodisperse and bidisperse cases are quite consistent with each other. The same goes for the other parameters: Estimated diffusion coefficients (and hence diameters) and axial thicknesses are all corresponding rather well to the values estimated from the monodisperse cases. We note however that the credible intervals broaden substantially when moving from one to two components, and we deem it unlikely that the model can successfully be extended to three components and above at this point.
Performance benchmarks
We perform a couple of performance benchmarks to compare the CPU and GPU implementations, and in the GPU case also to assess the scaling with respect to the number of samples from the posterior and the number of GPUs used. The number of samples from the posterior is a trade-off; the larger the number, the more accurately can posterior means and credible intervals be estimated, but with larger computational cost. The benchmarks are all performed using the experimental data for the 175 nm beads.
We use two different setups for the benchmarks. The first, utilized for both CPU and GPU benchmarks, has dual Intel Xeon E5-2699 v4 CPUs (2 × 22 cores for a total of 88 hardware threads via hyper-threading) and two NVIDIA TITAN Xp GPUs. The second, utilized only for GPU benchmarks, is a compute cluster node with dual Intel Xeon E5-2690 CPUs and two or four NVIDIA Tesla K80 dual GK210-GPU accelerator cards. The latter is of interest primarily to assess scaling on many GPUs. Note that the GPU implementation uses very little CPU resources, as most of the time is spent waiting for GPU jobs to finish.
First, using N = 4000 samples, we run the CPU implementation using 88 parallel processes, the GPU implementation using 1 and 2 TITAN Xp GPUs, and using 1, 2, 4 and 8 GK210 GPUs. Run times are shown in Figure 4 .
Second, we run the GPU implementation on sample sizes between N = 125 and N = 16 000, as shown in Figure 5 . As can be seen, the GPU implementation scales almost perfectly linearly with sample size.
The GPU implementation relies heavily on both integer operations and on transcendental ('special') function evaluation, for random number generation and transforming random number distributions, respectively. When comparing a single TITAN Xp to a single GK210 GPU, the TITAN Xp performs slightly better than one would expect based on a simple extrapolation from peak single-precision floating-point performance. We believe this can be attributed to the increased throughput of special functions in the newer architecture of the TITAN Xp, and to differences in the handling of integer computations.
Conclusion
We have implemented a massively parallel PMC-ABC method for estimating diffusion coefficients, sizes and concentrations of diffusing nanoparticles in liquid suspension using a confocal laser scanning microscope and particle tracking. We have presented freely available CPU and GPU versions of the analysis software. Together with the commercial availability of confocal laser scanning microscopes, this facilitates implementation and practical use of the method. We have applied the method to characterize mono-and bidisperse samples of fluorescent polystyrene beads and demonstrate good agreement with manufacturer-provided sizes and concentrations. We further demonstrate excellent scaling behaviour for the algorithm on multiple GPUs. Interesting further work would, for example, be optimization of the thresholding schedule with respect to computational efficiency, and to take into account the fact the particles very close to the lateral dimension borders are not properly tracked; hence the effective field of view is actually slightly smaller than the theoretical one. Moreover, the results suggest that the axial size of the detection region, a z , should be modelled as a distribution instead of a single value as done herein.
