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The  invasive species Agrilus planipennis (Emerald Ash Borer or EAB)  is currently  impacting ash 
trees in a large part of the continental United States.  One way of measuring the effect of this 
infestation  on  the  US markets  is  to  determine  the  spread  of  the  species  and  the  biomass 
destruction/loss due  to  this  invasive pest.    In order  to assess such  impacts,  it  is necessary  to 
determine how and where ash trees are located toward accurately measuring the relevant ash 
species biomass and tree count. 
This  study  utilizes  data  captured  over  the  campus  of  Rochester  Institute  of  Technology  in 
Rochester, NY.  Hyperspectral data, captured by SpecTIR, and discrete LiDAR data collected by 
an ALS 50 are used  in an attempt  to accomplish  two  tasks:   1) estimate ash biomass and 2) 
create a discriminant model to determine what types of trees (genera) are  located within our 
surveyed  plots.   We  surveyed  four  deciduous  plots  on  the  RIT  campus  and  integrated  the 
surveyed  areas,  the  LiDAR  data,  and  the  hyperspectral  data  into  a  single  comprehensive 
dataset.   Our  assessment  incorporated  different  underlying models,  including  hyperspectral 
data only, LiDAR data only, and a combination of hyperspectral and LiDAR data. 
The  results  indicate  that we  can predict biomass with  an R2  value between 0.55‐0.69,  at  an 
α=0.01 statistical threshold and an R2 value between 0.85‐0.92 (α=0.05 threshold) with the best 
models.  The results indicate that smaller plot radius hyperspectral plus LiDAR and larger radius 





stepwise  results.    These models  found  that  one‐meter  hyperspectral  data  plus  LiDAR  could 
accurately assess the genus level of the trees 86% of the time, with a KHAT score of 0.86.  User 
and producer accuracies on that model vary from 73‐100%, depending on the genus. 
This  study  contributes  to  the  effort  for  combining  hyperspectral  and  LiDAR  data  to  assess 
deciduous  tree  stands.    Such  an  approach  to  biomass modeling  is  often  used  in  coniferous 
forests with  high  accuracy;  however,  the  variability  in  uneven‐aged  and  complex  deciduous 
forest typically  leads to poorer structural assessment outcomes, even though such species are 
spectrally more  differentiable.  Results  here  indicate  that  utilizing more  robust  LiDAR  scans 
(point density)  and  techniques  (data  fusion),  these methods  could  yield  valuable genus‐level 
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New  York  State.    The  Emerald Ash Borer  (EAB)  is  considered  an  invasive  species  in  that  the 
insect  is  a  green,  wood‐boring  beetle  resident  in 
eastern Asia that infests the Fraxinus tree genus (ash 
trees)  in  North  America.    The  EAB  arrived  in  the 





boring  into  the  bark  and  feeding  on  the  nutrient/water  transportation  tissues  of  the  tree 
(Kovacs  et  al.,  2010; North Carolina  Forest  Service,  2017).    Typically  an  ash  tree dies within 
about two years of infection, with ½ to ⅔ 
of the canopy dying in the first year.  The 
trees  begin  losing  branches  at  the  top, 
which  progresses  down  the  tree  until 
eventually  all  vegetation  is  starved  of 
moisture and dies off (Pugh et al., 2011). 
Invasive  species  can  often  cause 
irreparable damage to native ecosystems 








surveying  in  nature.    Remote  sensing,  however,  can  provide  a way  for wildlife managers  to 
more accurately monitor the spread of invasive species and characterize areas experiencing the 





US Department  of  Agriculture,  the most  common  deciduous  trees  in New  York  include  red 




the original article, while  the second  image, while  less detailed,  indicates  the states  in which 





of  ash  trees  in  areas where  it  is  prevalent.    Forest  vegetation  is  a major  pool  in  the  global 









annual net growth of ash decreased 37%  since 2009 and  in  some areas of  the  state  the net 
growth has become negative (e.g., Catskill/Lower Hudson Valley area; Albright & Olsen, 2017).  
We can  look  for  further changes  in the environmental conditions throughout the state as the 
EAB infestation progresses, particularly in areas which are heavily forested with ash. 
The  spread of  the  EAB brings with  it  tremendous  costs; Kovacs  et  al.  (2010)  calculated  that 
within a 25‐state area surveyed, the direct costs within urban and suburban areas alone would 
exceed  $10  billion.    These  costs  are  associated with  the  treating,  removing,  and  replanting 
affected  trees  within  the  region.    This  does  not  include  other  costs  associated  with  the 
widespread  decline  of  a major  tree  species  including:  timber  loss,  habitat  destruction,  and 
overall forest health (Kovacs et al., 2010). 
 









trees outside of this area?    In many areas ash trees exist  in a mixed deciduous forested area, 
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particularly  in western New York State  (Widmann, 2014).   The problem at  this stage changes 




The  Holmgren  et  al.  (2008)  study  focused  on  distinguishing  between Norway  spruce  (Picea 
abies) and Scots pine (Pinus silvestris) and utilized high resolution LiDAR (50 LiDAR returns/m2) 
and  two  sets of  aerial  imagery  from  an  altitude of 1,200m.   Utilizing  the high‐density  LiDAR 
returns,  the  team mapped  the  crown  segments of  the  trees  and  then mapped  those  to  the 
multispectral  images  captured  of  the  same  area.    Doing  so  allowed  the  team  to  correctly 
identify 96% of the mapped trees (1,711 trees within 14 forest plots).  This study was unique in 
that they had a very high‐resolution LiDAR capture.  In addition, the project was focused on two 




1740nm,  and  2140‐2280nm  spectral  regions.    These were  deemed  to  be  indicative  of  foliar 
chemistry differences between the observed species.  Specifically, these were areas deemed to 
be sensitive to canopy nitrogen and  lignin concentration.   Classification accuracy on randomly 












increased  the  explanatory  power  of  the model  by  8‐9%.  Specifically,  they  note within  their 
paper  that  the  real  value  in  using  the mixed models  is  to  use  the  data  to  predict  species 
abundance patterns utilizing patterns of stem‐size or height, based on  imagery from the Laser 






any underlying hits – which did not  increase the Kappa statistic on the models.    In part, they 
noted  that  this  could  be  because  the  area  in  which  they  conducted  their  survey  was 
mountainous  and  the  first‐hit  LiDAR  helped  distinguish  types  by  tree  elevation.    Finally,  the 
authors  noted  the  importance  of  correctly  registering  the  spectral  and  the  LiDAR  hits when 
conducting this type of analysis. 
Liu  et  al.  (2011)  utilized  a Mixture  Tuned Matched  Filtering  (MTMF)  process  on  a  forest  in 
northeast China.    In  their  study,  they used  the  first‐hit  canopy height model  from  the  LiDAR 
data and  the  first spectral derivative of  the  imagery over  the  forest area.   Utilizing a Support 
Vector Model classification process, they found that by including the CHM LiDAR data into the 
process increased the correct identification of the trees from 80.67% (0.78 Kappa coefficient) to 
86.88%  (0.84  Kappa).    They  note  specifically  that  their  study was  effective  in  discriminating 
between tree species with similar spectra, but varying heights. 
Given  that  the  selected  genera  of  trees  inevitably  have  similar  spectral  characteristics,  it  is 
possible  that utilizing SVM may be a good  tactic, although  in  this particular study we are not 
going  to  utilize  that methodology,  opting  for  traditional  approaches.  The  non‐SVM models 
seem  to  achieve discriminatory  results between 75  and 95%  classification  accuracy,  and our 










that  area?    This  is  important  in  this  study  context, with  a  focus  on  ash  trees,  to  assess  the 
resulting loss of biomass, due to EAB infestation, in a mixed deciduous forest like those found in 
Western  New  York  State.    Traditionally,  biomass  estimation  in  the  field  is  done  by  taking 
standing measurements of a sample of trees, and after each tree  is measured,  it  is harvested, 
measured, and weighed  in whole  (or  in pieces).   Subsamples are oven‐dried and weighed  to 
determine  moisture  content  and  the  whole  tree  is  converted  to  dry  weights  using  those 





plots  via  already‐established  biomass  models  (Jenkins,  Chojnacky,  Heath,  &  Birdsey,  2003; 
Monteith, 1979; Tritton & Hornbeck, 1982) utilizing    field data  collected within our  research 
area.   Utilizing  the  estimates  from  these  calculations  for  three  types  of  biomass  estimation 
models,  namely  a  national  model,  a  more  specific  localized  model,  and  a  species‐level 
estimation, we will then develop a final model utilizing a stepwise regression model. 
One  reason  biomass  estimation  is  important  on  a  large  scale  is  that  it  is  often  difficult  and 
expensive  to  obtain  and  is  typically  performed  on  a  smaller‐scale  basis,  involving  time  and 
equipment  which  are  expensive  to  operate  (Avery,  2001).    Biomass  estimations  are  used 
frequently  in  tree  farming  areas  where  biomass  measures  are  important  in  determining 







There  are  a  large  number  of  studies which  have  focused  on  biomass  estimation.   However, 
many of  these  studies are done using an  in‐situ approach.   For example, biomass estimation 
typically  rely on  tree height, diameter at breast height  (DBH), or other  types of  information, 
which  are not easily obtainable with  remotely‐sensed data over  a wide  area  (Hulshof  et al., 
2015; Teck & Hilt, 1991).   However,  in more recent studies, an  increasing number of scholars 
are  researching  the  possibility  of  utilizing  remotely  sensed  data  –  in  particular  LiDAR  or 
hyperspectral imaging data, for creating biomass estimates of forest stands (e.g., De Jong et al., 
2003; Koch, 2010; Lu et al., 2016; Swatantran et al., 2011). 
DeJong  et  al.  (2003)  conducted  an  experiment  utilizing  the  Digital  Airborne  Imaging 
Spectrometer  (DIAL)  in  the  forests  of  southern  France,  along  the  Peyne  River.    They  had 
conducted 30x30m  surveys  in 86  sites  in  the area which was  scanned by  the device.   DIAL’s 
pixel size was approximately 7m and was  flown at an altitude of about 3,500m.   The authors 
attempted to develop a predictive model for biomass, based on spectral reflectance.  Utilizing a 
stepwise  regression  analysis,  they  found  eight  significant  bands  –  636,  773,  895,  985,  1004, 






approach over a  large area  to assess  the biomass density of  the  forest.   That  study provides 
some  analogues  to  the  project  on  hand,  in  that  it  provides  an  approach  to  predict  biomass 
across large areas of forest.  However, it does not necessarily limit the scope to species‐type. 
Similar  to  Anderson  et  al.  (2008),  presented  briefly  in  the  species‐identification  section, 
Swatantran  et  al.  (2008)  also  used  the  LVIS  instrument  in  tandem  with  AVIRIS  data  in  an 
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attempt  to map  biomass  and  vegetation  stress  in  the  Sierra  Nevada mountains  (California, 
USA).  They found that AVIRIS models could explain up to 60% of the variation in biomass in the 
study  area, while  LVIS provided better predictors of  total  and  species‐specific biomass.   The 
third quartile height of laser energy return (RH75 in their terminology) was the best predictor.  




the  fact  that  increasingly  integrative  technologies  are  being  developed  in  the  technological 
space  to  further  integrate  the  geometric  and  physical‐based  LiDAR  features  to  exploit  the 





and  after  the  tree  is  measured,  it  is  harvested  and  weighed  in  whole  (or  in  pieces)  and 
subsamples are oven‐dried and weighed to determine moisture content 
Literature Review 




two  remote  sensing  techniques.   The primary  focus will be on genus‐level discrimination  for 
identification of the trees and a species‐level biomass estimate. 
We used a fusion approach by utilizing data collected on the campus of Rochester Institute of 





combination to  i) assess biomass  for trees  in the area, at the tree‐level and  ii) determine the 
genus of the species  in the plots surveyed, thereby establishing whether the methods utilized 
are effective  for assessing mixed deciduous  forests  for biomass estimation and assessing  the 
genera of the forest. 
We  hypothesize  that  the  data  collected will  provide  a  reasonable  estimate  for  biomass.    In 
many  studies, biomass  is  calculated  at  the hectare‐level, while we  are  looking  specifically  at 
tree‐level analysis.   The objective  is  to provide an estimated biomass  for a mixed deciduous 
forest,  common  to  the western  portions  of New  York  State,  that  provides  an  80%  effective 
estimate.  Alternatively, we are looking at discriminatory methods which will allow a survey to 
estimate  the  proportion  of  genera,  including  ash,  oak,  maple,  black  locust,  and  “other” 
hardwood trees  in an area.   While plantation‐style analyses tend to generate accuracies of up 
to  96%  (Holmgren  et  al.,  2008),  fewer  analyses  have  been  done  in  a  uneven‐aged, mixed 








390nm‐2470nm wavelength  range,  and  a  field  study  of  the  area  of  interest.    The  following 
sections detail the source information for these methods. 
LiDAR data 
LiDAR technology as used  in remote sensing  is utilized to capture height  information  (Jensen, 
2000; McGill,  2013).    Generally,  the  instrument  consists  of  a  laser which  pulses  at  a  given 
wavelength frequency (in our case 1064 nm) and the  instrument records the time  it takes for 
the  pulse  to  return,  after  backscattering  from  an  object.    The  time  recorded  indicates  the 
distance  from  the  instrument  to  the  returning  surface.   The pulses are emitted  continuously 
over the target area utilizing a scanning mirror.  Each LiDAR pulse is individually georeferenced, 




The  data  for  the  study  were  obtained  via  airborne  LiDAR  captured  over  the  campus  of 
Rochester Institute of Technology (RIT) in Rochester, NY in 2010.  The data were captured by a 
Leica ALS‐50 with a scan rate of 150 kHz, resulting  in point densities of about 5.5 returns/m2, 
based on the  first‐return count  in the study area.   However, the point return count varies by 
area and there are many areas which received a single pass and achieved densities as low as 1 
return/m2.   The  instrument  is capable of receiving up to four returns and three  intensities per 
pulse using a 1064nm wavelength.   The data were captured for the entire RIT campus via five 
overflights  (vegetative areas bordered by East River Road on  the west,  Jefferson Road  to  the 
north,  John St.  to  the east, and Bailey Road  to  the south). All LiDAR data were stored  in LAS 
format. 
We utilized several statistics  for the point data within the surveyed areas  in order to prepare 




height  for each  tree  in  the  study.    Initially we  sought  to utilize a 1‐meter circle around each 
designated  tree  trunk  location; however,  the  LiDAR data were  sparse enough  in  some  areas 
that  the 1‐meter  threshold often did not  contain any points  for  certain areas of our  survey.  
Thus, we decided to extend the range to 3 meters.  The height was calculated by determining a 
floor  height  variable within  each  quadrant  studied.   However,  some  areas were  particularly 
densely forested, and the LiDAR collection was conducted during a leaf‐on period of time. As a 
result,  to  extract  a  floor  height  map  (also  called  a  digital  elevation  model,  or  DEM),  we 
essentially doubled  the size of each area and created a ground‐level height map utilizing  the 




In  addition  to  the  heights,  we  also  calculated  a  canopy  height  variable,  which  creates  a 
distributional  variable  that  calculates  the  proportion  of  first  hits  on  a  tree within  each  10% 
proportion of the tree’s height.  For example, if a tree is 20m in height and one of 20 hits are in 
the bottom 50% height of  the  tree,  then  the proportion value at canopy‐level 50% would be 
0.05.  We recorded the proportions of hits at each 10% height value for each tree.  In this case, 
the heights were calculated based on the average height of ground points designated within all 
the trees  in a given plot.   As mentioned, the plots  in the survey are  flat  in nature.   However, 
because  the LiDAR data were collected during  the  leaf‐on phase, returns were heavily biased 
toward the tops of trees. 
In  addition  to  the  canopy  ranges, we  also  calculated  statistics  for  each  tree  based  on  the 
intensity  of  the  LiDAR  return  and  the  height  of  each  return.    In  the  final  analysis, we  used 
statistics  from  all  points  recorded  in  a  given  tree’s  area.    We  calculated  the  following 
characteristics of the height and intensity data from the LiDAR collection: Mean, Coefficient of 
Variation, Kurtosis, Skewness, Maximum values, Number of values, Minimum values, the Range 
of  the  values,  in addition  to  the  Standard Mean,  Standard Deviation,  and Median  values  for 
each  set of LiDAR points.   Each of  these were calculated at  the  tree‐level.   Furthermore, we 
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generated percentile variables at 5% differentials  for  the percentiles  from 5  to 90% height of 
the  tree.    These  should  serve  as  an  analysis  on  how  height  distribution  statistics  could 
contribute to tree genus identification and biomass estimation (van Aardt et al., 2006). 
Spectral Data 
The spectral data for this project consists of hyperspectral  information,  i.e.,  in the case of the 
sensor  used  for  this  project  (SpecTIR),  a  large  number  of  wavelengths  are  captured.  
Hyperspectral remote sensing combines imaging with spectrometry by capturing a picture of a 
remote  scene  and  relating  the  image  to  the  emitted  electromagnetic  radiation  over  specific 
spectral  bands  (Eisman,  2012).    A  traditional multispectral  scan  captured  perhaps  5‐9  band 
channels  of  electromagnetic  radiation, which  are  often  used  in  satellite‐based  imagery  like 
Landsat  satellites  (Schott,  2007).    A  hyperspectral  scan,  which  is  typically  conducted  via 
airborne platforms, can capture hundreds of spectral channels for each location surveyed. 
The spectral data for this project were retrieved on July 29, 2010 by SpecTIR, LLC utilizing the 
ProSpecTIR‐VS sensor (SpecTIR Group, 2010).   The data were collected  in five flight  lines over 




SpecTIR  converted  the  file  to  reflectance  measures  utilizing  the  MODTRAN4  atmospheric 
lookup  table  (SpecTIR  Group,  2010).    There  were  some  challenges  in  collecting  radiance 




but  “…small  amplitude  residual noise  structure was  still  apparent  in  low  SNR  regions of  the 
atmospheric absorption features” (SpecTIR Group, 2010). 
Utilizing ENVI (Harris Geospatial, Inc.; version 5.3), the reflectance spectra for all areas we are 
examining was selected (see below section).    In addition, the GPS  location for each tree stem 
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was  recorded  utilizing  a  Trimble 
GEO XT survey device and spectral 
data  for  areas  around  each  stem 
were extracted, for a 1m‐diameter 
circle,  as  well  as  a  3m‐diameter 
circle.  While there are many other 
ways  the spectral data could have 
been  more  accurately  filtered 




deviation  from the original mean reflectance  in each tree area.   However, upon examination, 
several  of  the  trees’  expected  reflectance  characteristics were  suppressed,  as  if  they were 
nearly flat in some‐ circumstances (see Figure 4).  This was attributed to the fact that no filter 
was applied  to account  for  shadowed  regions within  tree canopies. The  shadow‐areas of  the 




first  15  bands  of  the Minimum 
Noise  Fraction  estimates  from 
the  trees.  As  the  Figure  5 
diagram shows clearly, the MNF 
begins  to  level  out  at  about 
eigenvalue  10  and  by 
eigenvalue  20,  it  becomes  a 
virtually  horizontal  line.    After 











create point derivatives because even  though  the nominal wavelength difference  is at a 5nm 
spectral resolution, the actual differences between wavelengths vary along the spectrum.   For 
example,  at  the  shorter  wavelengths  in  the  visible  and  near  infrared  regions,  5nm  is  a 
reasonable  selection  for  the  spectral  resolution  (full‐width‐half‐maximum).    However,  the 
spectral resolution also increases at longer wavelengths.  Finally, we utilized the derivatives and 
created  second  derivative measures.  Several  studies  have  found  that  derivatives  are  often 
useful for spectral analysis (Martin et al., 1998; van Aardt & Wynne, 2007).  
In  summary,  with  the  spectral 
data  selected,  for  each  square 
meter  of  area,  we  have  a 
reflectance  value  calculated 
from  the  radiance  recorded  in 
SpecTIR  for  360  bands,  and  1st 
and  2nd  derivatives  for  each  of 
those  points,  in  addition  to  the 
first  15  elements  of  the 
minimum  noise  fraction 
estimates  to  be  used  as  inputs 
to  the genus discrimination and 
biomass  analyses.    It  is  important  to  note  that  the  biomass  and  subsequent  species 
discrimination  analyses  rely  on  the  data  being  normally  distributed.    This  is  a  common 
assumption  in  the  literature  on  biomass  estimation  and  discrimination.  While  we  did  not 
explicitly  test  this assumption, we applied a  similar approach  to  that of van Aardt & Wynne, 










In order  to have ground data  to  compare  results  to and  to  calculate more accurate biomass 
assessment of  the  trees on  campus, a  series of  field data  collections were  conducted.    Four 
areas  were  selected  which 
were  covered  both  by  the 
LiDAR data collection and the 
spectral  data  collection, 
referenced  above.    These 
areas  contained  a  mix  of 
deciduous  tree  types  that 
would be used for this study.  
In  Figure 7 below,  the  areas 
with  highlights  are  the 
chosen field research areas. 
The selected areas consist of 
a  mix  of  Oak,  Maple,  and 
Ash  trees along with a mix 















This  is particularly necessary  in  this case, because while  four  satellites are  required  for good 
positional readings, the area was densely populated with trees and other vegetation.  These can 
cause deflection or other obscuration of GPS  signal  from  the satellites.   Utilizing a  local base 
station,  all  readings were  differentially  corrected.   Most  locations  are  accurate  to within  2 
meters, with  the majority being within 1.0 meter.   The DBH was measured with a  traditional 
DBH  tape measure and  recorded  in  centimeters.   Heights were all  captured using  the Nikon 
Forestry Pro field tool, utilizing the 3‐point height measurement tool.   This tool allows one to 
utilize a distance measure at height, a measure to the base of the tree and a measure to the 
peak of  the  tree  in order  to calculate  the  full height of  the  tree of  interest.   The  survey was 
conducted  from mid‐October  until mid‐November  2015;  heights were measured  during  the 
leaf‐off stage, allowing clear views to the tops of the trees of interest (Avery, 2001). 











Tree Genus  Tree Species  Species Name  Count 
Ash     Fraxinus  101 
   Green Ash  Fraxinus pennsyvanica  27 
   White Ash  Fraxinus americana  76 
Black Locust     Robinia pseudoacacia  16 
Maple     Acer  72 
   Silver Maple  Acer saccharinum  17 
   Sugar Maple  Acer saccharum  55 
Oak     Quercus  45 
   Black Oak  Quercus velutina  6 
   English Oak  Quercus robur  8 
   White Oak  Quercus alba  31 
Other     various  45 
   American Basswood  Tilia americana  6 
   American Beech  Fagus grandifolia  13 
   Black Cherry  Prunus serotina  2 
   Eastern Cottonwood  Populus deltoides  1 
   Ironwood  Ostrya virginiana  4 
   Jack Pine  Pinus banksiana  2 
   Mockernut Hickory  Carya tomentosa  2 
   Shellbark Hickory  Carya laciniosa  15 
Integrating the Data 
The primary method for integrating the spectral and the LiDAR data in the project consisted of 
overlaying  the datasets  and  sub‐selecting  the  relevant pieces  for each  tree we  are  studying.  
25 
 




the data, as collected, correctly  represented  the specific  tree  locations.   For each of  the  four 
plots,  we  utilized  various  methods  for  verifying  that  each  dataset’s  points  locations 
corresponded  correctly  to  the  other  dataset  –  comparing  heights,  identifiable  features  like 










Figure  8 displays  the  alignment 
of  the  three  datasets.    The 
underlying layer is a height map 
generated from the LiDAR data.  
The  colored  regions  are  a 
representations  of  the  spectral 
data used in the project and the 
points  represent  the  GPS 
locations  of  trees  selected  for 
use in this study.  Using this as a 




on  a  neighboring  road;  see 
Figure 9.  We can observe that the 
data line up well in each plot.  For 


















There were  two main  reasons  this was necessary.   Firstly, as mentioned  in  the LiDAR section 






meters, many of  the  trees at  lower heights  in  the  forest  returned LiDAR heights which were 
drastically different  from our  surveyed heights.    For example,  an 8‐meter‐tall  ironwood  tree 




excluded,  in particular,  is a  large number.   This  is due to the fact that Plot 3 contained a  large 
number of oak trees.    In addition, we  lost about 40% of the ash trees  in the sampled area, as 
well  as  57%  of  the maple  trees.    As  we  would  expect  given  the  problems  described,  the 
ironwood trees disappear from the sample, as well as a number of the lower‐level beech trees.  
While  the  loss  of  these  trees  from  our  limited  sample  is  significant,  given  the  issues  with 








Tree genus  Tree Species  Species Name  Count 
Ash     Fraxinus  65 
   Green Ash  Fraxinus pennsylvanica  15 
   White Ash  Fraxinus Americana  50 
Black Locust     Robinia pseudoacacia  12 
Maple     Acer  31 
  Silver Maple  Acer Saccharinum  9 
   Sugar Maple  Acer Saccharum  22 
Oak     Quercus  9 
   English Oak  Quercus robur  5 
   White Oak  Quercus Alba  4 
Other     Various  26 
   American Basswood  Tilia americana  3 
   American Beech  Fagus grandifolia  8 
   Black Cherry  Prunus serotina  1 
   Eastern Cottonwood  Populus deltoides  1 
   Mockernut Hickory  Carya tomentosa  2 






The  principal  objective  for  this  section  of  the  paper  is  to  test  a  few  different methods  of 
biomass  estimation  and  judge  their  statistical  relevance  to  the  task.    The  first method we 
attempted  utilizes  a  national‐level  biomass  estimate, which  is  based  on  broad  categories  of 
hardwood and  softwood  types and broad genus group categories  (Jenkins et al., 2003).   The 




Hornbeck  (1982), which  surveyed  numerous  articles  on  biomass  estimation.    The  equations 




First,  we  generated  a  national‐scale  biomass  estimator  utilizing  the methods  generated  by 






















In Table 5 and 6,  the  single Cottonwood  tree  (Aspen/Alder/Cottonwood group) and  the  two 
Jack Pines were excluded  from  analysis  (Douglas  Fir  group),  since  the  counts  are  so  low  for 
those  groups.    Notice  the  fairly  dramatic  difference  in  the  values  between  the  “Mixed 
Hardwood” group and  the “Hard Maple/Oak” group  ‐  there are a couple of  factors  that may 
help explain this difference.   
Tree Type  Trees Included in Type  β0  β1 
Hardwood        
   Aspen/Alder/cottonwood/willow  ‐2.2094  2.3867 
   Soft maple/birch  ‐1.9123  2.3651 
   Mixed Hardwood  ‐2.4800  2.4835 
   Hard maple/oak/hickory/beech  ‐2.0127  2.4342 
Softwood        
   Cedar/larch  ‐2.0336  2.2592 
   Douglas‐fir  ‐2.2304  2.4435 
   True fir/hemlock  ‐2.5384  2.4814 
   Pine  ‐2.5356  2.4349 
   Spruce  ‐2.0773  2.3323 
Woodland        
   Juniper/oak/mesquite  ‐0.7152  1.7029 
Jenkins Category  N  Mean  Maximum  Minimum  Range  Std Dev 
Hard maple/oak/hickory/beech  130  1334.3  14827.3  30.4352  14796.8  1905.2 
Mixed Hardwood  131  349.7  3212.1  15.1068  3197.0  454.8 




and  height  would  have  been  smaller  than  a  full‐grown,  30‐year‐old  tree.    In  addition,  the 
inclusion  of  some  small  “Other”  trees  in  the  sample,  such  as  ironwood,  also  likely  had  an 









versus  the  Hard Maple/Oak  category  (37.7  cm)  or  the  Soft Maple  category  (40.65  cm).    In 





American Beech  13  327.3  729.6  85.3  644.4  207.0 
Black Oak  6  876.3  1467.1  505.5  961.6  405.7 
English Oak  8  1851.9  5044.1  30.4  5013.6  1728.4 
Mockernut Hickory  2  500.3  678.9  321.7  357.3  252.6 
Shellbark Hickory  15  733.6  1139.9  68.8  1071.2  375.7 
Sugar Maple  55  2082.2  14827.3  71.4  14755.9  2628.9 
White Oak  31  729.2  2262.4  223.6  2038.8  419.0 
Mixed Hardwood  American 
Basswood 
6  179.8  328.8  95.2  233.6  105.3 
Black Cherry  2  208.3  210.6  206.1  4.4  3.1 
Black Locust  16  952.9  3212.1  142.6  3069.5  757.0 
Green Ash  27  329.2  1134.4  51.8  1082.6  282.1 
Ironwood  4  23.1  33.0  15.1  17.9  9.2 
White Ash  76  264.4  1798.5  18.0  1780.4  349.0 





Soft Maple/Birch  group.    This  would  lead  one  to  believe  that  the  biomass  for  the Mixed 
Hardwood group would  
Table 7. Variable ranges for DBH and height for the national‐scale biomass estimates. 
be  less  than  the  other  two  groups  on  the  national  scale.    Figure  10  also  indicates  that  the 





be  in  close  alliance.   Our  data may 
result  in  slightly  higher  biomass 
values  than  predicted  in  Jenkins  et 
al.,  2003  paper.    For  example,  the 
Mixed Hardwood mean DBH is about 
25cm.    According  to  Figure  10,  the 
resulting  biomass  should  be  in  the 
neighborhood of 300 kg biomass per 




















































10.    Our  calculated  mean  biomass  of  about  1,300  Kg  biomass  per  tree  also  seems  to 
overestimate the predicted values by about 30%. 
One possible reason for this is that the national biomass estimate was prepared for large, wide‐
scale  estimates  of  biomass,  on  a  national  level,  to  estimate  carbon  stocks.    By  their  own 
reasoning  “…recent  equations  used  to  develop  large‐scale  biomass  estimates  from  the U.S. 
forest  inventory data  for eastern U.S. species suggests general agreement  (+/‐ 30%) between 




refined area of  forests.   There are a  few articles that develop a broad‐based estimate  for the 
northeastern  United  States.    Specifically,  Tritton  and  Hornbeck  (1982)  collected  regional 
estimates  for  northeastern  forests.   Not  only  did  they  collect  species‐specific modelling  for 
various trees in the northeast U.S., but they also developed a series of broad‐based hardwood 








0.3167 0.04666 ∗ 0.2082 ∗








1.5773 0.1304 ∗ 1.2192 ∗






Note  that  the  regional‐level  biomass  (equations  3  &  5)  contains  a  height  variable  in  the 
equation, while  the  local‐level  equations do not.    Tritton & Hornbeck  (1982)  argue  that  the 
biomass  equations  using  both  height  and  DBH  do  not  present  a  statistically more  accurate 
appraisal  of  biomass.    Specifically,  it  is  argued  that  the  time  necessary  to  spend  generating 
height data within a stand creates a barrier to using height as a viable variable  in most cases.  
Within  the  thesis, we  calculated  the  biomass  using  both methods,  utilizing  equations  2 &  4 
(without  height),  due  to  inconsistencies  in  height  data  discovered  over  the  course  of  the 
research.  
In addition to the region‐level analysis, Tritton & Hornbeck (1982) also discuss a  long series of 
studies which  generated  equations  to  estimate  biomass  at  the  species‐level.    These  studies 
were conducted on major tree species of the northeast and the oven‐dry weight was chosen as 
the  dependent  variable,  because  it  is  a  replicable  quantity.    The  results we  calculated  used 
equations  generated  in  the  areas  of  the  northeast,  listed  in  Table  8.  Where  possible  we 





































General Hardwoods  American Beech  Fagus grandifolia  13  13  13  327.3  314.6  353.4 
General Hardwoods  Black Oak  Quercus velutina  6  6  6  876.3  768.8  886.2 




Carya tomentosa  2  2  2  500.3  468.5  587.2 
General Hardwoods  Shellbark Hickory  Carya laciniosa  15  15  15  733.6  650.7  895.8 
General Hardwoods  Sugar Maple  Acer saccharum  55  55  55  2082.2  1520.9  1774.7 






Tilia americana  6  6  0  179.8  243.5    








27  27  0  329.2  407.4    
General Hardwoods  Ironwood  Ostrya virginiana  4  4  0  23.1244  33.7569    



























General Hardwoods  American Beech  Fagus grandifolia  3.88%  ‐7.97%  ‐12.33% 
General Hardwoods  Black Oak  Quercus velutina  12.27%  ‐1.13%  ‐15.27% 
General Hardwoods  English Oak  Quercus robur  23.66%       
General Hardwoods  Mockernut Hickory  Carya tomentosa  6.36%  ‐17.37%  ‐25.34% 
General Hardwoods  Shellbark Hickory  Carya laciniosa  11.30%  ‐22.11%  ‐37.67% 
General Hardwoods  Sugar Maple  Acer saccharum  26.96%  14.77%  ‐16.69% 





Tilia americana  ‐35.43%       
General Hardwoods  Black Cherry  Prunus serotina  ‐35.91%  ‐30.20%  4.20% 
General Hardwoods  Black Locust  Robinia pseudoacacia  ‐8.27%       
General Hardwoods  Green Ash  Fraxinus pennsylvanica  ‐23.75%       
General Hardwoods  Ironwood  Ostrya virginiana  ‐45.98%       
General Hardwoods  White Ash  Fraxinus americana  ‐22.54%  ‐25.19%  ‐2.16% 
Soft maple/ birch  General Softwoods  Silver Maple  Acer saccharinum  40.57%       
Average Percentage Difference   ‐2.56%  ‐6.19%  ‐9.13% 









differences  vary  from  27%  (Sugar Maple)  to  4%  (American  Beech).    Conversely,  the 
national biomass estimates for the mixed hardwood category are universally lower than 
the regional estimates, ranging from 8% lower (Black Locust) to 46% lower (Ironwood); 
note that the  ironwoods sampled  in these plots were small  in number and size.   These 








Black  Cherry,  and White  Ash).    The  remaining  species  did  not  have  listed  biomass 
estimates from the literature we searched. 
 When comparing the regional estimates to the tree‐level estimates, we see that White 
Ash  and  Black  Cherry  are  nearly  identical.    The  estimates  for  the  hardwoods  are 
generally  lower,  except  for White Oak.    As  noted  in  Table  10,  the  national  biomass 
estimate  presents  an  average  difference  which  is  much  lower  than  the  other  two 
estimate  types;  however,  the  standard  deviation  of  the  national  biomass  estimate  is 
greater as well.  In many ways, this validates the use of the national biomass model for a 





 Likewise,  as  the biomass measures narrow  to  smaller  areas  (regional,  tree‐level),  the 
overall  accuracy  varies more,  but  the  standard  deviation  of  the  differences  declines.  
This  points  to more  accurate  estimates  at  a  smaller  area,  even  though  it  leads  to  a 
broader  change  at  the  larger  area.    Again,  this  suits  the  purpose  of  a  tree‐level  or 
smaller‐area‐scale biomass measure.    The  interest  is more  in  the  tree‐ or  stand‐level 
biomass, for which it retrieves estimates with a smaller standard deviation. 
Estimation of Biomass Estimates Using the Spectral and LiDAR data 
Regression  models  in  general  involve  the  process  of  estimating  the  dependent  variable 
(biomass  in  this  case) with a  series of  independent variables  (an X vector of  spectral and/or 
LiDAR information) related with a vector of β coefficients, which define how each independent 
variable relates to the dependent variable(Johnson & Wichern, 2014).    It  is  important to note 
that regression modeling relies on the  fact that the data are normally distributed.   While  it  is 
possible  that  the  tree data  as  a whole may not be normally distributed,  these methods  are 








  	   (7) 
In this equation, subscript i refers to the tree, while subscript j refers to the beta and X values 
associated  with  specific  wavelengths  or  LiDAR  characteristics.    The  general  assumption  in 
statistical  regression modeling  is  that  the  expected  value  of  ε=0  and  the  covariance  of  the 
residual terms are independent.  In short form: 





















 1m Spectral + LiDAR – This utilizes  the  limited dataset and combines  the spectral and 
LiDAR returns for the trees. 
















results,  as  the  α=0.01  results 
include  5‐10  variables  of  note 
with  reasonable  explanatory 
power  (R2  ranging  from  0.20  to 
0.62).    The  α=0.05  level  also 
resulted  in models with  a  larger 





similar  tree  counts  (the  limited 
spectral  datasets,  LiDAR  and 
N Variables Adjusted R2 RMSE Variables Adjusted R2 RMSE N Variables Adjusted R2 RMSE
LiDAR 140 1 0.345 1.093 1 0.359 0.918 96 1 0.376 1.054
1m Spectral 235 5 0.203 1.099 5 0.203 0.925 171 8 0.379 0.925
1m Spectral ‐ Limited 138 12 0.535 0.928 12 0.540 0.785 93 7 0.603 0.849
1m Spectral + LiDAR 135 7 0.559 0.897 10 0.640 0.688 91 4 0.557 0.892
3m Spectral 240 6 0.251 1.071 6 0.240 0.908 176 5 0.258 1.015
3m Spectral ‐ Limited 140 9 0.622 1.005 13 0.691 0.870 96 7 0.647 0.876
3m Spectral + LiDAR 143 8 0.455 0.830 7 0.436 0.793 98 7 0.573 0.792
LiDAR 140 2 0.371 1.071 3 0.401 0.888 96 2 0.410 1.024
1m Spectral 235 26 0.504 0.868 25 0.500 0.732 171 44 0.809 0.514
1m Spectral ‐ Limited 138 22 0.682 0.768 19 0.644 0.690 93 26 0.911 0.401
1m Spectral + LiDAR 135 37 0.852 0.519 27 0.829 0.473 91 25 0.898 0.429
3m Spectral 240 37 0.615 0.768 23 0.493 0.742 176 32 0.674 0.673
3m Spectral ‐ Limited 140 35 0.852 0.686 47 0.929 0.566 96 29 0.901 0.465






LiDAR 10.04 9.30 7.60
1m Spectral 10.16 9.41 5.93
1m Spectral ‐ Limited 7.08 6.64 5.12
1m Spectral + LiDAR 6.64 6.23 5.56
3m Spectral 9.58 8.89 7.05
3m Spectral ‐ Limited 8.33 7.77 5.40
3m Spectral + LiDAR 5.76 5.44 4.59
LiDAR 9.58 8.89 7.17
1m Spectral 6.24 5.88 2.69
1m Spectral ‐ Limited 5.06 4.79 2.16
1m Spectral + LiDAR 2.99 2.88 2.28
3m Spectral 5.06 4.79 3.65
3m Spectral ‐ Limited 4.25 4.05 2.45














Spectral+LiDAR),  it  is  apparent  that  the  3m  Spectral+LiDAR  and  the  1m  Spectral+LiDAR  data 
perform well when compared  to  the others, particularly  in  the RMSE measures.   The smaller 
RMSE measures for the LIDAR‐specific models indicate that these models are more precise than 
the  other models  even  if  they may  not  be  the most  accurate  (with  the  highest  R2  values).  
Interestingly, the best accuracy is attained via the limited spectral datasets at the 3m resolution 
or  the  1m  Spectral+LiDAR  dataset.    This  is  consistent  between  all  three  biomass  models: 
national,  regional,  and  tree.    In  this  case, we  did  not  expect  the  LiDAR  data  alone  data  to 
provide  significant  information,  given  the  relative  sparsity of  that  information,  but  even  the 
LiDAR  dataset  provided  reasonable  information  to  explain  roughly  one‐third  of  the  variance 
between tree types at the species level. 
One note on  the LiDAR  information: preliminary runs contained an N  (count of hits) variable, 
which was given the greatest weight for explanation  in these models.   However, knowing the 
difference  in  LiDAR  returns  within  each  sample  area,  this  variable  was  removed  from  the 
analysis, since its relevance could be coincidental.  For example, one plot contained a lot of Oak 
trees and if that area had a low density of LiDAR hits, the analysis could reveal the N‐count as a 
significant  variable,  when  in  fact  the  actual  reason  could  simply  be  a  coincidence  of  tree 





for  the  spectral analyses.   While  the 1m‐diameter  trees present  comparable  results  in many 
cases,  there  is evidence  that a more  coarse distribution of  LiDAR/spectral data  can be more 

















75th or 80th percentile of height were cited  in all  three biomass models of  tree ground  truth 
(national,  regional,  and  tree‐level models).    This  result  is  very  similar  to  that  computed  by 












Spectral 3m Lim 0.01  1  2  5 
Spectral 3m w LiDAR 0.01  4  2  3 
Spectral 3m Lim 0.05  1  6  23 
Spectral 3m w LiDAR 0.05  1  17  13  4 
Regional 
Spectral 3m Lim 0.01  1  2  4 
Spectral 3m w LiDAR 0.01  1  3  6  3 
Spectral 3m Lim 0.05  2  8  20 
Spectral 3m w LiDAR 0.05  1  14  23  9 
Tree 
Spectral 3m Lim 0.01  3  3  1 
Spectral 3m w LiDAR 0.01  2  4  1 
Spectral 3m Lim 0.05  6  10  12 










analysis.   Firstly, the number of direct hits selected as significant  is minimal.   Table 13 details 
this  clearly.    Furthermore,  it  is  notable  that  the  analysis  which  requires  the  most  direct 
readings, is the tree‐level analysis. 
Note that Table 13 only  lists the variables  in the tree‐limited datasets.   This  is for a couple of 
reasons:   Firstly,  they  compare  the  same  tree  stands under both  conditions  (with  LiDAR and 
without LiDAR), and secondly,  the spectral results using a  fuller set of  trees do not provide a 
better analytical  solution  to  the problem, yielding  significantly  lower R2  results.   There are a 
variety of reasons this may occur  for this dataset.   Firstly,  it  is possible that the pure spectral 
analysis across a broader area incorporates more tree combinations in an analysis, particularly 
at  the  3‐meter  diameter  range.    The  areas  from  which  the  additional  trees  generally  are 
extracted  from had significant height‐discrepancy  issues, which can certainly  imply that there 
tables  in  Appendix  A  (Figure  13,  Figure  14,  and  Figure  15)  visually  display  the  information 
relating to the bands selected as significant.   
One interesting feature displayed by these analyses is that, despite the fact that there were few 
direct  variables  selected,  a  single wavelength  appeared  in  all  of  the  α=0.05  analyses.    The 
wavelength of 2445nm was selected as a direct influence on all categories, except for the tree‐
level  biomass  data  with  LiDAR  analysis.    This  indicates  that  2445nm  reflectance  is  quite 
important  in determining biomass  for this sample. However, there were some spectral  issues 
with the SpecTIR collection during this survey, specifically  in the SWIR region of the spectrum.  
Given that the 2445nm wavelength is at the far end of the collected spectra, it is possible that 
the  significance  granted  to  this  wavelength  within  these  tests  is  partially  a  result  of  data 
collection issues, or even noise/chance (SpecTIR Group, 2010). 
Furthermore, with  the exception of  the  tree‐level biomass model estimate with  LiDAR, each 
analysis  has  significant  values  in  the  neighborhood  of  850  nm,  near  the  peak  of  the  near‐
infrared spectral region.   These variables are from the first‐difference data set,  indicating that 
the selection of the bands  in this area may be a reflection of an  inflection point, or  important 
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shape  descriptor,  for  the  reflectance  curves.    There  are  also  second‐difference  variables  of 
significance in several of the analyses around 1000nm, which is indicative of the H2O portion of 
photosynthesis (CSTARS, 2015). 
The  overall  outcome  from  these  biomass modeling  results  is  that  links  to  direct  reflectance 
readings do not seem to be as important as the difference measures recorded.  Especially in the 
α=0.05  analysis,  the  second‐difference  and  first‐difference measures appear  to have  a much 
larger  number  of  valuable wavelengths  contributing  to  the  biomass  estimates.    This makes 
sense,  since  first‐difference measures are a direct measure of  the  slope of  the  curve.   Areas 


















LiDAR  data  and  the  analysis  which  did  not  use  LiDAR  data’s  analytical  results,  given  the 
relevance of  LiDAR‐based  variables  to  forest  structure.   Note  that  there  are  also differences 
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between  the  LiDAR  analyses  and  those which  do  not  contain  LiDAR  readings.    The  national 
biomass estimate exhibited a distinct change  in  the patterns of selected wavelengths.   There 




collection  of  second‐difference  variables  for  the  regional  estimates with  LiDAR,  as well  as  a 
larger  collection  of  second  difference  variables  near  the  water  absorption  feature  around 
1400nm.    The  tree‐level  biomass  estimates  exhibited  similar  changes  as  the  national‐level 
biomass estimates.  There is a lack of significant wavelengths in the near‐infrared range of the 
spectral data, with some increases in the middle‐wavelength range. 
Given  the  increased  R2  presented  by  the  LiDAR  inclusive  analysis  (Table  11),  these  results 
indicate  that  if  a  team  is  utilizing  multi‐modal  analysis  of  an  area  for  deciduous  tree 
identification,  they could perhaps  target different areas of  the spectral  region  for an analysis 
utilizing LiDAR data versus an analysis excluding LiDAR  information.   This could be particularly 
important where  collection  costs  are  an  issue  in  data  collection.    Visible  and  near‐infrared 
regions are  important predictive areas, as well as  the  long‐wavelength, SWIR region near  the 
reflective domain’s termination in this study.  
It  is  notable  that  for  national  and  regional measures,  the  LiDAR‐bearing  analysis  provided 
substantially better results than for the spectral‐only analysis on the same trees.   At the tree‐
level, the analysis  is about even.   This counts, but  it  is  important to note the small size of the 
sample used  in  the project.   We also would expect  that  if we were able  to  conduct a  study 
utilizing leaf‐off LiDAR scans of the areas, it could provide better information because the LiDAR 
imagery  could  present  a much more  effective  analysis  of  the  forest  structure.    In  a  leaf‐on 
environment, the LiDAR data essentially computes the canopy height with very  little structure 
beneath the canopy.    In a  leaf‐off environment, the LiDAR data would capture much more of 









LiDAR  only,  and  the  limited  Spectral  dataset  (utilizing  only  the  trees  with  good  LiDAR 




biomass.   Given  the  quality  of  data within  the  study  and  the  limited  counts, we would  not 
expect the results to be perfect, yet the data for the α=0.1‐analyses indicate that many of them 
are perfect predictions. 
This  study  presents  useful  information  in  biomass  estimation.   Using  the  data  available, we 
were able to explain up to 90% of the variability in biomass estimates between the trees in our 
study, although this was conducted on a very small tree sample. However, these methods could 








the  utilization  of  LiDAR  data  and/or  Spectral  Data.  We  therefore  wanted  to  evaluate  the 
disparate modality data sets, as well as  in combination,  in a multiple discriminant analysis  to 
identify  tree  genus.    It  is  worth  noting  that  we  were  not  interested  in  species‐level 
differentiation, since our intent was to determine whether or not we can specifically isolate ash 
(genus) trees from the other deciduous species within the forest. 
We utilized  the data  collected  for  the previous  sections of  the project  (LiDAR  scans  and  the 
Spectral data collection) toward this end, as well as field deduce what bands or LiDAR variables 
are  the most  effective  in  separating  genera  from  one  another within  our  study  area.  Two 
primary  tasks  were  performed:  Firstly,  we  ran  a  stepwise  discriminant  analysis  to  select 
variables to be used in the classification scheme, and secondly, we used the selected variables 















Ash  65  37  88  14 
Black Locust  12  4  15  1 
Maple  31  41  64  8 
Oak  9  36  43  2 
Other  26  16  30  12 




As  noted  in  the  previous  discussion  on  regression  analyses,  the  essential way  the  stepwise 
discriminant model operates  is by utilizing a  linear algebra model.   The only difference  is that 
the dependent Y variable is now a categorical variable, which defines the groups in the sample 
we would  like  to  identify.  Table  14  identifies  the  tree  count  per  genus, where  the  limited 
version with 143 eligible  trees  is  the same count used  in  the  limited datasets  in  the biomass 
analysis.   These are  trees  selected based on  their heights being  (relatively) equivalent  to  the 
heights obtained via the manual survey of the forests.  The spectral view calculation consists of 
trees which are canopy‐dominant, based on the 3‐meter diameter measure. The analysis looks 





The  forward‐selection  stepwise  regression  begins with  a  blank model  and  applies  stepwise 
discriminant analysis  to each variable  in  the model, adding  those variables  that  represent an 
improvement to the model and excluding those which do not.  In this case, if we set the criteria 
for  acceptance  of  a  term  to  be  0.05,  if  an  individual  variable  cannot  contribute  to 
distinguishing between the five representative groups in the stepwise discriminant analysis, it is 
eliminated from the results.   At the end of the process, depending on the α‐level selected, we 





we  utilized  a  linear  pooled  variance  method  of  applying  the  results  from  the  stepwise 






to  this  problem.    As  a  result, we  classify  each  observation  by  using  a  discriminant  function 
computed from all of the other observations by utilizing a cross‐validation procedure within SAS 
(SAS, 2017). The result of the discriminant analysis is a raw accuracy score – how many trees did 
we  correctly  identify  by  genus  within  the  sample?    Further,  we  will  use  the  Kappa  score 










The  second  term  in  the  numerator  and  denominator  is  the  sum  of  the  products  of  the 
column/row marginal values  in  the classification matrix/table.    In other words,  these are  the 
incorrect specifications within the analysis.   The advantage of the KHAT statistic over a simple 



























The  objective  is  to  determine  which  data  type  produces  the  best  results  for  this  analysis, 





a dominant  tree  like a mature oak or maple,  this would not be  the case, but  the  study area 
consists of uneven‐aged trees.   For example, an area  like plot 2  is mostly older‐growth forest, 










Plot1 2,666 7,682 2.88
Plot2 2,496 20,069 8.04
Plot3 2,960 31,983 10.81
Plot4 3,240 9,649 2.98
Table  15.  LiDAR  point  densities  by  Plot.    Note  the










In much  of  the  literature  regarding  identifying  tree 
species via LiDAR, particularly Holmgren et al  (2008), 
the LiDAR point density at which  they operate  is often hundreds of points per square meter.  
With  that  density  of  data,  there  are many more  variable  or  structure  extraction  operations 
















a  leaf‐on  period  of  time,  this  further  reduces  the  ability  to  look  further  into  interesting 
structural variables in the underlying structure of the forest. 
The  first  set  of  tables  contains  information  related  to  analyses  conducted where  an  alpha 
confidence  level  is presented  in  the discriminant  analysis portion of  the process.   While  the 
options below present  the  results  for  α=0.01,  α=0.05,  and  α=0.10, other  specifications were 
also  investigated, encapsulating alpha values  from 0.001‐0.50.    In the 0.001 range, the model 







variables which  are  point  derivatives  of  the  bands;  2nd  Diff which  represents  second  point 





Band 1st Diff 2nd Diff Band 1st Diff 2nd Diff Band 1st Diff 2nd Diff
Lidar Only 143 3 48.95% 0.46 3 48.95% 0.46 10 48.25% 0.45
1m Spectral Data 141 1 6 8 63.64% 0.62 2 16 22 71.63% 0.71 4 28 45 73.10% 0.73
3m Spectral Data 143 4 7 8 70.63% 0.70 6 14 23 83.92% 0.84 12 24 55 95.80% 0.96
1m + Lidar 143 2 0 4 7 64.34% 0.63 9 5 21 37 86.43% 0.86 15 7 30 56 89.93% 0.90
3m + Lidar 143 1 3 2 7 66.43% 0.65 3 8 15 23 80.00% 0.80 13 24 42 54 98.57% 0.99
1m Spectral Data ALL Valid Trees 240 0 7 3 53.33% 0.51 6 16 13 65.13% 0.64 10 32 36 75.63% 0.75

















different model presents  the best  results.   For α=0.01,  the  three‐meter  spectral data yielded 










the  preferred  method  of  discrimination.    One  can  note,  however,  that  the  bottom  four 
categories  are  relatively  close  in  accuracy  statistics  in  each  category.    It  is  notable  that  the 
LiDAR‐alone dataset was the worst performer  in the discrimination model.   There are various 
reasons why this may be the case.  First, the LiDAR returns on this dataset are not very dense in 
horizontal distribution  (point density).    In  addition,  the  LiDAR data were  collected  in  leaf‐on 






methodology  results  in a  large  fall  in  the count of oak  trees  in  the  sample.   The number  fell 
from 45 (Table 2) to 9 (Table 3).  As a result, in the analysis of all canopy‐dominant trees, many 
more  oak  trees  are  included.    This  could  have  the  effect  of  depressing  the  discrimination 
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accuracy for a variety of reasons.   Firstly, with fewer oak trees  in the sample, we may be  less 
likely to notice a large count of misclassified oaks within the overall population.  Furthermore, 






how accurate  is that relative to the actual ground‐truth  information.   Producer accuracy  looks 
at  the  ground  truth  information  and  determines  how much  of  the  ground  truth  is  correctly 




With  the  α=0.01 analysis,  the  three‐meter  spectral analysis performed best according  to  the 
discriminatory  analysis.    Table  17  shows  that while  the  overall  accuracy  for  the  analysis  is 
70.6%, there are some areas of concern.  For example, the maple category has a poor producer 
accuracy of 51.6%; however, the user accuracy is 72.7%.  The Other category is similar only the 
producer  accuracy  is  73.1%  while  the  user  accuracy  is  57.6%.    The  main  note  on  this 








spectral  data  plus  LiDAR were  the  best  combination  for  discriminatory  analysis  as  shown  in 
Table 18.  The first indication that this may provide a better classification is the overall accuracy 
of  the  discriminatory  classification.    For  the  group  of  140  trees,  the  classification  is  correct 
86.4% of the time.   This presents a significant upgrade from the α=0.01 analysis.   The primary 
sources of confusion appear to be primarily with the same categories as the previous analysis.  
There  is some confusion  in the ash, maple, and other categories.    It  is also  important to note 






While  the  other  category  includes  a  large  count  of  hickory  trees,  there  were  also  beech, 
basswood, and other trees in the mix.  It may have been a better technique for this portion of 
the research to more carefully separate out those grouped in the other category. 
Ash Black Locust Maple Oak Other Total
Producer 
Accuracy
Ash 50 4 4 0 7 65 76.9%
Black Locust 4 8 0 0 0 12 66.7%
Maple 9 0 16 0 6 31 51.6%
Oak 0 0 0 8 1 9 88.9%
Other 5 0 2 0 19 26 73.1%
Total 68 12 22 8 33 143








Ash Black Locust Maple Oak Other Total
Producer 
Accuracy
Ash 56 1 1 0 6 64 87.5%
Black Locust 0 11 0 0 0 11 100.0%
Maple 2 0 27 1 0 30 90.0%
Oak 0 0 0 8 1 9 88.9%
Other 5 0 2 0 19 26 73.1%
Total 63 12 30 9 26 140























a maximum variable count.   We chose  two values based on what a  researcher may consider 
viable – 10 variables and 30 variables.  The idea with the 10‐variable selection is simply “what 
 
Ash Black Locust Maple Oak Other Total
Producer 
Accuracy
Ash 62 0 0 0 2 64 96.9%
Black Locust 0 11 0 0 0 11 100.0%
Maple 0 0 30 0 0 30 100.0%
Oak 0 0 0 9 0 9 100.0%
Other 0 0 0 0 26 26 100.0%
Total 62 11 30 9 28 140








LiDAR Spectral Raw % KHAT LiDAR Spectral Raw % KHAT
LiDAR Only 10 48.3% 0.45 10 48.3% 0.45
1m Spectral ‐ Limited 10 57.3% 0.55 30 73.8% 0.73
3m Spectral ‐ Limited 10 64.3% 0.63 30 76.2% 0.76
1m + LiDAR 1 9 62.9% 0.62 4 26 75.5% 0.75
3m + LiDAR 1 9 66.4% 0.65 3 27 77.1% 0.77
1m Spectral ‐ All 10 50.5% 0.47 30 63.6% 0.62











level  results,  it appears  that with a  limited count of variables,  the 3m spectral data performs 
very well.   Further, the 3m spectral data plus LiDAR performs slightly better  in both cases.    In 
the α‐level results, note that we do not transition to the spectral+LiDAR data until we have well 
over 30 variables  in the α=0.05 analysis.   This  is actually an  interesting result because the 10‐
count analysis  leads to results which are almost equivalent to the α=0.01 analysis except that 
the 3m&LiDAR result here is slightly stronger than the 3m spectral data only model. 










Finally,  the prediction possibilities  for  the  10‐variable  and 30‐variable  selections  are  actually 
quite strong.   Utilizing 10 variables, one can accurately  identify about 2/3 of  the  trees  in  the 
plots; with 30 variables, one can accurately  identify 3/4 of  the trees  in the plot.   Given these 
results, the accuracy is moderately strong for these two models.  If limited data collection may 
















accuracy of 86%, by utilizing 72 variables  from  the 1m Spectral data plus LiDAR  information.  
Given the data contained  in the study, this  is an excellent result.   Utilizing a broader 3‐meter 
diameter  for each tree returned 80% discrimination over 49 variables.   The broader diameter 
reduced the variable count by 32% and still achieved a good genus‐discrimination result. 
We  concluded  that  this method  performed well  on  this  population  of  trees,  even  though  it 
would be a good idea to test this on a wider‐scope population as well.  The very limited count 
of  trees  in  this dataset  is of  concern when  it  comes  to  the effectiveness of  the  classification 
approach.   A better methodology would have been  to  collect  a much  larger  sampled  set of 
trees, divided  into  two or more  train‐test portions.   We  then could perform  the discriminant 
analysis on one set of trees and then apply the results to the other sets of trees in an attempt 
to test the results of the stepwise discriminant variable selection process.  Without the benefit 










SpecTIR were  taken  and within  a  couple of months,  a  LiDAR  scan was  also  taken of  the RIT 





the  field measurements,  tree‐level  biomass was  calculated  for  each  tree  via  three  types  of 
calculations:  national‐level,  regional‐level,  and where  applicable,  tree‐level  biomass models.  
Most of the trees  in the surveyed area are mature, so the 5‐year break between the spectral 
and physical measurements would be mild, since older trees tend to grow more slowly in height 
than  younger  trees  (Koch  et al.,  2004).   However,  a number of  trees were  found  to have  a 
significant  difference  between  the  LiDAR‐calculated  height  and  the  field‐measured  heights.  
This was attributed in part to the lack of LiDAR ground returns in the region of the study area.  
Since the LiDAR was acquired during a leaf‐on time period, that area had very few ground hits 
(around 20  returns  total  for a 1.5‐hectare  site), and as a  result, we were unable  to calculate 
accurate heights in that area.  We therefore excluded a number of trees from our analysis. 





Furthermore, we used  the data  to develop a  tree discrimination  linear discriminant model at 
the  genus‐level.  We  applied  the  results  of  a  stepwise  discrimination  to  a  genus‐level 
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methods  like  Random  Forest  classification.    This method  builds multiple  decision  trees  and 
merges them to obtain a more accurate and stable prediction (Liaw & Wiener, 2002).  Despite 
relatively  high  rates  of  classification  accuracy,  the  split  rules  for  decision  classifications  are 
unknown, which makes Random Forest a  type of “black box” predictor  (Rodriguez‐Galiano et 
al., 2012).    It was for this reason,  i.e., we wanted to have full knowledge of the decision path 











of  the  models  by  introducing  a  classification  group  which  has  somewhat  unknown  and 
potentially highly variable spectral characteristics.   In addition, the seasonality of forests could 
have  been  used  as  an  asset  for  a  study  such  as  this.    The  ability  to  evaluate  forests  during 
spring,  summer,  and  fall  could  certainly  introduce  seasonal  spectral  variations  (separations) 







avenue  that  could be  successful  in  the  long  run and  could be particularly useful when  faced 
with a biological event like the Emerald Ash Borer.  In other words, by utilizing methods such as 
those contained  in  this study, one could  identify coverage of ash  trees  in specified areas and 

























LIDAR 1m Spectral 1m Spectral + LIDAR 3m Spectral 3m Spectral + LIDAR
R2 0.3501 0.5758 0.5820 0.4857 0.6468
Adjusted ‐ R2 0.3454 0.5350 0.5590 0.4550 0.6224
Rmse 1.093 0.929 1.006 0.830 0.897
RMSE % Biomass 18.4% 15.6% 16.9% 14.0% 15.1%
Vars Returned 1 12 7 8 9
Variables the 80.0000 percentile, PtHeight 1m 2407.5 nm ‐ Band_350 Canopy 30th Percentile 3m 2445 nm ‐ Band_356 Canopy 20th Percentile
1m 2445 nm ‐ Band_356 the 50.0000 percntile, PtHeight 3m 663.8 nm ‐ Band_60_deriv skewness, PtHeight
1m 515.7 nm ‐ Band_28_deriv 1m 834.9 nm ‐ Band_96_deriv 3m 844.5 nm ‐ Band_98_deriv the 80.0000 percentile, PtHeight
1m 2008.9 nm ‐ Band_287_deriv 1m 1018.5 nm ‐ Band_130_2nd_deriv 3m 987 nm ‐ Band_125_2nd_deriv 3m 1749.3 nm ‐ Band_246_deriv
1m 2191.2 nm ‐ Band_316_deriv 1m 1787.7 nm ‐ Band_252_2nd_deriv 3m 1321 nm ‐ Band_178_2nd_deriv 3m 2266.8 nm ‐ Band_328_deriv
1m 2329.2 nm ‐ Band_338_deriv 1m 1971.5 nm ‐ Band_281_2nd_deriv 3m 470.7 nm ‐ Band_18_2nd_deriv 3m 2420 nm ‐ Band_352_deriv






LIDAR 1m Spectral 1m Spectral + LIDAR 3m Spectral 3m Spectral + LIDAR
R2 0.3639 0.5802 0.6659 0.4641 0.7198
Adjusted ‐ R2 0.3592 0.5399 0.6398 0.4363 0.6908
Rmse 0.918 0.785 0.870 0.638 0.688
RMSE % Biomass 15.3% 13.0% 14.5% 10.6% 11.4%
Vars Returned 1 12 10 7 13
Variables the 80.0000 percentile, PtHeight 1m 2407.5 nm ‐ Band_350 Skewness, PtHeight 3m 2445 nm ‐ Band_356 Canopy 20th Percentile
1m 2445 nm ‐ Band_356 Smallest Value, Intensity 3m 858.9 nm ‐ Band_101_deriv skewness, PtHeight
1m 2008.9 nm ‐ Band_287_deriv the 80.0000 percentile, PtHeight 3m 421.3 nm ‐ Band_7_deriv the 80.0000 percentile, PtHeight
1m 2329.2 nm ‐ Band_338_deriv 1m 412.5 nm ‐ Band_2_deriv 3m 1321 nm ‐ Band_178_2nd_deriv 3m 2445 nm ‐ Band_356
1m 858.9 nm ‐ Band_101_2nd_deriv 1m 2135.3 nm ‐ Band_307_deriv 3m 470.7 nm ‐ Band_18_2nd_deriv 3m 1655.6 nm ‐ Band_231_deriv
1m 1018.5 nm ‐ Band_130_2nd_deriv 1m 825.3 nm ‐ Band_94_deriv 3m 2027.9 nm ‐ Band_290_2nd_deriv 3m 497.7 nm ‐ Band_24_deriv







LIDAR 1m Spectral 1m Spectral + LIDAR 3m Spectral 3m Spectral + LIDAR
R2 0.3821 0.6331 0.5765 0.6039 0.6727
Adjusted ‐ R2 0.3755 0.6028 0.5568 0.5731 0.6466
Rmse 1.054 0.849 0.876 0.793 0.892
RMSE % Biomass 17.8% 14.3% 14.8% 13.4% 15.1%
Vars Returned 1 7 4 7 7
Variables the 75.0000 percentile, PtHeight 1m 2445 nm ‐ Band_356 the 45.0000 percentile, PtHeight 3m 2254.3 nm ‐ Band_326 the 75.0000 percentile, PtHeight
1m 408.3 nm ‐ Band_4_deriv 1m 1018.5 nm ‐ Band_130_2nd_deriv 3m 2445 nm ‐ Band_356 3m 1295.4 nm ‐ Band_174_deriv
1m 844.5 nm ‐ Band_98_deriv 1m 1787.7 nm ‐ Band_252_2nd_deriv 3m 408.3 nm ‐ Band_4 3m 2247.9 nm ‐ Band_325_deriv












LIDAR 1m Spectral 1m Spectral + LIDAR 3m Spectral 3m Spectral + LIDAR
R2 0.3802 0.7330 0.8931 0.8000 0.8893
Adjusted ‐ R2 0.3712 0.6819 0.8523 0.7464 0.8521
Rmse 1.071 0.768 0.686 0.686 0.519
RMSE % Biomass 18.0% 12.9% 11.5% 11.6% 8.7%
Vars Returned 2 22 37 30 35
Variables skewness, PtHeight 1m 2407.5 nm ‐ Band_350 Canopy 30th Percentile 3m 2445 nm ‐ Band_356 Canopy 20th Percentile
the 80.0000 percentile, PtHeight 1m 2445 nm ‐ Band_356 Canopy 70th Percentile 3m 858.9 nm ‐ Band_101_deriv skewness, PtHeight
1m 439.1 nm ‐ Band_11_deriv the 35.0000 percentile, PtHeight 3m 1276.6 nm ‐ Band_171_deriv Range, Int
1m 1188.8 nm ‐ Band_157_deriv the 50.0000 percentile, PtHeight 3m 403.9 nm ‐ Band_3_deriv 80th Percentile, PtHeight
1m 515.7 nm ‐ Band_28_deriv the 85.0000 percentile, PtHeight 3m 2316.8 nm ‐ Band_336_deriv 3m 399.7 nm ‐ Band_2
1m 2008.9 nm ‐ Band_287_deriv 1m 858.9 nm ‐ Band_101_deriv 3m 663.8 nm ‐ Band_60_deriv 3m 858.9 nm ‐ Band_101_deriv
1m 2191.2 nm ‐ Band_316_deriv 1m 1257.8 nm ‐ Band_168_deriv 3m 844.5 nm ‐ Band_98_deriv 3m 439.1 nm ‐ Band_11_deriv
1m 2329.2 nm ‐ Band_338_deriv 1m 1314.5 nm ‐ Band_177_deriv 3m 863.7 nm ‐ Band_102_2nd_deriv 3m 1075.5 nm ‐ Band_139_deriv
1m 580 nm ‐ Band_42_deriv 1m 1586.5 nm ‐ Band_220_deriv 3m 935.8 nm ‐ Band_117_2nd_deriv 3m 1289.1 nm ‐ Band_173_deriv
1m 635.9 nm ‐ Band_54_deriv 1m 1940.5 nm ‐ Band_276_deriv 3m 987 nm ‐ Band_125_2nd_deriv 3m 475.2 nm ‐ Band_19_deriv
1m 425.7 nm ‐ Band_8_deriv 1m 2135.3 nm ‐ Band_307_deriv 3m 1037.9 nm ‐ Band_133_2nd_deriv 3m 1511.4 nm ‐ Band_208_deriv
1m 858.9 nm ‐ Band_101_2nd_deriv 1m 425.7 nm ‐ Band_8_deriv 3m 1321 nm ‐ Band_178_2nd_deriv 3m 1611.7 nm ‐ Band_224_deriv
1m 1018.5 nm ‐ Band_130_2nd_deriv 1m 834.9 nm ‐ Band_96_deriv 3m 1327.4 nm ‐ Band_179_2nd_deriv 3m 1655.6 nm ‐ Band_231_deriv
1m 1207.5 nm ‐ Band_160_2nd_deriv 1m 863.7 nm ‐ Band_102_2nd_deriv 3m 470.7 nm ‐ Band_18_2nd_deriv 3m 1749.3 nm ‐ Band_246_deriv
1m 1542.5 nm ‐ Band_213_2nd_deriv 1m 906.9 nm ‐ Band_111_2nd_deriv 3m 1505.2 nm ‐ Band_207_2nd_deriv 3m 2091 nm ‐ Band_300_deriv
1m 2002.5 nm ‐ Band_286_2nd_deriv 1m 1018.5 nm ‐ Band_130_2nd_deriv 3m 1636.7 nm ‐ Band_228_2nd_deriv 3m 2166.6 nm ‐ Band_312_deriv
1m 2097.3 nm ‐ Band_301_2nd_deriv 1m 1232.7 nm ‐ Band_164_2nd_deriv 3m 1877.6 nm ‐ Band_266_2nd_deriv 3m 2266.8 nm ‐ Band_328_deriv
1m 2129 nm ‐ Band_306_2nd_deriv 1m 1340.3 nm ‐ Band_181_2nd_deriv 3m 511.3 nm ‐ Band_27_2nd_deriv 3m 2420 nm ‐ Band_352_deriv
1m 2172.8 nm ‐ Band_313_2nd_deriv 1m 1580.2 nm ‐ Band_219_2nd_deriv 3m 2027.9 nm ‐ Band_290_2nd_deriv 3m 2432.5 nm ‐ Band_354_deriv
1m 2216.2 nm ‐ Band_320_2nd_deriv 1m 1737.3 nm ‐ Band_244_2nd_deriv 3m 2141.6 nm ‐ Band_308_2nd_deriv 3m 659.2 nm ‐ Band_59_deriv
1m 2394.4 nm ‐ Band_348_2nd_deriv 1m 1787.7 nm ‐ Band_252_2nd_deriv 3m 2178.9 nm ‐ Band_314_2nd_deriv 3m 668.5 nm ‐ Band_61_deriv






















LIDAR 1m Spectral 1m Spectral + LIDAR 3m Spectral 3m Spectral + LIDAR
R2 0.4136 0.6934 0.8635 0.8121 0.9531
Adjusted ‐ R2 0.4007 0.6441 0.8290 0.7617 0.9291
Rmse 0.888 0.690 0.473 0.566 0.305
RMSE % Biomass 14.8% 11.5% 7.9% 9.4% 5.1%
Vars Returned 3 19 27 30 47
Variables skewness, PtHeight 1m 1928.2 nm ‐ Band_274 skewness, PtHeight 3m 461.6 nm ‐ Band_16 Average surface intensity
the range, Int 1m 2407.5 nm ‐ Band_350 skewness, Int 3m 2445 nm ‐ Band_356 Canopy 20th Percentile
the 80.0000 percentile, PtHeight 1m 2445 nm ‐ Band_356 smallest value, Int 3m 858.9 nm ‐ Band_101_deriv skewness, PtHeight
1m 868.5 nm ‐ Band_103_deriv 55th Percentile, Int 3m 1655.6 nm ‐ Band_231_deriv Maximum Int
1m 2008.9 nm ‐ Band_287_deriv 80th Percentile, PtHeight 3m 1903.5 nm ‐ Band_270_deriv 55th Percentile, Int
1m 2323 nm ‐ Band_337_deriv 85th Percentile, Int 3m 1940.5 nm ‐ Band_276_deriv 60th Percentile, Int
1m 2329.2 nm ‐ Band_338_deriv 90th Percentile, PtHeight 3m 2432.5 nm ‐ Band_354_deriv 70th Percentile, PtHeight
1m 858.9 nm ‐ Band_101_2nd_deriv 1m 2387.6 nm ‐ Band_347 3m 682.4 nm ‐ Band_64_deriv 80th Percentile, PtHeight
1m 1018.5 nm ‐ Band_130_2nd_deriv 1m 858.9 nm ‐ Band_101_deriv 3m 421.3 nm ‐ Band_7_deriv 90th Percentile, Int
1m 1743.3 nm ‐ Band_245_2nd_deriv 1m 1050.9 nm ‐ Band_135_deriv 3m 839.7 nm ‐ Band_97_deriv 3m 2445 nm ‐ Band_356
1m 1755.7 nm ‐ Band_247_2nd_deriv 1m 1301.6 nm ‐ Band_175_deriv 3m 942.3 nm ‐ Band_118_2nd_deriv 3m 863.7 nm ‐ Band_102_deriv
1m 2002.5 nm ‐ Band_286_2nd_deriv 1m 412.5 nm ‐ Band_2_deriv 3m 1106.4 nm ‐ Band_144_2nd_deriv 3m 1308.1 nm ‐ Band_176_deriv
1m 2129 nm ‐ Band_306_2nd_deriv 1m 1586.5 nm ‐ Band_220_deriv 3m 1257.8 nm ‐ Band_168_2nd_deriv 3m 1523.8 nm ‐ Band_210_deriv
1m 2197.4 nm ‐ Band_317_2nd_deriv 1m 2072.1 nm ‐ Band_297_deriv 3m 1301.6 nm ‐ Band_175_2nd_deriv 3m 1655.6 nm ‐ Band_231_deriv
1m 2273.1 nm ‐ Band_329_2nd_deriv 1m 2135.3 nm ‐ Band_307_deriv 3m 1314.5 nm ‐ Band_177_2nd_deriv 3m 497.7 nm ‐ Band_24_deriv
1m 2394.4 nm ‐ Band_348_2nd_deriv 1m 2209.8 nm ‐ Band_319_deriv 3m 1321 nm ‐ Band_178_2nd_deriv 3m 1952.8 nm ‐ Band_278_deriv
1m 589.4 nm ‐ Band_44_2nd_deriv 1m 677.8 nm ‐ Band_63_deriv 3m 470.7 nm ‐ Band_18_2nd_deriv 3m 403.9 nm ‐ Band_3_deriv
1m 801.3 nm ‐ Band_89_2nd_deriv 1m 825.3 nm ‐ Band_94_deriv 3m 1415.7 nm ‐ Band_193_2nd_deriv 3m 2135.3 nm ‐ Band_307_deriv










































LIDAR 1m Spectral 1m Spectral + LIDAR 3m Spectral 3m Spectral + LIDAR
R2 0.4225 0.9364 0.9260 0.9146 0.9311
Adjusted ‐ R2 0.4100 0.9113 0.8975 0.8799 0.9008
Rmse 1.024 0.401 0.465 0.465 0.420
RMSE % Biomass 17.3% 6.8% 7.8% 7.9% 7.1%
Vars Returned 2 26 25 28 29
Variables the range, Int 1m 2445 nm ‐ Band_356 TreeHeight 3m 2254.3 nm ‐ Band_326 skewness, PtHeight
the 75.0000 percentile, PtHeight 1m 1057.1 nm ‐ Band_136_deriv Std Dev, Int 3m 2273.1 nm ‐ Band_329 75th Percentile, PtHeight
1m 1170.5 nm ‐ Band_154_deriv 35th Percentile, Int 3m 2374 nm ‐ Band_345 3m 1164.5 nm ‐ Band_153_deriv
1m 466.1 nm ‐ Band_17_deriv 45th Percentile, PtHeight 3m 2445 nm ‐ Band_356 3m 1295.4 nm ‐ Band_174_deriv
1m 1934.4 nm ‐ Band_275_deriv 1m 2463.7 nm ‐ Band_359 3m 408.3 nm ‐ Band_4 3m 1668.6 nm ‐ Band_233_deriv
1m 2084.7 nm ‐ Band_299_deriv 1m 412.5 nm ‐ Band_2_deriv 3m 416.7 nm ‐ Band_6 3m 2103.6 nm ‐ Band_302_deriv
1m 2097.3 nm ‐ Band_301_deriv 1m 1668.6 nm ‐ Band_233_deriv 3m 1289.1 nm ‐ Band_173_deriv 3m 2191.2 nm ‐ Band_316_deriv
1m 2160.4 nm ‐ Band_311_deriv 1m 2191.2 nm ‐ Band_316_deriv 3m 1492.4 nm ‐ Band_205_deriv 3m 2247.9 nm ‐ Band_325_deriv
1m 408.3 nm ‐ Band_4_deriv 1m 547.4 nm ‐ Band_35_deriv 3m 1668.6 nm ‐ Band_233_deriv 3m 2266.8 nm ‐ Band_328_deriv
1m 844.5 nm ‐ Band_98_deriv 1m 425.7 nm ‐ Band_8_deriv 3m 1694.5 nm ‐ Band_237_deriv 3m 2341.7 nm ‐ Band_340_deriv
1m 1182.7 nm ‐ Band_156_2nd_deriv 1m 1018.5 nm ‐ Band_130_2nd_deriv 3m 511.3 nm ‐ Band_27_deriv 3m 2374 nm ‐ Band_345_deriv
1m 1794.1 nm ‐ Band_253_2nd_deriv 1m 1113 nm ‐ Band_145_2nd_deriv 3m 2291.8 nm ‐ Band_332_deriv 3m 452.6 nm ‐ Band_14_2nd_deriv
1m 1884.1 nm ‐ Band_267_2nd_deriv 1m 1232.7 nm ‐ Band_164_2nd_deriv 3m 2341.7 nm ‐ Band_340_deriv 3m 1100.2 nm ‐ Band_143_2nd_deriv
1m 1903.5 nm ‐ Band_270_2nd_deriv 1m 1567.6 nm ‐ Band_217_2nd_deriv 3m 2374 nm ‐ Band_345_deriv 3m 1182.7 nm ‐ Band_156_2nd_deriv
1m 1977.7 nm ‐ Band_282_2nd_deriv 1m 1787.7 nm ‐ Band_252_2nd_deriv 3m 682.4 nm ‐ Band_64_deriv 3m 1270.3 nm ‐ Band_170_2nd_deriv
1m 2040.5 nm ‐ Band_292_2nd_deriv 1m 1934.4 nm ‐ Band_275_2nd_deriv 3m 839.7 nm ‐ Band_97_deriv 3m 1327.4 nm ‐ Band_179_2nd_deriv
1m 2109.9 nm ‐ Band_303_2nd_deriv 1m 1971.5 nm ‐ Band_281_2nd_deriv 3m 926.1 nm ‐ Band_115_2nd_deriv 3m 1479.5 nm ‐ Band_203_2nd_deriv
1m 2129 nm ‐ Band_306_2nd_deriv 1m 1977.7 nm ‐ Band_282_2nd_deriv 3m 470.7 nm ‐ Band_18_2nd_deriv 3m 1505.2 nm ‐ Band_207_2nd_deriv
1m 2185.1 nm ‐ Band_315_2nd_deriv 1m 2002.5 nm ‐ Band_286_2nd_deriv 3m 1447.4 nm ‐ Band_198_2nd_deriv 3m 1536.2 nm ‐ Band_212_2nd_deriv
1m 2235.2 nm ‐ Band_323_2nd_deriv 1m 2059.5 nm ‐ Band_295_2nd_deriv 3m 1485.9 nm ‐ Band_204_2nd_deriv 3m 1636.7 nm ‐ Band_228_2nd_deriv
1m 2374 nm ‐ Band_345_2nd_deriv 1m 2129 nm ‐ Band_306_2nd_deriv 3m 493.2 nm ‐ Band_23_2nd_deriv 3m 1934.4 nm ‐ Band_275_2nd_deriv
1m 594 nm ‐ Band_45_2nd_deriv 1m 2241.6 nm ‐ Band_324_2nd_deriv 3m 1725.3 nm ‐ Band_242_2nd_deriv 3m 1971.5 nm ‐ Band_281_2nd_deriv
1m 640.6 nm ‐ Band_55_2nd_deriv 1m 2438.7 nm ‐ Band_355_2nd_deriv 3m 1864.7 nm ‐ Band_264_2nd_deriv 3m 2122.6 nm ‐ Band_305_2nd_deriv
1m 416.7 nm ‐ Band_6_2nd_deriv 1m 2445 nm ‐ Band_356_2nd_deriv 3m 2078.4 nm ‐ Band_298_2nd_deriv 3m 2216.2 nm ‐ Band_320_2nd_deriv











LIDAR 1m Spectral 1m Spectral + LIDAR 3m Spectral 3m Spectral + LIDAR
R2 0.3973 0.9858 0.9759 0.9972 0.8924
Adjusted ‐ R2 0.3840 0.9680 0.9531 0.9902 0.8549
Rmse 1.060 0.243 0.293 0.135 0.514
RMSE % Biomass 17.8% 4.1% 4.9% 2.3% 8.7%
Vars Returned 3 76 65 101 36
Variables LIDAR Spectral Direct LIDAR Spectral Direct LIDAR
3 10 11 3 4
Spectral First Difference Spectral Direct Spectral First Difference Spectral Direct
28 1 27 1
Spectral Second Difference Spectral First Difference Spectral Second Difference Spectral First Difference
38 14 71 18
Spectral Second Difference Spectral Second Difference
39 13
LIDAR 1m Spectral 1m Spectral + LIDAR 3m Spectral 3m Spectral + LIDAR
R2 0.4521 0.9811 0.9834 0.9938 0.9986
Adjusted ‐ R2 0.4274 0.9582 0.9682 0.9843 0.9955
Rmse 0.868 0.237 0.204 0.145 0.077
RMSE % Biomass 14.4% 3.9% 3.4% 2.4% 1.3%
Vars Returned 6 75 64 86 97
Variables LIDAR Spectral Direct LIDAR Spectral Direct LIDAR
6 5 11 3 16
Spectral First Difference Spectral Direct Spectral First Difference Spectral Direct
17 3 27 4
Spectral Second Difference Spectral First Difference Spectral Second Difference Spectral First Difference
53 25 56 32
Spectral Second Difference Spectral Second Difference
25 45
LIDAR 1m Spectral 1m Spectral + LIDAR 3m Spectral 3m Spectral + LIDAR
R2 0.4455 0.9718 0.9977 0.9860 0.9981
Adjusted ‐ R2 0.4274 0.9519 0.9933 0.9711 0.9940
Rmse 1.009 0.295 0.109 0.228 0.103
RMSE % Biomass 17.1% 5.0% 1.8% 3.9% 1.7%
Vars Returned 3 38 59 50 65
Variables LIDAR Spectral Direct LIDAR Spectral Direct LIDAR
3 1 12 8 4
Spectral First Difference Spectral Direct Spectral First Difference Spectral Direct
13 2 21 1
Spectral Second Difference Spectral First Difference Spectral Second Difference Spectral First Difference
24 12 21 22
Spectral Second Difference Spectral Second Difference
33 38
Tree Biomass Results
Regional Biomass Results
National Biomass Results
Biomass Results
α = 0.10
 
 
Appendix C 
Graphs of estimated biomass vs Actual Biomass 
 
Figure 16. Estimated vs. Actual biomass calculations, National‐level estimates 
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Figure 17. Estimated Vs. Actual biomass calculations, Regional estimates 
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Figure 18. Estimated vs. Actual biomass calculations, Tree Estimates 
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