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1 Einleitung und Zusammenfassung
Das Risikomanagement im Kreditgeschäft ist im Hinblick auf die Zunahmen von
Insolvenzen von immer stärkerer Bedeutung. Die Ertrags- und Risikosteuerung
des Kreditportfolios eines Kreditinstituts benötigt deshalb eine starke und stabile
Schätzung der Verlustverteilung mit dem Schwerpunkt auf dem Credit Value at
Risk (CreditVaR). Inhaltlich stellt der CreditVaR eine Abschätzung dar, um welchen
Betrag die Verluste aus Kreditrisiken die über die Marge einkalkulierten, erwar-
teten Standardrisikokosten innerhalb eines Jahres potenziell übersteigen könnten.
Mathematisch-statistische Verfahren zur Verlustabschätzung haben in den letzten
Jahren stark an Bedeutung gewonnen. Vor allem zur Bewertung von Einzelen-
gagements wurden Ratingsysteme – und die damit verbundene Schätzung der
Ausfallwahrscheinlichkeiten (Probabilities of Default) – auf statistischen Modellen
entwickelt und im Kreditgeschäft eingesetzt. Die Ausfallwahrscheinlichkeit bezieht
sich auf die Insolvenz des Referenzschuldners.
In zunehmendem Maße hat sich der Bedarf im Kreditrisikomagament auf sta-
tistische Analysen des Kreditportfolios fokussiert. Eine spannende Frage ist hier:
Wie setzt sich die Verlustverteilung aus Krediten in Krisenzeiten zusammen? Dabei
stellt die Korrelation von Ausfallwahrscheinlichkeiten eine Herausforderung bei der
statistischen Modellierung dar. Diese Schlüsselgröße muss seit dem im Januar 2007
in Kraft getretenen Basel II zur Bestimmung der Kapitalanforderung in Betracht
gezogen werden. Als Begründung wurde vom Basler Ausschuss für Bankenauf-
sicht unter anderem die damals unzureichende Fähigkeit genannt, im Rahmen
solcher Modelle die Risikokorrelationen zwischen den Schuldnern zu ermitteln und
einzubeziehen. Die korrekte Quantifizierung von Abhängigkeiten zwischen Ausfall-
wahrscheinlichkeiten beziehungsweise Bonitätsveränderungen stellt eine Kennzahl
zur adäquaten Bestimmung der Verlustverteilung eines Kreditportfolios dar (verglei-
che Hamerle und Rösch (2003)). Die Korrelation der Ausfallwahrscheinlichkeiten hat
somit einen entscheidenden Einfluss auf den CreditVaR, der wiederum das knappe
ökonomische Kapital beeinflusst, da die Differenz zwischen dem CreditVaR und
dem erwarteten Verlust das ökonomische Kapital deckt (vergleiche Rosenow und
Weißbach (2009)).
Es bietet sich an, die Ausfallwahrscheinlichkeitskorrelationen durch die Korrela-
tionen zwischen Aktienrenditen der Unternehmen zu schätzen (vergleiche Forbes
und Rigobon (2002) sowie Hamerle und Rösch (2003)). Die daraus entstehenden
Korrelationen sind zwar nützlich, erreichen aber schnell ihre Grenzen in der Risiko-
abschätzung eines Kreditportfolios, da manche Kreditereignisse zu unterschiedli-
chen Bewegungen im Börsenmarkt sowie Markt für Kreditderivate führen können.
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Während eine Erhöhung des Fremdkapitals beispielsweise zu einem höheren Kredi-
trisiko führt, was wiederum teure Preise für Kreditderivate mit sich bringt, führt
diese Fremdfinanzierung tendenziel eher dazu, dass die Aktien im Wert steigen
(vergleiche Jorion und Zhang (2006)). Sinnvolle Instrumente für die Schätzung der
Ausfallwahrscheinlichkeitskorrelationen sind deshalb Kreditderivate. Dieses Vorge-
hen ist gerechtfertigt, da der Markt für Kreditderivate in den letzten Jahren einen
enormen Aufschwung erfahren hat. Dieser Aufschwung ist darin begründet, dass
Kreditderivate es den Kreditinstituten ermöglichen das Bonitätsrisiko vom origi-
nären Kreditinstitut zu trennen und diese Risikokomponente an den Kapitalmarkt
zu übertragen. Wichtigste Kreditderivate für die Messung von Ausfallkorrelationen
sind CDS (Credit Default Swaps) und CDO (Collateralized Debt Obligation) (vergleiche
Collin-Dufresne (2009)). CDS haben allerdings den Vorteil, dass sie sich kaum durch
Illiquidität beeinflussen lassen (vergleiche Longstaff u.a. (2005)). Innerhalb des Mark-
tes für Kreditderivate stellen CDS die wichtigsten, verbreitetsten und einfachsten
Produkte dar. Sie verfügen über den größten Marktanteil; im Jahr 2006 und 2008
betrug er rund ein Drittel in diesem Markt (vergleiche Collin-Dufresne (2009)).
CDS können als Versicherungen gegen einen Kreditausfall aufgefasst werden.
Dabei überträgt ein Kreditgeber ein Kreditrisiko an einen Sicherungsgeber gegen
einen entsprechend bemessenen Preis, der periodisch gezahlt werden kann. Im Fall
des Kreditausfalls des Kreditnehmers garantiert der Sicherungsgeber die Ausgleich-
zahlung. Der zu zahlende CDS-Preis (spread) wird in Basispunkten des Buchwerts
der Versicherungssumme ausgedrückt (vergleiche Abbildungen 1 und 2) und be-
zieht sich dabei auf ein Jahr – auch wenn die anteiligen Zahlungen meist halb-
oder vierteljährlich erfolgen – und steht in einem engen Zusammenhang mit der
Ausfallwahrscheinlichkeit sowie der Bonität des Kreditnehmers für den jeweiligen
Einjahreszeitraum (vergleiche Bluhm u.a. (2003)).
Die am Kreditderivate-Markt aktiv agierenden Teilnehmer sind vor allem Kredit-
institute, Versicherungs- und Industrieunternehmen. Dabei sind Banken die bedeu-
tendste Gruppe von Marktakteuren. Im Jahr 2006 stellten sie 59% der Sicherungsneh-
mer und 44% der Sicherungsgeber. Außerdem sind sie Netto-Sicherungsnehmer und
daher überwiegend am Verkauf von Kreditrisiken interessiert (vergleiche Wagner,
2007, S. 18f.). In dieser Arbeit werden Daten aus dem Zeitraum der Bankenkrise, also
von Juli 2007 bis Januar 2009, betrachtet. Es interessieren vor allem die deutschen
Kreditinstitute und unter diesen die 20 größten. Allerdings liegen nur Werte zu 13
dieser Banken vor. Sechs von ihnen – die Deutsche Bank AG, die Commerzbank AG,
die Bayerische Hypo- und Vereinsbank AG (HypoVereinsbank), die Kreditanstalt
für Wiederaufbau AöR (KfW), die WestLB AG und die Dresdner Bank AG – zählen
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Sicherungsgeber Sicherungsnehmer = Kreditgeber
Kreditnehmer
Prämienzahlung & Übertragung des Kreditrisikos
NominalbetragRückzahlung
Abbildung 1: Zahlungsströme eines Credit Default Swaps ohne Kreditausfall. (Quelle:
Bassi Mbobda u.a., 2009, S. 11f.)




Abbildung 2: Zahlungsströme eines Credit Default Swaps bei Kreditausfall. (Quelle:
Bassi Mbobda u.a., 2009, S. 11f.)
auch international zu den führenden Akteuren im Kreditderivate-Markt. Die Deut-
sche Bank betrachtet sich selbst als einen der wichtigsten Marktteilnehmer neben
Morgan Stanley, Goldman Sachs, JP Morgan Chase und UBS (vergleiche Wagner,
2007, S. 19).
Großes Gewicht wird der Modellierung von CDS-Preisen der letzten Jahre für das
Verständnis sowie das Management von Kreditportfolios beigemessen (vergleiche
beispielsweise Jorion und Zhang (2006), Cariboni u.a. (2011), Zhang u.a. (2012)
sowie Feldhütter und Nielsen (2012)). Dabei geht es vor allem um die Korrelation
von Ausfallwahrscheinlichkeiten, welche wiederum Ausgang des Copula-Modells
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sind (vergleiche beispielsweise Li (2000), McNeil u.a. (2005) und Collin-Dufresne
(2009)). Allerdings leidet der Copula-Ansatz unter anderem an den Mängeln, dass
dieses Modell an sich statisch sowie dessen Korrelation kein guter Indikator für die
Korrelation ist (vergleiche Collin-Dufresne (2009)).
Cherubini u.a. (2011), Creal u.a. (2011) sowie Creal u.a. (2012) haben daher weitere
Ansätze wie das verallgemeinerte Autoregressive-Score-Modell oder das dynami-
sche Copula-Modell für die Schätzung von Ausfallwahrscheinlichkeitskorrelationen
vorgeschlagen. In dieser Arbeit wird versucht, weitere Modelle zu entwickeln,
welche die Abhängigkeitsstruktur von CDS-Preisen besser abbilden können. Par-
allel zu dem Ansatz von Rosenow und Weißbach (2009) wird die Korrelation von
Ausfallwahrscheinlichkeiten mittels Panel-Regressionen bestimmt, wobei nicht In-
solvenzraten, sondern CDS-Preise verwendet werden.
In dieser Arbeit wird als neuer Ansatz vorgeschlagen, die zufälligen Effekte durch
eine Polya-Baum-Mischung-Verteilung und die Fehler durch einen autoregressiven
Prozess zu modellieren. Die Existenz von Maximum-Likelihood- und restringierten-
Maximum-Likelihood-Schätzern – unter Annahme vorliegender AR(1)-Fehler – wird
wahrscheinlich erstmalig in dieser Arbeit untersucht. Ferner wird eine Formel für
die Berechnung der Korrelation im Kontext der Panel-Regressionen, die stilisierten
Fakten der Abhängigkeit gerecht wird, hergeleitet. Außerdem werden zwei Ansätze
zu einer robusten Parameterschätzung angewendet: der restringierte Maximum-
Likelihood-Ansatz sowie die Bayesianische Methode.
Um die Abhängigkeitsstruktur der größten deutschen Kreditinstitute in Krisenzei-
ten modellieren zu können, werden balancierte Panel-Regressionen von CDS-Preisen
durchgeführt. Dabei werden vier Arten von Panel-Regressionen unterschieden:
Modelle mit festem Effekt, mit zufälligem Unternehmenseffekt, mit zufälligem
Zeiteffekt und mit zufälligen Unternehmens- und Zeiteffekten. Für jedes Modell
untersuchen wir zwei Spezifikationen: ein statisches und ein dynamisches Modell.
Bei den dynamischen Modellen wurde außerdem untersucht, inwieweit das Markt-
portfolio (iTraxx) einen Einfluss hat. Die Modelle mit zufälligen Effekten wurden
weiter unterteilt in solche mit AR(1)-Prozess im Fehler und solche ohne.
Für die Analyse der Querschnitt- und Längsschnittkorrelation mithilfe der Panel-
Regressionen kann davon ausgegangen werden, dass die Störgrößen mit zufälligen
unternehmensspezifischen und/oder zeitspezifischen Effekten modelliert werden
können. Die zufälligen unternehmensspezifischen und zeitspezifischen Effekte be-
wirken, dass die abhängige Variable über die Zeit beziehungsweise über Unterneh-
men korreliert ist. Die Idee ist, dass wenn einer der zufälligen Effekte tatsächlich
keinen Einfluss auf die abhängige Variable hat, deren Varianz auf etwa null ge-
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schätzt werden sollte. Wir stellen nach Anwendung von 36 Modellen auf die Daten
fest, dass
1. etwa 97% der heutigen CDS-Preise auf die gestrigen züruckzuführen sind.
2. Modelle mit AR(1)-Fehlern gegenüber Modellen ohne die Anpassung besser
– im Sinn des AIC sowie der Längsschnittkorrelation – sind. Diese Modelle
führen leider zu einer Inflation – insbesondere bei den statischen Modellen –
der Fehlervarianz, was wiederum bewirkt, dass die Querschnittkorrelation
Null wird.
3. wenn im Modell die verzögerten CDS-Preise in Betracht gezogen werden, die
zufälligen unternehmensspezifischen Effekte auf etwa Null geschätzt werden.
Dies deutet darauf hin, dass die verzögerte endogene Variable die Informa-
tion über mögliche unternehmensspezifische – erklärende – Variable enthält.
Die Implikation dieses Befundes auf die Untersuchung ist, dass wenn einige
Variablen in der Modellierung unberücksichtigt bleiben, diese wahrschein-
lich nicht unternehmensspezifisch sondern zeitspezifisch wirken. Dies steht
im Zusamenhang mit Norden und Wagner (2008), die bereits angaben, dass
die wesentliche und relevante Informationen für das Kreditgeschäft in den
CDS-Preisen enthalten sind.
4. die Ausfallkorrelation über Banken und/oder über die Zeit abhängig davon ist,
ob das untersuchte Modell statisch oder dynamisch ist. Für ein statisches Mo-
dell – ohne AR(1)-Fehler – bleiben sowohl die Querschnitt- als auch die Längs-
schnittkorrelation konstant unabhängig von der Anzahl der Tage zwischen
Messungen. Einem solchen Ergebnis widersprechen dynamische Modelle, bei
denen die Korrelation mit steigendem Abstand zwischen den Handelstagen
sinkt. Dies scheint realistischer zu sein, da die empirische Autokorrelation mit
größer werdendem Abstand zwischen Messungen sinkt. Daher sind dynami-
sche Modelle bei der Analyse der Korrelationen statischen vorzuziehen.
5. die Spezifikation eines Modells einen starken Einfluss auf den Verlauf der
Korrelation hat.
Collin-Dufresne u.a. (2001) sowie Zhang u.a. (2009) konnten 25% beziehungsweise
77% der monatlichen Spreadveränderung im Corporate-Bond beziehungsweise im
CDS auf die Einflussgrößen (unternehmensspezifische sowie makroökonomische
Variablen) zurückführen. Interessant bei Collin-Dufresne u.a. (2001) ist, dass auch
sie über eine Hauptkomponentenanalyse zu dem Ergebnis kamen, dass die Resi-
duen ihrer Regression von einem einzelnen Faktor beeinflußt werden, der nicht
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unternehmensspezifisch und bislang nicht identifiziert ist. Auch in dieser Arbeit
bleibt die Identität des Faktors, durch den die Querschnittkorrelation erklärt werden
kann, offen.
Als Modell für die Schätzung von Ausfallwahrscheinlichkeitskorrelationen wird
ein dynamisches Modell mit zufälligen zeitspezifischen Effekten (ohne Marktindex
als Kovariable) vorgeschlagen. Eine Alternative wäre hier ein dynamisches Modell
mit zufälligen zeitspezifischen Effekten und mit dem Marktindex als Kovariable.
Diese Modelle besitzen eine perfekte Anpassung an die empirisch beobachteten
Längsschnittkorrelationen. Außerdem ergibt sich ausschließlich bei diesen Modellen
auch theoretisch ein plausibles Zusammenwirken der Längs- und Querschnittskor-
relation.
Die resultierenden Ergebnisse zeigen, dass die CDS-Preise einzelner Banken
sowohl untereinander, als auch über die Zeit – und zwar mit einer Querschnittkorre-
lation von 0,36 sowie einer Ein-Tages-Abhängigkeit von 0,70 – signifikant und hoch
korreliert sind. Dies deutet einerseits auf einen höheren Ansteckungseffekt über
Banken sowie andererseits auf einen starken linearen Zusammenhang zwischen
aufeinanderfolgenden CDS-Preisen innerhalb einer Bank in Krisenzeiten hin. Die
relativ höhere Längsschnittkorrelation korrespondiert vermutlich mit der Erfahrung
vieler Unternehmen, bei denen bei Schieflagen und Insolvenzen Managementfehler
und Unregelmäßigkeiten als Hauptursachen identifiziert werden konnten (verglei-
che Hamerle und Rösch (2003)). Einschränkend muss darauf hingewiesen werden,
dass die Resultate lediglich auf den Daten von 13 statt aller 20 Banken basieren.
Im weiteren Verlauf der Arbeit werden zunächst in Kapitel 2 die statistischen
Grundlagen für das Problem vorgestellt. Im Kapitel 3 wird der Zusammenhang
zwischen der Ausfallwahrscheinlichkeitskorrelation und der Korrelation von CDS-
Preisen erstellt. Desweiteren werden CDS-Preise mittels der Panel-Regressionen
modelliert, Lemmata für die Berechnug der Korrelation formuliert und bewiesen.
In Kapitel 4 werden die Daten beschrieben und anschließend die Modelle auf die
Daten angewendet. In Kapitel 5 werden die Ergebnisse diskutiert.
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2 Statistische Grundlage der Panel-Regression
Weil CDS-Preise mehrerer Unternehmen im Zeitablauf analysiert werden sollen,
liegt die typische Situation vor, in der die Querschnitt- und Längsschnittkorrelati-
on untersucht werden müssen. Zweckvolle statistische Modelle für diese Analyse
bieten die Modelle der Panel-Regression. Hamerle und Rösch (2003) sowie Rose-
now und Weißbach (2009) untersuchten bereits die Querschnittsabhängigkeit aus
Bonitätskennziffern beziehungsweise amt-statistischen Insolvenzzeitreihen mit ei-






δkxntk + vnt, n = 1, . . . ,N, t = 1, . . . ,T . (1)
Dabei repräsentieren ynt die Marktindizes des Unternehmens n in der Zeitperiode
t. µ ist das mittlere Niveau betrachteter Unternehmen auf den Markt. Die m− 1
unabhängige Variablen x..k repräsentieren Einflußgrößen wie beispielweise regionab-
hängiger Marktindex oder unternehmensspezifische Variablen. µ, δk, k = 1, . . . , m− 1
sind in der Literatur als feste Effekte eingeführt. Sie geben den Einfluss der unab-
hängigen Variablen auf die abhängigen Variablen an. vnt, n = 1, . . . ,N; t = 1, . . . ,T
werden hier als Störgrößen angesehen. Stellt man das Modell (1) in Matrix-Vektor-
Schreibweise dar, so lautet es:
y = Xδ+ v (2)
wobei
• y = (y11, . . . ,y1T, . . . ,yN1, . . . ,yN·T)′ ∈ RN·T,
v = (v11, . . . , v1T; . . . ; yN1 . . . ,vN·T)′ ∈ RN·T,
• X = (1, x..1, . . . ,x..m−1) ∈ RN·T×m, x..k = (x11k, . . . ,x1Tk, . . . ,xN1k, . . . ,xNTk)′
• δ = (µ, δ1, . . . ,δm)′ ∈ Rm





Ziξi + ξ0. (3)
Dabei repräsentieren die ξi zufällige Effekte mit fester Designmatrix Zi ∈ RN·T×ki
(∑
p−2
i=1 ki < N · T). ξ0 ist der Vektor für die Reststörgröße. Es wird angenommen, dass
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die zufälligen Effekte ξi|δξi , Σξi , i = 1, . . . , p mit Erwartungswert δξi und Varianz
Σξi verteilt sind, ξ0|Σξ0 gemäß NN·T(0, σ20Σξ0). Zwischen den zufälligen Effekten
sowie zwischen zufälligen Effekten und Reststörgrößen wird eine stochastische
Unabhängigkeit unterstellt. Für die Schätzung der Parameter werden wir eine auf
Likelihood sowie eine auf der Bayes’schen Regel basierende Methode anwenden. Da-
bei werden erstens der Maximum Likelihood (ML)- und der restringierte Maximum
Likelihood (REML)-Ansatz und zweitens die Bayesianische Methode vorgestellt.
2.1 ML und REML-Ansatz
In diesem Abschnitt werden Parameter durch die Optimierung der Likelihood-
Funktion geschätzt. Weitere Annahme über Störgrößen und den Parametervektor
sollen gemacht werden, um eine vollständige Likelihood-Funktion zu definieren. Da
in der finanzwirtschaftlichen Zeitreihen typischen Strukturen eines stochastischen
Prozesses öfter in den Restörgrößen vorkommen, werden wir den Fall betrachten, wo
die Reststörgröße die Struktur eines AR(1)-Prozesses aufweist. Dies lässt sich aber
auch später in der Modellierung bestätigen (siehe Bassi Mbobda (2010) für nähere
Details zum durchgeführten Likelihood-Quotienten-Test). Es wird angenommen,
dass die zufälligen Effekte ξi gemäß Nki(0, σ
2
i I), i = 1, . . . , p verteilt sind sowie ξ0





1 φ φ2 · · · φT−1
φ 1 φ · · · φT−2
φ2 φ 1 · · · φT−3
...
...
... . . .
...
φT−1 φT−2 φT−3 · · · 1
 , (4)
wobei ⊗ das Kronecker-Symbol repräsentiert. Die Positivität der unbekanten Va-
rianzparameter (σ20 > 0, σ
2
i ≥ 0, i = 1, . . . , p) wird in dieser Arbeit vorausgesetzt.
Die natürliche Wahl von V(φ) ist die Einheitsmatrix. Wir wollen uns aber nicht auf
diesen Fall beschränken, sondern uns alle Fälle anschauen, in denen gilt |φ| < 1.
Es ergibt sich der nichtkompakte Parameterraum Γ := {ϑ = (δ, θ) ∈ Rm ×Θ} mit
Θ := {θ = (σ20 , σ21 , . . . , σ2p, φ) ∈ (0,+∞)× [0,+∞)p× (−1, 1)} ⊂ Rp+2. Desweiteren










0 IN ⊗V(φ) =: Σ .
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Die Likelihood-Funktion für das Modell (2) sieht folgendermaßen aus
L (ϑ) := L (ϑ|y) = (2pi)−N·T2 |Σ|−12 exp{−1
2
(y− Xδ)′Σ−1(y− Xδ)}. (5)
Obwohl die Likelihood-Funktion (5) stetig ist, muss ein Maximum nicht existieren,
da der Parameterraum Γ nicht kompakt ist. Wir werden uns in den folgenden mit
dem Existenzbeweis der ML- und REML-Schätzer im Modell (2) beschäftigen.
2.1.1 Existenz von ML- und REML-Schätzern
Das Buch von Rao und Kleffe (1988), die Artikel von Demidenko und Massam (1999),
Birkes und Wulff (2003) sowie De Oliveira und Ferreira (2011) sind wahrscheinlich
die einzigen Arbeiten mit dem Ziel, Auskünfte über die Existenz von Maximum-
und Restringierten Maximum Likelihood Schätzern zu geben. Allerdings gilt die
dort gegebene notwendige und hinreichende Bedingung nicht für das vorliegende
Problem. Die in dieser Arbeit gegebene Varianzstruktur unterscheidet sich nämlich
in vier Punkten von deren:
(1) Im Buch von Rao und Kleffe (1988) (Kapitel 9) hat die Varianz die folgende
Struktur: Σ = θ1V1 + . . . + θp+1Vp+1, wobei Vi, i = 1, . . . ,p + 1 linear unabhän-
gig sind und der Parameterraum Θ = {θ : Σ positiv definit}. Somit dürfen
θi, i = 1, . . . , p + 1 auch negativ sein. In statistischem Sinn wären solche
negativen Varianzparameter unerwünscht.
(2) Demidenko und Massam (1999) haben sich mit dem Fall φ = 0 beschäftigt.
(3) Birkes und Wulff (2003) beschäftigten sich mit gleicher Varianzstruktur und
dem gleichen Parameterraum wie Rao und Kleffe (1988)(Kapitel 9). Allerdings
setzen sie zusätzlich voraus, dass Vi, i = 1 . . . p + 1 nicht Null und nicht
negativ-definit sein dürfen, Vp+1 = I sowie kommutiv sind; das heißt Vi1Vi2 =
Vi2Vi1 , 1 ≤ i1, i2 ≤ p + 1. Schreiben wir V(φ) wie folgt um
V(φ) =
1





wobei Ht die nebendiagonale Matrix mit Einsen auf der t-ten unteren und
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0 · · · 0 1 0 · · · 0
... . . . . . . . . . . . . . . .
...
0 . . . . . . . . . . . . . . . 0
1 . . . . . . . . . . . . . . . 1
0 . . . . . . . . . . . . . . . 0
... . . . . . . . . . . . . . . .
...
0 · · · 0 1 0 · · · 0

.













1− φ2 IN ⊗ Ht +
σ20
1− φ2 IN ⊗ IT. (6)
Im vorliegen Fall sind Ht, t = 2 . . . T zusätzlich nicht definit und die Kommu-
tativität spielt absolut keine Rolle in dieser Arbeit.
(4) De Oliveira und Ferreira (2011) betrachteten Σ = θV(ψ) mit V(ψ)−1 = IN·T +






i=1 gij , für i = j
−gij , für i ∈ Nj
0 , sonst.
Dabei ist gij = gji > 0. Nj bezieht sich auf die Menge der Nachbaren von j
(j 6∈ Nj). Sie setzen außerdem voraus, dass gilt H1N·T = 0.
Das Modell (3) unterscheidet sich von diesem Modell in mindestens zwei
Punkten:
• p 6= 0
10
2 Statistische Grundlage der Panel-Regression
• V(φ)−1 = IT + H∗ mit
H∗ =

0 −φ 0 · · · · · · · · · 0
−φ φ2 −φ . . . ...
0 −φ φ2 −φ . . . ...
... . . . −φ φ2 . . . . . . ...
... . . . . . . . . . −φ 0
... . . . −φ φ2 −φ
0 · · · · · · · · · 0 −φ 0

.
Hier ist deutlich zu sehen, dass gilt H∗1T 6= 0.
Das Varianzkomponenten-Modell (3) repräsentiert also eine leichte Erweiterung
der soeben genannten Arbeiten. Eine Folge davon ist, dass Ihre Ergebnisse nicht
hier anwendbar sind. Im folgenden werden wir versuchen, das vorliegende Mo-
dell zu transformieren und die Existenzbedingung diskutieren. Die Prais-Winsten-
Transformation werden wir benutzen und den Satz 3.1 aus Demidenko und Massam
(1999) auf das transformierte Problem anwenden. Wenden wir nun die Prais-Winsten-
Transformation nämlich




1− φ2 0 · · · · · · 0
−φ 1 . . . ...
0 −φ 1 . . . ...
... . . . . . . . . . 0
0 · · · 0 −φ 1






Z∗i ξi + ξ
∗
0 . (7)
Wobei gilt y∗ = (IN ⊗C)y, X∗ = (IN ⊗C)X, Z∗i = (IN ⊗C)Zi sowie ξ∗0 = (IN ⊗C)ξ0.





σ2i (IN ⊗ C)ZiZ′i(IN ⊗ C′) + σ20 IN·T
=(IN ⊗ C)Σ(IN ⊗ C′) . (8)
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Da y∗ gemäß N(X∗δ, Σ∗) verteilt ist, lässt sich die Likelihood-Funktion für das
Modell (7) wie folgt ausdrücken:
L∗ (ϑ) := L∗ (ϑ|y) = (2pi)−N·T2 |Σ∗|−12 exp{−1
2
(y∗ − X∗δ)′Σ∗−1(y∗ − X∗δ)}. (9)
Somit besteht einen Zusammenhang zwischen den beiden Likehood-Funktionen,
der im folgenden Lemma zusammengefasst wird.
Lemma 2.1.
L∗ (ϑ) = (1− φ2)− N2 L (ϑ) (10)
Beweis.
(y∗ − X∗δ)′Σ∗−1(y∗ − X∗δ) = (y− Xδ)′IN ⊗ C′(IN ⊗ C′)−1Σ−1×
(IN ⊗ C)−1IN ⊗ C(y− Xδ)
=(y− Xδ)′Σ−1(y− Xδ)
und
|Σ∗| = |(IN ⊗ C)Σ(IN ⊗ C′)|




Definition 2.2. Die ML-Schätzer ϑˆML sowie ϑˆ∗ML für ϑ im Modell (2) und (3) beziehungs-
weise (7) sind durch
arg max
ϑ ∈ Γ
L(ϑ) beziehungsweise arg max
ϑ ∈ Γ
L∗(ϑ) zubestimmen.
Bemerkung 2.3. Die Lösung eines Optimierungsproblems ist invariant durch eine streng
isotone Transformation der zu optimierenden Funktion. Es folgt daraus, dass gilt
arg max
ϑ∈Γ
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ln(1− φ2) + l(δ, θ). (12)
Wir werden uns im folgenden Satz mit der hinreichenden und notwendigen
Bedingung für die Existenz vom ML-Schätzer im Modell (7) befassen. Davor führen
wir die folgenden Notationen ein. Seien M = 〈X〉 (M∗ = 〈X∗〉) und H = 〈Z〉
(H∗ = 〈Z∗〉) die durch X (beziehungsweise X∗) und Z = [Z1, . . . ,Zp] (beziehungs-
weise Z∗ = [Z∗1 , . . . ,Z
∗
p]) aufgespannten Vektorräume, sodass gilt M + H = 〈X, Z〉
beziehungsweise M∗+H∗ = 〈X∗, Z∗〉. P(M∗+H∗)⊥ bezeichnet die orthogonale Projek-











dann, wenn gilt y∗ 6∈ 〈X∗, Z∗〉.
Genau gesagt:
1. Gilt y∗ 6∈ 〈X∗, Z∗〉, dann folgt l∗(ϑ) ≥ N · T ln (SX∗, Z∗)− N · T ln N · T − N · T,
und l∗(ϑ) erreicht sein Maximum in Γ
2. Gilt y∗ ∈ 〈X∗, Z∗〉, dann ist +∞ das Supremum von l∗(ϑ) in Γ
Bemerkung 2.5. Für y∗ 6∈ M∗ + H∗ ist ln (SX∗, Z∗) wohl definiert, da gilt
y∗ 6∈ M∗ + H∗ ⇐⇒ ∀ e ∈ (M∗ + H∗)⊥, e • y 6= 0
⇐⇒ y∗′P(M∗+H∗)⊥ y∗ > 0.
Dabei repräsentiert • das Skalarprodukt.
Beweis. Der Satz 2.4 lässt sich mit Demidenko und Massam (1999) (Satz 3.1) bewei-
sen.
Hätten wir ϑˆML = ϑˆ∗ML, dann gäbe der Satz 2.4 auch die hinreichende und
notwendige Bedingung für die Existenz vom ML-Schätzer in Modell (2) und (3).
Leider geht es in diesem Fall nicht, wie das folgende Lemma zeigt.
Lemma 2.6. Existieren ϑˆML sowie ϑˆ∗ML, dann gilt
ϑˆML = ϑˆ
∗
ML ⇐⇒ φ = 0.
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L∗(χ) = NφˆML(1− φ2ML)−
N+2






Da gilt ∂∂φL(χ) = 0 und φˆML(1− φˆ2ML)−
N+2
2 6= 0, folgt L(χ) = 0. Widerspruch, da
die Likelihood-Funktion (5) weder konstant noch negativ ist.
Lemma 2.7. Existiert ϑˆ∗ML, dann existiert auch ϑˆML.
Beweis. Sei ϑˆ∗ML ∈ Γ der ML-Schätzer im Modell (7), dann folgt
∀ϑ ∈ Γ, L∗(ϑ) ≤ L∗(ϑˆ∗ML)
⇐⇒ ∀ϑ ∈ Γ, (1− φ2)− N2 L(ϑ) ≤ L∗(ϑˆ∗ML)
=⇒ ∀ϑ ∈ Γ, L(ϑ) ≤ L∗(ϑˆ∗ML)
=⇒ ϑˆML existiert.
Lemma 2.8.
y∗ 6∈ 〈X∗, Z∗〉 ⇐⇒ y 6∈ 〈X, Z〉
Beweis. Da V(φ) positiv definit ist, ist IN ⊗ C ein Isomorphismus ∀|φ| < 1. Es folgt
daraus, dass gilt
y∗ ∈ 〈X∗, Z∗〉 ⇐⇒ ∃(x∗, h∗) ∈ M∗ × H∗ : y∗ = m∗ + h∗
⇐⇒∃!(m, h) ∈ M× H : (IN ⊗ C)y = y∗ = (IN ⊗ C)(m + h)
⇐⇒∃!(m, h) ∈ M× H : y = m + h
⇐⇒y ∈ 〈X, Z〉 .
Korollar 2.9. Der ML-Schätzer in den Modellen (2) und (3) existiert, wenn gilt
y 6∈ 〈X, Z〉.
Bemerkung 2.10. Demidenko und Massam (1999) konnten die Existenzbedingung von
ML-Schätzern in den Modellen (2) und (3) für den Spezielfall φ = 0 geben. Für deren
Fall existiert der ML-Schätzer genau dann, wenn gilt y 6∈ 〈X, Z〉. Da unsere Untersu-
chung zeigt, dass dieser Schätzer bei unbekanntem φ unter derselben Bedingung existiert,
folgt, dass die Existenz der ML-Schätzer bei bekannter Varianz-Kovarianz-Matrix Σξ0 die
Existenz von ML-Schätzern bei vorliegenden AR(1)-Fehlern impliziert.
14
2 Statistische Grundlage der Panel-Regression







= − y′ ∂Π(θ)
∂θi
y,
i = 1, . . . , p + 2 ,
wobei gilt





Beweis. Um die logarithmierte ML-Funktion (11) zu maximieren, werden wir so-










als auch für die Ableitung der logarithmierten Determinante einer Matrix;
∂
∂θi







aus Anderson (1970, S. 5f.) nutzen. Leitet man die logarithmierte ML-Funktion (11)














(y− Xδ) = 0 (16)
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Die Gleichungen aus Lemma 2.11 lassen sich im Allgemeinen nicht direkt, sondern
mit iterativen Verfahren lösen. Modellansätze zur Lösung sind die auf Expectation
Maximization (EM), Newton-Raphson, Simplex, Quasi-Newton und Fisher-Scoring
basierenden Algorithmen. In Laird und Ware (1982) wird zur Lösung des Maxi-
mierungsproblems der EM-Algorithmus vorgeschlagen. In Lindstrom und Bates
(1988) werden jedoch Gründe – wie beispielsweise eine wesentlich geringere Iterati-
onszahl – aufgeführt, die vorrangig den Newton-Raphson-Algorithmus behandeln.
Dieser Algorithmus aktualisert die Parameter durch den folgenden Schritt (verglei-
che Song u.a. (2005))




l′(ϑl−1)], l = 1,2, . . . ,
wobei l′′(ϑl−1) die Hesse-Matrix der Ableitung zweiter Ordnung von l(.) in ϑl−1 ist.
ϑ0 repräsentiert dabei den Startwert. Für komplizierte Likelihood-Funktionen schla-
gen Song u.a. (2005) den Maximazation-by-Parts-Algorithmus (MBP) vor, welcher
auf die Aufteilung der Likelihood in zwei Funktionen – wobei eine davon einfacher




































Σ−1 (I − H(θ))Σ−1yy′
)
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Der ML-Schätzer (θˆML) ist aufgrund der Nichtberücksichtigung des Verlustes an
Freheitsgraden oft nicht vorrangig behandelt. Mardia und Marshall (1984), Swallow
und Monahan (1984) sowie Zimmerman und Monahan (1989) zeigten anhand von
Simulationen, dass ML-Schätzer schwer verzerrt sein können, wenn N · T nicht
genügend groß ist. Abhängig vom Kontext kann die Verzerrung zu gravierenden
Folgen führen (vergleiche Cressie und Soumendra, 1993, S. 17f.). Eine Methode,
welche diese Unangemessenheit behebt, liefert die REML-Schätzung, eingeführt von
Patterson und Thompson (1971) und diskutiert von Harville (1974). Hierbei wird die
ML-Methode auf eine lineare Funktion von y angewandt, welche keinen der festen
Effekte beinhaltet. Eine solche lineare Kombination nennt man Fehlerkontrast.
Definition 2.13. Sei γ ∈ RN·T, sodass gilt E(γ′y) = 0 (γ′X = 0). Dann ist γ′y ein
Fehlerkontrast.
Lemma 2.14. Sei A eine N · T × (N · T −m) Matrix, sodass gilt
I − X(X′X)−1X′ = AA′ sowie IN·T−m = A′A.
Dann besitzt A genau (N · T −m) linear unabhängige Fehlerkontraste.
Beweis. Da der Rang von A N · T−m beträgt (N · T−m = rang(AA′) ≤ rang(A) ≤
N · T −m), besitzt A genau N · T −m linear unabhängige Vektoren. Außerdem gilt
A′X = A′AA′X = A′(I − X(X′X)−1X′)X = 0.
Lemma 2.15. Existiert eine Matrix A mit den Eigenschaften aus Lemma 2.14, dann folgt,
dass A′y und δˆ stochastisch unabhängig sind.
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]−1 X′Σ−1y ∼ Nm(δ, [X′Σ−1X]−1) gelten, reicht es zu zeigen,
dass A′y und δˆ unkorreliert sind.

















Es wird angenommen, dass X vollen Spaltenrang hat. Die Existenz einer solchen
Matrix A mit den Eigenschaften aus Lemma 2.14 ist dann durch die Spektralzerle-
gung von I − X(X′X)−1X′ gesichert. Nun wird ein Vektor u wie folgt definiert:
u = A′y.
Es gilt dann u ∼ NN·T−m(0, A′ΣA) und die Dichte von u sieht folgendermaßen aus
fu(A′y|θ) = (2pi)− N·T−m2 |A′ΣA|−12 exp{−12u
′[A′ΣA]−1u}.














Wobei gilt G =
[
X′Σ−1X
]−1 X′Σ−1. Nutzen wir die beiden folgenden Eigenschaften
aus Harville (1974):
|A, G| = (|(A, G)′(A, G)|) 12
=|I| 12 |GG− G′AI−1A′G|− 12
=|X′X|− 12
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und






fu(A′y|θ) = (2pi)− N·T−m2 |X′X| 12 |Σ|− 12 |X′Σ−1X|− N·T−m2 exp (y− Xδˆ)′Σ−1(y− Xδˆ).
Weil gilt




wobei Π(θ) in 13 definiert ist, erhält man
Lu(θ) := fu(A′y|θ) = (2pi)− N·T−m2 |X′X| 12 |Σ|− 12 |X′Σ−1X|− 12 exp{−12y
′Π(θ)y}.
(18)
Diese Dichtefunktion nennt man auch REML-Funktion. Logarithmiert man die
REML-Funktion (18), erhält man:
lu(θ) = − 12
[







Satz 2.16. Sei y∗ wie im Modell (7) definiert. Setzt man
N∗ = IN·T − [IN ⊗ C]X(X′[IN ⊗V(φ)]X)−1X′[IN ⊗ C′],
existiert der REML-Schätzer genau dann, wenn gilt N∗y∗ 6∈ 〈Z∗〉.
Beweis. Demidenko und Massam (1999) Satz 3.4
Bemerkung 2.17. Es ist nicht schwer zu zeigen, dass gilt:
N∗y∗ 6∈ 〈Z∗〉 ⇐⇒ N∗y 6∈ 〈Z〉.
Allerdings hilft uns diese Eigenschaft nicht weiter, weil man das initiale Modell nicht prü-
fen kann. Aber da die Existenz des ML-Schätzers die Existenz des REML-Schätzers immer
impliziert (vergleiche Demidenko und Massam (1999)), können wir nichtsdestotrotz auf
eine hinreichende Bedingung der Existenz vom REML-Schätzer schließen.
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y, i = 1, . . . , p + 2.
Beweis. Leitet man die logarithmierte REML-Funktion mithilfe der Rechenregel












































y = 0, i = 1, . . . , p + 2 .
2.1.2 Eigenschaften von ML- und REML-Schätzern
Korollar 2.19. Der ML-Schätzer θˆML ist nur unverzerrt, wenn gilt:
Π(θ) = Σ−1.
Da in der Regel in einem ML-Ansatz die Vorausetzung aus dem Korollar 2.19 eher
selten zutrifft, ist der resultierende Schätzer der Varianzkomponenten aufgrund der
Unberücksichtigung des Verlusts an Freiheitsgraden – durch die Schätzung von δ –
verzerrt (vergleiche auch Lancaster (2000)).
Obwohl θˆML unter angemessenen Regularitätsbedingungen (vergleiche Sweeting,
1980) asymptotisch unverzerrt ist, liegt seine Schwäche immer noch in der finite-
sample-Schätzung.
Korollar 2.20. Der REML-Schätzer θˆREML ist unverzerrt.
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Im Gegensatz zu θˆML haben die asymptotischen Eigenschaften des REML-Schätzers
für θˆREML nur wenig Aufmerksamkeit in der Literatur gewonnen. Mardia und Mars-
hall (1984) untersuchten die Konsistenz und asymptotischen Eigenschaften von θˆML
in der linearen Regression und gaben die Ergebnisse für gemischte lineare Modelle
an. Sweeting (1980) ging anders vor: Er zeigte die Konsistenz und asymptotischen
Eigenschaften, indem er auf die Theorie der Funktionalanalysis zurückgriff. Erst
später haben sich einige Autoren für die Konsistenz und die asymptotischen Eigen-
schaften des REML-Schätzers für die Varianz-Parameter interessiert. Cressie und
Soumendra (1993) untersuchten diese Eigenschaften unter Verwendung eleganter
Argumente aus Sweeting (1980). Alle diese genannten Ergebnisse basieren auf der
Annahme, dass y gemäß N(Xδ,Σ) verteilt ist. Andere Autoren wie Huggins (1993)
und Richardson und Welsch (1994) setzen keine Normalverteilung voraus. Die
Ergebnisse des ersten Autors basieren auf der Martingaltheorie, nehmen aber eine
symmetrische sphärische Verteilung an. Die anderen zeigen sogar, dass auch ohne
Verteilungsannahme der REML-Schätzer konsistent sein kann.
Wir betrachten den messbaren Raum (Ω, F). Sei Pθ ein von θ ∈ Θ ⊂ Rp+2
abhängiges Wahrscheinlichkeitsmaß auf (Ω, F). Es wird angenommen, dass Pθ
– mit zugehöriger Dichte Lu(·) aus (18) – für alle θ ∈ Θ absolut stetig im Bezug
auf das Lebesgue-Maß ist. Sei ` := N · T die Anzahl vorliegender Beobachtungen.
Da Σ zweimal stetig differenzierbar in θ ∈ Θ◦ (Innere von Θ) ist, ist lu(.) aus (19)
auch zweimal stetig differenzierbar in θ ∈ Θ◦. Die Matrix I`(θ) der partiellen
Ableitungen der zweiten Ordnung von lu(.) – auf Basis von ` Beobachtungen – sieht








)− y′Π(θ)[Σı − 2ΣıΠ(θ)Σ]Π(θ)y)
ı,  = 1, . . . ,p + 2 ,
wobei gilt Σı = ∂Σ∂θı und Σı =
∂2Σ
∂θı∂θ








(θ0i ∈ Θ◦) eine (p+ 2)×





|θ=θ0i , ı,  =
1 . . . p + 2. Für eine beliebiege l × r-Matrix B definieren wir die folgende Norme
||B|| = spur (B′B) 12 .
Definition 2.21. Wir betrachten den metrischen Raum (Rl, d). Eine Abbildung f : Rl →
R heißt gleichmäßig stetig genau dann, wenn gilt
∀ε > 0, ∃η > 0 : ∀x0, x1 ∈ Rl : d(x1,x0) < η =⇒ | f (x1)− f (xo)| < ε.
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Definition 2.22. Gegeben sei eine Funktionenfolge ( f`)`∈N und f , sodass f , f` : Rl → R





| f`(x)− f (x)| = 0.
Definition 2.23. Gegeben sei {V, V`, ` ∈ N} ⊂ Rl eine Folge von Zufallsvariablen.
Die Folge (V`)`∈N konvergiert schwach gegen V, wenn für alle beschränkten gleichmäßig
stetigen Funktionen f : Rl → R die Folge (Eθ f (V`))`∈N gleichmäßig gegen Eθ f (V)
konvergiert.
Notation 2.24. Die folgende Bezeichnungen werden künftig adoptiert:
N.1 −→u steht für eine gleichmäßige Konvergenz in einer kompakten Teilmenge von Θ.
N.2 V` =⇒u V, wenn gilt Eθ f (V`) −→u Eθ( f (V)).
Bemerkung 2.25. (vergleiche Cressie und Soumendra (1993))
(V` =⇒u V) =⇒ (V` −→d V)
Wobei −→d für die Konvergenz in Verteilung von Zufallsvariablen steht.
Annahme (A.1):
(a) Σ ist zweimal stetig differenzierbar in θ ∈ Θ◦.
(b) Es existieren feste (p + 2)× (p + 2)-Matrizen W(θ) und {B`(θ) : ` ≥ 1} stetig
in θ ∈ Θ◦, sodass gilt
||B`(θ)−1|| −→u 0 und B`(θ)−1I`(θ)(B`(θ)−1)′ =⇒u W(θ),
wobei W(θ) positiv definit für alle θ in Θ◦ ist.
(c) ∀c > 0, ∀η > 0,
1.
sup
{θ, θ0∈Θ◦ : ||B`(θ)′(θ−θ0)||≤c}
||B`(θ)−1B`(θ0)− Ip+2|| −→u 0










{θ0i (1≤ı≤p+2): ||B`(θ)′(θ−θ0i )||<c}
||B`(θ)−1[I`(M)−I`(θ)](B`(θ)−1)′||
Pθ(A` > η) −→u 0
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Satz 2.26. Sei θˆ` der auf die ` ersten Beobachtungen basierende REML-Schätzer. Dann gilt
unter (A.1):
B`(θ)′(θˆ` − θ) =⇒u Np+2(0, W(θ)−1)
Beweis. Sweeting (1980) Satz 1 und 2.
Bedingung (a) und (c)2 verlangen die Glattheit von Σ in θ und können direkt im
Modell geprüft werden. (c)1 ist abhängig von der Wahl der Matrizen {B`, ` ≥ 1}.
Sie können mit einer genügenden Glattheit gewählt werden, um diese Bedingung
zu garantieren (vergleiche Cressie und Soumendra (1993)). Folglich werden wir uns
auf die Annahme (b) konzentrieren. Für manche Varianzkomponenten kann die
Prüfung der Annahme (b) extrem schwierig sein. In solchen Fällen sind die beiden
folgenden Bedingungen hinreichend, um (b) zu garantieren.
Annahme (A.3): Es gilt






















2 )ss} −→u 0,






















2 )ss} −→u 0,
wobei gilt C`(θ) = (B`(θ))2 mit cı = (C`(θ))ı, 1 ≤ ı,  ≤ p + 2.
Annahme (A.4):
Es existieren nichtstochastische positiv definite Matrizen W(θ) und {B`(θ)}n≥1,
stetig in θ, sodass gilt ||B`(θ)−1|| −→u 0 sowie B`(θ)−1 Eθ (I`(θ)) B`(θ)−1 −→u
W(θ).
Satz 2.27. Unter den Annahmen (A.1), (A.2), (A.3) und (A.4) erfüllt θˆ` = θˆREML
B`(θ)′(θˆ` − θ) =⇒u Np+2(0, W(θ)−1).
Beweis. Cressie und Soumendra (1993).
Korollar 2.28. Unter den Annahmen (A.1), (A.2), (A.3) und (A.4) gilt
(Eθ[I`(θ)])
1
2 (θˆ` − θ) =⇒u Np+2(0, I).
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2.2 Bayesianischer Ansatz
Die Anzahl der zur Verfügung stehenden Computer-Pakete für die Optimierung der
Maximum-Likelihood-Funktion im Kontext der Panel-Regression wird immer höher
(SAS beispielweise Proc Mixed, R-Funktion lme). Obwohl diese Pakete hochentwi-
ckelte numerische Verfahren zur Schätzung von festen sowie zufälligen Effekten
ausnutzen, sind sie im Allgemeinen weder in der Lage die Varianzinflation auf-
zunehemen noch die aus der Festlegelung der a-priori-Verteilungen entstehenden
Effekte einzubeziehen. Die bayesianische Analyse scheint deshalb eine gute Alterna-
tive zu sein. Hsiao u.a. (1997) sind davon überzeugt und meinen sogar, dass
„There is no excuse any longer for not considering Bayesian methods because of practical
difficulties. Since the comparison of alternative estimators in this study is undertaken to
a large extent using the sampling properties of estimators, econometrician who adopt the
sampling theory frame work should find the Bayesian approach more attractive in the light
of our finding.“
Allerdings gibt es oft nicht genügend Informationen über die Modellparameter und
sogar sehr oft fehlen a-priori-Verteilungen. Nichtinformative a-priori-Verteilungen
sind deshalb von großem Interesse, da sie keinen Einfluss auf die a posteriori-
Verteilung haben und lassen somit die Daten selbst sprechen. Leider ist es sehr
schwierig gewöhnliche nichtinformative a-priori-Verteilungen wie Jeffreys-, Berger-
Bernado- oder Matching a-priori-Verteilung herzuleiten. Eine Übersicht über nicht-
informative a-priori-Verteilungen findet man in Kass und Casella (1996). Einfache
nichtinformative a-priori-Verteilungen – beispielweise die Gleichverteilung über die
reellen Zahlen – sind in diesem Fall attraktiver, haben aber den Nachteil – dass ohne
geeignete Vorsichtsmaßnahme – sie zur Nichtkonvergenz des Gibbs-sampling Algo-
rithmus führen können (vergleiche Hobert und Casella (1996) sowie Sun u.a. (2001)).
Lancaster (2004, S. 34) stellte einwandfrei fest, dass a-priori-Verteilungen, die über
reelle Zahlen gleichverteilt sind, in der Praxis denjenigen äquivalent sind, die dort
– wo die Likelihood nicht vernachlässigbar ist – gleichverteilt sind. Wie sich die a-
priori-Verteilung ausserhalb dieses Bereiches verhält, ist absolut unbedeutend für die
a-posteriori-Verteilung. Auf dieser Basis können informative a-priori-Verteilungen
in Frage kommen, da sie für einige Verteilungsparameter in einem bestimmten
Bereich gleichverteilt sein können. Wir beginnen das hierarchische Modell mit den
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folgenden Annahmen
y|ξ1, . . . ,ξp, δ, σ20 ∼ NN·T(Xδ+∑pi=1 Ziξi, σ20 I),
ξi = (ξi1, . . . ,ξini), i = 1, . . . ,p,
ξi1, . . . ,ξini |G ∼uiv G,
G|νi ∼ FG(νi), νi ∼ p(νi),
ν :=
(
ν1, . . . ,νp
) ∼ pν(ν) = ∏pi p(νi),
δ ∼ pδ(δ), σ20 ∼ p0(σ20 ).
(21)
Wobei
ni, i = 1, . . . ,p die Anzahl unabhängiger zufälliger Effekte in ξi ist. Damit gilt
ki = dim(ξi) = ni · dim(ξi1). FG – mit Verteilungsparameter ν und Dichte fG – ist
die Verteilungsfunktion von G. pδ, p0 sowie pν sind die a-priori-Verteilungen für δ,
σ20 bzw. ν.
Im Modell (21) werden die folgenden Annahmen (bedingte Unabhängigkeit)
getroffen:
(f) y|ξ1, . . . , ξp ist unabhängig von ν1, . . . ,νp.
(g) ξi|νi, i = 1, . . . ,p sind sowohl untereinander als auch von δ unabhängig.
(h) δ, σ20 sowie ν1, . . . ,νp sind a-priori-unabhängig.
Die Schätzung der Modellparameter erfolgt in diesem Abschnitt durch den Gibbs-
sampling-Algorithmus oder den Metropolis-Algorithmus innerhalb des Gibbs-
sampling-Algorithmus (vergleiche Tierney (1994)). Wie der Gibbs-sampling-Algorithmus
im Kontext der Panel-Regression funktioniert, ist durch die folgenden Schritte aus
Gelfand u.a. (1990) zu sehen.
1. Wähle einen Startwert s0 = (δ0, ν01 , . . . ,ν
0
p, σ200 )
2. Für i = 1, . . . , p + 2, ziehe Zufallszahlen aus der bedingten Dichte
p(si|s(l)1 , . . . ,s(l)i−1,s(l−1)i+1 , . . . , s(l−1)p+2 , y) (22)
3. Erhöhe l um eins und wiederhole ab 2. L-Mal (L ist frei wählbar).
Die aus dem Gibbs-sampling-Algorithmus resultierende marginale Verteilung lässt
sich durch das folgende Lemma aus Gelfand u.a. (1990) ermitteln.
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Lemma 2.29.
pˆLsi(si) =
∑Ll=1 p(si|s1 = s(l)1 , . . . ,si−1 = s(l)i−1, si+1 = s(l)i+1, . . . , sp+2 = s(l)p+2,y)
L
(23)







l=1 p(si|s1 = s(l)1 , . . . ,si−1 = s(l)i−1,si+1 = s(l)i+1, . . . , sp+2 = s(l)p+2, y)
L
.
Mit der Bayes’schen Regel
p(θ|y) = p(y|θ)p(θ)∫
p(y|θ)p(θ)dθ ∝ p(y|θ)p(θ) (24)
können wir die für den Gibbs-sampling-Algorithmus notwendige a-posteriori-
Verteilung bestimmen. Unter Berücksichtigung der Annahmen – über die bedingte
Unabhängigkeit – (f), (g) und (h) im Modell (21) lässt sich die a-posteriori-Verteilung
wie folgt ermitteln (vergleiche Hobert und Casella (1996))






Somit folgt beispielweise, dass gilt p(σ20 |ν, ξ1, . . . ,ξp, δ,y) = p(σ
2
0 , ν, ξ1,...,ξp, δ|y)∫
p(σ20 , ν, ξ1,...,ξp, δ|y)dσ20
und jede bedingte Dichte aus dem Gibbs-Sampling-Algorithmus lässt sich so ähnlich
bestimmen.
In dem Bayesianischen Ansatz ist p(σ20 , ν, ξ1, . . . ,ξp, δ|y) die bedingte Dichte der
unbekannten Parameter gegeben die Daten. Es ist dann ersichtlich, dass die Unzu-
lässigkeit einer der a-priori-Verteilungen dazu führen kann, dass die a-posteriori-
Verteilung p(σ20 , ν, ξ1, . . . ,ξp, δ|y) auch nicht zulässig ist. Dies würde für diesen Fall
darauf hindeuten, dass es keine Dichte gibt, die theoretisch der aus dem Gibbs-
Sampling-Algorithmus entspricht. Da zum Anderen
∫
p(σ20 , ν, ξ1, . . . ,ξp, δ|y)dσ20
konstant in Bezug auf σ20 ist, ist p(σ
2
0 |ν, ξ1, . . . ,ξp, δ, y) der rechten Seite von (25) pro-
portional. Daraus könnte man die Schlussfolgerung ziehen, dass die Kenntnis über
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die bedingte Dichten aus dem Gibbs-Sampling-Algorithmus die Zulässigkeit von
p(σ20 ,ν, ξ1, . . . ,ξp, δ|y) voraussetzt. Leider ist das nicht immer der Fall. Gegenbeispie-
le dafür findet man bei Hobert und Casella (1996). Solche Gegenbeispiele lassen uns
eine gefährliche Situation aufgreifen, wo der Gibbs-Sampling-Algorithmus zu einer
vernünftigen Inferenz über eine nicht existierende a-posteriori-Verteilung führt. Aus
diesem Grund ist es immer notwendig die Zulässigkeit der a-posteriori-Verteilung
zu beweisen, wenn eine der a-priori-Verteilungen unzulässig ist.
Nach dem Lauf des Gibbs-sampling-Algorithmus wird eine Kette für jeden Pa-
rameter erzeugt, die gegen die marginale Verteilung konvergiert, wenn die Sta-
tionarität erreicht ist. Einen Überblick über Ansätze zur Prüfung der Stationarität
findet man bei Cowles und Carlin (1996). Für diese Arbeit werden wir uns auf
die Gelman-Rubin-Diagnostik aus Brooks und Gelman (1998) beschränken. Diese
Konvergenzdiagnostik lässt sich in den folgenden Punkten beschreiben:
(i) Lass K Ketten (K„2) mit einer Länge – genügend – größer L und unterschiedli-
chen Startwerten laufen
(ii) Behalte die L letzten Elemente der Kette
(iii) Für jeden Parameter si, i = 1, . . . ,p + 2, berechne die Varianz innerhalb der









sowie die Varianz zwischen den
Ketten B = LK−1 ∑
K
k=1(s¯ik − ¯¯si)2 ( ¯¯si = 1LK ∑Kk=1∑Ll=1 sikl)
(iv) Berechne die Parametervaraianz als σˆ2si = (1− 1L )W + 1L B. Sei Vˆ = σˆ2si + BLK
(v) Berechne den Potenzial-Reduktion-Faktor Rˆ = Vˆ
σˆ2si
. Wenn gilt Rˆ ≈ 1, dann
konvergieren jede der generierten Ketten. Ansonsten lasse die Kette mit einer
grösseren Länge laufen, um die Kovergenz zu erhöhen.
2.2.1 Normalverteilung für zufällige Effekte
Für G kommt sehr oft in der Literatur die Normalverteilung in Frage. Einen Über-
blick dafür findet man im Lin und Zhang (1999), Fahrmeir und Lang (2001),
Ruppert u.a. (2003) sowie Durban u.a. (2005). Eine Besonderheit des Spezialfal-
les ξi ∼ Nki(0, σ2i I), i = 1, . . . ,p – das heißt, G|νi = σ2i ∼ Ndim(ξi1)(0, σ2i I) ist, dass
die a-posteriori-Verteilung im Model (21) – unter der Nichtinformativität der a-
priori-Verteilungen – mit der REML-Funktion eine enge Beziehung hat, die sich im
folgenden Satz festhalten läßt.
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Satz 2.30. Gelten G|νi = σ2i ∼ Nki(0, σ2i I) mit pi(σ2i ) ∝ 1, i = 1, . . . ,p sowie pδ(δ) ∝ 1
und p0(σ20 ) ∝ 1, so folgt










p(σ20 , . . . ,σ
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Beweis. Searle u.a. (1992, S. 322–325.).
Satz 2.31. Sind die Vorausetzungen vom Satz 2.30 erfüllt, dann ist die a-posteriori-Verteilung
von (δ, ξ1, . . . ,ξp, σ20 , . . . , σ
2
p) zulässig.
Beweis. Sun u.a. (2001).
Für die Implementierung des Gibbs-sampling-Algorithmus – bei normalverteilten
zufälligen Effekten – werden wir folgende Annahmen (schwache Informativität
der a-priori-Verteilungen) über die Parameter treffen. Es wird angenommen, dass
δ|µδ, Σδ gemäß Nm(µδ, Σδ) verteilt ist. Es ist üblich für Σδ die Stuktur einer Diago-
nalmatrix mit goßen Zahlen anzunehmen, was in der Praxis einer nichtinformativen
a-priori-Verteilung für δ entspricht (vergleiche Lancaster (2004, S. 34) sowie Zhao
u.a. (2006)). Wir wählen µδ = 0m sowie Σδ = 10.000Im. Da die Unabhängigkeit der
Modellparameter vorausgesetzt ist, lässt sich die Varianz der zufälligen Effekte als






i ) geben. Hierfür kommt die
inverse Gammaverteilung (IG) als a-priori-Verteilung für σ2i sehr oft in der Literatur
in Frage (vergleiche Gelfand u.a. (1990), Hobert und Casella (1996) sowie Heinzl u.a.
(2012)). Wir nehmen dann an, dass σ2i , i = 1, . . . ,p – wie auch bei Heinzl u.a. (2012) –
gemäß IG(0,005; 0,005) veteilt sind und machen die gleiche Annahme für σ20 .
Da die REML-Schätzer für die Varianzparameter (σ20 , . . . ,σ
2
p) durch Anwendung
des Newton-Raphson-Algorithmus auf die a-posteriori-Verteilung p(σ20 , . . . ,σ
2
p|y)
in (26) zu bestimmen sind, ist es ersichtlich, dass der REML-Ansatz ein sehr gu-
ter Kompromiss zwischen Frequentistischen und Bayesianischen Methoden ist, da
sich beide Methoden für normalverteilte zufällige Effekte nur noch im Algorith-
mus unterscheiden. Obwohl die Wahl der Normalverteilung für G|ν mathematisch
vorteilhaft ist, kann es in der Praxis aufgrund der Symetrie sowie Unimodali-
tät bedenklich sein. Weil die Annahme über die Verteilung für unbeobachbare
ökonomische Faktoren ist, ist es schwierig diese Eigenschaften auf Basis einer Schät-
zung zu bestätigen. Mögliche Schiefe und Multimodalität können unersichtlich
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bei der Prüfung der Normalverteilung im Bezug auf die Schätzung der zufälligen
Effekte sein. Zhang und Davidian (2001) stellten ein Histogramm geschätzter in-
dividuenspezifischen Effekte aus einzelnen Kleinste-Quadrate-Schätzungen von
Framingham-Cholesterol-Daten dar, das die Unangemessenheit normalverteilter
zufälliger Effekte deutlich zeigt. Wir wollen eine Klasse flexibler Verteilungen für zu-
fällige Effekte verwenden, damit Einflüsse von restriktiven parametrischen Modellen
auf Schlussfolgerungen vermieden werden können. Heinzl u.a. (2012) wandten die
Panel-Regression auf die Body-Mass-Index-Daten der LISA-Studie an und fanden,
dass das Modell mit der Dirichlet-Prozess-Mischung (DPM) (vergleiche Ferguson
(1973)) für zufällige Individueneffekte deutlich besser als der REML-Ansatz im Sinn
der Residuen-Quadratsumme aus zufälligen Effekten ist. Die Autoren schlagen
deshalb für G die DPM als Alternative vor. Jara u.a. (2009) sprechen mehr für
Polya-Baum-Mischungen (PBM). DPM sowie PBM haben den Vorteil, dass sie die
Abweichung von der Normalverteilung in Betracht ziehen können. Im Allgemeinen
führen diese beide a-priori-Verteilungen zum Klumpeneffekt. Dies ist gerade in
unserem Fall von großem Interesse, weil der von dem Stichprobenmuster abwei-
chende Effekt identifiziert werden soll. Aufgrund der höheren Flexibilität vom PBM
gegenüber DPM (vergleiche Hanson (2006)) legen wir großen Wert auf die PBM
a-priori-Verteilung für die vorliegende Arbeit.
2.2.2 Polya-Baum für zufällige Effekte
Polya-Bäume sind konjugierte Verteilungen für zufällige Wahrscheinlichkeitsma-
ße, die als Verallgemeinerung des Dirichlet-Prozesses betrachtet werden können
(vergleiche Ferguson (1974)). Lavine (1992), Lavine (1994) sowie Paddock u.a. (2003)
stellten die Theorie des Polya-Baums vor und erläuterten sie anhand von Daten.
Hanson und Johnson (2002) modellierten die Regressionsfehler mit dem Polya-Baum.
Paddock (2002), Hanson (2006) sowie Jara u.a. (2009) verallgemeinerten univariate
Polya-Bäume zu multivariaten Polya-Bäumen.
Wir betrachten den separablen messbaren Raum (Ω,F). Seien E = {0,1} und
Em = ∏m0 E, m ∈ N0. Dabei ist E0 = ∅. Sei außerdem pi0 = {Ω}; für j ∈ N
definieren wir pij := {Be11...e1j;...;eq1...eqj : eij ∈ E} als Partition von Ω. pij+1 lässt sich
als Verfeinerung von Mengen aus pij unter 2q Mengen erhalten. Für den Fall Ω = R2
ist die Ebene in vier Mengen partitioniert. pi1 besteht aus den vier Mengen. Dann
ist jede dieser Menge weiter in vier Mengen partioniert. Die daraus resultirenden
Mengen – insgesamt 16 – bilden pi2. Weitere Partitionierungen pij, j > 3 lassen sich
so ähnlich bilden.
Definition 2.32. Sei Π = {pij, j ∈ N0} eine Menge von Partitionen von Ω – wie oben
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beschrieben – sowie A = {ae1...eq : e1 . . . eq ∈ Ej−1, j ∈ N} eine Menge nichtnegativer
Vektoren. Eine q-variates zufälliges Wahrscheinlichkeitsmaß G auf Ω hat eine multiva-
riate Polya-Baum-Verteilung mit Parameter (Π,A), wenn eine Familie Y = {Ye1...eq :
e1 . . . eq ∈ Ej−1, j ∈N} von Zufallsvektoren existiert, sodass die folgenden Eigenschaften
gelten:
(i) Alle Zufallsvektoren in Y sind unabhängig von einander.
(ii) Für j ∈N und für jede e1, . . . , eq ∈ Ej−1, Ye1;...;eq ∼ Dirichlet(ae1;...;eq),
wobei Ye1;...;eq = {Ye1e1...eqeq : e1, . . . ,eq ∈ E} und
ae1;...;eq = {ae1e1;...;eqeq : e1, . . . ,eq ∈ E}.







Für die Partitionierung stehen zwei Ansätze zur Verfügung (vergleiche Jara u.a.
(2009)). Beide Methoden partitionieren den Raum Ω für zufällige Effekte, so dass
sich die zufälligen Effekte innerhalb jeder Menge in der Partition auf eine stetige
Verteilung (Gleichverteilung oder Normalverteilung) ausrichten. Es ergibt sich eine
multivariate Polya-Baum-Mischung (MPBM)-Verteilung. Wir nehmen hier an, dass
G innerhalb von pij gemäß Nq(µ∗,Σ∗) verteilt ist. Hanson (2006) schlägt hierfür
vor, dass man das cartesianische Produkt von Intervallen aus Quantile der univa-





2∗ eine Wurzel von Σ∗ repräsentiert. Die Mengen aus dem




















k = (k1, . . . ,kq), ki ∈ {1, . . . ,2j}, i = 1, . . . ,q . (27)
Wendet man die genannte Abbildung auf Bo(j,k) in (27), so erhält man die Menge
B(j,k) = {µ∗ + Σ
1
2∗u : u ∈ Bo(j,k)},
bei der G eine q-variate Normalverteilung mit Parametern (µ∗,Σ∗) hat. Daraus
kann man die jte Partition pij = {B(j,k) : k ∈ {1, . . . ,2j}q} erzeugen und die Menge
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der Partition Πµ∗ Σ∗ = {pij, j ∈ N0} bilden. In der Regel richten sich die Tiefe der
Partitionierung J für ξi1, . . . ,ξini |G ∼uiv G nach der Faustregel J ≈ log2q ni. Damit
fällt ein einziger zufälliger Effekt unter B(J,k).
Sobald die Partition abgeschlossen ist, können wir uns um die positiven Vektoren
kümmern. Hanson (2006) betrachtet Ac = {ac(j,r) : r ∈ {1, . . . ,2j−1}q,j ∈N}, wobei
ac(j,r) = 1pq$(c,j). {$(c,j), j ∈N} bestimmt, inwieweit G von der Zentrierungsver-
teilung abweichen kann. Dadurch ensteht die Flexibilität von PBM gegenüber der
Normalverteilung. Für $(c,j) = 1 oder $(c,j) = j2 ist G stetig. Hanson und Johnson
(2002) fanden, dass G bezüglich des Lebesgue-Maßes – für $(c,j) = cj2, c > 0 – ab-
solut stetig ist. Sehr große Werte von c führen dazu, dass die Verteilung von G näher
an der Basisverteilung – in diesem Fall Nq(µ∗,Σ∗) – ist. Für c→ ∞ ist G sogar mit
Wahrscheilichkeit 1 gemäß Nq(µ∗,Σ∗) verteilt. Kleinere Werte von c führen dagegen
dazu, dass E(G) näher an der empirischen Verteilung der zufälligen Effekte sind.
Deshalb liefert das Polya-Baum-Modell – wie auch bei dem Dirichlet-Prozess – eine
Mischung aus der empirischen Verteilung und die Ausrichtungsverteilung. Sehr
kleine Werte von c (c→ 0) haben allerdings den Nachteil, dass die erzeugten Zu-
fallszahlen in der Praxis nicht genügend gemischt sind. Angesicht der Auswirkung
von c auf die generierte Kette schlägt Hanson (2006) c = 1 für eine gute Mischung
der Kette sowie c = 10 für eine Sensitivitätsanalyse vor.
In der obigen Partionierung ist festzustellen, dass Σ
1
2∗ die Richtung der Parti-
tionierung bestimmt, da sich die Wurzeln einer Matrix mit ihren Eigenvektoren
unterscheiden. Jara u.a. (2009) schlagen deshalb eine Parametrisierung vor, welche
den Effekt der gewählten Wurzel auf die Partition mäßigt. Wir betrachten dazu eine
beliebige Wurzel U von Σ∗, das heißt, eine reelle und nichtsinguläre q× q Matrix,
so dass gilt Σ∗ = U′U. U lässt sich weiter zerlegen, indem das folgende Lemma aus
Jara u.a. (2009) genutzt ist.
Lemma 2.33. Für eine reelle nichtsinguläre q × q Matrix U existiert eine orthogonale
Matrix O, sodass gilt U = OM. Wobei M eine reelle obere Dreiecksmatrix mit positiven
Diagonalelementen ist.
Sei R die eindeutige obere Dreiecksmatrix aus der Cholesky-Zerlegung von Σ∗. Für
jede Wurzel U von Σ∗ existiert eine orthogonale Matrix O – aus dem Lemma 2.33 –,
sodass gilt U = OR. Damit sieht die neue Partitionierung folgendermaßen aus
Bµ∗Σ∗O(j,k) = {µ∗ + M′O′u : u ∈ Bo(j,k)}. (28)
Die jte Partition und damit die Menge aller Partitionen lassen sich auf dieser Basis
definieren: piµ∗Σ∗Oj = {Bµ∗Σ∗O(j,k) : k ∈ {1, . . . ,2j}q} und Πµ∗ Σ∗O = {piµ∗Σ∗Oj , j ∈
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N0}. Die Cholesky-Zerlegung von Σ∗ (U = R) tritt auf, wenn gilt O = Iq. Die
symetrisch und asymetrisch Wurzelzerlegungen tauchen dagegen auf, wenn gilt
U = OEΛ
1
2 beziehungsweise U = OEΛ
1
2 O′E, wobei OE die Orthogonalmatrix aus
orthogonalen Eigenvektoren sowie Λ die Diagonalmatrix aus Eigenwerten von Σ∗
ist. Wenn O in dem Vektorraum Oq variiert, so ist zu erwarten, dass jede Wurzel
von Σ∗ an der Partionierung teilnimmt, was den Effekt einer bestimmten Wurzel
auf die Partitionierung und die damit verbundene a-posteriori Inferenz mindert.
Jara u.a. (2009) schlagen deshalb für O die Gleichverteilung auf Oq (Haarverteilung)
als a-priori-Verteilung (vergleiche Wijsman (1990) sowie James (1954)) vor.
Definition 2.34. Eine Wahrscheinlichkeitsverteilung F aufOq heißt Haarverteilung, wenn
für eine gegebene Matrix O ∈ Oq gilt
F(O) = F(AO) = F(OB), ∀A, B ∈ Oq. (29)
Wir erhalten das folgende Modell für die zufälligen Effekte.
ξi1, . . . ,ξini |G ∼uiv G, i = 1, . . . ,p,
G|(ci, µi∗, Σi∗, Oi) ∼ MPB(Πµi∗Σi∗Oi , Aci ),
µi∗|µξi , Sξi ∼ Nq(µξi , Sξi), Σi∗|νi0, Mi ∼ IW(νi0, Mi),
Oi ∼ Haar(q), ci|ai0, bi0 ∼ Γ(ai0, bi0).
(30)
Wobei sich Γ und IW auf die Gamma- beziehungsweise Inverse-Wishart-Verteilung
beziehen.
Von Interesse sind die Parameter der zufälligen Effekte. Im folgenden Satz werden
diese Kennzahlen ermittelt.
Satz 2.35. Sei w ∼ G und G ∼ MPBJ(Πµ Σ O, Ac), wobei MPBJ(Πµ Σ O, Ac) der
teilweise festgelegte multivariate Polya-Baum bis zur Stufe J ist. Dann folgt











−1(µG − µ)][U−1(µG − µ)]′
U′, (32)
32
2 Statistische Grundlage der Panel-Regression
wobei IJq = {1, . . . ,2J}q , µ1B0(J, k) = 2J
(




eine symetrische Matrix mit µ2B0(J, k)ii = 1− 2
J[κi2Φ(κi2)− κi1Φ(κi1)] repräsen-
tiert. Desweiteren gilt µ2B0(J, k)ij = 4
J[Φ(κi1) − Φ(κi2)][φ(κj1) − Φ(κj2)], j 6= i, wobei
κi1 = Φ−1( ki−12j ), κi2 = Φ
−1( ki2j ), i,j = 1, . . . q.
Beweis. Jara u.a. (2009).
Mit den Parametern aus Modell (30) ergänzen wir die a-posteriori-Verteilung (25)
und erhalten:
















Der Metropolis-Algorithmus innnerhalb des Gibbs-samplings (vergleiche Tierney
(1994)) wird bei dieser a-posteriori-Verteilung zur Aktualisierung der Parameter
eingestzt. Dabei werden Zufallszahlen aus den einzelnen bedingten Verteilun-
gen (p(ξiι |ξi−ι , ci, µi∗, Σi∗, Oi, σ20 , y), p(c1:p, µ1:p∗, Σ1:p∗,O1:p|ξ1:p, δ, σ20 , y) sowie
p(δ| ξ1:p, σ20 , c1:p, µ1:p∗, Σ1:p∗,O1:p, y)), wie in Jara u.a. (2009) beschrieben ist, gezo-
gen, wobei gilt ξi−ι =
(
ξi1 , . . . ,ξiι−1 , ξiι+1 , ξini
)
.
In der aktuellen Implementierung im Paket DPpackage werden nur Modelle be-
rücksichtigt, die so transformiert werden können, dass im hierarchischen Modell (21)
gilt p = 1. Die im Abschnitt 3.2.4 definierten Modelle besitzen nicht diese Eigen-
schaft (die transformierten zufälligen Effekte sind nicht stochastisch unabhängig),
sodass keine Annahme über die PBM-Verteilung dort getroffen wird.
Die Informationen über a-priori-Verteilungen der festen Effekte sowie der Rest-
störgrößen sind Abschnitt 2.2.1 zu entnehmen. Damit die Basisverteilung keinen
großen Einfluss auf die a-posteriori-Verteilung hat, nehmen wir hier – wie auch bei
den festen Effekten – an, dass gilt µξ = 0q sowie Sξ = 10.000Iq. Wir unterstellen
M = Iq und ν0 = q + 2, sodass gilt E(Σ∗) = Iq. Außerdem setzen wir a0 = b0 = 10
und erhalten E(c) = 1 sowie var(c) = 0,1, was für eine gute Mischung der Kette
spricht.
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3 Korrelation von Ausfallwahrscheinlichkeiten
Die Ausfallwahrscheinlichkeiten von Schuldnern sind die wesentlichen Komponen-
ten zur Verlustabschätzung in einem Kreditportfolio. Bluhm u.a. (2003) stellten drei
Vorgehen zur Quantifizierung dieser Kenngrößen vor:
Das erste basiert auf den historischen Ausfallraten von Ratingagenturen wie
Moody’s oder Standard & Poor’s. Tatsächlich sind ihre Datenbanken nicht voraus-
schauend und enthalten eher die in Bezug auf die Kreditratings eingestuften Daten,
sodass die wichtigen Informationen über einen bestimmten Schuldner vernachlässigt
werden. Außerdem zeigten Lando und Skødeberg (2002) das Problem der Verspä-
tung zwischen Ratingveränderungen und dem Herunterstufen bzw. Höherstufen
von Unternehmen auf. Ein solches Phänomen könnte zur falschen Einschätzung der
Ausfallwahscheinlichkeit von Unternehmen führen.
Ausfallwahrscheinlichkeiten können auch durch die auf die Optionstheorie von
Black und Cox (1976) sowie Merton (1974) basierenden Modelle bestimmt werden.
Gemäß dieser Modelle fällt ein Unternehmen aus, wenn sein Eigenkapitalwert unter
den Wert seines Kredites vor oder zum Zeitpunkt der Laufzeit fällt. Diese Methode
lässt sich kaum zum Einsatz bringen, da sich das zugrunde liegende Eigenkapital
nicht direkt beobachten lässt. Zudem variiert die Kapitalstruktur über die Zeit.
Schlussendlich, das dritte Vorgehen, das in dieser Arbeit behandelt wird: es be-
ruht auf dem Konzept der Bewertung von Derivaten, die das Ausfallrisiko von
Schuldnern enthält. Wichtigste Kreditderivate für die Messung von Ausfallwahr-
scheinlichkeiten sind CDS, da sie sich kaum durch die Illiquidität beeinflussen
lassen, die wiederum zur falschen Einschätzung von Ausfallwahrscheinlichkeiten
führen kann (vergleiche Longstaff u.a. (2005)).
Hull u.a. (2004) wiesen darauf hin, dass ein positiver Zusammenhang zwischen
der CDS-Prämie und dem Kreditrating vorliegt. Ericsson u.a. (2009) bestätigten,
dass CDS-Prämien durch Variablen erklärt werden können, die für das Kreditrisiko
entscheidend sind. Jorion und Zhang (2006) sowie Cariboni u.a. (2011) empfahlen,
Ausfallwahrscheinlichkeiten von Banken aus CDS zu schätzen. Zhang u.a. (2012)
untersuchten die bedingten Ausfallwahrscheinlichkeiten von EU-Mitgliedsstaaten
mittels CDS-Prämien. Die CDS-Prämie kommt somit als wichtigste Messung für
die Quantifizierung von Ausfallwahrscheinlichkeiten in Frage und stellt sogar die
wesentliche und relevante Information für das Kreditgeschäft dar (vergleiche Norden
und Wagner (2008)). Dieser Zusammenhang wird im folgenden erstellt.
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3.1 Finanzökonomische Theorie
Betrachtet wird eine Anleihe B (Bond) mit zugehöriger Ausfallwahrscheinlichkeit
PD (Probability of Default) sowie Verlustausfallquote LGD (Loss Given Default).
Wir folgen dem Ansatz des Basler Ausschuss für Bankenaufsicht (vergleiche für
Bankenaufsicht (2004) und Jorion (2010)) und bestimmen den erwarteten Verlust
E[L] (Expected Loss) als
E[L] = B · PD · LGD⇐⇒ PD = E[L]
B · LGD .
In einem effizienten Markt kann man davon ausgehen, dass der erwartete Verlust
gerade den Versicherungskosten entspricht, die sich als Produkt (sp · B) von CDS-
Prämie (spread; sp) und Anleihe (B) bestimmen lassen. Somit ergibt sich (vergleiche
Brigo und Mercurio (2006)):
PD =
sp · B




Die Verlustausfallquote wird oft deterministisch modelliert (vergleiche Standard
& Poors (2006), Brigo und Chourdakis (2009), Collin-Dufresne (2009) sowie Fitch
Ratings (2010)). Bei Standard & Poors (2006) und Fitch Ratings (2010) lag die Verlust-
ausfallquote bei etwa 60 % (LGD ≈ 60 %). Somit hängt die Ausfallwahrscheinlichkeit
einer Bank ausschließlich von deren CDS-Prämie sp ab. Die Ausfallwahrscheinlich-
keitskorrelation zwischen zwei beliebigen Banken i und j lässt sich dann wie folgt
ausdrücken









Dies bietet uns die Möglichkeit, Ausfallwahrscheinlichkeitskorrelationen als Korre-
lation zwischen CDS-Prämien anzunehmen.
Für LGD ≡ 1 ist die Ausfallwahrscheinlichkeit sogar gleich der CDS-Prämie. Zum
Beispiel bedeutet eine laufende Prämie von 300 Basispunkten, dass bei einem Kon-
traktvolumen von 100 Mio. Euro eine Prämienzahlung von 3 Mio. Euro pro Jahr zu
leisten ist. Diese Prämie entspricht exakt der Ein-Jahres-Insolvenzwahrscheinlichkeit.
Als Marktportfolio haben wir den Markit-iTraxx Europe verwendet. Dieser Index
umfasst die 125 am stärksten gehandelten CDS-Preise in Europa.
Wir werden deshalb die Ausfallwahrscheinlichkeitskorrelation der Banken mittels
Panel-Regressionen von CDS-Preisen modellieren und in den folgenden Abschnitten
schätzen. Da es in dieser Analyse nicht um Modellbewertung, sondern Modellent-
wicklung geht, werden verschiedene Modelle hier eingesetzt, um einen plausiblen
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Vorschlag zu machen. Uns interessiert vor allem die aus diesen Modellen enstehende
Korrelation. Wir werden theoretische Formeln für ihre Berechungen erstellen und
beweisen.
3.2 Korrelation von CDS-Preisen
Wie wir im Kapitel 4.1 zeigen werden, liegt ein Zusammenhang zwischen den
CDS-Preisen einzelner Banken und den iTraxx-Indizes vor. Dieser Zusammenhang
wird mit einer balancierten Panel-Regression modelliert, indem alle Variablen reell-
wertig sind. Ein Vorteil dieses Panel-Regressionstyps ist, dass er eine geschlossene
Form von Schätzern durch den Maximum Likelihood (ML)-Ansatz erlaubt (vergleiche
Demidenko, 2004, S. 49). Die ML-Schätzer können aber auch iterativ durch spezielle
Algorithmen berechnet werden. Das Modell ist wie folgt definiert
CDSit = µ+ γi + ηCDSi,t−1 + βiTraxxt + vit,
i = 1, . . . ,N, t = 1, . . . ,T (34)
und
vit = αi + λt + εit, (35)
wobei
• CDSit den t-ten beobachteten CDS-Preis der Bank i und CDSi0 den CDS-Preis
der Bank i vor der Beobachtungsphase repräsentiert,
• iTraxxt den iTraxx-Index aller Finanzmarktunternehmen am Tag t ist,
• µ die Mittelwerte der CDS-Preise von Banken im Beobachtungszeitsraum, γi
der von der Bank i abhängige feste Effekt und
β und η Skalare – die den Einfluss von iTraxx beziehungsweise der verzögerten
CDS auf die exogene Variable messen – sind,
• vit (mit Varianz σ2v ) den Effekt der ausgelassenen Variable repräsentiert, die
zu den Banken und zu dem Zeitraum gehören. Der Fehlerterm vit besteht aus
drei Komponenten:
– der unbeobachtbare individuenspezifische Effekt αi, der aus allen zufälli-
gen zeitinvarianten Effekten der Bank i besteht,
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– der unbeobachtbare Zeiteffekt λt, der aus allen zufälligen individuellen
invarianten Effekten besteht
– der Fehlerterm εit, der über Individuen und Zeit variiert.
Es wird zum einen angenommen, dass sowohl λt ∼ N(0, σ2λ), εit ∼ N(0, σ2ε ) und
αi ∼ N(0, σ2α) unabhängig voneinander sind, als auch dass
{iTraxxt, t = 1 . . . T} nicht stochastisch ist. Zum anderen wird verlangt, dass die
Fehlerterme vit unabhängig voneinander sind und eine Varianz-Kovarianzmatrix
Ω haben. Die Verzögerte endogene Variable (CDSi,t−1), der Marktindex (iTraxxt)
sowie γi kommen nur alternativ in Modellen vor. In der gesamten Studie ist
{CDSi0, i = 1, . . . , N} als fest anzunehmen.
Die Modelle (34) und (35) können in Matrix-Vektor-Schreibweise wie folgt umge-
schrieben werden
CDS = Xδ+ v (36)
v = (IN ⊗ 1T)α+ (1N ⊗ IT)λ+ (IN ⊗ IT)ε, (37)
wobei
• ⊗ das Kronecker-Produkt ist ,
• CDS ∈ RN·T der Vektor der beobachteten CDS-Preise aller Banken ist,
• X ∈ RN·T×m die Designmatrix der unabhängigen Variable ist,
• δ ∈ Rm der Vektor der Bankenparameter,
• α ∈ RN der Vektor der unabhängigen zufälligen Individueneffekte
mit Kovarianzmatrix (vergleiche Arnold, 1981, S. 41)




• λ ∈ RT der Vektor der unabhängigen zufälligen Zeiteffekte
mit Kovarianzmatrix
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• ε ∈ RN·T der Vektor der Fehlerterme mit Kovarianzmatrix
Ω(ε) = (IN ⊗ IT)σ2ε (I′N ⊗ I′T)




• v der gesamte Fehlerterm im Modell mit Kovarianzmatrix
Ω = Ω(α) +Ω(λ) +Ω(ε). (38)
Zur Beurteilung der Güte des Modells wird sowohl das adjustierte Bestimmtheits-
maß (R2adj) als auch das Akaike Information Criterion (AIC) verwendet. Das erste
Bestimmtheitsmaß gibt eine Übersicht darüber, wie gut die Modellparameter ge-
schätzt wurden, und hat die folgende Form (vergleiche Draper und Smith, 1998,
S. 140)
R2adj = 1−
1− δˆtXtCDS− N · TCDS2
CDStCDS− N · TCDS2
( N · T − 1












den mittleren CDS-Preis über die Zeit und Banken repräsentiert,
• CDS = (CDS11, . . . , CDS1T, CDS21, . . . , CDS2T, . . . , CDSN1, . . . , CDSN·T)′
der Vektor der CDS-Preise aller Banken ist.
Das zweite Bestimmtheitsmaß hängt von der ML-Funktion ab. Für die Modelle (36)
und (37) lässt sich die ML-Funktion wie folgt schreiben




(CDS− Xδ)′Ω−1(CDS− Xδ)}. (39)
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Logarithmiert man diese ML-Funktion, ergibt sich
l(δ, Ω) = −1
2
[
N · T ln(2pi) + ln |Ω|+ (CDS− Xδ)′Ω−1(CDS− Xδ)
]
.
Maximiert man jetzt die logarithmierte ML-Funktion, indem man sie nach δ und Ω
ableitet und sie gleich Null setzt, ergeben sich die ML-Schätzer δˆML und ΩˆML. Sei
nun
lmax = l(δˆML, ΩˆML),
dann hat das Akaike Information Criterion die Form (vergleiche Demidenko, 2004,
S. 11ff.)
AIC = −2lmax + 2m.
Basierend auf diesem Kriterium können auch verschiedene Modelle anhand der
Güte verglichen werden. Generell wird von zwei Modellen dasjenige mit dem
niedrigeren AIC ausgewählt.
Um die Korrelation von CDS-Preisen über die Banken und/oder über die Zeit
messen zu können, verwenden wir die gewöhnliche Formel





i, j = 1, . . . , N und t, s = 1, . . . , T
Im Folgenden sollen unterschiedliche Annahmen für die Modelle (34) und (35) je
nach Ziel getroffen und die resultierenden Modelle untersucht werden.
39
3 Korrelation von Ausfallwahrscheinlichkeiten
3.2.1 Fester Unternehmenseffekt
Damit keine zufälligen sondern feste Effekte im Modell berücksichtigt werden,




Dazu sei α∗i = γi + µ der mittlere CDS-Preis der Bank i im Beobachtungszeitsraum.
Wir erhalten das folgende Modell
CDSit = α∗i + ηCDSi,t−1 + βiTraxxt + εit,
i = 1, . . . , N, t = 1, . . . , T . (40)
Dieses Modell wird in der englischsprachigen Literatur als fixed-effects model geführt.
Dabei bezeichnet α∗i den festen Unternehmenseffekt. Formen wir das Modell in Matrix-
Vektor-Schreibweise um, so erhalten wir
CDS = Xδ+ ε,
wobei
ε = (ε11, . . . ,ε1T,ε21, . . . ,ε2T, . . . , εN1, . . . ,εN·T)′ .
Wir werden hier die folgenden Fälle betrachten, die sich durch die Struktur von
X bez. δ unterscheiden:
• η = 0
X =

1T 0 · · · 0 iTraxx
0 1T · · · 0 iTraxx
...
... . . .
...
...
0 0 · · · 1T iTraxx
 ∈ RN·T×(N+1)




für das statische Modell,
• β 6= 0 und η 6= 0
X =

1T 0 · · · 0 CDS1,−1 iTraxx
0 1T · · · 0 CDS2,−1 iTraxx
...




0 0 · · · 1T CDSN,−1 iTraxx
 ∈ RN·T×(N+2).
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für das dynamische Modell mit der Variable iTraxx,
• β = 0 und η 6= 0
X =

1T 0 · · · 0 CDS1,−1
0 1T · · · 0 CDS2,−1
...
... . . .
...
...
0 0 · · · 1T CDSN,−1
 ∈ RN·T×(N+1).




für das dynamische Modell ohne die Variable iTraxx.
Dabei ist
iTraxx = (iTraxx1, . . . , iTraxxT)
′ ,
CDSi,−1 = (CDSi,0, . . . , CDSi,T−1)′ .
Danach wird entschieden, welcher der Fälle vorteilhaft ist. Dies bedeutet, welches
der beiden Modelle das niedrigere AIC besitzt. Unter Anwendung der Kleinsten-
Quadrate (KQ)-Methode erhält man folgende Schätzer für δ und σ2ε (vergleiche
Chatterjee und Hadi, 1988, S. 40)





N · T −m . (42)
Wobei
ĈDSit = αˆi∗ + βˆKQiTraxxt
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für das statische Modell und
ĈDSit = αˆi∗ + ηˆKQCDSi,t−1 + βˆKQiTraxxt
oder
ĈDSit = αˆi∗ + ηˆKQCDSi,t−1
für die dynamischen Modelle ist, je nachdem ob die exogene Variable iTraxx in
Betracht gezogen wird oder nicht, und die Vorhersage des CDS-Preises der Bank i
zum Zeitpunkt t repräsentiert.
Unter Annahme des festen Unternehmenseffekts ist das AIC gegeben durch die
Form (vergleiche Demidenko, 2004, S. 13)
AIC = 2m + N · T ln N · T −m




In diesem Abschnitt wollen wir ausschließlich den Einfluss der iTraxx-Indizes
auf den CDS-Preisen untersuchen. Deshalb wird der Effekt der verzögerten exoge-
nen Variable im Modell (40) isoliert. Dafür setzen wir η = 0 und erhalten folgendes
Modell
CDSit = α∗i + βiTraxxt + εit,
i = 1, . . . , N, t = 1, . . . , T . (43)
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der mittlere iTraxx-Index der Finanzmarktunternehmen im Beobachtungszeitsraum
ist.








1 , für i = j , t = s,
0 , sonst.
(45)
Diese theoretischen Ergebnisse der Korrelation würden bedeuten, dass die CDS-
Preise von Banken weder über die Zeit noch über Banken korreliert sind. Es bleibt
die Frage, ob diese Schlussfolgerung realistisch ist. Die Ergebnisse der empirischen
Autokorrelation (Tabelle 2 und Tabelle 3) zeigen, dass alle Banken sowohl über
die Zeit als auch unter einander – und zwar mit einer Längsschnittkorrelation
von mindestens 0,95 für τ = 1 sowie einer Querschnittkorelation von mindestens
0,52 – korreliert sind. Diesem Ergebnis widerspricht das statische Modell mit festem
Unternehmenseffekt.
Dynamisches Modell
Für das dynamische Modell werden zwei Fälle betrachtet. Zum einem wird das
Verhalten der CDS-Preise untersucht, wenn die iTraxx-Indizes und die verzögerten
CDS-Preise gleichzeitig im Modell in Betracht gezogen werden (η 6= 0). Das Modell
hat die Form
CDSit = α∗i + ηCDSi,t−1 + βiTraxxt + εit,
i = 1, . . . , N, t = 1, . . . , T . (46)
Zum anderen, wird die Variable iTraxx isoliert. Wir konzentrieren uns ausschließlich
auf den Einfluss der verzögerten CDS-Preise. Dafür setzen wir β = 0 und erhalten
folgendes Modell
CDSit = α∗i + ηCDSi,t−1 + εit,
i = 1, . . . , N, t = 1, . . . , T .
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Die Modellparameter können auch hier mithilfe der Methode der Kleinsten-
Quadrate wie in (41) und (42) ermittelt werden. Im Fall β = 0 vereinfachen sich die





































Diese geschätzten Parameter sind inkonsistent, denn die asymptotische Verzer-
rung ist in diesem Modell wie folgt gegeben (vergleiche Hsiao, 2003, S. 73ff.) und
(Arellano, 2003, S. 84f.)
plim
N→∞













Aus dieser Formel ergibt sich, dass der Schätzer ηˆKQ nur für T → ∞ konsistent
ist. Für niedrige Werte von T ist diese Verzerrung bedeutend. Zum Beispiel haben
wir für den Fall T = 2 die folgende Verzerrung
plim
N→∞
(ηˆKQ − η) = −1+ η2 .
Dies würde bedeuten, dass die Schätzmethode beim dynamischen Modell mit
Unternehmenseffekten im Allgemeinen nicht effizient ist, wenn T nicht genug groß
ist, da die geschätzten Parameter dort inkonsistent sind.
Lemma 3.1. Für zwei beliebige Unternehmen i, j und zwei diskrete Zeitspunkte t, s lässt
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Beweis. Schreibt man das Modell (46) wie folgt um (vergleiche Arellano, 2003,
S. 83),




ηt−r(α∗i + βiTraxxr + εir),



















Sei s, t ∈ {1, 2, . . . , T}. Wir nehmen ohne Beschränkung der Allgemeinheit an, dass
gilt t ≥ s. Dann folgt






























1−η2 , für i = j,
0 , sonst.
. (48)
Die Formel (47) ist zwar eine Verbesserung von (45), da die Korrelationsfunktion
in diesem Fall mit wachsendem Abstand zwischen t und s sinkt, muss aber noch
verbessert werden, da die Querschnittkorrelation immer Null geblieben ist.
Im weiteren Verlauf werden folgende Annahmen getroffen
γi = 0, i = 1, . . . , N. (49)
45
3 Korrelation von Ausfallwahrscheinlichkeiten
3.2.2 Zufälliger Unternehmenseffekt
Zur Verbesserung des Modells mit festen Unternehmenseffekten wird in (34) und
(35) zusätzlich zu der Gleichung (49) angenommen, dass gilt σ2λ = 0. Der Anteil
αi ∼ N(0, σ2α) wird als zufälliger Unternehmenseffekt bezeichnet. Der unternehmens-
spezifische Effekt αi ist auch dafür zuständig, dass die CDS-Preise eines Unterneh-
mens über die Zeit korreliert sind. Dies ist plausibel, wenn man bedenkt, dass im
Allgemeinen dasselbe Management über einen längeren Zeitraum zu dem unter-
nehmerischen Erfolg beiträgt.
Die Modellierung der Fehlerterme sieht wie folgt aus:
vit = αi + εit.
Und damit hat das gesamte Modell die folgende Form
CDSit = µ+ ηCDSi,t−1 + βiTraxxt + αi + εit,
i = 1 . . . N, t = 1, . . . ,T . (50)
Wobei
E(αi) = E(εit) = E(αiiTraxxt) = E(εitiTraxxt)
=E(αiCDSi0) = E(εitCDsi,t−1) = 0, (51)
E(αiαj) =
{





σ2ε , für i = j , t = s,
0 , sonst.
(53)
Formt man das Modell (50) in Matrix-Vektor-Schreibweise um, so erhält man
CDSi = Xiδ+ 1Tαi + εi,
i = 1, . . . ,N . (54)
Auch hier sollen die Einflüsse der verzögerten endogenen Variable und die
Variable iTraxx auf die CDS-Preise im Modell (50) analysiert werden. Dafür isolieren
wir aufeinanderfolgend die Effekte dieser Variablen im Modell. Dabei setzen wir
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i = 1, . . . , N,
δ = (µ, β) ∈ R2 ,
für das statische Modell mit zufälligem Unternehmenseffekt. Wir werden beobach-
ten, wie die Variable iTraxx ausschließlich die Ergebnisse der Modellierung
mit zufälligem Unternehmenseffekt beeinflusst.
• η 6= 0
für das dynamische Modell mit zufälligem Unternehmenseffekt. Hier ist zu beob-
achten, wie groß der Einfluss der verzögerten CDS-Preise auf die Modellierung
ist. Wir untersuchen dabei sowohl den Einfluss kombinierter Variablen im
Modell, indem wir





i = 1, . . . , N
δ = (µ,η,β) ∈ R3 ,
setzen als auch ausschließlich die Auswirkung der verzögerten CDS-Preise
auf die Ergebnisse der Modellierung, indem wir





i = 1, . . . , N,
δ = (µ, η) ∈ R2 ,
setzen. Die Bestimmung der Modellparameter erfolgt in diesem Abschnitt mit-
hilfe des ML-Ansatzes. Ausnutzung von (39) führt zu der folgenden ML-Funktion
(vergleiche Hsiao, 2003, S. 78ff.)
L
(


















3 Korrelation von Ausfallwahrscheinlichkeiten
Wobei

















Die Modellparameter können mittels der Restringierten Maximum Likelihood (REML)-
Methode (vergleiche Demidenko, 2004, S. 58ff.) geschätzt werden, da die gewöhnli-
che ML-Methode die Varianzkomponenten (σ2ε , σ2α) unterschätzt, sodass sie verzerrt
geschätzt werden (Kiefer, 1980). Die entsprechende REML-Funktion hat die folgende
Form (vergleiche Demidenko, 2004, S. 60)






















(CDSi − Xiδ)′V−1(CDSi − Xiδ) . (57)
Die REML-Schätzer für δ, σ2ε und σ2α können berechnet werden mittels
σˆ2ε =
1




(CDSi − X∗δ)′ V−1 (CDSi − X∗δ) (58)
und Maximierung der resultierenden Funktion, genannt restringierter Profile-log-
likelhood (lR,p), über δ und d
lR,p(δ, d) =− 12
[





















+ const , (59)
wobei const = (N · T −m) [ln(N · T −m)− 1].
Für den Fall Xi = Xj, i, j = 1, . . . , N werden wir das Optimierungsproblem
analytisch im nächsten Abschnitt lösen. Für den anderen (Xi 6= Xj, i 6= j) lässt
sich das Problem mittels Maximierungsalgorithmen wie Newton-Raphson (NR),
Expectation-Maximization (EM), Fisher Scoring (FS) iterativ bestimmen (vergleiche
beispielweise Demidenko, 2004, S. 80ff.).
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Statisches Modell
Das Ziel ist hier, ausschließlich den Einfluss der Variable iTraxx auf die Zielva-
riable im Modell mit zufälligem Unternehmenseffekt zu ermitteln. Deshalb wird
der Effekt der verzögerten CDS-Preise (η = 0) im Modell isoliert. Das Modell sieht
folgendermaßen aus
CDSit = µ+ βiTraxxt + αi + εit,
i = 1, . . . , N, t = 1, . . . , T . (60)
Wobei αi eine Zufallsvariable ist, die die Abweichung zwischen dem mittleren
CDS-Preis (µ) der gesamten Bank und dem von der Bank i ist.
Unter dieser Modellspezifikation haben wir
Xi = (1T, iTraxx) = X∗.
Leitet man lR,p(β, d) nach β und d ab und setzt die Ableitungen gleich Null, ergibt
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µˆREML = CDS− βˆREMLiTraxx = CDS− βˆKQiTraxx = µˆKQ, (64)
wobei
Q = IT − 1T 1T1
′
T
die Matrix repräsentiert, die den Abstand zwischen einem T-dimensionalen Vektor















Die durch die Maximierung gefundenen Lösungen δˆREML und dˆREML setzt man






‖eˆi‖2 − T(CDSi − CDS)2
N(T − 1)−m + 1 , (65)
wobei
‖eˆi‖2 = (CDSi − X∗δˆREML)′(CDSi − X∗δˆREML),
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die Norm der REML-Residuen repräsentiert.
Die Schätzer (63) und (64) machen klar, dass sich der REML-Schätzer für δ unab-
hängig von der Fehlerkovarianzmatrix bestimmen lässt. Es folgt daraus, dass die
Anwendung der KQ-Methode auf das Modell (60) zum gleichen Schätzer für den
Parametervektor (δ) wie die REML-Methode führt.



















, für i = j , t 6= s,
1 , für i = j , t = s,
0 , für i 6= j.
. (67)
Es wird ersichtlich, dass die Korrelation über die Zeit aufgrund der Annahmen
an die Fehlerstruktur konstant bleibt. Dieses Ergebnis scheint aber unrealistisch zu
sein, da die empirischen Autokorrelationen zeigen, dass diese Werte mit steigenden
Abständen zwischen den Handelstagen sinken. Außerdem beträgt die Korrelation
über Banken Null, was die empirische Querschnittkorrelation (Tabelle 3) nicht
bestätigt. Im nächsten Abschnitt werden wir untersuchen, wie die CDS-Preise und
somit die theoretischen Korrelationen auf das Einfügen der verzögerten endogenen
Variable im statischen Modell mit zufälligen Unternehmenseffekten reagieren.
Dynamisches Modell
Hier untersuchen wir den Einfluss der verzögerten CDS-Preise bei der Model-
lierung mit zufälligem Unternehmenseffekt. Dabei stellen wir fest, dass gilt η 6= 0.
Wir definieren dazu folgende Modelle, je nachdem, ob wir gleichzeitig den Einfluss
von iTraxx ermitteln wollen:
CDSit = µ+ ηCDSi,t−1 + βiTraxxt + αi + εit,
i = 1, . . . , N, t = 1, . . . , T (68)
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oder ob wir ausschließlich den Einfluss der verzögerten exogenen Variable berück-
sichtigen möchten:
CDSit = µ+ ηCDSi,t−1 + αi + εit,
i = 1, . . . , N, t = 1, . . . , T . (69)
Die Modellparameter für beide Spezifikationen – β 6= 0 oder β = 0 – lassen sich
durch die FS- , NR-, oder EM-Algorithmen schätzen. Aufgrund der vorliegenden
Korrelation zwischen αi und CDSi,t−1 ist zu erwarten, dass diese Schätzer inkon-
sistent sind. Aber bei einer umfangreichen Stichprobe, also T → ∞ oder N → ∞
können die Schätzer effizient sein (vergleiche Hsiao, 2003, S. 78ff.).
Lemma 3.2. Für zwei beliebige Unternehmen i, j und zwei diskrete Zeitspunkte t, s lässt


























, für i = j,
0 , sonst,
, (70)
Beweis. Aufgrund der Annahmen an CDSi,0 transformieren wir das Modell (68)
wie folgt, um die Varianz-Kovarianzfunktion der CDS-Preise leicht zu berechnen.




ηt−r(µ+ αi + βiTraxxr + εir),
i = 1, . . . , N, t = 1, . . . , T (71)
Sei s, t ∈ {1, 2, . . . , T}. Wir nehmen ohne Beschränkung der Allgemeinheit an, dass
gilt t ≥ s. Dann folgt
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1−η2 , für i = j,
0 , sonst.
(73)








Es ist ersichtlich, dass die verzögerten exogenen Variablen die Korrelation beein-
flussen. Trotz dieses Einflusses bleibt die Querschnittkorrelation Null. Dies liegt
weiter in den Annahmen an die Fehler.
Der ML-Ansatz fordert, dass die Fehlerterme und die zufälligen Effekte normal-
verteilt sind. Deswegen ist dieser Ansatz nicht robust gegen Verteilungsannahmen.
Die quadratische Schätzung der Varianzparameter scheint dagegen adäquat im
linearen Modell. Zum einen, weil das Verfahren keine iterative Lösung erfordert,
zum anderen, weil die dauraus resultierenden Schätzer ohne Annahmen über
die Verteilung unverzerrt sind. Dies ist gerade in unserem Fall interessant, da
die Annahmen über die Normalverteilung häufig verletzt sind, sodass die ML-
Schätzung der Kovarianzmatrix Ω nicht mehr effizient ist. Die Varianzschätzung
ist im Allgemeinen entscheidend für den Parameter δ, da bei bekannten Ω δ mit-
hilfe der verallgemeinerten KQ-Methode ermittelt werden kann. Zu der Klasse der
quadratischen unverzerrten Schätzern gehören Minimum Norm Quadratic Unbiased
(MINQU)-Schätzer für die Varianzparameter, die von Rao eingeführt wurden. Für
die Modelle mit Annahmen über die Normalverteilung führt dieser Ansatz zu dem
quadratischen unverzerrten Schätzer mit minimaler Varianz (vergleiche Demiden-
ko, 2004, S. 157–158). Demidenko, 2004, S. 177 zeigt, dass die REML-Schätzer von
Varianzkomponenten (σ2ε , σ2α) im balancierten Modell mit zufälligem Unternehmens-
effekt gleich den MINQU-Schätzern sind.
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AR(1)-Fehler
Wir wollen untersuchen, ob die Reststörgrößen (εit) die Struktur eines AR(1)-
Prozesses im Modell mit zufälligem Unternehmenseffekt – das heißt , die Mo-
delle (60), (68) sowie (69) – aufweisen. Wir modellieren die Restörgrößen εit wie
folgt
εit = φεi,t−1 + ζit, i = 1, . . . , N, t = 1, . . . , T, |φ| < 1, (74)
wobei sowohl ζit ∼ N(0, σ2ζ ) unabhängig identisch verteilt als auch unabhängig von
εi,t−1 sind. Wir erhalten somit die folgende Struktur für die Störgrößen.
vit = αi + εit,
i = 1, . . . ,N, t = 1, . . . ,T,
und
εit = φεi,t−1 + ζit,
|φ| < 1.
Die Kovarianzfunktion für εit hat dann die Form (vergleiche Fuller, 1976, S. 37)
kov(εit,εis) = σ2ζ
φ|t−s|
1− φ2 . (75)















Mithilfe dieser Kovarianzmatrix erhalten wir die folgende REML-Funktion (verglei-



















(CDSi − Xδi )′V∗−1(CDSi − Xiδ) . (78)
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(CDSi − Xiδ)′ V∗−1 (CDSi − Xiδ) (79)





















∗−1Xi|+ N ln |V∗|
]
+ const . (80)




1 −φ 0 · · · · · · · · · 0
−φ 1+ φ2 −φ . . . ...
0 −φ 1+ φ2 −φ . . . ...
... . . . −φ 1+ φ2 . . . . . . ...
... . . . . . . . . . −φ 0
... . . . −φ 1+ φ2 −φ




1− φ2 (IT + φ




|Korr| = 1− φ2,










U −U1T(d˜ + 1′TU1T)−11′TU
]
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wobei H und I∗ T × T Matrizen sind, die wie folgt definiert werden:
H =

0 1 0 · · · 0
1 0 1 . . .
...
0 1 0 . . . 0
... . . . . . . . . . 1




0 0 · · · 0 0
0 1 . . .
...
... . . . . . . . . .
...
... . . . 1 0
0 · · · · · · 0 0

und
d˜ = (1− φ2)/d∗. (81)
Werden die Ausdrücke für |V∗|, V∗−1 in die obige restringierte Profile-Likelihood
eingesetzt und einige Umformulierungen durchgeführt, reduziert sich die restrin-
gierte Profile-Likelihood zu
l∗R,p(δ,φ,d˜) = −
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Mithilfe der oben genannten Maximierungsalgorithmen lässt sich die restringierte
Profile-Likelihood-Funktion (l∗R,p) über δ, φ, d˜ maximieren. Setzt man die durch das
Maximierungsproblem gefundenen Schätzer δˆ∗REML, φˆ,
ˆ˜d in (81) ein, so erhält man
den Schätzer dˆ∗, der selbst in (76) eingesetzt wird, sodass der Schätzer Vˆ∗ ermittelt
werden kann. Mithilfe von (79) lässt sich die Fehlervarianz σ2REML(ζ) und daraus
σ2REML(α) schätzen.
Lemma 3.3. Für zwei beliebige Unternehmen i, j und zwei diskrete Zeitspunkte t, s lässt
sich die Abhängigkeitsstruktur im statischen Modell mit zufälligem Unternehmenseffekt






, für i = j,
0 , sonst.




1−φ2 , für i = j,
0 , sonst.
.












, für i = j,
0 , sonst.
.
Lemma 3.4. Für zwei beliebige Unternehmen i, j und zwei diskrete Zeitspunkte t, s lässt
sich die Abhängigkeitsstruktur in dynamischen Modellen mit zufälligem Unternehmensef-












































ηt−r(µ+ βiTraxxr + vir),
lässt sich die Kovarianzfunktion wie folgt berechnen











































t−r+s−qφ|r−q| , für i = j,
0 , sonst.
3.2.3 Zufälliger Zeiteffekt
Bis jetzt haben die Modelle die gemeinsame Eigenschaft, dass die theoretische
Querschnittkorrelation Null bleibt. Dies lässt sich dadurch begründen, dass der für
die Querschnittkorrelation zuständige Faktor nicht im Modell aufgenommen wurde.
Weil diese Korrelation in dieser Studie von besonderer Bedeutung ist, ist es von
Interesse, den Daten die Möglichkeit zu geben, sich selbst über die Querschnittkor-
relation zu äußern. Die Querschnittkorrelation bringt die Wirkung systematischer
Risikoquellen zum Ausdrück, die nicht explizit im Modell enthalten sind. Dazu
zählen zum Beispiel für den Zeitraum der Analyse die aus dem Bankenrettungspa-
ket sowie der Insolvenzmeldung der US-amerikanischen Investmentbank Lehman
Brothers entstehenden Risiken. Existieren ökonomische Faktoren, die sich auf die
CDS-Preise betrachteter Unternehmen auswirken, so hat dies eine Korrelation zwi-
schen CDS-Preisen zur Folge.
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Um unser Ziel zu verfolgen, wird angenommen, dass ein zeitabhängiger unbeob-
achtbarer zufälliger Effekt vorliegt (σ2λ 6= 0), der sich in den Reststörgrößen befindet.
Das Modell hat die Form
vit = λt + εit
Das gesamte Modell hat die Form
CDS = Xδ+ (1N ⊗ IT)λ+ (IN ⊗ IT)ε, (83)
wobei
λ = (λ1, . . . ,λT)
′
die Vektoren der zufälligen Effekte sind.
Auch hier sollen die Einflüsse der verzögerten endogenen Variable und die Varia-
ble iTraxx auf die CDS-Preise (im Modell (83)) analysiert werden. Dafür isolieren
wir aufeinanderfolgend die Effekte dieser Variablen im Modell. Dabei setzen wir
• η = 0
X =
(
1N ⊗ 1T 1N ⊗ iTraxx
) ∈ RN·T×2,
δ = (µ,β)′ ∈ R2
für das statische Modell mit zufälligem Zeiteffekt. Wir beobachten, wie die Va-
riable iTraxx ausschließlich die Ergebnisse der Modellierung mit zufälligen
Unternehmens- und Zeiteffekten beeinflusst.
• η 6= 0 für das dynamische Modell mit zufälligem Zeiteffekt. Hier ist fraglich, wie
groß der Einfluss der verzögerten CDS-Preise auf die Modellierung ist. Wir
untersuchen dabei sowohl den Einfluss kombinierter Variablen im Modell,
indem wir










δ = (µ,η,β)′ ∈ R3
59
3 Korrelation von Ausfallwahrscheinlichkeiten
setzen, als auch ausschließlich die Auswirkung der verzögerten CDS-Preise
auf die Ergebnisse der Modellierung, indem wir









δ = (µ,η,)′ ∈ R2
setzen.
Unter Annahmen dieses Abschnittes lässt sich die Fehler-Kovarianzmatrix mithilfe
der Formel (38) wie folgt umformen
















Die entsprechende REML-Funktion ist durch die folgende Form gegeben
lR(δ, Ω) = − 12
[








N · T −m (CDS− Xδ)
′Ω∗−1 (CDS− Xδ) , (85)
erhält man die folgende restringierte Profile-Likelihood-Funktion
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Die Parameter δ und κ lassen sich wieder iterativ durch Maximierung der lRp-
Funktion bestimmen. Unter Ausnutzung der resultierenden Schätzer δˆREML, κˆ kann
die Kovarianzmatrix Ω∗ geschätzt werden, sodass sich die Varianzparameter σˆ2ε , σˆ2λ
mittels (95) und (84) bestimmen lassen. Um die Korrelationsstruktur zu ermitteln,
werden wir auch zwei Fälle betrachten, da die verzögerte exogene Variable abhängig
von zufälligen Effekten ist.
Statisches Modell
Das Ziel ist hier ausschließlich den Einfluss der Variable iTraxx auf die Korre-
lation im Modell mit zufälligen Unternehmens- und Zeiteffekten zu ermitteln.
Deshalb isolieren wir die verzögerten CDS-Preise im Modell (η = 0). Das Modell
sieht folgendermaßen aus
CDSit = µ+ βiTraxxt + αi + λt + εit,
i = 1 . . . N, t = 1, . . . ,T .
Die Korrelationsfunktion lässt sich wie folgt berechnen
ρˆij(t,s) =






, für i 6= j , t = s,
1 , für i = j , t = s,
0 , für j 6= i , t 6= s.
Diese theoretische Korrelation deutet darauf hin, dass CDS-Preise nur über Banken
ausschließlich am gleichen Tag korreliert sein können.
Dynamisches Modell
Hier untersuchen wir den Einfluss der verzögerten CDS-Preise auf die Korrela-
tion bei der Modellierung mit zufälligen Unternehmens- und Zeiteffekten. Dabei
setzen wir η 6= 0. Wir nutzen das folgende Modell aus




ηt−r(µ+ βiTraxxr + vit),
i = 1, . . . ,N, t = 1, . . . ,T . (86)
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Lemma 3.5. Für zwei beliebige Unternehmen i, j und zwei diskrete Zeitspunkte t, s lässt
sich die Abhängigkeitsstruktur in dynamischen Modellen mit zufälligem Zeiteffekt durch














(1−ηˆ2 max(s, t)) , sonst.
. (87)
Beweis. Sei s,t ∈ {1, 2, . . . , T}, wir nehmen ohne Beschränkung der Allgemeinheit
an, dass gilt t ≥ s. Dann folgt
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AR(1)-Fehler
Unter der Annahme eines vorliegenden AR(1)-Prozesses hat der Fehlerterm die
Form
vit = αi + λt + εit,
i = 1, . . . ,N, t = 1, . . . ,T ,
εit = φεi,t−1 + ζit, |φ| < 1.
Die Kovarianzmatrix der Fehlerterme vit mit vorligender AR(1)-Prozess lautet
Ω = σ2ζ [κ












∗,κ∗) = − 1
2
[




(CDS− Xδ)′Ω∗∗−1(CDS− Xδ), (90)
Die Verteilungsannahmen über ζit und die Notationen aus dem Abschnitt (3.2.2)
bleiben erhalten. Unter Verwendung von
σˆ2ζ =
1
N · T −m (CDS− Xδ)
′Ω∗∗−1 (CDS− Xδ) , (91)
in der REML-Funktion l∗∗R (90), erhält man die folgende restringierte Profile-Likelihood-
Funktion
l∗∗Rp(δ, φ, d
∗, κ∗) = − 1
2
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die mithilfe der Maximierungsalgorithmen maximiert werden kann und so die
Modellparameter δ, φ, κ∗ bestimmt. Setzt man die gefundenen Schätzer (δˆREML,
φˆ, κˆ∗) in (97) ein, so kann der Kovarianzschätzer Ωˆ∗∗ bestimmt werden. Diese
Kovarianzmatrix setzt man in die Gleichung (100) ein. Man erhält somit die Vari-
anzschätzer σ2REML(ζ), der selber in die Gleichung (98) eingesetzt wird, sodass die
Varianzkomponente σ2λ bestimmt werden kann.
Mithilfe der geschätzten Parameter lässt sich die Korrelationsfunktion berechnen.
Wir erhalten folgende Funktion für das statische Modell mit zufälligen Unternehmens-
und Zeiteffekten
Lemma 3.6. Für zwei beliebige Unternehmen i, j und zwei diskrete Zeitspunkte t, s lässt
sich die Abhängigkeitsstruktur im statischen Modell mit zufälligem Zeiteffekt und vorlie-













, für i 6= j , t = s,
1 , für i = j , t = s,
0 , für j 6= i , t 6= s.
(92)
Beweis. Der Beweis folgt direkt aus der Kovarianzfunktion





1−φ2 , für i = j , t 6= s,
σ2λ +
σ2ζ
1−φ2 , für i = j , t = s,
σ2λ , für i 6= j , t = s,
0 , für j 6= i , t 6= s.
.
Lemma 3.7. Für zwei beliebige Unternehmen i, j und zwei diskrete Zeitspunkte t, s lässt
sich die Abhängigkeitsstruktur in dynamischen Modellen mit zufälligem Zeiteffekt und
vorliegendem AR(1)-Prozess in den Reststörgrößen durch die folgende Korrelationsfunktion
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Beweis. Wir nutzen die Formel (96) aus und erhalten die folgende Varianz-Kovarianzmatrix


















kov(αi, αj) + kov(λr, λq) + kov(εir, ε jq)
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1− η2 min(t, s)
1− η2 .
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3.2.4 Zufällige Unternehmens- und Zeiteffekte
Wir wollen hier untersuchen, wie die Korrelation auf die gleichzeitige Aufnahme
von unternehmensspezifischen sowie zeitspezifischen Effekten im Modell reagiert.
Wir betrachten deshalb das folgende Modell für die Reststörgrößen
vit = αi + λt + εit
Der Anteil αi + λt wird als zufällige Unternehmens- und Zeiteffekte bezeichnet. Das
gesamte Modell wird in der englischsprachigen Literatur als two-way random-effects
Model geführt und hat die Form
CDS = Xδ+ (IN ⊗ 1T)α+ (1N ⊗ IT)λ+ (IN ⊗ IT)ε, (93)
wobei
α = (α1, . . . ,αN)
′ ,
λ = (λ1, . . . ,λT)
′
die Vektoren der zufälligen Effekte sind.
Auch hier sollen die Einflüsse der verzögerten endogenen Variable und die
Variable iTraxx auf die CDS-Preise (im Modell (93)) analysiert werden. Die entspre-
chenden Designmatrizen (X) sind im Abschnitt 3.2.3 definiert. Unter Annahmen
dieses Abschnittes lässt sich die Fehler-Kovarianzmatrix mithilfe der Formel (38)
wie folgt umformen






















Die entsprechende REML-Funktion ist durch die folgende Form gegeben
lR(δ, Ω) = − 12
[




(CDS− Xδ)′Ω∗−1(CDS− Xδ) .
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N · T −m (CDS− Xδ)
′Ω∗−1 (CDS− Xδ) , (95)
erhält man die folgende restringierte Profile-Likelihood-Funktion







ln |X′Ω∗−1X|+ ln |Ω∗|
]
+ const .
Die Parameter δ, d und κ lassen sich wieder iterativ durch Maximierung der lRp-
Funktion bestimmen. Unter Ausnutzung der resultierenden Schätzer δˆ, dˆ, κˆ kann die
Kovarianzmatrix Ω∗ geschätzt werden, sodass sich die Varianzparameter σˆ2REML(ε),
σˆ2REML(α), σˆ
2
REML(λ) mittels (95) und (98) bestimmen lassen.
Um die Korrelationsstruktur zu ermitteln, werden wir wieder zwei Fälle betrach-
ten, da die verzögerte exogene Variable abhängig von zufälligen Effekten ist.
Statisches Modell
Das Ziel ist hier ausschließlich den Einfluss der Variable iTraxx auf die Korre-
lation im Modell mit zufälligen Unternehmens- und Zeiteffekten zu ermitteln.
Deshalb isolieren wir die verzögerten CDS-Preise im Modell (η = 0). Das Modell
sieht folgendermaßen aus
CDSit = µ+ βiTraxxt + αi + λt + εit,
i = 1 . . . N, t = 1, . . . ,T .

















, für i 6= j , t = s,
1 , für i = j , t = s,
0 , für j 6= i , t 6= s.
.
Diese theoretische Korrelation deutet darauf hin, dass CDS-Preise über Banken
ausschließlich am gleichen Tag korreliert sein können. Außerdem sind CDS-Preise
konstant über die Zeit korreliert.
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Dynamisches Modell
Hier untersuchen wir den Einfluss der verzögerten CDS-Preise auf die Korrela-
tion bei der Modellierung mit zufälligen Unternehmens- und Zeiteffekten. Dabei
setzen wir η 6= 0. Wir nutzen das folgende Modell aus:




ηt−r(µ+ βiTraxxr + vit),
i = 1, . . . ,N, t = 1, . . . ,T . (96)
Lemma 3.8. Für zwei beliebige Unternehmen i, j und zwei diskrete Zeitspunkte t, s lässt
sich die Abhängigkeitsstruktur in dynamischen Modellen mit zufälligen Unternehmens-





































Beweis. Sei s,t ∈ {1, 2, . . . , T}, wir nehmen ohne Beschränkung der Allgemeinheit
an, dass gilt t ≥ s. Dann folgt:
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AR(1)-Fehler
Unter der Annahme eines vorliegenden AR(1)-Prozesses hat der Fehlerterm die
Form
vit = αi + λt + εit,
i = 1, . . . ,N, t = 1, . . . ,T ,
εit = φεi,t−1 + ζit, |φ| < 1.
Die Verteilungsannahmen über ζit und die Notationen aus dem Abschnitt (3.2.2)
bleiben erhalten. Die Kovarianzmatrix des Fehlerterms vit mit vorligender AR(1)-
Prozess lautet
Ω = σ2ζ [d
















∗,κ∗) = − 1
2
[








N · T −m (CDS− Xδ)
′Ω∗∗−1 (CDS− Xδ) , (100)
in der REML-Funktion l∗∗R (99), erhält man die folgende restringierte Profile-Likelihood-
Funktion
l∗∗Rp(δ, φ, d
∗, κ∗) = − 1
2
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die mithilfe der Maximierungsalgorithmen maximiert werden kann und so die
Modellparameter δ, φ, d∗, κ∗ bestimmt. Setzt man die gefundenen Schätzer (δˆREML,
φˆ, dˆ∗, κˆ∗) in (97) ein, so kann der Kovarianzschätzer Ωˆ∗∗ bestimmt werden. Diese
Kovarianzmatrix setzt man in die Gleichung (100) ein. Man erhält somit die Va-
rianzschätzer σ2REML(ζ), der selber in die Gleichung (98) eingesetzt wird, sodass
die anderen Varianzkomponenten σ2REML(α), σ
2
REML(λ) bestimmt werden können.
Mithilfe der geschätzten Parameter lässt sich die Korrelationsfunktion berechnen.
Lemma 3.9. Für zwei beliebige Unternehmen i, j und zwei diskrete Zeitspunkte t, s lässt
sich die Abhängigkeitsstruktur in statischem Modell mit zufälligen Unternehmens- und























, für i 6= j , t = s,
1 , für i = j , t = s,
0 , für j 6= i , t 6= s.
(101)
Beweis. Dies lässt sich einfach beweisen, indem man die Kovarianz wie folgt
schreibt












1−φ2 , für i = j , t = s,
σ2λ , für i 6= j , t = s,
0 , für j 6= i , t 6= s.
.
Lemma 3.10. Für zwei beliebige Unternehmen i, j und zwei diskrete Zeitspunkte t, s lässt
sich die Abhängigkeitsstruktur in dynamischen Modellen mit zufälligen Unternehmens-
und Zeiteffekten sowie vorliegendem AR(1)-Prozess in Reststögrößen durch die folgende
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3 Korrelation von Ausfallwahrscheinlichkeiten
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4.1 Material
Gemessen an der Bilanzsumme zum 31. Dezember 2008 sind die 20 größten deut-
schen Kreditinstitute (ohne die Deutsche Bundesbank) die Deutsche Bank AG, die
Commerzbank AG, die bayerische Hypo- und Vereinsbank AG (HypoVereinsbank),
die Landesbank Baden-Württemberg AöR (LBBW), die DZ Bank AG, die Bayeri-
sche Landesbank AöR (BayernLB), die Dresdner Bank AG, die Hypo Real Estate
Holding AG (HRE), die KfW, die WestLB AG, die Eurohypo AG, die Norddeutsche
Landesbank Girozentrale AöR (NordLB), die Postbank AG, die HSH Nordbank AG,
die Landesbank Hessen-Thüringen Girozentrale AöR (HeLaBa), die NRW.Bank AöR,
die Landesbank Berlin Holding AG (LB Berlin), die DekaBank Deutsche Girozen-
trale AöR (Deka Bank), die Westdeutsche Genossenschafts-Zentralbank Bank AG
(WGZ) und die Landwirtschaftliche Rentenbank AöR (Rentenbank). Gemeinsam
weisen diese 20 Banken einen Anteil von 82,1% beziehungsweise 80,1% für das Jahr
2008 beziehungsweise 2007 an den – über die 100 führenden deutschen Kreditin-
stitute – aggregierten Bilanzsummen auf. Eine Übersicht der von uns betrachteten
Banken findet sich in Tabelle 1.
Zur HRE, KfW, NRW.Bank, Deka Bank, Eurohypo, WGZ und Rentenbank waren
keine CDS-Preise verfügbar. Wir haben sie deshalb aus unserer Analyse herausge-
nommen und uns auf die verbleibenden 13 Banken konzentriert. Die Dresdner Bank
wurde von der Commerzbank gekauft. Trotzdem sind beide Banken in der Tabelle 1
noch getrennt gelistet, da die Übernahme erst 2009 endgültig vollzogen wurde. Diese
13 Banken weisen selber gemeinsam einen Anteil von 80,3% beziehungsweise 81,2%
für das Jahr 2008 beziehungsweise 2007 an den – über die 20 größten führenden
deutschen Kreditinstitute – aggregierten Bilanzsummen der Top-20-Kreditinstitute
auf, sodass wir davon ausgehen können, dass die in den vorherigen Abschnitten
untersuchte Abhängigkeitsmodellierung der CDS-Preise nicht nur die genannten
13 Banken sondern auch allgemein für die größten deutschen Kreditinstitute gültig
ist.
Als CDS-Prämien liegen uns die Fünf-Jahres-CDS-Prämien der 13 in Tabelle 1
genannten Banken vom 2. Juli 2007 bis zum 7. Januar 2009 vor. Die Daten haben wir
über Bloomberg bezogen. Insgesamt 394 Handelstage ist die Fensterlänge der Studie.
Es lagen uns nur für die Dresdner Bank vollständige Daten vor. Für alle anderen
Banken waren die Daten nicht vollständig, es fehlten mindestens neun Handelstage
pro Bank. Bei der Postbank liegen erst Beobachtungen ab dem 8. Oktober 2007 vor,
also fehlen insgesamt 88 Handelstage.
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Tabelle 1: Bilanzsummen der betrachteten Banken.
Bilanzsumme in Milliarden e
Bank zum 31. Dez. 2008 zum 31. Dez. 2007




DZ Bank 427,090 431,337
BayernLB 421,666 415,639




HSH Nordbank 208,401 204,827
HeLaBa 184,572 173,787
LB Berlin 145,371 142,163
Quelle: Kuck (2009).
Für die Variable iTraxx fehlen uns insgesamt Beobachtungen für neun Handelstage.
Damit wir gute Eigenschaften für die Schätzer haben und somit bessere Ergebnisse
erzielen, modellieren wir die Zielvariable (CDS) durch ein balanciertes Modell.
Diese Art von Modell erfordert, dass alle Banken die gleiche Beobachtungslänge
haben müssen. Wir haben folgende Möglichkeiten:
• Wir wählen entweder nur Handelstage, für die Beobachtungen für alle Banken
sowie für iTraxx vorliegen,
• oder wir wählen 394 Handelstage als Fensterlänge und ersetzen die fehlenden
Daten durch prognostizierte Werte.
Die erste Möglichkeit scheint einfach und realistisch zu sein. Da wir aber auch
großen Wert auf die Korrelation über die Zeit legen, wird dieser Ansatz nicht
optimal sein, da hinter zwei aufeinanderfolgenden Tagen in den Daten sich viele
Handelstage in der Realität verstecken könnten. Eine Folge davon ist, dass die
Korrelation nicht mehr sinnvoll ermittelt und interpretiert werden kann. Hinzu
kommt, dass durch die Streichung von Handelstagen, für die Daten für einige aber
nicht alle Banken vorliegen, zu viele Informationen verloren gehen.
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Bei der zweiten Alternative ist mit einigen Vorhersagefehlern zu rechnen. Aber wir
hoffen, ein gutes erklärendes Modell könnte dazu beitragen, große Vorhersagefehler
innerhalb des Beobachtungszeitsraumes zu vermeiden, sodass plausible Ergebnisse
bei der Modellierung erzielt werden können. Um die fehlenden Werte bei dem
CDS sowie bei dem iTraxx schätzen zu können, haben wir ein multilineares Modell
ausgenutzt. Insgesamt wurde das niedrigste R2adj = 0,91 bei der Postbank erreicht.
Die anderen Banken weisen eine R2adj größer 0,95 auf. Die Anpassung des Modells
beim iTraxx erfolgt mit einem R2adj = 0,99, sodass wir sagen können, die aus
Vorhersagen entstehenden Fehler sind in diesem Modell sehr niedrig.
Bevor wir mit der Auswertung beginnen, stellen wir in Abbildung 3 die beiden
Variablen dar. Die Grafik lässt einen starken Zusammenhang zwischen beiden
Variablen vermuten, da sie gleichzeitig zusammen steigen und sinken. In Abbil-
dung 3 ist außerdem zu erkennen, dass die CDS-Preise bei der Postbank keine
große Schwankungen aufweisen, dementsprechend vorsichtig muss die folgende
Modellanpassung für diese Bank interpretiert werden.
Der Markit-iTraxx-Europe-Index repräsentiert das mittlere Risikoniveau, das auf
dem Markt in den Regionen Europa und Asien gehandelt wird. Liegt der Index
eines Unternehmens unter dem Marktindex, so hat das Unternehmen eher ein
gutes Verhalten im Vergleich zu der allgemeinen Bewertung der am Kreditderivate-
Markt aktiv agierenden Teilnehmern. In der Abbildung 4 ist der standardisierte
Abstand zwischen dem Markit-iTraxx-Europe-Index und den Unternehmenindizes
dargestellt, damit sich ein Überblick über die betrachteten Banken auf den Markt
verschafft werden kann. Außer der HSH Nordbank und der damaligen WestLB
haben sich die betrachteten Banken im Allgemein gut auf dem Markt vom 2. Juli
2007 bis kurz vor dem 15. September 2008 verhalten. Am 15. September 2008 erfolgte
die Insolvenzmeldung der US-amerikanischen Investmentbank Lehman Brothers.
Diese Entscheidung hat sich in Schockwellen rund um den Globus verbreitet: Die
Aktienkurse stürzten ab, der US-Leitindex Dow Jones erlitt den stärksten Tagesver-
lust seit den Terrorattacken vom 11. September 2001, die CDS-Indices von Deutschen
Kreditinstituten wiesen einen außerordentlichen Sprung nach oben auf (vergleiche
Abbildung 4). In Deutschland machten insbesondere die Landesbanken, darunter
die HSN NordBank, die BayernLB sowie die damalige West LB Milliardenverluste.
Dies ist insbesondere stark bei der HSN NordBank. Der Hintergrund der Verlus-
te bei der HSN NordBank ist ein Geschäft mit CDS: Die US-amerikanische Bank
Goldman Sachs hatte sich bei der HSH NordBank gegen Kreditausfälle von Lehman
Brothers versichert. Nach der Pleite des Hauses im September 2008 hat die Landes-
bank die Zahlung in Höhe von 45 Millionen US-Dollar – wie aus der Abbildung 2
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Abbildung 3: Zeitreihen der Fünf-Jahres-CDS-Preise der 13 Banken (grün) und des
Markit iTraxx Europe (grau) vom 2. Juli 2007 bis zum 7. Januar 2009.
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Abbildung 4: Zeitreihen des standardisierten Abstandes zwischen den Fünf-Jahres-
CDS-Preisen und Markit-iTraxx-Europe-Indices der 13 Banken vom
2. Juli 2007 bis zum 7. Januar 2009 (CDS−iTraxxσ ). Die erste und
zweite vertikale gestrichelte graue Linie (vor und nach Oktober 2008)
entsprechen dem 15. September beziehungsweise dem 5. Oktober 2008
beruhigen und die Krise einzudämmen, begannen nach und nach die Regierungen
weltweit Milliardenbeträge – ein Großteil davon als Bürgschaften – zur Rettung
der in Not geratenen Banken bereitzustellen. Am Sonntag, dem 5. Oktober 2008
traten Bundeskanzlerin Angela Merkel und der damalige Bundesfinanzminister
Peer Steinbrück vor die Presse und gaben eine Garantie für sämtliche Spareinlagen
in Deutschland. Dies stellte insofern eine Wende in der Regierungspolitik dar, als
dass erstmals eine Maßnahme angekündigt wurde, die den gesamten Bankensektor
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betraf. Zuvor hatte die Bundesregierung stets ein solches Vorgehen abgelehnt und
auf Einzelfalllösungen wie bei der HRE bestanden. Bereits am darauffolgenden
Handelstag kamen erste Gerüchte über einen Plan „B“ auf, der einen Rettungs-
schirm für den gesamten deutschen Bankensektor umfassen sollte. In den folgenden
Tagen wurden in der Öffentlichkeit verschiedene Rettungspläne diskutiert, etwa ein
gemeinsamer Rettungsschirm aller Mitgliedstaaten der Europäischen Union, eine
Teilverstaatlichung nach britischem Vorbild oder Staatsgarantien für die betroffenen
Banken. Am 11. Oktober wurden schließlich erste Pläne für ein Eilgesetz bekannt
und bereits zwei Tage später verabschiedete das Bundeskabinett das FMStG und
das Gesetz zur Errichtung eines Finanzmarktstabilisierungsfonds (Finanzmarkt-
stabilisierungsfondsgesetz; FMStFG). Am 15. Oktober fand die erste Lesung im
Bundestag statt, am Freitag, dem 17. Oktober wurde das Gesetz im Bundestag
verabschiedet. Noch am selben Tag stimmte auch der Bundesrat zu und der damali-
ge Bundespräsident Horst Köhler unterzeichnete das Gesetz. Mit der Verordnung
zur Durchführung des Finanzmarktstabilisierungsfondsgesetzes (FMStFV) vom 20.
Oktober wurde der von der neu geschaffenen Finanzmarktstabilisierungsanstalt
verwaltete Finanzmarktstabilisierungsfonds (SoFFin) eingerichtet. Bereits zwei Tage
später nahm die BayernLB als erste Bank Mittel aus dem SoFFin in Anspruch. Zwar
erregte diese Inanspruchnahme noch einmal ein großes öffentliches Interesse, der
Fokus der Berichterstattung wechselte jedoch auf das Konjunkturpaket, das bereits
am 5. November 2008 verabschiedet wurde.
Allein das Hilfspaket der Deutsche Regierung umfasste 500 Milliarden Euro,
die aus Bürgschaften für Interbanken-Kredite in Höhe von 400 Milliarden sowie
weitere 100 Milliarden für Aufnahme an Krediten bestanden. Ein langfristiger
Effekt dieser Staatsinterventionen ist schon ab den 5. Oktober in der Abbildung 4
zu erkennen: der standardisierte Abstand zwischen Marktindex und betrachteten
Unternehmensindizes springt diesmal nach unten und Ende Oktober liegt er sogar
unter Null. Das heißt, dass die Unternehmensindices der betrachteten Banken
deutlich unter dem Marktindex liegen. Trotz dieser staatlichen Maßnahmen fuhr
die HSN NordBank 2008 wegen massiver Abschreibungen in Folge der Finanzkrise
einen Verlust von 2,8 Milliarden Euro ein und stand damit kurz vor der Pleite. Nur
durch ein milliardenschweres Rettungspaket der Länder Hamburg und Schleswig-
Holstein konnte die Bank gerettet werden. Insgesamt ist festzustellen, dass ohne
systematische Risiken ein bedeutender Zusammenhang zwischen iTraxx und CDS-
Preisen der berachteten Banken besteht.
Berechnet man die prozentualen Änderungen in CDS-Preisen bei den betrach-
teten Banken, so weisen alle Banken eine schwache Änderung auf, die maximale
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Änderung zwischen aufeinanderfolgenden CDS-Preisen liegt bei 3%. In der Abbil-
dung 5 sind diese Änderungen dargestellt. Die sehr niedrige Änderungen zwischen
aufeinanderfolgenden Preisen weisen auf eine höhere Autokorrelation hin, was an



























Okt. 07 Apr. 08 Okt. 08
WestLB
Legende
Prozentuale Änderung in CDS
Abbildung 5: Zeitreihen der prozentualen Änderung in Fünf-Jahres-CDS-Preisen
der 13 Banken vom 2. Juli 2007 bis zum 7. Januar 2009.
Berechnet man jetzt die Längsschnittkorrelation, so weisen alle Banken den höchs-
ten Koeffzienten bei einem Zeitabstand von 1 auf, er liegt stets über 0,95. Bei der
Querschnittkorrelation liegt dieser Koeffizient dagegen zwischen 0,52 und 0,95.
Dementsprechend lehnt der einseitige Durbin-Watson-Test (vergleiche Zeileis und
Hothorn (2002)) die Nullhypothese, die Längsschnittkorrelation betrage 0, zum 5%-
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Niveau für alle Banken ab. Die Tabelle 2 zeigt, dass die CDS-Preise für alle Banken
über die Zeit hoch korreliert sind. Die berechneten Pearson-Autokorrelationen geben
einen Hinweis darüber an, wie groß die geschätzten Längsschnittkorrelationen bei
der Modellierung zu erwarten sind. Wie Tabelle 3 zu entnehmen ist, gilt dies auch
für die Querschnittkorrelation. Insgesamt beträgt die gemittelte paarweise Korrelati-
on zwischen den Banken 0,80. Ein 5%-Konfidenzintervall für diesen Mittelwert ist
[0,78; 0,82].
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4.2 Auswertung
Wir werden uns hier mit der Anwendung der beschriebenen Methode auf die Daten
beschäftigen. Bei der REML-Methode untersuchen wir bei jedem Modell zwei Fälle,
die sich mit der Struktur der Reststörgröße (mit und ohne AR(1)-Fehler) unterschei-
den. Diese beide Strukturen lassen sich einfach in SAS mit Proc Mixed eingeben
(vergleiche Littell u.a. (2007)). Bei dem Bayesianischen Ansatz unterscheiden wir
dagegen zwischen einer Normalverteilung und einer Polya-Baum-Verteilung für die
zufälligen Effekte. Die PBM-verteilten zufälligen Effekte lassen sich implementieren
durch die R-Funktion (PTlmm) im R-Paket DPpackage (vergleiche Jara u.a. (2011)).
Der Gibbs-Sampling-Algorithmus – für normalverteilte zufällige Effekte – lässt sich
in BUGS (vergleiche Spiegelhalter u.a. (1994-2003)) implementieren. In allen Berech-
nungen werden wir bei dem Bayesianischenen Ansatz 310.000 Iterationen mit einer
Aufwärmphase von 10.000 und einen Thinning-Faktor von 30 nutzen. Es ergibt sich
eine Markov-Kette vom Umfang 10.000. Die Konvergenz dieser Kette erfolgt durch
die Gelman-Rubin-Diagnostik (vergleiche Brooks und Gelman (1998)). Basierend
auf dem Output-Objekt aus der Funktion PTlmm ist die Konvergenzdiagnostik via
das R-Paket coda (vergleiche Plummer u.a. (2006)) durchgeführt worden. Die daraus
resultierende Potenzial-Reduktion-Faktoren liegen alle bei etwa 1 (Rˆ ≈ 1), so dass
wir davon ausgehen können, dass die generierten Ketten konvergieren. Für die
wichtigsten Modellparameter der Untersuchung werden wir Konfidenzintervalle
sowie Intervalle höchster Dichte (highest probability density; HPD) geben. Die HPD-
Intervalle lassen sich, wie bei Chen und Shao (1999) beschrieben und im R-Paket boa
(vergleiche Smith (2007)) implementiert ist, bestimmen. Unser Ziel ist hier, ein opti-
males Modell zu finden, welches die Längsschnitt- sowie die Querschnittkorrelation
realistischerweise modelliert.
Werden nun die Modelle mit festem Unternehmenseffekt angepasst und Schätzer
mit der KQ-Methode berechnet, ergibt sich die Tabelle 4. Die Schätzung liefert eine
sehr niedrige Verzerrung (plim(ηˆKQ − η) = −0,005), so dass wir davon ausgehen
können, dass die Schätzer der dynamischen Modellparameter konsistent sind. In
Tabelle 4 wird das niedrigere AIC beziehungsweise größte R2adj beim Modell mit der
exogenen Variable iTraxx angenommen, sodass dieses Modell vorrangig behandelt
wird. Das Modell verbessert zwar die Struktur der Längsschnittkorrelation (Tabelle 8)
in entsprechendem statischen Modell, aber seine Schwäche liegen überwiegend in
der Querschnittkorrelation. Wir werden für die nächsten Seiten die Modelle mit
zufälligen Effekten an die Daten anpassen, in der Hoffnung bessere Ergebnisse zu
erzielen. Wir betrachten zunächst die im Abschnitt 3.2.2 beschriebenen Modelle mit
zufälligem Unternehmenseffekt.
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Tabelle 4: Parameterschätzungen bei den Modellen mit festem Unternehmenseffekt.
Modell: CDSit = α∗i + βiTraxxt + ηCDSi,t−1 + εit
Statisches Modell Dynamische Modelle
ohne iTraxx mit iTraxx
Banken αˆ∗ βˆ αˆ∗ ηˆ αˆ∗ βˆ ηˆ
BayernLB 15,13 0,65 1,51 0,98 0,57 0,04 0,95
Commerzbank 10,34 0,65 1,40 0,98 0,30 0,04 0,95
Deutsche Bank 16,22 0,65 1,54 0,98 0,63 0,04 0,95
Dresdner Bank 11,05 0,65 1,30 0,98 0,22 0,04 0,95
DZ Bank 20,03 0,65 1,60 0,98 0,83 0,04 0,95
HeLaBa 20,23 0,65 1,61 0,98 0,85 0,04 0,95
HSH Nordbank 82,89 0,65 2,95 0,98 4.28 0,04 0,95
HypoVereinsbank 7,60 0,65 1,36 0,98 0,17 0,04 0,95
LB Berlin 15,25 0,65 1,53 0,98 0,60 0,04 0,95
LBBW 13,30 0,65 1,48 0,98 0,48 0,04 0,95
NordLB 8,93 0,65 1,38 0,98 0,23 0,04 0,95
Postbank −1,51 0,65 1,21 0,98 0,28 0,04 0,95
WestLB 31,12 0,65 1,81 0,98 1.41 0,04 0,95
Varianz:
σˆ2ε 605,65 44,58 43,29
Bestimmtheitsmaße:
AIC 47364,00 33915 33776
R2adj 0,92 0,99 0,99
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4 Material und Auswertung
Grundsätzlich kann davon ausgegangen werden, dass die aus diesem Abschnitt
resultierenden Querschnittkorrelationen Null betragen, da die dafür zuständigen
Faktoren (λt, t = 1, . . . ,T) nicht im Modell aufgenommen wurden. Werden dort
definierte Modelle auf die Daten angewendet, so ergibt sich die Tabelle 5.
Bei den Modellen ohne AR(1)-Fehler kommen drei Algorithmen zur Schätzung
der Modellparameter in Frage: der NR-Algorithmus (für den REML-Ansatz), der
Gibbs-Sampling-Algorithmus (für normalverteilte zufällige Unternehmenseffekte)
sowie ein kombinierter Gibbs-Sampling- und Metropolis-Hasting-Algorithmus (für
die Annahme einer PBM-Verteilung an die zufälligen Unternehmenseffekte). Bei
den Modellen mit AR(1)-Fehler ist die Analyse – aufgrund der Schwirigkeiten bei
der Implementierung der Bayesianischen Methode – auf den REML-Ansatz be-
schränkt worden. Nichtsdestotrotz dürften sich die REML-Schätzer nicht signifikant
von den Bayesianischen Schätzern unterscheiden. Der einzige Nachteil ist, dass
Kredibilitätsintervalle für die entsprechenden Korrelationen nicht bestimmt werden
können.
Aus Tabelle 5 – wie auch aus den Tabellen 6 und 7 – ist abzulesen, dass die
aus der REML-Methode sowie Bayesianische Methode – unter Annahme einer
Normalverteilung – entstehenden Schätzer für die Varianzparameter sehr ähnliche
Konfidenzintervalle beziehungsweise HPD-Intervalle liefern. Es gibt zwar (fast)
keine signifikanten Unterschiede zwischen den geschätzten Modellparametern, aber
die HPD-Intervalle sind unter der Annahme einer PBM-Verteilung (für einige Fälle)
nicht so ähnlich wie bei den anderen. Dies könnte daran liegen, dass die Verteilung
der zufälligen Effekten von der Normalverteilung abweicht, und würde die bereits
erwähnte Flexibilität der PBM-Verteilung gegenüber der Normalverteilung (siehe
Abschnitt 2.2) bestätigen. Außerdem ist auch zu erkennen, dass die Modelle mit
AR(1)-Fehler die entsprechenden Modelle ohne AR(1)-Fehler im Sinn des AIC
stets verbessern, was der Längsschnittkorrelation (Tabelle 8 und 9) ermöglicht, sich
der empirischen Autokorrelation (Tabelle 2) zu nähern, aber einer Inflation der
Fehlervarianz – insbesondere bei den statischen Modellen – zufolge hat, die bewirkt,
dass die Querschnittkorrelation Null wird.
Von besonderen Interesse bei der Untersuchung ist die Schätzung von σ2λ. Wie aus
dem Abschnitt 3 ersichtlich wird, ist σ2λ für die Korrelation von Ausfallwahrschein-
lichkeiten zwischen Unternehmen verantwortlich. Tabellen 6 und 7 zeigen zunächst,
dass ohne Verwendung von verzögerten CDS-Preisen aufgrund der erhöhten Feh-
lervarianz die Querschnittskorrelation unter 13% liegt. Diese Werte verdreifachen
sich bei der Aufnahme von verzögerten CDS-Preisen im Modell.
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4 Material und Auswertung
Tabelle 7: Parameterschätzungen und 95% Konfidenzintervalle bez. HPD-Intervalle
für Varianzparameter (in Klammern) bei den Modellen mit zufälligen
Unternehmens- und Zeiteffekten.
Modell: CDSit = µ+ βiTraxxt + ηCDSi,t−1 + αi + λt + ε it
REML Normalverteilung REML(AR(1)-Fehler)
Statisches Modell
σˆ2α 424,86 ([218,12; 1161,91]) 506,41 ([216,82; 1156,64]) 232,42 ([71,59; 4030,57])
σˆ2λ 124,13 ([104,27; 150,28]) 124,99 ([103,77; 149,05]) 5,87 ([4,84; 7,28])
σˆ2ε 480,82 ([461,96; 500,85]) 480,96 ([462,43; 501,08]) 921,12 ([639,74; 1440,43])
ρˆij(1, 1) 0,12 0,11 ([0,06; 0,16]) ≈ 0
ρˆii(2, 1) 0,41 0,41 ([0,26; 0,65]) 0,98
µˆ 19,54 19,49 29,68
βˆ 0,66 0,65 0,51
φˆ 0,98
AIC 46707,5 32431,5
Dynamisches Modell (ohne iTraxx)
σˆ2α 0,20 ([0,07; 1,38]) 0,25 ([0,03; 0,75]) 0,14 ([0,05; 1,24])
σˆ2λ 16,11 ([13,82; 19,02]) 16,19 ([13,75; 18,96]) 16,07 ([13,79; 18,97])
σˆ2ε 28,49 ([27,37; 29,68]) 28,51 ([27,42; 29,67]) 28,52 ([27,39; 29,72])
ρˆij(1, 1) 0,36 0,36 ([0,32; 0,40]) 0,36
ρˆii(2, 1) 0,70 0,70 ([0,70; 0,71]) 0,69
µˆ 1,93 1,93 1,65
ηˆ 0,98 0,98 0,98
φˆ −0,09
AIC 32478,0 32443,7
Dynamisches Modell (mit iTraxx)
σˆ2α 0,39 ([0,17; 1,74]) 0,49 ([0,13; 1,30]) 0,28 ([0,11; 1,37])
σˆ2λ 15,23 ([13,05; 18,01]) 15,32 ([12,97; 18,05]) 15,37 ([13,17; 18,18])
σˆ2ε 28,46 ([27,34; 29,64]) 28,48 ([27,34; 29,66]) 28,46 ([27,34; 29,66])
ρˆij(1, 1) 0,35 0,35 ([0,30; 0,38]) 0,35
ρˆii(2, 1) 0,70 0,70 ([0,69; 0,71]) 0,69
µˆ 0,36 0,37 0,27
βˆ 0,02 0,02 0,02




4 Material und Auswertung
Auffällig bei der Analyse ist, dass die unternehmensspezifischen zufälligen Ef-
fekte bei dynamischen Modellen auf etwa Null geschätzt sind. Dies deutet darauf
hin, dass die verzögerte endogene Variable die Information über die möglichen
unternehmensspezifischen – erklärenden – Variablen enthält, was impliziert, dass
zeitspezifische Variablen wahrscheinlich die Einzigen sind, die bei der Untersu-
chung vernachlässigt wurden. Dies steht im Zusamenhang mit Norden und Wagner
(2008), die bereits angaben, dass die wesentlichen und relevanten Informationen
für das Kreditgeschäft in den CDS-Preisen enthalten sind. Außerdem ist es von
Interesse zu betonen, dass die Ausfallwahrscheinlichkeitskorrelation stark mit der
Modellwahl verbunden ist. In der Analyse haben statischen Modelle mit zufälligem
Zeiteffekt sowie zufälligen Unternehmens- und Zeiteffekten jeweils mit AR(1)-Fehler
das niedrigste AIC erreicht. Somit könnten sie als beste Modelle angesehen werden.
Allerdings beträgt die Querschnittkorrelation bei diesen beiden Modellen etwa Null,
während die gemittelte paarweise empirische Korrelation zwischen betrachteten
Unternehmen (Tabelle 2) 0,8 beträgt.
Eine sinnvolle Modellwahl würde erstens auf dem dynamischen Modell mit zufäl-
ligen zeitspezifischen Effekten (CDSit = µ+ ηCDSi,t−1 + λt + εit) und zweitens auf
dem dynamischen Modell mit zufälligem Zeiteffekt und dem Marktindex (iTraxx)
als Kovariable (CDSit = µ + βiTraxxt + ηCDSi,t−1 + λt + εit) aus den folgenden
Gründen fallen:
• Diese Modelle weisen eine perfekte Anpassung an die empirisch beobachteten
Längsschnittkorrelation (genau wie die Besten) auf.
• Bei den genannten statischen Modellen können zwei Unternehmen – theo-
retisch – nur am gleichen Tag korreliert werden, obwohl die Längsschnitt-
korrelation – auch wenn der Abstand zwischen Handelstagen 10 ist – nicht
Null ist. Die vorgeschlagenen Modelle lösen dieses Problem indem die Quer-
schnittkorrelation sich theoretisch nach der Faustregel ρˆij(t, s) = ρˆii(t, s)ρˆij(t, t)
richtet (siehe Formel (87) sowie Tabelle 9). Somit sinken die Querschnitt- als
auch die Längsschnittkorrelationen mit wachsendem Abstand zwischen den
Handelstagen.
• Es ergibt sich bei diesen Modellen ein plausibles Zusammenwirken der Längs-
und Querschnittskorrelation. Die Querschnittkorrelation ist zwar kleiner als die
Empirische, ist aber besser im Vergleich zu der aus diesen statischen Modellen
entstehenden Korrelation.
Diese beiden Modelle erzielen die gleichen Schätzer für die Korrelation und unter-
scheiden sich nur noch von der Parameteranzahl. Interessant bei der ersten Wahl
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(neben der kleinsten Parameteranzahl) ist auch hier, dass keine andere Variable
benötigt wird, um die CDS-Prämie betrachteter Banken erklären zu können.
Die Korrelationseffekte lassen sich als mögliche nicht diversifizierbarer Risikoan-
teil identifizieren, die die CDS-Preise aller Unternehmen beeinflussen. Das Ergebnis
aus Tabellen 8 und 9 stellt klar und deutlich dar, dass CDS-Preise weitgehend von
unsystematischen, unternehmensspezifischen Faktoren getrieben werden, da die
Längsschnittkorrelation besonders höher als die Querschnittkorrelation ist. Dies
steht vermutlich im Zusammenhang mit der Erfahrung bei Schieflagen und Insol-
venzen vieler Unternehmen, bei denen Managementfehler und Unregelmäßigkeiten
als Hauptursachen identifiziert werden konnten (vergleiche Hamerle und Rösch
(2003)).
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Tabelle 8: Korrelationsschätzungen bei den Modellen mit festem und zufälligem
Unternehmenseffekt
s 1 1 1 1 1 1 1 1 1 1
t 1 2 3 4 5 6 7 8 9 10
Modell: CDSit = µ+ βiTraxxt + ηCDSi,t−1 + εit
Statisches Modell
ρˆii(t, s) 1,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
ρˆij, i 6=j(t, s) 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
Dynamisches Modell
ρˆii(t, s) 1,00 0,69 0,55 0,46 0,40 0,36 0,32 0,29 0,27 0,25
ρˆij, i 6=j(t, s) 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
Modell: CDSit = µ+ βiTraxxt + ηCDSi,t−1 + αi + εit
Statisches Modell
ρˆii(t, s) 1,00 0,41 0,41 0,41 0,41 0,41 0,41 0,41 0,41 0,41
ρˆij, i 6=j(t, s) 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
Statisches Modell mit AR(1)-Fehler
ρˆii(t, s) 1,00 0,98 0,96 0,94 0,92 0,90 0,88 0,86 0,85 0,83
ρˆij, i 6=j(t, s) 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
Dynamisches Modell
ρˆii(t, s) 1,00 0,70 0,56 0,48 0,42 0,38 0,35 0,32 0,30 0,28
ρˆij, i 6=j(t, s) 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
Dynamisches Modell mit AR(1)-Fehler
ρˆii(t, s) 1,00 0,84 0,79 0,76 0,74 0,73 0,72 0,71 0,71 0,70
ρˆij, i 6=j(t, s) 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
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Tabelle 9: Korrelationsschätzungen bei den Modellen mit zufälligem Zeiteffekt sowie
zufälligen Unternehmens- und Zeiteffekten
s 1 1 1 1 1 1 1 1 1 1
t 1 2 3 4 5 6 7 8 9 10
Modell: CDSit = µ+ βiTraxxt + ηCDSi,t−1 + λt + εit
Statisches Modell
ρˆii(t, s) 1,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
ρˆij, i 6=j(t, s) 0,09 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
Statisches Modell mit AR(1)-Fehler
ρˆii(t, s) 1,00 0,98 0,96 0,94 0,92 0,90 0,89 0,87 0,85 0,83
ρˆij, i 6=j(t, s) ≈ 0 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
Dynamisches Modell
ρˆii(t, s) 1,00 0,70 0,55 0,46 0,40 0,36 0,32 0,29 0,27 0,25
ρˆij, i 6=j(t, s) 0,36 0,25 0,20 0,17 0,15 0,14 0,13 0,12 0,11 0,10
Dynamisches Modell mit AR(1)-Fehler
ρˆii(t, s) 1,00 0,68 0,56 0,49 0,44 0,40 0,37 0,35 0,33 0,31
ρˆij, i 6=j(t, s) 0,36 0,26 0,22 0,19 0,17 0,16 0,15 0,14 0,14 0,13
Modell: CDSit = µ+ βiTraxxt + ηCDSi,t−1 + αi + λt + εit
Statisches Modell
ρˆii(t, s) 1,00 0,41 0,41 0,41 0,41 0,41 0,41 0,41 0,41 0,41
ρˆij, i 6=j(t, s) 0,12 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
Statisches Modell mit AR(1)-Fehler
ρˆii(t, s) 1,00 0,98 0,96 0,94 0,92 0,90 0,89 0,87 0,85 0,84
ρˆij, i 6=j(t, s) ≈ 0 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
Dynamisches Modell
ρˆii(t, s) 1,00 0,70 0,57 0,48 0,43 0,39 0,35 0,33 0,31 0,29
ρˆij, i 6=j(t, s) 0,35 0,24 0,19 0,16 0,14 0,13 0,12 0,11 0,10 0,09
Dynamisches Modell mit AR(1)-Fehler
ρˆii(t, s) 1,00 0,69 0,57 0,49 0,44 0,40 0,37 0,35 0,33 0,31




Die Schätzung von Ausfallwahrscheinlichkeitskorrelationen erfolgt in dieser Arbeit
durch balancierte Panel-Regressionen von CDS-Preisen. Unterschiedliche Annah-
men an die Störgrößen sind gemacht worden und zwei Schätzverfahren darauf
angewendet worden. Dies sind die REML-Methode sowie die Bayesesianische Me-
thode. Bei dem REML-Ansatz wurde die Annahme über die Normalverteilung an
die Störgröße getroffen. In diesem Fall wurde die Existenz und die statistischen
Eigenschaften der REML-Schätzer bei AR(1)-Fehlern untersucht. Bei den bayesiani-
schen Ansatz sind die Normalverteilung sowie PBM-Verteilung in Frage gekommen.
Allerdings ist der Fall der AR(1)-Fehler aufgrund von Schwierigkeiten bei der
Implementierung nicht berücksichtigt worden. Werden für die Fehler eine Struktur
eines AR(1)-Prozesses sowie nicht informative a-priori-Verteilungen für die Mo-
dellparameter – bei normalverteilten zufälligen Effekten – angenommen, so ist das
Problem der Zulässigkeit der a-posteriori-Verteilung noch offen. Man könnte dafür
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aus Satz 1 von Sun u.a. (2001) hergeleitet werden kann.
Das beste Modell – im Sinn des AIC – für diese Analyse führt zwar zu einer
annähernd perfekten Modellierung der Längsschnittkorrelation, schätzt aber die
Querschnittkorrelation auf etwa Null, obwohl andere betrachtete Modelle diese
Korrellation auf 0,36 schätzen. Dies stellt die Frage nach der Plausibilität des AIC als
Kriterium für den Modellvergleich bei Panel-Regressionen im Rahmen der Analyse
der Korrelation. Die dynamischen Modelle weisen mit zufälligem Zeiteffekt 0,70
und 0,36 die beste Anpassung an beide Korrelationen auf. Außerdem ergibt sich
ausschließlich bei diesen Modellen auch theoretisch ein plausibles Zusammenwirken
der Längs- und Querschnittskorrelation.
Noch offen ist der Grund, warum sich die aus den betrachteten Modellen resultie-
renden Querschittkorrelationen signifikant von der empirischen unterscheiden.
Collin-Dufresne (2009) erklärte zum Beispiel, dass während der Subprime-Krise
Copula-Modelle bei LGD = 60 % zu einer unzulässigen Korrelation (das heißt, dass
die Korrelation nicht im Intervall [−1; 1] lag) führte, sodass man LGD = 1 anneh-
men musste, um zulässige Korrelationen zu erhalten. Selbst bei dieser Annahme
blieb das Modell instabil. Dies ist bedenklich, da selbst zulässige Korrelationen, die
unbestritten bei unseren Modellen – und zwar mit den Daten mit demselben Hin-
tergrund – sind, eine Herausforderung bei dem Copula-Modell darstellten. Das von
uns vorgeschlagene Modell könnte daher als ein sehr gute Alternative angesehen
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werden, da eine zulässige und vernünftige Korrelation ohne unternehmensspezifi-
sche Variablen erreicht wird, die als wichtige Inputparameter für das Copula-Modell
identifiziert worden sind. Um eine genaue Aussage über die Güte beider Modelle
zu machen, werden wir in unserer künftigen Forschung das Copula-Modell auch
auf unsere Daten anwenden.
Ratingmigrationshistorien könnten – trotz ihrer im Kapitel 3 genannten Mängeln –
eine Alternative für die in dieser Studie betrachteten Messungen (CDS-Preise) zur
Quantifizierung von Ausfallwahrscheinlichkeiten sein (vergleiche Kim u.a. (2012)).
Inwieweit einer der beiden Messungen adäquater für die Ausfallkorrelationen ist,
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