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Abstract
Most dynamic systems do not react instantaneously to actuation signals. The tem-
poral evolution of some others is based on retarded communications or depends on in-
formation from the past. In such cases, the mathematical models used to describe these
systems must include information about the past dynamics of the states. These models are
often referred to as delay or retarded systems. Delays could channel energy in and out of a
system at incorrect time intervals producing instabilities and rendering controllers’ perfor-
mance ineffective.
The purpose of this research is two folds. The first investigates the effect of inherent system
delays on the stability of coupled oscillators subjected to decentralized control and the sec-
ond studies the prospectus of augmenting the delay into a larger delay period that could ac-
tually stabilize the coupled system and enhance its damping characteristics. Towards these
ends, a system of two linearly-coupled oscillators with decentralized delayed-proportional
feedback is considered. A comprehensive linear stability analysis is utilized to generate
maps that divide the controllers’ gain and delay domain into regions of stability for differ-
ent coupling values. These maps are then used to draw definite conclusions about the effect
of coupling on the stability of the closed-loop in the presence of delay.
Once the stability maps are generated, the Lambert-W function approach is utilized to find
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the stability exponents of the coupled system which, in turn, is used to generate damping
contours within the pockets of stability. These contours are used to choose gain-delay com-
binations that could augment the inherent feedback delays into a larger delay period which
can enhance the damping characteristics and reduce the system settling time significantly.
An experimental plant comprised of two mass-spring-damper trios coupled with a spring is
installed to validate the theoretical results and the proposed control hypothesis. Different
scenarios consisting of different gains and delays are considered and compared with theo-
retical findings demonstrating very good agreement. Furthermore, the proposed delayed-
proportional feedback decentralized controller is tested and its ability to dampen external
oscillations is verified through different experiments.
Such a research endeavor could prove very beneficial to many vital areas in our life. A
good example is that of the coupled system of the natural and artificial cardiac pacemakers
where the natural pacemaker represents a rhythmic oscillating system and the coupled ar-
tificial pacemaker provides a stabilizing signal through a feedback mechanism that senses
the loss in rhythm. In this system, even the minute amount of delay in the sensing-actuating
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The objective of this Masters thesis is to, i) analyze the stability of interconnected
dynamic systems with decentralized feedback-loops and feedback delay, and ii) to deter-
mine control gain and delay combinations that ensure asymptotic stability and well-damped
response. In short, our intention is to use time delay, along with the right control gain, in
our favor to damp the transient oscillations with lower control effort.
To achieve the above objective we have considered a simple interconnected system, that
of two coupled second-order oscillators. Both oscillators have their own independent con-
trol in the form of a simple proportional feedback controller. Both the oscillators have a
time delay present in the control input.
A lot of work has been done in dealing with time-delay systems, on topics of their sta-
bility analysis and time delay compensation to improve their performance. But almost all
of this research is being or has been done for single degree of freedom systems with just a
single control loop. In dealing with control of coupled systems many issues remain unex-
plored.
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When it comes to control of complex interconnected systems, one main question is the
choice of the complexity of the controller, that is, between a decentralized control ap-
proach or a centralized control approach. For an interconnected or coupled or distributed
system, the above choice between centralized and decentralized control is not a recent topic
of discussion. This in itself has been a subject of research in the commercial and academic
community for the past couple of decades. There are several major issues in distributed
control, like that of coordination, that remain challenging even to this day.
1.1 Objectives
The objectives of this research can be summarized as below.
• To investigate the effect of inherent system delays on the stability of coupled oscilla-
tors controlled by decentralized control.
• To study the prospect of augmenting the inherent delay in the system into a larger
delay period that could actually stabilize the coupled system and enhance its damping
characteristics.
• To find an optimal gain-delay combination that not only stabilizes the system but
which also results in a maximally damped response.
• To evaluate the practicality of implementing decentralized delayed-proportional feed-
back control to stabilize and enhance the performance characteristics of a coupled
oscillator in the presence of known and fixed feedback delays.
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1.2 Motivation
Most closed-loop feedback systems are prone to some form of time delay. Most
often delay is inherently present in the closed-loop system about which there is very little
that can be done. Since this delay can easily influence the behavior of the system, and in
many cases completely destabilize the system, one cannot turn a blind eye to it. A specially
interesting case is that of coupled oscillators in which timely coordination is critical and
time delays in either system can run the system out of sync or even have a destabilizing
influence. The motivation behind conducting this research is to specifically investigate the
effect of delay on stability of such coupled systems and to facilitate selection of control
gains for such systems.
There are many examples of coupled oscillating systems. A good example is that of the
coupled system of natural and artificial cardiac pacemakers. The natural pacemaker is a
rhythmic oscillating system. If there are any deviations in the rhythm of this oscillator then
it can be complemented by an artificial pacemaker and a feedback mechanism that senses
the loss in rhythm. In this system, even an extremely small delay in the sensing circuit or
in the control input calculation can result in instability of the system. Guaranteeing the sta-
bility of such systems in presence of time delays is the motivation for the stability analysis
presented in this document.
1.3 Why Decentralized Control?
”During the stage of mathematical modeling of the physical system, one is always
faced with the dilemma of whether to use a complicated and accurate model of the plant
which is difficult to manage, or to deal with a simpler model which is easier to manipu-
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late but with less confidence.” [31]. This above statement summarizes neatly the trade-off
dilemma faced by a control engineers when faced with the choice between simplicity and
accuracy with two different control tools of centralized and decentralize control to choose
from. Decentralized control system, unlike centralized control system which has only one
central controller for all its sub-systems and elements, has an independent controller for
each sub-system. In decentralized control each controller generates a control input based
on a local feedback loop within the sub-system and is completely independent of others.
The comparison between centralized and decentralized control can be a vast topic in itself,
but to start with, amongst many, a few of the most important advantages of use of decen-
tralized control over centralized are its simplicity in design, computational efficiency and
robustness against failure which makes it a very promising option. Each of the above men-
tioned points are discussed along with a few others in the following text.
Decentralized control structures may be simpler to design and easier to implement com-
pared to the design of centralized control systems [24]. Questions do arise on the stability
due to lack of coordination between decentralized controllers and, on some occasions, de-
centralization of the plant [7]. Nevertheless, if this is applied to a stable system where
actuator and sensor pairs are used together, but independently, then stability is guaranteed
[16].
The case of a decentralized system is further strengthened by the fact that it may be more
robust. In a complex system there are always imperfections present due to lack of knowl-
edge of the interconnections between different subsystems or due to inability to model the
interactions precisely. Here decentralized control, unlike centralized control laws, have the
ability to tolerate a wide range of uncertainties in the interactions between the various sub-
systems. This makes the closed loop interconnected systems that implement local feedback
4
connectively stable. Hence this tolerance to uncertainties makes decentralized control laws
more robust [31].
Large scale systems or distributed systems are complex having multiple interconnections.
This makes exchange of information amongst subsystems increasing difficult and some-
times physically impossible during control implementation. In such situations it is con-
venient to decentralize the control implementation where local variables are involved in
measurements and in the local feedback loop. This reduces the complexity of the overall
control structure therefore may be also effective in reducing computational loads on the
processors.
In large distributed systems centralized control seems to be an attractive option since one
controller exercises control and authority over all the distributed subsystems. But decen-
tralized control proves to be more implementable than centralized even though coordination
and communication between each other becomes a challenge. For example, autonomous
unmanned vehicles which are deployed in groups and want to be controlled to achieve
a specific common goal, the communication between these vehicles is limited because of
reasons concerning the mission, battery power limitation, environmental obstacles and con-
straints. For such a system, implementing a centralized control configuration, communica-
tion between the central processor and the individual units becomes complicated as well as
energy and time consuming. Hence, a decentralized approach is appealing but difficult to
execute as shown in [7].
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1.4 Time-Delayed systems
Time-delay widely occurs in practice of control engineering. In the normal case, a
dynamical system is described with an ordinary differential equation model of the form,
ẋ = f (t,x(t)) (1.1)
where the variables x(t) ∈ Rn are the state variables and the differential equations deter-
mine the change of the states with respect to time. Further, it is assumed that the future
evolution of the states in dependent on their current values. In short, the values of the state
variables x(t), t0 ≤ t < ∞, for any t0, can be found once the initial condition x(t0) = x0 is
known.
However in practice, for many systems, the future values of the state variables x(t) are
not only dependent on their current values x(t0), but also on their past values i.e. for ex-
ample, x(ξ), (t0− τ) ≤ ξ ≤ t0 [18]. These systems are called time-delay systems. Hence,
such dynamical systems cannot be satisfactorily modeled by an ordinary differential equa-
tion, but instead, can be described by functional differential equations. Some examples of
systems in which the dynamical modeling includes time-delay are, mean torque production
in internal combustion engine, delayed resonator, vibration and chatter of machine tool in
metal cutting [18], etc.
In control systems time-delay is caused by data transfer, data acquisition, data processing,
computation and control actuation lags. In certain applications, like in chemical process
control, the input-output response of the plant can be delayed as well. In general, time-
delay not only deteriorates the performance but also is the cause of system instability [4].
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As much as we have tried to minimize time delays, they cannot be eliminated, simply due to
their inherent nature. In this thesis, the focus is the impact of feedback delay on decentral-
ized control of interconnected systems; as a background a review of the existing literature
is presented next.
1.4.1 Background on Analysis of Time-Delay Systems
Some pioneering work in the area of stability analysis of time-delay systems by
locating stability boundaries and identifying the stable regions was done by Hsu and Bhatt
([14] and [13]) and later by Hsu ([12] and [38]). In the first two references the authors have
investigated the stability of second-order systems using Pontryagin’s theorems on solutions
of the exponential polynomials. The main task in the stability analysis of a system having
a time lag is reduced to formulating conditions on the parameters of the system, which
when satisfied, all zeros of the characteristic exponential polynomial will have negative
real parts (therefore ensuring stability). These conditional boundaries can then be plotted
in the parametric space to graphically display the values of those parameters for which the
system will be asymptotically stable. The work in [13] is a reinterpretation of [14] which is
difficult to implement from application point of view. Hence the same stability criteria are
presented in the form of stability charts in the parametric space which show the variation
in stable regions with change in the parameters. Hence a designer can select the parameter
values of the system for stable performance just by looking at the charts. The Pontryagin
theorems used to study the behavior of zeros of the exponential polynomials are difficult to
apply especially for higher order dynamical systems.
A few years later Hsu developed a technique called the τ-decomposition technique for
the stability analysis of retarded dynamical systems [38]. The method involves decompo-
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sition of the positive time delay axis and breaking it up into several intervals. With the
fact that the stability characteristic within the interval does not change, it is determined
that the stability alternates from interval to interval. This is determined using a rational
function which defines a unit circle and the stability can be decided geometrically by the
entering and leaving of unit circle with increasing frequency and hence time delay which
can be determined from the frequency. In [12], the same τ-decomposition method is used
for studying the effects on the stability of a two degree of freedom system due to change
in damping when the input force to the system has time lag. The stability maps are given
with stability pockets in force-delay parametric space. The effectiveness and simplicity of
the τ-decomposition for multiple degrees of freedom systems is displayed.
Sipahi and Olgac have proposed a structured methodology to study the stability of time-
delay systems in the parametric space [35]. It is based on the fact the number of purely
imaginary roots are finite and that the root crossing direction at these points is invariant
with respect to delay and depends on frequency at that point. The complexity of dealing
with infinite roots is reduced by a method called D-Subdivision. On the topic of the stabil-
ity analysis of linear time invariant systems having multiple time delays there is extensive
literature available ([34],[29],[33],[37] and [36]). In all the above mentioned literature the
authors have provided a unique method of stability analysis by determination of stability
regions in the time delay domain. The treatment used is given the name “cluster treatment
of characteristic roots (CTCR)” and is based on the fundamental proposition of the ’kernel
curves’ and its infinite offsprings, where only imaginary roots occur. The methodology
proposed in the above literature for assessment of stability helps in locating the stable re-
gions in the time delay space and also displays robustness against uncertainty in delay. But
in the above literature the authors have used the Padé approximation for the exponential
term and hence the accuracy depends on the order of the approximation.
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Apart from the above, stability assessment of single degree of freedom systems with de-
layed feedback has also been explored with applications in the area of performance im-
provement of quay-side and telescopic cranes ([17],[26]). In this literature the authors have
provided a unique method of delayed feedback control, in which extra damping is added to
the system by means of adding a suitable value of delay. The method of identifying stable
pockets in gain-delay space along with the variation of damping within it is novel. The
technique of using delayed acceleration or position feedback was also used for configuring
a resonator to attenuate vibrations in a parent structure ([28],[20]). In this technique, the
time delay in the feedback and the gain are chosen in such a way that the rightmost pair of
poles of the time-delay system lies on the imaginary axis and the rest of the infinite poles
lie in the left half plane.
All the above analysis is done in the frequency domain, but, the stability analysis of time-
delay systems can also be carried out in the time domain. Time-domain analysis is based on
the Lyapunov theory, the only difference being, the Lyapunov function is replaced with a
bounded Lyapunov functional. Here the Lyapunov-Krasovskii stability theorem and Razu-
mikhin theorem are used. [22] give a systematic approach to finding necessary and suffi-
cient conditions for stability of time-delay systems by using the Lyapunov direct method
and construction of a suitable energy like function. [21] uses the solution of the linear ma-
trix delay difference equation, called the delay Lyapunov matrix and gives the systematic
analysis of this matrix to study stability. But the shortcoming of these methods is that it is
not applicable to non-commensurate delays and also multiple delays.
Research has also been done on the tuning methods and stability of proportional-integral-
derivative controllers used for systems with time delay. A good comparison and qualitative
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analysis of these methods is given in [40]. In this paper, PID controller gain tuning meth-
ods are targeted. PID parameter tuning methods are discussed, ranging from tuning based
on gain and phase margin specifications to tuning in terms of integral error specification
via genetic algorithms. Another technique that is discussed in PID control of time delayed
systems is that of the PID-P control. In this there is an inner loop with proportional control
for stabilizing the time delayed unstable process and there is a PID controller in the outer
loop for achieving the desired performance.
The Smith predictor and the modified Smith predictor are also widely used techniques
for dead-time or time delay compensation in time-delay systems. The Smith predictor as
proposed by Smith in the 1950’s is basically a time delay compensating tool used in the
process industry. The Smith predictor can be used in systems where the dead-time or time
delay remains constant [27]. This works by introducing a minor feedback loop on the con-
troller which produces an estimation of the variation in the output signal over a time span
equal to the dead-time. The modified Smith predictor was developed to eliminate similar
sluggish responses from time-delay systems having a variable time delay.
Time-delay systems are encountered a lot in vibration control problems in structural anal-
ysis. That is, control of vibrations in civil engineering structures like tall buildings and
bridges. Time delay in these systems is present, mainly, due to the fact that there is a lot of
actuator build-up time involved. The research paper [4] is on the stability and performance
analysis of feedback controlled systems in the area of engineering structures. The authors
investigate the stability of a single degree of freedom system with unequal delays present
in the velocity and displacement feedback loops. Ali et al. have shown that regions of sta-
ble operation can be found on the time delay pair plane, and these stable/unstable regions
depend on the system parameters and the control gains. In [1], the author has presented
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a stability analysis of time-delay systems with single or multiple actuators. Phase-shift
method for time delay compensation is investigated as presented by Chung et.al. [11]. The
basic idea behind the phase-shift method is to modify the feedback control gains of the
delay-free controller, such that the closed-loop systems, with and without delay, have the
same active stiffness and active damping. Agrawal et.al show that stability analysis of multi
degree of freedom structures with multiple actuators is possible by identifying the critical
time delay. The author also demonstrates the limitations of the phase-shift method of delay
compensation when time delay is large or active damping added is too high. In [2], authors
Agrawal and Yang give a stability analysis method for controlled structures when total time
delay is not considered in the design of the linear controller. There is no time delay com-
pensation and the actuator dynamics are neglected. The authors talk about the total time
delay to be the combination of the time delay due to processing signals and the time delay
due to actuator force build-up, and the conditions under which the negligence of the time
delay proves to be detrimental.
Continuing with the stability analysis for civil structures with time delays, authors Chu
and Soong in [10] have studied the stability of a single degree of freedom system with
direct output feedback. They have presented a technique for determining the maximum
delay time after which the control system becomes unstable, analyzing it in the frequency
domain. Agrawal and Yang have given a comprehensive review of time delay compensa-
tion techniques in [3]. Five methods of time delay compensation viz. recursive response
method, state-augmented compensation method, controllability based stabilization method,
the Smith predictor and the Padé approximation method are compared and investigated for
active control of engineering structures. The recursive response method was proposed by
Agrawal et.al., in which the delay compensation gain matrix is derived using the recursive
relationship between state response and the delayed state responses. This method is found
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to be superior compared to the phase-shift mentioned above. Next the authors discuss the
state augmented compensation method. In this method, it is proposed to discretize the time
delay interval. The controllability based stabilization matrix method is a method that is
based on the absolute controllability condition. If the absolute controllability condition for
the time-delay system is satisfied then it also implies the controllability and stabilizability
of the system. Hence, a controller designed for the ordinary system will also stabilize the
time-delay system. This can be done by considering a modified system controller location
matrix. Finally they have concluded that the recursive response method and the augmented
compensation method both use modified gain matrix and are superior compared to the
phase-shift method. The controllability based method always guarantees stability and out-
performs the phase-shift method. Lastly, the Smith’s predictor and the Padé approximation
methods also guarantee stability and result in good performance with delay compensation.
When the delay is unknown, it becomes imperative to estimate or identify it. This task
of identifying the delay is not easy, as pointed out by Drakunov et al. [15], for systems
with delay in the input or state or even varying delay so as to have an adaptive estimator. In
[15] the authors have given an overview of a few time delay estimation techniques that are
already present and their limitations as well. They have also proposed a variable structure
based delay identification technique. In [25] the author has given a brief survey of time de-
lay identification techniques such as the direct measurement, extension of the least squares
identification method and cross correlation of the input and output of process.
Work has also been done in the areas of determining the time delay margins. Authors
Bozorg and Davison in [8] have presented a method of analyzing processes with uncertain
time delays from the point of view of finding the stability boundaries. Hence this gives a
method of finding the maximum allowable change in time delay values while stability of
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the process is maintained. Basically, the stability region can be any closed contour and [8]
presents a method to calculate the radius of the stability sphere around the nominal value
of time delay to maintain stability of the process when operating within that stable domain.
This algorithm gives the maximum allowed perturbations in time delay to maintain stability.
Similar to the above literature, in which the authors present a method of finding the sta-
bility region in the time delay parameter space, Jihong Li and Pingkang Li present a novel
approach of finding the stability regions in the proportional, integral and derivative gain
space of a PID control system [23]. The authors present a simple technique for stability
analysis in the frequency domain which does not require any difficult numerical methods
nor does it require sweeping over the whole range of parameters. With the assumption that
the integral and derivative gains have a proportional relationship, a definite region can be
determined in the space of the three controller gains, within which if the gains lie, the sys-
tem exhibits stable performance. The effect of change in value of time delay on the stability
margins is also studied. On the same lines authors, Tan and Atherton [39] have proposed
a similar method of locating the stable regions of operation on the proportional-integral
gain plane for a PI controlled systems. The authors extend the application of this method
to Multi-Input Multi-Output (MIMO) systems, typically Two-Input-Two-Output (TITO)
systems. The method is same as the one above which does not require any linear program-
ming or any sweeping over the whole parameter range. This method can also be used to
find stability margins for PID controlled systems. The stability margins can be located on
the proportional-integral gain plane for constant derivative gain and on the proportional-
derivative gain plane for constant integral gain.
The main difficulty in the study of time-delay systems is the transcendental nature of their
characteristic equations, the number of solutions of which are infinite. This problem boils
13
down to finding the critical pair of poles which are responsible for the stability of the sys-
tem, i.e. the poles that are closest to the imaginary axis. Papers [6], [9], [5], [19], [43] and
[42] have made use of the Lambert W function to find the solutions of the transcendental
characteristic equations of time-delay systems. Hence each pair of roots of the character-
istic equation corresponds to the respective branch of the lambert W function. In [6], the
authors show that the principle branch of the Lambert function gives the critical pair of
roots of the characteristic equations of a system of homogeneous delay differential equa-
tions. Hence, these roots, which are closest to the imaginary axis can be used to find the
stability bounds of the time-delay system. Another advantage of the Lambert function that
is presented by Asl and Ulsoy is that the form of the solution obtained from using Lam-
bert function is comparable to the general solution of an ordinary differential equation, and
further, the idea of the state transition matrix in ODEs can be generalized and extended to
DDEs (Delay Differential Equations) using the Lambert function. The authors also show
the application of this method on the general matrix form of the homogeneous delay dif-
ferential equation. In the paper [9], the authors have applied the Lambert function to a
class of second-order DDEs with constant coefficients to determine their stability bounds.
They have considered constant coefficient second-order systems with proportional output
feedback and have used the Lambert function to solve the system characteristic equation to
calculate the bounds on system parameters. This method is generalizable to higher-order
systems also. Similar to [6], in [5] the authors have used the Lambert function to find the
complete solution of the delayed differential equations. Since every pair of roots is obtained
from a corresponding branch of the Lambert function, the stability of the system is decided
by the critical pair of roots corresponding to the principle branch. Hence the authors have
derived stability criteria on the system parameters by using the principle roots of the charac-
teristic equation. Based on these criteria they have found stability regions in the parameter
space. On the other hand, in [19] it is shown that the use of the Lambert W function for
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time-delay systems is limited to a certain class of systems, or rather, it cannot be used for
a particular type of time-delay systems. The authors have shown that the method cannot
be used for the stability analysis of systems with fractional ordered transcendental charac-
teristic equations, since for such systems the rightmost root of the derived transcendental
characteristic equation of such systems is not necessarily the roots of the original character-
istic equation. In [43] the author provide a generalized method of analytical solution of the
linear delay differential equations using the matrix Lambert function. They have presented
a technique of reaching a solution even if the coefficient matrices of the system do not com-
mute. [42] presents a method to design a feedback controller for time-delay systems using
the matrix Lambert function method in the [43]. The feedback controller is designed to
stabilize the system by eigenvalue assignment, or in other words, pole placement method.
Since time-delay systems have a infinite eigen spectrum, the Lambert function method can
be used to replace the critical poles that determine the stability of the whole system.
Given the vast existing research on decentralized control and time-delay systems, several
issues remain to be addressed; among them is handling of time delay in control system
which while studied extensively for simple control loops has not been addressed much in
the area of interconnected systems.
1.5 Outline of Thesis
Chapter 2 describes and explains in brief the theory governing the stability analysis
of systems that have delay and exposes the subtle differences in the treatment for time-delay
and delay-free systems. Chapter 3 gives the analysis and results specific to the hypothetical
system and stability investigation using gain-delay charts and system simulation. Chapter
4 is dedicated to experimental verification of the results obtained in chapter 3. This chapter
15
contains everything about the experimentation work, from setup description and identifi-




Theory and Stability Fundamentals of
Linear Time-Invariant Delay Systems
2.1 Basics of Time-Delay Systems
2.1.1 Scalar Linear Time-Invariant Delay System
In this chapter, we aim at providing a basic understanding of delay systems and
their stability. Towards that end, we start by considering a linear stability analysis of the
scalar linear time-invariant (LTI) delay-differential equation given by [18]:
ẋ(t) = a0x(t)+a1x(t− τ)+u(t), (2.1)
where a0 and a1 ∈R, τ∈R+ is a fixed time delay, and u(t) is a bounded external excitation.
The solution of Equation (2.1) cannot be obtained unless x(t) is defined over the interval
−τ≤ t ≤ 0. As such, we let
x(t) = φ(t), f or t ∈ [−τ,0], (2.2)
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where φ ∈R is assumed to be a continuous function of time. Taking the Laplace transform









where U(s) is the Laplace transform of u(t) and X(s) is the Laplace transform of x(t).












∆(s) = s−a0−a1e−τs (2.5)
is denoted as the characteristic quasipolynomial of the system. Now, let
Φ(t) = L−1[1/∆(s)] (2.6)
be the fundamental solution of Equation (2.1). Using the convolution theorem and Equa-








By inspecting Equation (2.7) which represents the solution of Equation (2.1), it becomes
evident that x(t) is bounded when the fundamental solution, Φ(t), and u(t) are also bounded.
Therefore, the solution growth and its rate depend on the rate of exponential growth of the
fundamental solution, which in turn depends on the location of the poles of the system, or
in short, the roots of the characteristic quasipolynomial, ∆(s).
Unlike delayless systems, the characteristic quasipolynomial of a delay system is a
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transcendental equation that yields infinite number of roots. Since ∆(s) is an entire function
due to the presence of the exponential term, a finite number of its roots can only be present
within a compact set. More specifically, there cannot be an accumulation point for its poles.
As such, most of the system poles go to infinity as will be seen from the following text.
Now, the important question posed here is whether the poles that have infinite norm
have negative real part and hence are stablizing. Taking the norm of Equation (2.5), we
obtain
|s| ≤ |a0|+ |a1|e−τℜ(s) (2.8)
where ℜ(s) denotes the real part of s. When s → ∞, the left hand side of Equation (2.8)
approaches infinity, and hence the right hand side of equation (2.8) also tends to infinity.
This, in turn, implies that
lim
s→∞ ℜ(s) =−∞ (2.9)
The preceding discussion and Equation (2.9) bring out critical information about
the roots of the quasipolynomial ∆(s). Specifically, it has been proven that, even though
the characteristic quasipolynomial has infinite roots, the spread of this eigen spectrum is
towards the left-half of the complex plane. This means that, the majority of the poles have
real parts which tend to −∞ and the rightmost pole is always finite.
Following the analysis we presented so far, the stability results for the scalar LTI
system considered in (2.1) can be summarized via the following proposition:
Proposition 1 [18] For any α ∈R, there are only a finite number of poles with real parts
greater than α. Let u(t) = 0 and si be the poles of system (2.1), where i = 1,2, ..., and let
α0 = max(ℜ(si)|Det[∆(s)])
then for any α > α0 there exists an L > 0 such that the solution of (2.1) with initial condition
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(2.2) satisfies the inequality
||x(t)|| ≤ Leαt ||φ||c
where ||φ||c = max−τ≤θ≤0 ||φ(θ)||.
2.1.2 LTI Delay Systems of the Retarded Type
The simple scalar example considered in the previous section is aimed at motivating
more general stability theorems addressing retarded delay differential equations. Similar
to Equation (2.1), a time-delay system is denoted as retarded when it does not contain
delays in its highest order derivatives. In a more general form, it can be shown that the
above deduction can be extended to non-scalar systems too by showing that the state-space
representation and retarded delay differential representation, like the one used above, are






with x0 = φ ∈ Rn as the initial condition, Ak ∈ Rn×n are constant matrices, and τk ∈ R+
are fixed delays ordered such that
0 = τ0 < τ1 < ... < τK = τ
The characteristic quasipolynomial can be written as,










where pk(s), k = 0,1, ...,m are polynomials and hk, k = 1,2, ...,m are the sums of the delays









pkiyi(t−hk) = 0 (2.12)
which gives the same type of quasipolynomial,
p0(s) = sn +∑n−1i=0 p0is
i
pk(s) = ∑n−1i=0 pkis
i, k = 1,2, ...,m.
(2.13)
Hence, the state-space and differential-difference representations are interchange-
able and stability theories considered for a retarded scalar system can be generalized for
higher-order systems.
Since, as shown previously, retarded systems have infinite number of poles, it be-
comes extremely hard to analyze the location of all these poles in the complex plane. The
following general stability theorem can be used to simplify the stability analysis.
Theorem 2.1.1 For any real scalar α, the number of solutions, counting their multiplici-












as the stability exponent of the system. By virtue of this theorem, the following statements
are true [18],
1. An LTI retarded delay system is stable if and only if α0 < 0.
2. For any α > α0, there exists an L > 0 such that any solution x(t) of a retarded
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differential equation subjected to the initial condition φ, is bounded by
||x(t)|| ≤ Leαt ||φ||c (2.14)
3. α0 is continuous with respect to τk for all τk ≥ 0,k = 1,2, ...,K.
Theorem 2.1.1 states that a given LTI retarded system is stable if and only if its stability
exponent is strictly negative and continuous with respect to τk. This is equivalent to stating
that an LTI retarded system is stable if and only if all its poles have negative real parts and
that the closest pole to the imaginary axis has a real part which is continuous with respect
to the delay.
The continuity part of the theorem has been imposed to avoid a significant problem
which could exist in the roots of quasipolynomials. The big difference between quasipoly-
nomials and polynomials is that the roots of a quasipolynomial are not necessarily con-
tinuous with respect to the time delay τk > 0, k = 1,2, ...,K. For a retarded system how-
ever, the stability exponent α0 are guaranteed to be a continuous function of τk for all
τk > 0,k = 1,2, ...,K [18]. This is an important property, because it states that if the system
is stable at a delay value, say τ, then it remains stable at delay values in the neighborhood
of τ. As such, if the critical time delay at which the poles lie on the imaginary axis is τ∗,
then one can safely say that in the time-delay domain, the system will remain stable for a
delay value on one side of τ∗, and becomes unstable for a delay value on the other side of
τ∗.
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2.1.3 LTI Delay Systems of the Neutral Type
A delay system in which there is delay associated with the highest order derivative
is denoted as a neutral delay system. Example of such a system is given below:
ÿ(t− τ2)+a1ẏ(t− τ1)+a0y(t− τ0) = u(t) (2.15)
which has the following characteristic equation:
s2e−sτ2 +a1se−sτ1 +a0e−sτ0 = 0 (2.16)
In both, retarded and neutral delay systems, the stability depends on the location of the
roots of the characteristic equation. The frequency domain analysis for both of these sys-
tems suggests that stability conditions are equivalent to the condition that there should be
no pole in the right-half of the complex plane. However, there is a very important distinc-
tion in the nature of the distribution of the roots of the characteristic equations of retarded
and neutral delay systems. In retarded delay systems, the number of roots crossing over to
the right-half plane when some parameters change is finite. As such, it is possible to keep
track of the number of right-half plane roots. However, this is not the case with neutral
delay systems. This can be simply avoided by forcing the roots to strictly lie to the left of
a line, say ℜ(s) =−α, α > 0.














e−τks[sAk +Bk]) = 0 (2.18)
With this background, we can state the following theorem for stability analysis of neutral
delay systems
Theorem 2.1.2 For the system described by Equation (2.17), let
α0 = sup{ℜ(s)|det[∆(s)] = 0}
The following statements are true [18],
1. An LTI neutral delay system is stable if and only if α0 < 0.
2. For any α > α0, there exists an L > 0 such that any solution x(t) of a retarded
differential equation subjected to the initial condition φ(t) defined over the interval
[−τ,0], is bounded by
||x(t)|| ≤ Leαtmφ (2.19)
where,
mφ = max−τ≤θ≤0(||φ(t)||+ ||φ̇(t)||)
All the differences between theorem 2.1.1 and 2.1.2 are due to the fact that the number
of roots of a neutral delay system to the right of any vertical line ℜ(s) = α being finite is
not necessarily true. Furthermore, the stability exponent is not necessarily continuous with
respect to the delays as they tend to zero.
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When comparing theorem 2.1.1 with 2.1.2, we observe that in the definition of the
stability exponent, ’max’ is replaced by ’sup’. The main consequence of this along with
statement (1) is that, for neutral delay systems, the condition that all the roots be in the
left-half of the complex plane is a necessary but not a sufficient condition for stability. As
a sufficient condition, all the characteristic roots need to be to the left of a line ℜ(s) =−α,
α > 0. Secondly, statement (3) is absent in the later theorem because the continuity of the
stability exponent is not guaranteed for neutral delay systems at zero delay although it is
continuous for other delay values.
2.1.4 Commensurate versus Incommensurate Delays
Delay systems can also be distinguished on the basis of the type of delay terms that
are present. There are two categories, namely commensurate and incommensurate. When
the time delays are integer multiples of a common positive number τ, then the delays are
said to be commensurate. In this case, the characteristic equation takes a general form:
a0(s)+a1(s)e−τs +a2(s)e−2τs + ...+ak(s)e−kτs = 0 (2.20)
where ai(s), i = 0,1, ...,k are polynomials. Hence, the characteristic equation has two
variables, namely s and τ. The analysis of systems with commensurate delays is simpler
compared to systems with incommensurate delays. This stems from the fact that the char-
acteristic equation of the former can be treated as a bivariate polynomial having a single
delay τ. The stability criterion can then be reduced to the same principles discussed in the
previous subsections.
Throughout this manuscript, we consider an LTI system with a single fixed time delay
present in the control input of the closed-loop system. Hence, the analysis that will be seen
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later will be limited to an LTI retarded system having commensurate delays. As will be
shown in the next chapters, even in that case, the stability analysis still remains challeng-
ing.
2.2 Techniques for Stability Analysis of Delay Systems
As mentioned in Chapter 1, there are a large number of analytical, semi-analytical,
and numerical techniques for the stability analysis of delay systems. In specific, many
methods have been proposed to either approximate the characteristic quasipolynomial or
transform it into a different form through which the process of extracting the roots be-
comes a simpler issue. In general, these transformations/approximations minimize numer-
ical computations at the expense of accuracy.
For the purpose of giving the reader a taste of these approaches, we explore two
techniques. The first is an old and widely used approach known as the Padé approximation,
while the second is a very recent technique that will be used in this manuscript and is based
on Lambert functions.
2.2.1 Padé Approximation
One widely used approach for solving quasipolynomials is based on utilizing the
Padé approximation. In general, the Padé approximation is used to approximate the value
of an exponent in terms of a rational transfer function. The advantage of this approxima-
tion lies in the simplification of an infinite dimensional quasipolynomial to a simple finite
dimensional rational polynomial.
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where, n is the order of the approximation [32],[42]. With this definition, a first-order Padé
approximation can be written as
e−τs ≈ 1− τs/2
1+ τs/2
To demonstrate the simplification attainable through this approximation, we con-
sider system (2.1) which has the characteristic polynomial given in (2.5). After substi-
tuting the first-order approximation in place of the exponential term and simplifying the
expression further, we get the following characteristic equation
δ(s) = τs2 +(2− τ(a0−a1))s−2(a0 +a1)
This characteristic equation has two pair of roots, which makes the stability analysis of
the system much easier. However, this comes at the cost of sacrificing accuracy and cer-
tainty. Even when higher order Padé approximations for rationalizing the exponential term
are used to increase the accuracy of the results, they still possess significant limitations in
accuracy and can also give a fake sense of stability for some unstable systems. [32],[42].
The algebraic complexity also increases with the order of the Padé approximation.
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To illustrate the above argument, consider the system given by equation 2.1 with char-
acteristic equation 2.5. Assume parameters as a0 = 1, a1 =−2 and τ = 1. With first order
Padé approximation the characteristic equation is
s2− s+2 = 0
The roots of this equation are−0.5±1.3229, which demonstrate a stable system. However,
solving the characteristic quasipolynomial numerically with an initial condition of 0+0.1i,
yields the root 0.4694+1.1327i, which has a positive real part. Hence the system is actually
unstable.
2.2.2 Lambert W function and Matrix Lambert W function
In 1758, Lambert was successful in solving a trinomial equation of the form x =
q+xm in terms of a series of x in powers of q. Later, Euler managed to transform Lambert’s
equation into a more symmetric form and came up with a version of the Lambert’s series
solution. In short, the Lambert W function can be defined as a multivalued inverse of the
function w 7→ wew [30]. Here w is actually W (x) which satisfies the expression
W (x)eW (x) = x
The Lambert W function has infinite branches and the zeroth branch is called the princi-
ple branch. For time-delay systems, the principle branch is of great importance as will be
shown later.
The Lambert W function approach was recently introduced by [6],[5],[43],[42] for the sta-
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bility analysis of time-delay systems. The following example demonstrates the key points
of this approach. Consider,
ẋ = Ax(t)+Bx(t− τ) (2.21)
where Equation (2.21) represents a retarded time-delay system in which x∈Rn is the vector
of states, A ∈Rn×n and B ∈Rn×n are the coefficient matrices of the normal and time-delay
states, respectively. The characteristic equation of the system can be written as,
det(S−A−Be−Sτ) = 0 (2.22)
Rearranging the terms and multiplying by τe−Aτ, we obtain
τ(S−A)eSτe−Aτ =−Bτe−Aτ (2.23)
Now, since A and B do not commute, neither do A and S. To facilitate the use of the Lambert
function, i.e. W (x)eW (x) = x, matrix Q is introduced by letting
τ(S−A)e(S−A)τ =−BτQ (2.24)
We already know that
W (−BτQ)eW (−BτQ) =−BτQ (2.25)
Comparing the above two equations, we get
τ(S−A) = W (−BτQ) (2.26)
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Substituting Equation (2.27) into Equation (2.23), we obtain the following equation for Q,
Wk(−BτQk)e(Wk(−BτQk)+Aτ) =−Bτ (2.28)
The above equation always has a unique solution for Qk and consequently, Sk is also unique.
The solution for the zeroth branch, i.e., the solution S0 corresponding to W0(x) and Q0, rep-
resents the right most eigenvalue [6],[5],[42]. In other words, the real part of the eigenval-
ues of S0 is the stability exponent of the time-delayed system. Once the stability exponent
is identified, there is no need to track all the other eigenvalues. None of the other available
methods can be used to locate the stability exponent of a time-delay system. This shows
the superiority of the Lambert W function approach for analyzing time-delay systems over
other approaches.
Both Matlab and Maple have built-in commands for the Lambert function. Through these
commands, one can specify a certain branch and obtain the value of the function for that
branch. However, this can only be used for scalar systems. A different technique is used
for finding the expression of the matrix Lambert W function. For example, in the analysis
of system (2.21), the Lambert function of matrix −(BτQk) is required. The dimension of
matrix −(BτQk) is n×n. Let Vk and λ̂ki (where k ∈ Z and i = 1,2, ..,n) be the correspond-
ing eigenvector matrix and the eigenvalues of −(BτQk) respectively. Hence, the matrix
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Wk(λ̂k1) 0 · · · 0
0 Wk(λ̂k2)
...
... . . . 0




The above procedure is followed to find Wk, and consequently Qk and Sk, at the principle
branch, i.e. k = 0 in the analysis used in later chapters of this manuscript.
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Chapter 3
Stability of Coupled Oscillators with
Decentralized Delayed Feedback
As stated on numerous occasions in this manuscript, inherent delays can be present
in any dynamic system. Even the minute amount of these delays can have a destabilizing
effect, especially when the system’s internal damping is small. The main objective of this
chapter is to present a detailed stability analysis of coupled oscillators with decentralized
delayed-proportional feedback. Furthermore, through this analysis we demonstrate that
inherent system delays can be augmented into a larger delay period that could not only
stabilize a coupled system, but also improve its damping characteristics and settling time.
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3.1 Stability Maps of Coupled Oscillators with Decentral-
ized Delayed Feedback
3.1.1 Mathematical Analysis
We consider the dynamics of two linearly-coupled oscillators controlled by a de-
centralized proportional-feedback controller. It is assumed that inherent and fixed time
delays of equal magnitude, τ, are present in the feedback. The equations of motion of the
closed-loop system can be written as
ü1 +µ1u̇1 +ω2n1u1 +K11u2 =−K1u1(t− τ)
ü2 +µ2u̇2 +ω2n2u2 +K12u1 =−K2u2(t− τ)
(3.1)
where u1 and u2 are the states, µ1 and µ2 are the damping terms, ωn1 and ωn2 are the natural
frequencies of the oscillators, K11 and K12 are coupling constants, τ is a fixed time delay
and K1 and K2 are proportional feedback controller gains. Equations (3.1) can also be
expressed in the state-space as,
Ẋ = AX +AdX(t− τ), (3.2)

























0 1 0 0
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0 0 0 1






0 0 0 0
−K1 0 0 0
0 0 0 0




To assess the stability of the closed-loop system, we obtain the eigenvalues by substituting






































into Equation (3.1), and obtaining
z1λ2eλt +µ1z1λeλt +ω2n1z1e
λt +K11z2eλt +K1z1eλ(t−τ) = 0
z2λ2eλt +µ2z2λeλt +ω2n2z2e
λt +K12z1eλt +K2z2eλ(t−τ) = 0
(3.7)
where λ is the eigenvalue and {z1,z2} is a complex-valued eigenvector. Multiplying both
sides of Equation (3.7) by e−λt yields
z1λ2 +µ1z1λ+ z1(ω2n1 +K1e
−λτ)+K11z2 = 0
z2λ2 +µ2z2λ+ z2(ω2n2 +K2e
−λτ))+K12z1 = 0
(3.8)



















For nontrivial solutions, we set the determinant of the coefficient matrix equal to zero. This
results in the characteristic quasipolynomial of the coupled system. To obtain the bound-
aries of stability, i.e., the gain-delay combinations at which the system changes stability,






−ω2 + iµ1ω+ω2n1 +K1cos(ωτ)− iK1sin(ωτ)
K11
K12





⇒ ([−ω2 + iµ1ω+ω2n1 +K1cos(ωτ)− iK1sin(ωτ)
]




Next, we separate the real and imaginary parts of Equation (3.10) and set the outcome to
zero to obtain the following transcendental equations:




+K1K2(cos2(ωτ)− sin2(ωτ))+(ω2n1ω2n2)− (K11K12) = 0,
(3.11)




−(K1ω2n2 +K2ω2n1)sin(ωτ)−2K1K2 sin(ωτ)cos(ωτ) = 0.
(3.12)
For given controller gains, Equations (3.11) and (3.12) can be solved numerically for the
critical response frequency, ω, and the critical delay, τ. This process can be used to param-
eterize the gain-delay domain into regions of stable and unstable solutions.
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3.1.2 Stability Maps
In this section, we utilize Equations (3.11) and (3.12) to map the gain-delay domain
into regions of stable and unstable solutions. Once these stability charts are obtained, it is
possible to obtain combinations of the decentralized controller gains and a specific delay
that stabilizes the system. Furthermore, the influence of four critical parameters, namely
the two controller gains and the two coefficients of the coupling terms, on the stability
charts of the coupled oscillators is analyzed in the presence of delay.
To simplify the problem, we have assumed that the oscillators are identical. Further,
the coupling coefficients are assumed to be equal in magnitude which is very common in
the coupling of mechanical systems. The delay is assumed to be fixed and equal in both
states and the controller gains are assumed to lie between +1 and −1.
3.1.2.1 Stability maps of the delay-free system
To analyze the stability of the delay-free system, τ = 0, we utilize the Routh-
Hurwitz criterion and obtain the following conditions for stability:
(µ1 +µ2)(ω2n1 +ω
2
n2 +µ1µ2 +K1 +K2)−K1µ2−K2µ1−µ1ω2n2−µ2ω2n1 > 0








To better visualize these conditions, we generate a stability map in the K1-K2 plane
for a coupling K11 = K12 = 0.2 as shown in Fig. 3.1 where the shaded region represents
controller gains leading to asymptotically stable solutions. It can be clearly seen that,
except for very small region near K1,K2 = −1, the coupled system is stable. Figure 3.2
illustrates that the size of the unstable region increases as the coupling is increased.
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Figure 3.1: Stability map for the delay-free system in the K1−K2 domain for coupling
coefficients K11 = K12 = 0.2.
































Figure 3.2: Stability map for the delay-free system in the K1−K2 domain for different
values of the coupling coefficients K11, K12.
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3.1.2.2 Influence of delay on the stability maps
Next, we study the effect of feedback delays on the stability maps. Towards that
end, we first study a weekly-coupled oscillator with a small coupling at 0.1. We generate
stability maps for different controller gains. The proportional gain of the first oscillator, K1,
is varied from -1 to +1 with steps of 0.01 for different constant values of the second control
gain, K2. At each step, Equations (3.11) and (3.12) are solved simultaneously for τ and ω.
The resulting values of τ are then plotted against the corresponding values of K1. The locus
of each series of points forms a line. Starting with different initial conditions, a pattern of
such lines is generated as shown in Figs. 3.3–3.17.
It is observed that these lines intersect forming pockets of stability. To assess
whether a given pocket is stable or unstable, a specific gain-delay combination is picked in
each pocket. The associated eigenvalues, λ, are then obtained, and the sign of the stability
exponent is assessed. If the stability exponent is negative then the pocket yields stable solu-
tions, otherwise the pocket represents an unstable gain-delay combination. Shaded regions
in the figures represent gain-delay combinations leading to stable solutions.
Figures 3.3 to 3.10 represent the stability maps of the system when K2 is varied and
the coupling terms are kept constant at a small value. The results are obtained for parameter
values listed in Table 3.1. The time delay in the figures is normalized with respect to the
response period. In other words, a time delay of 0.5 represents τ = 0.5×2π sec.
µ1 µ2 ωn1 ωn2
0.005 0.005 1 1
Table 3.1: Values of the parameters used in the numerical simulations
By inspecting these figure, the following observations can be made about the sta-
bility of weakly-coupled oscillators (those having small values for K11 and K12):
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1. For minute values of the delay, τ = 0+, the coupled system is unstable. The system
remains unstable for small values of the delay as evident by the presence of unshaded
pockets between τ = 0+ and τ≈ 0.5.
2. Large delay values can have a stabilizing effect on the closed-loop system. This is
evident by the presence of some stable pockets for τ > 0.5.
3. The stable regions shrink as K1 and/or K2 are increased.
4. As K2 is increased, the stable regions at higher values of the delay shrink faster than
those at small delays.
5. The stable regions vanish beyond given controller gains, in this case K1 ≈ K2 ≈ 0.6.
In that sense, the closed-loop system is unstable independent of the delay.
Figure 3.3: Gain-delay map obtained for K2 = 0.1 and K11 = K12 = 0.1.
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Figure 3.4: Gain-delay map obtained for K2 = 0.2 and K11 = K12 = 0.1.
Figure 3.5: Gain-delay map obtained for K2 = 0.3 and K11 = K12 = 0.1.
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Figure 3.6: Gain-delay map obtained for K2 = 0.4 and K11 = K12 = 0.1.
Figure 3.7: Gain-delay map obtained for K2 = 0.5 and K11 = K12 = 0.1.
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Figure 3.8: Gain-delay map obtained for K2 = 0.6 and K11 = K12 = 0.1.
Figure 3.9: Gain-delay map obtained for K2 = 0.7 and K11 = K12 = 0.1.
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Figure 3.10: Gain-delay map obtained for K2 = 1.0 and K11 = K12 = 0.1.
Next, we study the effect of increasing the coupling on the stability maps of the
closed-loop system. As such, we increase the coupling in steps of 0.1 for a small value
of the second controller gain, K2 = 0.1, and generate the stability maps as illustrated in
Figs. 3.11– 3.17. By inspecting these figures, the following observations can be drawn:
1. Increasing the coupling from K11 = K12 = 0.1 to K11 = K12 = 0.2 has a clear stabi-
lizing effect on the closed-loop system as it increases the size of the existing stability
pockets and introduces new stable regions. However, the system remains unstable
for small delays, τ = 0+.
2. Further increase of the coupling to K11 = K12 = 0.3 stabilizes the system for very
small delays. This is evident by the presence of a stability pockets near τ = 0 and
negative values of K1.
3. The stable regions shrink in size and merge as the coupling is increased. In fact, for
K11 = K12 = 0.6, it is possible to stabilize the closed-loop system for any value of the
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delay by choosing proper controller gains.
4. The stable regions vanish for large coupling coefficients. Hence, the closed-loop
system becomes unstable independent of the delay.
Figure 3.11: Gain-delay map obtained for K2 = 0.1, and K11 = K12 = 0.2.
Figure 3.12: Gain-delay map obtained for K2 = 0.1, and K11 = K12 = 0.3.
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Figure 3.13: Gain-delay map obtained for K2 = 0.1, and K11 = K12 = 0.4.
Figure 3.14: Gain-delay map obtained for K2 = 0.1, and K11 = K12 = 0.5.
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Figure 3.15: Gain-delay map obtained for K2 = 0.1, and K11 = K12 = 0.6.
Figure 3.16: Gain-delay map obtained for K2 = 0.1, and K11 = K12 = 0.7.
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Figure 3.17: Gain-delay map obtained for K2 = 0.1, and K11 = K12 = 1.0.
Since, for small values of K2, a strongly-coupled oscillator is unstable independent
of the delay, it is prevalent to investigate the effect of increasing K2 on the stability of
strongly-coupled oscillators. Figures 3.18–3.20 demonstrate that the stability maps for a
system with large coupling K11 = K12 =1.0 and larger values of K2. By inspecting these
figures, it becomes evident that increasing the second controller gain will only produce a
very small stability region near τ = 0.4 and negative values of K1.
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Figure 3.18: Gain-delay map obtained for K2 = 0.5, and K11 = K12 = 1.0.
Figure 3.19: Gain-delay map obtained for K2 = 0.75, and K11 = K12 = 1.0.
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Figure 3.20: Gain-delay map obtained for K2 = 1.0, and K11 = K12 = 1.0.
By virtue of the preceding discussion and observations, we conclude the following
about decentralized proportional control of coupled oscillators with fixed delay:
1. For weekly-coupled oscillators, it is possible to stabilize the system using low to
moderate controller gains. However, the region of the delay wherein the system is
stabilizable is very small and shrinks even more with increasing the value of con-
troller gains.
2. For moderately-coupled oscillators, it is possible to stabilize the system over a wider
range of the delay. In that case, large controller gains can be utilized for small delays
and small controller gains should be utilized for larger delays.
3. For strongly-coupled oscillators, the regions of the delay wherein the closed-loop
system is stable are very small. As such, it is hard to stabilize the system using a
decentralized proportional delayed-feedback controller.
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3.1.3 Decentralized delayed-proportional feedback control of coupled
oscillators
At this point, we have successfully completed a detailed stability investigation of
the coupled system and drawn several critical conclusion about the effect of coupling on
the stability in the presence of delay. Next, our aim is to consider a common scenario
wherein a coupled system is subjected to a decentralized proportional-feedback controller.
Due to inherent system delays, the feedback contains an amount of known delay τ which
destabilizes the response. We demonstrate that by augmenting this delay into a larger delay
period and choosing proper gains, it is indeed possible to stabilize the system. Further, we
show that it is possible to pick optimal gain-delay combinations that enhance the damping
characteristics and minimize the settling time of the coupled system.
To achieve this goal, it is imperative to realize that the stability exponent of the
quasipolynomial governs the dynamics of the coupled response. More specifically, since
the stability exponent of the system is the least damped, the system oscillates at a rate that
corresponds to this pole. As such, the settling time of the response can be minimized by
finding the gain-delay combination that produces a stability exponent lying the farthest to
the left of the imaginary axis. However, this process is easier said than done, since, as
shown earlier, the number of roots of a time-delay system are infinite.
Here, we explore two methods to find the stability exponent and use it to evalu-
ate the performance of the closed-loop control. The first method is a purely numerical
technique where the quasipolynomial is solved numerically using a numerical manipulator
such as Matlab [17, 26]. The solver is given an initial condition close to the imaginary
axis and the real part of the solution to which the solver converges is then recorded. The
procedure is repeated until a contour plot is generated within the stable pockets. It is worth
noting however that since the process is purely numerical, the procedure is not guaranteed
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to converge to the stability exponent.
The second method uses the Lambert W function to locate the pole closest to the
imaginary axis. As described in the previous chapter, it is indeed possible to find the
stability exponent of a delay system by locating the principle branch of the Lambert W
function [43, 42, 41]. This technique provides a great advantage over the purely numerical
approach, because the convergence to the stability exponent is always guaranteed.
Following is an example that demonstrates the procedure of finding the stability
exponent (as explained in chapter 2) for the particular case of the coupled-oscillators used
in this chapter. For this example, we take τ = 0.75, K1 = 0.17, K2 = 0.1 and K11 = K12 = 0.2
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The matrix Lambert expression for −(AdτQk) at k = 0 can be found using the procedure
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given in section 2.2.2. It is worth noting that for this system, because of the nature of
the matrix Ad , which is sparsely populated with positions at row 2 column 1 and row 4
column 3 filled, only q11,q12,q13,q14,q31,q32,q33 and q34 need to be obtained. The value




−0.0023−0.0060i 0.4569−0.0007i 0.3759+0.0157i −0.0365+0.0006i
q21 q22 q23 q24
0.3824+0.0023i −0.0161−0.0038i 0.0532+0.0010i 0.5908+0.0042i




This matrix Q is substituted in equation (2.27) to find S. From the 2 pairs of eigenvalues of
the matrix S, the real part of the pair that is closest to the imaginary axis is the stability ex-
ponent. The eigenvalues of S are −0.065−1.13i,−0.065 +1.13i,−0.09−0.82i,−0.09 +
0.82i and the stability exponent is −0.065.
By repeating this procedure for different values of K1, K2, and τ, it is possible to generate
damping contours of the stability exponent. Figures 3.22 and 3.23 show damping contours
obtained for the stable region shown in Fig. 3.21 using the numerical and Lambert function
approaches, respectively.
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Figure 3.21: Gain-delay map with K2 =0.1 and K11 = K12 =0.2 showing the stable region
























Figure 3.22: Damping contours generated us-
ing the direct method (numerical approach)
within the stability region shown in the gain-





























Figure 3.23: Damping contours generated us-
ing the Lambert function approach within the
stability shown in the gain-delay map of 3.21.
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Observation of the contour maps demonstrates that the one obtained via the Lambert
function approach fits more accurately within the shaded stability region shown in Fig. 3.21.
In the contour plot obtained using the numerical approach, the contours spill over in the
unstable region. This is because the solver converged to another stable root and not to the
stability exponent of the system. Therefore, since there is no definite method of ensuring
whether this root is the stability exponent of the system, the numerical approach can yield
inaccurate results for points that are close to the stability boundaries.
In the contour maps shown in Figs. 3.22 and 3.23, the red contours represent regions
of higher damping. The gain-delay combinations yielding the highest damping are seen to
lie in the same coordinate region on both contour maps. As such, picking a gain-delay
combination within this contour maximizes the damping and minimizes the settling time to
the equilibrium state.
For the purpose of performance comparison and illustrating the effect of time delay
on the system response, a few simulated time histories are shown in Figs. 3.24–3.27 for a
coupling coefficient of 0.2. The initial conditions for all these simulations are u1(0) = π/9
and u2(0) = 0. Figure 3.24 represents the free response of the system indicating a large
settling time of about 1500 seconds. For a coupling of 0.2 and without time delay, control
gains of K1=0.5 and K2=0.1 yield a stable solution as illustrated in the stability maps shown
in Fig. 3.2. However, when assuming that an inherent delay period of 0.1×2π exists in the
feedback signal, the response becomes unstable as shown in Figs. 3.25 and 3.11.
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Figure 3.24: Simulated response of the coupled system with K11 = K12 =0.2 and without
control.

























Figure 3.25: Simulated response of the coupled system with time delay τ = 0.1× 2π,
K1=0.5, K2=0.1 and K11 = K12 =0.2.
By choosing proper gains, this delay can be augmented into a larger delay period
that can stabilize or even reduce the settling time of the response. To demonstrate this fact,
two cases of different gains and larger delay periods are illustrated in Figs. 3.26 and 3.27.
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In the first case, a gain delay combination is randomly picked from the damping contours
shown in Fig. 3.23 while in the second case the gain-delay combination is picked from
within the contour of the highest damping.



























Figure 3.26: Simulated response of the cou-
pled system with a random value of gain and
delay selected from the stability region (re-
fer fig.3.21, shaded area). For this simulation
K1=0.1705, K2=0.1 and τ = 0.65×2π.



























Figure 3.27: Simulated response of the cou-
pled system with value of gain and delay se-
lected from within the highest damping ratio
contour (shown in fig.3.23) in the stability re-
gion. For this simulation K1=0.1705, K2=0.1
and τ = 0.740×2π.
It is immediately noticeable from the above simulations that there is a large im-
provement in the performance of the coupled system once a suitable combination of time
delay and gain is chosen. The free response, Fig.3.24, has a very large settling times (in
the range of 1500 to 2500 seconds), while the delayed system with a proportional gain
randomly picked from the stable region converges to zero in less than 300 seconds. Fur-
thermore, when the proportional gain is picked within the contour of the highest damping
ratio, the system converges to zero in less than 100 seconds. This implies that a settling
time improvement of 25 times is attainable by picking the optimal gain-delay combination.
In the next chapter, we shall verify and validate all the above theoretical and sim-
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ulation results by implementing the same procedure on an actual plant having coupled




In this chapter, we verify the results obtained for the theoretical case and evaluate
the practicality of implementing a decentralized proportional delayed-feedback control al-
gorithm to stabilize and enhance the performance characteristics of a coupled oscillator in
the presence of known and fixed feedback delays. Towards that end, we consider a system
consisting of two mass-spring-damper trios (oscillators) that are coupled by a spring with
one of them subjected to an external excitation.
4.1 Experimental Setup
As shown in Fig. 4.1, the plant under consideration has two masses, each having
just one degree of freedom, in other words, they can only move in one direction along a
line. The first mass has a spring and a damper connected to it on one side and is coupled
to the second mass, which is free at the other end, through a spring. The other end of the
spring and damper is connected to a rigid support. An external force can be provided to
the first mass via a 3-phase servo motor. The motor has a pinion on its rotating shaft which










Figure 4.1: The plant used in the experiment.
The position of each mass can be measured and fed back to the controller via two
optical encoders. The shafts of these encoders are rotated by a rack and pinion arrangement
between the encoders and the masses.
For safety concerns and to prevent damage to other components in the system, we
ensure that the masses oscillate within specified limits by adding two limit switches to the
setup. The distances of the limit switches from the masses can be adjusted to accommodate
different experimental scenarios.
The control input is generated on a desktop computer using a Matlab/Simulink pro-
gram. The input commands are supplied to the plant through a dSpace 1104 control board
which undertakes all the hardware-in-loop realtime calculations. Apart from all these units,
an electronic box is also utilized to drive the 3-phase motor as necessary. The sequence of
connections is shown in Fig. 4.2 and can be summarized as follows: the computer is con-
nected to the dSpace board; dspace is connected to the electronic box via appropriate I/O
channels; and the electronic box is connected to the plant via two cables; one going to the
drive motor and contains the input signal and the other returning from the encoders and
carries the feedback signal.
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Figure 4.2: Simplified block diagram of the complete experimental setup showing the se-
quence of connections of the main components.




Figure 4.4: A closer view of the encoder utilized for displacement measurements along
with the limit switches on both sides of the mass.
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Figure 4.5: A schematic representation of the experimental plant.
Figure 4.5 represents a schematic of the experimental plant. Here, m1 and m2 are
the two masses, x1 and x2 are the associated displacements, F is the external force applied
to the first mass, k1 and k2 are the two spring constants, C1 is the damping coefficient
of the dash pot, B1 and B2 are viscous damping terms at m1 and m2 respectively. It is
assumed that these viscous linear coefficients model all kinds of frictional forces acting on
the masses. As a result of this assumption, and since dry friction is piecewise linear but
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Figure 4.6: Free body diagrams of both the masses in the plant.
Applying Newton’s laws to the free body diagrams shown in Fig. 4.6, and assuming
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(C1 +B1) = G1 and B2 = G2 for simplicity, we arrive at the following equations of motion,
m1ẍ1 =−G1ẋ1− k1x1− k2(x1− x2)+F,
m2ẍ2 =−G2ẋ2 + k2(x1− x2).
(4.1)
Since the external excitation F is provided by the motor via the rack and pinion arrange-
ment, the input force is described in terms of the voltage given to the motor. For the motor,
the current is proportional to the voltage supplied (i ∝ V ), and the torque produced is pro-
portional to the current drawn (M ∝ i). Hence, the torque generated is proportional to the
voltage supplied (M ∝ V ) or M = αV , where α is a constant of proportionality. Letting r be
the radius of the pinion on the motor shaft and summing moments about the motor shaft,
we obtain
Jθ̈ = αV −Fr, (4.2)
where J is the polar moment of inertia of the rotor and θ is the angle of rotation of the
motor shaft. Substituting θ = x1r yields
F = αr V − Jr2 ẍ1,
⇒ F = β2V −β1ẍ1.
(4.3)
The constant ratios J/r2 and α/r are replaced by β1 and β2, respectively. With this simpli-
fication, the equation of motion become
m1ẍ1 =−G1ẋ1− (k1 + k2)x1 + k2x2 +β2V −β1ẍ1,
m2ẍ2 =−G2ẋ2 + k2(x1− x2),
(4.4)
⇒ ẍ1 = 1m1+β1 [−G1ẋ1− (k1 + k2)x1 + k2x2 +β2V ] ,
ẍ2 = 1m2 [−G2ẋ2− k2x2 + k2x1, ]
(4.5)
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If we implement delayed-proportional feedback, then the voltage input is written in terms
of the position feedback having delay τ. Equations (4.6) can be written in the state-space
form as follows
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where X ∈R4 is the states vector, A ∈R4×4 is the coefficient matrix of the delay free states
and Ad ∈ R4×4 is the coefficient matrix of the delayed states.
4.3 System Identification
The parameters of the experimental plant namely m1, m2, k1, k2, C1, B1, B2, α, J
and r, are all unknowns. As such, the independent parameters α1, α2, α3, α4, α5 and α6
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are also unknown. However, it is imperative to identify the values of these parameters so
that we can carry out our stability analysis and verify the theoretical results presented in
the previous chapters. To that end, we carry an experimental system identification process
first.
4.3.1 System identification description
System identification is a technique through which one or more unknown parame-
ters of a system are identified. There are several approaches for system identification. Here,
we carry an optimization routine wherein the actual experiment and the model are subjected
to input excitations of known amplitude and frequencies. The experimental output is then
compared to the simulated output using some educated initial guesses for the parameters.
The error between the two outputs is minimized by carrying a multivariate optimization
routine in which the initial guess is refined in the next iterations. Through this process, we
arrive at a set of values for the parameters that yield a simulation output identical to that of
the experiment.
4.3.2 Implementation
To implement the identification routine, we utilize a set of several simple sine waves
of different frequencies. Since the model has six unknowns, at least six different sets of
data are required for convergence. For the simple sine waves, input excitation with fre-
quencies of 1Hz,2Hz,3Hz and 5Hz all having an amplitude of 1 Volt are utilized.
The position of both masses in response to these excitations is recorded. As such, 8 dif-
ferent sets of captured data are obtained; 4 from the response of the first mass and 4 from
the second. The amplitude of the response at steady state is extracted and compared to
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the steady-state numerical results obtained by subjecting the model with educated initial
guesses of the unknown parameters to the same inputs. A cost function is then defined as
the sum of the difference in the steady-state amplitudes of all the data sets from the experi-
mental and simulation results. The error is then minimized using the fmincon command in
Matlab.
The result of the optimization code is a set of independent parameters that yield a
simulated response which is almost identical to the experimental response. The indepen-
dent parameters that are identified are listed in Table 4.1.
α1 (m/s2V ) α2 (1/s) α3 (1/s2) α4 (1/s2) α5 (1/s) α6 (1/s2)
0.86 0.44 430.62 164.33 0.89 208.29
Table 4.1: Values of the estimated independent plant parameters.
Figure 4.7 displays a comparison between the experimental and simulated time
histories of the two masses with the identified optimal parameters. It is evident that the
optimization routine yields a model which produces results in very good agreement with
the experimental data. The discrepancies noted, especially at low amplitudes, are due to
the Coloumb friction effects which have been ignored in the model.
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Response of Mass 1 to 1Hz sinusoid. 








Response of Mass 2 to 1Hz sinusoid.








Response of Mass 1 to 2Hz sinusoid.








Response of Mass 2 to 2Hz sinusoid.








Response of Mass 1 to 3Hz sinusoid.








Response of Mass 2 to 3Hz sinusoid.











Response of Mass 1 to 5Hz sinusoid.
















Figure 4.7: A comparison between time histories of both masses obtained experimentally
and those obtained using the identified model. Results are obtained for different excitation
frequencies of 1Hz, 2Hz, 3Hz and 5Hz; and a constant input voltage of 1 Volt. The y-axis
represents the displacement of both masses in meters
4.3.3 Model validation in frequency domain
For further validation of the model, a sinusoidal input of amplitude 1 volt and very
slowly-varying frequency is applied to the plant and the response of the two masses is
recorded. The very slow variation of the frequency with time is intentional to guarantee
that each mass reaches the steady state before the amplitude of the response is recorded.
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Furthermore, the range of frequencies over which the signal is applied encompasses both
of the natural frequencies of the system, which for this experiment are in the range of 1 Hz
to 8 Hz, with the two natural frequencies occurring somewhere around 1.6 Hz and 3.6 Hz.
The Bode plots of the modeled and experimental plant are compared for both masses in
Figs. 4.8 and 4.9. The Bode plots obtained using the modeled system show two peaks
at the resonant frequencies of the coupled system. These peaks have very good agree-
ment with the peaks obtained experimentally. Further, the steady-state amplitudes obtained
experimentally show very good agreement with those obtained theoretically over the fre-
































Magnitudes plot using Experimental Data
Magnitudes plot using Mathematical model
Figure 4.8: Frequency-response curves of the first mass. Solid line represents model results

































Magnitudes plot using Experimental Data
Magnitudes plot using Mathematical model
Figure 4.9: Frequency-response curves of the second mass. Solid line represents model
results and stars represent experimental data.
4.4 Stability Analysis of the Experimental Plant
Now with an accurate model of the experimental plant, we can turn our attention
to verify the stability analysis carried out in the previous chapter. Towards that end, we
consider a detailed stability analysis of Equations (4.6). The main difference between the
system considered in the previous chapter and the experimental plant considered here is
that, the experimental system has a control input applied to only the first mass. Hence, the
proportional control gain of the second controller is taken as zero. The rest of the analysis
remains the same. The absence of the second controller does not change the mathemati-
cal integrity of the procedure as the experimental system represents a special case of the
theoretical system.
Following the same procedure used in section 3.1.1, we arrive at the following transcen-
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dental equations that characterize the stability boundaries of the closed-loop system:
ω4− (α3 +α2α5 +α6)ω2 +α1K1ω2 cos(ωτ)−α1K1α5ωsin(ωτ)
−α1K1α6 cos(ωτ)+α3α6−α4α6 = 0,
(4.11)
−(α2 +α5)ω3−α1K1ω2 sin(ωτ)+(α3α5 +α2α6)ω
−α1K1α5ωcos(ωτ)+α1K1α6 sin(ωτ) = 0
(4.12)
Equations (4.11) and (4.12) are used to generate the stability maps of the experimental
system as shown in Fig. 4.10. The shaded areas represent gain-delay combinations leading
to locally stable solutions. It can be observed that, as the time delay increases, the stable
























Figure 4.10: Gain-delay stability map of the experimental plant.
A very important point noted during experimentation is that for small gains, the
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system yielded stable solution regardless of the delay values. This can be attributed to the
frictional forces that were not included in the model. Due to high friction, the displacement
of the masses is very small for small gains, and hence the control input is dominated by
frictional losses which stabilize the system. As such, actual verification of the results in




















Figure 4.11: Gain-delay stability map of the experimental plant at high gains.
4.5 Experimental Results
To verify the theoretical results for the range of large gains shown in Fig. 4.11,
we undertake a set of experiments in which we study the response of the system to some
given initial conditions. The free response of the two masses is shown in Fig. 4.12 which
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illustrates that the plant is highly damped and the system settles in less than 2 seconds.
Further, it can be clearly seen that, due to frictional forces, the system does not settle at the
equilibrium point (0,0).
As shown in Fig. 4.13, the system remains stable when a gain K1 = 200 V/m is utilized for
the proportional feedback. This agrees with Fig. 4.11 which illustrate that the delay free
system is indeed stable at K1 = 200 V/m and τ = 0 seconds. Deliberate introduction of a
delay period equal to 0.01× 2π seconds to the feedback, as shown in Fig. 4.14, increases
the damping in the system and reduces the settling time of both masses.
Figure 4.15 displays the response of the system for a gain K1 = 100 V/m and a delay period
of 0.03× 2π seconds. The response of both masses grows as time evolves demonstrating
that the equilibrium position is unstable for this gain delay combination. Again, this re-
sult agrees with the theoretical stability map shown in Fig. 4.11. To stabilize the system,
we refer to Fig. 4.11 and augment this delay with a larger delay period of 0.048×2π sec-
onds. Figure 4.16 displays the response of both masses in that case demonstrating a stable
response.





















Figure 4.12: Experimental response of both masses with no control input.
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Figure 4.13: Experimental response of both
masses with a controller gain K1 =200 V/m
and no time delay.





















Figure 4.14: Experimental response of both
masses with a controller gain K1 = 200 V/m
and time delay of 0.01×2π seconds.
To further validate the contour maps obtained using the Lambert function approach,
we generate a damping contour map of the experimental system for the second stability
pocket shown in Fig. 4.11. The map shown in Fig. 4.18, demonstrates that the closed-
loop system has its largest damping near τ = 0.047× 2π seconds and a gain of 100 V/m
and that the damping decreases as the gain or the delay are increased. To experimentally
validate this finding, the response of Fig. 4.16 which is obtained at a gain of 100 V/m and
a time delay of 0.048× 2π seconds is compared to the response of Fig. 4.17 which is
obtained at a gain of 150 V/m and a time delay of 0.048× 2π seconds. The experimental
results demonstrate that, in the first case, the system has a much lower settling time than
that associated with second case. Again, this agrees with the damping contours shown in
Fig. 4.18.
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Figure 4.15: Experimental response of both masses with a controller gain K1 = 100 V/m
and time delay of 0.03×2π seconds.





















Figure 4.16: Experimental response of both
masses with controller gain K1 = 100 V/m
and time delay of 0.048×2π seconds.





















Figure 4.17: Experimental response of both
masses with a controller gain K1 = 150 V/m
and a time delay of 0.048×2π seconds.
Figures 4.19 and 4.20 demonstrate another example wherein the experimental plant
can be stabilized by augmenting the delay with a larger delay period. More specifically,


























Figure 4.18: Damping contours obtained for the stable region shown in fig. 4.11.
and a delay period of 0.12×2π seconds leads to unstable response of both masses. On the
other hand, when this delay is augmented with a larger delay period of 0.14×2π seconds
as shown in Fig. 4.20 leads to a stable response. It is worth noting that the flattening of the
response towards the end of Figs. 4.15 and 4.19 is due to the masses hitting the mechanical
stops installed for safety concerns.
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Figure 4.19: Experimental response of both
masses with a controller gain K1 = 120 V/m
and a time delay of 0.12×2π seconds.





















Figure 4.20: Experimental response of both
masses with controller gain K1 = 120 V/m




This manuscript focused on the concepts of stability and decentralized stabilization
of coupled oscillators with feedback delays. More specifically, we considered the stability
analysis of two identical linearly-coupled oscillators controlled by a delayed decentral-
ized proportional feedback controller. For this, we generated stability maps of the coupled
system in the controllers’ gain and delay domain for different coupling coefficients and
observed the following:
• For weakly-coupled oscillators that are delay-free stable, the introduction of the
minute amount of delay to the decentralized control feedback destabilizes the re-
sponse. Some moderate and large delays can stabilize the system especially with
small gains. However, the regions wherein the system is stable shrink in size as the
gains are increased. Further, the coupled system becomes unstable independent of
the delay for large gains.
• For moderately-coupled oscillators that are delay-free stable, the introduction of the
minute amount does not necessarily produce an unstable response. Indeed, it has
been observed that for some moderate coupling, it is possible to find proper controller
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gains that stabilize the system for delays ranging from 0 < τ < 3 T , where T is the
period of the free oscillators. In general, it is observed that moderate coupling has a
stabilizing effect on the decentralized control scheme in the presence of delay.
• For strongly-coupled oscillators that are delay free stable, the introduction of de-
lay has a destabilizing effect on the response. Only small pockets of stability were
observed to exist for very specific gains and delay values.
We also investigated the prospectus of utilizing delays to stabilize and enhance the
damping characteristics of the coupled system in the presence of inherent delays in the de-
centralized feedback. We showed that, it is in fact possible to augment the inherent delay
into a larger delay period and enhance the damping characteristics of the coupled oscilla-
tors especially for weakly- and moderately-coupled systems. We utilized the Lambert-W
function to find the stability exponents of the system for different delays. These exponents
where then used to generate damping contours within the stable pockets. Using these con-
tours, it is possible to choose gain-delay combinations that minimize the settling time of
the system. We also compared the effectiveness of utilizing the Lambert-W function ap-
proach to generate the damping contours with the numerical solution of the characteristic
quasipolynomial and found that it very efficient, more accurate, and less time consuming.
We verified the proposed concepts and theoretical results by using an experimental
plant consisting of two coupled spring-mass-damper trios. Both, theoretical and experi-
mental results, were in very good agreement. Further, the feasibility of the “stabilizing by
delay” concept was verified through different experimental scenarios.
Future research efforts should be directed towards alleviating some of the assump-
tions made in this manuscript. Non-identical coupled oscillators with different coupling
coefficients should be considered. Other feedback signals such as PI, PD, and PID con-
trollers should also be investigated.
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