In this paper, we consider the local smoothing estimate associated with halfwave operator e it √ −∆ and the related fractional Schrödinger operator e it(−∆) α/2 with α > 1. Using the k-broad "norm" estimate developed by Guth [10], we improve the previous best results of local smoothing estimate for the wave equation in higher dimensions. For the fractional Schrödinger operator, we improve the previous results of [9, 23] .
This estimate trivially leads to the following space-time estimate As one can see, compared with (1.2), (1.3) does not gain any profits from taking average over time.
The natural question appears: in contrast with the fixed time estimate, whether one can gain some regularities by considering the space-time integral? More precisely, is there a ε > 0 such that
Sogge [25] formulated the following local smoothing conjecture:
Conjecture 1.1 (Local smoothing conjecture). For n ≥ 2, the inequality Sogge [25] first issued and obtained partial local smoothing results for all p > 2 when n = 2, which were greatly simplified in his joint work with Mockenhaupt and Seeger [20] by making use of "square function approach". The first sharp result with respect to the regularity is due to Wolff [30] , who obtained the sharp local smoothing estimate in dimension two for p > 74 by introducing what was later well-known as "decoupling inequality". After a series of works on this inequality [7, 8, 14] , Bourgain-Demeter [4] fully established the powerful sharp ℓ 2 -decoupling inequality of which the influence permeates into number theory, PDEs and geometric measure theory. As a direct consequence, up to the endpoint case, it leads to the sharp local smoothing estimate when p ≥ 2(n+1) n−1 with n ≥ 2. Recently, Guth-Wang-Zhang [12] resolved the local smooth conjecture for n = 2 by establishing the sharp square function inequality. Our first purpose of this paper is to further improve the local smoothing result for 2 < p < 2(n+1) n−1 with n ≥ 3. In particular, we obtain Then e it √ −∆ f L p (R n × [1, 2] ) ≤ C f L p sp−σ , σ < 2 p − 1 2 .
(1.8) Remark 1.3. For 2 < p < 2(n+1) n−1 with n ≥ 3, the sharp ℓ p decoupling inequality of Bourgain-Demeter [4] and the trivial L 2 estimates imply
A direct calculation shows that if p < 2(n+3) n+1 , n − 1 2
This fact shows that Theorem 1.2 improve the local smoothing estimate (1.9) in range of 2 < p < 2(n+1) n−1 for n ≥ 3 since the bottom range of p in (1.7) is strictly smaller than 2(n+3) n+1 .
We also consider the local smoothing estimate for the fractional Schrödinger operator e it(−∆) α/2 with α > 1. In contrast with the half-wave operator, the crucial difference is that away from origin, the phase function |ξ| α with α > 1 always has non-vanishing Gaussian curvature. The facts facilitates us to incorporate them all into the class of elliptic phase function. Among which the prototypical example is Schrödinger operator, of which local smoothing estimate finds extensive application in various aspects. The Strichartz estimate, among other things, plays a critical role in the study of the dynamics of the semilinear Schrödinger equations. For the fixed time t, Fefferman and Stein [6] , Miyachi [19] showed the following optimal L p estimate:
Taking the aforementioned fact into account, it seems natural to formulate the following local smoothing conjecture for the fractional Schrödinger operator Conjecture 1.4 (Local smoothing for the fractional Laplacian). Let α > 1, p > 2 + 2 n and s ≥ αn
When α = 2, which corresponds to the Schrödinger operator, Rogers [24] proposed the above conjecture, and showed that this conjecture is closely related to the restriction problem associated with the paraboloid. To be more precise, for q > 2 + 2 n with p ′ = nq n+2 , the adjoint restriction estimate
The proof of the above implication relies so deeply on the structure of phase function that one can use "completing of square " trick. Roughly speaking, we may explicitly write e it∆ f to be
(1.14)
By squaring out |x − y| 2 , we obtain
This enables us to express e it∆ f freely in terms of spatial or frequency variables. After some appropriate reductions and making use of pseudo-conformal change of variables, one can obtain (1.13) by (1.12). The above approach is, unfortunately, unavailable for the general fractional Schrödinger operator. Using bilinear method, Rogers and Seeger [23] established the sharp local smoothing results for p > 2 + 4 n+1 . Away from the endpoint regularity, their results were further improved by Guo-Roos-Yung in [9] by means of Bourgain-Guth iteration argument. Our second result is to further refresh the range of p of [9, 23] .
3n , for n even, 2 3n+5 3n+1 , for n odd.
(1.15)
Remark 1.6. We recover the sharp local smoothing result for n = 1 in the sense of both regularity and integral exponents, and improve the previous best results of [9, 23] for n ≥ 3.
At this point, we briefly review the decoupling and square function approach toward handling local smoothing estimate.
Define the domain Γ ⊂ R n Γ := (ξ ′ , ξ n ) ∈ R n \{0} : 1 ≤ ξ n ≤ 2, |ξ ′ | ≤ ξ n , and make slab-decomposition with respect to Γ. Assuming R > 1, we select a collection of R − 1 2 -maximally separated points {(ξ ν , 1)} ν in the unit ball B n−1 (0, 1) × {1} of the affine hyperplane ξ n = 1. Define the ν-slab as follows:
Let χ ν be the characteristic function of the ν-plate, and set f ν = F −1 (f χ ν ).
Local smoothing of the half wave operator is extensively studied. Technically speaking, instead of handing of the half wave operator e it √ −∆ f directly, we aim to establish certain kinds inequalities, and then apply them to the local smoothing problem. One is well-known as ℓ p -decoupling inequality of the form:
for p ≥ 2(n+1) n−1 . As a direct consequence of (1.17), up to the endpoint regularity, the sharp local smoothing estimate is resolved for p ≥ 2(n+1) n−1 . It seems that ℓ p -decoupling inequality is well suited for handling local smoothing estimate with larger exponents, whereas, inefficient for tackling the case where p is close to the endpoint p = 2n n−1 . Consequently, one may be motivated to pursue the following conjectured strengthened reverse square function inequality
Recently, the remarkable work of Guth-Wang-Zhang [12] established the sharp square function inequality (1.18) in dimension two. Following the standard procedure in [20] leads to the sharp local smoothing estimate for n = 2. For the reader's convenience, we provide the details and list some related open problems in the appendix. Roughly speaking, to handle the local smoothing problem by means of square function inequality, we need to resort to Nikodym maximal function inequality. The sharp result for the Nikodym maximal function inequality is fully established by [20] for n = 2, but its higher dimensional counterpart is wide open, which limits us, to some extent, to advance the research of the local smoothing in higher dimensions. For more discussion about the local smoothing estimate of the half-wave operator, see [15, 16, 13, 28] .
In this paper, motivated by the seminal work of Guth [10] , we circumvent these problems through handling the operator e it √ −∆ directly by means of weak-version of multilinear restriction estimate of Bennett-Carbery-Tao [3] , so called k-broad"norm" estimate. It is worth noting that, the results in Theorem 1.2 and Theorem 1.5 distinguish odd and even dimensions. The methods in this paper may stimulate the research of the local smoothing at the level of Fourier integral operator satisfying cinemetic curvature conditions. Under the variable coefficient setting, Kakeya compression phenomena will happen. Such phenomena displays differently between odd and even dimensions. One may refer to [1, 2, 11, 17, 29] for more details.
The following of the paper is organized as follows: In Section 2, we will provide some preliminaries and reductions. In Section 3 , we will prove Theorem 1.5. In Section 4, we will give the proof of Theorem 1.2. In the appendix, we will show how one can deduce local smoothing estimate from square function inequality, meanwhile, list some related open problems in this setting and some probable tractable approaches toward further improvement.
Notations For nonnegative quantities X and Y , we will write X Y to denote the estimate X ≤ CY for some C > 0. If X Y X, we will write X ∼ Y . Dependence of implicit constants on the spatial dimension or integral exponents such as p will be suppressed; dependence on additional parameters will be indicated by subscripts. For example, X u Y indicates X ≤ CY for some C = C(u). For λ ≫ 1, we use RapDec(λ) to mean a quantity rapidly decreasing in λ.
For a spacetime slab I × R n , we write L q t L r x (I × R n ) for the Banach space of functions u : I × R n → C equipped with the norm
with the usual adjustments when q or r is infinity. When q = r, we abbreviate L q t L q x = L q t,x . We will also often abbreviate f L r x (R n ) to f L r . For 1 ≤ r ≤ ∞, we use r ′ to denote the dual exponent to r such that 1 r + 1 r ′ = 1. We usually denote by B n r (a) the ball in R n with center a and radius r. We will also denote by B n R a ball of radius R and arbitrary center. We define the Fourier transform on R n bŷ
This helps us to define the fractional differentiation operator |∇| s and ∇ s for s ∈ R via
In this manner, the corresponding Sobolev norm can be defined by
Let ϕ be a radial bump function supported on the ball |ξ| ≤ 2 and equal to 1 on the ball |ξ| ≤ 1. For N ∈ 2 Z , we define the Littlewood-Paley projection operators by
preliminaries
Define the pseudo-differential operator P by
It is well known that the pseudo-differential operator P satisfies the following pseudo-local property
One may refer to [26] for details. Roughly speaking, the estimate (2.1) illustrates the fact: for each ball B n r (a),
This estimate can be made precise by integration by parts. In this section, we will extend the pseudo-local property to the operator e it(−∆) α 2 .
Let ψ be a smooth function with compact support in B n 2 (0) satisfying Poisson summation formula
. Then there is a sufficiently large constant N depending on p, n such that for (
where C > 0 depending on α is a sufficiently large constant and χ B n CR α (x0) denotes the characteristic function of ball B n CR α (x 0 ).
Proof. Without loss of generality, we may assume ball B n+1 R α is centered at origin. We rewrite
Note that |t| ≤ R α , provided |x| ≥ CR α , by stationary phase argument, we obtain
3)
The first term of the righthand side of (2.3) corresponds to e it(−∆)
By choosing N > 2n p ′ , we obtain the desired result.
As a direct consequence of Lemma 2.1, we immediately obtain the relation between local and global estimate in spatial space.
, the above result is free of ε-loss through passing from local estimate to the global one.
Proof. Let k ∈ Z n , {B k } k be a class of balls of radius R α centered at R α Z n which cover the whole space R n . By orthogonality property, we have
By Lemma 2.1, we get
We take the summation with respect to k, and obtain
(2.6)
For the remained terms, by Young's inequality, we obtain
Inserting the above estimates into (2.6), we complete the proof of Corollary 2.2.
Proof of Theorem 1.5
This section is devoted to the proof of Theorem 1.5. We shall divide e it(−∆) α 2 f into broad and narrow parts in the frequency space, one part is around a neighborhood of (k − 1)-dimensional subspace, another comes from its outside. We estimate the contribution of first part by means of k-broad "norm" estimate, and utilize decoupling theorem and induction on scale argument to deal with the contribution of the narrow part. In this process, we should take advantage of pseudo-local property of the fractional Schrödinger operator. It is worth noting that, for α > 1, we can incorporate the phase functions |ξ| α into a group generally referred to as "elliptic phase function". To proceed, we first introduce the definition of the elliptic phase function.
Definition 3.1 (Elliptic phase function). For given n-tuple consisting of n dyadic numbers A = (A 1 , . . . A n ), we say the phase function φ belongs to elliptic type E A , provided φ satisfies the following conditions
In order to prove Theorem 1.5, we will adapt the following k-broad "norm" estimate developed by Guth [10] . Let θ, τ be balls in R n with radius R −1 and K −1 , respectively. Correspondingly, we define G(θ) and G(τ ) to be the set of unit normal vectors as follows:
Let V ⊂ R n+1 be a (k − 1)-dimensional subspace. We denote by Ang(G(τ ), V ) the smallest angle between the non-zero vectors v ∈ V and v ′ ∈ G(τ ).
For each ball B n+1
Let {B n+1 K 2 } be a collection of finitely overlapping balls which form a cover of B n+1 R 2 . In this manner, we define the k-broad "norm" as follows
1)
for p ≥ 2(n + k + 1)/(n + k − 1).
As a direct consequence of Theorem 3.2 and Lemma 2.1, we obtain
2)
Proof. By Lemma 2.1, we know for (x, t) ∈ B n+1 R 2 , we have
By Theorem 3.2 and Hölder's inequality, we will obtain the desired estimate.
Adapting the argument in [4] , one has Theorem 3.4 (Decoupling theorem). Let φ ∈ E A and V ⊂ R n+1 be an m−dimensional linear subspace, then for 2 ≤ p ≤ 2(m+1) m−1 and δ > 0, one has
Here the sum are taken over all caps τ for which Ang(G(τ ), V ) ≤ K −1 and w B n+1 K 2 is a rapidly decaying weight function.
Parabolic rescaling For given φ ∈ E A , we use Q A (R) to denote the optimal constant such that
The parabolic rescaling transformation bridges the estimates at different scales which enables us to use the induction on scale argument. To establish parabolic rescaling Lemma in our setting, we have to exploit pseudo-local property of the operator e itφ(D) . Lemma 3.5 (Parabolic rescaling). Suppose that φ ∈ E 1 and τ ∈ R n is a ball with radius K −1 , then By changing of variables:
It is easy to verify that the phase functionφ τ belongs to the elliptic class E 1 . Thus, we have
R 2 )) . By change of variables: y → Kx, s → K 2t , we denote byΦ(B n+1 R 2 ) the transformed region. Thus we may construct a class of balls of dimension R 2 /K 2 to coverΦ(B n+1
where c α denotes the center of the balls.
Let C > 0 be a large constant, and denote byf α,τ
where CB α denotes the enlarged ball of B α keeping the center fixed. In the spirit of Lemma 2.1, we have
Reductions We claim that (1.16) can be reduced to showing: for R ≥ 1,
where the phase function φ(ξ) ∈ E 1 .
As a direct consequence of (3.5), we have
where A(r) := B n 2r (0) \ B n r (0). Note that for α > 1, ξ = 0, the eigenvalues of the Hessian matrix of |ξ| α are
Obviously, the phase function |ξ| α , ξ ∈ A(1) dose not belongs to the E 1 . This problem can be fixed by decomposing A(1) into a series of sufficiently small pieces and making appropriate affine transformation.
By Littlewood-Paley decomposition,
we easily conclude by the fixed-time estimate (1.10)
Now we come to estimate e it(−∆) α 2 P N f with N > 1. Indeed, for R ≥ 1, by Corollary 2.2, (3.6), we have
Therefore, by substituting g by (P N f )(·/N ), we have
Setting R = N α/2 , we have
This estimate joint with (3.7) implies that
, s > s α,p − α p . So we verify the above Claim.
Now we return to prove (3.5) . It can be deduced from the following proposition.
for all K ≥ 1, ε > 0 and
Proof of (3.5): By Corollary 3.3 and Proposition 3.6. (3.5) is valid if
In particular, if we choose k = n+3 2 , n is odd, n+4 2 , n is even, then we obtain the optimal range as in (1.15) .
The proof of Proposition 3.6. For given ball B n+1 K 2 , assume that a choice of (k − 1)-subspace V 1 . . . V L achieve the minimum in the definition of the k-broad "norm", we obtain
Summing over the balls {B n+1
We apply (3.2) to estimate the contribution of the first term. Choose δ ≪ ε, using Corollary 3.3, we have
On the other hand, we will use the decoupling theorem 3.4 with m = k − 1 and parabolic rescaling lemma 3.5 to estimate the contribution of the second term. In fact, by Theorem 3.4 and the fact
It is easy to show, by interpolation, that
By summing over B n+1 K 2 and using Lemma 3.5, we obtain
Combining the above estimates and inserting them into (3.8), we obtain
Therefore by the definition of Q 1 (R), we have
Note that δ ≪ ε and by choosing
we will close the induction, and so finish the proof of Proposition 3.6.
Local smoothing estimate for the wave equation: α = 1
In this section, we are concerned with the local smoothing estimate with α = 1 which corresponds to the renowned conjecture due to Sogge [25] . The feature of method in this paper is that we may apply the induction argument to handle the half-wave operator directly, without recourse to the square function inequality which additionally requires Nikodym maximal function estimate.
To prove Theorem 1.2, it suffices to show
Indeed, by Corollary 2.2, we have
Performing scale transformation, we get
By making use of the Littlewood-Paley decomposition and triangle inequality as in Section 3, we can finish the proof of Theorem 1.2.
Let 1 ≪ K ≪ R ε , we partition A(1), in the angular direction, into a collection of slabs θ and ν of dimension 1 × R −1 × · · · R −1 and 1 × K −1 × · · · K −1 respectively. Let f ν be defined as in the introduction and V ⊂ R n+1 be a (k − 1)-dimensional subspace. The set of unit normal vector of the cone G(θ) associated with θ is
We denote by Ang(G(ν), V ) the smallest angle between the non-zero vectors v ∈ V and v ′ ∈ G(ν), where
For each B n+1 K 2 ⊂ B n+1 R , we define the k-broad "norm" µ |ξ| (B n+1 K 2 ) as follows:
} be a collection of finitely overlapping balls which form a cover of B n+1 R . Then we define the k-broad "norm" as follows 
5)
for p ≥ 2(n+k+1) n+k−1 .
Proof. We decompose f in spatial space, and obtain by Lemma 2.1
By Theorem 3.2 and Hölder's inequality, we will obtain the desired estimate (4.5).
To prove Theorem 1.2, we also need the decoupling theorem of cone version. Adapting the argument in [4] , we have 
Here the sum are taken over all slabs ν for which Ang(G(ν), V ) ≤ K −1 and w B n+1 K 2 is a rapidly decaying weight function.
Lorentz transformation and parabolic rescaling First we lift the sector in R n to the cone hypersurface in R n+1 , then e it √ −∆ f can be rewritten as
After performing Lorentz transformation
the formula of the cone will be transformed to
Without loss of generality, we may assume suppf is contained in a small neighborhood of e n = (0, · · · , 1). Let Q(R) denote the sharp constant such that
where ε 0 > 0 is sufficiently small and Ef equals R n e i(x1ξ1+···+xnξn+xn+1
Thus it suffices to show
Proof. Without loss of generality, we assume the slab ν is represented by
By change of variables: ξ ′ → ξ ν ξ n + ξ ′ , then the associated change of variables in spatial space to be
Note that the smallness of |ξ ν | guarantees the above transformation can be reversed. Thus, it suffices to estimate
Making another change of variable,
f ν (·) = e iKξnξν · K n−1 f ν (K·, ·).
and Q K denotes the tube of dimensions R/K × · · · × R/K × R × R/K 2 . Now we further decompose Q K into equally-spaced balls of dimensions R/K 2 to get if
The Proof of Theorem 1.2: Following the same procedure as in the proof of Theorem 1.5, it suffices to show (4.1). By Corollary 4.2 and Proposition 4.5, we obtain (4.1) if
In particular, if we choose k = n+5 2 , n is odd, n+4 2 , n is even, This completes the proof of Theorem 1.2.
The proof of Proposition 4.5. For each B n+1 K 2 , assume that k−1-dimensional subspace V 1 . . . V L achieve the minimum in the definition of the k-broad "norm" such that 
For the contribution of the second term which is generally refereed to as "narrow part", we will use decoupling theorem and parabolic rescaling lemma 4.4. In fact,
By interpolation, we have
Taking the sum over B K 2 and using Lemma 4.4, we obtain
Combining the above estimates together, we get
we can close the induction, and so we complete the proof of Proposition 4.5.
appendix
For the reader's convenience, we provide the detail how to get the local smoothing estimate from the square function inequality. Meanwhile, we list some open problems related to this theme.
Let ν ⊂ A(1) be a slab of dimension 1 × R −1/2 × · · · × R −1/2 . In the following text, we fix p = 2n n−1 . By the standard Littlewood-Paley decomposition, Conjecture 1.1 can be deduced from
suppf ⊂ A(1).
Provided that we have established the following reverse square function inequality
,
It remains to show
To this end, we use K ν to denote the kernel of e it
By stationary phase argument, we have for each N ∈ N
where Π κν is the projection onto the hyperplane orthogonal to the direction κ ν . Using Riesz's representation theorem, we have ν |e it √ −∆ f ν | 2 To complete the procedure, we need to establish the following two inequalities. If n = 2, (5.4) is proved by Mockenhaupt-Seeger-Sogge [20] . However, it is far from optimal in the higher dimensions. To get better results in Theorem 1.2 and 1.5, we expect to establish (5.6) directly for some p < 2(n+k+1) n+k−1 .
Square function inequality
Remarks on the local smoothing for the half-wave operator. It seems possible to improve the local smoothing of half-wave operator in this direction. For this purpose, we should perform appropriate decomposition of spatial space matched with that of the frequency space. To be more precise, let θ ⊂ A(1) be a slab with dimension 1×R −1/2 ×· · ·×R −1/2 and κ θ denote its direction. Let U θ ⊂ R n+1 be centered at origin with dimension 1 × R 1/2 . . . R 1/2 × R and direction (−κ θ , 1). Correspondingly, we make a decomposition in the spatial space such that
By stationary phase argument, we obtain
where U ε ⊂ R n denotes R ε dilation of U ∩ {x n+1 = 0}. Now we would like to provide a toy model to show special role played by this decomposition. Using the above decomposition one may deduce the sharp local smoothing estimate directly from sharp ℓ 2 -decoupling inequality for the half-wave operator. In fact, let p = 2(n+1)/(n−1), we have
