Abstract. The k-Nearest Neighbour ( k-NN) method is a typical lazy learning paradigm for solving classification problems. Although this method was originally proposed as a non-parameterised method, attribute weight setting has been commonly adopted to deal with irrelevant attributes. In this paper, we propose a new attribute weight setting method for k-NN based classifiers using quadratic programming, which is particularly suitable for binary classification problems. Our method formalises the attribute weight setting problem as a quadratic programming problem and exploits commercial software to calculate attribute weights. To evaluate our method, we carried out a series of experiments on six established data sets. Experiments show that our method is quite practical for various problems and can achieve a stable increase in accuracy over the standard k-NN method as well as a competitive performance.
INTRODUCTION
Classification is a typical problem in machine learning and knowledge discovery that has been studied by many r esearchers. Up to now, there have been various approaches reported in the literature. Typical techniques include decision trees [7] , neural networks [5] , Bayesian estimation [3] , linear discriminant functions [17] , and lazy learning [2] etc.
The k-Nearest Neighbour ( k-NN) algorithm [13] is a basic algorithm for lazy classification. When classifying an instance, k-NN selects k most similar instances in the training set of instances, and uses the k similar instances to determine the class of the instance under classification via some voting mechanism. Usually, each instance is described as a sequence of attributes, i.e. {A 1 
In formula (1) , all the attributes for describing instances are equally treated.
However, for a real world problem some attributes may be less important than others, and some attributes may even be irrelevant. Therefore, many k-NN based classifiers parameterise the similarity function (or the distance function) to deal with irrelevant attributes (see e.g. VDM [36] , CCF [11] , MVDM [10] , MI [12] , Relief-F [21] , and k-NN VSM [38] etc.). Intuitively, more important attributes will be assigned higher weights, and less important attributes will be assigned lower weights. In reality, an attribute weight setting algorithm is needed for a weighted k-NN based classifier. In [39] , a survey and empirical analysis of such algorithms is provided. For an attribute-3 weighted k-NN classifier, similarity between instances can be calculated through formula (2) , in which W i is the weight on the ith attribute. 
In this paper, we propose a novel attribute weight setting method using quadratic programming, which is particularly suitable for binary classification problems.
Compared with previously proposed methods, our method has the following advantages. First, o ur method has a sound theoretical foundation, while most other methods are empirical. Secondly, from our experiments, the performance of our method improves previously proposed attribute weight setting methods. Thirdly, our method can use a small-size training set, and still get a good performance. Some preliminary results for this method have been reported in [40] .
RELATED WORK

Attribute Weight Setting Problem
The attribute weight setting problem in a weighted k-NN classifier can be described as follows. T here are n training instances in the training set, each having a value in each of q attributes and being assigned to a class. These training instances will be used to calculate a set of attribute weights with the aim of making the classifier achieve a high performance when using the weights and the training instances to classify new instances. The set of attribute weights obtained will be used in formula (2) to calculate the similarity between two instances.
The optimal set of attribute weights is a set of weights that, when used to classify new instances, minimises the number of misclassified instances. Obviously, the optimal attribute weight setting is related to both the training instances and the instances under classification. Therefore, the optimal attribute weights cannot be 4 calculated by only using the training set. However, if we can assume that the training instances can fully represent the instances under classification, it might be possible to get the set of optimal attribute weights that can achieve the smallest prediction error only using the training set itself. This is the attribute weight setting problem we will discuss in this paper.
Previous Methods
There have been numerous attribute weight setting methods for k-NN proposed in the literature. A thorough classification and survey of these can be found in [39] . We here summarise some frequently referenced methods.
In [30] , an attribute weight setting method named EACH is proposed. The idea of EACH is to change the attribute weights of previous training instances after classifying a new training instance. The weights of all the matched attributes for correct classifications are increased by a fixed amount F, and the weights of all the matched attributes for incorrect classifications are decreased by F. On the other hand, the weights of all the mismatched attributes for correct classifications are decreased by F, and the weights of all the mismatched attributes for incorrect classifications are increased by F. Similar to EACH, IB4 [1] uses another more sophisticated formula to calculate the new attribute weights of previous training instances, and Relief-F [21] uses different amounts for different instances. A common property of the above approaches is to continuously adjust the weights when processing a new training instance.
In [20] and [34] , two approaches using genetic algorithms to learn attribute weights are reported to have higher accuracies than standard k-NN on some data sets.
In [25] , the variable kernel similarity metric (VSM) is reported to use conjugate gradient to minimise summed leave-one-out classification error (LOOCE) for the 5 training instances. In [38] , a simplification of VSM with the name k-NN VSM is reported to have similar performance to VSM for a variety of data sets. These approaches try to optimise the weights by processing all the training instances together to get the weights.
There are also some earlier approaches using statistical properties of the training instances to calculate attribute weights. In [36] , the value-difference metric (VDM) for discrete attributes is introduced. The basic idea of VDM is to assign higher weights to attributes whose distribution across different classes is more skewed. In [10] , a modified version of VDM named MVDM is reported to have similar performance to VDM. In [11] , two attribute weight setting methods based on VDM are reported, which are the CCF method and the PCF method. The CCF method assigns higher weights to attributes that occur in fewer classes. The PCF method modifies CCF to assign the same attribute different weights in different classes. In [28] , it is reported that CCF outperforms PCF on most tested data sets. In [12] , a method based on the mutual information (MI) theory (see e.g. [33] ) is reported. The basic idea of this approach is to calculate the contribution of individual attributes to the class of each training instance. An attribute with a larger contribution will be assigned a higher weight.
Besides the above, other methods can be found in [31] and [23] etc.
QUADRATIC PROGRAMING
A quadratic programming (QP) problem is a particular case of an optimisation problem, which is to calculate the maximum or minimum value of an objective function of a set of variables subject to a set of constraints on the variables. For a quadratic programming problem, each of the constraints is a linear equation or a linear 6 inequality, and the objective function is at most quadratic [15] . Therefore, a QP problem can be represented in the following form: Quadratic programming is a well-studied area in optimisation. Many methods for solving linear programming problems (see [4] for linear programming) can be extended to quadratic programming problems. There have already been commercial software packages (such as IBM OSL [19] ) to solve quadratic programming problems. Although there is lack of theoretical analysis of the computational complexity of methods for quadratic programming, it is shown in [27] that current quadratic programming software is able to solve problems with several thousand variables and several thousand constraints.
SETTING ATTRIBUTE WEIGHTS VIA QUADRATIC PROGRAMMING
In this paper, our focus is on a particular subset of classification problems -binary classification. In a binary classification problem, each instance will be classified between two classes. In this section, we will demonstrate how the attribute weight 7 setting problem in k-NN based binary classification can be reduced to a quadratic programming problem.
Assumption
When using a k-NN based classifier to classify instances, the classifier will classify an instance to the class of a similar instance. However, if there are many irrelevant attributes and/or different attributes have different importance, the calculated similarities may not reflect the real similarities. It is the responsibility of an attribute weight setting method to acquire the set of weights that can make the similarities calculated from formula (2) approximate to the real similarities. The weight of each attribute then reflects the importance of that attribute.
For the binary classification problem, we assume that the real similarity between instances in the same class is 1, and the real similarity between instances in different classes is 0. Thus, the objective of the training process is to seek a set of weights, which, when a pplied to instances in the training set through formula (2), will lead to similarities that approximate to the real similarities.
Formalisation
Based on the above assumption, the attribute weight setting problem in k-NN based binary classification can be v iewed as an optimisation problem whose aim is to minimise the differences between the similarities calculated from formula (2) and the real similarities obtained by comparing the classes. However, as there is only one objective function in an optimisation problem, all the differences between corresponding pairs of similarities should be summed into the objective function. As the aim of the optimisation problem is to minimise all the individual differences, we use the sum of the squares of the differences, i nstead of the arithmetic sum of the 8 differences. Therefore, the optimisation problem can be summarised as the following quadratic programming problem.
Supposing there are n training instances in the training set, each having q attributes; the constraints i n the problem can be represented as equation (4) . In (4), S ijk is the similarity on the kth attribute between instance i and instance j.
is then the similarity between instance i and instance j calculated using formula (2) . L ij is the value by which the calculated similarity is less than the real similarity, M ij is the value by which the calculated similarity is greater than the real similarity, and then R ij is the real similarity between instance i and instance j. We will call the L ij and M ij as the difference variables.
Usually we also require the sum of the weights to be 1. So, there is also another constraint:
As analysed above, the objective function in this problem is to minimise the sum of the squares of L ij and M ij . In fact, our aim is to minimise each L ij and M ij , but as we have to express our aim in one objective function, we choose the sum of the squares of L ij and M ij as a device to prevent any of them from being too large. Therefore, the objective function can be represented as (6).
Complexity analysis
We provide here a brief analysis of the size of this quadratic programming problem. As there is still no comprehensive analysis of the complexity of quadratic programming problems, this analysis can only indicate how large this quadratic programming problem can be, but not the actual complexity of the problem.
From the above formalisation, there are q weight variables and n*(n-1) difference variables. The number of the constraints in (4) and (5) is n*(n-1)+1. Therefore, the above quadratic programming problem is a quadratic programming problem with n*(n-1) +q variables and n*(n-1)+1 constraints.
Simplification
As the above complexity analysis shows, the size of the formalised quadratic programming problem is not linear to the number of training instances. Therefore, with the increase of the number of the training instances, the formalised quadratic programming problem may become unmanageable. In such a case, some simplification mechanism may help to reduce the size of the quadratic programming problem, which may also reduce the performance of the classifier in some extent.
In the above formalisation, each instance is compared with all the other instances.
If we only compare each instance with a subset of other instances, we can reduce the size of the formalised quadratic programming problem. If an instance is only compared with another p (p=n -1) instances, we will have q weight variables and n*p difference variables, and the number of constraints will be n*p+1. In this case it becomes a quadratic programming problem with n*p+q variables and n*p+1
constraints. 10 
An Illustrative Example
To understand the above formalisation, let us consider the following example.
There are four training instances in the example, which are listed in Table 1 . Each instance has a value in each of the three attributes, and each instance is classified as A or B. 
Using the above method, we can get the following QP problem. The constraints of the formalised QP problem are listed in (7). 
The objective function is to minimise the sum in (8). 
Obviously, if we set W 1 to 1, and set W 2 , W 3 , and all the L ij and M ij to 0, all the constraints in (7) can be satisfied, and the sum in (8) can reach 0 -the minimum. This weight setting represents the classification using only the first attribute, and it can correctly classify all the four training instances. 
EXPERIMENTAL RESULTS
Experimental Method
To test the performance of our method, we applied it to six binary classification data sets, acquired from the UCI Machine Learning Repository [6] . We randomly selected a fixed number of instances from each data set as training instances. Some initial experiments indicated that about 100 training instances was sufficient for our method to achieve a good and stable performance. We therefore selected 100 as the size of all the training sets for the six data sets. The advantage of this is that, as 100 training instances are quite manageable for our training process, it is not necessary to use any simplification of the type discussed in section 4.4. We view the latter only as a possible strategy for managing large training sets with some sacrifice of accuracy.
Our results suggest, however, that our method produces good results even when this small training set is used, an advantage which we discuss later.
For the Thyroid Disease data set, we randomly chose 50 positive instances and 50 negative instances in the data set as the training data, as there were very few positive instances in the data set. For each other data set, we randomly chose 100 instances in the data set as the training data. Based on the 100 instances, we calculated the attribute weight setting using our method. Then, the calculated weights were used to classify the remaining instances in the data set. The accuracy of classifying the remaining instances was recorded, and for comparison, the accuracy of standard k-NN classification without using any attribute weights was also recorded. To calculate the attribute weight setting, we generated the corresponding quadratic programming problem in MPS format [29] , and used IBM OSL [19] to solve the problem and get the weight setting. To avoid occasional results, we performed the experiment ten times for each data set. All the experiments were performed on a Pentium III 500MHz 12 PC with 128M RAM running Windows NT 4.0. The CPU time of each weight setting calculation was also recorded as the training time to indicate the manageability of each formalised quadratic programming problem.
In a k-NN based classifier, the value of k will also affect the accuracy of classification. As usually the value of k is a small odd number, we tested our method when k is odd and 1=k=19. For each k, the average accuracy and the standard deviation for both our method and the standard k-NN method were recorded. To test the significance of the difference in accuracy between our method and the standard k-NN, we used Yates' ? 2 (chi-square) test, whose meaning is interpreted in [22] as follows: When the ? 2 value is less than 3.84, the difference is not significant; when the ? 2 value is no less than 3.84 but less than 6.63, the difference is probably significant;
and when the ? 2 value is no less than 6.63, the difference is significant.
Descriptions of the Tested Data Sets
The six data sets used were the Mushroom data set, the Congressional Voting data set, the Thyroid Disease data set, the Breast Cancer data set, the Pima Indians Diabetes data set, and the Credit Screening data set. The sets were chosen to provide a range of cases of binary classification. They included three cases of noise-free, and three of noisy data, and cases for which the attributes are all discrete, all continuous, and a mixture. We also chose data which has been the subject of published experiments for other methods, to enable us to make comparisons with these.
In the Mushroom data set, an instance represents one type of mushroom. Each instance is characterised by 22 discrete attributes, and each instance is classified as either edible or poisonous. There are 8124 instances in the data set in total. 13 In the Congressional Voting data set, an instance represents one vote. Each instance is characterised by 16 discrete attributes, and each instance is classified as either for democrats or for republicans. There are 435 instances in the data set in total.
In the Thyroid Disease data set, an instance represents one case of the thyroid disease. Each instance is characterised by 7 continuous attributes and 18 discrete attributes, and each instance is classified as either hypothyroid or negative. There are 3163 instances in the data set in total.
In the Breast Cancer data set, an instance represents one case of the breast cancer disease. Each instance is characterised by 4 continuous attributes and 5 discrete attributes, and each instance is classified as either recurrent or not recurrent. There are 286 instances in the data set in total.
In the Pima Indians Diabetes data set, an instance represents one report of the diabetes test. Each instance is characterised by 8 continuous attributes, and each instance is classified as either positive or negative. There are 768 instances in the data set in total.
In the Credit Screening data set, an instance represents one credit card application.
Each instance is characterised by 6 continuous attributes and 9 discrete attributes, and each instance is classified as either plus (+) or minus (-). There are 690 instances in the data set in total.
The features of the six data sets are summarised in table 2. 
Results on Less Noisy Data Sets
For the Mushroom data set, the Congressional Voting data set, and the Thyroid Disease data set, there is not much noise in the data sets. Therefore, there have been highly accurate methods reported in the literature, and the standard k -NN classifier can also solve the problems with high accuracy. Previous results for the Mushroom data set can be found in [32] , [18] and [14] .
Previous results for the Congressional
Voting data set can be found in [32] , [39] and [14] . Previous results for the Thyroid Disease data set can be found in [14] .
Our results for the Mushroom data set are summarised in Table 3 Table 3 shows that our method improves on the standard k-NN for this data set.
Our method demonstrates significant improvements for all the values of k, although some of the increases are small.
The results for the Congressional Voting data set are summarised in Table 4 . The average training time for the quadratic programming approach was 1159 seconds with a standard deviation of 206 seconds. The results for the Thyroid Disease data set are summarised in Table 5 This case also shows that our method improves on the standard k-NN for this data set. For all the values of k, our method achieves significant increases, many of which are quite large. As with the previous cases, the accuracy of the method seems to become relatively stable once a sufficient threshold value of k is reached. This contrasts with standard k-NN, for which accuracy declines significantly for values of k that are too large.
Results on Noisy Data Sets
There is much noise in the Breast Cancer data set, the Pima Indians Diabetes data set and the Credit Screening data set. Therefore, there has been no very accurate method reported in the literature and the standard k-NN classifier can only solve the problems with low accuracy. Previous results for the Breast Cancer data set can be found in [26] , [8] , [9] , [37] and [14] . Previous results for the Pima Indians Diabetes data set can be found in [35] and [14] . Previous results for the Credit Screening data set can be found in [14] .
The results for the Breast Cancer data set are summarised in Table 6 . The average training time for the quadratic programming approach was 523 seconds with a standard deviation of 91 seconds. Table 6 , it appears that the two methods are about the same for this data set.
Each method has five increases and five decreases, and none of the differences are significant or probably significant. However, weight-setting again appears to enable better exploitation of a larger value of k. For all k > 11, the method gives better results than any of the cases of k-NN.
The results for the Pima Indians Diabetes data set are summarised in Table 7 . The average training time for the quadratic programming approach was 394 seconds with a standard deviation of 27 seconds. In this case, our method is slightly better than the standard k-NN for this data set.
For all values of k > 1, our method demonstrates increases, many of which are significant or probably significant.
The results for the Credit Screening data set are summarised in Table 8 . The average training time for the quadratic programming approach was 1022 seconds with a standard deviation of 400 seconds. Again, our method appears slightly better than the standard k-NN for this data set,
with improved results for all the values of k.
Analysis of the Experimental Results
Based on the above experimental results, we can find the following properties of our method.
Stable increase in accuracy
For an attribute setting method for k-NN, the basic evaluation is the increase in accuracy over the standard k-NN.
In our experiments, we tested ten values of k for each data set. For the three less noisy data sets, our method achieves increases in accuracy for all the different values of k unanimously. For the three noisy data sets, our method achieves increases in accuracy for 24 values of k, and some decrease for the other 6 values of k. However, if k is tuned into the optimal values for our method, there is always an increase for each data set, and the accuracy achieved in this case is always greater than for any case of standard k-NN tested. For the three less noisy data sets, all the increases are significant. Moreover, whereas the accuracy of standard k-NN sometimes reduces significantly if too large a value of k is chosen, the weighted classification appears to be relatively stable once a sufficiently high value of k is reached. For the three noisy data sets, nine increases are significant or probably significant, but no decreases are significant or probably significant. In general, although our method may not guarantee a better performance over the standard k-NN, 21 our method is not likely to be much worse. The increases and decreases of our method are summarised in Table 9 . In [39] , six classification methods were evaluated using six data sets with no irrelevant attributes. All of the previous weighted approaches analysed in that paper demonstrated decreases in accuracy for some data sets. In contrast, our method seems more stable in achieving increases in accuracy for different data sets. It should be noted that, in the absence of irrelevant attributes, it is natural that our method does not achieve dramatic increases in accuracy. 22 A summary of the results reported [39] is shown in Table 10 , in which the increase is achieved when k is tuned to the values that let the corresponding weighting method achieve the highest accuracy. Table 10 are not binary classification data sets and are not used in our experiments. This review does suggest, however, that weighted k-NN methods typically show only small increases in accuracy compared with the standard non-weighted k-NN when the tested data sets have no irrelevant attributes.
Bearable training time
The idea of using optimisation for machine learning has already been proposed in the literature (see e.g. [24] and [16] ). The main drawback of these approaches is that they usually need much computation, which may mean a long training time. However, 23 with the increase of the capacity of computation, it seems that we can already often overcome this drawback. In our experiments, the average training times for the six data sets were respectively 32. predicted that the training time of our method for larger training sets and/or data sets with more attributes should also be bearable.
Competitive performance
As previously mentioned, the data sets chosen for our experiments have been the subject of experiments published for many other methods, with which we are able to make comparisons. The results of these are summarised in table 11. This shows that, compared with previous results, if k is tuned to the optimal values for our method, the overall accuracies for our method are competitive.
In [14] , t he RISE method was evaluated using all the data sets we have used. In 4 of the 6 cases, we have been able to show improved accuracy. The STAGGER method [32] was applied to both the Mushroom data set and to the Congressional Voting data set, and the Mushroom data set was used in the method described in [18] also. In [39] , six weighted k-NN approaches were tested on the Congressional Voting data set and the accuracies achieved were respectively 95.5% (Relief-F [21] ), 95.1%
(k-NN VSM [38] ), 93.6% (CCF [11] ), 94.7% (VDM [36] ), 94.7% (MVDM [10] ) and 94.6% (MI [12] ). In all these cases a greater accuracy was achieved by our method.
The Breast Cancer data set has been used to evaluate methods described in [26] , [8] , [9] and [37] , as well as [14] . Only one of these, [8] demonstrates higher accuracy than that of our method. This is also the case for the Pima Indians Diabetes data set in [35] , 24 although on this data our method improves on RISE. Overall, our method performs better than most or all other methods on every data set except the Thyroid Disease data, for which the only comparison, RISE, is superior. 
Small training sets
Intuitively, our method can take all the comparisons between any two training instances into consideration in the training process, and therefore, our method may acquire enough knowledge from fewer training instances to get a good performance.
The experimental results also support this.
In our experiments, our method uses 100 training instances. Conversely, the experiments reported for RISE [14] , STAGGER [32] , and for the method used in [35] and the various methods reported in [39] all use larger training sets, in some cases much larger. Despite this, our method achieves higher accuracy in almost all cases.
The only exceptions are for the Mushroom data set and Thyroid Disease data set, for which RISE obtains greater accuracy using 5416 training cases and 2108 training cases respectively, and for the method described in [35] , which obtains greater accuracy on the Pima Indians Diabetes set using 576 training cases. Overall, it appears that other methods only perform better than ours, i f at all, in cases where very much larger training sets are used. These results are summarised in Table 12 . 
FUTURE WORK
An interesting and useful study might be a study of the learning curve of our method. This can be done by repeating the experiments in this paper for various different sizes of the training sets. It may also be worthwhile to investigate to what extent the simplification strategy suggested in section 4.4 will work. We would expect a slightly better performance for our method when the size of the training set is tuned to the optimal value with some light simplification.
A limitation of our method may be the assumption that the real similarity between instances in the same class is 1 and the real similarity between instances in different classes is 0. Although this seems natural for many problems, it is not always the case. 26 For example, when classifying instances as normal or abnormal, those normal instances should be similar in nature, but those abnormal instances may not be similar at all. Furthermore, instances in different classes may not be totally dissimilar to each other. This is more the case when the problem is not a binary classification problem. It is always in nature that some classes are somewhat similar to each other while other classes are dissimilar to each other.
For this reason, we think this method can achieve good performance only on binary classification problems, and will require some adaptation before it can be applied to other classification problems.
In the future, we plan to identify some mechanisms to acquire the real similarities between classes rather than using the assumed similarities. One possible approach may be to use statistical information for setting the similarities. Another possible approach may be to recursively apply our method and gradually adjust the real similarities accordingly. We think if we can acquire the genuine real similarities, it will be possible to extend our method to general classification problems and/or further improve the performance of our method.
CONCLUSION
There have been quite a few attribute weight setting algorithms for k-NN reported in the literature. In this paper, we proposed a new attribute weight setting method for k-NN based binary classification using quadratic programming. We also performed a series of experiments on six previously known binary classification data sets. For the three less noisy data sets, our method achieved significant increases for all the tested values of k over the standard k-NN. For the three noisy data sets, our method also achieved significant or probably significant increases and no significant or probably significant decreases over the standard k-NN in most cases. 27 In conclusion, our experimental results suggest that our method may have the following properties: a stable increase in accuracy over standard k-NN, bearable training time, a good performance compared with other methods, and the ability to achieve this performance using small training sets.
