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1 Einleitung 
Bei der Entwicklung moderner Maschinenkomponenten kann eine anforderungsge-
rechte Bauteilgeometrie aufgrund der hohen Erwartungen an Leistungsfähigkeit und 
Kosten kaum noch intuitiv bestimmt werden. Auch sind langwierige, manuelle Nach-
arbeiten an der Maschinenstruktur zur Erfüllung der Anforderungen oft nur mit ho-
hem Personalaufwand zu realisieren. Voraussetzung für die Einführung eines kon-
kurrenzfähigen Produkts auf dem internationalen Maschinenmarkt ist daher zumeist 
die Unterstützung des Konstruktionsprozesses durch Optimierungssysteme, die eine 
automatisierte Verbesserung der Maschinenstruktur erlauben. Die zu berücksichti-
genden Strukturanforderungen hängen dabei immer mehr von den stetig schwinden-
den Ressourcen ab, die sich in zunehmendem Maße auf die Produktkosten auswir-
ken. So führt eine Leichtbauweise insbesondere in der Antriebstechnik und dem 
Werkzeugmaschinenbau zu deutlich wirtschaftlicheren Konstruktionen, da speziell 
bei den bewegten Maschinenkomponenten neben den Materialeinsatz auch der 
Energiebedarf und die Kosten für die Antriebselemente gesenkt werden können. 
Hierzu eignet sich vor allem die Strukturoptimierung, die zur Entwicklung von Ma-
schinenbauteilen beiträgt, die bei höchster Leistungsfähigkeit die Ressourcen scho-
nen. 
Die meisten Strukturoptimierungsverfahren basieren heute auf Berechnungen der 
Finiten Elemente Methode (FEM), um das statische, dynamische und thermische 
Maschinenverhalten nicht aufwändig über teure Prototypen der Strukturvarianten 
bestimmen zu müssen. Dabei wird eine hohe Berechnungsgenauigkeit durch eine 
gleichmäßige Vernetzung mit einer ausreichenden Anzahl von finiten Elementen an-
gestrebt. Hierfür eignen sich insbesondere geometriebasierte Optimierungsverfah-
ren, die im Gegensatz zu netzbasierten Verfahren eine qualitativ hochwertige Neu-
vernetzung veränderter Geometriebereiche ermöglichen. Zudem sind die Ergebnisse 
der geometriebasierten Strukturoptimierung direkt in ein für den Konstruktionspro-
zess verwertbares CAD-Modell übertragbar, da für jede Gestaltvariante ein parame-
tergesteuertes CAD-Modell automatisiert vom Optimierungssystem angepasst wird. 
Zur geometriebasierten Beschreibung des CAD-Modells können einfache Regel-
geometrien wie Radien, Ellipsen und Geraden dienen. Eine flexiblere und leistungs-
fähigere Abbildung von Formen bieten hingegen Non-Uniform Rational B-Splines 
(NURBS), weil sie neben anderen Freiformgeometrien wie B-Splines und Bézier-
Splines auch Regelgeometrien exakt abbilden können. 
Als Optimierungsverfahren werden derzeit Programme zur Dimensionierung, sowie 
Gestalt- und Topologieoptimierungen nacheinander angewendet, wie beispielsweise 
eine sequentielle Optimierung der Wandstärken, der Rippenformen und der Rippen-
anordnung einer Stahlschweißkonstruktion. Für eine optimale Auslegung der Struk-
turkomponenten in Topologie, Gestalt und Dimensionierung werden jedoch zuneh-
mend Optimierungssysteme entwickelt, die ein übergeordnetes Optimum aller Opti-
mierungsverfahren bestimmen können. Hieraus resultiert eine Variationsvielfalt, die 
mit den bestehenden Methoden zur geometriebasierten Strukturoptimierung nicht 
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voll ausgeschöpft werden kann. Aufgrund der fehlenden Grundlagen zur Berücksich-
tigung geometrischer Restriktionen lassen sich Durchdringungen von Geometrieele-
menten im CAE-System nicht vermeiden, die zu Instabilitäten im Simulationsmodell 
bis hin zum Abbruch der Optimierungsrechnung führen. Zwar können bereits Durch-
dringungen, wie z.B. die Überschneidung zweier Volumina, durch einfache Parame-
terabhängigkeiten von einzelnen Abmaßen grob verhindert werden, doch lässt sich 
eine robuste Integration der Gestaltoptimierung mit Freiformgeometrien wie NURBS 
hiermit nicht verwirklichen. Zudem liegt das Optimum eines Optimierungsproblems 
oft am Rande des zur Verfügung stehenden Bauraums. Eine exakte Beschreibung 
der Bauraumgeometrien über geometrische Restriktionen ist daher für eine präzise 
Lösung der Optimierungsaufgaben unumgänglich.  
Darüber hinaus lassen sich durch geometrische Restriktionen auch Fertigungsrand-
bedingungen beschreiben, die den Aufwand zur Auswertung der Optimierungser-
gebnisse deutlich reduzieren würden. So könnten beispielsweise Entformungsrich-
tungen, Mindestkrümmungsradien und minimale Strukturabmessungen als geometri-
sche Kriterien für Gusskonstruktionen eingehalten werden. Des Weiteren lassen sich 
durch geometrische Restriktionen werkzeugmaschinenspezifische Anforderungen in 
die Optimierung einbeziehen, so dass z.B. Hinterschneidungen in einer Werkstück-
kontur radial zur Rotationsachse einer Drehmaschine verhindert werden könnten. 
Folglich würde der Konstrukteur nach einer geometriebasierten Strukturoptimierung 
unter geometrischen Restriktionen mit Freiformgeometrien ein CAD-Modell vom Op-
timierungsergebnis erhalten, das grundsätzlich fertigungstechnisch beherrschbar ist 
und in den vorgegebenen Bauraum integriert werden kann. 
Im Rahmen dieser Arbeit wird daher ein geometriebasiertes Optimierungssystem 
aufgebaut, das eine Strukturoptimierung von Maschinenbauteilen unter der Berück-
sichtigung von geometrischen Restriktionen ermöglichen soll. Neben der Gestaltop-
timierung mit Freiformgeometrien und der Dimensionierung ist gleichzeitig auch ein 
beschränkter Eingriff in die Topologie der Bauteile geplant. Hierzu wird über diskrete 
Optimierungsparameter die Anzahl sich wiederholender Strukturelemente, wie bei-
spielsweise Rippen oder Durchbrüche, variiert. Schwerwiegende topologische Ände-
rungen, die mit gängigen Fertigungsverfahren kaum herzustellen sind, werden hier-
durch vermieden. Dies erlaubt vor allem die hocheffiziente Optimierung von Stahl-
schweiß- und Gusskonstruktionen. Dabei sollen Geometrien, die außerhalb des zu-
lässigen Bauraums liegen oder fertigungstechnische Restriktionen nicht erfüllen, von 
der Optimierung ausgeschlossen werden. Die Lösung der resultierenden Optimie-
rungsprobleme erfordert die Erarbeitung spezieller Optimierungsalgorithmen, die bei 
möglichst wenigen FE-Berechnungen mit hoher Wahrscheinlichkeit eine global opti-
male Lösung auffinden können. Mit Hilfe von neuronalen Netzen soll hierzu eine an-
forderungsgerechte Evolutionsstrategie über ein Gradientenverfahren beschleunigt 
werden.
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Introduction 
In the development of modern machinery, it is scarcely possible to design the com-
ponents intuitively to meet performance and cost requirements. This leads to time-
consuming manual iterations of the machine structure requiring high personnel ex-
penditure. Thus, a prerequisite for the introduction of a competitive product on the 
international machinery market is the support of the engineering design process by 
an optimization system, which is able to improve the mechanical behavior automati-
cally. The structural requirements to be considered by an optimization depend more 
and more on the ever-dwindling resources that increasingly affect the product cost. 
Light weight construction, for example, leads in the design of movable components 
and machine tool drives to a significantly more economic design. Here the use of 
less material reduces not only material costs, but also lowers the power consumption 
and enables smaller, cheaper drive elements to be used. Structural optimization is a 
suitable method to achieve this savings contributing to the development of mechani-
cal parts that protect the resources while retaining maximum capability.  
Most structural optimization methods today use finite element method calculations 
(FEM) to determine the static, dynamic and thermal properties of a machine, without 
having to resort to building expensive prototypes. In this method, high calculation 
accuracy is achieved by using a uniform mesh with a sufficient number of regular 
shaped finite elements. Geometry-based optimization methods are particularly suita-
ble for this. In contrast to FE-based optimization methods a geometry-based ap-
proach ensures a high quality when remeshing the modified structural geometries. 
Moreover, the result of a geometry-based structural optimization can be transferred 
directly into the engineering design process via a parameterized CAD-model, which 
is adapted automatically for each structural variant by the optimization system. For a 
geometry-based representation of the CAD-model geometric primitives such as arcs, 
ellipses and straight lines can be chosen. More flexible and efficient, however, are 
non-uniform rational B-splines (NURBS) which are capable of representing geometric 
primitives and other free-form entities, such as B-splines and Bézier curves exactly. 
Currently, optimization methods use programs for sizing, shape and topology optimi-
zation one after the other, as, for example, a sequential optimization of wall thick-
nesses, shapes and number of ribs of a welded steel construction. For an optimal 
design of structural components in topology, shape and dimensioning, optimization 
systems are increasingly being developed that can determine an ultimate optimum of 
all optimization methods. This results in a diversity of structural variations that cannot 
be fully exploited by the existing methods for geometry-based structural optimization. 
Without the ability to take geometric constraints into account a robust variation of a 
geometry-based CAE-model is hardly possible due to geometric intersections or dif-
ficulties in the mesh generation of finite elements. Although intersections are already 
prevented roughly by simple parameter dependencies in the sizing of individual di-
mensions, an integration of a shape optimization with free-form entities like NURBS 
can only be realized by an excessive reduction of the solution space. This and an 
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accurate solution of optimization problems can be achieved by using geometric con-
straints for an exact representation of the available installation space. 
Furthermore, fundamental manufacturing restrictions can be considered by geomet-
ric constraints, which reduce the effort to analyze the optimization results significant-
ly. For instance, demolding directions, minimum radii of curvature and minimum wall 
thicknesses are kept as geometric criteria for castings. Furthermore, machine-tool-
specific requirements can be included in the optimization procedure by geometric 
constraints to prevent, for example, undercuts radial to the rotational axis of a lathe. 
Accordingly, after a geometry-based structural optimization with geometrically feasi-
ble splines, the designer obtains a CAD-model of the optimization result which is es-
sentially manufacturable and can be integrated into the available installation space. 
In this thesis, a novel geometry-based optimization system for machine components 
is presented which permits a structural optimization of machine components while 
satisfying geometrical constraints. In addition to shape optimization with free-form 
entities and sizing of dimensions, a simultaneous alteration of the structural topology 
is planned. By the sizing of discrete optimization parameters the number of repetitive 
structural elements, such as ribs and cut outs, is varied. Severe changes of the to-
pology are hereby prevented, which are hardly possible to manufacture with common 
production processes. This allows especially a highly efficient optimization of welded 
steel constructions and castings. Geometries that are outside the available installa-
tion space or do not fulfill the manufacturing constraints, should be excluded from 
optimization. The solution of the resulting optimization problems requires the re-
search of specific optimization algorithms, which are able to find the global optimum 
with a high probability and a few numbers of FE-calculations. With the help of neural 
networks an evolution strategy should be accelerated by a gradient-based method in 
order to meet the demands of the new optimization system. 
 
2 Stand der Technik 5 
2 Stand der Technik 
State of the art 
Der im Folgenden beschriebene Stand der Technik gibt die gängigen, parametri-
schen Strukturoptimierungsverfahren wieder, die zur Unterstützung des Konstrukti-
onsprozesses eingesetzt werden. Die Konvergenzgeschwindigkeit und Zuverlässig-
keit mit der hierbei eine optimale Struktur ermittelt werden kann, resultiert aus den 
Unterschieden der aufgezeigten Lösungsstrategien. Daneben hängt das Optimie-
rungsergebnis stark von den Möglichkeiten zur Strukturvariation ab, die als Parame-
trisierungsverfahren für die einzelnen Optimierungsverfahren vorgestellt werden. Zu-
letzt werden verschiedene Methoden zur Berücksichtigung geometrischer Restriktio-
nen bewertet, die für die Integration der Optimierungsergebnisse in den Konstrukti-
onsprozess entscheidend sind. 
2.1 Strukturoptimierung im Konstruktionsprozess 
Structural optimization in the engineering design process 
Bereits in frühen Konstruktionsstadien führt eine optimale Auslegung der Maschi-
nenstruktur zu einer anforderungsgerechten und kostengünstigen Produktqualität. 
Der erhöhte Konstruktionsaufwand kann hierbei durch die Methoden der automati-
schen Strukturoptimierung erheblich gesenkt werden [AFFO01]. In Bild 2.1 wird deut-
lich, wie ein Optimierungssystem den Lösungsprozess einer Konstruktionsaufgabe 
unterstützen kann. Durch die systematische Variation der Bauteilstruktur kann ein 
fundiertes Optimum zügig ermittelt werden. 
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Bild 2.1:  Unterstützung des Lösungsprozesses durch ein Optimierungssystem 
Support of the engineering design process by an optimization system 
Zwar werden durch Optimierungssysteme große Teile des Konstruktionsprozesses 
automatisiert, doch erfordert die Durchführung einer Optimierung einige zusätzliche 
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Arbeitsschritte (Bild 2.2). Zunächst werden die Ziele und Nebenbedingungen bezüg-
lich des Strukturverhaltens festgelegt, die zur anforderungsgerechten Bewertung ei-
ner jeden Strukturvariation ermittelt werden sollen. Zur Erfassung der statischen, dy-
namischen und thermischen Struktureigenschaften wird ein Simulationsmodell er-
stellt, um möglichst wenige messtechnische Untersuchungen an Prototypen durch-
führen zu müssen, die in der Regel zeit- und kostenintensiv sind. Für komplexe Bau-
teile ist jedoch eine exakte Berechnung des Strukturverhaltens nicht möglich. Nähe-
rungsverfahren wie die etablierte Finite-Elemente-Methode (FEM) bieten Abhilfe 
durch die Abbildung der Maschinenstruktur in diskreten, einfach berandeten Elemen-
ten (FE-Netz). Daraus resultiert eine endliche Anzahl von formulierbaren Gleichun-
gen, die häufig aus dem Prinzip der virtuellen Arbeit erstellt werden [BREC05]. 
Zur geometrischen Variation des Simulationsmodells wird zumeist eine Parametrisie-
rung der FE-Netzgeometrie vorgenommen, die bei möglichst wenigen Parametern 
eine hohe geometrische Flexibilität aufweisen sollte. Aufgrund dieser gegensätzli-
chen Anforderungen haben sich für die Abbildung von Freiformgeometrien in den 
CAD-Systemen Splines durchgesetzt [FARI99], [PIEG97]. Die geometrische Flexibili-
tät wird jedoch von den bisherigen Optimierungssystemen, die Splines zur Paramet-
risierung verwenden, stark eingeschränkt, um geometrische Durchdringungen und 
schwer vernetzbare Geometrien zu vermeiden. Große Gestaltvariationen würden zu 
einem hohen Aufwand bei der Überwachung des Optimierungsverlaufs bis hin zu 
unbrauchbaren Optimierungsergebnissen führen. Ein Verfahren zur exakten Berück-
sichtigung geometrischer Restriktionen könnte hingegen starke Netzverzerrungen 
und Instabilitäten aufgrund von Durchdringungen im Simulationsmodell auch bei 
größeren Gestaltvariationen ausschließen. Zudem könnten grundlegende Ferti-
gungs- und Bauraumrestriktionen als geometrische Randbedingungen definiert wer-
den, um die Auswertung der Optimierungsergebnisse deutlich zu erleichtern. 
Erstellung des 
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Bild 2.2:  Möglichkeiten zur Unterstützung der Arbeitsschritte einer Optimierungsaufgabe 
Options to support the procedure of an optimization problem 
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2.2 Lösungsstrategien für die parametergestützte Optimierung 
Solution strategies for the parameter-based optimization 
In der Strukturoptimierung werden Methoden der numerischen Optimierung einge-
setzt [BUES99]. Da das Strukturverhalten in der Regel nicht geschlossen analytisch 
beschrieben werden kann, arbeiten die meisten Lösungsverfahren iterativ. Hierbei 
erfolgt die Verbesserung des Strukturverhaltens solange schrittweise in einzelnen 
FE-Berechnungen, bis ein Abbruchkriterium erfüllt ist. Die erforderliche Anpassung 
des Simulationsmodells kann sowohl über eine Parametervariation als auch über 
lokale Wachstumsregeln (Resizing) gesteuert werden (Bild 2.3). 
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Bild 2.3:  Vergleich parameterfreier und parametrischer Lösungsstrategien 
Comparison of parametric and parameter-free solution strategies 
Bei Letzterem werden die lokalen Bereiche, an denen ein sogenanntes Optimalitäts-
kriterium nicht erfüllt ist, durch entsprechende Wachstumsregeln oder auch Resizing-
Algorithmen modifiziert. Zu den wohl bekanntesten Optimalitätskriterien gehört das 
Fully Stressed Design [SCHU05]. Demnach hat eine Struktur dann ein minimales 
Gewicht erreicht, wenn die im Bauteil auftretenden Spannungen überall den maximal 
zulässigen Wert annehmen. Als Wachstumsregel kann das Hinzufügen bzw. die 
Entnahme von Material oder auch die Veränderung lokaler Krümmungsradien an-
hand des Spannungsniveaus gewählt werden. Das Verfahren ist besonders zum Ab-
bau von Spannungsspitzen an Kerben bei der Gestaltoptimierung (vgl. Kapitel 2.3) 
geeignet [HAFT90]. Optimalitätskriterien benötigen zwar wenige Iterationen und er-
fordern keine aufwändige Parametrisierung des Simulationsmodells, jedoch ist das 
Verfahren nur anwendbar auf spezielle Optimierungsprobleme. 
Hingegen weisen parametrische Lösungsstrategien den Vorteil auf, dass sie univer-
sell einsetzbar sind, da kein spezielles Optimalitätskriterium ermittelt werden muss. 
Allerdings hängen Ergebnisqualität und Konvergenzgeschwindigkeit der Algorithmen 
entscheidend von der Wahl der strukturbeschreibenden Parametrisierung ab. Für die 
Anwendung einer Lösungsstrategie auf parametrische Optimierungsverfahren muss 
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zudem die Problemstellung als mathematisches Modell aufbereitet werden 
[BREC05]. 
2.2.1 Mathematische Modellbildung von Optimierungsproblemen 
Mathematical modeling of optimization problems 
In Bild 2.4 ist ein vollständig definiertes, mathematisches Modell eines Optimie-
rungsproblems dargestellt. Zunächst werden die Optimierungsparameter festgelegt, 
die bestimmend für die Ausprägung der Struktur sind. Die Parametrisierung sollte 
den optimalen Lösungsbereich nicht einschränken, da ein Optimierungsergebnis nur 
optimal in Bezug zu den strukturbeschreibenden Parametern sein kann. Lösungsbe-
reiche, in denen kein sinnvolles Optimum zu erwarten ist, sollten hingegen ausge-
schlossen werden. Dies wird am einfachsten durch die Festlegung von Parameter-
grenzen realisiert. So dürfen beispielsweise viele Strukturabmessungen fertigungs-
bedingt eine gewisse Mindestwandstärke nicht unterschreiten. Dementsprechend 
werden im mathematischen Modell die Optimierungsparameter, die in einem Vektor 
x zusammengefasst sind, nur innerhalb eines vorgeschriebenen Intervalls variiert. 
Variiere x = (x1,..., xn)
xi,min ≤ xi ≤ xi,max für i = 1,...,n
so, dass f(x) minimal ist
und gj(x) ≥ 0 für j = 1,...,m
p1
p2
min(Masse)
σzul - σmax ≥ 0
x = (px1,py1,px2,py2)
Restriktionen: gj(x)
(z.B. max. Masse, Verlagerung, Spannung) 
Optimierungsparameter: x
(z.B. Wandstärken, Abmaße, Splines)
Zielfunktion: f(x)
(z.B. Masse, Verlagerungen, Spannugen)



σmax
g
p1
p2
 
Bild 2.4:  Mathematisches Modell einer parametrischen Optimierungsaufgabe 
Mathematical model of a parametric optimization problem 
Über den Parametervektor x wird das Strukturverhalten beeinflusst. Davon wird eine 
Eigenschaft als Zielfunktion f(x) zur Optimierung vorgegeben. Häufig ist ein minima-
les Gewicht oder eine maximale Steifigkeit erwünscht. Es können beispielsweise 
aber auch Spannungen an Kerben minimiert werden. Weitere Bauteileigenschaften, 
die im Lastenheft gefordert sind, müssen als Restriktionen gj(x) berücksichtigt wer-
den. So würde z.B. die Forderung nach maximaler Bauteilsteifigkeit ohne Nebenbe-
dingungen nur zu einer maximalen Bauteilausprägung führen. Die Begrenzung des 
Materialeinsatzes hat demgegenüber wirtschaftlichere Ergebnisse zur Folge. Neben 
den strukturmechanischen Eigenschaften können zurzeit nur eingeschränkt Ferti-
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gungsrandbedingungen und Bauraumbegrenzungen berücksichtigt werden, um sinn-
volle Optimierungsergebnisse zu erhalten, die eine aufwändige Nachbearbeitung des 
Konstrukteurs verhindern [BIND03], [TOSC07]. Typische Strukturoptimierungsaufga-
ben beinhalten nur Ungleichungsrestriktionen, die Bauteileigenschaften begrenzen. 
Gleichungsrestriktionen werden daher in dieser Arbeit nicht behandelt. Alle Optimie-
rungsaufgaben können aus diesem Grund in die Standardform einer Minimierungs-
aufgabe mit Nebenbedingungen in der Form gj(x) ≥ 0 überführt werden. 
Das Strukturverhalten muss in zeitintensiven FE-Simulationen für jeden Parameter-
satz neu ermittelt werden. Lösungsstrategien sollten deshalb ein hinreichendes Op-
timum innerhalb weniger FE-Berechnungen bestimmen können. Dabei erhöht sich 
insbesondere bei komplexen Optimierungsaufgaben mit vielen Minima jedoch die 
Gefahr, nur ein lokal optimales Ergebnis zu erhalten. Konvergenzgeschwindigkeit 
und Suchwirkung stehen demnach oftmals in Konkurrenz zueinander. Die Lösungs-
strategie ist daher entscheidend für den Optimierungserfolg und muss für jedes Op-
timierungssystem richtig gewählt und angepasst werden. 
Die parametrischen Lösungsstrategien werden in deterministische und stochastische 
Methoden unterteilt [KINN94]. Bei den deterministischen Methoden wird zielgerichtet 
nach den lokal besseren Parameterwerten gesucht. Dagegen wird bei den stochasti-
schen Methoden mit zunehmendem Optimierungsfortschritt nur die Wahrscheinlich-
keit erhöht, bessere Lösungen zu finden. Dieses Vorgehen führt zu einer wesentlich 
globaleren Suchwirkung, erhöht jedoch auch die Anzahl erforderlicher FE-
Berechnungen [SCHW95a], [PAPA99]. Hauptvertreter der deterministischen Metho-
den ist die mathematische Programmierung (2.2.2), die als schnelles, lokal konver-
gentes Verfahren am häufigsten in heutigen Optimierungssystemen eingesetzt wird. 
Daneben gewinnen stochastische Verfahren, wie Evolutionsstrategien (2.2.3), immer 
mehr an Bedeutung, da der verstärkte Bedarf an FE-Analysen durch immer leis-
tungsfähigere Rechner bewältigt werden kann [SCHU05]. Eine konsequente Weiter-
entwicklung stellen hybride Ansätze dar, die zunächst mit Hilfe stochastischer Lö-
sungsstrategien das Optimierungsproblem global untersuchen, um anschließend das 
exakte Minimum durch deterministische Methoden in wenigen Iterationen zu ermit-
teln [SIND08]. 
Beide Optimierungsverfahren werden ebenfalls zur Optimierung auf sogenannten 
Metamodellen oder auch Antwortflächen eingesetzt, die das Optimierungsproblem 
approximativ beschreiben. Hierfür werden über Versuchspläne verschiedene Para-
metersätze systematisch ausgewertet, um anschließend die ermittelten Ziel- und 
Restriktionswerte durch Antwortflächen anzunähern (2.2.4). 
2.2.2 Grundlagen der mathematischen Programmierung 
Basics of mathematical programming 
Aufgrund der Flexibilität der mathematischen Programmierung (MP) wurden in die-
sem Bereich effiziente und zuverlässige Algorithmen kontinuierlich weiterentwickelt 
[KIRS93]. Dabei verfolgen alle Verfahren ein grundlegendes Schema (Bild 2.5). Zu 
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Beginn wird ein Startentwurf x0 festgelegt. Dieser sollte bedacht gewählt werden, da 
die MP oft nur zum nächsten lokalen Minimum konvergiert. Ausgehend von ver-
schiedenen Startpositionen kann allerdings die Wahrscheinlichkeit, das globale Mi-
nimum zu finden, gesteigert werden. Für jede Iteration k werden bei der MP eine 
Suchrichtung ds,k und eine Schrittweite αs,k für den neuen Entwurf xk+1 bestimmt: 
kskskk ,,1 dxx ⋅+=+ α . Gl. 2.1 
Nachdem eine Suchrichtung ds,k gewählt wurde, in der das Optimum zu erwarten ist, 
wird die Schrittweite [ ]1,0
,
∈
ks
α  durch eine eindimensionale Minimierung entlang der 
Suchrichtung bestimmt: 
( )
ksksk
f
,,
min dx ⋅+α
α
. Gl. 2.2 
Sollte der Optimierungsfortschritt stagnieren oder eine maximale Anzahl von Iteratio-
nen erreicht sein, wird das Verfahren durch ein Abbruchkriterium gestoppt. So kann 
beispielsweise folgendes Abbruchkriterium mit der Fehlertoleranz εf definiert werden: 
fksks εα <⋅ ,, d . Gl. 2.3 
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Bild 2.5:  Ablauf der mathematischen Programmierung 
Cycle of the mathematical programming 
Voraussetzung für den Einsatz der MP ist die stetige Differenzierbarkeit der Zielfunk-
tion nach den Optimierungsparametern, da der Gradient ∇f(x) mit den partiellen Ab-
leitungen der Zielfunktion f(x1,...,xn) vor allem für die Bestimmung der Suchrichtung 
entscheidend ist: 
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Im einfachsten Fall wird die Suchrichtung durch die Methode des steilsten Abstiegs 
bestimmt. Der größte Abstieg liegt in Richtung des negativen Gradienten: 
)(
, kks
f xd −∇= . Gl. 2.5 
Die neuen Suchrichtungen stehen hierbei immer senkrecht zur alten Suchrichtung. 
Dies führt vor allem bei schmalen Tälern zu langwierigen Zick-Zack-Kursen 
[SCHU05]. Dagegen können Verfahren der konjugierten Gradienten die Effizienz 
durch die Verwendung der vorangegangenen Iterationswerte deutlich steigern. Ein 
bekanntes Beispiel hierzu stellt die Methode von Fletcher und Reeves dar [FLET64]: 
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Noch bessere Ergebnisse können mit der Hesse-Matrix Hk erzielt werden, die die 
partiellen, zweiten Ableitungen der Zielfunktion beinhaltet: 
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Da die Berechnung der Hesse-Matrix häufig sehr aufwändig ist und zuvor nicht be-
kannt ist, ob die resultierende Suchrichtung zu einem Minimum oder Maximum führt, 
wird in der Praxis die Hesse-Matrix approximiert. Eine Möglichkeit stellt das BFGS-
Verfahren von Broyden, Fletcher, Goldfarb und Shanno mit der Approximationsmat-
rix Bk dar, die in der Regel mit der Einheitsmatrix I  initialisiert wird: 
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mit IB =0 , )()( 1 kkk ff xxq ∇−∇= +  und kkk xxp −= +1 . 
Dieses Quasi-Newton-Verfahren eignet sich besonders für Optimierungsprobleme 
mit Restriktionen. Wie genau hierbei die Suchrichtung und Schrittweite aus der Ziel-
funktion und den aktiven Restriktionen gebildet wird, ist z.B. bei Hörnlein und 
Schittkowski [HOER93] oder Haftka [HAFT90] intensiv dargestellt. 
Die Gradienten der Zielfunktion und der Restriktionen werden in der sogenannten 
Sensitivitätsanalyse mit Hilfe der FEM ermittelt und stellen den Hauptrechenaufwand 
in der MP dar. Da stochastische Methoden zur Lösung von Optimierungsaufgaben 
keine Gradienteninformationen benötigen, sind die Verfahren trotz der wesentlich 
höheren Anzahl erforderlicher Iterationen oftmals konkurrenzfähig [SCHU05], 
[BUES99]. Dies gilt insbesondere für Fälle, in denen die Sensitivitäten kaum analy-
tisch zu ermitteln sind, wie beispielsweise bei Spline-Parametrisierungen [LANG02]. 
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2.2.3 Grundprinzipien evolutionärer Algorithmen 
Basic principles of evolutionary algorithms 
Die bisher vorgestellten, deterministischen Verfahren eignen sich vor allem für lokale 
Optimierungen. Bei multimodalen Optimierungsgebieten mit vielen lokalen Minima 
sind diese Verfahren ineffizient. Stochastische Suchstrategien zeichnen sich durch 
eine globalere Suchwirkung aus. Das grundlegendste Verfahren ist die Monte-Carlo-
Methode, bei der zunächst zufällige Lösungen erstellt werden. Nach der Auswertung 
der Zielfunktion und der Restriktionswerte wird die beste Lösung ausgewählt. In der 
Umgebung der besten Lösungen werden anschließend wieder zufällige Lösungen 
untersucht. Dieser Vorgang kann beliebig oft durchgeführt werden, bis eine hinrei-
chend gute Lösung gefunden wurde. Aufgrund der stochastischen Elemente ist der 
Algorithmus gut in der Lage, lokale Optima zu überspringen. Daneben existiert noch 
eine Vielzahl komplexerer Verfahren, die durch gezieltere Zufallsoperatoren effizien-
ter das globale Optimum finden können. Neben dem simulierten Abkühlen 
[KOLA07], [HASA10] wurden für Strukturoptimierungsprobleme hauptsächlich Evolu-
tionsalgorithmen als stochastische Suchstrategien eingesetzt [BUES99], [GARC03], 
[WOON01]. Dies gilt insbesondere für die geometriebasierte Optimierung von Struk-
turbauteilen [KOEN04], [LEDE06], [GIGE06]. 
Mit Hilfe der Evolutionsalgorithmen können Optimierungsprobleme nach dem Vorbild 
der biologischen Evolution gelöst werden. In der Umwelt unterscheiden sich die Indi-
viduen einer Population durch ihre Fitness, die angibt, wie gut ein Individuum überle-
ben und sich vermehren kann. Durch die begrenzten Ressourcen der Natur überle-
ben nur die Individuen, die am besten angepasst sind. Die Selektion geschieht also 
nach dem Prinzip des „Survival of the Fittest“. Analog hierzu werden bei den evoluti-
onären Algorithmen die einzelnen Lösungen als Individuen aufgefasst, deren Fitness 
sich aus der Zielfunktion und den Restriktionen ergibt. 
In Bild 2.6 ist der grundlegende Ablauf evolutionärer Algorithmen dargestellt. Zu-
nächst wird eine Ausgangspopulation erzeugt, die aus mehreren, zufällig generierten 
Individuen besteht. Diese Individuen unterscheiden sich durch ihre individuellen Pa-
rametersätze und die aus der Bewertung ermittelte Fitness. In einem weiteren Schritt 
werden Nachkommen der Individuen erzeugt. Dies geschieht zum einen durch die 
Rekombination der zufällig ausgewählten Eltern, von denen die Parameter den 
Nachkommen vererbt werden und zum anderen durch die Mutation. Bei der Mutation 
werden die Parameter um den durch die Rekombination ermittelten Wert geringfügig 
gestreut. Dadurch sind die Parametersätze der Nachkommen ähnlich zu denen der 
Eltern. Nachdem auch für die Nachkommen die Fitness bestimmt wurde, kann die 
Selektion erfolgen. Dabei erhalten die besten Lösungen die höchste Wahrscheinlich-
keit selbst Nachkommen zu erzeugen, indem sie für die nächste Population ausge-
wählt werden. Dieser Ablauf wird solange fortgesetzt, bis ein Abbruchkriterium erfüllt 
ist. Häufig wird als Abbruchkriterium eine maximale Anzahl von Populationen defi-
niert [NISS97], [BAEC96]. 
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Bild 2.6:  Grundlegender Ablauf evolutionärer Algorithmen 
Principle Flowchart of evolutionary algorithms 
Die wesentlichen Unterschiede zwischen den Evolutionsalgorithmen liegen in der 
Kodierung der Parameter, den Selektionsmechanismen und den Hauptoperatoren ( 
Tabelle 2.1). 
Tabelle 2.1:  Realisierung evolutionärer Algorithmen [EIBE03] 
 Implementation of evolutionary algorithms 
EADialekte Kodierung Selektion Hauptoperator
Genetische
Algorithmen
Vektor mit 
Bit-Zeichenfolge
Generation, 
Deterministisch
Rekombination
Evolutionäre
Strategie
Vektor mit 
reellen Zahlen
Deterministisch Mutation
Genetische
Programmierung
Baumstruktur Generation,
Zufall (Turnier)
Rekombination
Evolutionäre
Programmierung
Vektor mit 
reellen Zahlen
Zufall (Turnier) Mutation
 
Für die Strukturoptimierung sind vor allem genetische Algorithmen und Evolutions-
strategien von Bedeutung, da die anderen Verfahren vorzugsweise für die Ermittlung 
optimaler Berechnungsvorschriften oder Computerprogramme genutzt werden. Al-
lenfalls die Baumstruktur der genetischen Programmierung eignet sich zur Abbildung 
und Variation der CAD-Struktur eines Modells [WEIS09]. Während für genetische 
Algorithmen eine Transformation aller Parameterwerte in eine Bit-Zeichenfolge im 
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Sinne einer Genkodierung erforderlich ist, können bei Evolutionsstrategien die reel-
len Parameterwerte direkt verarbeitet werden [ROTH06]. Genetische Algorithmen 
verwenden als Hauptoperator die Rekombination. Hingegen wird der Optimierungs-
fortschritt von Evolutionsstrategien hauptsächlich durch die Mutation beeinflusst. 
2.2.4 Optimierungsalgorithmen auf Basis von Metamodellen 
Metamodel based optimization algorithms 
Metamodelle oder auch Antwortflächen geben die Ziel- und Restriktionsfunktionen in 
Abhängigkeit der Optimierungsparameter approximativ wieder. Dabei werden die 
bekannten Lösungen als Stützpunkte für die Approximation vorgegeben. So kann 
beispielsweise über einen Versuchsplan der Entwurfsraum systematisch abgetastet 
werden, um anschließend mit einer Lösungsstrategie das Minimum auf den erstellten 
Antwortflächen zu bestimmen. Damit entfällt vor allem bei der MP eine aufwändige 
Sensitivitätsanalyse, weil die Gradienten direkt aus den Antwortflächen abgeleitet 
werden können. Zudem wird die Beschränkung der mathematischen Programmie-
rung (MP) auf stetige Zielfunktionen und Restriktionen aufgehoben. 
Ansatz polynomial statistisch neuronal
Parameter Polynomkoeffizienten stochastische Größen Verbindungsgewichte
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Bild 2.7:  Einordnung der Approximationsverfahren 
Classification of the approximation methods 
Die verschiedenen Approximationsverfahren für Metamodelle lassen sich nach ihrem 
mathematischen Ansatz einordnen (Bild 2.7). Über die entsprechenden Parameter 
der Approximationsverfahren wird die Abweichung der Metamodelle zu den bekann-
ten Stützstellen minimiert. Bei Polynomen kann hierzu beispielsweise ein Regressi-
onsverfahren angewendet werden. Die globalen Metamodelle bilden den gesamten 
Lösungsraum ab, während die Lokalen nur die jeweils benötigte Umgebung appro-
ximieren. Globale Approximationskonzepte haben den Nachteil, dass sie nur schwer 
auf neue Stützpunkte angepasst werden können. Zudem weisen sie lokal oft höhere 
Abweichungen auf. Für die Erstellung lokaler Metamodelle haben sich zwei Verfah-
ren durchgesetzt, die im Gegensatz zu Polynomen nicht zum Aufschwingen an den 
Rändern neigen [SCHU05]. Neben den radialen Basisfunktionen (RBF) wird für Ap-
proximationen das Kriging [BEER05] eingesetzt. Beide Approximationsmethoden 
können bei ähnlich guten Ergebnissen automatisiert und mit geringem Rechenauf-
wand erstellt werden [LIM07]. 
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Durch Metamodelle werden vor allem stochastische Lösungsstrategien unterstützt, 
um die hohe Anzahl erforderlicher Funktionsaufrufe (Iterationen) zu reduzieren. Je-
der Funktionsaufruf entspricht hierbei der Bestimmung der Zielfunktions- und Re-
striktionswerte an einem vorgegebenen Punkt im Parameterraum. Der Einsatz von 
Metamodellen ist daher auf Optimierungsprobleme beschränkt, deren Funktions-
auswertungen wesentlich rechenintensiver sind als die Erstellung von Antwortflä-
chen. Dies gilt insbesondere für Strukturoptimierungsprobleme, die mit Hilfe der zeit-
aufwändigen FEM gelöst werden. Ziel der Unterstützung ist ein globales, gradien-
tenfreies Suchverfahren mit schneller Konvergenz. Die Verknüpfung der Metamodel-
le mit der Lösungsstrategie kann hierbei auf viele Arten erfolgen. Häufig werden über 
einen Versuchsplan die Berechnungen, die zur globalen Approximation der Zielfunk-
tion dienen, im Optimierungsraum gleichmäßig verteilt [WEIC00], [STRE00]. Erst 
danach wird ein Optimierungsverfahren auf den statischen Antwortflächen angewen-
det. Neben der unnötig feinen Berechnung von Bereichen, die weit vom Optimum 
entfernt liegen, entstehen hierbei Nachteile durch fehlerhafte Minima, die zu einer 
fehlgeleiteten Optimierung führen können. Der weitaus geringere Teil der Anwen-
dungen nutzt lokale Approximationen, die im Verlauf der Optimierung ständig ver-
bessert werden [PERS08], [BAEC02]. Die Versuchsplanung wird dabei von der sto-
chastischen Lösungsstrategie übernommen. Hierdurch wird die Umgebung lokal op-
timaler Bereiche bevorzugt ausgewertet. 
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Bild 2.8:  Beispiel einer mit Metamodellen unterstützen Evolutionsstrategie 
Example of a metamodel-assisted evolution strategy 
Oft werden die Metamodelle zur Prognose der Zielfunktion und Restriktionen einge-
setzt. Bild 2.8 zeigt den Ablauf einer solchen, mit Metamodellen unterstützten Evolu-
tionsstrategie. Die bewerteten Lösungen werden hierbei in einer Datenbank abge-
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legt. Nach der Mutation werden dann die Individuen mit den ähnlichsten Parameter-
sätzen aus der Datenbank entnommen, um lokale Metamodelle zu erzeugen, die 
eine Vorhersage der Fitness einzelner Nachkommen ermöglichen. Nur die besten 
Lösungen werden selektiert und anschließend berechnet. So kann die Anzahl der 
Berechnungen deutlich reduziert werden. Andere Verfahren hingegen ersetzen die 
Vorgabe der stochastischen Lösungsstrategie mit dem Ergebnis einer lokalen Opti-
mierung auf den Antwortflächen und erreichen so noch höhere Konvergenzge-
schwindigkeiten [ONG06], [LANG05], [HUBE06]. Diese Verfahren wurden jedoch 
nicht für die Gestaltoptimierung mit Splines unter geometrischen Restriktionen an-
gewendet. 
2.3 Verfahren zur parametergestützten Strukturoptimierung 
Types of parameter-based structural optimization 
Strukturoptimierungsprogramme unterscheiden sich in den Möglichkeiten zur Struk-
turvariation. Anhand dieser Merkmale können die grundlegenden Optimierungsver-
fahren in drei Klassen unterteilt werden [SCHU05], [CHRI09]: 
• Topologieoptimierung, 
• Gestaltoptimierung, 
• Dimensionierung. 
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Bild 2.9:  Klassifizierung von Strukturoptimierungsprogrammen 
Classification of structural optimization programs 
In Bild 2.9 werden die verschiedenen Ansätze durch die Strukturvariation eines Bie-
gebalkens verdeutlicht. Während bei der Topologieoptimierung Lage und Anordnung 
der Strukturelemente verändert werden, ist die Gestaltoptimierung auf eine Formva-
riation der Bauteilberandungen beschränkt. Wanddicken und Querschnittsabmes-
sungen werden durch die Dimensionierung optimiert. Es können aber auch Faser-
winkel und Schichtdicken von Faserverbundwerkstoffen variiert werden.  
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Jedes dieser Verfahren erfordert eine angemessene Parametrisierung des FE-
Modells. Bei der Dimensionierung bleibt das FE-Netz statisch, da nur die Eigenschaf-
ten der Elemente in jeder Iteration angepasst werden müssen. Für die Gestaltopti-
mierung bedarf es hingegen einer Verschiebung der Elementverknüpfungspunkte, 
den sogenannten FE-Knoten, ohne die Vernetzungsqualität zu gefährden. Werden 
zudem Änderungen in der Topologie gefordert, muss auch die Anzahl der FE-Knoten 
variabel sein. Feste Netze können hierbei nur angewendet werden, wenn Material-
dichte und E-Modul der finiten Elemente variiert werden (vgl. Kapitel 2.3.3). Die Er-
gebnisse lassen sich allerdings kaum in fertigungsgerechte Konstruktionen überfüh-
ren. 
Bild 2.10 zeigt am Beispiel eines Werkzeugmaschinenständers, dass Topologieopti-
mierungssysteme schon in frühen Stadien des Konstruktionsprozesses eingesetzt 
werden können, da kein konstruktiver Entwurf als Startlösung vorgegeben werden 
muss. Als Ergebnis wird eine beanspruchungsgerechte Materialverteilung im Lö-
sungsraum ermittelt. Die oft stark zerklüfteten Ergebnisstrukturen können jedoch nur 
als Vorschlag für erste Entwürfe eines Bauteils dienen. Daher erfolgt häufig im An-
schluss eine Feingestaltung strukturbestimmender Bauteilberandungen, z.B. durch 
eine Gestaltoptimierung von Spannungskerben [CHAN01], [TANG01]. Noch weiter in 
die Detaillierungsphase des Konstruktionsprozesses reicht die Dimensionierung, bei 
der die Topologie und die Gestalt eines Bauteils bereits vorgegeben werden. 
Konzept
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Entwurf
Topologieoptimierung
Gestaltoptimierung Dimensionierung
Erprobung  
Bild 2.10: Strukturoptimierungsverfahren im Konstruktionsprozess 
 Types of structural optimization in the engineering design process 
Die sequentielle Durchführung der einzelnen Optimierungsverfahren ist mit einem 
erheblichen Aufwand verbunden [MUEL98], [MESK00], [RAAS98]. Hingegen führt 
ein Optimierungssystem, das alle Optimierungsverfahren vereint, zu einem überge-
ordneten Optimum, da die Korrelationen zwischen Gestalt, Topologie und Dimen-
sionierung berücksichtigt werden können [ZHOU04]. Ein solches Optimierungssys-
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tem wurde beispielsweise von Langer aufgebaut [LANG02]. Hierbei werden aller-
dings keine Freiformgeometrien verwendet. In einer Veröffentlichung geben Chen, 
Shapiro, Suresh und Tsukanov an, das erste Verfahren erarbeitet zu haben, das so-
wohl die Gestaltoptimierung von Freiformgeometrien als auch die Dimensionierung 
von Regelgeometrien (Ellipsen, Kreise, Geraden) zulässt [CHEN07]. Durch das Ein-
fügen von Aussparungen kann sogar in die Topologie des Bauteils eingegriffen wer-
den. Das Verfahren wurde allerdings nur für einfache Strukturberechnungen erarbei-
tet, die nicht auf der Finite-Elemente-Methode basieren. Für komplexere Strukturmo-
delle eignet sich das Verfahren von Weiss, das die gesamte, hierarchische Reprä-
sentation der Geometriemodelle optimiert [WEIS09]. Hierbei wird die Bauteiltopolo-
gie durch das Hinzufügen oder Entfernen von Aussparungen, Rippen oder anderen 
CAD-Features begrenzt modifiziert. Auch in dieser Arbeit werden Regelgeometrien in 
den Skizzen der CAD-Features variiert. Zur leistungsfähigen Gestaltoptimierung mit 
Freiformgeometrien wurde jedoch nur ein Ausblick gegeben. Zudem führt die unzu-
reichende Kollisionsüberwachung der Geometriemuster zu starken Instabilitäten im 
CAD-Modell. 
2.3.1 Grundlagen der Dimensionierung 
Basics of sizing 
Während bei der Dimensionierung die Eigenschaften der finiten Elemente (Bild 2.11) 
optimiert werden, bleiben die Netzknoten von der Optimierung unberührt. Als Opti-
mierungsparameter können beispielsweise Wandstärken oder auch Faserwinkel und 
Schichtdicken von Faserverbundwerkstoffen dienen [WUND05]. Da der Werkstoff 
zumeist schon in den Konstruktionsstadien festliegt, in denen das Optimierungsver-
fahren eingesetzt wird, werden typischerweise Materialeigenschaften, wie Elastizi-
tätsmodul, Querkontraktionszahl und Dichte, nicht variiert. 
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Bild 2.11: Eigenschaften finiter Elemente 
 Properties of finite elements 
Die Dimensionierung ist im Bereich des Maschinenbaus weit verbreitet, weil das be-
stehende Simulationsmodell ohne Änderung der Vernetzungsgeometrie variiert wer-
den kann. Eine aufwändige Parametrisierung des FE-Modells ist somit hinfällig. In 
vielen FE-Systemen sind Programme zur Wandstärkenoptimierung bereits integriert, 
2 Stand der Technik 19 
mit denen sich eine optimale Wandstärkenverteilung verrippter, gegossener oder 
geschweißter Strukturbauteile berechnen lässt. Die Optimierungsergebnisse müssen 
dabei oft an genormte Größenreihen, wie z.B. erhältliche Blechstärken, manuell an-
gepasst werden, da diskrete Parameter von den üblichen Optimierungssystemen 
nicht unterstützt werden. 
2.3.2 Grundlagen der Gestaltoptimierung 
Basics of shape optimization 
Die Form- oder Gestaltoptimierung erlaubt eine optimale Ausgestaltung begrenzter 
Bauteilbereiche, deren Topologie zwar schon festliegt, die aber noch nicht fertig 
ausgestaltet sind [WECK86]. Durch den beanspruchungsgerechten oder auch ferti-
gungsgerechten Oberflächenverlauf einzelner Bauteilkonturen kann das globale 
Verhalten eines Bauteils stark verbessert werden. Häufig werden durch die Gestalt-
optimierung Spannungsspitzen reduziert, um die Lebensdauer eines Bauteils zu 
steigern [KREM98], [BUBE98]. Das Ergebnis einer Gestaltoptimierung ist im Allge-
meinen die endgültige Ausprägung einer Bauteilkontur. Für die üblichen Gestaltopti-
mierungsverfahren muss zunächst ein FE-Modell erstellt und parametrisiert werden, 
um einen geometrischen Zusammenhang zwischen den Werten der Optimierungs-
parameter und der Ausprägung der zu optimierenden Bauteilform herzustellen. Die 
Parametrisierung eines FE-Modells kann durch verschiedene Ansätze vorgenommen 
werden.  
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Bild 2.12: Netzbasierte Parametrisierung von Bauteilkonturen 
 Mesh-based parameterization of component boundaries 
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Bei den netzbasierten Parametrisierungsverfahren werden die FE-Modelle durch ge-
zielte Verschiebungen der Randknoten modifiziert (Bild 2.12). Hierzu werden oft die 
Temperaturen der Randelemente als Optimierungsparameter gewählt, die eine Ver-
schiebung der Randknoten normal zur Bauteiloberfläche ermöglichen. Zwar ist diese 
Parametrisierung einfach zu implementieren, doch führt insbesondere die hohe An-
zahl von Netzknoten zu einem schwer lösbaren Optimierungsproblem. Eine Möglich-
keit zur Parameterreduktion stellt die Parametrisierung durch Basisformen dar. Hier-
bei werden die Knoten gruppiert und mit Einheitskräften belastet. Die resultierenden 
Deformationen werden als Basisformen gewichtet überlagert. Dies führt durch glatte 
Oberflächenverläufe zu einer besseren Vernetzungsqualität, weshalb sich dieser An-
satz gegenüber den Knotenverschiebungsmethoden durchgesetzt hat. Allerdings 
schränken die Knotengruppen die Flexibilität der Konturvariationen deutlich ein. Frei-
formgeometrien wie Splines bieten höhere Flexibilität, erfordern jedoch eine komple-
xe, mathematische Kopplung zwischen den zu optimierenden FE-Knoten [GUIL96]. 
Netzbasierte Verfahren führen mit zunehmender Abweichung zur Ausgangsgeomet-
rie zu hohen Netzverzerrungen, die unrealistische Versteifungen und Spannungs-
minderungen hervorrufen. Bei der Optimierung wird dementsprechend neben der 
Zielfunktion auch die Qualität der Vernetzung minimiert. Zudem müssen die Ergeb-
nisse (oft manuell) in ein CAD-Modell zurückgeführt werden [BUES99]. Dieses Pro-
blem wird im geometriebasierten Ansatz vermieden, da ein parametergesteuertes 
CAD-Modell als Grundlage der FE-Modellbildung dient [LEDE06], [GIGE06], 
[SPRA08]. Änderungen in der CAD-Geometrie werden durch eine automatische 
Neuvernetzung in ein hochwertiges FE-Modell überführt (Bild 2.13). 
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Bild 2.13: Geometriebasierte Parametrisierung von Bauteilkonturen 
 Geometry-based parameterization of component boundaries 
2 Stand der Technik 21 
Zur Beschreibung der CAD-Geometrie können geometrische Primitive wie Radien, 
Ellipsen und Geraden dienen. Zwar ist eine Gestaltoptimierung mit geometrischen 
Primitiven oft zielführend, doch können insbesondere große Geometrieveränderun-
gen zu fehlerhaften CAD-Modellen führen, weil z.B. Tangentialbedingungen nicht 
mehr erfüllt werden können [SCHU05]. Zudem ist die Anzahl, Art und Anordnung der 
einzelnen Primitive unbekannt. Dagegen bieten Freiformgeometrien wie Splines bei 
höchster geometrischer Flexibilität einen glatten Kurvenverlauf. 
Daneben existiert eine Vielzahl weiterer Parametrisierungsmethoden, die in der Pra-
xis kaum eingesetzt werden. So kann beispielsweise mit Hilfe von Freiformgeomet-
rien die Umgebung eines Bauteils parametrisiert werden, um durch sogenannte Frei-
form-Deformationen eine Verformung des Raumes und des darin befindlichen Bau-
teils zu erzielen [HECH06]. Für ein anderes Verfahren wurden Design-Elemente 
entwickelt, die prinzipiell kleinen Partitionen eines CAD-Modells entsprechen. Die 
einfachen Teilvolumina können bei konstanter Elementzahl relativ gleichmäßig ver-
netzt werden. Berandet werden die Design-Elemente durch Freiformgeometrien 
[KEGL05]. 
2.3.3 Grundlagen der Topologieoptimierung 
Basics of topology optimization 
Grundsätzlich wird nach der materiellen und geometrischen Topologieoptimierung 
unterschieden. Während bei der materiellen Topologieoptimierung die Geometrie 
des Bauteils als Verteilung im Entwurfsraum beschrieben wird, wird in der geometri-
schen Topologieoptimierung die Geometrie durch deren Außenberandungen abge-
bildet. Dabei ändert sich die Topologie eines Bauteils mit der Anzahl der Bauteilbe-
randungen, wie beispielsweise durch neue Aussparungen oder Rippen. Hieraus 
kann direkt ein diskretes Optimierungsproblem abgeleitet werden, das oft in ein Kon-
tinuierliches überführt wird, um es mit der mathematischen Programmierung lösen zu 
können. Für die materielle Topologieoptimierung wurden dazu Homogenisierungs-
methoden entwickelt. Hierbei wird zunächst der gesamte Entwurfsraum vernetzt, um 
anschließend die Dichte der einzelnen finiten Elemente zu optimieren. In Abhängig-
keit der Dichte wird der Elastizitätsmodul der Elemente nach einem Materialgesetz 
angepasst. Am Ende der Optimierung liegt also eine optimale Verteilung der Materi-
aldichte vor. Für eine verwertbare Lösung müssen alle Elemente unterhalb einer 
vorgegebenen Dichte gelöscht werden. Der Rest wird als Vollmaterial angenommen 
[CEA00], [HSU05], [MAYE96]. Aufgrund dieser Vorgehensweise sind die Ergebnisse 
oft stark zerklüftet (tesseliert) und weisen eine knochenartige, poröse Struktur auf, 
die kaum zu fertigen ist (Bild 2.14). Eine automatische Flächenrückführung in ein 
CAD-Modell ist deshalb zumeist nicht zielführend, da der Konstrukteur ein komplett 
neues CAD-Modell aufbauen muss, das sich vom Design-Vorschlag des Topolo-
gieoptimierungssystems teilweise deutlich unterscheidet [PEDE06]. Die Auswertung 
der Optimierungsergebnisse stellt daher einen erheblichen Aufwand bei der materiel-
len Topologieoptimierung dar. 
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Bild 2.14: Vorgehensweise bei der materiellen Topologieoptimierung 
 Procedure of a topology optimization by a homogenization method  
In der geometrischen Topologieoptimierung wird die Geometrie des Bauteils durch 
die Form der Außenberandung, d.h. der Kanten und Oberflächen beschrieben. Vari-
abel ist die Kontur und Zahl dieser Bauteilränder [HESS03]. Während des Optimie-
rungsverlaufs werden Löcher in die Struktur eingebracht oder bestehende Ausspa-
rungen entfernt. Neue Bauteilkanten werden in Form und Lage durch verschiedene 
Methoden angepasst. So wird beispielsweise bei Level-Set-Methoden oder auch Ni-
veaumengenmethoden eine hyperdimensionale Fläche auf einer Höhe geschnitten, 
um stetige Änderungen der Topologie und Gestalt zu ermöglichen (Bild 2.15). 
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Bild 2.15: Geometrische Topologieoptimierung nach [WANG03] 
 Topology optimization by a level-set method 
Die geometrischen Verfahren ermöglichen die Verbindung von Gestalt- und 
Topologieoptimierung bei gleichzeitig geringer Anzahl von Optimierungsparametern. 
Aufgrund der aufwändigen Beschreibung der Bauteilränder wurden bisher jedoch nur 
Ansätze für zweidimensionale Optimierungsprobleme entwickelt [HESS03]. Zudem 
können die stark variablen Geometrien nur schwer vernetzt werden, weshalb einige 
Verfahren nicht mit Hilfe der FEM gelöst werden können. Anpassungen im Optimie-
rungsergebnis sind für den Konstrukteur kaum möglich, da die Geometrie nicht als 
parametrisches CAD-Modell vorliegt. 
Oft sind topologische Änderungen im Bauteil unerwünscht und führen zu unbrauch-
baren Ergebnissen. So führen kleine Aussparungen zu hohen Kosten in Gusskon-
struktionen aufgrund einer höheren Anzahl von Kernzügen. Bei Stahlschweißkon-
2 Stand der Technik 23 
struktionen können sogar nur einfache geometrische Formen, wie beispielsweise 
Rippen, in ihrer Topologie verändert werden. Eine starke Nachbearbeitung der Opti-
mierungsergebnisse für Stahlschweiß- oder Gusskonstruktionen ist daher für die 
vorgestellten Verfahren unvermeidbar. Dementsprechend eignen sich hierzu Verfah-
ren, die nur begrenzt in die Topologie eines Bauteils eingreifen können, indem bei-
spielweise CAD-Features aktiviert oder deaktiviert werden [LEDE06]. 
2.4 Methoden zur Berücksichtigung geometrischer Restriktionen 
Methods for the consideration of geometrical constraints 
Die Gestaltoptimierung wird in den späteren Phasen des Entwicklungsprozesses 
eingesetzt (vgl. Bild 2.10). Die Ergebnisse sollten daher direkt als endgültige Lösung 
verwertbar sein. In der Praxis können die erzeugten Geometrien jedoch oftmals nicht 
ohne manuelle Nacharbeit verwendet werden, da sie außerhalb des zulässigen Bau-
raums liegen oder grundlegende Fertigungsbedingungen nicht erfüllen. Die Begren-
zungen des Bauraums können vielfältig sein und ergeben sich nach Bild 2.16 durch: 
• angrenzende Bauteile, die nicht durchdrungen werden dürfen, 
• die Bauteilfunktion und die Funktionsflächen, 
• bestehende Normen. 
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Bild 2.16: Einteilung geometrischer Restriktionen für Strukturoptimierungen 
 Classification of geometrical constraints in structural optimization 
Diese Bauraumbegrenzungen können zu Kollisionsflächen zusammengefasst wer-
den, die nicht von der zu optimierenden Bauteilkontur durchdrungen werden dürfen. 
Daneben sind Fertigungsrestriktionen zu berücksichtigen, die sich aus den vorgege-
benen Fertigungsverfahren ergeben. Alleine für Gusskonstruktionen müssen drei 
grundlegende Fertigungsrestriktionen berücksichtigt werden: 
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• Mindestwandstärken, 
• Entformungsrichtungen (Hinterschneidungsfreiheit), 
• Mindestkrümmungsradien. 
Diese Restriktionen beschränken aber auch den Gestaltungsfreiraum von Bauteil-
geometrien, die beispielsweise durch Umformen, Zerspanen oder Schneiden herge-
stellt werden sollen. Hierzu gehören z.B. Mindestradien für Bleche oder die Hinter-
schneidungsfreiheit in Hubrichtung eines Schmiedegesenks. 
Bisher wurden vor allem für netzbasierte Gestaltoptimierungsverfahren Möglichkeiten 
zur Berücksichtigung geometrischer Restriktionen entwickelt. Die optimale Geomet-
rie muss hierbei aufwändig in ein CAD-Modell zurückgeführt werden. Komplexere 
Nebenbedingungen, wie zum Beispiel Mindestkrümmungsradien können verfahrens-
bedingt nicht untersucht werden. Das von der Firma FE-DESIGN entwickelte Opti-
mierungssystem TOSCA beinhaltet ein Modul zur netzbasierten Gestaltoptimierung 
mit Optimalitätskriterien. Die zu optimierenden Bauteilberandungen können dabei auf 
Hinterschneidungen überprüft werden [BIND03], [TOSC07]. Nebenbedingungen, die 
sich aus der Forderung nach Symmetrie ergeben, können bei geometriebasierten 
Parametrisierungen durch die Wahl entsprechender CAD-Features (Extrudieren, Ro-
tieren, Spiegeln etc.) berücksichtigt werden. Bei netzbasierten Verfahren müssen 
hierzu aufwändige Kopplungen zwischen den Netzknoten erstellt werden, um bei-
spielsweise die Ebenensymmetrie für Bauteile zu gewährleisten, die durch Schnei-
den hergestellt werden sollen (Bild 2.17). Im Rahmen des Forschungsprojektes 
ELAnO wurde deshalb eine vom FE-Netz unabhängige Methode zur Berücksichti-
gung fertigungstechnischer Restriktionen entwickelt [LAUB03]. Hierbei werden die zu 
optimierenden FE-Knoten einer Bauteilkontur durch Freiformgeometrien approxi-
miert, um anschließend geometrisch überprüft zu werden. Die Freiformgeometrien 
werden als Leitkurve verwendet und koppeln automatisch die anliegenden FE-
Knoten. Neben Kollisionsflächen, die den Bauraum repräsentieren, können auch 
Entformungsrichtungen berücksichtigt werden. Die Überprüfung der geometrischen 
Restriktionen erfolgt jedoch nur an den diskretisierten Freiformgeometrien. Zudem 
begrenzen die verwendeten Optimalitätskriterien maßgeblich die Flexibilität des Op-
timierungssystems. 
Schneidfläche 
(Ebenensymmetrie)
Koppelgruppen
Schneidrichtung
netzunabhängig  
Bild 2.17: Symmetriebedingungen bei netzbasierter Optimierung [LAUB03] 
 Symmetry conditions for a mesh-based optimization 
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Das am WZL erarbeitete, netzbasierte Programm GESTALT verwendet hingegen ein 
Gradientenverfahren (MP) und Evolutionsstrategien [WECK96]. Das Programm er-
laubt eine weitgehend automatisierte Gestaltoptimierung von Bauteilen hinsichtlich 
Gewicht, Spannungen, Verformungen und Eigenfrequenzen, wobei Fertigungsre-
striktionen des Gießens berücksichtigt werden [WECK95], [BUES99]. Hierfür wird die 
Bewegung der FE-Knoten absolut und relativ eingeschränkt. Durch absolute Begren-
zungen werden die FE-Knoten nur im zulässigen Bauraum bewegt. Relativbegren-
zungen ermöglichen ähnlich wie bei TOSCA die Definition von Koppelbedingungen. 
Aufbauend auf den Optimierungsroutinen von GESTALT wurden die Optimierungs-
systeme TROP und TRAB3D zur Tragfähigkeitsoptimierung einsatzgehärteter Bau-
teile erarbeitet [BROE05], [ZUBE08]. Bei den ebenfalls netzbasierten Verfahren wur-
de der Fokus insbesondere auf Verzahnungen gelegt. Daher wurde das Programm 
speziell um die geometrischen Restriktionen erweitert, die auf die wichtigsten Ver-
zahnungsverfahren bezogen sind. 
Eine weitere Möglichkeit zur Berücksichtigung geometrischer Restriktionen in netz-
basierten Gestaltoptimierungen stellt Hechler vor [HECH06]. Durch Freiform-
Deformationen wird der Raum des Bauteils so verformt, dass eine neue Gestaltvari-
ante entsteht. Hierzu wird der Raum beispielsweise über Splines parametrisiert. Die 
Änderung der Parameter führt durch die Multiplikation mit Gewichtsfunktionen, die 
bei einem Hindernis bzw. einer Bauraumbegrenzung den Wert null annehmen, nur in 
zulässigen Bauteilbereichen zu Deformationen des Bauteils. Allerdings lassen sich 
nicht alle Hindernisse über sogenannte R-Funktionen in die Gewichtsfunktionen in-
tegrieren. Zudem werden durch die Gewichtsfunktionen keine Hinterschnei-
dungsfreiheiten und Mindestkrümmungsradien berücksichtigt. Im Rahmen der Arbei-
ten von Hechler wurden auch mathematische Grundlagen zur geometriebasierten 
Anwendung des Verfahrens untersucht. Da im Regelfall die Bauteilgeometrie para-
metrisiert vorliegt, kann jedoch das Verfahren nur auf die Stützpunkte der Freiform-
geometrien angewendet werden. Daher kann nur garantiert werden, dass sich die 
Stützpunkte innerhalb der geometrischen Restriktionen bewegen. Aus diesem Grund 
schlägt Hechler eine Erweiterung des Verfahrens vor. Hierbei wird die Deformation 
des geometrischen Objekts solange gedämpft, bis die verformte Geometrie zulässig 
ist. Die Dämpfung der Gesamtdeformation ohne Anpassung der Verformungsrich-
tung führt jedoch gerade bei dem vorgeschlagenen Gradientenverfahren (MP) zu 
einer langsamen Konvergenz in einem lokalen Optimum und ist für eine Optimierung 
mit mehreren geometrischen Restriktionen nur schwer anzuwenden. Des Weiteren 
wird die Möglichkeit beschrieben, geometrischen Restriktionen als Strafterm auf die 
Zielfunktion zu addieren, um diese mit einem Gradientenverfahren zu berücksichti-
gen. Solche Penalty-Verfahren werden aufgrund der kaum ermittelbaren Straffakto-
ren in der Praxis kaum angewendet [SCHU05] und eignen sich nicht bei einer Viel-
zahl von Restriktionen, wie sie für die Beschreibung üblicher geometrischer Lösungs-
räume erforderlich sind. 
Ein anderer geometriebasierter Ansatz wird in einer Veröffentlichung von Chen, 
Shapiro, Suresh und Tsukanov beschrieben [CHEN07]. Bei der von der Forscher-
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gruppe erarbeiteten Level-Set-Methode wird der zulässige Geometriebereich durch 
die logische Verknüpfung begrenzender Geometrieelemente wie bei einem Modell-
baum eines CAD-Modells abgebildet. Daher lassen sich Unstetigkeiten in der Bau-
teilberandung durch wechselnde Schnittpunkte zu den Umgebungsgeometrien nicht 
vermeiden. Ähnlich zum Verfahren von Hechler werden Gewichtungsfunktionen defi-
niert, die nur im zulässigen Bereich positive Werte annehmen (Bild 2.18), so dass die 
parametrisierte Niveaumenge nur den zulässigen Geometriebereich modifizieren 
kann. Der Lösungsraum des Optimierungsalgorithmus wird durch die geometrischen 
Randbedingungen jedoch nicht eingeschränkt. Zudem werden keine Hinterschnei-
dungs- und Krümmungsrestriktionen berücksichtigt. Das Verfahren wurde für einfa-
che Strukturberechnungen erarbeitet, die nicht auf der Finite-Elemente-Methode ba-
sieren. Des Weiteren macht die verwendete mathematische Programmierung (MP) 
eine Gradientenberechnung des Optimierungsproblems erforderlich. Deswegen 
mussten die Autoren umfangreiche Arbeiten zur mathematischen Kopplung des Ana-
lysemodells mit der Spline-Geometrie durchführen, um eine Sensitivitätsanalyse zu 
ermöglichen. 
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Bild 2.18: Abbildung des zulässigen Bauraums über R-Funktionen [CHEN07] 
 Representation of the available space by R functions 
Ein aktuelles Forschungsprojekt des Deutschen Zentrums für Luft- und Raumfahrt 
(DLR) beschäftigt sich mit der Gestaltoptimierung von Verdichterschaufeln, die mit 
Splines abgebildet werden [VOSS06], [DORF07]. Die Optimierung erfolgt wegen des 
komplexen Optimierungsgebiets und der aufwändigen Berechnungen mit Evoluti-
onsalgorithmen, die durch die Approximation bereits bewerteter Geometrien be-
schleunigt werden. Das Optimierungsverfahren berücksichtigt zwar geometrische 
Restriktionen, um Formen mit ungünstigem Strömungsverhalten direkt auszuschlie-
ßen, doch sind diese nur auf die Schaufeldicke und –fläche bezogen. Des Weiteren 
ist das gesamte Verfahren auf die Optimierung von Schaufeln über numerische 
Strömungssimulationen (CFD) spezialisiert und daher nur bedingt auf den Allgemein-
fall einer Gestaltoptimierung mit Hilfe der FEM zu übertragen. 
Das geometriebasierte Strukturoptimierungsverfahren von Weiss bildet die Bauteil-
berandungen durch geometrische Primitive ab [WEIS09]. Kollisionen werden durch 
sogenannte bounding boxes überwacht. Hierbei werden die zu optimierenden Geo-
metrien grob durch Würfel oder Kugeln angenähert und auf eine gegenseitige 
Durchdringung geprüft. Eine andere Möglichkeit zur Verhinderung von Durchdrin-
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gungen wird durch aufwändige Parameterbegrenzungen gegeben, die in Abhängig-
keit zueinander gesetzt werden können. Selbst durch die beschriebenen Maßnah-
men lassen nur 75% der zufällig generierten Startlösungen den Aufbau eines gülti-
gen CAD-Modells zu. Zudem wird eine exakte Abbildung des Bauraums oder die 
Definition von Fertigungsrestriktionen hierdurch nicht ermöglicht. Dagegen wird in 
den Arbeiten von Huber [HUBE06], Langer [LANG02] und Nadir [NADI04] die Be-
rücksichtigung einiger weniger Fertigungsrestriktionen ermöglicht. Davon gestattet 
aber nur Nadir die Verwendung von Freiformgeometrien, die durch eine Parameter-
begrenzung einzelner Stützpunktkoordinaten lediglich grundlegend auf einfache Ge-
ometriebereiche begrenzt werden können. Für eine leistungsfähige Optimierung mit 
Splines wird in [WEIS09] nur ein Ausblick gegeben und der Forschungsbedarf aus-
drücklich aufgezeigt. 
Gestaltoptimierungen sind in der Regel rechen- und dadurch kostenintensiv. Durch 
eine sinnvolle Überprüfung geometrischer Kriterien kann der Suchraum verkleinert 
und die Optimierung robuster gestalten werden. Formen, die geometrische Restrikti-
onen nicht erfüllen, sollten daher von der Optimierung ausgeschlossen werden, um 
eine zeitaufwändige FEM-Berechnung zu unterbinden. Zudem führen Freiformgeo-
metrien, die sich selbst schneiden, starke Knicke oder Singularitäten aufweisen, zu 
Problemen in CAD-Systemen bis hin zum Abbruch von Optimierungsrechnungen. 
Eine derartige Berücksichtigung von geometrischen Restriktionen bei geometrieba-
sierten Gestaltoptimierungen ermöglicht somit eine leistungsfähige und robuste Op-
timierung. Dies ist jedoch mit heutigen Optimierungssystemen nicht möglich. 
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3 Aufgabenstellung und Zielsetzung 
Task definition and objective 
Strukturoptimierungsverfahren, die auf der Methode der Finiten Elemente (FEM) ba-
sieren, haben sich als ein bedeutendes Hilfsmittel im Konstruktionsprozess durchge-
setzt. Für eine optimale Auslegung von Strukturkomponenten können zurzeit Topo-
logieoptimierungen, Gestaltoptimierungen und Dimensionierungsaufgaben nachei-
nander durchgeführt werden. Vereinigungen dieser Optimierungsverfahren zu einem 
geometriebasierten Optimierungssystem, das ein übergeordnetes Optimum aller Op-
timierungsverfahren bestimmen kann, wurden ohne die Berücksichtigung geometri-
scher Restriktionen entwickelt. Viele Optimierungsprobleme können jedoch nur 
durch geometrische Restriktionen behandelt werden. Eine Vielzahl dieser Randbe-
dingungen ergibt sich aus Beschränkungen des Bauraums und durch Fertigungsrest-
riktionen. Durch eine sinnvolle Überprüfung geometrischer Kriterien kann zudem der 
Suchraum verkleinert und die Optimierung robuster gestaltet werden. Formen, die 
geometrische bzw. fertigungstechnische Restriktionen nicht erfüllen, können von der 
Optimierung rechtzeitig ausgeschlossen werden, um eine zeitaufwändige FE-
Berechnung oder sogar Modellinstabilitäten zu vermeiden. 
Einige wenige Programme können manche der geometrischen Restriktionen berück-
sichtigen, weisen jedoch den Nachteil auf, dass die Parametrisierung des FE-
Modells netzbasiert erfolgt. Netzbasierte Verfahren können zu hohen Netzverzerrun-
gen führen, die unrealistische Versteifungen und Spannungsminderungen hervorru-
fen. Zudem müssen die Ergebnisse (oft manuell) in ein CAD-Modell zurückgeführt 
werden. Diese Probleme können durch einen geometriebasierten Ansatz vermieden 
werden, da ein parametergesteuertes CAD-Modell als Grundlage der FE-
Modellbildung dient. Änderungen in der CAD-Geometrie werden durch eine automa-
tische Neuvernetzung in ein hochwertiges FE-Modell überführt. Bei den bestehenden 
geometriebasierten Verfahren werden geometrische Restriktionen jedoch nur unzu-
reichend berücksichtigt. 
Ziel dieser Arbeit ist daher der Aufbau eines robusten und leistungsfähigen Optimie-
rungssystems, das eine geometriebasierte Gestaltoptimierung und Dimensionierung 
von Maschinenbauteilen unter geometrischen Restriktionen ermöglicht. Zusätzlich 
führt die Berücksichtigung diskreter Parameter, wie beispielsweise die Anzahl von 
Rippen, zu einem beschränkten Eingriff in die Bauteiltopologie. Hierdurch können vor 
allem Stahlschweiß- und Gusskonstruktionen hocheffizient verbessert werden. Dabei 
werden Geometrien, die außerhalb des zulässigen Bauraums liegen oder fertigungs-
technische Restriktionen nicht erfüllen, von der Optimierung ausgeschlossen. Folg-
lich erhält der Konstrukteur ein geometrisch konformes CAD-Modell vom Optimie-
rungsergebnis, das grundsätzlich fertigungstechnisch beherrschbar ist. 
Der Fokus dieser Arbeit wird auf die geometriebasierte Gestaltoptimierung gelegt. 
Der zu optimierende Bauteilbereich wird hierbei durch Spline-Geometrien dargestellt, 
deren Stützpunkte die grundlegenden Parameter des Optimierungsproblems bilden. 
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Zunächst wird in Kapitel 4 die Eignung der verschiedenen Spline-Parametriken für 
die geometrische Beschreibung von Bauteilrändern diskutiert. Durch ein Interpolati-
onsverfahren werden die Endtangenten und –punkte der Splines vorgegeben, um an 
die Umgebungsgeometrie angeschlossen werden zu können. Zur Überwachung der 
geometrischen Restriktionen werden verschiedene Methoden vorgestellt, die auf-
grund der Unterschiede von Bauraum-, Steigungs-, Krümmungs- und Masserestrikti-
onen angepasst werden müssen. Für Evolutionsstrategien genügt der Beweis einer 
Restriktionsverletzung, der über die Zerlegung der Splines in stückweise definierte 
Polynome geführt werden kann. Hingegen erfordert die mathematische Programmie-
rung die Erarbeitung eines Verfahrens zur Linearisierung der Restriktionsfunktionen. 
Durch die Vereinigung der grundlegenden Optimierungsverfahren zu einem Optimie-
rungssystem muss eine Vielzahl unterschiedlichster Parameter behandelt werden, 
die zu einem stark nicht-konvexen Optimierungsgebiet mit vielen lokalen Optima füh-
ren. In Kapitel 5 wird daher die Flexibilität und Robustheit von Evolutionsstrategien 
auf deren Eignung für die parametergestützte Optimierung unter geometrischen 
Restriktionen untersucht. Die verschiedenen Operatoren für die Initialisierung, Re-
kombination, Mutation und Selektion werden diskutiert und anhand von Beispielopti-
mierungen bewertet. Da Evolutionsstrategien relativ viele rechenintensive FE-
Berechnungen benötigen, werden unterschiedliche Metamodelle vergleichend auf-
gebaut, die durch Approximation bereits berechneter Lösungen die strukturmechani-
schen Eigenschaften vorhersagen können. Dies ermöglicht den Aufbau einer Meta-
modell-assistierten Evolutionsstrategie (MAES). Hierbei werden die von der Evoluti-
onsstrategie vorgeschlagenen Lösungen durch ein Gradientenverfahren lokal auf 
den Metamodellen optimiert. 
Durch die Erarbeitung und programmtechnische Realisierung der oben beschriebe-
nen Funktionalitäten und deren Verknüpfung mit einem kommerziellen CAE-System 
sowie der Implementierung von Benutzerschnittstellen zur Ein- und Ausgabe entsteht 
ein effizientes Optimierungsverfahren zur parametergestützten Optimierung von Ma-
schinenbauteilen unter Berücksichtigung geometrischer Restriktionen (Kapitel 6). 
Die Leistungsfähigkeit des erarbeiteten Verfahrens wird anhand von praxisorientier-
ten Beispieloptimierungen aus dem Werkzeugmaschinenbau und der Antriebstech-
nik in Kapitel 7 verifiziert. Durch Maschinenbauteile mit spannungskritischen, verfor-
mungskritischen und dynamisch kritischen Eigenschaften werden Untersuchungen 
am Optimierungssystem durchgeführt. Neben den Algorithmen zur Initialisierung der 
Optimierungsrechnungen werden die Auswirkungen der verschiedenen Evolutions-
operatoren und die Unterstützung durch Metamodelle vergleichend bewertet. Zudem 
wird ein Strukturbauteil mit verschiedenen Splines parametrisiert und optimiert. Da-
bei wird in einer Konvergenzanalyse die erforderliche Anzahl von Stützpunkten für 
die Splines ermittelt. Exemplarisch werden Möglichkeiten zur Vereinfachung der op-
timierten Splines durch Regelgeometrien (Kreisbögen und Linien) vorgestellt. Ab-
schließend werden die Optimierungsergebnisse diskutiert, um hieraus zukünftige 
Untersuchungen abzuleiten. 
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Parameterization of free-form entities 
In diesem Kapitel wird ein neuartiges Verfahren zur geometriebasierten Variation von 
Bauteilkonturen innerhalb geometrischer Restriktionen vorgestellt. Zunächst werden 
die geeigneten Spline-Typen zur Parametrisierung der Freiformgeometrien identifi-
ziert. Dabei werden schon die Kontrollparameter der Splines über ein Interpolations-
verfahren auf den geometrisch konformen Lösungsraum begrenzt. Zudem werden 
die rekursiv definierten Spline-Funktionen in einfache Polynome transformiert, um 
Durchdringungen zu begrenzenden Regelgeometrien und Splines zu erkennen. 
Hierdurch werden Instabilitäten im CAD-System vermieden und Bauraumbegrenzun-
gen berücksichtigt. Außerdem können die Splines auf Fertigungsrestriktionen, wie 
Mindestkrümmungsradien und Entformungsrichtungen, schnell und zuverlässig ge-
prüft werden. Während für Evolutionsstrategien das Aufspüren von Restriktionsver-
letzungen genügt, um unzulässige Splines auszuschließen, benötigen Gradienten-
verfahren spezielle Verfahren zur Linearisierung der geometrischen Restriktionen in 
Abhängigkeit der Optimierungsparameter (vgl. Kapitel 5.3.2). 
4.1 Auswahl von Funktionen zur Geometriebeschreibung 
Selection of mathematical functions for the representation of shapes 
Die geometriebasierte Gestaltoptimierung erfordert eine Beschreibung der Bauteil-
ränder durch mathematische Ansatzfunktionen. Hierfür haben sich die leistungsfähi-
gen Splines bewährt, die durch zahlreiche Industriestandards, wie IGES oder STEP, 
weit verbreitet sind. Da die zu optimierenden Geometriebereiche durch eine Ände-
rung der Spline-Parameter variiert werden, wird eine große geometrische Flexibilität 
der Splines bei gleichzeitig kleiner Anzahl freier Parameter gefordert [ANSO08], 
[SCHU05]. Einen guten Kompromiss hierzu bieten Bézier-Kurven, B-Splines und 
NURBS, die sich in den CAD-Systemen durchgesetzt haben. Die Freiformgeome-
trien werden über Stützpunkte und deren Gewichtungen beschrieben, wobei die li-
neare Verbindung der Stützpunkte als Kontrollpolygon bezeichnet wird (Bild 4.1). 
Bézier-Kurve:
- p-ten Grades
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- p+1 Stützpunkte
B-Spline:
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Bild 4.1:  Parametrisierung verschiedener Spline-Typen 
Parameterization of different spline types 
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Die größte Flexibilität bieten NURBS, die neben B-Splines und Bézier-Kurven auch 
Regelgeometrien exakt abbilden können. Nehmen alle Stützpunktgewichtungen ei-
nes NURBS den gleichen Wert an, ergibt sich der Sonderfall eines B-Splines. Beide 
Spline-Typen bestehen aus q stetig miteinander verknüpften Abschnitten, die wiede-
rum einzelnen Bézier-Kurven des Polynomgrades p entsprechen. Die einzelnen 
Spline-Abschnitte verlaufen vollständig innerhalb der konvexen Hülle der beeinflus-
senden Stützpunkte. Hierdurch können die Splines grob auf einen geometrischen 
Bereich begrenzt werden. Mit linearen Splines (p = 1) können nur positionsstetige 
Polylinien abgebildet werden, während quadratische Splines (p = 2) zusätzlich einen 
glatten Kurvenverlauf durch einen tangential stetigen Übergang der Spline-
Abschnitte ermöglichen. Als optisch perfekt glatt werden krümmungsstetige, kubi-
sche Splines (p = 3) wahrgenommen, die auch in Hinblick auf den Berechnungsauf-
wand überwiegend in der Computergrafik eingesetzt werden [ORLA04]. Für die 
meisten technischen Anwendungen genügt jedoch die Tangentialstetigkeit.  
Um Mehrdeutigkeiten und unendliche Steigungswerte implizierter Kurvenbeschrei-
bungen zu vermeiden, liegt allen Spline-Typen die Parameterdarstellung zugrunde. 
So kann über einen einzigen Parameter [ ]bau ,∈  ein zweidimensionaler Spline C(u) 
in der gewünschten Koordinatenform (kartesisch, polar) abgelaufen werden: 
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4.1.1 Bézier-Kurven und rationale Bézier-Kurven 
Bézier curves and rational Bézier curves 
Bézier-Kurven haben gegenüber gewöhnlichen Polynomen den Vorteil, dass nur ei-
ne beschränkte Schwankung der Kurve vorliegt. So schneidet eine Gerade die Bé-
zier-Kurve höchstens so oft wie das Kontrollpolygon. Starke Oszillationen lassen sich 
hierdurch vermeiden. Eine Bézier-Kurve C(u) p-ten Grades zu gegebenen p+1 Stütz-
punkten Pi ist definiert als: 
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Dabei bilden die Basisfunktionen Bi,p(u) das i-te Bernsteinpolynom p-ten Grades: 
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Die Bézier-Kurve geht genau durch die Endpunkte P0 und Pn. Die restlichen Stütz-
punkte liegen in der Regel nicht auf dem Spline selbst. Die Verbindungslinien zwi-
schen den ersten und letzen beiden Stützpunkten des Kontrollpolygons entsprechen 
den Endtangenten (Bild 4.1). Aus diesem Grund werden Bézier-Kurven in der Praxis 
mit vier Stützpunkten beschrieben, da die Endpunkte und deren Steigungen unab-
hängig voneinander definiert werden können. Diese kubischen Splines werden auf-
32 4 Parametrisierung von Freiformgeometrien 
grund der vier Stützpunkte mit Polynomen dritten Grades beschrieben und weisen im 
Gegensatz zu Polynomen niedrigerer Ordnung eine ausreichende Flexibilität auf. 
Polynome höherer Ordnung sind numerisch ineffizient, werden mit zunehmendem 
Grad instabil und neigen zum ungewollten Überschwingen [PIEG97]. Da bei Bézier-
Kurven der Grad der Basisfunktionen von der Anzahl der Stützpunkte abhängt, sind 
Bézier-Kurven nur für Optimierungen geeignet, wenn sich die optimale Geometrie 
durch wenige Stützpunkte mit hinreichender Genauigkeit approximieren lässt. Eine 
Möglichkeit zur Erweiterung der Flexibilität ist die Verwendung von rationalen Bézier-
Kurven: 
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Veränderungen der Stützpunktgewichtungen führen zum Anziehen bzw. Abstoßen 
der Kurve zu den jeweiligen Stützpunkten (Bild 4.2). Da die Endpunkte auf der Bé-
zier-Kurve selbst liegen, haben deren Stützpunktgewichtungen nur einen Einfluss auf 
die Normierung und Parametrisierung der Kurve. Bei Optimierungen mit rationalen 
Kurven sollten demnach die Stützpunktgewichtungen der Endpunkte konstant ge-
setzt werden, um ein System zu erhalten, das nicht überbestimmt ist. Hierdurch wird 
das Optimierungsproblem bei gleicher Flexibilität um zwei Dimensionen verkleinert. 
Wenn die Stützpunktgewichtungen der Endpunkte auf eins normiert sind, wird die 
Standardform einer rationalen Bézier-Kurve beschrieben. Falls alle Stützpunktge-
wichtungen wi den gleichen Betrag aufweisen, handelt es sich um eine gewöhnliche 
Bézier-Kurve. 
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Bild 4.2:  Variation der Stützpunktgewichtungen einer rationalen Bézier-Kurve 
Varying the weights of the control points of a rational Bézier curve 
Allerdings können auch mit rationalen, kubischen Bézier-Kurven beispielsweise Kon-
turen mit vielen Wendepunkten nicht beschrieben werden. Daher werden häufig die 
Bézier-Kurven an den Endpunkten zu den so genannten B-Splines verknüpft. 
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4.1.2 B-Splines und NURBS 
B-Splines and NURBS 
Der Hauptvorteil der B-Splines liegt in ihrer stückweisen Unterteilung in Polynome 
konstanten Grades. Kurven mit nur einem einzigen Spline-Segment benötigen Poly-
nome hoher Ordnung, um komplexe Geometrien abzubilden. Die resultierenden Kur-
ven sind numerisch ineffizient und wenig robust. Zudem beeinflussen die Stützpunk-
te die Gesamtausprägung der Kurve [GARC03], wodurch die Korrelationen der Op-
timierungsparameter erhöht und der Optimierungsfortschritt reduziert wird. 
Der Knotenvektor U eines B-Splines gibt mit den einzelnen Knotenpunkten ui den 
Parameterbereich der q stückweise definierten Polynome p-ten Grades an: 
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,...,U . Gl. 4.5 
Für eine numerisch einfachere Handhabung werden häufig nicht-periodische Kno-
tenvektoren verwendet, die sowohl am Anfang a als auch am Ende b (p+1)-mal die 
gleichen Knotenpunkte aufweisen (Bild 4.3): 
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Bild 4.3:  Nicht-periodischer, kubischer B-Spline mit drei Kurvenabschnitten 
Non-periodic B-spline curve with three cubic sections 
Die Basisfunktionen Ni,p(u) der B-Splines C(u) werden wie bei den Bézier-Kurven mit 
den Stützpunkten Pi multipliziert und über die Anzahl der Stützpunkte aufsummiert: 
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Aus numerischen Gründen werden die Basisfunktionen rekursiv über p definiert: 
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Bild 4.4 gibt die Basisfunktionen des nicht-periodischen, kubischen B-Splines aus 
Bild 4.3 mit sechs Stützpunkten wieder. 
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Bild 4.4:  Basisfunktionen des nicht-periodischen, kubischen B-Splines aus Bild 4.3 
Cubic basis functions of the non-periodic B-spline 
Die Knotenvektoren werden für gewöhnlich auf einen Bereich von 0 bis 1 normiert. 
Für einen nicht-periodischen B-Spline mit einem einzigen Spline-Abschnitt werden 
die Basisfunktionen zu Bernsteinpolynomen p-ten Grades. In diesem Fall handelt es 
sich also um eine Bézier-Kurve. Ähnlich wie bei den rationalen Bézier-Kurven (Bild 
4.2) können die B-Splines durch eine Gewichtung wi der Stützpunkte auch Kegel-
schnitte approximieren und erhalten eine höhere Flexibilität: 
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Diese so genannten NURBS (Non Uniform Rational B-Spline) haben sich als Stan-
dard in den CAD-Programmen durchgesetzt. Durch eine Modifikation der Stützpunk-
te zu Pi
w können die NURBS aus den drei Komponenten der B-Splines Cw(u) zu-
sammengesetzt werden: 
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Aus den beschriebenen mathematischen Gründen wurden im erarbeiteten Optimie-
rungssystem nicht-periodische, kubische NURBS in Standardform mit einem nor-
mierten Parameterbereich von [ ]1,0∈u  implementiert. Hierdurch können auch kubi-
sche B-Splines, Bézier-Kurven und rationale Bézier-Kurven als Sonderfall der 
NURBS abgebildet und optimiert werden. Für Anwendungen mit vielen radialen Be-
grenzungen oder mit geschlossenen Kurven wurde zudem eine Definition der Spli-
nes in Polarkoordinaten ermöglicht. 
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4.2 Interpolation mit kubischen Splines 
Cubic spline curve interpolation 
Um die Splines durch Parameter manipulieren zu können, die im Gegensatz zu 
Stützpunkten exakte Positionen im Kurvenverlauf der Splines beschreiben, wird ein 
Interpolationsverfahren angewendet. Hierdurch kann der Variationsbereich der als 
Optimierungsparameter definierten Interpolationspunkte auf die geometrischen Re-
striktionen begrenzt werden, ohne dass für die interpolierenden Splines zulässige 
Gebiete im Lösungsraum ausgeschlossen werden. Würden die Stützpunkte Pi auf 
die geometrischen Restriktionen begrenzt werden, so könnte beispielsweise nicht 
der geometrisch zulässige Spline im Bild 4.5 mit seinen Interpolationspunkten Qi ge-
neriert werden, auch wenn dieser die optimale Lösung darstellen würde. Die Interpo-
lationspunkte werden auf die Enden der Spline-Abschnitte gelegt und in die entspre-
chenden Stützpunkte umgerechnet. Bei kubischen Splines können neben den End-
punkten auch die Endsteigungen vorgeben werden, wodurch der Spline an die um-
gebene Geometrie positionsstetig und tangential stetig angeschlossen werden kann. 
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Bild 4.5:  Geometrisch zulässiger Spline mit Interpolations- und Stützpunkten  
Geometric feasible spline with interpolation and control points 
Vor der eigentlichen Interpolation wird der normierte, nicht-periodische Knotenvektor 
U durch die Zentripetalmethode an die approximative Kurvenlänge dl
2 der Interpolati-
onspunkte Qi angepasst: 
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Selbst bei starken Sprüngen zwischen den Interpolationspunkten führt das gewählte 
Verfahren zu relativ glatten Kurvenverläufen. Wenn in seltenen Fällen gefordert wird, 
dass der Spline auch an den Interpolationspunkten zweimal stetig differenzierbar 
sein soll, muss jedoch ein uniformer Knotenvektor mit homogenen Knotenabständen 
gewählt werden, wodurch der Spline zwischen den Interpolationspunkten stärker 
zum Schwingen neigt: 
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Ein solcher Knotenvektor ermöglicht jedoch keine Krümmungsstetigkeit für die End-
punkte eines geschlossenen Splines, sondern nur für die inneren Interpolationspunk-
te. Nach der Anpassung des Knotenvektors werden die ersten und die letzen beiden 
Stützpunkte über die geforderten Endpunkte (Q0, Qq) und Steigungsvektoren (T0, T1) 
berechnet: 
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Die Steigungsgewichte δ0 und δ1 wirken als Verstärkungsfaktoren auf die normierten 
Steigungsvektoren. Dabei zeigte sich im Rahmen dieser Arbeit, dass die Steigungs-
gewichte durch die Multiplikation mit der approximativen Kurvenlänge dl
2 aus Gl. 4.11 
auf einen geometrisch sinnvollen Variationsbereich von 0 bis 1 beschränkt werden 
können. Die Steigungsvektoren T0/1 für NURBS in kartesischen Koordinaten werden 
aus den vorgegebenen Endwinkeln α0/1  bestimmt: 
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Bei Polarkoordinaten müssen zuvor die Steigungsvektoren über die Endpunkte ro-
tiert werden: 
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Mit den ersten vier Stützpunkten kann eine kubische Bézier-Kurve bereits vollständig 
beschrieben werden. Bei mehreren Spline-Abschnitten werden die weiteren Stütz-
punkte über ein lineares Gleichungssystem für 1,...,1 −= qi  nach [PIEG97] ermittelt: 
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4.3 Zerlegung der Splines in stückweise definierte Polynome 
Conversion of splines to piecewise power basis forms 
Für viele numerische Berechnungen eignen sich Polynome besser als die rekursiv 
definierten Spline-Funktionen. Im Rahmen dieser Arbeit werden die Polynome 
hauptsächlich zur effizienten Ermittlung von Nullstellen benötigt, um geometrische 
Durchdringungen sicher feststellen zu können. Deshalb werden grundsätzlich alle 
erzeugten Splines in stückweise definierte Polynome dritten Grades fc(u) umgerech-
net, die über die Polynomkoeffizienten oi und Knotenpunkte beschrieben werden: 
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Zur Polynomtransformation müssen zunächst die NURBS in rationale Bézier-Kurven 
zerlegt werden. Dazu werden die Verbindungsknoten der Spline-Abschnitte uf+4 für 
{ }2,,0 −∈ qf K  im Knotenvektor zweimal vervielfältigt, um die modifizierten Stütz-
punkte der resultierenden, rationalen Bézier-Kurven w
ri ,
Q  zu erhalten (Bild 4.6): 
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Bild 4.6:  Zerlegung eines kubischen NURBS in rationale Bézier-Kurven 
Conversion of a cubic NURBS curve in rational Bézier-curves 
Dementsprechend werden mit jeder Trennung eines Spline-Abschnitts zwei zusätzli-
che Stützpunkte generiert, die zur Ermittlung der Polynomkoeffizienten Ap der sepa-
rierten Bézier-Kurve erforderlich sind: 
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Die Reparametrierungsmatrix Rp stellt hierzu den ursprünglich definierten Bereich in 
den Knotenvektoren der NURBS wieder her. Dabei sind wie bei der Transformati-
onsmatrix Mp die Spalten als { }3,,0K∈j  und die Zeilen als { }3,,0K∈i  definiert. 
Aus den Spalten der Koeffizientenmatrix lassen sich jeweils die drei kubischen Poly-
nome (Xf (u), Yf (u) und Wf (u)) eines NURBS-Abschnitts { }1,,0 −∈ qf K  ermitteln: 
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Aufgrund der einfacheren Handhabung werden die Funktionswerte und j-ten Ablei-
tungen der Splines generell aus den Polynomen fc
(j)(u) über das leistungsfähige Hor-
ner Schema berechnet: 
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Hieraus lassen sich die Ableitungen der Splines wie folgt ermitteln: 
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4.4 Überprüfung der geometrischen Restriktionen 
Examination of the geometrical constraints 
Eine numerisch stabile Variation der Splines ist nur durch die Überprüfung der geo-
metrischen Restriktionen möglich, die zudem den Lösungsraum reduzieren und zu 
fertigungsgerechteren Optimierungsergebnissen führen. Einfache geometrische 
Randbedingungen, wie beispielsweise Rotations- und Spiegelsymmetrien, werden 
unabhängig vom Optimierungssystem durch entsprechende CAD-Features eingehal-
ten. Daneben werden geometrische Fixierungen über Konstanten definiert, so dass 
z.B. die Steigung am Endpunkt eines Splines von der Optimierung ausgeschlossen 
wird. Die restlichen geometrischen Restriktionen lassen sich in die Ordnung der 
Spline-Ableitung gliedern, die sie beschränken: 
• 0-te Ableitung: Bauraumrestriktionen, 
• 1-te Ableitung: Steigungsrestriktionen, 
• 2-te Ableitung: Krümmungsrestriktionen. 
Zusätzlich können auch Masserestriktionen aus dem Integral der Splines abgeleitet 
werden, um die Optimierung zu beschleunigen. Bei der Verwendung von Evolutions-
strategien als Optimierungsalgorithmus genügt es, den Spline lediglich auf die Ver-
letzung geometrischer Kriterien zu überprüfen. Demnach muss das Maß der Restrik-
tionsüberschreitung nicht ermittelt werden. Mit Ausnahme von Mindestabständen 
und Massebegrenzungen erfolgt daher die Überprüfung einer Restriktion durch eine 
Nullstellensuche. Dafür müssen zunächst die Nullstellen im Knotenvektor der Splines 
isoliert werden. Hierbei werden auch effizient Spline-Abschnitte herausgefiltert, die 
keine Durchdringung aufweisen können. Weitere Voruntersuchungen der Spline-
Abschnitte auf notwendige Bedingung für Restriktionsüberschreitungen sind demzu-
folge nicht erforderlich. So wird beispielsweise nicht vorab überprüft, ob eine geo-
metrische Durchdringung zur konvexen Hülle der beeinflussenden Stützpunkte eines 
Spline-Abschnitts vorliegt.  
4.4.1 Algorithmen zur Ermittlung von Nullstellen 
Algorithms for the detection of polynomial roots 
Die Algorithmen zur Nullstellenbestimmung unterscheiden sich grundlegend in ihrer 
Eignung für lokale und globale Restriktionen (Bild 4.7). 
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Bild 4.7:  Lokale und globale Begrenzungen von Splines 
Local and global limitations of splines 
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Für globale Restriktionen muss nur erkannt werden, ob überhaupt eine Durchdrin-
gung bzw. Nullstelle im geschlossenen Intervall eines Splines [ ]1,0∈u  vorliegt. Hin-
gegen erfordern lokale Begrenzungen die exakte Bestimmung aller Nullstellenpositi-
onen, da die Restriktionen nur für Teilbereiche der anderen Dimensionen gelten. 
Ein bedeutendes Verfahren für die Nullstellenerkennung ist der Zwischenwertsatz. 
Demnach nimmt eine reelle Funktion d(u), die auf einem abgeschlossenen Intervall 
[a,b] stetig ist, jeden Wert zwischen d(a) und d(b) an. Folglich kann bei verschiedenen 
Vorzeichen von d(a) und d(b) die Existenz von mindestens einer Nullstelle nachge-
wiesen werden (Bild 4.7). Für lokale Restriktionen kann dieses Intervall anschließend 
solange weiter reduziert werden, bis die Position der Nullstelle mit ausreichender 
Genauigkeit ermittelt ist. Eine Möglichkeit zur Intervallschachtelung stellt beispiels-
weise das Bisektionsverfahren dar, bei dem das Intervall mit der jeweils eingeschlos-
senen Nullstelle immer weiter halbiert wird. Die auf dem Zwischenwertsatz basieren-
den Verfahren können jedoch erst eingesetzt werden, wenn bereits ein Intervall mit 
Vorzeichenwechsel bekannt ist. 
Zur Ermittlung der Nullstellen existieren auch direkte Lösungsverfahren, die aller-
dings auf Polynome beschränkt sind, die maximal den Grad vier aufweisen. Aus den 
kubischen NURBS resultieren je nach Restriktionstyp aber deutlich höhere Poly-
nomgrade. Deshalb werden im Rahmen dieser Arbeit das Newton-Verfahren und die 
Vorzeichenregel von Descartes für beliebige Polynomgrade angewendet. 
Newton-Verfahren 
Das Newton-Verfahren wird in der Numerik sehr häufig für die Nullstellensuche steti-
ger Funktionen angewendet, da es sich durch eine hohe Konvergenzgeschwindigkeit 
quadratischer Ordnung auszeichnet. Für jeden Iterationsschritt k des Newton-
Verfahrens wird die Abstandsfunktion d(uk) über deren 1. Ableitung d
(1)(uk) linearisiert: 
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Der Iterationswert uk wird durch den Parameterbereich des jeweiligen Spline-
Abschnitts begrenzt und bei einer Überschreitung zurückgesetzt. Für globale Restrik-
tionen genügt die Ermittlung eines Vorzeichenwechsels im Funktionswert, während 
bei lokalen Restriktionen das Verfahren erst nach einer vorgegebenen Genauigkeit 
abgebrochen wird. Sollte dagegen der Gradient gegen Null konvergieren oder das 
Iterationsmaximum überschritten werden, kann von einer zulässigen Lösung ausge-
gangen werden. Allerdings sollte der Startwert in angemessener Nähe zu einer Null-
stelle liegen, weil sonst das Verfahren zwischen endlich vielen Punkten oszillieren 
kann oder sich zunehmend von der Nullstelle entfernt (divergiert). Deshalb wird jeder 
Spline-Abschnitt getrennt untersucht und ggf. mehrfach mit verschiedenen Startwer-
ten überprüft, die gleichmäßig über den Parameterbereich der Splines verteilt sind. 
Sollte dennoch eine Nullstelle unbemerkt bleiben, wird mit zunehmendem Verlauf 
der Evolutionsstrategie die Wahrscheinlichkeit sehr hoch, dass die Restriktionsver-
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letzung der leicht veränderten Nachkommen ermittelt werden können. Sicherer ist 
jedoch die Isolation der Nullstellen durch die Vorzeichenregel von Descartes. 
Vorzeichenregel von Descartes 
Mit Hilfe der Vorzeichenregel von Descartes kann bewiesen werden, dass sich eine 
Nullstelle in einem offenen Polynomintervall befindet [BRON05]. Demnach ist die 
Anzahl aller positiven Nullstellen eines reellen Polynoms gleich der Zahl der Vorzei-
chenwechsel seiner Koeffizientenfolge oder um eine gerade natürliche Zahl kleiner 
als diese. Daher kann bei einer ungeraden Anzahl von Vorzeichenwechseln das 
Überschreiten eines Grenzwertes festgestellt werden. Tritt kein Vorzeichenwechsel 
auf, liegt auch keine Nullstelle vor. Ist die Anzahl der Vorzeichenwechsel gerade und 
größer Null, kann keine Aussage über die Existenz einer Nullstelle getroffen werden. 
In diesem Fall muss das untersuchte Polynomintervall solange weiter unterteilt wer-
den, bis eine definierte Lösung gefunden wurde. Da sich die Vorzeichenregel auf ein 
Intervall von null bis unendlich bezieht, wird für jede neue Intervallbegrenzung des 
Abstandspolynoms d(u) eine Substitution mit ( )∞∈ ,0ξ  vorgenommen: 
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In Verbindung mit dem Ausdruck (1 + ξ )p kann hieraus ein Ersatzpolynom Qe(ξ) glei-
chen Grades p für den geforderten Parameterbereich abgeleitet werden: 
))(()1()( ξξξ udQ p
e
⋅+= . Gl. 4.25 
Da dies einer Untersuchung im offenen Intervall (ui,ui+1) entspricht, müssen zusätz-
lich die Funktionswerte von d(u) an den Intervallgrenzen ausgewertet werden. Diese 
Vorgehensweise von Uspenski zeichnet sich ähnlich wie die Sturmsche Kette durch 
eine hohe Geschwindigkeit und Zuverlässigkeit aus, ermöglicht aber nur die Unter-
suchung von Restriktionen, die in Polynome transformiert werden können [COLL76]. 
Für Splines in Polarkoordinaten muss daher allein auf das Newton-Verfahren zu-
rückgegriffen werden, falls für die mathematische Beschreibung der geometrischen 
Restriktion eine Umwandlung in kartesische Koordinaten erforderlich ist, da sich aus 
den resultierenden, trigonometrischen Funktionen keine Polynome ableiten lassen. 
Dennoch ermöglichen die in Polarkoordinaten definierten Splines eine zuverlässige 
Untersuchung von radialen Steigungsbegrenzungen und eindimensionalen Bau-
raumrestriktionen. 
4.4.2 Bauraumrestriktionen 
Consideration of the available space 
Die freie Ausprägung der Splines wird häufig durch Normen, Funktionsflächen oder 
angrenzende Bauteile eingeschränkt. In zweidimensionalen Lösungsräumen treten 
hierbei Begrenzungen durch Linien, Kreisbögen, elliptische Segmente und Splines 
auf. Die Geometrieelemente weisen teilweise erhebliche Unterschiede auf, die nur 
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durch spezielle Anpassungen der Algorithmen effizient berücksichtigt werden kön-
nen. Folgende Gruppierung wird in Bild 4.8 dargestellt: 
• eindimensionale Begrenzungen, 
• zweidimensionale Begrenzungen durch Regelgeometrien, 
• zweidimensionale Begrenzungen durch Splines. 
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Bild 4.8:  Bauraumbegrenzung eines Splines 
Available space of a spline 
Eindimensionale Begrenzungen 
Aufgrund der Parameterdarstellung der Splines können die Beschränkungen der 
einzelnen Koordinatenrichtungen (Dimensionen) getrennt voneinander analysiert 
werden. Für eine effiziente Überprüfung der Restriktionen sollte daher das Koordina-
tensystem bzw. die Koordinatentransformation so gewählt werden, dass möglichst 
viele der geometrischen Restriktionen nur eine Dimension begrenzen. Bei vielen ra-
dialen Begrenzungen kann deshalb eine Darstellung der Splines in Polarkoordinaten 
zu einer wesentlich schnelleren Berechnung der geometrischen Nebenbedingungen 
führen. Zudem sollten immer globale Ober- und Untergrenzen für die Dimensionen 
definiert werden, um den groben Lösungsraum eines Splines und einen sinnvollen 
Variationsbereich für die Interpolationspunkte vorgeben zu können. Die Abstands-
funktion d(u) zu den Dimensionsgrenzen A0 wird als kubisches Polynom beschrieben: 
( )
( )
( )
( ) ( ) ( )uWuu
uW
u
u ff
f
f
f ⋅−=⇒== 00
!
AAdA
A
C . Gl. 4.26 
Ein kubisches Polynom hat maximal drei reelle Nullstellen. Daher ist für globale Be-
grenzungen eine weitere Unterteilung eines Polynomintervalls nur dann erforderlich, 
wenn die Vorzeichenregel von Descartes für die Abstandsfunktion d(u) den Wert 
zwei zurückgeben sollte. Andernfalls kann die Vorzeichenregel eindeutig beweisen, 
ob eine Überschreitung der globalen Dimensionsgrenze vorliegt. Bei lokalen Dimen-
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sionsgrenzen müssen jedoch alle Nullstellen separat auf ein Intervall im Knotenvek-
tor des Splines isoliert werden. Wie das Beispiel im Bild 4.9 verdeutlicht, kann hier-
durch zuverlässig ermittelt werden, ob die zugehörigen Schnittpunkte im Definitions-
bereich [x1,x2] der lokalen Dimensionsgrenze Yl liegen und somit unzulässig sind. Zur 
Isolation der Nullstellen wird die Vorzeichenregel von Descartes solange rekursiv auf 
halbierten Polynomabschnitten aufgerufen, bis jedes Intervall weniger als zwei Null-
stellen enthält. Anschließend wird das Newton-Verfahren mittig auf den isolierten 
Intervallen gestartet, um die Position einer jeden Nullstelle zu ermitteln. 
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Bild 4.9:  Überprüfung lokaler Dimensionsgrenzen 
Examination of local dimensional limitations 
Dabei wird die Ableitung von d(u) für das Newton-Verfahren wie folgt berechnet: 
( ) ( )( ) ( )( )uWuu ff
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⋅−= AAd . Gl. 4.27 
Sollte auch nur eine Nullstellenposition im Definitionsbereich der lokalen Grenze lie-
gen, kann das Verfahren aufgrund einer erkannten Restriktionsverletzung abgebro-
chen werden. 
Zweidimensionale Begrenzungen durch Regelgeometrien 
Zu den Regelgeometrien, die häufig auch als geometrische Primitive bezeichnet 
werden, zählen Geraden, Kreise und Ellipsen. Für die Ermittlung von Durchdringun-
gen können die Koordinaten (x, y) in dem analytischen Ausdruck einer Regelgeome-
trie durch die stückweise definierten Polynome eines Splines Cf (u) substituiert wer-
den [PATR02]. So wird beispielsweise eine begrenzende Linie zwischen den Punk-
ten (x0, y0) und (x1, y1) mit Gl. 4.22 in ein kubisches Polynom transformiert, das nume-
risch wie eine lokale Dimensionsgrenze behandelt wird: 
44 4 Parametrisierung von Freiformgeometrien 
( ) ( )( ) ( ) ( )( ) ( )
( ) ( )( ) ( ) ( ) ( )( ) ( ) 0
!
010010
010,010,
=−⋅⋅−−−⋅⋅−⇒
−⋅−−−⋅−=
yyuWxuXxxuWyuY
yyxuCxxyuCud
ffff
fxfy
. Gl. 4.28 
Die Ableitung der Abstandsfunktion wird für das Newton-Verfahren folgendermaßen 
bestimmt: 
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Nachdem die Position einer Nullstelle uz ermittelt wurde, muss überprüft werden, ob 
sich die Nullstelle zwischen den vorgegebenen Linienendpunkten P0 und P1 befindet: 
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In ähnlicher Weise erfolgt die Transformation einer zentrischen Ellipse mit den Halb-
achsen (a, b) zu einem Polynom sechsten Grades: 
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Die Gleichung gilt dabei auch für zentrische Kreise mit dem Radius r = a = b. Für ex-
zentrische Mittelpunkte werden die Spline-Koordinaten um den Mittelpunkt (x0, y0) 
verschoben und ggf. entgegen dem Rotationswinkel der Regelgeometrie α rotiert 
(Bild 4.10): 
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Eine Restriktionsverletzung bei Kreisbögen und elliptischen Segmenten wird festge-
stellt, wenn sich die Nullstelle uz im Winkelbereich der Regelgeometrien mit 
( ) [ ]
10
,βββ ∈
z
u  befindet (Bild 4.10): 
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Bild 4.10:  Koordinatentransformation für elliptische Segmente 
Coordinate transformation for elliptic segments 
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Sollte ein Spline in Polarkoordinaten beschrieben sein, erfolgt vor jeder Berechnung 
eine Transformation der Spline-Funktionen in kartesische Koordinaten: 
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wobei folgende Rotationsmatrix gebildet wird: 
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Da sich hierdurch kein Polynom mehr aus den substituierten Gleichungen ableiten 
lässt, kann für polar definierte Splines nur das Newton-Verfahren angewendet wer-
den. Hierfür werden die Spline-Abschnitte in zehn gleichmäßige Parameterbereiche 
unterteilt, um ausreichend Startpunkte für das Aufspüren der Nullstellen zu erhalten. 
Zweidimensionale Begrenzungen durch Splines 
Bei zweidimensionalen Begrenzungen durch Splines wird grundsätzlich unterschie-
den, ob ein Mindestabstand wmin zu einem anderen Spline oder dem Spline selbst 
eingehalten werden soll (Bild 4.11). Da zwei verschiedene Splines in der Regel auch 
unterschiedliche Knotenvektoren und Parametrisierungen aufweisen, muss der je-
weils kleinste Abstand durch eine zweidimensionale Minimierung nach Gl. 2.7 über 
den Parametervektor u bestimmt werden. Hierzu wird das Newton-Verfahren in jeder 
Iteration k so verändert, dass die Nullstelle in der ersten Ableitung der euklidischen 
Abstandsfunktion d(u) ermittelt wird: 
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Bild 4.11: Abstandsuntersuchungen bei Splines mit Mindestabständen 
 Distance examinations for splines with minimum distances 
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Im zweidimensionalen Fall kann die Inverse der Hessematrix H von d(u) einfach be-
stimmt werden. Sollte die Hessematrix nicht positiv definit sein, liegt in den entspre-
chenden Abschnitten nur ein Maximum vor und die Suche wird abgebrochen. Um mit 
hinreichender Zuverlässigkeit das globale Optimum zu erreichen, genügen zehn 
Startwerte für jeden Spline-Abschnitt. Für die Hessematrix wird die zweite Ableitung 
der in Polarkoordinaten definierten Splines folgendermaßen bestimmt: 
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Dieses sehr effiziente Verfahren wird auch zur Ermittlung von Schnittpunkten zwi-
schen den Splines verwendet, was dem Grenzfall für einen Mindestabstand von null 
entspricht. Ein Nachteil des Verfahrens besteht in der schlechten Konvergenz zum 
Rand des zulässigen Parameterbereichs. Deshalb wird anschließend zu jedem End-
punkt eines Spline-Abschnitts eine Abstandsminimierung zum gegenüber liegenden 
Spline mit einer ähnlichen, eindimensionalen Iterationsvorschrift vorgenommen: 
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Die Überwachung von Mindestabständen wird hauptsächlich zur Berücksichtigung 
von Mindestwandstärken für das Gießen, Schneiden und Schmieden benötigt 
[HARZ02]. Regelgeometrien werden hierzu einfach um den Mindestabstand vergrö-
ßert bzw. verkleinert. Gegenseitige Durchdringungen werden hingegen oft vermie-
den, um im CAD-System einen fehlerhaften Modellaufbau oder sogar einen Pro-
grammabbruch auszuschließen. Daher dürfen auch Splines sich nicht selbst schnei-
den. Die Untersuchung eines Splines auf solche Verdrehungen ist ähnlich einer 
Schnittpunktanalyse. Allerdings dürfen sich die Parameter u1 und u2 weder auf einem 
Spline-Abschnitt, noch auf den Kontaktstellen aneinander liegender Spline-
Abschnitte nähern. Da eine Verletzung dieser Bedingungen zu einer trivialen Lösung 
führen würde, wird die Abstandsfunktion durch den Parameterabstand dividiert: 
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Falls ein Mindestabstand für einen einzigen Spline definiert wurde, müssen die Off-
set-Kurven des Splines auf Selbstdurchdringung untersucht werden, damit sich der 
Spline nicht selbst um einen geringeren Abstand nähert. Grundvoraussetzung hierfür 
ist die Einhaltung eines Mindestkrümmungsradius kR,min (vgl. Kapitel 4.4.4), der dem 
halben Mindestabstand entspricht und somit die Erzeugung einer stetigen Offset-
Kurve erlaubt: 
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Dabei wird der halbe Mindestabstand in beiden Richtungen der Spline-Normalen und 
an den Enden des Splines abgetragen, um eine geschlossene Hülle um den Spline 
zu erzeugen, die keine Verdrehungen bzw. Schnitte aufweisen darf (Bild 4.11). 
4.4.3 Steigungsrestriktionen 
Slope limitations 
Durch Steigungsrestriktionen werden vor allem Hinterschneidungen vermieden. Hin-
terschneidungsrestriktionen resultieren beispielsweise beim Gießen aus der Entfor-
mungsrichtung der Kernzüge, beim Schmieden aus der Richtung des Gesenkhubs 
oder beim Schneiden aus der Schnittrichtung [NOAC03], [STRO10]. Dabei begrenzt 
die Definition einer einzigen Steigungsrestriktion die erste Ableitung eines Splines 
auf einen Winkelbereich von 180°, da Steigungen pi-periodisch sind. Daher werden 
Steigungsbegrenzungen auch definiert, um den Lösungsraum sinnvoll zu verkleinern 
und Verdrehungen der Splines zu vermeiden, weil Selbstdurchdringungen einen 
Steigungsverlauf von über 180° erfordern. 
In Bild 4.12 wird eine Hinterschneidungsfreiheit in x-Richtung und bei 120° gefordert. 
In welchem der vier möglichen Winkelbereiche (A-D) der Spline liegt, kann bereits 
aus der Verbindungslinie von zwei bekannten Interpolationspunkten festgelegt wer-
den. Die Tangenten des in Bild 4.12 dargestellten Splines in kartesischen Koordina-
ten dürfen demnach nur zwischen 120° bis 180° verlaufen (Winkelbereich A). 
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Bild 4.12: Steigungsrestriktionen bei Splines in kartesischen Koordinaten 
 Slope limitations for splines in Cartesian coordinates 
Aufgrund der globalen Definition von Steigungsrestriktionen kann nur eine Ober- und 
Untergrenze für die Steigung mg vorgegeben werden. Die Nullstellensuche erfolgt 
deshalb wie bei den globalen Dimensionsgrenzen über das Verfahren von Uspenski 
mit Hilfe der Vorzeichenregel von Descartes: 
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Hierbei handelt es sich um ein Polynom vierten Grades, weil sich die Koeffizienten 
höherer Potenzen gegenseitig aufheben. Aus diesem Grund ist die Definition einer 
Steigungsbegrenzung zur Vermeidung von Selbstdurchdringungen zuverlässiger und 
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leistungsfähiger als die Definition nach Gl. 4.39. Allerdings begrenzt eine solche 
Steigungsrestriktion den Lösungsraum stärker und kann bei einer ungünstigen Wahl 
der Steigungsgrenze zum Ausschluss der optimalen Lösung führen. 
Bei Polarkoordinaten werden die Steigungsrestriktionen so interpretiert, dass bei 0° 
ein monoton steigender bzw. fallender Radius über den Winkel und bei 90° eine Hin-
terschneidungsfreiheit in Radialrichtung erreicht werden kann (Bild 4.13). Letzteres 
gewährleistet beispielsweise die Herstellbarkeit von Drehteilen. Eine Koordinaten-
transformation für die Abstandsfunktion ist aus diesem Grund nicht erforderlich: 
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Bild 4.13: Steigungsrestriktionen bei Splines in Polarkoordinaten 
 Slope limitations for splines in polar coordinates 
4.4.4 Krümmungsrestriktionen 
Curvature limitations 
Mindestkrümmungsradien dienen der sinnvollen Reduktion des Lösungsraums 
[LUND94], da z.B. scharfe Kurvenverläufe an Kerben zu überhöhten Spannungen 
führen und Schneid- und Schmiedestempel stark belasten können. Zudem sind Min-
destkrümmungsradien beim Gießen und bei der Blechumformung zu berücksichti-
gen, um Rissbildungen zu vermeiden. Beim Fräsen entspricht die einzuhaltende 
Mindestkrümmung oft dem Fräserradius. 
Aus der komplexen Formel für den Krümmungsradius einer Kurve kr(u) kann ein 
Polynom lediglich für Splines bestimmt werden, die in kartesischen Koordinaten defi-
niert wurden: 
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Von einer Polynomtransformation der Abstandsfunktion d(u) wird jedoch generell 
abgesehen, da das resultierende Polynom aufgrund des hohen Grades numerisch 
schwer zu handhaben wäre. Deshalb wird nur das Newton-Verfahren mit drei Start-
werten für jeden Spline-Abschnitt eingesetzt. Sollte aufgrund der geringeren Zuver-
lässigkeit des Newton-Verfahrens eine Nullstelle im seltenen Fall unentdeckt bleiben, 
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ist dies jedoch unproblematisch für die Stabilität des CAD-Systems, da stärkere 
Krümmungen nicht wie Durchdringungen zu einem fehlerhaften Modellaufbau führen 
können. Trotz der Unstetigkeiten in der Krümmungsfunktion an Wendepunkten kann 
ein Vorzeichenwechsel im Sinne des Zwischenwertsatzes als zusätzliches Abbruch-
kriterium für das Newton-Verfahren gewählt werden, da nur der Betrag der Krüm-
mung für die Abstandfunktion gewählt wurde. Solche Unstetigkeiten sind in Bild 4.14 
dargestellt. Am Wendepunkt der Kurve konvergiert der Krümmungsradius gegen un-
endlich und wechselt das Vorzeichen [LAUR94].  
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Bild 4.14: Krümmungsverlauf am Wendepunkt eines Splines 
 Curvature at the inflection point of a spline 
4.4.5 Masserestriktionen 
Mass constraints 
Häufig wird in der Strukturoptimierung der Materialeinsatz durch die Definition einer 
Masserestriktion begrenzt, die über das Volumen direkt aus der Geometrie und der 
Materialdichte des Bauteils abgeleitet werden kann. Lösungen, die eine Massere-
striktion nicht erfüllen, können daher wie bei den anderen geometrischen Restriktio-
nen von der FE-Berechnung ausgeschlossen werden. Die Masse kann vom Flächen-
integral der Splines AC und weiteren Optimierungsparametern x, wie beispielsweise 
Wandstärken, abhängen: 
( ) 0,
max
≥− x
C
AMM . Gl. 4.44 
Während die Parameterabhängigkeiten über einen einfachen Formelinterpreter be-
rechnet werden können, werden die Splines über jeweils eine Koordinate integriert: 
( ) ( ) ( )( ) ( ) ( )∑ ∫∫
−
=








⋅+=+=
+
+
1
0
1
,min
0
,min
4
3
q
f
u
u
fxfy
b
a
Cx
f
f
duuCyuCdxyyA , 
( ) ( ) ( )( ) ( ) ( )∑ ∫∫
−
=








⋅+=+=
+
+
1
0
1
,min
0
,min
4
3
q
f
u
u
fyfx
b
a
Cy
f
f
duuCxuCdyxxA . Gl. 4.45 
50 4 Parametrisierung von Freiformgeometrien 
Für eine fehlerfreie Flächenbestimmung sollte die Integrationsrichtung so gewählt 
werden, dass die zu integrierende Funktion rechtseindeutig ist. D.h., dass orthogonal 
zur Integrationsrichtung eine Steigungsrestriktion definiert werden muss, damit für 
jeden Integrationspunkt jeweils nur ein Funktionswert aufsummiert wird (Bild 4.15). 
Da geschlossene Geometrien in jeder Richtung immer mindestens zwei Funktions-
werte aufweisen, eignen sich hierfür nur Splines, die in Polarkoordinaten definiert 
wurden und hinterschneidungsfrei in radialer Richtung sind: 
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Zudem muss eine globale Dimensionsuntergrenze (xmin bzw. ymin) orthogonal zur In-
tegrationsrichtung angegeben werden, um keine negativen Flächenanteile aufzuad-
dieren (Bild 4.15). In Polarkoordinaten ist dies nicht erforderlich, da negative Radien 
ohnehin nicht definiert werden sollten. 
y
x
Hinterschneidung in y-Richtung
(nicht rechtseindeutig)
y
x+
-
negative Funktionswerte
y
x
Addition der
Dimensionsuntergrenze
y
min
y
x
(1) Definition einer 90°-
Steigungsrestriktion
(2) Integrationsrichtung 
nach y ändern
(3) Definition in 
Polarkoordinaten
r
φ
+
 
Bild 4.15: Fehlerbehebung bei der Flächenbestimmung von Splines 
 Troubleshooting by the determination of the spline area 
4.5 Linearisierung der geometrischen Restriktionen 
Linearization of geometrical constraints 
Für Gradientenverfahren müssen die geometrischen Restriktionen g(x) linear appro-
ximiert werden (vgl. Kapitel 5.3.2). Hierzu wird eine lineare Taylorreihe um einen vor-
gegebenen Punkt im Raum der Optimierungsparameter x0 entwickelt: 
( ) ( ) ( ) ( ) 0
000
≥−⋅∇+= xxxxx
T
l
ggg . Gl. 4.47 
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Außer bei Massebegrenzungen gelten die geometrischen Restriktionen für jeden 
Parameterpunkt [ ]1,0∈u  eines Splines C(u). Daher werden für eine endliche Anzahl 
von Restriktionen die Spline-Abschnitte f durch ein Menge T von Prüfpunkten tj  
diskretisiert, die gleichmäßig über den Bereich im Knotenvektor verteilt sind: 
{ }
v
tt ,...,
0
=T  mit ( ) ( ) 334 +++ +−⋅= fffj uuuvjt  für vj ,,0K= . Gl. 4.48 
An jedem Prüfpunkt werden die kartesischen Koordinaten der Splines ermittelt, um 
hieraus alle Bauraumrestriktionen abzuleiten (Bild 4.16). Begrenzende Splines wer-
den ebenfalls diskretisiert und über deren Normalen auf die vorgegebenen Mindest-
abstände projiziert. Sollten zudem Steigungs- und Krümmungsrestriktionen existie-
ren, werden an den Prüfpunkten zusätzlich die Steigungswinkel und Krümmungsra-
dien aus den Ableitungen der Splines bestimmt. 
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Bild 4.16: Ermittlung der geometrischen Restriktionen aus den diskretisierten Splines 
 Deducing the geometrical constraints from the discretized splines 
Eine Alternative zur Diskretisierung der Splines wäre die Bestimmung der minimalen 
Restriktionswerte über den Parameterbereich der Splines. Da sich ein Spline jedoch 
an mehreren Stellen einer Restriktion nähern kann, müssten alle lokalen Minima zu 
jeder geometrischen Restriktion numerisch aufwändig bestimmt werden. Dagegen 
können bei einer Diskretisierung der Splines alle geometrischen Restriktionswerte 
g(x0,f,tj) aus den k-ten Spline-Ableitungen Cf
(k)(x0,tj) direkt analytisch abgeleitet wer-
den. Mit Hilfe der finiten Differenzen-Methode lassen sich hieraus auch die Gradien-
ten ∇g(x0,f,tj) in einer gemeinsamen Sensitivitätsanalyse bestimmen. Die Linearisie-
rung einer geometrischen Restriktion ist jedoch erst erforderlich, wenn hiervon min-
destens ein Prüfpunkt T∈jt  als unzulässig identifiziert wurde. 
4.5.1 Bestimmung geometrisch unzulässiger Punktmengen 
Determination of geometrical infeasible point sets 
Ob ein Prüfpunkt eines diskretisierten Splines in einem geometrisch unzulässigen 
Gebiet liegt, lässt sich für global definierte Restriktionen leicht bei einer Überschrei-
tung der Ober- oder Untergrenze feststellen. Hingegen müssen lokale Restriktionen 
zunächst über deren Endpunkte zu geschlossenen Flächen verknüpft werden, die 
entweder wie ein Hindernis aus dem globalen Lösungsraum geschnitten oder als 
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komplexe Außenbegrenzungen definiert werden. Lokale Begrenzungen, die nicht 
untereinander verknüpft werden können, werden wie beim Gebietsausschnitt G1 im 
Bild 4.17 über die anliegenden Globalgrenzen zu einem geschlossenen Gebiet ver-
vollständigt. Die komplexen Gebietsgrenzen werden vom Gradientenverfahren als 
eine geometrische Restriktion behandelt und durch den Jordanschen Kurvensatz 
untersucht [PRES07]. Demnach liegt ein Prüfpunkt dann in einem geschlossenen 
Gebiet, wenn die Verbindungslinie zu einem äußeren Punkt die Gebietsgrenze in 
ungerader Zahl schneidet (Bild 4.17). Als äußerer Punkt wird ein beliebiger Refe-
renzpunkt außerhalb der globalen Dimensionsgrenzen gewählt, um anschließend die 
Anzahl der Schnittpunkte über die einzelnen Gebietsgrenzen aufzusummieren. 
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Bild 4.17: Ermittlung unzulässiger Punktmengen 
 Determination of infeasible point sets 
Die Anzahl der Schnittpunkte zu einer einzelnen Gebietsgrenze wird für Linien und 
elliptische Segmente in Bild 4.18 dargestellt. Alle anderen lokalen Restriktionen kön-
nen hierauf reduziert werden. 
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Bild 4.18: Anzahl von Schnittpunkten zu einer lokalen Begrenzung 
 Number of intersection points to a local limitation 
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So werden begrenzende Splines als eine Verkettung von Linien betrachtet (vgl. Bild 
4.16) und Kreisbögen als elliptische Segmente mit gleichen Halbachsen. Sollte ein 
um α rotiertes, elliptisches Segment vorliegen, werden die Linienendpunkte p nach 
Gl. 4.32 rotiert, bevor die Anzahl der Schnittpunkte zu einer achsensymmetrischen 
Ellipse bestimmt wird. 
4.5.2 Ermittlung der Restriktionsabweichungen 
Determination of restriction values 
Zur Linearisierung der geometrischen Restriktionen muss der Abstand der Prüfpunk-
te zu den geometrischen Begrenzungen bestimmt werden (vgl. Gl. 4.47). Über die 
zuvor beschriebene Ermittlung der unzulässigen Punktmengen wird das Vorzeichen 
der Restriktionsabweichung bestimmt, bei dem eine Restriktionsverletzung vorliegt. 
Sollte ein Prüfpunkt als unzulässig identifiziert worden sein, kann so beispielsweise 
festgelegt werden, ob das zulässige Gebiet im konkaven (positiver Punktabstand) 
oder konvexen Bereich (negativer Punktabstand) eines Kreisbogens liegt. Der Re-
striktionswert selbst wird aus den Punktabständen zu den begrenzenden Geometrien 
berechnet. Da ein Prüfpunkt bei den global definierten Steigungs- und Bauraumre-
striktionen nur jeweils die obere oder untere Bereichsgrenze überschreiten kann, 
werden die Bereichsgrenzen zu einer geometrischen Restriktion zusammengefasst 
und jeweils der kleinste Abstand als Restriktionswert den Steigungsrestriktionen 
gΦ(x,f,tj) und Dimensionsbegrenzungen gx,y(x,f,tj) zugewiesen: 
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Dabei wird berücksichtigt, dass auch die Restriktionsgrenzen von den Optimierungs-
parametern x abhängig sein können. Das Zusammenfassen der geometrischen 
Restriktionen wird erst durch die Diskretisierung der Splines möglich. Für Krüm-
mungsrestriktionen muss jedoch nur eine Untergrenze untersucht werden: 
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Gleichermaßen wird bei komplexeren Bauraumbegrenzungen der kleinste Normal-
abstand zu einer der verknüpften, lokalen Begrenzungen als Restriktionswert ge-
wählt. Sollte keine Normale durch den Prüfpunkt und den Definitionsbereich eines 
begrenzenden, geometrischen Elementes existieren, wird der Abstand zum nächst-
liegenden Endpunkt der geometrischen Restriktion ermittelt (Bild 4.19). 
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Bild 4.19: Punktabstände zu Geraden- und Kreissegmenten 
 Dot pitches to lines and arcs 
Für Ellipsen müsste der Normalenabstand aufwändig aus einem Polynom vierten 
Grades ermittelt werden. Stattdessen wird die Ellipse bei gleicher Exzentrizität e so 
vergrößert bzw. verkleinert, dass diese den Spline am untersuchten Punkt schneidet 
(Bild 4.20). Als Distanzmaß zwischen Spline und Ellipse dient dabei die Änderung 
der großen Halbachse s(t): 
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Bild 4.20: Punktabstand zu einem Ellipsensegment 
 Dot pitches to an elliptic segment 
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4.5.3 Sensitivitätsanalyse der geometrischen Restriktionen 
Sensitivity analysis of the geometrical constraints 
Über eine Sensitivitätsanalyse werden die zur Linearisierung der geometrischen 
Restriktionen erforderlichen Gradienten der Restriktionsfunktionen (vgl. Gl. 4.47) be-
stimmt. Da sowohl die restriktionsbeschreibenden Parameter glim(x) als auch die kar-
tesischen Koordinaten Cf(x,tj), Steigungen Φf(x,tj) und Krümmungsradien krf(x,tj) an 
den Prüfpunkten tj der Splines funktional von allen Optimierungsparametern x ab-
hängig sein können, werden die partiellen Ableitungen gemeinsam über eine finite 
Differenzen-Methode ermittelt. Dabei wird in jeder Iteration k der zentrale Differen-
zenquotient aller vom Parameter x abhängigen Funktionen f (x) an der Stelle x0 be-
rechnet: 
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Sollte ein Differenzenquotient bei einer Schrittweite γk ausreichend klein werden, ist 
eine Ermittlung der zugehörigen Funktionswerte in den folgenden Iterationen nicht 
mehr erforderlich. Hierbei wird die Schrittweite γk solange weiter halbiert, bis alle 
Sensitivitäten hinreichend genau sind: 
0
2 γγ ⋅=
−k
k
. Gl. 4.53 
Anschließend wird der Gradient der aktiven geometrischen Restriktionen aus den 
ermittelten Sensitivitäten und der Formel für die Restriktionswerte abgeleitet. So er-
rechnet sich beispielsweise der Restriktionswert gy(x0,f,tj) für eine obere Dimensions-
grenze Ymax(x0) zu (vgl. Gl. 4.49): 
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Hieraus wird der Gradient ∇gy(x0,f,tj) wie folgt abgeleitet: 
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Bei lokalen Begrenzungen wird vorab festgelegt, ob der Abstand zum Prüfpunkt über 
einen Endpunkt oder die Normale der Regelgeometrie bestimmt werden muss. Da-
bei werden eventuelle Abhängigkeiten der Endpunkte oder Geometrieparameter von 
den lokalen Begrenzungen über deren Sensitivitäten ∇glim(x) berücksichtigt. 
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5 Systemspezifische Evolutionsstrategien 
System specific evolution strategies 
Aus der geometrisch konformen Strukturoptimierung resultiert eine Vielzahl system-
spezifischer Anforderungen an den Optimierungsalgorithmus. So sollten selbst Feh-
ler in der CAD-Struktur aufgrund von starken Geometrievariationen nicht zur vorzeiti-
gen Beendigung der Optimierung führen. Zudem ergeben sich durch die Gestaltop-
timierung mit Freiformgeometrien und der Dimensionierung mit kontinuierlichen so-
wie diskreten Parametern oft mehrfach zusammenhängende Optimierungsgebiete, 
die stark nichtlinear sind und viele lokale Minima beinhalten (Bild 5.1).  
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zusammenhängendes Gebiet
zweifach dreifach
Funktionslandschaften
ein globales Minimum mehrere Minima (multimodal)
f (x)
x
f (x)
x  
Bild 5.1:  Topologische Eigenschaften von Optimierungsgebieten 
Topological properties of optimization fields 
Zwar können derart komplexe Optimierungsaufgaben grundsätzlich vom verwende-
ten Optimierungsalgorithmus (Evolutionsstrategie) behandelt werden, doch benötigt 
dieser eine hohe Anzahl zeitaufwändiger FE-Berechnungen. Neben einer selbst-
adaptiven Anpassung der Einstellparameter an die Gegebenheiten des aktuellen 
Optimierungszyklus wurden daher spezielle Modifikationen und Erweiterungen an 
der Evolutionsstrategie zur Verbesserung des Optimierungsfortschritts und der glo-
balen Konvergenz vorgenommen. Des Weiteren wurden sogenannte Metamodelle 
erarbeitet, die eine hinreichende Vorhersage der Struktureigenschaften erlauben. 
Die Metamodelle werden automatisiert durch die lokale Approximation bereits be-
rechneter Lösungen erstellt und durch ein neuartiges Verfahren zur lokalen Optimie-
rung der von der Evolutionsstrategie vorgeschlagenen Lösungen genutzt. 
5.1 Erarbeitung einer Evolutionsstrategie 
Development of an evolution strategy 
Als Optimierungsalgorithmus wird eine Evolutionsstrategie (ES) verwendet (vgl. Kapi-
tel 2.2.3). Entsprechend dem Vorbild der Natur werden bei der ES die Lösungen 
bzw. Individuen der Population vermischt (Rekombination) und über eine Normalver-
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teilung gestreut (Mutation), um anschließend die am besten bewerteten Lösungen 
für die nächste Population zu selektieren (Bild 5.2). 
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Bild 5.2:  Ablauf der implementierten Evolutionsstrategie 
Flowchart of the implemented evolution strategy 
Da bei ES die Individuen über Zufallsoperatoren generiert werden, wird ein Individu-
um solange erneut erzeugt, bis alle geometrischen Restriktionen exakt erfüllt sind. 
Hierdurch werden Durchdringungen und ein fehlerhafter Aufbau des CAD-Modells 
vermieden. Bei Gradientenverfahren könnte dies höchstens für einzelne Punkte auf 
den Splines gewährleistet werden. Zudem können ES im Gegensatz zu Gradienten-
verfahren lokale Minima überspringen, um das globale Optimum aufzuspüren 
[EIBE03], [NISS97], [SCHW95a]. Da die Gradienten in Abhängigkeit der geometrie-
basierten Splines nicht analytisch ermittelt werden können [LANG02], sind sogar die 
Rechenzeiten der ES konkurrenzfähig [SCHU05], [BUES99]. Allerdings ist die Ermitt-
lung optimaler Einstellparameter für die ES oft schwierig. Deshalb wurden systema-
tisch Modifikationen an den Operatoren der ES durchgeführt und deren Eignung für 
die geometriekonforme Gestaltoptimierung über Beispieloptimierungen mit bekann-
ten Optima untersucht.  
5.1.1 Initialisierungsphase 
Initialization phase 
Jedes Individuum a einer Population besteht aus Objektvariablen [ ]maxmin , xxx ∈  
und Strategieparametern [ ]maxmin , sss∈ , die zu Beginn der ES entweder vorgege-
ben oder im Parameterbereich zufällig verteilt werden: 
( )sxa ,= . Gl. 5.1 
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Während die Objektvariablen den eigentlichen Optimierungsparametern entspre-
chen, werden die Strategieparameter zur Selbstadaption der Mutationsoperatoren 
benötigt. In dieser Arbeit wird jeder Objektvariablen eine Mutationsschrittweite aus σ 
zugeordnet, um jedem Optimierungsparameter einen eigens angepassten Weg zum 
Optimum zu ermöglichen. Zusätzlich werden im Strategieparametervektor die Korre-
lationswinkel α zwischen den n Mutationsschrittweiten integriert (vgl. Kapitel 5.1.3), 
so dass sich folgende Standardform eines Individuums ergibt [EIBE03]: 
)),...,,(),,...,,(),,...,,((),,( 2/)1(212121 −== nnnnxxx ααασσσασxa . Gl. 5.2 
Wenn die ersten Individuen nur in einem engen Bereich des Lösungsraumes liegen, 
verringert sich die Wahrscheinlichkeit beträchtlich, auf das globale Optimum zu sto-
ßen. Zudem erhöht sich der Rechenaufwand, wenn das globale Optimum weit ent-
fernt von den Ausgangslösungen liegt. Aus diesen Gründen sollten die Individuen in 
der Initialisierungsphase möglichst gleichmäßig im Parameterbereich gestreut wer-
den [SCHW95a]. Eine Gleichverteilung der Optimierungsparameter führt jedoch 
nicht immer zu einer gleichmäßigen Streuung der Spline-Ausprägungen. So liegt bei 
NURBS in Standardform der Parameterbereich für die Abstoßung einer Kurve zwi-
schen null und eins bei den Stützpunktgewichtungen, während die Kurve bei einem 
Intervall von eins bis unendlich angezogen wird (vgl. Bild 4.2). Eine Gleichverteilung 
würde folglich die Anziehung der Kurven bevorzugen. Daher wird das Intervall für die 
Stützpunktgewichtungen [ ]max,min, , iii www ∈  wie folgt transformiert: 
( ] ( ]0,1,0 ∞−→  für das Abstoßen der Kurve und 
[ ) [ )∞→∞ ,0,1  für das Anziehen. 
Die Transformation wird durch die modifizierten Stützpunktgewichtungen wi,mod über 
die Parametergrenzen der Gewichtungen realisiert: 
[ ]1,11 max,min,mod, −−∈ iii www . Gl. 5.3 
Nach der Zufallsgenerierung von wi,mod wird eine Rücktransformation vorgenommen:  
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Eine zufällige Belegung der Interpolationspunkte eines Splines innerhalb der globa-
len Dimensionsgrenzen würde zu einer Vielzahl von Fehlversuchen mit geometrisch 
unzulässigen Individuen führen, da schon die Interpolationspunkte geometrische 
Restriktionen verletzen könnten. Besonders bei komplexeren Lösungsräumen würde 
so nur eine geringe Wahrscheinlichkeit bestehen, einen geometrisch konformen 
Spline zu erhalten. Deshalb wurde ein spezielles Verfahren erarbeitet, das bei gerin-
ger Rechenzeit eine möglichst gleichmäßige Verteilung der Startpopulation im Lö-
sungsraum gewährleistet. Basis des Verfahrens ist die Erzeugung von Interpolati-
onspunkten, die bereits alle geometrischen Restriktionen grob erfüllen, bevor die 
gesamte Kurvengeometrie der interpolierenden Splines exakt untersucht wird. 
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Für jeden der sequentiell erzeugten Interpolationspunkte wird zunächst die x- bzw. φ-
Dimension und anschließend die y- bzw. r-Dimension mit einem zufälligen Wert be-
legt. Der zulässige Streubereich für die Interpolationspunkte Qi wird daher durch glo-
bale Dimensionsgrenzen und geschlossene, lokale Dimensionsgrenzen vereinfacht 
angenähert (Bild 5.3). Die lokalen Dimensionsgrenzen bilden dabei einbeschriebene 
Rechtecke bzw. Kreisausschnitte, die mit maximal möglichem Flächeninhalt voll-
ständig innerhalb der Hindernisse gelegt werden. Hierdurch wird der Streubereich 
verkleinert, ohne zulässige Gebiete im Lösungsraum zu entfernen. Wie beim Interpo-
lationspunkt Q2 in Bild 5.3 beispielhaft verdeutlicht, können auch Steigungsrestriktio-
nen von 0° und 90° berücksichtigt werden (m1, m2), da sich ein Interpolationspunkt in 
einen aus den Steigungsgrenzen berandetem Parallelogramm zwischen den zwei 
benachbarten Punkten befinden muss. Wenn eine Steigungsgrenze in einer Koordi-
natenrichtung definiert ist, bestimmen daher die benachbarten Punkte die globalen 
Dimensionsgrenzen des Streubereichs. 
Q0 
Q3
beliebiges Hindernis
einbeschriebenes 
Rechteck
Streugebiet für Q1
angepasst an Hindernis 
durch Rechteck
Q1
m1
m2
Q2
*
Q2
* exemplarisch für 
Überschreitung von m1
Q2
Spline 
interpoliert
nach Spline-
Interpolation exakte 
Durchdringungsprüfung
Streugebiet für Q2
angepasst an Hindernis und 
Steigungsgrenzen (m1, m2) 
Q0 = const., Q3 = const.
y
x
 
Bild 5.3:  Anpassung der Streubereiche an geometrische Restriktionen 
Adaption of the ranges of dispersion to geometric constraints 
Durch die relativ grobe Anpassung der Streubereiche an die geometrischen Restrik-
tionen werden dennoch einige Interpolationspunkte im geometrisch unzulässigen 
Lösungsraum generiert. Daher wird der zuletzt erzeugte Interpolationspunkt nach-
träglich auf weitere geometrische Restriktionen geprüft und solange neu gestreut, bis 
die geometrischen Restriktionen exakt erfüllt sind. Sollte hierzu keine Lösung gefun-
den werden, werden die letzten beiden Interpolationspunkte erneut generiert. Eine 
exakte Nachkontrolle aller geometrischen Restriktionen ist zwar prinzipiell möglich 
(vgl. Kapitel 4.5.1), wurde aber aufgrund des unverhältnismäßig hohen Berech-
nungsaufwands nicht implementiert. Hingegen können beliebige Steigungsbegren-
zungen einfach über die lineare Verbindung der Interpolationspunkte voruntersucht 
werden, da die Steigung der interpolierenden Splines durch die Verbindungslinien 
verlaufen muss (vgl. Bild 5.3). Zudem wird überprüft, ob ein durch die jeweils letzten 
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drei erzeugten Interpolationspunkte verlaufender Kreis nicht den definierten Mindest-
krümmungsradius unterschreitet. 
5.1.2 Operatoren für die Rekombination 
Operators for recombination 
Für jeden der λ Nachkommen werden ρ Eltern zufällig aus den µ Individuen der aktu-
ellen Population gewählt, um deren Parameterwerte durch diskrete und intermediäre 
Rekombinationsverfahren zu vererben. Im Gegensatz zur Natur können hierbei auch 
mehr als zwei Elternteile gewählt werden. Bei der diskreten Rekombination wird je-
der Parameter ak mit dem Wert des jeweils zufällig bestimmten Elternteils i belegt: 
{ }ρ,,1
,,
K∈= iaa ikoffk . Gl. 5.5 
Dagegen wird bei der intermediären Rekombination jeder Parameterwert des Nach-
kommens aus allen Elternteilen bestimmt. Der Einfluss der einzelnen Elternteile wird 
dabei über deren Gewichtungen [ ]1,0
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Für gewöhnliche Anwendungen werden die Gewichtungsfaktoren aller Elternteile 
gleichgesetzt, um den Durchschnitt der Parameterwerte für die Nachkommen zu er-
mitteln. Dies würde bei gleichen Eltern exakt zu einem Rekombinationsergebnis füh-
ren, das ggf. selbst nach mehreren Mutationsversuchen nicht alle der geometrischen 
Restriktionen erfüllen kann (Bild 5.4). Aus diesem Grund werden die Gewichtungs-
faktoren für jeden Parameter solange zufällig neugeneriert, bis ein geometrisch zu-
lässiges Rekombinationsergebnis gefunden wurde. 
Elternteil 1
Elternteil 2
Rekombinationsergebnis
über Mittelwerte
Mutationsbereich
Lösungsraum
Hindernis
 
Bild 5.4:  Rekombination und Mutation eines Splines zu stets unzulässigen Nachkommen 
Recombination and mutation of a spline to an infeasible offspring 
Neben einer Gleichverteilung der Gewichtungsfaktoren kann auch eine Normalvertei-
lung N(0,1) gewählt werden, die zu einem gleichmäßigeren Einfluss der einzelnen 
Elternteile führt. Die Notation N(0,1) wird verwendet, um eine normal verteilte, eindi-
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mensionale Zufallsvariable mit dem Erwartungswert null und der Standardabwei-
chung eins zu bezeichnen. Durch eine Standardabweichung von 1/6 um einen Erwar-
tungswert von 1/2 werden ca. 99,73 % der Gewichtungsfaktoren normalverteilt im In-
tervall von null bis eins gestreut: 
( ) ( ) 2161,061,21
,,,
+==
ikikik
NNw . Gl. 5.7 
5.1.3 Operatoren für die Mutation 
Operators for mutation 
In Analogie zu der Mutation in der Natur werden die Parameter über eine Normalver-
teilung N(0,1) um den durch die Rekombination ermittelten Wert xk,off geringfügig ge-
streut, bis eine geometrisch zulässige Lösung gefunden wurde. Am einfachsten ist 
die Mutation aller Optimierungsparameter über eine einzige Standardabweichung. 
Da der Optimierungsfortschritt allerdings stark von der Streubreite abhängt, wird für 
jeden Parameter xk eine separate Standardabweichung σk als zusätzlicher Optimie-
rungsparameter im Strategieparametervektor definiert und vererbt, so dass sich die 
Standardabweichungen selbstadaptiv an den Gegebenheiten des Optimierungsge-
bietes anpassen können: 
( ) ( )( )1,01,0exp
2,1,, allkoffkoffk NN ⋅+⋅⋅=′ ττσσ σ , 
( ) ( )1,0
,,min,max,,, xkoffkkkoffkoffk Nxxxx ⋅′⋅−+=′ σ . Gl. 5.8 
Nall(0,1) wird dabei einmal für alle Strategieparameter erzeugt, wohingegen Nk,σ(0,1) 
und Nk,x(0,1) für jeden Strategieparameter bzw. Objektvariable neu generiert werden 
müssen. Die beiden Lernraten τ1 and τ2 werden auf die in der Literatur empfohlenen 
Werte von 0,2 gesetzt [NISS97]. Aus numerischen Gründen werden die Mutations-
schrittweiten σk auf die zugehörigen Parameterbereiche [ ]max,min, , kkk xxx ∈  normiert. 
Um eine vorzeitige Stagnation der Optimierung zu vermeiden, wird ein heuristisch 
ermittelter Mindestwert für die Standardabweichungen ε von 0,001 vorgegeben: 
εσ ≥′ offk , . Gl. 5.9 
Weiterführend ist neben der Einführung mehrerer Mutationsschrittweiten die Integra-
tion der Rotationswinkel α im Strategieparametervektor für korrelierte Mutationen 
[KRAM05]. In Bild 5.5 werden die Unterschiede zwischen den Mutationsoperatoren 
am Beispiel einer zweidimensionalen Fitnesslandschaft mit einem lokalen Optimum 
verdeutlicht. Bei einer einzigen Mutationsschrittweite bilden alle Punkte, auf die ein 
Nachkomme mit gleicher Wahrscheinlichkeit gestreut werden kann, einen Kreis um 
das Ergebnis der Rekombination. Durch die Definition von n Schrittweiten wird der 
Kreis zur Ellipse ausgedehnt, die durch Rotation zur besten Suchrichtung gedreht 
werden kann. Die Rotationswinkel führen jedoch zu einer beträchtlichen Anzahl wei-
terer Strategieparameter, die selbstadaptiv angepasst werden müssen. 
62 5 Systemspezifische Evolutionsstrategien 
x2
x1
x2
x1
Standardmutation Standardmutationen korrelierte Mutation
lokales Optimum
Ergebnis der 
Rekombination
Streulinie gleicher 
Wahrscheinlichkeit
x2
x1  
Bild 5.5:  Verfolgung eines Optimums mit verschiedenen Mutationsoperatoren 
Following a local optimum with different mutation operators 
Bei den korrelierten Mutationen werden die Mutationsschrittweiten σ´k,off wie bei den 
Standardmutationen erstellt (Gl. 5.8), wobei die Standardverschiebungen der Re-
kombinationsergebnisse ∆xk,off folgendermaßen bestimmt werden: 
)1,0(
,, koffkoffk Nx ⋅′= σ∆ . Gl. 5.10 
Die Lernrate βα beeinflusst stark die Selbstadaption der Rotationswinkel αi,j.  
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Dabei werden Winkel außerhalb der Periodizität von [-pi, pi] wie folgt ausgeschlossen: 
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Anschließend erfolgt für jeden Nachkommen x´off die Rotation der Standardverschie-
bungen ∆xoff ebenenweise durch die Multiplikation mit den Rotationsmatrizen R(αi,j): 
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Die Rotationsmatrizen R(αi,j) sind als n x n -Matrizen definiert: 
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mit jeweils den Ausdrücken cos(αi,j) an den Positionen (i,i) und (j,j) bzw. -sin(αi,j) und 
sin(αi,j) and den Positionen (i,j) und (j,i). Alle Einträge in der Diagonalen außer (i,i) 
und (j,j) sind eins. Die restlichen Positionen der Matrizen werden mit null aufgefüllt. 
Somit erhöht sich der Rechenaufwand für die Rotationsmatrizen stark in Abhängig-
keit der Optimierungsparameterzahl n. 
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5.1.4 Bewertungsmethoden 
Evaluation methods 
Die Fitness fit(x) eines Individuums wird über Bewertungsmethoden bestimmt und ist 
entscheidend für die Selektion des Individuums in die nächste Population: 
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mit  
 fn(x)   normierte Zielfunktion 
 gn,j(x)   normierte Strukturrestriktionen 
 pg,j   Strafsteigungen 
 pmin   Mindeststrafe 
 pnt   Strafe Nischentechnik 
Hierbei wird die normierte Zielfunktion den Restriktionsüberschreitungen entspre-
chend durch Strafparameter verschlechtert (Bild 5.6). Zusätzlich werden Individuen 
mit ähnlichen Parametersätzen über eine Nischentechnik mit dem Strafterm pnt be-
straft, um eine gute Verteilung der Population im Optimierungsgebiet zu gewährleis-
ten und lokale Optima besser überspringen zu können [SARE98]. 
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Bild 5.6:  Ermittlung der Fitness eines Individuums 
Determination of the fitness of a descendant 
Zur Normierung der Zielfunktion f(x) wird ein Referenzwert fref gewählt, der beispiels-
weise dem Zielfunktionswert der Ausgangskonstruktion entsprechen kann: 
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wohingegen die strukturmechanischen Restriktionen g,j(x) über deren Grenzwerte 
gj,lim normiert werden: 
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Für die Adaption der Strafparameter über den Optimierungsverlauf wurden spezielle 
Heuristiken erarbeitet, da es hierzu keine allgemein anerkannten Methoden gibt 
[EBEN05]. Die Strafparameter beschreiben Rampenfunktionen mit den Mindest-
strafwerten pmin: 
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mit 
 h  Anzahl der in der Population vollständig zulässigen Individuen 
 fn,av  mittleres fn der vollständig zulässigen Individuen 
sexp,q(fn) gleitend gemittelte Standardabweichung von fn 
Dabei wird sexp,q(fn) über die Standardabweichung der normierten Zielfunktionen s(fn,q) 
der Population q folgendermaßen gleitend gemittelt: 
( ) ( ) ( )( ) 21,,exp, −+= qnqnnq sss fff . Gl. 5.19 
Durch die beschriebene Heuristik nimmt der Mindeststrafwert pmin proportional zur 
Konvergenz der ES ab, so dass Individuen mit geringen Restriktionsüberschreitun-
gen aber guten Zielfunktionswerten nicht über den Optimierungsverlauf ausge-
schlossen werden. In Bild 5.7 wird deutlich, dass für die gleiche Verschiebung eines 
Individuums im Populationsrang die Gesamtstrafe über den Populationsfortschritt 
sinken muss. Dabei wird durch das Verhältnis der zulässigen Individuen h/µ die Do-
minanz der Unzulässigen gedämpft. Sollten dennoch mehr als die Hälfte der Indivi-
duen in der Population eine der Restriktionen verletzten (h/µ < 0,5), wird deren Fit-
ness unter den Durchschnitt der zulässigen Lösungen fn,av gesetzt. 
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Bild 5.7:  Verteilung von fn(x) in drei Populationen einer Optimierung 
Distribution of fn(x) in three populations of an optimization course 
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Falls alle Individuen unzulässig sind (h/µ = 0), werden die Restriktionsüberschreitun-
gen über deren Strafsteigungen pg,j minimiert: 
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Diese Heuristik führt zu einer Verdopplung der Mindeststrafe, wenn die Restriktion gj 
den Grenzwert gj,lim oder ggf. den geringfügigeren Populationsdurchschnitt minus der 
Standardabweichung sq(gj) erreicht. Mit zunehmender Abweichung von der Restrikti-
onsgrenze nimmt dabei der Strafwert linear zu. So erhalten Individuen, die nur ge-
ringfügig von den Sollvorgaben abweichen, aber einen guten Zielfunktionswert auf-
weisen, die Möglichkeit selektiert zu werden. Dennoch wird durch die Mindeststrafe 
pmin garantiert, dass sich diese Individuen nicht durchsetzen können. 
Die Nischentechnik wird über den Strafterm pnt realisiert: 
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wobei de als Distanzmaß zwischen dem aktuellen Individuum i und den Nachbarn j 
dient: 
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5.1.5 Selektionsmechanismen und Abbruchkriterien 
Selection schemes and abort criterions 
Der Prozess von Rekombination, Mutation und Bewertung wird solange wiederholt, 
bis alle λ Nachkommen generiert wurden. Bei der (µ+λ)-Selektion wird anschließend 
die neue Population aus den besten µ Individuen der Eltern und Nachkommen er-
stellt, wohingegen die (µ,λ)-Selektion allein auf die Nachkommen beschränkt ist (vgl. 
Bild 5.2). Die (µ+λ)-Selektion erschwert die Selbstadaption, da Individuen mit guten 
Objektvariablen aber schlechten Strategieparametern eine Vielzahl von Populationen 
überleben können [EIBE03]. Andererseits können ungünstige Strategieparameter bei 
der (µ,λ)-Selektion zu einem Verlust von Individuen mit guten Objektvariablen führen. 
Ähnlich ist das Dilemma des Selektionsdrucks zu bewerten, der dem Verhältnis µ/λ 
bei der (µ,λ)-Selektion und µ/(µ+λ) bei der (µ+λ)-Selektion entspricht. Während hohe 
Selektionsdrücke die Konvergenzgeschwindigkeit steigern können, wird die Suchwir-
kung der ES reduziert. Die Wahl der Selektionsmechanismen ist daher entscheidend 
für eine ES und wurde intensiv getestet. 
Wie viele Populationen selektiert werden, hängt vom Abbruchkriterium ab. Aufgrund 
der hohen Anzahl benötigter Individuen wird in ES standardmäßig die Anzahl der 
Populationen begrenzt. Für ein weiteres Abbruchkriterium wurde die Konvergenz der 
ES in Abhängigkeit der exponentiell geglätteten Standardabweichung der normierten 
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Zielfunktion sexp,q(fn) in mehreren Optimierungsrechnungen untersucht. Als Ergebnis 
konnte festgestellt werden, dass die ES bei kleineren Werten als 0,18 stagniert. 
5.1.6 Ermittlung optimaler Einstellungen für die Evolutionsstrategie 
Determination of optimal settings for the evolution strategy 
Die Effizienz des erarbeiteten Verfahrens zur geometrisch konformen Gestaltoptimie-
rung kann durch eine Vielzahl von Einstellungen beeinflusst werden. Um die Auswir-
kungen der verschiedenen Evolutionsoperatoren und Strategieparameter auf das 
Optimierungssystem zu bewerten, wurde eine beispielhafte Optimierungsaufgabe 
erstellt (Bild 5.8), die ohne aufwändige FE-Berechnungen auskommt. 
Optimierungsziel:
Maximierung der Fläche AN
Geometrische Restriktionen:
Bauraum aus äußerem und innerem Quadrat 
Steigungsbegrenzung von 90° bis 180°
wählbare Strukturrestriktionen aus 
geometrischen Ersatzbedingungen:
Kurvenlänge NURBS ≤ Bogenlänge bvk 
maximale Kurvenhöhe ≤ ymax
Bauraum
y
x
bvk
Hindernis
Fläche AN
NURBS
ymax 
 
Bild 5.8:  Quadratoptimierung zur Anpassung der Strategieparameter 
Square optimization for an adaption of the strategy parameters 
Optimierungsziel der Quadratoptimierung ist die Maximierung der durch einen 
NURBS berandeten Fläche, die über das x-Integral berechnet wird. Der in drei Ab-
schnitte unterteilte NURBS ist mit den Endpunkten an die Ecken des äußeren Quad-
rates fixiert. Insgesamt wird der kubische NURBS in Standardform also durch zwölf 
Optimierungsparameter variiert: 
• zwei innere Interpolationspunkte mit jeweils zwei freien Koordinaten, 
• zwei Tangenten mit deren Gewichtungen und  
• vier Stützpunktgewichtungen. 
Der NURBS darf sich allerdings nur innerhalb des durch die beiden Quadrate be-
grenzten Bauraums befinden. Als weitere geometrische Restriktion wird die Steigung 
der Splines auf einen Bereich von 90° bis 180° begrenzt. Das Optimum ohne Struk-
turrestriktionen entspricht demnach dem Flächeninhalt des äußeren Quadrats. Für 
die strukturmechanischen Restriktionen werden wahlweise geometrische Ersatzbe-
dingungen vorgegeben. Zum einen kann die Kurvenlänge des NURBS auf die Bo-
genlänge eines Viertelkreises begrenzt werden, so dass das Optimum dem Flächen-
inhalt des Viertelkreises entspricht. Zum anderen kann die maximale Kurvenhöhe 
stärker als die durch geometrische Restriktionen definierte Dimensionsobergrenze in 
y-Richtung begrenzt werden. Hierzu wird die Höhe des oberen Spline-Endpunktes 
zur Optimierung freigegeben. Als Referenzwert für die Zielfunktion wird jeweils das 
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bekannte Optimum gewählt, so dass die normierte Zielfunktion fn die prozentuale 
Abweichung vom absoluten Optimum angibt. Das Optimum ist dementsprechend bei 
einem Zielfunktionswert fn von 0 erreicht. Durch die Quadratoptimierung kann dem-
nach ohne rechenintensive FE-Berechnungen die Geschwindigkeit und Stabilität des 
Optimierungsalgorithmus und die Leistungsfähigkeit der NURBS am Rande geome-
trischer Restriktionen bewertet werden. Jede vergleichende Optimierungsrechnung 
wird mit der identischen Ausgangspopulation gestartet und nach der Bewertung von 
3000 Individuen abgebrochen. Die folgenden Untersuchungen beziehen sich zu-
nächst auf eine Quadratoptimierung unter beschränkter Kurvenlänge. 
Zu Beginn wurde eine ES mit unkorrelierten Mutationen gewählt, deren Mutations-
schrittweiten für jeden Optimierungsparameter durch einen Initialwert σstart von 0,03 
belegt wurden. Die Rekombination der Objektvariabeln und Strategieparameter wur-
de gleichermaßen intermediär durch die normalverteilte Gewichtung von drei Eltern-
teilen (ρ = 3) vorgenommen. Für die Straffunktionen wurden, bis auf die ausgesetzte 
Nischentechnik, die Heuristiken aus Kapitel 5.1.4 verwendet. Der gewählte (µ+λ)-
Selektor mit 20 Eltern und 40 Nachkommen entspricht einer (20+40)-ES. 
Zunächst wurde die Multisexualität ρ verändert, um die optimale Anzahl der Elterntei-
le für einen Nachkommen in der Rekombination zu bestimmen (vgl. Kapitel 5.1.2). 
Hierzu wurde der Zielfunktionswert fn der besten Lösung (Champion) aus jeder Opti-
mierungsrechnung ausgewertet. Da das Ergebnis einer Evolutionsstrategie von vie-
len Zufallsparametern abhängt und deshalb starken Schwankungen unterliegen 
kann, wurden zehn Optimierungsrechnungen für jede Parametereinstellung durchge-
führt. Anschließend wurden Mittelwert und Standardabweichung aus den Zielfunkti-
onswerten der jeweils besten Lösung bestimmt. Die Standardabweichung σres gibt 
dementsprechend für jede Parametereinstellung der ES an, mit welcher Zuverlässig-
keit der zugehörige Mittelwert  fn erreicht werden konnte. Der Einfluss der Multise-
xualität ρ wurde unter Verwendung der (µ,λ)- und (µ+λ)-Selektion ausgewertet und 
zur Vergleichbarkeit ein einheitlicher Selektionsdruck gewählt (Bild 5.9). 
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Bild 5.9:  Einfluss von ρ auf das Optimierungsergebnis der Quadratoptimierung 
Influence of ρ on the result of the square optimization 
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In Bild 5.9 wird deutlich, dass die Bisexualität (ρ = 2) in der (20,60)-Selektion zu leicht 
besseren Optimierungsergebnissen führt, wohingegen ρ nahezu keinen Einfluss auf 
die (20+40)-Selektion hat. Unabhängig hiervon kann die Anzahl der Fehlversuche für 
die Generierung eines geometrisch zulässigen Splines deutlich gesenkt werden, 
wenn ρ so klein wie möglich gehalten wird (Bild 5.9 rechts). Aus diesen Gründen 
wurde für die folgenden Testläufe die Bisexualität festgelegt. 
In einer weiteren Testreihe wurden beide Selektionsmechanismen unter zwei ver-
schiedenen Selektionsdrücken analysiert. Jede Einstellung vom Selektor wurde mit 
100 Optimierungsrechnungen untersucht, die mit einer für alle Objektvariablen zufäl-
lig initialisierten Mutationsschrittweite σstart gestartet wurden. Die Verteilung der 
Champions in Bild 5.10 zeigt, dass der schwächere Selektionsdruck von 0,33 in der 
(µ+λ)-Selektion bei einem σstart von 0,07 zu den besten Ergebnissen führt. Damit er-
wies sich die in [EIBE03] vorgeschlagene (15,100)-Selektion der (20+40)-Selektion als 
deutlich unterlegen. 
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Bild 5.10: Einfluss der Selektionsmechanismen und -drücke unter verschiedenen σstart 
Influence of the selection scheme and pressure with different σstart 
In den vorangegangenen Optimierungsrechnungen wurde ein gleiches σstart für alle 
Objektvariablen angenommen. Tabelle 5.1 verdeutlicht die Vorteile von Mutations-
schrittweiten σstart, die für jede Objektvariable separat durch eine im Intervall [0,10
-1
] 
gleichverteilte Zufallszahl initialisiert werden. Bei alleiniger Betrachtung der weit über-
legenen (20+40)-Selektion, weisen die Champions aus jeweils zehn Optimierungs-
rechnungen etwas bessere Durchschnittswerte und Standardabweichungen auf, 
wenn jede einzelne Objektvariable mit einer zufälligen Mutationsschrittweiten initiali-
siert wurde. Demzufolge kann die schwierige Suche nach einem passenden σstart für 
alle Objektvariablen von der ES selbst durchgeführt werden. 
5 Systemspezifische Evolutionsstrategien 69 
Tabelle 5.1: Einfluss der Initialisierungsmethoden von σstart auf fn 
 Influence of the initialization methods for σstart on fn 
Selektor
σstart = 0,07 σstart є [0,10
-1]
Durchschnitt
Champion
Standard-
abweichung
Durchschnitt
Champion
Standard-
abweichung
(20,60)-ES 0,864 0,319 0,921 0,367
(20+40)-ES 0,421 0,131 0,379 0,110
 
In ähnlicher Weise wurden die korrelierten Mutationen 100-mal mit einer gleichver-
teilten Lernrate [ ]11 103,103 −− ⋅⋅−∈
α
β  gestartet und untersucht. Dabei wurde kein 
geeigneter Wert für βα aufgrund stark zerstreuter Ergebnisse gefunden. In weiteren 
Analysen zu den korrelierten Mutationen wurde daher der von Schwefel empfohlene 
Wert für βα von 5° gewählt [SCHW95b]. Der über zehn Optimierungsrechnungen 
gemittelte Champion war jedoch um fast 30 % schlechter als bei den unkorrelierten 
Mutationen. Im Folgenden wurden deshalb die verschiedenen Rekombinationsver-
fahren für die Objektvariablen x und Strategieparameter s mit unkorrelierten Mutatio-
nen getestet. Hierzu zählt neben der diskreten Rekombination (0) die intermediäre 
Rekombination mit Gleichverteilung (1) und Normalverteilung (2) (vgl. Kapitel 5.1.2). 
Zu allen in Tabelle 5.2 dargestellten Kombinationen wurden zehn Optimierungsrech-
nungen mit und ohne Nischentechniken (NT) durchgeführt. 
Tabelle 5.2: Einfluss der Rekombinationsverfahren und der Nischentechnik auf fn 
 Influence of the recombination approaches and the niche technique on fn 
Rekombinationsverfahren:
0 – diskret
1 – gleichverteilt intermediär
2 – normalverteilt intermediär
ohne Nischentechnik mit Nischentechnik
Durchschnitt
Champion
Standard-
abweichung
Durchschnitt
Champion
Standard-
abweichung
x: 0 s: 0 0,313 0,159 0,320 0,162
s: 1 0,511 0,391 0,535 0,266
s: 2 0,426 0,189 0,427 0,148
x: 1 s: 0 0,314 0,181 0,301 0,133
s: 1 0,376 0,184 0,410 0,187
s: 2 0,459 0,143 0,506 0,123
x: 2 s: 0 0,355 0,208 0,295 0,135
s: 1 0,459 0,239 0,548 0,346
s: 2 0,379 0,110 0,416 0,191
x: Objektvariablen s: Strategieparameter  
Die Tabelle zeigt, dass eine Optimierung zuverlässig zu guten Ergebnissen führt, 
wenn die Strategieparameter diskret rekombiniert werden. Eine gleichverteilt inter-
mediäre Rekombination der Objektvariablen hat leichte Vorteile gegenüber den an-
deren beiden Rekombinationsverfahren, da unabhängig von der NT die besten Re-
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sultate erzielt werden. Erst für komplexere Optimierungsaufgaben mit diskreten Pa-
rametern oder einer Vielzahl geometrischer Restriktionen werden dabei stärkere 
Verbesserungen durch die NT erwartet. 
Neben den bisher analysierten Evolutionsoperatoren hat auch die Bewertung von 
Restriktionsverletzungen einen wesentlichen Einfluss auf die Leistungsfähigkeit der 
ES. Mit zunehmender Überschreitung der Restriktionsgrenzen wird hierzu die Fitness 
eines Individuums über Strafparameter reduziert. Für die Untersuchung der speziell 
erarbeiteten Heuristiken aus Kapitel 5.1.4 zur Adaption der Strafparameter wird die 
Optimierungsaufgabe um die zweite strukturmechanische Restriktion erweitert, die 
die Höhe des Splines begrenzt. Diese Restriktion wurde bewusst nicht als geometri-
sche Restriktion definiert. So konnten Startpopulationen gewählt werden, bei denen 
jedes Individuum mindestens eine der beiden strukturmechanischen Restriktionen 
verletzt. Jede Änderung der Heuristiken zur Adaption der Strafparameter wurde in 
zehn Optimierungsrechnungen getestet und in Tabelle 5.3 gelistet. Zunächst wurden 
konstante Werte für die Strafparameter angenommen, die im Normalfall schwierig zu 
bestimmen sind. Dennoch wurden selbst mit den am besten geeigneten Konstanten 
nicht zufriedenstellende Ergebnisse erzielt. Eine Halbierung der in der Heuristik ver-
wendeten Mindeststrafe pmin verbesserte zwar im Schnitt den Champion, führte aber 
zu einer Vielzahl unzulässiger Individuen in der letzten Population. Dem gegenüber 
wurde ein hoher Anteil zulässiger Individuen h/µ bei besten Ergebnissen durch fol-
gende Heuristik für pmin erreicht: 
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Tabelle 5.3: Auswirkung auf fn bei Modifikation der Heuristiken für die Strafparameter  
 Influence on fn by modifying the penalty adaption  
p´min p´g,j
Durchschnitt
Champion
Standard-
abweichung
h/µ in lezter
Population
const. const. 4,14 1,56 1,00
pmin pg,j 3,69 1,26 0,88
pmin 0,5 pg,j 4,47 2,70 0,92
pmin 1,5 pg,j 3,70 0,73 0,85
0,5 pmin pg,j 2,88 0,82 0,66
0,5 pmin 1,5 pg,j 2,73 0,76 0,53
1,5 pmin pg,j 4,86 1,23 0,95
pg,j 2,66 0,89 0,93( )( )xnfsp expmin
h/µ – Anteil zulässiger Individuen
p´min – Modifikation der Heuristik für die Mindeststrafe pmin
p´g,j – Modifikation der Heuristik für die Strafsteigung pg,j
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Zusammengefasst erwies sich eine (20+40)-ES mit unkorrelierten Mutationen als 
bestens geeignet für die Quadratoptimierungen. Die Initialisierung der Mutations-
schrittweiten erfolgte dabei über gleichverteilte Zufallszahlen separat für jede Objekt-
variable. Des Weiteren wurde die Bisexualität (ρ = 2) für die diskrete Rekombination 
der Strategieparameter und gleichverteilt intermediäre Rekombination der Objektva-
riablen gewählt. Die Heuristiken der Strafparameter konnten aus Kapitel 5.1.4 mit 
Ausnahme der Gl. 5.23 für die Mindeststrafe übernommen werden. Da eine Bei-
spielaufgabe nicht allgemeingültig für die Strukturoptimierung mit Freiformgeomet-
rien unter geometrischen Restriktionen sein kann, wurde die Leistungsfähigkeit der 
ermittelten Einstellungen über verschiedene Beispielbauteile im Kapitel 7 weiter un-
tersucht und bestätigt. 
5.2 Unterstützung der Evolutionsstrategie durch Metamodelle 
Assistance of the evolution strategy by metamodels 
Da in ES das Wissen über unselektierte Individuen verloren geht, werden die Opti-
mierungsparameter aller bewerteten Individuen zusammen mit den Struktureigen-
schaften in einer Datenbank abgelegt. Hierdurch kann das Strukturverhalten mit ge-
ringem Rechenaufwand durch sogenannte Metamodelle approximiert werden, um 
eine leistungsfähige Vorhersage der Struktureigenschaften weiterer Nachkommen zu 
ermöglichen (vgl. Kapitel 2.2.4). 
5.2.1 Aufbau der Metamodelle 
Local approximations by metamodeling 
Für die Metamodelle genügen lokale Approximationen, weil nur ein kleiner Bereich 
um den zu bewertenden Nachkommen im Optimierungsgebiet möglichst genau vor-
hergesagt werden muss. Die lokalen Metamodelle können so zügig erstellt werden 
und erlauben eine Approximation der aktuellen Umgebung eines jeden Nachkom-
mens. Hierfür werden die nächstliegenden Individuen n
i
ℜ∈vˆ  mit deren strukturme-
chanischen Eigenschaften p
i
ℜ∈yˆ  über die euklidische Distanz zum aktuellen Nach-
kommen aus der globalen Datenbank entnommen und über die maximale Ausprä-
gung der Optimierungsparameter normiert: 
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Im Normalfall werden bei jeder Approximation Metamodelle für die Zielfunktion und 
die Strukturrestriktionen erstellt. Bei Nischentechniken werden zuvor die Zielfunkti-
onswerte der Nachkommen in Abhängigkeit zur Nachbarschaft der aktuellen Popula-
tion nach Gl. 5.21 und Gl. 5.22 abgewertet. Wenn nur die Approximation der Fitness-
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funktion gefordert wird, werden die Strukturrestriktionen und die Zielfunktion aus der 
Datenbank gelesen und über die Strafparameter der aktuellen Population zu den 
zugehörigen Fitnesswerten zusammengerechnet. 
Zur lokalen Approximation eignen sich insbesondere radiale Basisfunktionen-Netze 
(RBF-Netze), die zur Familie der neuronalen Netze gehören. Neuronale Netze be-
stehen aus einer Eingabeschicht zur Übergabe der Parameter und einer Ausgabe-
schicht, die die resultierenden Funktionswerte ausgibt. Die Umrechnung zu den 
Funktionswerten geschieht in den dazwischen liegenden verdeckten Schichten, die 
aus mehreren untereinander gewichteten Neuronen bestehen. Im Gegensatz zu den 
üblichen mehrlagigen Perzeptronen weisen RBF-Netze nur eine verdeckte Schicht 
auf, wodurch die Gewichtungen zwischen den einzelnen Neuronen direkt mit gerin-
gem Aufwand berechnet werden können. Die n-dimensionalen RBF-Netze ( )x
z
f
~
 
werden mit m verdeckten Neuronen hv(||x - vi||) erstellt, die um vi zentriert und über 
die Koeffizienten ci,z gewichtet werden (Bild 5.11): 
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Bild 5.11: Beispiel für ein vierdimensionales RBF-Netzwerk 
 Example of a four-dimensional RBF-network 
Die Gewichtungen m
z
ℜ∈c  werden durch Lösen eines linearen Gleichungssystems 
für jede der η Struktureigenschaften m
z
ℜ∈y  bestimmt [BISH95], [HOWL01]: 
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wobei die Ausgabefunktionen über einen Regularisierungsterm λg und der Einheits-
matrix I geglättet werden können: 
( )
zgvz
yIHc ⋅⋅+=
−1
λ . Gl. 5.27 
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Für die radialen Basisfunktionen der verdeckten Neuronen hv(||x - vi||) werden die in 
der Praxis bewährten Gaußfunktionen verwendet [ULME03]: 
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wobei die Standardabweichungen σh,i über die gemittelte euklidische Distanz zu den 
anderen verdeckten Neuronen ermittelt werden: 
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Anschließend kann durch ein Backpropagationsverfahren der Trainingsfehler et zu t 
Individuen minimiert werden, die nicht mit den zuvor beschriebenen Verfahren  
approximiert wurden: 
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Hierzu erfolgt die Belegung der m Individuen zur Approximation abwechselnd mit den 
t Individuen zum Nachtrainieren durch die nach dem Abstand zum aktuellen Nach-
kommen sortierten Individuen aus der Datenbank im Verhältnis m/t. 
Die gewöhnlichen Backpropagationsverfahren mit konstanten Lernraten bzw. 
Schrittweiten und der Methode des steilsten Abstiegs nach Gl. 2.5 werden nicht ver-
wendet, weil die Metamodelle automatisch während des Optimierungsverlaufs für 
unterschiedlichste Optimierungsaufgaben erstellt werden müssen. Daher kann keine 
geeignete Lernrate von einem Benutzer manuell vorgegeben werden. Zudem würde 
die Methode des steilsten Abstiegs zu viele Iterationen benötigen, um den Trainings-
fehler zu minimieren. Stattdessen werden die Parameter der RBF-Netze r (λg, σh,i, vi, 
ci,z) in jeder Iteration k nach Gl. 2.1 modifiziert wobei die Suchrichtung ds,k über ein 
konjugiertes Gradientenverfahren nach Fletcher-Reeves (vgl. Gl. 2.6) ermittelt wird. 
Da eine Minimierung entlang der Suchrichtung zu aufwändig ist, wird die Schrittweite 
αs,k solange halbiert, bis die Armijo- bzw. erste Wolfe-Bedingung mit dem Einstellfak-
tor κ1 erfüllt ist [NOCE06]: 
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Danach wird die Schrittweite solange im letzten Intervall verdoppelt bis auch die 
zweite Wolfe-Bedingung mit dem Einstellfaktor κ2 erfüllt ist: 
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Die erstellten RBF-Netze können nicht nur die Struktureigenschaften über eine 
schnelle, analytische Berechnung nach Gl. 5.25 vorhersagen, sondern auch die 
Sensitivitäten in Abhängigkeit der Optimierungsparameter: 
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5.2.2 Vergleich und Bewertung der Metamodelle 
Comparison and evaluation of the metamodels 
Die verschiedenen Einstellmöglichkeiten für die RBF-Netze wurden systematisch 
über eine zehndimensionale Ackley-Funktion fa(x) analysiert, die als stark multimoda-
le Testfunktion weit verbreitet ist [ACKL87]: 
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mit nix
i
,,1768,32768,32 K=≤≤− . 
In Bild 5.12 ist der mit unterschiedlichen Einstellungen erreichte Approximationsfeh-
ler eg gemittelt über 500 zufällig im Parameterbereich gestreute Punkte dargestellt: 
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Bild 5.12: Approximationsfehler eg einer zehndimensionalen Ackley-Funktion 
 Approximation error eg of a ten-dimensional Ackley function 
Für jede lokale Approximation wurden nur die m nächstliegenden Punkte aus einer 
globalen Datenbank von 10.000 gleichverteilten Punkten gewählt. Dabei konnte ge-
zeigt werden, dass der Approximations- bzw. Vorhersagefehler nicht monoton über m 
steigt, sondern bei einem Verhältnis m/n von 7 einen Minimalwert annimmt. Demnach 
führt eine Begrenzung des zu approximierenden Datensatzes zu lokal besseren Vor-
hersagen bei gleichzeitig schnellerer Erstellung der Metamodelle. Über eine nachfol-
gende Backpropagation konnte der Trainingsfehler minimiert werden. Dennoch führ-
te das Nachtrainieren nur zu ähnlich genauen Vorhersagen, da die Generalisierungs-
fähigkeit nicht durch die Backpropagation gestiegen ist. Das bedeutet, dass das 
RBF-Netz lediglich die zusätzlichen Individuen gelernt hat, ohne eine bessere Abbil-
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dungsvorschrift für die Testfunktion zu finden. Hingegen wurde in diesem Beispiel 
unabhängig vom Verhältnis m/n ein ausgeprägtes Minimum durch eine Variation des 
Regularisierungsterms λg bei 0,015 festgestellt. 
Im Weiteren wurde der Vorhersagefehler der Zielfunktion über den Optimierungsver-
lauf der Beispieloptimierung aus Bild 5.8 ohne Strukturrestriktionen untersucht, um 
gute Einstellparameter für die automatische Erstellung der Metamodelle zu erhalten. 
Der Approximationsfehler eg wurde hierzu über zehn Optimierungsrechnungen der in 
Kapitel 5.1 erarbeiteten (20+40)-ES gemittelt und populationsweise in Relation zur 
Standardabweichung der Zielfunktion σf gesetzt, weil der Vorhersagefehler ähnlich 
wie bei den Strafparametern proportional zu σf abnehmen sollte (vgl. Kapitel 5.1.4). 
Hierdurch können Fehleinordnungen im Populationsrang eines über die Metamodelle 
fehlerhaft bewerteten Individuums vergleichend über den Optimierungsverlauf einge-
schätzt werden.  
Obwohl wie bei der Testfunktion die besten Ergebnisse bei einem Verhältnis m/n von 
7 erzielt wurden, können bei der Quadratoptimierung nahezu ähnliche Vorhersage-
fehler auch mit geringeren Verhältnissen erreicht werden (Bild 5.13). Neben dem 
höheren Berechnungsaufwand weisen größere Verhältnisse von m/n den Nachteil 
auf, dass die Vorhersage verzögert stattfindet, weil zur ersten Approximation bereits 
m Individuen bewertet sein müssen. Über den Optimierungsverlauf nimmt die zu-
nächst hohe Genauigkeit der Vorhersagen in Relation zu σf annähernd linear ab. 
Hierbei hatte der Regularisierungsterm λg kaum Einfluss auf den Approximationsfeh-
ler. Deshalb wurde die Glättungswirkung durch einen konstanten Wert von λ = 0 
ausgesetzt. 
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Bild 5.13: Approximationsfehler über den Optimierungsverlauf der erarbeiteten (20+40)-ES 
 Approximation error during the optimization course of the developed (20+40)-ES 
Als Ergebnis ist für die untersuchten Anwendungen ein Verhältnis m/n zwischen 3 
und 7 bei einem Regularisierungsterm λg von 0 bis 0,015 als optimal einzustufen. Das 
Backpropagationsverfahren zeigte hierbei keine Vorteile. Die ermittelten Einstel-
lungsbereiche wurden in Verbindung mit einer lokalen Optimierung auf den Metamo-
dellen im Kapitel 5.3.4 näher untersucht. 
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5.3 Lokale Optimierung auf den Metamodellen  
Local optimization on the metamodels 
Um die Konvergenzgeschwindigkeit des Optimierungsalgorithmus weiter zu erhöhen, 
werden im Rahmen dieser Arbeit die Nachkommen der Evolutionsstrategie lokal auf 
den Metamodellen optimiert. Dabei wird bewusst ein lokal konvergentes Verfahren 
verwendet, damit die ES nicht vorzeitig in ein Minimum stagniert, das über die Me-
tamodelle fälschlich als global angenommen wurde. Hierzu eignet sich vor allem die 
sequentiell quadratische Programmierung (SQP), die zu den leistungsfähigsten Ver-
fahren für nichtlinear restringierte Problemstellungen zählt [BUES99]. Allerdings 
müssen in jeder Iteration der SQP alle Randbedingungen ermittelt werden, die das 
Optimum wirksam beschränken. Diese Restriktionen werden als aktiv bezeichnet, da 
sich das Optimum am Rand der Restriktionen befindet. Aufgrund der Vielzahl von 
geometrischen Restriktionen musste dafür eine systemspezifische Strategie der akti-
ven Mengen erstellt werden. Erst hierdurch konnte eine Metamodell-assistierte Evo-
lutionsstrategie (MAES) speziell nach den Anforderungen einer geometriebasierten 
Gestaltoptimierung unter geometrischen Restriktionen erarbeitet werden. 
5.3.1 Optimalitätsbedingungen für ein lokales Minimum 
Optimality conditions for a local minimum 
Sollte ein Punkt ein lokales Minimum darstellen, so kann dies unmittelbar aus der 
Umgebung des Optimierungsgebietes bewiesen werden. Nur wenn das Optimie-
rungsgebiet vollständig konvex ist, stellt dabei das lokale Minimum ein Globales dar. 
So ist ein Optimierungsgebiet mit den zugehörigen Funktionen dann konvex, wenn 
die Verbindungslinie von je zwei beliebigen Punkten im Gebiet keine der Randkurven 
oder eine Funktion schneidet (Bild 5.14). 
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Bild 5.14: Konvexe Funktionen und Gebiete [BUES99] 
 Convex functions and fields 
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Grundlage für die Bewertung eines Minimums ist die Lagrange-Funktion L(x,us), die 
alle Restriktionsfunktionen gj(x) der aktiven Menge Jj∈  mit der Zielfunktion f (x) 
über die sogenannten Lagrange-Multiplikatoren υ verbindet: 
( ) ( ) ( )∑
∈
⋅−=
Jj
jj gf xxυx υ,L . Gl. 5.36 
Hierdurch wird ein nicht restringiertes Ersatzproblem beschrieben, das einen Sattel-
punkt an der Stelle annimmt, an der die Zielfunktion ein Minimum aufweist. Dort wird 
die Lagrange-Funktion bezüglich der Optimierungsparameter x minimal und bezüg-
lich der Lagrange-Multiplikatoren υ maximal. Dementsprechend muss als notwendige 
Optimalitätsbedingung für ein lokales Minimum der Gradient der Lagrange-Funktion 
im Sattelpunkt L(x*, υ*) den Wert null annehmen. Zusammen mit zwei weiteren Be-
dingungen ergeben sich hieraus die Karush-Kuhn-Tucker-Bedingungen (KKT-
Bedingungen): 
( ) ( ) ( ) 0*****,L =⋅∇−∇=∇ ∑
∈Jj
jjx gf xxυx υ , 
( ) 0** =⋅ x
jj
gυ  und 0* ≥
j
υ  für Jj∈ . Gl. 5.37 
Unter der Voraussetzung, dass die Gradienten der aktiven Restriktionen linear un-
abhängig sind, beschreiben diese Gleichungen die notwendigen und hinreichenden 
Optimalitätsbedingungen für ein lokales Minimum der Zielfunktion unter den gegebe-
nen Restriktionen [KUHN51]. Die graphische Interpretation der KKT-Bedingungen für 
eine zweidimensionale Zielfunktion mit zwei aktiven Ungleichungsrestriktionen g1, g2 
und einer Inaktiven g3, die das Optimum nicht beeinflusst, wird in Bild 5.15 neben 
Teilen der zugehörigen Lagrange-Funktion dargestellt. Hieraus wird ersichtlich, dass 
der Gradient der Zielfunktion einer Linearkombination der aktiven Restriktionsgradi-
enten entspricht. 
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Bild 5.15: Darstellung der Lagrange-Funktion und KKT-Bedingungen [WITT07] 
 Illustration of the Lagrange function and the KKT conditions 
Neben der konvexen Approximation des Optimierungsgebietes bilden die KKT-
Bedingungen die Basis für jeden Iterationsschritt der im Folgenden beschriebenen 
sequentiell quadratischen Programmierung. 
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5.3.2 Adaption der sequentiell quadratischen Programmierung 
Adaption of the sequential quadratic programming 
Die lokale Optimierung der Individuen in der Metamodell-assistierten Evolutionsstra-
tegie (MAES) wird über die sequentiell quadratische Programmierung (SQP) reali-
siert. Im Detail wurde der NLPQL-Algorithmus von Schittkowski [SCHI86] angepasst, 
um nichtlineare Optimierungsprobleme mit ns Strukturrestriktionen und ng geometri-
schen Restriktionen zu lösen: 
( ) nf ℜ∈xxmin  Gl. 5.38 
mit  
( )
sj
njg ,...,1,0 =≥x , 
 ( ) gssj nnnjg ++=≥ ,...,1,0x , 
 maxmin xxx ≤≤ . 
Hierfür wird in jeder Iteration z die Suchrichtung ds,z zum Minimum der Langrange-
Funktion L(xz+ ds,z,vz) aus Gl. 5.36 ermittelt, das am Rand aller aktiven Restriktionen 
z
Jj∈  mit den zugehörigen Langrange-Multiplikatoren υz,j liegt: 
( ) ( ) ( )
zszj
Jj
jzzszzzsz gf
Z
,,,,
,L dxdxυdx +⋅−+=+ ∑
∈
υ . Gl. 5.39 
mit 
zzzs
xxd −=
+1,
.   
Durch die quadratische Approximation der Zielfunktion und lineare Approximation 
der aktiven Restriktionen über deren Gradienten und die Hessematrix Bz wird in jeder 
Iteration ein konvexes Optimierungsgebiet mit genau einem Minimum beschrieben:  
( ) ( ) zs
T
zzsz
T
zszszq ff ,,,,
2
1
dxdBddx ∇+=+  und Gl. 5.40 
( ) ( ) ( )zjzs
T
zjzszjl ggg xdxdx +∇=+ ,,,  für zJj∈ . 
Da die quadratisch approximierte Langrange-Funktion Lq(xz+ ds,z, υz) für das Auffin-
den des Minimums nach x abgeleitet werden muss, ergibt sich hieraus ein lineares 
Gleichungssystem, das als quadratisches Teilproblem (QP) bezeichnet wird: 
( ) ( ) ( ) 0,L
,,,
=∇⋅−+∇=+∇ ∑
∈
zj
Jj
jzzszzzzszqx gf
z
xdBxυdx υ  Gl. 5.41 
mit ( ) ( ) 0
,
=+∇ zjzs
T
zj gg xdx  für zJj∈ . 
Dabei wird die Hessematrix Bz durch ein BFGS-Verfahren approximiert (vgl. Gl. 2.8), 
um nur die erste Ableitung der Zielfunktion bestimmen zu müssen. Daneben sollte 
durch die Approximation sichergestellt werden, dass stets ein Minimum statt eines 
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Maximums durch die quadratische Funktion beschrieben wird. Daher wird in dem 
erarbeiteten SQP-Verfahren ein gedämpftes BFGS-Verfahren verwendet: 
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mit ( )
zszzzzz ,
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. 
Der Skalar θz wird hierzu wie folgt bestimmt: 
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Zur Initialisierung des BFGS-Verfahrens wird B0 mit der Einheitsmatrix I belegt. Die 
SQP hat sich als sehr effizientes und robustes Verfahren in der Strukturoptimierung 
bewährt [HOER93], [SCHI93]. Dabei sind die wichtigsten Voraussetzungen für die 
SQP bereits durch die Approximation der strukturmechanischen Eigenschaften über 
die RBF-Netze und den linearisierten, geometrischen Restriktionen (vgl. Kapitel 4.5) 
erfüllt. So sind die approximierten Struktureigenschaften selbst bei diskreten Opti-
mierungsparametern über den gesamten n-dimensionalen Raum des Optimierungs-
gebietes stetig differenzierbar. Zudem können sowohl bei den RBF-Netzen (vgl. Gl. 
5.33) als auch bei den geometrischen Restriktionen die Gradienten mit hoher Ge-
nauigkeit schnell und zuverlässig bestimmt werden. Hierbei sorgt die Normierung der 
RBF-Netze für eine gute Skalierung der Problemfunktionen. Allerdings ist die SQP 
auf Optimierungsprobleme mit weniger als 200 Optimierungsparametern und Re-
striktionen begrenzt, so dass für Gestaltoptimierungen mit vielen diskretisierten, geo-
metrischen Restriktionen eine spezielle Strategie zur Ermittlung der aktiven Restrikti-
onen erarbeitet werden musste. 
Strategie der aktiven Mengen 
Die Zielfunktions- und Restriktionswerte können schnell aus den RBF-Netzen und 
den linearisierten, geometrischen Restriktionen bestimmt werden. Trotzdem ist der 
Aufwand für die Berücksichtigung aller Restriktionen oft zu hoch, da die geometri-
schen Restriktionen an sehr vielen Punkten der diskretisierten Splines eingehalten 
werden müssen. Denn bei der Strategie der aktiven Mengen muss solange das 
quadratische Teilproblem (QP) erneut gelöst werden, bis alle aktiven Restriktionen 
ermittelt wurden, an deren Rand sich das Optimum befindet. Im ersten Schritt wird 
hierzu das Minimum des QP unter Berücksichtigung der letzten aktiven Menge  
Jz = Jz-1 bestimmt, um danach alle inaktiven Restriktionen zJj∉   mit einer Initial-
schrittweite αs,min = 1 zu überprüfen: 
( ) 0
!
,min, <⋅+ zsszjg dx α . Gl. 5.44 
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Im Gegensatz zu gewöhnlichen Strategien der aktiven Mengen [GEIG02] wird hierfür 
der richtige Restriktionswert untersucht und nicht dessen Linearisierung, da dieser 
nicht aufwändig über eine FE-Berechnung bestimmt werden muss. Bei einer ermittel-
ten Restriktionsverletzung wird wie üblich die Schrittweite auf die Grenze der zu li-
nearisierenden Restriktion gelegt: 
( ) ( ) 0,min, =+⋅∇ zjzss
T
zj gg xdx α   ( ) ( )( )zsTzjzjs gg ,min, dxx ∇−=⇒ α . Gl. 5.45 
Wenn alle Restriktionen überprüft sind, wird die aktive Menge um die zuletzt über-
schrittene Restriktion mit der kleinsten Schrittweite ergänzt (Bild 5.16). Falls jedoch 
schon n Restriktionen in der aktiven Menge enthalten sind, werden alle Restriktionen 
mit negativem Langrange-Multiplikator υj,z < 0 gemäß der KKT-Bedingungen entfernt 
(vgl. Kapitel 5.3.1). Dabei muss nach jeder Änderung der aktiven Menge das QP neu 
gelöst und geprüft werden. Erst wenn alle Komponenten von υz positiv und alle inak-
tiven Restriktionen zulässig sind, ist die optimale Lösung des QP gefunden 
[BOYD04]. 
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Bild 5.16: Schematischer Ablauf der Strategie der aktiven Mengen 
 Schematic flowchart of the active set algorithm 
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Sollte aufgrund der Linearisierungsfehler keine Lösung des QP gefunden werden, 
obwohl das Ausgangsproblem wohldefiniert ist, wird ein modifiziertes Teilproblem 
(QPM) mit der zusätzlichen Variable δm,z aufgestellt: 
( ) ( ) ( ) 0,L
,,,
=∇⋅−+∇=+∇ ∑
∈
zj
Jj
jzzszzzzszqx gf
z
xdBxυdx υ  Gl. 5.46 
mit ( ) ( ) ( ) 01
,,
=⋅−+∇ zjzmzs
T
zj gg xdx δ  für zJj∈ . 
Für δm,z = 1 hat das QPM immer eine Lösung, wohingegen für  δm,z = 0 das QPM zu 
einem gewöhnlichen QP wird. Die zusätzliche Variable wird dabei über einen geeig-
neten Strafparameter σp,z nach folgender linearen Gleichung bestimmt: 
( ) 0
,
2
,,
=⋅+⋅∑
∈
zmzpzj
Jj
jz
g
z
δσυ x . Gl. 5.47 
Aufgrund der Spline-Diskretisierung können die geometrischen Restriktionen direkt 
über die Geometriefunktionen aus den k-ten Spline-Ableitungen Cf
(k)(xz,ti) und deren 
Sensitivitätsanalyse für jeden Prüfpunkt T∈
i
t  analytisch hergeleitet werden. Daher 
muss die aufwändigere Sensitivitätsanalyse nur am Anfang der Strategie der aktiven 
Mengen zur Linearisierung aller geometrischen Restriktionen durchgeführt werden, 
wohingegen in jeder Iteration der Strategie gemäß Gl. 5.44 die Restriktionswerte al-
ler inaktiven Prüfpunkte erneut bestimmt werden müssen (Bild 5.16). Die Vorzeichen 
der Restriktionswerte und die aktiven Teilbegrenzungen der zusammengefassten, 
geometrischen Restriktionen werden nur beim Überprüfen der inaktiven Restriktio-
nen erfasst. Sobald also eine geometrische Restriktion zur aktiven Menge hinzuge-
fügt ist, wird nicht mehr überprüft, zu welcher lokalen Teilbegrenzung eines komple-
xen Gebiets der Abstand des untersuchten Prüfpunktes am kleinsten ist oder ob je-
weils die Ober- oder Untergrenze einer globalen Begrenzung aktiv ist. 
Schrittweitenbestimmung 
Nach der Lösung des quadratischen Teilproblems wird im Gegensatz zum NLPQL-
Algorithmus von Schittkowski die Schrittweite αs,z entlang der ermittelten Suchrich-
tung über die sogenannte Meritfunktion Ψ(αs,z) mit Hilfe der beiden Wolfe-
Bedingungen wie beim erarbeiteten Backpropagationsverfahren nach Gl. 5.31 und 
Gl. 5.32 bestimmt: 
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Im QP werden die Restriktionen nur linearisiert eingehalten. Dabei können einige der 
Restriktionen an der Stelle xz+1 von der Linearisierung so stark abweichen, dass die-
se nicht mehr erfüllt sind. Die verletzten Restriktionen werden über die Strafparame-
ter rz,j in der erweiterten Lagrange-Funktion Θr berücksichtigt, um die Restriktionsab-
weichungen durch eine maßvolle Reduktion der Schrittweite einzuschränken: 
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Die zusätzlich eingeführte Variable δm,z des modifizierten QP (QPM) wird hierbei für 
ein lösbares QP zu null gesetzt. 
5.3.3 Aufbau der erarbeiteten Metamodell-Assistenz 
Structure of the developed metamodel-assisted strategies 
In ES geht das Wissen über unselektierte Individuen verloren. Daher werden bei Me-
tamodell-assistierten Evolutionsstrategien (MAES oder auch SAES) alle Individuen 
mit ihren Struktureigenschaften in einer Datenbank gesichert, um das Strukturverhal-
ten mit geringem Rechenaufwand über Metamodelle zu approximieren (vgl. Kapitel 
2.2.4). Für die geometriebasierte Strukturoptimierung unter geometrischen Restrikti-
onen ist speziell eine MAES erarbeitet worden, bei der die Metamodelle für eine lo-
kale Optimierung der Nachkommen genutzt werden. In Bild 5.17 wird die Generie-
rung eines lokal verbesserten Individuums mit Hilfe von Metamodellen dargestellt, 
die durch eine Approximation der nächstliegenden Individuen um xi mit radialen Ba-
sisfunktionen automatisch erstellt werden (vgl. Kapitel 5.2). Nach der zufälligen Wahl 
der ρ Eltern wird die Rekombination solange wiederholt, bis alle geometrischen und 
strukturmechanischen Restriktionen vom Nachkommen mit dem Parametersatz x0 
erfüllt werden. Dies ist für die nachfolgende, sequentiell quadratische Programmie-
rung (SQP) wichtig, da das implementierte Gradientenverfahren einen vollständig 
zulässigen Startpunkt benötigt (vgl. Kapitel 5.3.2). Eine diskretisierte Mindestwand-
stärke kann jedoch überschritten sein, obwohl die kontinuierliche Restriktion erfüllt 
ist. Daher werden für die SQP die diskretisierten Mindestwandstärken zusätzlich bei 
der Rekombination berücksichtigt. Um ungenaue Approximationsgebiete am Rand 
der Metamodelle zu meiden, wird die lokale Optimierung auf eine Vertrauensregion δ 
in Form eines Hyperkubus um xi begrenzt [BUEC05]. Jedes Mal nachdem das Gra-
dientenverfahren zu xi+1 konvergiert ist, kann es mit aktualisierten Metamodellen um 
xi+1 neugestartet werden, bis eine maximale Anzahl an Iterationen im erreicht ist. Da-
bei werden die geometrischen Restriktionen nur an diskreten Punkten der Splines 
eingehalten, wodurch es zu Instabilitäten im CAD-System kommen kann. Deshalb 
wird der nachfolgende Mutationsschritt solange wiederholt, bis eine geometrisch 
vollständig zulässige Lösung generiert ist. Zudem wird durch die Mutation vermie-
den, dass alle Individuen in ein gleiches, lokales Optimum verschoben werden. Da-
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durch wird die Approximationsgenauigkeit im Bereich der lokalen Optima stetig ver-
bessert und die Gefahr einer vorzeitigen, lokalen Stagnation reduziert. Die einzelnen 
Mutationsschrittweiten σk werden hierfür in Abhängigkeit der Vertrauensregion δq und 
der in der aktuellen Population q vorliegenden Standardabweichung der Objektvari-
ablen sq(xk) gesetzt: 
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Diese speziell erarbeitete und erprobte Heuristik gibt den Zusammenhang wieder, 
dass weit verstreute Optimierungsparameter auf Ungenauigkeiten der Metamodelle 
oder stark multimodale Optimierungsgebiete deuten. Beidem wird so durch eine Er-
höhung der entsprechenden Mutationsschrittweiten entgegnet. Dabei wird anteilig 
die Gesamtstreuung über die Summe von sq(xi) und die parameterbezogene Streu-
ung durch sq(xk) berücksichtigt. 
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Bild 5.17: Aufgebautes Verfahren zur lokalen Verbesserung eines Nachkommen 
 Developed algorithm for the local improvement of a descendant 
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Um bei der Mutation starke Restriktionsüberschreitungen durch die Streuung der 
lokal optimierten Lösungen zu vermeiden, wird die Mutation zusätzlich solange wie-
derholt, bis alle um xmut approximierten Strukturrestriktionen ( )mutqjg x,
~  in der Toleranz 
des exponentiell geglätteten Vorhersagefehlers ej,q der Population q liegen: 
( ) ( ) ( )( )
mutqjmutqjqjqjmutqj
ggg xxeex
1,1,1,,,
~
2
1~
−−−
−+⋅−=−≥ . Gl. 5.51 
Danach wird die Lösung durch eine zumeist wesentlich zeitintensivere FE-
Berechnung bewertet und in die globale Datenbank abgelegt. Sollten ungenaue Me-
tamodelle eine lokale Verbesserung der Nachkommen behindern, wird der Durch-
schnitt der Zielfunktionen fav in der Population q nicht der besten Lösung fchamp folgen 
können und zu großen Werten von fd,q, führen: 
av
champav
qd
f
ff
f
−
=
,
. Gl. 5.52 
Dagegen wird eine lokale Stagnation der MAES bei kleinen Werten von fn,q festge-
stellt. Deshalb wird im Rahmen dieser Arbeit das Verhältnis fn,q zur Steuerung der 
Vertrauensregion δq genutzt, die über eine Sigmoid-Funktion auf einen Bereich von  
-1 bis 0,1 beschränkt wird (Bild 5.18): 
( )( ) 







−
−⋅−+
+=
−
1
5.012exp1
1.1
2
1
,
1
qd
qq
f
δδ . Gl. 5.53 
-1
-0.725
-0.45
-0.175
0.1
0 0.25 0.5 0.75 1
q
δ
qdf , 0, →qdf
1
,
→qdf
champav ff →
0→avchamp ff
für
für
av
champav
qd
f
ff
f
−
=
,
mit
Extremfälle für      :qdf ,
,
,
,
,
, , ,
 
Bild 5.18: Sigmoid-Funktion zur Steuerung der Vertrauensregion δq 
 Sigmoid function for the control of the trust region δq 
Die Heuristik für die Vertrauensregion wurde dabei in Korrelation zur Heuristik für die 
Mutationsschrittweiten nach Gl. 5.50 so aufgebaut, dass die spezifischen Anforde-
rungen des Optimierungssystems erfüllt werden. Eine Vertrauensregion δq von 0 be-
grenzt die Komponenten von xz zu jeder Iteration z des implementierten SQP-
Verfahrens auf den normierten Bereich des Metamodells [0,1]. Größere Werte führen 
daher zur weiteren Erschließung des Lösungsraums bis zu den Parametergrenzen: 
maxmin
ˆˆ1:0 xxxx ≤≤+≤≤−≥
zqzqq
undδδδ . Gl. 5.54 
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Dagegen begrenzen negative δq den Lösungsraum auf genauer abgebildete Gebiete: 
1011:0
0
≤≤+≤−≤−−<
zqzqq
und xxx δδδ . Gl. 5.55 
5.3.4 Vergleich und Bewertung der Metamodell-Assistenz 
Comparison and evaluation of the metamodel-assisted strategies 
Grundlage für die MAES ist das SQP-Verfahren, dessen Leistungsfähigkeit in Korre-
lation zu den automatisch erstellten Metamodellen steht. Daher wurden zunächst die 
Eigenschaften des SQP-Verfahrens auf den Metamodellen mit den als optimal ein-
gestuften Werten für den Regularisierungsterm λg (0,015) und das Verhältnis m/n (7) 
exemplarisch untersucht, ohne geometrische und strukturelle Restriktionen zu be-
rücksichtigen. Hierzu wurde jeder der 500 auf der Ackley-Funktion zufällig verteilten 
Punkte aus Kapitel 5.2.2 lokal durch eine Folge von im Metamodellen optimiert, die 
auf einer globalen Datenbank von 10.000 gleichverteilten Individuen basieren. Jeder 
Punkt in Bild 5.19 zeigt das durchschnittliche Ergebnis von zehn Individuen. Hierbei 
wird das Dilemma zwischen der lokalen Verbesserung gegenüber der Erschließung 
des Lösungsraums deutlich. Nach einer Optimierung auf insgesamt zehn Metamo-
dellen (im = 10) wurde fast jedes Individuum in das gleiche lokale Minimum von 5,6 
verschoben, das deutlich geringer als die beste Lösung in der globalen Datenbank 
von 17,4 ist. Die durchschnittliche Verbesserung bei im = 10 ist zwar hoch, doch wur-
de die Vielfalt der Individuen deutlich reduziert. Deshalb wird erwartet, dass sich eine 
kleinere Zahl hochgenauer Metamodelle auf die Suchwirkung der MAES vorteilhaft 
auswirkt, wohingegen die Konvergenzgeschwindigkeit negativ beeinflusst wird. 
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Bild 5.19: Verbesserung von 500 Individuen auf der Ackley-Funktion nach Gl. 5.34 
 Improvement of 500 individuals on the Ackley function 
Für die MAES wurden die Einstellungen der erarbeiteten ES übernommen, um allein 
den Einfluss der Metamodelle untersuchen zu können. Zu jeder Variante der MAES 
wurde hierzu der gemittelte Optimierungsverlauf von zehn Optimierungsrechnungen 
der Beispielaufgabe aus Bild 5.8 ausgewertet. In Bild 5.20 wird klar gezeigt, dass 
durch die Unterstützung der Metamodelle sowohl die globale Suchwirkung als auch 
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die Konvergenzgeschwindigkeit deutlich verbessert werden kann. Erwartungsgemäß 
wurden hierbei die größten Fortschritte zu Beginn der Optimierung erzielt, da am An-
fang das Verhältnis zwischen der Vorhersagegenauigkeit der Metamodelle und der 
Standardabweichung der Zielfunktion am höchsten ist. Anstatt die verschiedenen 
Ziel- und Restriktionsfunktionen separat zu approximieren, kann auch die resultie-
rende Fitnessfunktion als einzige Ausgabefunktion der Metamodelle vorhergesagt 
werden. Hierdurch müssen bei der lokalen Optimierung keine strukturmechanischen 
Restriktionen berücksichtigt werden. Allerdings weist diese Variante der MAES kaum 
Vorteile gegenüber einer gewöhnlichen ES auf (MAESfit in Bild 5.20). In ähnlicher 
Weise wird die Leistungsfähigkeit der MAES bei einer konstant gesetzten Vertrau-
ensregion δq von null (MAESt0) über den gesamten Optimierungsverlauf stark beein-
trächtigt, wohingegen die Nischentechnik zumindest am Ende der Optimierungs-
rechnungen zu einer besseren Konvergenz führt (MAESNT). Daher wird bei komple-
xeren Optimierungsaufgaben eine durch die Nischentechnik verbesserte Suchwir-
kung vermutet und konnte bei der Gestaltoptimierung einer Rollenkette bestätigt 
werden (vgl. Kapitel 7.1.3). In weiteren Optimierungsrechnungen wurde das Verhält-
nis der verdeckten Neuronen über die Anzahl der Optimierungsparameter m/n in 
Verbindung mit der Anzahl im an Metamodellen pro lokale Optimierung variiert (Bild 
5.20). Mit einem Verhältnis m/n = 3 und im = 3 aufeinanderfolgenden Metamodellen 
wurden die besten Resultate erzielt. 
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Bild 5.20: Gemittelte Optimierungsergebnisse der MAES für die Quadratoptimierung 
 Averaged results of the square optimization solved by the MAES 
Im nächsten Schritt wurde die Beispielaufgabe aus Bild 5.8 nur unter geometrischen 
Restriktionen optimiert. Aufgrund der hohen Anzahl am Optimum aktiver, geometri-
scher Restriktionen zeigt die MAES mit der entwickelten Strategie der aktiven Men-
gen gegenüber einer MAESü mit einer üblichen Strategie der aktiven Mengen links 
im Bild 5.21 deutlich bessere Ergebnisse auf. Auf der anderen Seite des Bildes wur-
de zusätzlich zur Kurvenlänge noch die Höhe der Kurve als weitere Struktureigen-
schaft begrenzt. Die über zehn Optimierungsrechnungen gemittelten Konvergenzre-
sultate belegen zusammen mit der Standardabweichung σres die Überlegenheit der 
entwickelten MAES. 
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Bild 5.21: Quadratoptimierung mit unterschiedlichen Strukturrestriktionen 
 Square optimization with different structural constraints 
In allen Optimierungsrechnungen der MAES wurden die geometrischen Restriktionen 
an jeweils pz = 5 zusätzlich zwischen den Interpolationspunkten liegenden Diskretisie-
rungspunkten überwacht. In Bild 5.22 wird über das Beispiel der Quadratoptimierung 
veranschaulicht, wie die Anzahl der geometrischen Restriktionen von pz beeinflusst 
wird. Dabei zeigte sich die MAES unempfindlich gegenüber anderen Werten für pz in 
einem untersuchten Bereich von drei bis zehn Diskretisierungspunkten. Durch die 
Strategie der aktiven Mengen konnte die über pz linear anwachsende Zahl zu über-
prüfender Restriktionen ohne größere Geschwindigkeitsverluste vom SQP-Verfahren 
bewältigt werden, da unabhängig von pz nur maximal n der ng Restriktionen aktiv 
werden können. Bei der anschließenden Mutation musste lediglich in wenigen Fällen 
ein neuer Nachkomme erzeugt werden, um nach einer erhöhten Anzahl von Versu-
chen eine geometrisch vollständig zulässige Lösung zu finden.  
Anzahl an geometrischen Randbedingungen für das SQP-Verfahren:
ng= [(pz +1) · q + 1 – nq,c] · nb + [(pz +1) · q + 1 – nt,c] · ns + [(pz +1) · q + 1] · nk = 70
q 3 Spline-Abschnitte
pz 5 Diskretisierungspunkte
nb 3 Bauraumrestriktionen:
- x global
- y global
- ein lokaler Ausschnitt
nq,c 2 konst. Interpolationspunkte
ns 1 Steigungsrestriktion:
nt,c 0 konst. Endsteigungen
nk 0 Krümmungsrestriktionen
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Bild 5.22: Anzahl geometrischer Randbedingungen in Abhängigkeit der Diskretisierung  
 Number of geometrical constraints in dependence on the discretization 
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6 Programmtechnische Realisierung 
Implementation of the optimization program 
Im Rahmen dieser Arbeit wurde ein Prototyp für eine Software implementiert, der 
vollständig automatisiert eine parametergestützte Optimierung von Maschinenbautei-
len unter Berücksichtigung geometrischer Restriktionen ermöglicht. Dabei wurde ei-
ne Programmkette erarbeitet, die eine konsistente Übergabe der Daten zwischen 
einem kommerziellen CAD/FE-System und dem Optimierungssystem erlaubt. Hier-
durch kann ein parametrisches FE-Modell in jeder Iteration des Optimierungsalgo-
rithmus den verbesserten Parameterwerten automatisiert angepasst werden, um die 
zugehörigen Struktureigenschaften zu berechnen und zurückzugeben. Ein Eingriff 
des Anwenders ist daher nur zur Definition der Optimierungsaufgabe, zur Erstellung 
von Steuerdateien für das CAD-Modell und zur Auswertung der Optimierungsergeb-
nisse erforderlich. Über eine benutzerfreundliche Schnittstelle werden die verschie-
denen Einstellungen für den Optimierungsalgorithmus, das Optimierungsmodell und 
die untereinander abhängigen Parameter in einer Datenstruktur verwaltet, die für 
eine geometriebasierte Gestaltoptimierung unter geometrischen Restriktionen und 
Dimensionierung mit topologischer Variation der Bauteilstruktur benötigt wird. 
6.1 Anforderungen an das Optimierungssystem 
Demands on the optimization system 
Die Anforderungen an das erarbeitete Optimierungssystem EVLON (Evolution of 
NURBS) sowie die Erfüllung der Anforderungen durch die programmtechnische Rea-
lisierung sind schematisch in Bild 6.1 dargestellt. 
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Bild 6.1:  Erfüllung der Anforderungen durch das erarbeitete Optimierungssystem EVLON 
Fulfilling the demands by the developed optimization system EVLON 
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Grundsätzlich sollen durch die erarbeiteten Methodiken die Dimensionierung, Ge-
stalt- und Topologieoptimierung zu einem einzigen Optimierungssystem vereinigt 
werden, um eine Bauteilstruktur hinsichtlich ihrer geometrischen Ausprägung ganz-
heitlich zu verbessern. Eine robuste Variation all dieser Bauteileigenschaften ist al-
lerdings nur durch ein Optimierungssystem möglich, das tolerant gegenüber Fehlern 
im CAE-System ist. Zum einen entstehen Probleme bei der Anpassung des parame-
trischen CAD-Modells an die aktuelle Gestaltvariante und zum anderen bei der au-
tomatischen Ableitung eines hochwertigen FE-Modells. Beides kann zu fehlerhaften 
Berechnungsergebnissen bis hin zu einem Programmabbruch führen. Das Pro-
gramm EVLON erkennt dies zuverlässig über unrealistische oder gar fehlende Rück-
gabewerte des CAE-Systems bezüglich der zu berechnenden Struktureigenschaften. 
Dabei werden Fehler im CAE-System weitestgehend präventiv vermieden, indem 
Lösungen von der Berechnung vorzeitig ausgeschlossen werden, die geometrische 
Durchdringungen oder schwer vernetzbare Geometriebereiche aufweisen. Hierzu 
werden geometrische Restriktionen überwacht und definierte Abhängigkeiten zwi-
schen den Parametern eingehalten, die beispielsweise einen vernetzbaren Mindest-
abstand zwischen zwei Geometrieelementen gewährleisten. 
Das leistungsfähige Optimierungssystem zeichnet sich zudem durch eine geringe 
Berechnungszeit aus, in der zuverlässig eine global optimale Lösung ermittelt wer-
den kann. Die globale Suchwirkung wird durch eine Evolutionsstrategie (ES) erzielt, 
die durch die Unterstützung von neuronalen Netzen (RBF) und ein Gradientenverfah-
ren (SQP) beschleunigt wird. Durch den Ausschluss geometrisch unzulässiger Lö-
sungen vom CAE-System wird zusätzlich die Gesamtdauer für die Lösung einer Op-
timierungsaufgabe reduziert. Der Verzicht auf eine rechenintensive Sensitivitätsana-
lyse des FE-Modells erlaubt zudem eine Definition beliebiger Ziel- und Restriktions-
funktionen, sowie die Änderung der Netztopologie durch diskrete Parameter und die 
hochwertige Neuvernetzung der Gestaltvarianten mit untereinander stark wechseln-
den Knotenpositionen. Die resultierenden Unstetigkeiten bei den mechanischen Ei-
genschaften würden bei direkt angewendeten Gradientenverfahren zu einem Ab-
bruch in einem lokalen Optimum führen. 
Hauptgegenstand von EVLON ist die geometriebasierte Gestaltoptimierung mit Frei-
formgeometrien unter der Berücksichtigung von Bauraumrestriktionen und geome-
trisch beschreibbaren Fertigungsrestriktionen. Zur Abbildung der Freiformgeometrien 
werden hierbei die in der Industrie verbreiteten NURBS, B-Splines und Bézierkurven 
angewendet. Nach einem vollständig automatisierten Berechnungsablauf erhält der 
Anwender also ein parametrisches CAD-Modell vom Optimum, das im weiteren Ver-
lauf des Konstruktionsprozesses direkt verwertet werden kann. Voraussetzung für 
die Akzeptanz des Optimierungssystems ist dabei die umfassende Dokumentation 
des Optimierungsverlaufs zur Kontrolle der Ergebnisse und eine benutzerfreundliche 
Schnittstelle zur Definition der Optimierungsaufgabe. Diesen Anforderungen wurde 
durch die Implementierung einer umfassenden Benutzeroberfläche gerecht. 
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6.2 Aufbau des Optimierungsverfahrens 
Construction of the optimization method 
Das im Rahmen dieser Dissertation erarbeitete Optimierungsverfahren zur parame-
tergestützten Strukturoptimierung von Maschinenbauteilen gliedert sich in eine Be-
nutzeroberfläche, das Optimierungssystem EVLON und das verwendete CAE-
System (Bild 6.2). Die Kommunikation zwischen den einzelnen Programmen wird 
über eine durchgehende Strukturierung der Daten ermöglicht. Über die Benutzer-
oberfläche werden alle erforderlichen Parameter der Optimierungsaufgabe einge-
stellt und das Optimierungssystem EVLON gestartet, das in mehreren Iterationen 
das CAE-System zur Berechnung des Strukturverhaltens aufruft. Dabei wird sukzes-
sive der Parametersatz anhand der übergebenen Berechnungsergebnisse verbes-
sert, bis ein Optimum ermittelt ist. Der Anwender kann hierzu den Optimierungsfort-
schritt über den Optimierungsverlauf ständig verfolgen.  
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Bild 6.2:  Ablauf des geometriebasierten Optimierungsverfahrens 
Flowchart of the geometry-based optimization method 
6.2.1 Aufbau der Datenstruktur 
Construction of the data structure 
Die Grundstruktur der Daten für eine Optimierungsaufgabe wird bereits über die Be-
nutzeroberfläche vermittelt (Bild 6.3). Grundsätzlich werden hierbei die Daten den 
folgenden vier Gruppen von Einstellparametern zugeordnet: 
• Einstellparameter zur Gestaltoptimierung, 
• Einstellparameter zur Dimensionierung, 
• Einstellparameter vom Optimierungsmodell, 
• Einstellparameter vom Optimierungsalgorithmus. 
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Bild 6.3:  Aufbau der Benutzeroberfläche von EVLON 
Design of the user interface of EVLON 
Für die Gestaltoptimierung können beliebig viele Splines unterschiedlichen Typs de-
finiert werden. Diese werden hintereinander in einem Parametervektor abgelegt, der 
die geometrische Ausprägung der einzelnen Lösungen beschreibt. Jedem Spline 
werden dabei die zugehörigen geometrischen Restriktionen gruppiert nach ihrem 
Typ zugeteilt. Zur automatisierten Variation der Splines im CAE-System müssen 
nicht nur die Namen der vom Optimierungssystem zu erstellenden Makros angege-
ben werden, sondern auch die Namen der beinhaltenden Feature-Skizzen aus der 
CAD-Struktur und die Listenpositionen der im CAE-System tabellarisch geordneten 
Splines. 
Neben den Gestaltparametern werden auch Dimensionierungsparameter zugelas-
sen. Im Evolutionsalgorithmus wird hierfür der Parametervektor entsprechend erwei-
tert. Dadurch kann das Optimierungssystem beispielsweise auf Dicken von Schalen-
elementen oder Querschnitten von Balkenelementen zugreifen. Zudem können die 
Abmaße von Regelgeometrien wie Geraden, Kreise und Ellipsen optimiert werden. 
Eine Variation der Bauteiltopologie wird durch das Runden der Dimensionierungspa-
rameter auf ganze Zahlen ermöglicht. Dabei wird die Anzahl der Features (z.B. Rip-
pen oder Aussparungen) bis hin zur Unterdrückung angepasst. Eine freie Variation 
dieser Parameter kann jedoch zu Modellinstabilitäten aufgrund von geometrischen 
Durchdringungen führen. Zudem lässt sich der Variationsbereich der Parameter 
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durch die Beschreibung physikalischen Wissens stark eingrenzen. So ist beispiels-
weise bekannt, dass der Querschnitt eines steifigkeitsoptimalen, einseitig fest einge-
spannten Biegebalkens in Richtung der Einspannung zunimmt. Aus diesen Gründen 
können in EVLON neben den Grenzen der Gestaltparameter auch die Parameter-
grenzen für die Dimensionierung in Abhängigkeit anderer Optimierungsparameter 
gesetzt werden (Bild 6.4). 
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Bild 6.4:  Parametergrenzen in Abhängigkeit anderer Optimierungsparameter 
Parameter bounds in dependence to other optimization parameters 
In der Evolutionsstrategie werden die Parameterwerte in Reihenfolge des Parame-
tervektors sequentiell belegt. Parametergrenzen können dementsprechend nur zu 
Parametern gekoppelt werden, die zuvor im Parametervektor gelistet sind. Um Ab-
hängigkeiten von Dimensionierungs- zu Gestaltparametern und umgekehrt zu erlau-
ben, können deshalb die Dimensionierungsparameter pd sowohl vor als auch nach 
den Gestaltparametern pf im Parametervektor x abgelegt werden: 
( )ndfvd pppx ,,= . Gl. 6.1 
Dimensionierungsparameter, die in der Feature-Skizze eines Splines liegen, werden 
über die Adressierung erkannt und in die Makros zur Spline-Variation integriert. Die 
übrigen Parameter werden zusammen in ein Makro geschrieben, das die Parameter 
im CAE-System aktualisiert. Nachdem das FE-Modell durch die im ASCII-Format 
erstellten Makros erfolgreich variiert wurde, werden die vom CAE-System berechne-
ten Ziel- und Restriktionswerte ebenfalls im ASCII-Format entsprechend den im Op-
timierungsmodell bezeichneten Namen zurückgegeben und im Optimierungssystem 
mit den zugehörigen Referenz- bzw. Grenzwerten verrechnet. Hiervon ausgeschlos-
sen sind Massebegrenzungen, die analytisch in Abhängigkeit der Dimensionierungs- 
und Gestaltparameter definiert wurden. 
Anhand der vom CAE-System übermittelten Struktureigenschaften werden die Pa-
rametersätze vom Optimierungsalgorithmus gemäß der Einstellparameter zu den 
einzelnen Evolutionsoperatoren und der Metamodell-Assistenz variiert. Dem Opti-
mierungsalgorithmus kann dabei eine Startpopulation und eine Datenbank für die 
Metamodelle vorgegeben werden. Zur Kommunikation mit dem CAE-System werden 
hierbei auch die Daten vom parametrischen FE-Modell mit dem Hauptmakro zum 
Start der automatisierten FE-Berechnung angegeben. 
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6.2.2 Strukturierung des Optimierungssystems 
Construction of the optimization system 
In Bild 6.5 ist die Grundstruktur des Optimierungssystems EVLON dargestellt. 
Hauptbestandteil des Optimierungssystems ist die erarbeitete Evolutionsstrategie 
(ES). Bei der Erzeugung der Startpopulation, der Rekombination und Mutation greift 
die ES auf einen Formelinterpreter zu, der die Parameterabhängigkeiten über ma-
thematische Standardfunktionen und Operanden ermittelt. Anschließend wird das 
Spline-Modul aufgerufen, das die Splines durch die generierten Parameter interpo-
liert und in stückweise definierte Polynome zur geometrischen Bewertung umwan-
delt. Um hierbei rechenintensive, geometrische Untersuchungen nur durchzuführen, 
wenn bereits die einfacheren Restriktionen erfüllt sind, werden die Restriktionen in 
der Reihenfolge ihres Rechenaufwands überprüft: 
• eindimensionale Bauraumrestriktionen, 
• Steigungsrestriktionen, 
• Krümmungsrestriktionen, 
• zweidimensionale Bauraumrestriktionen. 
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Bild 6.5:  Grundstruktur des Optimierungssystems EVLON 
Basic structure of the optimization system EVLON 
Sollte einer der geometrischen Restriktionen nicht erfüllt sein, wird der entsprechen-
de Spline neu generiert. Erst wenn alle Splines eines Individuums erzeugt sind, kann 
dessen Gesamtmasse bestimmt und ggf. auf Massebegrenzungen untersucht wer-
den. 
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Bei einer Unterstützung durch Metamodelle (RBF-Netze) werden nach der Rekombi-
nation gemäß Bild 5.17 die Verfahren zur Approximation und zur lokalen Optimie-
rung mit Hilfe der sequentiell quadratischen Programmierung (SQP) gestartet. Im 
Anschluss an die Mutation werden die Makros zur Steuerung des parametrischen 
FE-Modells erzeugt. Das daraufhin aufgerufene CAE-System ermittelt dann das 
Strukturverhalten. Zielfunktions- und Restriktionswerte, die beim Einlesen der Be-
rechnungsergebnisse von der Referenz stark abweichen, sind entweder unrealistisch 
niedrig und deuten auf einen Fehler im CAE-System hin oder sind aufgrund der 
Höhe zu weit vom Optimum entfernt und würden die Qualität der Population unnötig 
senken. Daher werden Individuen neu generiert, wenn die strukturmechanischen 
Eigenschaften zu stark von der Referenz abweichen. Ein unkontrollierter Abbruch 
vom CAE-System wird durch eine fehlende Ergebnisdatei erfasst. 
6.2.3 Automatisierung der FE-Modellbildung 
Automation of the FE-modeling 
In dieser Arbeit wurde als CAE-System I-DEAS gewählt. Auf weitere CAE-Systeme 
wurde bewusst verzichtet, da dies nicht den Kern der Untersuchungen unterstützt 
und einen zusätzlichen Programmierungs- und Anpassungsaufwand bedeutet. Den-
noch ließe sich die Vorgehensweise auch auf andere CAE-Systeme übertragen. 
Grundsätzlich wird bei jeder Gestaltvariante zunächst das parametrische CAD-
Modell aktualisiert, um hieraus ein neues FE-Modell mit den zugehörigen Randbe-
dingungen und einer qualitativ hochwertigen Neuvernetzung zu erstellen. Sollten da-
bei Fehler auftreten, wird das CAE-System abgebrochen. Andernfalls werden nach 
der Berechnung die Ergebnisse automatisiert in eine ASCII-Datei geschrieben. 
Die Anpassung der Gestaltparameter wird in dem verwendeten CAE-System I-DEAS 
über mathematische Skripte realisiert, die die Polynomkoeffizienten und Parameter-
bereiche der jeweiligen Spline-Abschnitte beinhalten. Da in I-DEAS nur ein globales 
Koordinatensystem für die Splines definiert werden kann, sind entsprechende Ope-
rationen zur Koordinatentransformation erforderlich. Dies geschieht durch einfache 
Translations- und Rotationsmatrizen. Der automatisierte Zugriff auf die Freiform-
geometrien wird über Makros gesteuert. Weil der Aufbau eines CAD-Modells durch 
logische Verknüpfungen einzelner geometrischer Features (Extrusionen, Spline-
Fläche, Ausprägungen uvm.) im so genannten Modellbaum dargestellt wird, kann 
eine Variation der Splines nur über die entsprechende Position im Modellbaum erfol-
gen. Ein Makro muss aus diesem Grund den Modellbaum eines CAD-Modells öffnen 
und das entsprechende Feature suchen (Bild 6.6). Anschließend wird die Skizze des 
Features mit den zugehörigen mathematischen Skripten aufgerufen, um durch das 
Überschreiben der Polynomkoeffizienten, Parameterbereiche und Koordinatentrans-
formationen die Spline-Abschnitte zu verändern. Die Anschlussgeometrie wird über 
Bemaßungen und geometrische Zwangsbedingungen, wie beispielsweise Tangenti-
al- und Punktfesselungen, an die aktuelle Gestalt der Freiformgeometrien automa-
tisch angepasst. Hingegen müssen für die Anpassung der Dimensionierungsparame-
ter die Makros problemspezifisch erstellt werden, um eine Änderung der entspre-
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chenden Bauteilabmaße zu ermöglichen. Hierfür werden die Parameter zuvor über 
ein automatisch erzeugtes Makro als globale Variablen im CAE-System hinterlegt. 
Wird durch Zahlparameter die Topologie eines Bauteils geändert, so ergeben sich 
neue Adressierungen für die entstehenden Kanten, Flächen und Volumen. In dem 
CAE-Programm I-DEAS mussten daher zusammenhängende Geometrien mit glei-
cher Wandstärke, die z.B. durch eine Variation der anliegenden Rippenzahl unter-
schiedlich unterteilt wurden, über Farbzuweisungen erkannt werden. Spezialisierte 
CAE-Programme sollten daher für diese Anwendungen Subadressierungen zulas-
sen. Über ein Update werden die Änderungen am CAD-Modell aktiviert. Falls hierbei 
Fehler auftreten, wird dies in einer Umgebungsvariablen vermerkt und vom Makro so 
ausgewertet, dass es zum Abbruch der jeweiligen Gestaltvariante kommt. 
Rotation Abschnitt 1
Abschnitt 2
Abschnitt 3
Aussenkontur
CAD-Update
Skizze
 
Bild 6.6:  Zugriff auf die Form einer Außenkontur über den Modellbaum 
Access to the form of an outer contour by the model tree 
Aus den zweidimensionalen Splines werden durch grundlegende CAD-Features, wie 
Extrudieren oder Rotieren, die Bauteilflächen erstellt. Freiformflächen können in  
I-DEAS nicht direkt über Funktionen beschrieben werden und werden deshalb über 
ein Netz von Kurven (Bild 6.7) oder über eine Abfolge von Querschnitten (Loft) defi-
niert. Das Optimierungsverfahren könnte auch relativ einfach auf dreidimensionale 
Kurven erweitert werden, da sich weder die Knotenvektoren, noch die Basisfunktio-
nen und Gewichtungsfaktoren ändern würden. 
Untere Begrenzung Flanke
(konstant)
Zahnfußsplines
(variabel)
Zahnfußgrundspline
(variabel)
Zahnflanke
Zahnfußgrundfläche
 
Bild 6.7:  Kurvennetz eines Zahnfußes von einem Differentialkegelrad 
Network of curves for a tooth root of a bevel pinion of a differential gear 
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Nachdem das CAD-Modell an die aktuelle Gestaltvariante angepasst wurde, muss 
das FE-Modell automatisiert erstellt werden. Zunächst werden die geometriebasier-
ten Nebenbedingungen des FE-Modells aktualisiert. So werden beispielsweise Be-
reiche von Flächen getrennt, um Drücke oder Kontakte zwischen Komponenten defi-
nieren zu können. Trennlinien von Flächen und Körperkanten werden teilweise mit 
einer konstanten Anzahl von Referenzpunkten belegt, an denen auch bei freier Ver-
netzung Netzknoten für die Anbindung von Starrkörperverbindungen, Federelemen-
ten oder Fesselungen generiert werden. In Bild 6.8 ist als Beispiel das parametrische 
FE-Modell eines Differentialgetriebegehäuses dargestellt. 
Federelement
Fesselungen
Starrkörperelemente
Kräfte
Druckkräfte
Balkenelemente 
für die Wellen
Trennlinie Fläche
Referenzpunkte
Vernetzung mit verschiedenen 
Elementdichten
 
Bild 6.8:  Parametrisches FE-Modell eines Differentialgetriebegehäuses 
Parametric FE-model of a differential case 
Die Dichte der Vernetzung wird manuell durch die Aufteilung des CAD-Modells in 
Zonen verschiedener Elementgrößen gesteuert. So werden nur filigrane oder kriti-
sche Bauteilbereiche, wie beispielsweise Spannungskerben oder Festkörpergelenke, 
mit kleineren Elementgrößen vernetzt, um einen brauchbaren Kompromiss zwischen 
Rechendauer, Ergebnisqualität und Elementgüte zu finden. Vor der Erstellung von 
Steuerdateien zur automatisierten Neuvernetzung (Makro-Programme) wird daher 
die Ausgangsvariante des Bauteils manuell solange vernetzt, bis ein entsprechender 
Kompromiss gefunden wurde. Eine starke Variation der Bauteilgestalt kann jedoch 
zu einer schlechten Elementqualität führen. Aus diesem Grund wird durch zusätzli-
che Makro-Programme im CAE-System die Netzgüte geprüft. Überschreiten die 
Kennwerte zur Elementqualität, wie z.B. die maximale Elementverzerrung oder das 
maximale Seitenverhältnis eines Elements, vorgegebene Schranken, so ist die Ver-
netzung als nicht geeignet einzustufen. Der Prozess der FE-Modellbildung wird dann 
durch die vom Anwender erstellten Makro-Programme erneut mit einer höheren 
Elementdichte gestartet. Lässt sich nach mehreren Iterationen kein Netz der gefor-
derten Qualität finden, so wird diese Gestaltvariante nicht berechnet und das Pro-
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gramm abgebrochen. Bei feinen Bauteilstrukturen, wie z.B. Blechen, garantiert eine 
Mindestanzahl von Elementen einen vertretbaren Diskretisierungsfehler. In diesem 
Fall kann über die kleinste Bauteilabmessung die erforderliche Elementgröße für die 
Gestaltvariante im Makro-Programm vorbestimmt werden. 
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7 Anwendung des Optimierungssystems 
Application of the optimization system 
In diesem Kapitel wird die Leistungsfähigkeit des erarbeiteten Optimierungssystems 
anhand verschiedener Beispielbauteile aus der Antriebstechnik und dem Werk-
zeugmaschinenbau demonstriert, die spannungskritische, verformungskritische und 
dynamisch kritische Struktureigenschaften aufweisen. Zunächst wird der Einfluss 
verschiedener Spline-Parametriken exemplarisch an der Außenkontur einer Ketten-
lasche verdeutlicht. Die Optimierungsergebnisse wurden durch Dauerfestigkeitsun-
tersuchungen bestätigt und unter Fertigungsrandbedingungen des Schneidens wei-
ter verbessert. Anschließend wird die Minimierung der Zahnfußspannungen eines 
Ritzels beschrieben. Über die Ergebnisse der Gestaltoptimierung wird gezeigt, dass 
die optimale Freiformgeometrie in ihrer Komplexität durch Regelgeometrien ent-
scheidend vereinfacht werden kann, ohne das Strukturverhalten maßgebend zu be-
einflussen. Als Beispielbauteil aus dem Werkzeugmaschinenbau wird eine Bohr-
stange vorgestellt, bei der die dynamischen Eigenschaften optimiert und Untersu-
chungen zur Initialisierung der Optimierungsrechnung vorgenommen wurden. Ein 
weiteres Beispiel aus dem Werkzeugmaschinenbau stellt die Optimierung des Quer-
balkens einer Portalfräsmaschine dar. Durch eine simultane Variation der Dimensio-
nierungs-, Gestalt- und Topologieparameter wurde die Masse bei gegebener Steifig-
keit deutlich minimiert. Mehrere vergleichende Optimierungsrechnungen bestätigten 
dabei die Effektivität der erarbeiteten Evolutionsstrategie (ES) aus Kapitel 5.1 und 
der Metamodell-assistierten Evolutionsstrategie (MAES) aus Kapitel 5.3. 
7.1 Optimierung der Innenlaschen einer Rollenkette 
Optimization of the inner plates of a roller chain 
In vielen technischen Erzeugnissen des Maschinenbaus werden Kettengetriebe zur 
Drehzahl- und Drehmomentenübertragung verwendet, von denen Rollenketten (Bild 
7.1) die größte Bedeutung und Verbreitung erlangt haben [MUHS07]. 
Innenlasche
Außenlasche
Buchse
Bolzen
Rolle
 
Bild 7.1:  Aufbau einer Rollenkette 
Layout of a roller chain 
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Neben der Verschleißfestigkeit zählt die Dauerfestigkeit zu den entscheidenden Ein-
flussgrößen auf die Lebensdauer einer Rollenkette. Häufig führen stoßartige, dyna-
mische Belastungen zu einem frühzeitigen Versagen der Rollenkette durch einen 
Dauerbruch der stark belasteten Innenlaschen. Zur Erhöhung der Dauerfestigkeit 
wurde daher eine Gestaltoptimierung der Außenkontur von den Innenlaschen vorge-
nommen. Ziel war die Approximation der optimalen Bauteilgeometrie in Bezug auf 
die definierten Ziele und Randbedingungen. Da die Genauigkeit der Approximation 
entscheidend von der Flexibilität der verwendeten Parametrisierung abhängt und in 
Konflikt zur Berechnungszeit steht, wurden die Innenlaschen mit verschiedenen 
Spline-Typen und Stützstellendichten parametrisiert. In weiteren Berechnungen wur-
de die Anstrengung aus den Hauptspannungen der Ober- und Unterlast bei gleicher 
Masse minimiert. Dabei wurde die Innen- und Außenkontur der Kettenlasche bis an 
die Grenzen des geometrisch zulässigen Lösungsraums variiert. 
7.1.1 Definition des Optimierungsmodells 
Definition of the optimization model 
Für die Gestaltoptimierung wurde eine Rollenkette europäischer Bauart nach DIN 
8187 gewählt [DIN96]. Nach einem VDI-Bericht ist für die Bestimmung der Dauerfes-
tigkeit von Kettenlaschen die von Mises Spannung im dreiachsigen Spannungszu-
stand zu verwenden [VOGT03] und wurde deshalb als Optimierungsziel definiert. 
Innenlasche
Buchse
X
Y
Kontaktelemente
Symmetrieachsen
Symmetrieebene
Druckverteilung
Kontaktwinkel
 
Bild 7.2:  Parametrisches FE-Modell der Innenlasche 
Parametric FE-model of the inner plate 
Aufgrund des Rechenaufwands wurde das parametrische FE-Modell sinnvoll abstra-
hiert (Bild 7.2). Zum einen wurden die Symmetrien vollständig genutzt, so dass nur 
ein Viertel der Innenlasche modelliert werden musste. Zum anderen wurde die 
Buchse nur als Flächenmodell erstellt und mit Kontaktelementen zur Innenlasche mit 
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durchschnittlichem Übermaß vorgespannt. Dabei wurde auch die Oberflächenrauheit 
und die Reibung nach DIN 7190 für Pressverbände berücksichtigt [DIN01]. Auf die 
Modellierung des Bolzens konnte verzichtet werden, da sich das mechanische Ver-
halten durch eine kosinusförmige Druckverteilung nach Dietz [DIET94] beschreiben 
lässt. Demnach wird der Kontaktwinkel maßgeblich vom Spiel zwischen Bolzen und 
Buchse beeinflusst. Deshalb wird ausgehend vom mittleren Passungsspiel die Ein-
schnürung der Buchse durch den Pressverband zur Innenlasche berücksichtigt. Für 
eine Bewertung der Dauerfestigkeit ist eine Ermittlung der Spannungen bei Ober- 
und Unterlast üblich. Zur Halbierung des Rechenaufwands wurde jedoch nur eine 
Testkraft Ft als Lastfall definiert, die sich gemäß ISO 15654 [ISO04] aus der Unter-
last Fmin und der Oberlast Fmax ergibt: 
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Fu entspricht hierbei der Mindestbruchkraft der Rollenkette nach DIN 8187. 
Zur Beschreibung der Laschenkontur werden Splines verwendet, deren Endpunkte 
auf den Symmetrieachsen orthogonal fixiert werden. Der geometrische Lösungsraum 
der Splines wird dabei durch Restriktionen aus Funktion und Normung beschränkt 
(Bild 7.3). So darf nach DIN 8187 die Innenlasche eine maximale Kopfüberhöhung ga 
nicht überschreiten. Außerdem sollte die Außenkontur nicht den Außendurchmesser 
der Buchse La schneiden. Der Grenzfall für die Beweglichkeit der Kettenglieder wird 
erreicht, wenn der Wangenbereich der Innenlaschen den Durchmesser der Ketten-
teilung pa annimmt und die Kettenglieder aufeinander abrollen. Um ein gegenseitiges 
Sperren der Innenlaschen auszuschließen, wird entsprechend der Wangenbereich 
auf den Durchmesser der Kettenteilung pa begrenzt. Zusätzlich werden hohe Span-
nungsspitzen an der Außenkontur durch die Überwachung einer Mindestkrümmung 
bereits vor der FE-Berechnung ausgeschlossen. Eine weitere Möglichkeit zur sinn-
vollen Reduktion des Lösungsraums wurde durch die Definition einer Steigungsre-
striktion in Richtung der y-Achse genutzt. 
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Bild 7.3:  Lösungsraum für die Außenkontur der Innenlaschen 
Solution space for the outer contour of the inner plates 
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7.1.2 Optimierungsergebnisse bei verschiedenen Parametrisierungen 
Optimization results with different types of parameterization 
Die Innenlaschen wurden mit den verschiedenen Spline-Typen aus Kapitel 4.1 
parametrisiert und bezüglich der Maximalspannung nach von Mises optimiert. Im 
Vergleich zu einer üblichen Laschenform mit Radien konnten in allen Optimierungs-
läufen die Spannungen im Berechnungsmodell deutlich gesenkt werden (Bild 7.4). 
Eine Beschränkung des Laschengewichtes auf die übliche Laschenform mit Radien 
durch die Definition einer Masserestriktion führte nur zu einer geringfügigen Verrin-
gerung der Optimierungserfolge. 
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Bild 7.4:  Konvergenzanalyse mit Splines in kartesisch definiertem Koordinaten 
Convergence analysis of splines defined in Cartesian coordinates 
Bei einer Konvergenzanalyse mit der erarbeiteten ES wurde die Anzahl der Interpo-
lationspunkte für kartesisch definierte B-Splines und für kartesisch definierte NURBS 
in Standardform schrittweise erhöht (Bild 7.4). Für den Sonderfall von zwei Interpola-
tionspunkten handelt es sich um Bézier bzw. rationale Bézier-Kurven. Unabhängig 
von der Definition einer Masserestriktion konnte mit vier Interpolationspunkten die 
optimale Geometrie am besten approximiert werden. Eine höhere Anzahl von Inter-
polationspunkten führte zu geringfügig schlechteren Ergebnissen, da durch die unnö-
tig höhere Flexibilität nur die Dimension des Optimierungsproblems gesteigert wurde, 
wodurch der Optimierungsalgorithmus das Optimum schwerer bestimmen konnte. 
Da NURBS mit fünf Interpolationspunkten eine noch höhere Flexibilität aufweisen, 
wurde hierzu keine weitere Optimierungsrechnung durchgeführt. Aufgrund der Ge-
wichtungsfaktoren der NURBS muss der Optimierungsalgorithmus anderthalb Mal so 
viele Optimierungsparameter einstellen. Dadurch konnten mit B-Splines teilweise 
bessere Ergebnisse erzielt werden. Zudem fiel bei B-Splines der Rechenaufwand 
deutlich geringer aus. Dafür reagierten B-Splines empfindlicher auf eine zu geringe 
Anzahl an Interpolationspunkten. Aber auch bei NURBS konnten ähnlich wie bei den 
B-Splines nicht die für eine optimale Gestalt notwendigen Wendepunkte ausgebildet 
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werden, wenn zu wenige Interpolationspunkte vorlagen (Bild 7.5). Nur bei schwa-
chen Krümmungen konnte ohne Interpolationspunkt ein Wendepunkt ausgebildet 
werden. Sollten demnach Spline-Abschnitte nach der Optimierung schwach ge-
krümmt sein und keinen Wendepunkt enthalten, wäre eine neue Optimierungsrech-
nung mit entsprechend geringer Interpolationspunktanzahl sinnvoll. Da diese Bedin-
gung nur als grobes Kriterium aufgefasst werden kann, sollten bei der ersten Opti-
mierung möglichst viele Interpolationspunkte angemessen zur Komplexität des zu 
erwarteten Optimums gewählt werden. Die Einbindung der Interpolationspunktzahl 
als Optimierungsparameter wäre daher für weiterführende wissenschaftliche Unter-
suchungen zu empfehlen. 
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Bild 7.5:  Optimierte Laschenformen mit deren Spannungsverteilungen 
Optimized shapes and the stress distributions of the inner plate 
In einer weiteren Optimierungsreihe wurden gezielt die verschiedenen Parametrisie-
rungsformen von NURBS untersucht. Ein Vergleich der Laschenformen in Bild 7.6 
zeigt, dass der Gestaltungsfreiraum für eine optimale Außenkontur ohne Massere-
striktion sehr groß ist. Auffällig ist beispielsweise der große Unterschied zwischen 
den in Polarkoordinaten und kartesischen Koordinaten definierten NURBS in Stan-
dardform mit nahezu identischem Optimierungserfolg. Der Entfall unnötiger Gewich-
tungen durch die Verwendung von NURBS in Standardform hatte erwartungsgemäß 
geringere Berechnungszeiten und leicht bessere Optimierungsergebnisse zur Folge. 
Im Gegensatz zur Standardform mit Radien ist bei den besten Lösungen der Opti-
mierungsaufgabe das Gebiet mit den höchsten Spannungen über den Großteil der 
Lochung verteilt (Bild 7.6). Gemäß dem Fully Stressed Design Kriterium stellt dies 
eine erfüllte Optimalitätsbedingung dar. Eine Optimierung mit einem Optimalitätskri-
terium wäre aber in diesem Fall nicht zielführend, da eine Wachstumsregel das Ma-
terial an den höchst belasteten Stellen verstärken würde. Bei den optimalen Lösun-
gen wird jedoch ersichtlich, dass sich der schmalste Querschnitt entgegen den Er-
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wartungen an der höchst beanspruchten Position ausgebildet hat. Daher wurde zur 
Validierung der Optimierungsergebnisse eine Dauerfestigkeitsuntersuchung nach 
ISO 15654 der mit kartesischen NURBS optimierten Innenlaschen ohne Massere-
striktion durchgeführt [ISO04]. Hierbei konnte an real gefertigten Innenlaschen eine 
Erhöhung der gemittelten Dauerfestigkeit um 15 % nachgewiesen werden. 
Standardform 
mit Radien
NURBS 
kartesisch
NURBS kartesisch 
in Standardform
NURBS polar
in Standardform
Reduktion der maximalen Vergleichsspannung
0 % 22,7 % 23,2 % 23,3 %
 
Bild 7.6:  Optimierte Laschen bei vier Interpolationspunkten 
Optimized plates with four interpolation points 
Die Optimierungen wurden unter der Annahme durchgeführt, dass die Gestaltände-
rungsenergiehypothese auf die Innenlaschen zutrifft. Entgegen einem VDI-Bericht 
[VOGT03] konnte jedoch in den Versuchsreihen zur Ermittlung der Dauerfestigkeit 
festgestellt werden, dass die Normalspannungshypothese das Festigkeitsverhalten 
besser beschreiben kann. Die Normalspannungshypothese setzt voraus, dass der 
Bruch senkrecht zur Richtung der größten Hauptspannung erfolgt [MUHS07]. In Bild 
7.7 wird dieses spröde Werkstoffverhalten der vergüteten Innenlaschen deutlich. Zu-
dem könnte das Optimum durch die Berücksichtigung von Ober- und Unterlast ge-
nauer bestimmt werden. Dementsprechend wurde in den folgenden Optimierungs-
rechnungen die Dauerfestigkeit unter gegebenen Fertigungsrestriktionen über die 
Anstrengung optimiert, die aus den maximal auftretenden Hauptspannungen unter 
Ober- und Unterlast ermittelt wird. 
RissverlaufHauptspannungen
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Normalenrichtung
 
Bild 7.7:  Vergleich zwischen Rissverlauf und Hauptspannungen 
Comparison between crack configuration and principal stresses 
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7.1.3 Optimierung der Innenlaschen unter Fertigungsrestriktionen 
Optimization of the inner plates under manufacturing constraints 
In der vorangegangenen Konvergenzanalyse konnte gezeigt werden, dass zur Ap-
proximation der optimalen Gestalt vier Interpolationspunkte gewählt werden sollten. 
Allerdings wies das Optimum eine geringe Wandstärke im Bereich der Lochung für 
die Buchse auf. Das Schneiden der Innenlaschen würde somit stark erschwert wer-
den. In weiteren Optimierungsrechnungen wurde daher der Lochungsdurchmesser 
so vergrößert, dass eine Mindestwandstärke wa für das Schneiden eingehalten wur-
de. Diese Mindestwandstärke musste auch zu einer Innenkontur eingehalten wer-
den, die aufgrund des schwach beanspruchten Materials im Mittelbereich der Innen-
laschen ausgeschnitten wird (Bild 7.8). Dabei wurden die Endpunkte der Innen- und 
Außenkontur gleichermaßen auf den Symmetrieachsen orthogonal fixiert, wobei für 
die Beschreibung der Innenkontur nur drei Interpolationspunkte gewählt wurden.  
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Bild 7.8: Lösungsraum für das parametrische FE-Modell der Innenlasche 
Solution space for the parametric FE-model of the inner plate 
Als weitere Fertigungsrandbedingungen für das Schneiden wurden gezielt unter-
schiedliche Mindestkrümmungsradien rk,i und rk,a für die Innen- und Außenkontur 
vorgegeben. Um zudem Selbstdurchdringungen der Innenkontur zu vermeiden und 
den Lösungsraum sinnvoll zu verkleinern, wurde ähnlich wie bei der Außenkontur 
eine Steigungsrestriktion in Richtung der x-Achse definiert. Aufgrund der durch die 
Innenkontur stark eingeschränkten Variationsmöglichkeiten für die Außenkontur 
konnten Hexaederelemente, die sowohl schnellere als auch genauere Berechnungs-
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ergebnisse erlauben, für eine freie Vernetzung des parametrischen FE-Modells der 
Innenlaschen gewählt werden. 
Für die Gestaltoptimierung der Innenlaschen unter Fertigungsrandbedingungen wur-
de die Normalspannungshypothese angenommen, aus der die Anstrengung An wie 
folgt ermittelt wird: 
msf
a
n
mR
A
σ
σ
⋅−
=
0,
. Gl. 7.2 
Hierbei beschreibt die Mittelspannungsempfindlichkeit ms und die Wechselfestigkeit 
Rf,0 den örtlichen Einfluss der Mittelspannung σm und der Spannungsamplitude σa auf 
die Dauerfestigkeit [BROE05]. Die Spannungswerte werden am Ort der höchsten 
Hauptspannung σNH,max unter der Oberlast Fmax ausgewertet und in Verbindung mit 
den dort auftretenden Hauptspannungen σNH,min bei Unterlast Fmin verrechnet: 
( ) 2min,max, NHNHa σσσ −=  Gl. 7.3 
und ( ) 2min,max, NHNHm σσσ += . 
Zusätzlich wurde eine Masserestriktion eingeführt, die den Materialeinsatz auf eine 
Standardform mit Radien (vgl. Bild 7.6) begrenzt. Die Massebegrenzung kann auch 
analytisch vorgegeben werden, wodurch nur massekonforme Gestaltvarianten an 
das CAE-System übergeben werden. Hierzu wird die Seitenfläche der Innenlaschen 
aus dem x-Integral der Außenkontur ACx,a und dem y-Integral der Innenkontur ACx,i 
ermittelt (vgl. Gl. 4.45). Dabei werden die auszuscheidenden Flächen über die Koor-
dinaten xi,2 und yi,2 des in x-Richtung fixierten Endpunktes der Innenkontur und über 
den Lochungsdurchmesser L errechnet. Aus der resultierenden Seitenfläche wird die 
Masse ml über die Materialdichte ρl und die Breite bl der Innenlasche bestimmt: 
( ) 




 ⋅
−−⋅−⋅⋅=
4
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,2,2,,
L
AyxAbm iCyiiaCxlll
pi
ρ . Gl. 7.4 
Die Optimierungsaufgabe wurde durch die erarbeitete ES und MAES vergleichend 
gelöst. Für die MAES wurde jeder der fünf Spline-Abschnitte mit pz = 10 zusätzlichen 
Diskretisierungspunkten versehen, so dass insgesamt 372 geometrische Restriktio-
nen während der lokalen Optimierung auf den 21-dimensionalen Metamodellen be-
rücksichtigt werden mussten. Der Vielzahl an geometrischen Restriktionen im hoch-
dimensionalen Optimierungsgebiet musste durch Nischentechniken bei der MAES 
entgegnet werden (MAESNT). In allen Fällen wurden die geometrischen Randbedin-
gungen eingehalten, von denen viele am Optimum aktiv sind. Der Populationsdurch-
schnitt der Anstrengung An in Bild 7.9 zeigt dabei die Überlegenheit der MAES in 
Konvergenzgeschwindigkeit und -güte. Während die analytisch vorgegebene Masse 
zu einer deutlichen Beschleunigung der ES führte, blieb die MAES nahezu unverän-
dert. Dies belegt die hohe Approximationsgüte der automatisch erstellten Metamo-
delle. 
106 7 Anwendung des Optimierungssystems 
-42
-36
-30
-24
-18
-12
-6
0
0 250 500 750 1000 1250 1500 1750 2000
Individuen (40 pro Population)
R
e
d
u
k
ti
o
n
 d
e
r 
A
n
s
tr
e
n
g
u
n
g
 [
%
]
MAESNT mit analytisch vorgegebener Masse
MAESNT
ES
beste Lösung
ES mit analytisch vorgegebener Masse
 
Bild 7.9:  Optimierungsverlauf der ES und der MAES unter Fertigungsrandbedingungen 
Optimization course of the ES and the MAES under manufacturing constraints 
In Bild 7.10 werden für die verschiedenen Varianten der ES die besten Lösungen 
und gemittelten Berechnungszeiten dargestellt. Dabei wird deutlich, dass der Be-
rechnungsaufwand für die lokale Optimierung der Nachkommen einer MAES ver-
nachlässigbar gering ist gegenüber der reinen Berechnungszeit des FE-Systems und 
der Beschleunigung der Konvergenzgeschwindigkeit. So benötigen die MAES-
Varianten unabhängig von der Definition der Masserestriktion für die beste Lösung 
der ES-Varianten nur 7% der Berechnungszeit. 
Masse aus FE-Modell Masse analytisch berücksichtigt
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Bild 7.10: Beste Lösungen und gemittelte Berechnungszeiten für die ES-Varianten 
Best solutions and averaged calculation time of various ES methods 
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7.2 Spannungsminimierung eines Ritzels 
Minimizing the stress of a pinion 
Als weiteres Bauteil aus der Antriebstechnik wurde ein Ritzel optimiert. Für die Ge-
staltfindung des Radkörpers wurde die Geometrie der Innenkontur unter dem Ziel 
einer möglichst geringen Maximalspannung nach von Mises ermittelt. Gleichzeitig 
wurde eine drastische Reduktion des Gewichts erwartet, weil die Steifigkeit des ver-
gleichsweise starren Radkörpers gezielt reduziert werden musste, um den span-
nungskritischen Steifigkeitssprung zum wesentlich nachgiebigeren Verzahnungsbe-
reich zu glätten (Bild 7.11). Die beste Lösung für die Innenkontur wurde anschlie-
ßend durch eine Abstraktion mit Regelgeometrien stark vereinfacht, um günstigere 
Fertigungs- und Prüfverfahren für das Ritzel zu ermöglichen. 
nachgiebiger Verzahnungsbereich
starrer Radkörper
Laufflächen
Lagerstellen  
Bild 7.11: Von Mises Vergleichsspannungen der Ausgangskonstruktion des Ritzels 
 Von Mises stress of the given pinion design 
7.2.1 Gestaltoptimierung der Innenkontur eines Ritzels 
Shape optimization of the inner contour of a pinion 
Zunächst wurde der geometrische Lösungsraum für die Innenkontur des Ritzels 
festgelegt, der grob durch die Außenabmaße des Ritzels begrenzt wird (Bild 7.12). 
Dabei wurde der Zahnbereich mit einem Rechteck aus dem Bauraum geschnitten 
und eine Mindeststegbreite für die Laufflächen des Ritzels angenommen. Da das 
Ritzel geschmiedet werden soll, darf die Innenkontur keine Hinterschneidung in Hub-
richtung (x-Richtung) der Gesenke aufweisen. Die Innenkontur wurde aus diesem 
Grund in zwei hinterschneidungsfreie NURBS mit jeweils vier Interpolationspunkten 
aufgeteilt, wobei die Verbindungspunkte der NURBS über eine Steigung von null 
Grad miteinander vereinigt wurden. An den beiden Stirnflächen des Ritzels wurden 
die freien Enden der Splines tangential stetig fixiert. 
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Bild 7.12: Definition der rotationssymmetrischen Innenkontur des Ritzels 
 Definition of the axially symmetric inner contour of the pinion 
Bild 7.13 zeigt das Optimierungsergebnis der erarbeiteten ES. Gegenüber der Aus-
gangskonstruktion mit einer Bohrung als Innenkontur konnte neben einer geringfügi-
gen Spannungsreduktion von 5,2 % unter maximaler Zahnlast eine beträchtliche Ab-
nahme der Masse um 31,5 % erreicht werden.  
Hinterkontur
(Spline 2)
Suchraum
Vorderkontur
(Spline 1)
 
Bild 7.13: Optimierte Innenkontur des Ritzels mit NURBS 
 Optimized inner contour of the pinion with NURBS 
Durch die Gestaltoptimierung des Ritzels konnte die Leistungsfähigkeit des Bauteils 
stark erhöht werden. Allerdings ist die optimierte Bauteilform sehr komplex. Zur Beur-
teilung des Gestaltungsfreiraums für eine Vereinfachung der Geometrie wurde daher 
die letzte Population der ES ausführlich untersucht. Die Individuen der letzten Popu-
lation zeigten bei einer unbedeutend geringen Standardabweichung der Maximal-
spannungen von weniger als 0,1 % große Unterschiede bei der Hinterkontur. Man-
che Parameter der Hinterkontur wiesen eine Standardabweichung von annähernd 
9,4 % des zulässigen Parameterbereichs auf. Dies und die nähere Betrachtung der 
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Splines deuten auf einen vergleichsweise hohen Gestaltungsfreiraum der hinteren 
Innenkontur. Für einen einfacheren Schmiedeprozess wurde daher entschieden, die 
Innenkontur mit nur einem Schmiedegesenk zu erzeugen und somit die hintere Kon-
tur des Ritzels gerade auszuführen. Bei näherer Betrachtung der vorderen Innenkon-
tur wird ersichtlich, dass die Vorderkontur nicht nur gegen die Mindestwandstärke zu 
den Laufflächen, sondern auch gegen den Verzahnungsbereich konvergiert. Eine 
stärkere Annäherung zu diesen Bereichsgrenzen sollte deshalb zu einer leichten 
Reduktion der Maximalspannung führen. Die Standardabweichungen der Spline-
Parameter, die diesen Bereich beeinflussen, liegen im Durchschnitt bei 1 %. Daher 
ist auch in diesem Bereich eine Abstraktion der optimierten Innenkontur möglich.  
7.2.2 Abstraktion der optimierten Innenkontur durch Regelgeometrien 
Abstraction of the optimized inner contour by geometrical primitives 
Eine Abstraktion der Innenkontur durch eine Approximation mit Regelgeometrien 
bietet den Vorteil einfacher Fertigungs- und Prüfverfahren. Denn die Bearbeitung von 
Freiformflächen erfordert in der Regel Bahnverläufe, die mit den in der DIN 66025 
vorgesehenen Konturelementen Gerade und Kreis in der Maschinensteuerung nicht 
mathematisch exakt beschrieben werden können und trotz optimierter Verfahren den 
Nachteil eines erhöhten Auswerteaufwands aufweisen [WECK06a], [DIN83]. Werk-
zeugbahnen für Freiformgeometrien lassen sich dementsprechend nicht manuell 
programmieren [STAN02]. Eine aufwändige CAD/CAM-Kopplung ist in diesem Fall 
kaum zu vermeiden. Des Weiteren besteht durch die komplexen Geometrien die Ge-
fahr fehlerhafter NC-Programme, die u.a. zu Kollisionen führen können oder der 
möglichen Leistungsfähigkeit der Maschine nicht gerecht werden [STAN02]. Bei 
Guss- und Schmiedeteilen ist hierbei nicht nur die Fertigung der Formwerkzeuge 
problematisch, auch die erforderlichen Modifikationen der Konturen für die ferti-
gungsgerechte Gestaltung sind in einem Modell mit Freiformgeometrien schwer 
durchzuführen [STOC97]. Die Regelgeometrien kommen zudem der Darstellung in 
technischen Zeichnungen entgegen und können den Aufwand der üblichen Prüfver-
fahren durch die zu erwartende Messdatenreduktion deutlich senken. 
Da ein Vergleich der letzen Optimierungszyklen zeigte, dass größere Formabwei-
chungen an der Innenkontur des Ritzels sich kaum auf das Bauteilverhalten auswir-
ken, wurde die optimierte Form nur grob durch wenige Kreisbögen und Geraden an-
genähert. Anschließend wurde eine Dimensionierung der Regelgeometrien zur mög-
lichst optimalen Abstraktion der Innenkontur vorgenommen. Dabei wurde der Para-
meterbereich der manuell bestimmten Geometrieelemente möglichst eng um die op-
timale Freiformgeometrie gelegt (Bild 7.14). Im Gegensatz zur Gestaltoptimierung mit 
NURBS wurden die geometrischen Restriktionen bei den Regelgeometrien nur über 
die Bemaßung und Anordnung der einzelnen Geometrieelemente beachtet. Geome-
trische Restriktionen, die mit diesen Maßnahmen nicht erfasst werden konnten, wur-
den durch eine enge Begrenzung vereinzelter Parameterbereiche eingehalten. Auf-
grund der kleineren Parameterbereiche und einer deutlich verringerten Anzahl von 
Optimierungsparametern stagnierte die Optimierung schon nach wenigen Populati-
110 7 Anwendung des Optimierungssystems 
onszyklen. Durch die stärkere Annäherung zu den Bereichsgrenzen im vorderen Be-
reich der Innenkontur wurde sogar eine geringfügige Reduktion der Maximalspan-
nung um knapp ein Prozent gegenüber der mit NURBS beschriebenen Innenkontur 
erreicht. 
r1
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x2
α1
r2
 
Bild 7.14: Optimierte Innenkontur des Ritzels mit Regelgeometrien 
 Optimized inner contour of the pinion with geometrical primitives 
7.3 Erhöhung der ersten Eigenfrequenz einer Bohrstange 
Increasing the first eigenfrequency of a boring bar 
Die Leistungsfähigkeit einer Bohrstange (Bild 7.15) wird hauptsächlich durch die dy-
namische Steifigkeit begrenzt. Eine lang auskragende Bohrstange wird im Betrieb 
durch den dynamischen Anteil der Schnittkräfte zu Schwingungen angeregt, die sich 
in Form von Oberflächenrauhigkeiten im Werkstück abbilden und zu instabilen Bear-
beitungsprozessen führen können [WECK06b]. Da Durchmesser und Länge der 
Bohrstange durch die Bearbeitungsaufgabe vorgegeben sind und nur in geringem 
Maße variiert werden können, bietet sich hier nur die Möglichkeit zur Formoptimie-
rung der Innenkontur, die mit verschiedenen Startpopulationen initialisiert wurde. 
Schneidenhalter
Schneide
Stahlschaft
Werkzeugaufnahme  
Bild 7.15: Bohrstange ohne Innenkontur mit auswechselbarem Schneidenhalter 
 Solid boring bar with exchangeable tool holder 
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7.3.1 Gestaltoptimierung der Innenkontur einer Bohrstange 
Shape optimization of the inner contour of a boring bar 
In vielen Anwendungen ließ sich das dynamische Verhalten einer Maschinenstruktur 
effektiv durch eine Erhöhung der ersten ungedämpften Eigenfrequenz verbessern 
[ALLA01], [PEDE05], [YOON10]. Daher wird für die Bohrstange als Optimierungsziel 
die Maximierung der ersten Eigenfrequenz durch eine Formvariation der Innenkontur 
definiert. Die Innenkontur der Bohrstange wird durch einen NURBS mit vier Interpola-
tionspunkten beschrieben (Bild 7.16). 
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Bild 7.16: Parametrisierung der Innenkontur 
 Parameterization of the inner contour 
Um eine einfache Herstellbarkeit der Innenkontur durch eine Drehbearbeitung zu 
gewährleisten und Selbstdurchdringungen zu vermeiden, wird die Steigung der  
Splines auf ein Intervall von 0° bis 90° begrenzt. Mit zunehmender Tiefe der Innen-
kontur werden längere Drehmeißel benötigt, die nach DIN 4973 [DIN80] größere 
Bohrungsdurchmesser zum Einführen ins Werkstück erfordern (Bild 7.17). Daher 
wird ein Mindestdurchmesser bmin für die Innenkontur in Abhängigkeit der x-
Koordinate des Startpunktes Q0 vorgegeben. 
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Bild 7.17: Mindestdurchmesser für die Innendrehmeißel nach DIN 4973 
 Minimum diameter of the turning tool according to DIN 4973 
Die hieraus resultierende Stufenfunktion zeichnet sich durch Unstetigkeiten aus, die 
eine Optimierung erschweren. Aus diesem Grund wird nur die Untergrenze für die  
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y-Koordinate des Startpunktes in Abhängigkeit der Stufenfunktion gesetzt und die 
Dimensionsgrenzen für die Koordinatenrichtungen des gesamten Splines konstant 
durch die maximale Fertigungstiefe und dem kleinsten, herstellbaren Durchmesser 
der Innendrehmeißel festgelegt. Dennoch wird der Mindestdurchmesser aus der Stu-
fenfunktion für die gesamte Innenkontur eingehalten, weil durch die Steigungsrestrik-
tion bei 0° der Durchmesser der Innenkontur über die x-Achse monoton ansteigen 
muss. Um die Montage des Schneidenhalters zu gewährleisten, wird als obere  
Dimensionsgrenze für die y-Richtung eine minimale Wandstärke zum Außendurch-
messer der Bohrstange vorgegeben. 
Bild 7.18 zeigt das Ergebnis der Gestaltoptimierung mit der erarbeiteten ES. Bei ei-
ner mittleren Kopfmasse, die die Masse des Schneidenhalters mit dem Schneidteil 
repräsentiert, konnte die erste Eigenfrequenz gegenüber einer Vollwelle um 14 % 
erhöht werden. Dies führte gleichzeitig zu einer Reduktion der Gesamtmasse um fast 
22 %, ohne die um 10 % gesenkte Steifigkeit stark zu beeinflussen. 
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Bild 7.18: Bohrstange mit optimierter Innenkontur 
 Boring bar with optimized inner contour 
7.3.2 Untersuchungen zur Initialisierung der Optimierung 
Studies on the initialization of the optimization 
Der erste Schritt bei der Optimierung mit der erarbeiteten Evolutionsstrategie ist die 
Erzeugung einer Startpopulation. Da kein Vorwissen über die Lage des globalen Op-
timums vorhanden ist, sollten die Individuen der Ausgangspopulation auch bei gerin-
gen Berechnungszeiten möglichst gleichmäßig über den Lösungsraum verteilt wer-
den (vgl. Kapitel 5.1.1). Bestimmte Lagen im Parameterbereich der Interpolations-
punkte führen jedoch mit erhöhter Wahrscheinlichkeiten zu geometrisch unzulässi-
gen Lösungen, die von der Evolutionsstrategie ausgeschlossen werden. Daher wer-
den trotz einer Gleichverteilung der Interpolationspunkte, Lagen im Parameterbe-
reich besonders bevorzugt, die mit hoher Wahrscheinlichkeit zu geometrisch kon-
formen Lösungen führen. Aus diesem Grund wurde unter verschiedenen Einstellun-
gen eine Ausgangspopulation der zu optimierenden Bohrstange mit jeweils tausend 
Individuen erzeugt und bezüglich Gleichverteilung und Berechnungsdauer unter-
sucht. 
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In Bild 7.19 wird deutlich, wie stark die Rechenzeit für einen geometrisch konformen 
Spline durch die Verwendung der Vorzeichenregel von Descartes (vgl. Kapitel 4.4.1) 
und die Erzeugung geometrisch zulässiger Interpolationspunkte reduziert werden 
kann (vgl. Kapitel 5.1.1). Die Gesamtberechnungszeit für ein Individuum wird dabei 
fast ausschließlich auf die Dauer der FE-Berechnung verringert. 
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Bild 7.19: Durchschnittliche Rechenzeit für einen geometrisch konformen Spline 
 Average calculating time for a geometrical feasible spline 
Des Weiteren zeigt die Standardabweichung des Startpunkts Q0 von einer Gleichver-
teilung in x-Richtung, dass die Erzeugung geometrisch zulässiger Interpolationspunk-
te zu einer wesentlich gleichmäßigeren Verteilung der Parameter im Lösungsraum 
führt (Bild 7.20). Beim Newton-Verfahren besteht die geringe Wahrscheinlichkeit, 
dass eine Nullstelle nicht entdeckt wird. Daher ist der leichte Anstieg der Standard-
abweichung bei der Vorzeichenregel von Descartes als positiv zu bewerten. 
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Bild 7.20: Standardabweichung von einer Gleichverteilung für Q0 in x-Richtung 
 Standard deviation from a uniform distribution of Q0 in x-direction 
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Am stärksten ist der Verteilungsunterschied an der x-Position des dritten Interpolati-
onspunktes Q2 zu beobachten. Hierbei wurde der Parameterbereich für die x-Position 
in zehn gleiche Abschnitte unterteilt und die Anzahl der Interpolationspunkte in jeden 
Abschnitt aufsummiert. Die Häufigkeitsverteilung zeigt, dass durch eine freie Streu-
ung der Interpolationspunkte in den Dimensionsgrenzen ein Teil des Parameterbe-
reichs gänzlich ausgeschlossen wird (Bild 7.21). 
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Bild 7.21: Häufigkeitsverteilung der x-Position von Q2 (mit Vorzeichenregel von Descartes) 
 Frequency distribution of the x-position of Q2 (with Descartes’ rule of signs) 
7.4 Optimierung des Querbalkens einer Portalfräsmaschine 
Optimization of the cross beam of a portal milling machine 
Als weiteres Beispiel aus dem Werkzeugmaschinenbau wurde eine kombinierte Di-
mensionierung, Gestalt- und Topologieoptimierung eines Querbalkens vorgenom-
men. Der Querbalken liegt als wichtige Strukturkomponente einer Portalfräsmaschi-
ne weit über dem Fundament und stützt mit seiner Steifigkeit den Kreuzschlitten und 
den Z-Schieber (Bild 7.22). Daher werden die Verformungen, die aus dem Eigenge-
wicht der Werkzeugmaschine und den Prozesskräften resultieren, durch die Steifig-
keit des Querbalkens stark beeinflusst. Um hohe Fertigungsgenauigkeiten auch bei 
großen Zerspanungsleistungen zu ermöglichen, muss neben dem statischen Ma-
schinenverhalten aber auch das Dynamische berücksichtigt werden. Aus der Formel 
eines Einmassenschwingers wird ersichtlich, dass sich durch eine Minimierung der 
Masse mQ bei gleicher Steifigkeit kQ die Eigenfrequenz fQ erhöhen lässt  
Q
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f
pi2
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= . Gl. 7.5 
Dies führt in der Regel zu einem verbesserten dynamischen Verhalten der Maschine 
(vgl. Kapitel 7.3). Zudem werden die Kosten für das Material und die Antriebsele-
mente der x-Achse durch die Massenminimierung reduziert. Deshalb wird die Masse 
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des Querbalkens unter konstanter Steifigkeit am Werkzeugmittelpunkt minimiert. 
Ausgenommen hiervon ist die Nachgiebigkeit in y-Richtung, da die Verformungen in 
dieser Richtung im Wesentlichen durch die Antriebselemente der y-Achse verursacht 
werden, die nicht Teil dieser Optimierungsaufgabe sind. 
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Bild 7.22: Beispiel für einen Querbalken in einer Portalfräsmaschine 
 Example for a cross beam of a portal milling machine 
7.4.1 Definition des Optimierungsmodells  
Definition of the optimization model 
Als Referenzmodell für die Struktureigenschaften des Querbalkens wurde eine Kon-
struktion gewählt, die aufgrund der dünnwandigen und symmetrischen Bauteilgeo-
metrie mit Schalenelementen bis zur Symmetrieebene modelliert wurde (Bild 7.23). 
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Bild 7.23: Referenzmodell des Querbalkens 
 Reference model of the cross beam 
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Die Kräfte zur Beurteilung der Steifigkeit des Querbalkens wurden wie die Prozess-
kräfte einer Bearbeitung am Werkzeugmittelpunkt aufgeprägt und über eine starre 
Verbindung zu den hydrostatischen Führungen an der nachgiebigsten y-Position des 
Kreuzschlittens übertragen. Zusätzlich wurde der Befestigungsflansch fixiert. Hier-
durch konnte die Berechnung allein auf den Querbalken beschränkt werden. Neben 
den in Bild 7.24 dargestellten Wandstärkengruppen konnte auch die Rippenzahl der 
vier Rippengruppen bis hin zur Unterdrückung variiert werden. Die Rippen wurden 
entsprechend ihrer Anzahl in einem gleichmäßigen Abstand über die Außenabmaße 
des Querbalkens verteilt. Falls eine Rippenzahl den Wert null annahm, wurde die 
zugehörige Rippengruppe unterdrückt. Zur Unterstützung der Führungsschienen 
blieben die zwei äußeren xy-Frontrippen von der Optimierung ausgeschlossen. 
Z
Y
X
xy-Hinterrippen
xz-Rippen
yz-Rippen
Führungschiene Durchbruch
Variation 1 Variation 2
xy-Frontrippen
(t1)
t8
t9
t7
t6
t5
t10
(t2)
(t3)
(t4)  
Bild 7.24: Variation der Gestalt, Topologie und Dimensionierung des Querbalkens 
 Variation of shape, topology and size of the cross beam 
Um eine gegenseitige Durchdringung der drei gruppierten Längsrippen zu vermei-
den, wurden die Obergrenzen für die Rippenhöhen in Abhängigkeit der Rippenzah-
len und der geforderten Mindestelementgröße me gesetzt (Bild 7.25). 
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Bild 7.25: Anordnung der Längsrippen im Querbalken 
 Arrangement of the longitudinal ribs in the cross beam 
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Hierzu wurde die maximal zulässige Höhe der Rippen an die auf der Länge gleich-
mäßig verteilte Zahl quer gegenüberliegender Rippen angepasst und um den Betrag 
der Mindestelementgröße me korrigiert. Falls mehrere Rippen gegenüberlagen, wur-
de das kleinste Abmaß für die maximal zulässige Höhe gewählt. 
Die innere Form der in Bild 7.27 dargestellten Längsrippen wurde linear durch zwei 
Abmaße parametrisiert. Hingegen wurde der Durchbruch in den Querrippen durch 
einen in Polarkoordinaten definierten NURBS mit drei Interpolationspunkten para-
metrisiert, der auf den Querschnitt der xz-Rippen geometrisch begrenzt wurde. Dabei 
wurden die geometrischen Restriktionen in Abhängigkeit zum variablen Mittelpunkt 
des Koordinatensystems definiert. Durch einen Mindestabstand zwischen den Bau-
teilrändern blieb die Vernetzungsqualität über die Mindestelementgröße gewahrt. 
Zudem wurde als Dimensionsgrenze ein minimaler Radius für die Mediendurchfüh-
rung festgelegt. Der Hauptvorteil für die Beschreibung des Durchbruchs in Polarko-
ordinaten lag in der Möglichkeit, strukturell ungünstige Hinterschneidungen in Radial-
richtung durch eine Steigungsrestriktion bei 90° vermeiden zu können. Die tangential- 
und positionsstetig geschlossenen NURBS wiesen somit in jeder Winkelposition ge-
nau einen zugehörigen Radius auf, wodurch sich die NURBS nicht selbst schneiden 
konnten. Darüber hinaus wurde ein Minimum für den Krümmungsradius definiert, um 
hohe Spannungsspitzen auszuschließen und glatte, fertigungsgerechte Gestaltvaria-
tionen zu erhalten. 
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Bild 7.26: Parametrisierung der inneren Rippenformen 
 Parameterization of the inner rib contours 
7.4.2 Vergleichende Optimierung mit den erarbeiteten Evolutionsstrategien 
Comparative optimization with the developed evolutionary strategies 
Die Optimierung des Querbalkens eignet sich im besonderen Maße zur vergleichen-
den Bewertung der erarbeiteten Evolutionsstrategien, da neben den zwei restringier-
ten Nachgiebigkeiten auch eine Vielzahl von Parameterabhängigkeiten und geome-
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trischen Restriktionen für die komplexen NURBS berücksichtigt werden müssen. Zu-
dem erschweren die diskreten Zahlparameter für die Rippen die Suche nach dem 
globalen Optimum in einem hochdimensionalen Optimierungsgebiet mit insgesamt 
30 Optimierungsparametern: 
• 10 Wandstärken, 
• 10 Parameter für den Durchbruch, 
• 10 Parameter für die Verrippung. 
Über die ersten Optimierungsrechnungen wurde die verbesserte Leistungsfähigkeit 
der erarbeiteten ESopt gegenüber dem ersten Vorschlag für die ES0 aus Kapitel 5.1.6 
belegt (Bild 7.27). 
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Bild 7.27: Optimierungsverläufe bei verschiedenen Einstellungen der ES 
 Optimization courses for different settings of the ES 
Durch die Nischentechnik wurde erwartungsgemäß die Suchwirkung der ESopt,NT 
verstärkt, was zu einer leicht erhöhten Massenreduktion führte. Dabei konnten annä-
hernd 18 % der Gesamtmasse eingespart werden. Eine einfache Wandstärkenopti-
mierung durch ein Gradientenverfahren führte dagegen lediglich zu einer Massenre-
duktion von 8 %. 
Für die MAES wurde nur ein Metamodell pro lokale Optimierung (im = 1) gewählt, das 
jeweils dreimal mehr Individuen als Optimierungsparameter (m/n = 3) mit einem Re-
gularisierungsterm λg von 0,01 approximiert (vgl. Kapitel 5.3.4). Die gemittelten Er-
gebnisse aus drei Optimierungsverläufen der MAES in Bild 7.27 zeigen, dass für das 
Erreichen der besten Lösung aller ES mehr als 94 % der FE-Berechnungen (Indivi-
duen) eingespart werden konnten. Obwohl für die MAES keine Nischentechniken 
verwendet wurden, wurde in drei Rechengängen jeweils das gleiche Optimum auf-
gespürt, was auf eine gute Suchwirkung der MAES zurückzuführen ist (Bild 7.28). 
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Bild 7.28: Beste Lösungen von drei Optimierungsrechnungen der MAES 
 Best solutions of three optimization runs with the MAES 
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8 Zusammenfassung und Ausblick 
Für die geometriebasierte Strukturoptimierung von Maschinenbauteilen wurde in die-
ser Dissertation ein Verfahren erarbeitet, das die Variation von Freiformgeometrien 
innerhalb geometrischer Restriktionen ermöglicht. 
Im Kapitel zum Stand der Technik wurde zunächst die Strukturoptimierung als wich-
tiges Hilfsmittel für die Konstruktion von Maschinenbauteilen den einzelnen Stadien 
des Entwicklungszyklus zugeordnet. Grundlage der parametergestützten Strukturop-
timierung sind Lösungsstrategien, die die Maschinenstruktur anhand der zugehöri-
gen Struktureigenschaften schrittweise verbessern. Dabei unterscheiden sich die 
Lösungsstrategien in ihrer Flexibilität, Konvergenzgeschwindigkeit und Zuverlässig-
keit einen Parametersatz aufzufinden, der die geometrische Ausprägung des globa-
len Optimums beschreibt. Erst die Vereinigung der einzelnen Optimierungsverfahren 
ermöglicht hierzu die parametergestützte Variation von Dimensionierung, Gestalt und 
Topologie eines Simulationsmodells zur Berechnung der strukturmechanischen  
Eigenschaften mit Hilfe der finiten Elemente Methode (FEM). Die vorgestellten Vor-
gehensweisen zur Berücksichtigung einiger geometrischer Kriterien können bereits 
die netzbasierten Optimierungsverfahren unterstützen. Netzbasierte Verfahren füh-
ren allerdings bei größeren Gestaltvariationen zu fehlerhaften Berechnungsmodellen 
und erfordern eine aufwändige Rücktransformation der Optimierungsergebnisse in 
ein CAD-Modell. Ein geometriebasierter Ansatz für die Strukturoptimierung mit Frei-
formgeometrien unter geometrischen Restriktionen wurde jedoch noch nicht erarbei-
tet. Damit fehlt bislang ein Optimierungsansatz, der ein geometrisch konformes Op-
timierungsergebnis als direkt verwertbares CAD-Modell dem Konstruktionsprozess 
zurückgeben kann. 
Basis der geometriebasierten Gestaltoptimierung sind die Funktionen zur Beschrei-
bung der Bauteilkonturen. Non-Uniform Rational B-Splines (NURBS) können neben 
anderen Freiformgeometrien wie B-Splines, Bézier-Kurven und rationalen Bézier-
Kurven auch Kegelschnitte exakt abbilden. Als geeignete Funktionen wurden hiervon 
nicht-periodische, kubische NURBS in Standardform gewählt, die in vielen techni-
schen Anwendungen als industrieller Standard eingesetzt werden. Zusätzlich wurde 
für Optimierungsaufgaben mit vielen radialen Begrenzungen oder mit geschlossenen 
Kurven eine Definition der NURBS in Polarkoordinaten ermöglicht. Die geometrische 
Ausprägung der NURBS wird durch Stützpunkte modifiziert, die in der Regel nicht 
auf den Kurven selbst liegen. Da der Variationsbereich der Stützpunkte aus diesem 
Grund nicht wie bei Interpolationspunkten direkt durch geometrische Restriktionen 
beschränkt werden kann, ohne geometrisch zulässige Optimierungsgebiete für die 
resultierenden NURBS auszuschließen, wurde ein Interpolationsverfahren implemen-
tiert. Zudem wurden die rekursiven NURBS-Funktionen in einfache Polynome trans-
formiert, um Durchdringungen zu begrenzenden Regelgeometrien (Geraden, Kreise, 
Ellipsen) zuverlässig über spezielle Algorithmen zu erkennen. Hierzu wurden die  
Algorithmen den Anforderungen einer jeden geometrischen Restriktion angepasst 
und eine kompatible, mathematische Beschreibung der geometrischen Restriktionen 
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erarbeitet. Durch eine derartige Berücksichtigung von geometrischen Restriktionen 
können geometriebedingte Instabilitäten im CAD-System und Bauraumverletzungen 
ausgeschlossen werden. Außerdem ermöglichen die erarbeiteten Algorithmen in 
Evolutionsstrategien (ES) eine schnelle und sichere Generierung von NURBS, die 
vorgegebene Masserestriktionen und geometrisch beschreibbare Fertigungskriterien 
erfüllen. Für Gradientenverfahren wurde ein Linearisierungsverfahren erarbeitet, das 
eine Berücksichtigung der geometrischen Restriktionen auf einer endlichen Zahl von 
Kurvenpunkten der NURBS gestattet.  
Im Gegensatz zu Gradientenverfahren erlauben ES selbst bei komplexen Optimie-
rungsaufgaben mit vielen lokalen Optima die Suche nach dem globalen Extremum. 
Dennoch kann die Lösungsstrategie konkurrenzfähig zu der Konvergenzgeschwin-
digkeit von Gradientenverfahren sein, da keine aufwändige Sensitivitätsanalyse 
durchgeführt werden muss. Dies erforderte neben einer selbstadaptiven Anpassung 
der Strategieparameter an die Gegebenheiten des aktuellen Optimierungszyklus 
verschiedene Modifikationen und Erweiterungen an der ES, die über eine systemati-
sche Untersuchung zu einer erheblichen Verbesserungen der Konvergenzgeschwin-
digkeit und Suchwirkung führten. Zusätzlich wurden günstige Einstellparameter für 
sogenannte Metamodelle ermittelt, die durch die lokale Approximation bereits be-
rechneter Lösungen eine Vorhersage der Struktureigenschaften erlauben. Hiermit 
wurde eine systemspezifische Metamodell-assistierte Evolutionsstrategie (MAES) 
aufgebaut, bei der die Metamodelle zur lokalen Optimierung der von der ES vorge-
schlagenen Lösungen genutzt werden. Als Gradientenverfahren für die lokale Opti-
mierung wurde die sequentiell quadratische Programmierung (SQP) gewählt, die 
spezielle Anpassungen an der Strategie der aktiven Mengen erforderte, um eine 
Vielzahl von geometrischen Restriktionen effektiv berücksichtigen zu können. Dabei 
führten erst  neuartige Heuristiken zur Steuerung der MAES zu einer beträchtlichen 
Beschleunigung des Optimierungsfortschritts.  
Über die programmtechnische Implementierung des erarbeiteten Optimierungssys-
tems wurde eine vollständig automatisierte Strukturoptimierung von Maschinenbau-
teilen realisiert. Die Integration der Parameteroptimierung erlaubt parallel zur  
Gestaltoptimierung mit Freiformgeometrien eine Optimierung von Parametern, wie 
z.B. Wandstärken, die das Strukturverhalten maßgeblich beeinflussen. Dabei führte 
die Einbindung diskreter Parameter, wie beispielsweise die Anzahl von Rippen, so-
gar zu einem beschränkten Eingriff in die Topologie des Bauteils. Die Vereinigung 
der Optimierungsverfahren erforderte jedoch die Formulierung von Parameterab-
hängigkeiten zur Beschreibung geometrischer Zusammenhänge, die problematische 
Durchdringungen im CAD-Modell vermeiden und physikalisches Wissen einbeziehen 
können. Da zusätzlich dem CAE-System nur NURBS übergeben werden, die den 
geometrischen Restriktionen entsprechen, werden ausschließlich geometrisch kon-
forme Gestaltvarianten durch zeitaufwändige FEM-Analysen bewertet. Dabei werden 
die Geometrieelemente im parametrischen CAD-Modell über automatisch erzeugte 
Makros robust modifiziert und durch eine geometriebasierte FE-Modellierung auto-
matisch in ein FE-Modell mit hoher Vernetzungsgüte überführt. 
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Die Funktionalität und Leistungsfähigkeit des erarbeiteten Optimierungssystems 
wurde anhand praxisrelevanter Beispielbauteile aus der Antriebstechnik und dem 
Werkzeugmaschinenbau belegt. Bei den Optimierungsaufgaben konnten die span-
nungskritischen, verformungskritischen und dynamisch kritischen Bauteileigenschaf-
ten beträchtlich gesteigert werden, ohne eine der definierten geometrischen Restrik-
tionen zu verletzen. Der Einfluss der verschiedenen Spline-Parametriken wurde 
exemplarisch an den Innenlaschen einer Rollenkette in einer Konvergenzanalyse 
über die Anzahl der Interpolationspunkte untersucht, wobei Regeln für die Wahl ge-
eigneter Parametrisierungen abgeleitet werden konnten. In nachfolgenden Optimie-
rungsrechnungen zu den Innenlaschen konnte eine erhebliche Beschleunigung der 
erarbeiteten ES durch die Metamodell-Assistenz bestätigt werden. Zudem wirkten 
sich die approximierenden Metamodelle gegenüber der exakten Berechnung einer 
vorgegebenen Masserestriktion kaum auf den Optimierungsverlauf einer MAES aus, 
was auf eine hohe Approximationsgüte der automatisch erstellten Metamodelle hin-
weist. Als weiteres Beispiel aus der Antriebstechnik wurde ein Ritzel verbessert, des-
sen maximale Zahnfußspannung bei rund 30 % weniger Materialeinsatz um über 5 
% gesenkt werden konnte. Zusätzlich wurden zwei Beispielbauteile aus dem Werk-
zeugmaschinenbau demonstrativ optimiert. Bei der Erhöhung der ersten Eigenfre-
quenz einer Bohrstange um mehr als 14 % wurde gezeigt, dass der Rechenaufwand 
für das Erzeugen geometrisch zulässiger Lösungen durch die im Kapitel 4.4 und 
5.1.1 erarbeiteten Methodiken stark reduziert wird. Abschließend wurde der Querbal-
ken einer Portalfräsmaschine in seiner Dimensionierung, Gestalt und Topologie op-
timiert. Gegenüber einer gewöhnlichen Wandstärkenoptimierung, die lediglich zu 
einer geringfügigen Massereduktion von 8 % führte, konnte das erarbeitete Optimie-
rungssystem bis zu 18,5 % der Masse bei gleicher Steifigkeit einsparen. Neben der 
Metamodell-Assistenz führten auch die Anpassungen an der ES zu einer deutlichen 
Verbesserung des Optimierungsfortschritts, ohne die Suchwirkung einzuschränken. 
Durch die MAES wurden dabei 94 % weniger FEM-Berechnungen für ein vergleich-
bares Ergebnis der erarbeiteten ES benötigt. 
Die geometriebasierte Strukturoptimierung von Maschinenbauteilen unter der Be-
rücksichtigung geometrischer Restriktionen könnte durch die Einbindung von Gieß- 
und Umformsimulationen noch fertigungsgerechtere Ergebnisse bestimmen und 
prinzipiell auch auf andere Simulationsverfahren übertragen werden. Für zukünftige 
Untersuchungen sollte zudem eine freie Optimierung der gesamten CAD-Struktur 
integriert werden, um ganze Konstruktionen automatisch aufbauen und optimieren 
zu können. Ideal hierfür wäre ein Optimierungssystem, das auch auf die Interpolati-
onspunktzahl der Splines zugreifen und somit das vollständige Optimierungspotenzi-
al ausschöpfen kann. Hierbei sollte die SQP durch eine dem Optimierungsfortschritt 
angepasste Erhöhung der Diskretisierungspunkte unterstützt werden, an denen die 
geometrischen Restriktionen der Splines linearisiert und überwacht werden. 
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Summary and Outlook 
In this thesis a geometry-based optimization method for machine components is built 
up which is capable of satisfying geometrical constraints in the context of spline rep-
resentation. 
In the chapter outlining the state of the art, structural optimization of machine com-
ponents is classified as an important tool in the different stages of the engineering 
design process. The solution of a parametric optimization task is based on strategies 
which improve the machine structure by their corresponding mechanical properties 
iteratively. These strategies differ in their flexibility, convergence speed and reliability 
in determining a parameter set which describes the geometric structure of the global 
optimum. Only the combination of three different optimization types enables a pa-
rameter-based variation of a simulation model in dimension, shape and topology for 
solving the mechanical properties by the finite element method (FEM). FE-based 
optimization methods are already supported by the consideration of some selected 
geometric criteria. In contrast to FE-based approaches a new mesh is generated for 
each structural variation of a geometry-based optimization. This guarantees a high 
mesh quality, even if there are big changes in the CAD-model. Moreover, the results 
of a geometry-based optimization are directly applicable in the engineering design 
process by a parameterized CAD-model. A consideration of geometric constraints in 
the spline representation of geometry-based optimization methods has not yet been 
investigated. Thus, an optimization approach is still missing which is able to return a 
directly applicable CAD-model of a geometric feasible optimum back to the engineer-
ing design process. 
The basis of a geometry-based shape optimization is the mathematical description of 
the component boundaries. Non-Uniform Rational B-Splines (NURBS) are capable of 
representing conic sections and other free-form entities, such as B-splines, Bézier 
curves and rational Bézier curves exactly. As a suitable, mathematical representation 
non-periodic, cubic NURBS in their standard form have been chosen. These are in-
dustrial standard in many technical applications. For optimization tasks with many 
radial limitations or with closed curves, a definition of NURBS in polar coordinates is 
provided. In general the shape of NURBS is modified by control points which are not 
located on the curve. For this reason, the parameter range of control points cannot 
be limited directly by geometric constraints as in the case of interpolation points 
without excluding geometrically feasible solutions. Hence, an interpolation method 
was implemented. In addition, the recursive representation of the NURBS is convert-
ed to piecewise polynomials in order to reliably detect intersections to the surround-
ing geometric primitives (straight lines, arcs, ellipses) by specific algorithms. For this, 
the algorithms were adapted to the individual requirements of each geometric con-
straint and a compatible mathematical representation of the geometric constraints 
was investigated. By the consideration of geometric constraints, as mentioned 
above, geometric instabilities of the CAD-system and intersections of the available 
installation space are excluded. Furthermore, in evolution strategies (ES) the estab-
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lished algorithms offer a rapid and robust generation of NURBS which fulfill the de-
fined mass and geometrically describable manufacturing constraints. For gradient 
based approaches a linearization method was investigated which permits a consid-
eration of geometric constraints on a finite number of points located on the NURBS 
curve. 
In contrast to gradient based methods, an ES facilitates a search for the global 
extremum, even for complex optimization tasks with several local optima. Moreover, 
an extensive sensitivity analysis is not required, so that the convergence speed of an 
ES can be competitive to that of a gradient based approach. High performance of the 
ES requires not only a self-adaptive adjustment of the strategy parameters to the 
conditions of the current optimization cycle but also different modifications and ex-
tensions of the ES which led via a systematic investigation to a large improvement of 
the convergence speed and search ability. Moreover, improved setting parameters 
for so-called response surfaces or metamodels were determined which, through a 
local approximation of already calculated solutions, offer a prediction of the structural 
properties. Hereby, a system specific metamodel-assisted evolution strategy (MAES) 
was built up using the metamodels for a local optimization of solutions recommended 
by the ES. A sequential quadratic programming (SQP) as gradient based approach 
for the local optimization was chosen with a specific adaption of the active set meth-
od for an efficient consideration of a huge number of geometric constraints. Only in 
conjunction with the research of new heuristics for the control of the MAES was a 
serious acceleration of the convergence speed achieved. 
By the implementation of the established optimization system a completely automat-
ed structural optimization program for machine components was realized. The inte-
gration of parameter optimization, parallel to shape optimization with free-form enti-
ties, permits an optimization of dimensions, such as wall thicknesses, which have a 
significant influence on structural behavior. Thereby, an integration of discrete pa-
rameters, such as the number of ribs, enabled a limited change of the topology of a 
machine component. The combination of the different optimizations methods neces-
sitated the formulation of parameter dependencies for the mathematical representa-
tion of geometric relations to avoid problematical intersections in the CAD-model and 
to include physical interrelationships. Since only geometric permissible NURBS are 
transferred to the CAE-system, only geometric feasible structural variants are evalu-
ated by the time-consuming FE-analysis. Here, geometric elements of the parametric 
CAD-model are robustly modified by automatically generated macro files and are 
converted automatically by a geometry-based FE-modeling process to an accurate 
FE-model with high mesh quality. 
The functionality and performance of the novel optimization system were demon-
strated by means of practical examples taken from power train and machine tool en-
gineering. Thereby, the critical mechanical properties of the components, such as 
strains, deformations and eigenfrequencies were improved significantly without vio-
lating of the defined geometric constraints. The impact of different spline representa-
tions was investigated in the example of the inner plates of a roller chain by a con-
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vergence analysis of the number of interpolation points. Thereby, heuristics for the 
choice of an appropriate spline parameterization were established. In further optimi-
zation calculations of the chain plate, a significant acceleration of the developed ES 
due to the metamodel assistance was confirmed. In two optimization runs a mass 
constraint for the chain plate was considered using analytical methods and approxi-
mately using metamodels. The similar performance of the different optimization runs 
demonstrates the high accuracy of the automatically generated metamodels. As a 
second example taken from power train engineering the stress in the tooth root of a 
pinion was reduced by more than 5 % with approximately 30 % lower material usage. 
Furthermore, two typical components derived from machine tool engineering were 
optimized. The increase of the first eigenfrequency of a boring bar by more than 14 
% demonstrates that the computational effort for the generation of geometrically fea-
sible solutions is reduced significantly by the established methods presented in chap-
ter 4.4 und 5.1.1. Finally, a cross beam of a portal milling machine was optimized by 
varying its dimensions, shapes and topology. In contrast to a standard wall thickness 
optimization, which only leads to a mass reduction of 8 %, the established optimiza-
tion system was able to reduce up to 18.5 % of the initial mass while retaining the 
structural stiffness. Both the metamodel assistance and the adaption of the ES led to 
a clear improvement of the convergence speed without affecting the exploration of 
the solution space. Through the MAES, the number of FE-calculations was reduced 
to less than 94 % for a comparable solution of the developed ES. 
The geometry based structural optimization of machine components under consider-
ation of geometric constraints could lead to a better design for manufacturing by the 
including of forming and casting simulations and is in principle compatible for other 
kinds of simulation. Further investigations should be focused on the integration of a 
free optimization of the complete CAD-structure in order to be able to built up and 
optimize entire components automatically. An optimization system that is able to 
change the number of interpolation points in order to fulfill the complete potential of 
optimization would be ideal for this. This should be supported during optimization by 
an adequate increase of the discretization points at which the geometric constraints 
of the splines are linearized and controlled. 
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