We show that for any rotationally symmetric projection with a single virtual viewpoint, it is possible to design a two mirror rotationally symmetric system which realizes the projection exactly. These mirror pairs are derived from two coupled differential equations. We give examples where the projections from the sphere at infinity are stereographic, perspective and equiresolution.
Introduction
The term catoptric describes imaging systems which employ only mirrors. Catadioptrics employ a combination of mirrors and lenses. Traditionally, these terms has been associated with narrow field imaging, such as telescopes or lens designs like the Schmidt and MaksukovCassegrain. 1 Nevertheless, by using a curved mirror in combination with a conventional camera and lens it is possible to create wide-angle or panoramic images. The use of curved mirrors for panoramic imaging dates back at least to the 1909 patent of L. H. Kleinschmidt, which combined a camera/lens with a conical mirror. 2 Since then, a multitude of panoramic catadioptric imaging devices have been designed.
Increasing the field of view while keeping aberrations under control has always been a challenge for optical designers. The introduction of a curved mirror into an imaging system is an elegant solution to this problems and in computer vision and robotics these devices have become known as "catadioptric sensors". Recent interest in these sensors is largely due to the fact that that it is easy and inexpensive to build a wide-field of view or panoramic device with a rotationally symmetric convex mirror. While the images may be highly distorted, they are amenable to rapid processing in software that transform the image to a desired form. The question then arises -given a distorted image obtained from such a sensor, is it possible to unwarp it in software to obtain a true perspective (or some other) view ? The answer is that perspective views are attainable if and only if the sensor realizes a central projection, i.e., the set of rays that enter the camera are a bundle over a point. This point is called the virtual viewpoint, and the rays that enter the system may or may not actually pass through the virtual viewpoint -hence its name. A classic example of such a system is the hyperbolic mirror viewed with a camera whose center of projection lies at one focus of the mirror. The other focus then serves as a virtual viewpoint. Such a system was used by Rees to create a panoramic viewing and projection system. 4 This device made use of a elliptical screen on which the image was projected. Robotics has been an important application area for catadioptric sensors, and an early application to vision-based robotics using a conical mirror was carried by Yagi et al. 5 An imaging system with a hyperbolic mirror in which images could be digitally unwarped was proposed by Yamazawa et al. 6 The system consisting of a parabolic mirror and a narrow field (orthographic) camera has been studied by Bruckstein and Richardson and by Nayar.
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Lenses containing two or more mirrors are considerably more complicated. There many such systems, which are essentially telescope designs.
10 "Mirror lenses" are available for photographic purposes, such as the above mentioned Maksukov-Cassegrain. In the case of these narrow field photographic lenses though, the use of mirrors inherently creates the problem of obstruction. This results in less light gathering ability, and peculiar, aestically unappealing "bokeh", i.e. strange looking out of focus regions. Some photographic mirror lenses, such as the Makowsky Kadaptron LDM-1 avoid this problem by placing the mirrors off axis. Here we should clarify that the important distinction between these systems and the systems discussed in the paper is that mirror lenses such at the LDM-1 are used for image formation (and have a very narrow field) while the mirrors systems we are considering are modeled as being viewed with a pinhole camera model (although for practical purposes, imaging systems similar to those discussed here are are constructed using a conventional camera and lens pointed at a mirror). An early wide-angle two mirror system appears in the 1947 patent of William Young.
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Young's invention is a two mirror system for panoramic imaging. The camera is placed behind a convex mirror, which faces a second mirror. (Presumably, both mirrors were spherical.) Young points out that an advantage of using two mirrors is that it reduces aberrations. A recent analysis of two mirror systems consisting of conic mirrors was performed by Nayar and Peri. 12 Bruckstein and Richardson, in the same work mentioned above, also consider two mirror systems consisting of parabolas, and argue that this is the most efficient means of achieving the projection obtained from the combination of a hyperbolic mirror/pinhole camera combination.
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The prescribed projection problem for catadioptric sensors is the problem of designing a sensor that realizes a given projection. 13 In the single mirror, rotationally symmetric case, any central projection can be obtained in an approximate sense. That is, a sensor can be created that realizes a given projection approximately for distant objects, and the approximation gets better as the objects become more distant. In the single mirror case though, the only central devices possible must contain a single conic. The main result of this paper is that in the two mirror case, any central projection may be achieved exactly by a two mirror rotationally symmetric system. Below we describe how this can be achieved and give three examples.
Model of the Problem
Suppose we take a 2D coordinate system with [0, 0] as the proposed virtual viewpoint, as in Fig. 1 , and the y-axis as the optical axis, which is also the axis of symmetry of the system. We wish to describe a pair of mirrors that will image a point [x, y] to a prescribed point [f (x/y), 0], i.e., f is the given projection. We will assume only that the rays reflect according to the angle of incidence being equal to the angle of reflection, and that a pinhole camera will form the image. There is no need to introduce any particular systems of units, but in all of our examples we will take the distance h between the virtual viewpoint and the pinhole of the camera to be 1. We will refer to the first mirror that the rays are incident upon as the primary mirror, and the other as the secondary mirror. If we assume that the primary mirror passes through the point [x, y], then the system must image all points on the line containing [0, 0] and [x, y] to the point [f (x/y), 0]. Therefore, the point on the secondary mirror corresponding to [x, y] must lie on the line connecting [f (x/y), 0] and the center of projection (pinhole) of the camera at [0, h]. As we will see, any point on this line is a viable candidate. Suppose that we parametrize the line at t → [t, −th/f (x/y) + h]. Then for each choice of x, y and t, we have a pair of points on the two mirrors [x, y] on the primary and [t, −th/f (x/y) + h] on the secondary.
Each such pair of points determines a pair of normals V and W to the primary and secondary mirrors respectively, at [x, y] and [t, −th/f (x/y)+h]. These may be easily calculated.
For
To be more precise, one needs [x, y] and t. If we consider the primary curve to be parametrized by t → [x(t), y(t)], then the two functions x(t) and y(t) determine the secondary mirror entirely. Taking
then we must have that
A similar calculation holds for W. Since W and V are constucted to be normal to the curves, we have that their dot product with the tangents to [x(t), y(t)] and [t, z(t)] must be zero, i.e. we have the pair of differential equations
The reader should keep in mind that z(t) is determined by x(t) and y(t). In practice this system is quite complicated, and numerical methods are required to produce solutions. (We give an example of one of the equations written out explicitly below.) Since this system is implicitly given, i.e. it is not of the form
it is not easily possible to apply the standard existence theorems of differential equations to conclude that solutions to the system exists, or whether numerical approximations will converge to the solutions. Our position on this is that the goal is to find mirror designs, and that in this paper we will not focus on these more theoretical issues, but rather point to the simulations as evidence that our model is at least correct in these cases.
Three Designs
For all of the examples given below there are numerous choices that had to be made. One must first choose the projection. Even if f is the desired projection, it may be simpler to implement −f . Also, one may choose to multiply f by a scalar. The effect of scaling by a small number is to increase the initial height of the secondary mirror. This is important because generally one wants to minimize the amount that the secondary mirror blocks the primary. Also, initial conditions x 0 , y 0 and t 0 must be chosen. Note that an initial height for the secondary mirror is not chosen, but is −t 0 h/f (x 0 /y 0 ) + h. Finally one has the choice of solving the differential equations backwards or forwards. All of these choices are important from a design standpoint. For example, presumably one would want the camera of real system imbedded inside/behind the primary mirror (as it is in similar existing designs), and so the position of the camera pinhole relative to the primary mirror is important. Another design factor that is historically important is that using multiple mirrors makes for a more compact system. Our first example is a sensor that realizes the stereographic projection, which is given by
In this example we take h = 1, α = .2 and t 0 = 3, x(t 0 ) = .5, y(t 0 ) = .5, and we solved the differential equations backward in time. The reader should recall that the virtual viewpoint is always [0, 0]. In practice there is a bit of an art to choosing these values, since one must avoid problems such as obstruction, or an awkward distance or ratio of sizes between the mirrors.
Despite the compact form of equations 3 and 4, they have considerable symbolic complexity, which is only evident when they are written out in detail. For example, in this case, when written out explicity, equation 4 becomes
dy dt
As with the other two examples below, equations 3 and 4 were solved numerically and the data points exported to a ray tracer. Fig. 2 depicts the cross section of the system. Fig.  3 is a raytracing simulation of the system using a cubical test room with gray and white checkerboard walls, and a ring of spheres centered in the room about the sensor, with the centers of each pair of adjacent spheres differing by 30 degrees.
The theorem of Geyer and Daniilidis states that the projection induced by the coupling of a parabolic mirror and a orthographic projection can be factored into a map to the sphere (normalization) followed by stereographic projection.
14 A consequence of this factorization is the fact that such sensors send lines and circles to lines and circles. This property may be exploited in the calibration from images of lines and in the computation of epipolar geometry of an image pair. 15, 16 In our example, the correctness of our design is verified by the fact that the spheres appear to be circular in the image. As mentioned above, there is a single mirror sensor that realizes this projection using an orthographic camera. There does not however, exist a single mirror central system which is based on a perspective camera model and realizes stereographic projection. (Note that it is not the case that a hyperbolic mirror coupled with a perspective projection results in stereographic projection.)
Next, we consider equiresolution systems. On one hand, central single mirror systems must contain mirrors that have conic cross sections. On the other hand, Hicks and Perline classified the mirrors that give rise to equiresolution projections, i.e. any two equal solid angles are afforded the same number of pixels in the image. 17 Since these systems are rotationally symmetric, there is only one projection with this property
The single mirror systems described in this work are not central, and the above projection valid only for infinitely far points. Nevertheless, by using two mirrors as described above, this corresponding projection can be realized as a central two mirror system. In this case we took h = 1 and α = .16 and t 0 = .1, x(t 0 ) = .1, y(t 0 ) = 1 and solved the equations forward in time. See Fig. 4 and 5 for the resulting pair and simulation. In this case the correctness of our design is verified by the fact that the spheres all appear to have the same area in the image.
Finally we consider a rectifying pair of mirrors, i.e. a pair that gives a wide angle perspective view. In this case we took h = 1 and α = −.2 and t 0 = .01, x(t 0 ) = .01, y(t 0 ) = 1 and solved the equations forward in time. Fig. 6 and Fig. 7 depicts the result. Here the crucial parameter is the field of view, which is simply controlled by the scale factor in the projection
The correctness of our design is verified by the fact that the checkerboard appears undistorted.
Summary and Conclusions
In computer vision, the aberration of distortion is a topic of great interest. On one hand, the goal may be to remove it via software transformations, and on the other hand it may be exploited for applications such as camera calibration. In this paper we have given differential equations that allow one to design central systems to realize any central projection. This is done directly by solving the equations, rather than using a traditional optimization commonly found in optical design. Using this method we have demonstrated three unusual imaging devices. On the other hand we have only addressed the aberration of distortion, and essentially assumed that a real camera with an appropriate dioptric component can be found to create images that are in focus, which has been the traditional approach in the design of catadioptric sensors in computer vision. Clearly it would be ideal to have an approach in which the minimization of aberrations were incorporated into the differential equations. Fig. 2 . The cross section of a two mirror system that realizes the stereographic projection. Fig. 3 . A ray tracing simulation of an image formed by the system depicted in Fig. 2 . Fig. 4 . The cross section of a sensor that is equiresolution and central. Fig. 5 . A ray tracing simulation of an image formed by the system depicted in Fig. 4 . Fig. 6 . The cross section of a sensor that realizes a wide angle perspective projection. Fig. 7 . A ray tracing simulation of an image formed by the system depicted in Fig. 6 Fig. 1. 
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