Abstract-For a class of sensor networks, the task is to monitor an underlying physical phenomenon over space and time through an imperfect observation process. The sensors can communicate back to a central data collector over a noisy channel. The key parameters in such a setting are the fidelity (or distortion) at which the underlying physical phenomenon can be estimated by the data collector, and the cost of operating the sensor network. This is a network joint source-channel communication problem, involving both compression and communication. It is well known that these two tasks may not be addressed separately without sacrificing optimality, and the optimal performance is generally unknown. This paper presents a lower bound on the best achievable end-to-end distortion as a function of the number of sensors, their total transmit power, the number of degrees of freedom of the underlying source process, and the spatio-temporal communication bandwidth. Particular coding schemes are studied, and it is shown that in some cases, the lower bound is tight in a scaling-law sense. By contrast, it is shown that the standard practice of separating source from channel coding may incur an exponential penalty in terms of communication resources, as a function of the number of sensors. Hence, such code designs effectively prevent scalability. Finally, it is outlined how the results extend to cases involving missing synchronization and channel fading.
[5], [6] , and extensions thereof in [7] . This paper generalizes this analysis to multiple data sources and multiple base stations, with random parameters both in the source observation mechanism and in the communication channel. The considered network contains (discrete-time) sources. The parameter models the number of degrees of freedom of the underlying physical process. Much of the paper concerns the case where the source outputs are distributed according to a (joint) Gaussian law. Each of the sensors observes a different combination of these sources, subject to noise. The sensors communicate to base stations. For simplicity, we assume that communication between the base stations occurs over separate channels and is noiseless. Hence, the data collection point has access to the received values of all base stations and must form an estimate of the underlying sources. Moreover, we allow channel uses for each observation. Hence, can be interpreted as the temporal bandwidth of the communication channel, while (under appropriate conditions) models its spatial bandwidth. The key goal of this paper is to characterize the relationship between the number of underlying sources , the end-to-end distortion , the total sensor power , and the temporal and spatial bandwidth of the communication channel, and , respectively.
The remainder of the paper is organized as follows: In Section II, we define the general sensor network topology and model studied in this paper. In Section III, we specify a particular case of the general topology, the Gaussian sensor network. Sections III, IV, and V are devoted to this special case. Using the definitions given in Section III-A, we determine in Section III-B a lower bound to the distortion, revealing two fundamentally different contributions. First, there is a distortion due to the fact that the sensor measurements are noisy. This term is independent of the communication resources and typically decreases like , where is the number of sensors. This is an intuitively pleasing behavior, corresponding to the decay 0733 of the mean-squared error when the sources can be estimated directly based on the observations, ignoring the communication stage. Second, there is a distortion due to the fact that the channel is noisy and subject to interference. This distortion can be decreased by allowing more power and/or bandwidth. Clearly, there is an incentive to select these parameters in such a way as to make the second distortion term decrease at the same rate as the first term (as the number of sensors increases). In Section III-D, we characterize the power and bandwidth necessary to achieve this goal. Then, in Section IV, we discuss schemes that achieve the optimum distortion scaling law for particular power-bandwidth tradeoffs, and we illustrate that separating source from channel coding can lead to exponentially suboptimal scaling behavior. Up to this point, we assume that the sensors operate with perfect synchronization. In Section V, we extend our results to the unsynchronized case. For simple examples of unsynchronized sensors, we show that our scaling laws continue to hold.
II. SENSOR NETWORK MODEL
The sensor network model studied in this paper is shown in Fig. 2 . There is a physical phenomenon, characterized by variables, representing the degrees of freedom of the system or, equivalently, its current state. We model each degree of freedom as a random process in discrete time. 1 Generally, the degrees of freedom cannot be observed directly. Rather, in typical scenarios, each sensor measures a (different) noisy version of a combination of all of these variables. We model this observation process in a probabilistic fashion as a conditional distribution of the observations given the state. As expressed by the dotted lines in Fig. 2 , the sensors may have the possibility to collaborate to some (generally limited) extent, and there may be feedback from the base stations to each of the sensors. Based on the respective sensor readings, the intersensor communication, and the feedback signals, each sensor has to produce an output to be transmitted over the communication link (e.g., a wireless link). This channel is again modeled in a probabilistic fashion by a conditional distribution. The channel outputs are received by the base stations. In this paper, we assume that the central data collection unit is ideally linked (e.g., over a backbone network) to the base stations, The goal of the data collector is to get to know, not the raw sensor readings, but the values of the underlying degrees of freedom (or state) of the physical system.
More precisely, and to fix notations, the physical phenomenon is characterized by the sequence of random vectors (1) where is the time index. The analysis presented in this paper addresses the case where is a sequence of independent and identically distributed (i.i.d.) random vectors. To simplify the notation in the rest of this paper, we denote sequences as . We use the upper case to denote the random variable, and the lower case to denote its realization. The distribution of is denoted by . To simplify notation, we will also use the shorthand when the subscript is just the capitalized version of the argument in the parentheses. The random vector is not directly observed by the sensors. Rather, sensor observes a sequence which depends on the physical phenomenon according to a conditional probability distribution. For the scope of this paper, the observation process is memoryless in the sense that the observation at time only depends on the source outputs at time . Hence, the observation process can be characterized by . Sensor may also receive information from other sensors, as well as from the destination, as illustrated by the dotted lines in Fig. 2 . Denoting the totality of this information as it is available to sensor up to time by , the signal transmitted by sensor at time can be expressed as (2) The transmitted signals satisfy a power, or more generally, a cost constraint of the form (3) This is a generalization of the sum power constraint for all the sensors together. In some variations of our problem, it is also interesting to consider a family of simultaneous constraints, with cost functions and maximum expected cost . This is a generalization of the individual power constraints for each sensor.
The final destination uses the outputs of the communication channel to construct estimates . The task is to design the decoder such that as close to as possible, in the sense of an appropriately chosen distortion measure . For a fixed code, composed of the encoders at the sensors and the decoder , the achieved distortion is computed as follows:
(4) The relevant figure of merit is, therefore, the tradeoff between the cost of the transmission (3), and the achieved distortion level (4) . The problem studied in this paper is that of finding the optimal tradeoffs ( , ), where optimal is understood in an information-theoretic sense, i.e., irrespective of delay and complexity, as . Scaling Law Notation: In this paper, we establish scaling laws, denoted by the symbol , which here is taken to mean "asymptotic equivalence." More precisely, we write scaling laws as (5) which simply means that , for some constant . The special case when will be called a strong scaling law, since it correctly reports both the scaling behavior and the important constants, and will be denoted as .
III. GAUSSIAN SENSOR NETWORKS
A simple case of the sensor network defined in Section II and illustrated in Fig. 2 is the scenario when all involved statistics are Gaussian, and the observation process, as well as the communication channel are characterized by linear transforms. This is illustrated in Fig. 3 . In particular, there are physical sources (which, if desired, may be interpreted as the spatial or temporal bandwidth of the source), sensors, and receivers (base stations). The receivers are assumed to be ideally linked to each other: in the considered network model, the data collection point has access to the exact received value at each of the base stations. This example is of particular interest because the scaling behavior can be cast in a simple, explicit formula.
A. Network Parameters

1) Source Bandwidth
and Observation Process: The source is characterized by i.i.d. 2 circularly complex Gaussian 2 In the Gaussian case under mean-squared error distortion, it is without loss of generality to assume the sources S ; S ; . . . ; S to be independent: Suppose instead that they have covariance matrix (and mean zero). Then, we can consider L independent random variablesS ;S ; . . . ;S , and simply change the matrix A in (7) below into AQ , where Q is the Karhunen-Loève transform of S , i.e., the unitary matrix Q such that Q Q is diagonal.
random variables with mean zero and variance . The observation process is modeled as (6) for , where is i.i.d. circularly complex Gaussian with mean zero and variance . We collect the coefficients into the matrix defined as
The matrix has singular values that we denote by . For the scope of this paper, the coefficients are chosen according to a given distribution, and we suppose that their values are known throughout the network. Later, we argue that under certain circumstances, the sensors need not know these values, and the destination only needs limited knowledge, without changing the scaling behavior.
In the sequel, we will use the shorthand notation to denote the expectation over the distribution of the entries of the matrix .
2) Spatial Bandwidth of the Communication Channel:
The communication channel is the standard additive white Gaussian multiple-access channel, modeled as (8) for , where is i.i.d. circularly complex Gaussian with mean zero and variance . We collect the coefficients into the matrix defined as
where at first, the entries are assumed fixed for all times and known throughout the network. 3 The matrix has singular values that we denote by . Each nonzero singular value corresponds to a separate spatial channel. In this sense, the rank of corresponds to the spatial bandwidth of the channel. For the scope of this paper, special interest is devoted to the case where and, hence, we denote the number of nonzero singular values by rank (10) The harmonic mean of the squares of the nonzero singular values is denoted by (11) and their geometric mean by (12) 3) Temporal Bandwidth of the Communication Channel: The channel can be used times for each source sample. This is equivalent to multiplying the bandwidth of the channel by a factor of and, hence, permits to study the temporal bandwidth of the channel.
4) Power on the Communication Channel:
Let be the signal transmitted by sensor in time slot . The power on the communication channel is constrained as (13) for some suitably large . That is, denotes the average total sensor power available per observation vector .
5) Target Distortion:
The goal of the sensor network is to minimize the mean-squared error (14) where the expectation is over the distribution of the source vector , the distribution of all the noises , , as well as the distribution of the matrices and .
B. Lower Bound to the Optimal Distortion Scaling Law
In [6] and [7] , we presented lower bounds to the distortion that can be achieved in the Gaussian sensor network defined in Section III-A for a fixed observation matrix , and a fixed channel matrix . This paper extends these bounds to the case where is randomly chosen and known to the sensors.
Theorem 1: The distortion that can be achieved in the Gaussian sensor network (defined in Section III-A) cannot be smaller than 4 (15) where is distributed according to the unordered 5 singular values of , are the nonzero singular values of , is the variance of the underlying sources, is the variance of the observation noises, is the variance of the noises in the communication channel, is the total sensor transmit power for the channel uses, is the rank of the matrix , and (16) (17) 4 For "large" enough total sensor power P , see Remark 3. 5 That is, is a generic random variable whose distribution is equal to the distribution of the unordered singular values of A.
where are the singular values of the matrix , and denotes the expectation over the distribution of the matrix .
The proof of this theorem is outlined in Appendix I. Remark 1: In typical cases (see the examples below in Section III-C), and tend to a constant limit as and, hence, are not directly scaling-law relevant.
Remark 2: This outer bound includes the case of arbitrary collaboration between the sensors, and of arbitrary feedback signals from the data collection point to the sensors.
Remark 3: The statement of Theorem 1 is valid for "large enough"
. The full solution is given in Appendix I, where it is shown that for some of the most interesting cases (including both examples discussed next in Section III-C), as , any is "large enough." Remark 4: For the lower bound (15), the spatial and temporal bandwidth, and , only appear in the shape of the product , which we sometimes refer to as the spatio-temporal, or effective bandwidth of the communication channel.
C. Examples Example 1 (Idealized Case):
To illustrate Theorem 1, note first that the dependence of the distortion on the number of sensors is through the singular values and . Suppose that , , and are fixed, while increases. For the sake of this simple example, consider the case where has orthogonal columns, and has orthogonal rows. In particular, suppose that all entries have the same magnitude, denoted by and , respectively, but their phases are chosen such as to ensure orthogonality, like, e.g., in the Fourier matrix. Then for (18) for (19) Hence, and (15) evaluates to
The key insight of this example is that the distortion scales at best like
irrespective of the available resources in terms of power , temporal bandwidth , and spatial bandwidth of the communication channel. We develop this analysis further in Section III-D.
As another example, in [7] , a special sensor network geometry is considered that could be called circulant sensor network: underlying sources, sensors, and base stations all lie on concentric circles. Such a geometry gives rise to circulant matrices and . The resulting behavior of the singular values can be shown to exhibit (essentially) the behavior characterized by (18) 
Denote the singular values of the matrix by , and consider the following probability distribution:
where denotes the number of eigenvalues , for , that are smaller than . It is well known that as long as , the quantity converges in probability to the following version of the semi-circle law [8] , [9] (24) for , where and , when and the ratio is fixed. While the precise evaluation of the bound of Theorem 1 is beyond the framework of this paper, (24) reveals that as long as , all eigenvalues are strictly larger than zero (in probability, as ). Clearly
Hence, we find that (26) where, as a consequence of (24), tends to a constant as . Moreover, using our findings in (16), we can rewrite in terms of as follows:
which tends to a constant as (also a consequence of (24)). To conclude this example, suppose that the channel matrix 6 Assuming the entries of A to be i.i.d. is certainly an inappropriate approach for strongly "geometric" phenomena such as sound or image; it may be of interest to other types of phenomena, including gas and liquid concentrations under real-world conditions. is chosen like in Example 1. Then, we find the following lower bound:
(28) where and are the constants defined in (26) and (27), respectively. In conclusion, we remark that this is essentially the same behavior (as a function of ) as in the simple and idealized case studied in Example 1.
D. Necessary Power and Bandwidth
The lower bound to the distortion presented in this section, (15) , is expressed in an intuitively pleasing fashion in terms of two separate contributions, the first of which is independent of the communication capabilities. This term is solely due to the fact that the underlying physical reality cannot be observed perfectly, but rather is always subject to measurement noise. As the number of sensors increases, the observation process is characterized by a matrix sequence , with singular values , and the behavior of the observation noise term is governed by the speed at which the slowest-growing singular value of the matrix sequence increases. For the considered Examples 1 and 2, the smallest singular value increases like , and as a consequence, the first distortion term decreases like . In general, if the slowest-growing singular value of the matrix sequence increases like , the best distortion scaling behavior one can expect is , and the key question becomes: What resources are necessary in order to achieve this optimum distortion scaling law? In other words, how much power and bandwidth must be invested such that the second summand in (15) decays at the same rate as the first? This question can be answered based on Theorem 1. To summarize this insight:
Corollary 2: Suppose that the slowest-growing of the singular values , , of the observation matrix sequence grows like . Then, the optimal distortion scaling law is at best , and the power , and the bandwidth and , required to sustain this distortion scaling law must satisfy (29) Example 1, Continued: For the idealized sensor network considered in Example 1, in order to achieve the optimal distortion scaling law of , the resource parameters , , and must be chosen such that
Hence, we find the necessary total power to sustain the optimal distortion scaling law of must scale at least as follows:
According to this formula, provided that , a constant total power shared by all the sensors may be sufficient to achieve the optimal scaling behavior. In Section IV, we confirm this for a class of sensor networks. Moreover, suppose that the number of sources (i.e., the source bandwidth) increases with . Then, the formula says that unless the effective channel bandwidth also increases with , the minimum required total power increases exponentially in the number of sources .
IV. CODING SCHEMES
In order to assess the value of the bound developed in Section III, this section determines achievable (or approachable) cost-distortion tradeoffs.
First, in Section IV-A, we analyze the performance of a scheme that separates source from channel coding. In particular, we present a lower bound on the distortion for any coding strategy under which each sensor attempts to communicate a separate message (a bit stream) to the destination with vanishingly small error probability. The corresponding scaling behavior is exponentially worse than the fundamental lower bound of Theorem 1, raising the question whether our lower bound is too loose.
In Section IV-B, we show that this is not the case in general: we present a class of networks for which the scaling behavior as predicted by Theorem 1 can indeed be achieved. In extension of previous work [6] , [7] , [10] , we analyze a simple joint source-channel coding strategy where the sensors transmit scaled sensor readings directly for the case (while ).
A. Separate Source and Channel Coding
It is well known that separate source and channel coding does not lead to optimal performance in general networks, but it is not known whether it leads to a different scaling behavior. To analyze the optimum performance for a scheme that separates source from channel coding, one must evaluate the optimum rate-distortion performance for the source network side, and combine it with the capacity of the channel network. This is illustrated in Fig. 4 . The key characteristic of such a strategy is that each sensor attempts to convey a message (a bit sequence) across the communication channel in such a way that the base station can decode it with vanishing error probability. Unfortunately, only very few results are known for the general rate-distortion behavior of source networks and the capacity-cost behavior of channel networks. Consider the special case where and are fixed matrices where all entries have unit magnitude, and the columns of the matrix , as well as the rows of are orthogonal. Then, a lower bound to the optimum performance for the source coding problem in Fig. 4 (referred to as the CEO problem [11] , [12] ) has been found in [13, eq. (6) ]. The rate available to communicate the resulting bit streams to the destination cannot be larger than the capacity of the Gaussian multiple-input-multiple-output channel with inputs and outputs (see Fig. 4 ), Fig. 4 . Schematic rendering of separate source and channel coding for the single-source Gaussian sensor network. The bit sequence that sensor m needs to communicate to the base stations is denoted by T . F and F denote source and channel encoding at sensor m, respectively, and G and G denote channel and source decoding at the base stations, respectively. Note that for simplicity, we assume that the sensors cannot collaborate (see Remark 6) , and that no feedback is available.
which is well known [see, e.g., [14] , [19] , and (50)- (52)]. For sufficiently large , this evaluates to (32) To compare with the lower bound (Theorem 1), suppose for example that , and that , , and are constant. Then, the resulting distortion behaves like (33) or exponentially worse than the lower bound of Theorem 1, see (21).
Remark 5: In the special case where there are base stations and the matrix is full rank, i.e., , the distortion scaling behavior of separate source and channel coding, given in (32) becomes also, closing the gap. The simple case where is the ( -dimensional) identity matrix, and error-free messages are transmitted (rather than Gaussian sources, as in this paper) has been addressed in [4] .
Remark 6: When the sensors can collaborate perfectly and at no cost, it can be shown easily that the bound (32) no longer applies. Rather, in that case, the overall scenario becomes a point-to-point communication system for which the optimum performance is known to coincide with Theorem 1.
B. Joint Source-Channel Coding
In this section, joint source and channel coding strategies are analyzed. The goal is to reduce the exponential gap between the performance established in (32), and the lower bound of (21). From (31), we see that if the number of degrees of freedom of the source is equal to the spatio-temporal channel bandwidth , then the total power , as a function of , must be at least constant. In this subsection, we present a class of sensor networks for which a constant total power is also sufficient to achieve the distortion scaling law given by the lower bound determined in Section III-B.
1) Single Base Station:
The first special case we consider is the scenario when . Hence, in order for source and channel bandwidth to be equal, . To keep notation simple, the following theorem determines an achievable distortion for the special case , for . It is straightforward to extend the result to the case of general , at the expense of extra notation.
Theorem 3: For the Gaussian sensor network defined in Section III-A with and , and with , for , the following distortion can be achieved: (34) where denote the singular values of , and is distributed according to their unordered distribution, is the variance of the underlying sources, is the variance of the observation noises, is the variance of the noises in the communication channel, is the total sensor transmit power for the channel uses, and denotes the th largest of the sensed powers , . To establish this theorem, it suffices to consider a scheme that dedicates one of the channel uses for each of the sources. In the dedicated channel use , the sensors apply the filtering coefficients appropriate to estimate the source from the observations . Interestingly, this achievable distortion does coincide (in a scaling sense) with the lower bound of Thm. 1 in some cases:
Example 1, Continued: For the idealized sensor network considered in Example 1, the bound evaluates to (35) where tends to a constant as . Clearly, this describes the same scaling behavior as the lower bound, (20) with , , and , and it also shows that a constant total power is sufficient to achieve the optimum distortion scaling law, in line with (31).
2) Matched Observation and Channel Matrices, and :
When there are many base stations , a more efficient strategy can be implemented: from each channel use, up to sources can be efficiently estimated, based on the received values at the base stations. Such a strategy works whenever the matrices and are appropriately matched.
To keep matters simple, suppose that and , and that the matrix is fixed, rather than randomly chosen. Then, a strong notion of "matched" matrices and can be defined as follows. for some constants , for , and some permutation matrix .
It is appropriate to point out that while this matching requirement enables simple proofs, it is not a necessary condition to achieve the scaling law predicted by Theorem 1.
Example 3: The following are examples of matched matrices according to Definition 1.
1) When and are simply vectors with enough nonzero entries, they are matched. This is a special case of the analysis of Section IV-B1. 2) Circulant case (see [7] ): When both and are circulant matrices, then and are matched with . For matched matrices and , it is easy to establish the following achievable distortion.
Theorem 4: If the matrices and are matched, then the following distortion is achievable:
(37) where and denotes the Frobenius norm.
The proof of this theorem is outlined in Appendix II. Comparing this to Theorem 1, we find a scaling law whenever the remain strictly larger than zero as . This can be phrased as follows.
Theorem 5: If the matrix sequences and are matched for every , the corresponding values of , , remain strictly larger than zero as , is bounded, the slowest-growing of the singular values increases at least like , and, for , , then the distortion scaling law is given by (38) For an example of Theorem 5, see [10] . Remark 7: Since our lower bound (Theorem 1) includes both feedback and collaboration, Theorem 5 establishes that in the matched case, neither feedback nor collaboration are scaling-law relevant.
C. Extensions
Matchable observation and channel matrices. When , the matrices and are not matched according to Definition 1. But suppose that the channel can be used times. This situation can clearly be handled by combining the arguments of Sections IV-B1 and IV-B2.
When the matrices are fundamentally mismatched, it becomes interesting for the sensors to collaborate: that way, they can implement more general overall transforms. This leads to a study of matrices for which there exists a coding scheme that matches them favorably.
Feedback. Another way to incorporate unmatched matrices is through the use of feedback. Such coding strategies are analyzed in [15] .
Limited knowledge of the parameters. An interesting feature of the strategy used to establish Theorem 4 is its robustness. For example, limited knowledge of the values of the observation parameters can be shown not to be scaling-law relevant for a nontrivial class of sensor networks.
V. SYNCHRONIZATION
The lower bound derived in Section III applies whether or not perfect synchronization is available to the sensors. However, the "uncoded forwarding" coding scheme presented in [6] and [10] (and extended to more general cases in Section IV) seems to require perfect synchronization and, therefore, appears to be impractical. In this section, we study the case when the channel is subject to fading effects. More precisely, each sensor's transmitted signal is multiplied by an independent complex random variable , for , i.i.d. over time. The precise value of this random variable is unknown to the sensors, but their distribution is known. This may model the situation where the sensors transmit modulated signals, but the carriers are not in phase. It may also model a pulsed (e.g., ultra-wideband) communication system, where the pulses do not arrive exactly at the same time, but are distributed over an interval. We show how our scheme performs under such conditions. In particular, we establish that the optimal scaling law is achieved as soon as the distribution of has a nonzero mean for enough of the sensors. In the pulsed example above, this means that the distribution of arrival times over the given interval is not uniform over the entire interval. Rather, the pulse of sensor is more likely to arrive, say, around the center of the interval.
For the purpose of this exposition, and because it suffices to illustrate the principles, we consider the case . The destination receives (39) where the coefficients are complex-valued and not known to the sensors. This models the fact that the sensors are not synchronized. Clearly, the properties of the coefficients determine the scaling behavior of the network performance. A lower bound can be obtained by assuming that the destination knows the coefficients . Then, a slight extension of the lower bound of Theorem 1 leads to the following lower bound: (40) where . We consider a specific distribution of the coefficients for which this lower bound is achievable (in the scaling sense): Suppose that and are independent of each other , and have nonzero mean. Then, the distortion achieved by a simple forwarding scheme is found to be at most (41) Clearly, this distortion does not generally coincide with the lower bound (40). However, in interesting cases, (40) and (41) describe the same scaling behavior. One of these cases is described by the following result.
Theorem 6: Suppose that and , for . If at least a fraction of the , , have , and the total power is a nondecreasing function of , then the optimum distortion scaling law is (42) where and are independent of and (but depend on , , , , and ). An outline of the proof of this theorem is given in Appendix III.
VI. CONCLUSION
This paper analyzes the fundamental tradeoffs between the number of sensors, their total transmit power, the number of degrees of freedom of the source, the spatio-temporal communication bandwidth, and the end-to-end distortion. In a nutshell, it is found that for typical situations, the distortion goes down at best like , where is the number of sensors, irrespective of the communication resources available to the sensors. Hence, it is meaningful to allocate communication resources in such a way as to actually achieve this distortion behavior. It is shown that if the communication scheme is designed according to the traditional and omnipresent paradigm of separation into a compression stage followed by a channel coding stage, an exponential waste of communication resources (as a function of ) results. By contrast, for the specific situations studied in this paper, a very simple joint source-channel communication strategy can be shown to actually perform optimally. Extensions of this work include the study of more general statistical and topological sensor network models along the same lines.
APPENDIX I
Proof: (Outline of the Proof of Theorem 1): Our lower bound is the best achievable performance for an idealized system where the sensors can collaborate arbitrarily (and for free). This idealized system is a point-to-point system. The optimum performance for point-to-point systems can be found from Shannon's separation theorem [16, Th. 21] . For the case at hand, there is a slight difference with respect to Shannon's scenario in that the source is not directly observed, but merely in a noisy fashion. A modified version of the separation theorem can be found in [17, p. 78 ] (see also [18, p. 136] ). The only modification is to replace the standard rate-distortion function by the "remote" rate-distortion function. The minimum distortion for a given total power satisfies (43) where is the remote distortion-rate function, given by , where the minimization is over all distributions that satisfy . In extension of the arguments in [17, p. 124ff,] , the remote rate-distortion function for the case at hand, assuming that the matrix is known both at the encoder and at the decoder, can be expressed in parametric form as where denotes the square of the smallest singular value of the matrix over the ensemble of from which is selected (and over which the expectation is evaluated), then the argument of the logarithm in (45) is always larger than one, hence (48) and the remote rate-distortion function is found to be (49) Note that if increases without bound as (as is the case in the examples of Section III-C), then the RHS of (47) tends to zero, and (48) becomes valid for any rate . Hence, (44) can be simplified using formula (48).
The capacity needed to complete the proof is simply the capacity of the Gaussian vector channel characterized by the matrix , in parametric form given by (50) where is chosen such that (51)
In order to obtain a more compact description, let us assume a small spread of the singular values , for , or alternatively a sufficiently large power , the capacity of uses of the multiple-input-multiple-output channel characterized by the matrix and by additive white Gaussian noises of variance is given by (52) where is the total power available for channel uses. Notice that this is true whether or not feedback is available since the capacity of a memoryless channel is not increased by feedback. Using this in (43) yields the claimed bound.
APPENDIX II
Proof: (Outline of the Proof of Theorem 4): By assumption, since the matrices and are matched, there exists a diagonal matrix that satisfies (36). Denote the diagonal entries of by . Let sensor transmit , where must be chosen to meet the power constraint. The data collection point then simply uses the minimum mean-squared error estimator of based on the observations . By standard arguments, the resulting meansquared error is found to be (53)
To determine , we calculate the total power (54) Hence, if is such that (54) is at most , the power constraint is satisfied. Introducing this in (53) and using simple elementary manipulation yields the claimed bound.
APPENDIX III
Proof: (Outline of the Proof of Theorem 6): Equation (40) is established by adapting (52) to the case of fading with the co-efficients known at the receiver, see [14] and [19] . Specifically, this can be expressed for the case as (55) where is the expectation over , the singular value of the matrix . By Jensen's inequality, this is upper bounded (56) Using this in (43) yields the claimed bound, noting that . -The lower bound (41) is simply the performance for the scheme where each sensor with , in each time step, transmits an appropriately scaled version of its observation , and the scaling law follows immediately by combining (40) with (41).
