The human brain has been a main source of inspiration for designing deep learning models. Recently, inspired by the specialized functions of two cerebral hemispheres in processing low and high spatial frequency information, some dual-path neural networks with global and local branches have been proposed to deal with both coarse-and fine-grained visual tasks simultaneously. However, in existing works, the interhemispheric communication mechanism, which is responded by the corpus callosum, the largest white matter structure in the human brain that connecting the left and right cerebral hemispheres, is still not fully explored and exploited. This paper aims to explore how the corpus callosum can inspire us to enable transfer and integration of information between global and local branches in hemisphere-inspired artificial neural networks, such that one branch can leverage the other's learned knowledge and benefit each other. To this end, we propose a gated intercommunication unit to selectively transfer useful knowledge between the two branches via attention mechanisms to alleviate the negative transfer. Experiments on sb-MNIST and two pedestrian attribute datasets show that the proposed method outperforms the compared ones in most cases.
I. INTRODUCTION
Neuroscience has long served as a source of inspiration for artificial intelligence (AI) [6] . For example, a variety of deep learning models were inspired by biological neural networks [17] , reinforcement learning was inspired by animal learning [38] , visual attention mechanisms have been widely applied in emerging AI architectures [8] , [13] , [26] , [42] , [50] , and spiking neural networks [22] , [23] , [29] are artificial neural networks (ANN) that more closely mimic natural neural networks. In this paper, we aim to explore how the corpus callosum, which connects the two cerebral hemispheres for transfer and integration of information between them, can inspire us to enable interhemispheric communications in hemisphere-inspired ANN for improved performance in computer vision tasks.
Recent studies have shown that the two cerebral hemispheres are different in processing spatial frequency information [10] , [37] , which is referred to as ''hemispheric The associate editor coordinating the review of this manuscript and approving it for publication was Pengcheng Liu . specialization'' in psychology. The left hemisphere (LH) and the right hemisphere (RH) are responsible for handling high spatial frequency (HSF) and low spatial frequency (LSF) information, respectively. As illustrated in Figure 1 , LH is responsible for the small local letter identification, HSF grating identification, and HSF categorization, while RH is responsible for the large global letter identification, LSF grating identification, and LSF categorization.
Nowadays, some deep learning models have considered such a ''local-global'' architecture, in which one branch of the network processes local visual signals, and the other branch processes global visual signals [1] , [5] , [9] . Although not all of them have textitasized, their methods took root in the idea from cerebral hemispheric specialization. These methods showed that the local-global specialization is indeed suitable for some computer vision tasks. However, most of these methods do not pay close attention to the connection between two branches and how they can benefit each other. For example, a common practice is to combine the outputs of the two branches at the end as the final features, which are further fed to downstream tasks [9] ; Cheng et al. added one so-called [2] in which a larger letter ''H'' is composed of copies of a smaller letter ''S''. Top-right: A scene image. Bottom-left: low spatial frequency (LSF) sinusoidal grating. Bottom-right: high spatial frequency (HSF) sinusoidal grating. (B) Hemispheric specialization: the left hemisphere (LH) and the right hemisphere (RH) are responsible for handling HSF and LSF, respectively. The location of the corpus callosum is also pointed in the figure. Figure adapted from [10] . guideline from the global branch to the local one hoping that the global branch can help boost the local branch learning [1] . Although these deep learning models have advanced one step towards hemispheric specialization, they are still primitive in interhemispheric communications. As early as 1954, Tomasch and Joseph had already proposed that there exists connections and communications between LH and RH [40] ; they also stated that this connective structure in the human brain is corpus callosum, which is the largest white matter structure in the human brain and consists of 200-300 million axonal projections [28] ; Kauffmann et al. also have indicated that LH and RH influence each other [11] . The corpus callosum plays an essential role in brain signal processing, e.g., it allows us to identify the objects we see by connecting the visual cortex with the language centers of the brain, and it also transfers tactile information between the brain hemispheres to enable us to locate touch. So we believe that enabling interhemispherical communication mechanisms between the two branches can complement and enrich each other's capability in feature representations.
Since each branch is composed of a series of convolutional layers, we can treat the intermediate features as the learned knowledge in that branch. 1 To enable interhemispheric communications between two branches, we can consider feature-level sharing. A straightforward approach is to add or concatenate one branch's features to another branch's [1] , [30] . However, the above approach has a drawback, that is, negative transfer [34] may be introduced. Since each channel of the feature map is generated by a filter kernel of a convolutional layer, which serves as a semantic detector [52] , one can thus view each channel of the feature map represent a unique semantic. For different images, only portions of semantics from one branch may be helpful to the other branch, a complete intercommunication strategy between two channels through addition or concatenation of all channels may introduce harmful information to the other branch. More meticulously, maybe only specific locations of the feature map are what the other branch needs, so a finegrained sharing mechanism is required.
In this paper, inspired by the hemispheric specialization and corpus callosum, we propose a dual intercommunication network (DIN), which has two branches to mimic LH/RH respectively, and two branches are connected through the proposed Gated Intercommunication Units (GIU). Specifically, both branches have the same structure, but since different branch has a different granularity of supervised information, the DIN will finally work similar to hemispheric specialization. The GIU is inspired by recent advances in attention mechanism [8] , [20] , [26] , [42] , [49] - [51] , when transferring knowledge from one branch to the other, it can recognize and refuse harmful knowledge and absorb useful knowledge at the same time. Finally, we apply the model to one toy dataset and two large-scale pedestrian attribute datasets. Experiments show that our model can outperform the compared methods in most cases. We also visualize the feature maps to demonstrate the transferred information.
Contributions: The contributions of this paper can be summarized as follows: (1) We propose a global&local two-branch neural network architecture with intercommunications inspired by the cerebral hemispheres and corpus callosum. (2) Few papers have explored how the interaction between local and global branches can improve performance and how to avoid negative transfer during the interaction. However, we propose GIU for selectively transferring useful knowledge between the local and global branches of DIN via attention mechanisms to alleviate the negative transfer.
(3) We evaluate DIN on three challenging datasets, and the experimental results show that DIN can effectively relieve the negative transfer problem and outperform the compared methods in most cases.
II. PRELIMINARIES AND RELATED WORK A. HEMISPHERIC SPECIALIZATION
Cerebral hemispheres and corpus callosum are essential components of the human brain. The asymmetry of the two cerebral hemispheres has been observed in humans and other animals in terms of structure, function, and behavior [39] . When dealing with different spatial frequencies, the two hemispheres act differently. That is, LH and RH are mainly responsible for processing high and low spatial frequency, respectively. The first experimental evidence to prove the hemisphere specialization for spatial frequency was conducted by Sergent [36] , the author used a Navon figure [2] (see top-left in Figure 1 (A)) to show that the identification of the large global letter is faster when the figure is fed into RH while the identification of the local small letter is faster when the figure is fed into LH. Later, researchers proved the hemispheric specialization phenomenon in spatial frequency processing using scene images [32] and sinusoidal gratings [12] (Figure 1(A) ). Please note that the local&global VOLUME 8, 2020 two-pathway network is also related to the siamese network, which is wildly used in object tracking [3] , [4] .
We find that most cerebral hemispheres inspired deep learning models [1] , [5] , [9] lack a component playing the role of corpus callosum [40] whose function is to connect the two cerebral hemispheres and enable communications between them. Therefore this work is dedicated to filling this gap.
B. NEGATIVE TRANSFER
Negative transfer is a notorious caveat in transfer learning and multi-task learning [34] . When the source task and the target task are less related, transferring knowledge from the source task to the target one is likely to hurt its performance, which is called ''negative transfer''. A major challenge in developing transfer learning and MTL methods is to allow positive transfer and avoid negative transfer. In deep learning, one way of avoiding negative transfer is to let similar tasks share more layers to encourage positive transfer and let dissimilar tasks share fewer layers to prevent negative transfer [27] , [33] .
In dual-path neural networks inspired by hemispheric specialization, the global and local branches can be viewed as two tasks, and the communications between them can be viewed as knowledge transfer. In this paper, our aim is to recognize and refuse harmful knowledge from one branch and absorb useful knowledge to benefit the other branch at the same time. We regard intermediate feature maps as the full knowledge of each branch and adopt attention mechanisms to selectively transfer parts of the features from one branch to the other.
C. VISUAL ATTRIBUTES
Visual attributes can be defined as mid-level semantic visual concepts. It plays an essential role in video surveillance because it can enable image ranking and retrieval [16] through a human-comprehensible form. The attributes can also be utilized as mid-level features to help high-level task learning, for example, person re-identification [21] , [53] and zero-shot classification [14] , [15] .
Recently, neural network based models for visual attributes have become very popular [7] , [18] , [24] , [25] , [27] , [35] , [48] . Most of these methods treat the recognition of each attribute as one task and use multi-task learning to solve all the recognition tasks. For example, [18] , [25] , [35] use hard-parameter sharing multi-task learning method to learn all attributes jointly, [7] adaptively weights the loss function according to the task difficulty, [27] adaptively finds a treelike deep architecture so that similar tasks reside in the same branch until arriving at the top layer. Attention is also a popular way to help attribute learning [24] , [48] .
We find that visual attribute recognition tasks are very suitable for evaluating the proposed dual intercommunication network and related dual-path neural networks since attributes include global attributes (e.g., gender) and local attributes (e.g., hair color).
D. ATTENTION MECHANISM
Attention mechanism is widely used in computer vision, such as image classification [8] , [42] , image caption generation [50] , photo cropping [45] , saliency detection [44] , [46] , [47] , and visual question answering [26] . The attention mechanism applied in CNN can be mainly divided into two categories: spatial attention and channel attention. Spatial attention acts on the spatial dimensions and aims to focus on particular regions of the feature map or image; it was first proposed in [50] , then [51] proposes stacked attention to refine the spatial attention iteratively. Channel attention [8] acts on the channel dimensions and aims to focus on particular channels of the feature map. Because each channel of the feature map is generated by a filter kernel of a convolutional layer, and each filter kernel serves as a semantic detector [52] so that the channel attention can be regarded as semantic attention. There are also methods combining both channel attention and spatial attention to generate 3D attention maps [20] , [49] . In this paper, we use the attention mechanism to transfer knowledge between two paths selectively. Please note that many attention variants can be used here, but we use the attention mechanism which is composed of spatial attention and channel attention, to achieve a fine-grained feature sharing between two branches, and more importantly, to relieve the negative transfer during the knowledge intercommunication.
III. THE PROPOSED METHOD
In this section, we introduce two neural network architecture: First, the global&local two-branch neural network architecture that has a shared trunk of the first two stages 2 of a modern CNN (e.g., ResNet), and each branch has separate last three stages of the CNN (see Figure 2 (a)). Second, the ''intercommunication'' extension of the first base architecture that adds Gated Intercommunication Units (GIU) between the two branches at each stage of the base architecture to enable selective knowledge transfer between the local and the global branches (see Figure 2 (a)). The second architecture is the proposed Dual Intercommunication Network (DIN), while the first one can be viewed as the base architecture of DIN.
A. BASE ARCHITECTURE 1) SHARED LAYERS
Since the early layers of CNN are responsible for extracting low-level visual features or task-invariant features [52] , so we let the local and global branches share the first two stages of the ResNet. This shared part is similar to the primary visual cortex V1 in the human brain [31] . Also, it reduces the number of parameters and improves generalization.
2) LOCAL AND GLOBAL BRANCHES
Following the shared part, there are two separate branches which play similar roles as the left hemisphere (LH) and the between the two branches at each stage of the base architecture to enable selectively knowledge transfer between the two branches; Right Part: The detailed structure of GIU, each rectangle represents an operation, we write the shape of the current feature next to each rectangle. The notations of C , H, W , and r represent the number of channels, the height of the feature map, the weight of the feature map, and the reduction ratio, respectively. Note that broadcasting is used to solve the tensor shape mismatch during the multiplication operations. (The term broadcasting describes a way of how to treat tensors with different shapes during arithmetic operations, i.e., the smaller tensor is ''broadcast'' across the larger tensor so that they have compatible shapes.) right hemisphere (RH) in the human brain [10] , that is, one branch named local branch (LB) aims to handle local (high spatial frequency) visual patterns, the other branch named global branch (GB) aims to handle global (low spatial frequency) visual patterns. Taking sb-MNIST (see Figure 3 (a)) for example, LB is responsible for recognizing the small digit while GB is responsible for recognizing the large digit. Each branch is constructed by the last three stages of the ResNet following a task-specific decoder in the end.
B. GATED INTERCOMMUNICATION UNITS
Although the base architecture splits at the third stage of a CNN (e.g., ResNet), it does not mean that the two separate branches should never communicate with each other. As [11] , [40] show that there exists connections and communications between LH and RH in the human brain, our LB and GB should also communicate with each other so that the features from two branches can complement and enrich each other. It will not get worse if we selectively leverage useful knowledge learned by the other branch to help the task of the current branch. To achieve such ''safe'' communication, we need to recognize what is useful knowledge and what is harmful knowledge. If we regard the feature map of each branch as the knowledge, then we need to learn a gate which is of the same shape as the feature map to block the harmful information and enhance the useful information. Given the above considerations and inspired by recent works on attention and gating [8] , [20] , we use the attention mechanism to learn the gate. Specifically, we propose an intercommunication module called Gated Intercommunication Unit (GIU), and at the end of each stage, we plug GIU to let each branch selectively pass information to the other branch. The detailed design of the GIU is shown in the right panel of Figure 2 (b). As the left panel of Figure 2(b) shows, the information sharing process happens in stage 3-5 of the ResNet, so there is a total of 6 GIUs in the proposed DIN.
Suppose that at the end of a certain stage, the feature map of the local and global branch is F l ∈ R C×H ×W and F g ∈ R C×H ×W respectively; the feature map fed into next stage of the local and global branch is F l ∈ R C×H ×W and F g ∈ R C×H ×W respectively. We want to learn two gates α l , α g ∈ R C×H ×W in the following inter-branch selective feature sharing equations:
where α l (α g ) denotes the non-negative gate of the GIU connecting the local (global) branch to the global (local) branch. Since the gate is to suppress or amplify the feature map, a larger value of α l i,j,k (α g i,j,k ) means that the corresponding F l i,j,k (F g i,j,k ) is more useful and vice versa. We allow α l and α g to be larger than 1 to compensate for the variation of the feature distribution after the feature from the other branch is added.
The α l , α g are derived from F l , F g , respectively. We learn α l and α g in a divide-and-conquer way: First, we learn the channel-wise and spatial-wise gate separately, then we multiply them to obtain the final gate. We adopt such a twopathway design to mimic the ''what-and-where pathway'' information processing streams in the occipital cortex [41] .
In our experiments, we also compare the performance of learning both channel-wise and spatial-wise gates in an integrated way. Since the structures are the same for both local-to-global and global-to-local GIUs, we discard the branch-indicating superscripts of α and F in the following for convenience.
1) CHANNEL-WISE GATE
We learn the channel-wise gate in a squeeze-and-excitation way [8] . The detail design of this pathway can be seen in Figure 2 Specifically, we first use global average pooling (GAP) to squeeze global spatial information into a channel descriptor
where c represents the channel index. The purpose of this formula is to eliminate the influence of spatial difference. Then to fully capture the channel-wise dependency and control how much information we want each channel to transmit to the other branch, we employ a bottleneck with two fully connected layer with ReLU and sigmoid activation functions, respectively:
where W 1 ∈ R C r ×C and W 2 ∈ R C× C r , r is the reduction ratio. The reduction operation can decrease the number of parameters and enlarge model capacity. In the implementation we use 1 × 1 Conv to replace FC, so α channel ∈ R C×1×1 .
2) SPATIAL-WISE GATE
We learn the spatial-wise gate through spatial-attention, which is commonly used in recent literature about attention.
In general, the purpose of this part is to learn a function h that
where the feature map F is fed into h to generate a map of size H × W , and h is constructed by a set of operations of Convolution, BatchNorm and activation function. The detail design of this pathway can be seen in Figure 2(b) . Specifically, we first use 1 × 1 Conv to reduce the number of channels from C to C r ; then we use a 3 × 3 Conv to learn the nonlinear interactions between spatial grids; finally we use 1 × 1 Conv to reduce the channel from C r to 1. We only use BatchNorm at the first two convolutional layers, and we adopt ReLU as the activation function for all convolutional layers.
IV. EXPERIMENTS

Datasets:
We evaluate the proposed DIN on three datasets: sb-MNIST, PA-100K, and RAP. The first one is a toy dataset for demonstrating how negative transfer exists and how our proposed method can relieve it; the last two are large-scale person attributes datasets for showing that our method can perform well in real-world applications. Some examples of the datasets are illustrated in Figure 3 . sb-MNIST: was built by Cheng et al. [1] , the inspiration for the constructing of the dataset comes from Navon [2] . Each image of sb-MNIST is constructed by randomly selecting two images from the MNIST dataset and using the first one as the local digit to construct the second one. There are 120K training images and 20K test images.
RAP: [19] is a rich annotated pedestrian attribute dataset from real multi-camera surveillance scenarios. Figure 3(b) shows some example images. It has 41,585 images annotated with 72 attributes as well as viewpoints, occlusions, and body parts information. To compare with other methods, we adopt 51 attributes as previous work [19] , [24] , [43] , and we adopt training/test splits provided by [19] .
PA-100K: [24] is a recent released pedestrian attribute dataset. It is larger and more informative than previous pedestrian datasets. Figure 3 (c) shows some example images. It contains 100K pedestrian images annotated with 26 commonly used attributes, including global attributes (e.g., gender and age) and local attributes (e.g., handbag and upperclothing). We use 80K for training, 10K for validation, and 10K for testing.
Competitors: We compare the proposed methods with the following baselines on all three datasets. (1) One Pathway Network (OPN): local task and global task hard-share one backbone of a ResNet except for the last fully connected layer, which serves as the task-specific decoder. (2) Two Pathway Network (TPN): local task and global task only hardshare the first two stages of a ResNet, then split at the last three stages (which is the base architecture we introduced in Section III-A). (3) Two Pathway Network with Cross-Stitch Units (TPNwCS) [30] : cross-stitch units connect the divided two paths of the TPN with a linear combination. We plug the cross-stitch units in stages 3-5 of TPN to connect the local and global branches. The key differences between our proposed DIN and TPNwCS are: first, DIN implements a more fine-grained knowledge transfer, which can relieve the negative transfer; second, the knowledge transfer in DIN is input-dependent while the knowledge transfer in TPNwCS is input-agnostic.
In addition, we compare our DIN with the popular methods on each dataset. Specifically, on sb-MNIST DIN is compared with Dual Skipping Network (DSN) [1] which has two layer-skippable branches to deal with both local and global tasks simultaneously; on pedestrian attribute datasets DIN is compared with Hydraplus-network (HP-net) [24] which uses a multi-level attention mechanism; on RAP DIN is also compared with Joint Recurrent Learning (JRL) [43] which combines CNN and RNN for attribute recognition.
Implemention Details: For sb-MNIST, we adopt ResNet-18 as the backbone of all the models to avoid overfitting; for PA-100K and RAP, we adopt ResNet-101 as the backbone. We use random rotations for augmenting the sb-MNIST dataset; we use the random horizon flips for augmenting the two pedestrian attribute datasets. The images in sb-MNIST are resized to 224 × 224, and images in pedestrian datasets are resized to 112 × 224.
All the models are trained using SGD with the momentum of 0.9 and weight decay of 5e-4; the batch-size is set to 128; the base learning rate is set as 4e-2 and gradually decreased by 0.1 twice and finally became 4e-4.
Since there are sigmoid activation functions in the DIN (i.e., Figure 2(b) ), training from scratch may be not easy for the convergence of parameter learning. So we first train the base architecture without GIU (i.e., Figure 2(a) ), where the losses of the local task and the global task are simultaneously computed and backpropagated to the entire model. Then we add the GIU and fine-tune the DIN from the previous model.
A. RESULTS AND DISCUSSIONS 1) EVALUATION ON sb-MNIST
The comparison results on sb-MNIST can be seen in Table 1 . The ''Local'' and ''Global'' columns show the recognition accuracy on the small local and large global digits, respectively. In our DIN, the local and the global branches are responsible for recognizing the small-size and the large-size digits, respectively. We can see that our DIN outperforms all the other compared methods, including the state-of-the-art DSN [1] on this dataset. Although this is a toy dataset, it can perfectly demonstrate how negative transfer happens and how our method can relieve it. By comparing the global accuracy of OPN and TPN, we can see that by hard-sharing all the convolutional layers of CNN, the global task performance is affected by the local task. We regard this phenomenon as negative transfer. By comparing TPNwCS to TPN, we can see that the local task performance is slightly better, while the global task performance slightly drops, that means the local branch gets the benefit from the global branch, but the performance of the global branch is slightly degraded because the local branch may pass harmful information to the global branch. Finally, our DIN outperforms all the other methods and achieves the best performance in both global and local tasks, this implies that the GIUs in our DIN can not only protect the global/local task from being polluted by the local/global task but also make the local/global task learn better by selectively leveraging useful knowledge from the global/local task.
2) EVALUATION ON PA-100K
We compare the results on PA-100K in Table 2 and Table 4 . In consideration of data imbalance, the mean accuracy (mA) is adopted as the evaluation metric. The mA of the i-th attribute is calculated as where TP i is the number of the true positive, P i the number of the positive, TN i the number of the true negative, and N i the number of the negative. We divide the total 26 attributes into local and global groups and let LB and GB predict local and global attributes respectively. The dividing scheme can be found in Table 3 . The ''Local'' and ''Global'' columns in Table 2 show the average mA in the local and global attribute groups, respectively; and the ''Total'' column shows the average mA of all the 26 attributes.
We can see that our proposed DIN achieves the mA of 78.70% over 26 attributes, outperforming the HP-net [24] by 4.49% absolute percentage points.
We can see that our proposed DIN achieves the mA of 78.70% over 26 attributes, outperforming the HP-net [24] by 4.49% absolute percentage points. By comparing the mA of OPN and TPN, one can see that OPN is slightly better than the latter. This result is different from the observation on sb-MNIST because the benefit brought by hard parameter sharing may be greater than the influence of negative transfer on this dataset; whereas on sb-MNIST, the influence of negative transfer outweighs the benefit of hard parameter sharing. TPNwCS performs better than OPN as usual. Our method again outperforms all the competitors by a clear margin in local, global, and total groups, which validates that GIU can make the local and the global tasks help each other and learn better.
3) EVALUATION ON RAP
The comparison results on RAP can be seen in Table 5 . Note that the evaluation metric and the meanings of ''Total'', ''Local'' and ''Global'' are as same as those for PA-100K; the attribute dividing scheme is also similar.
According to the comparison results, we can draw similar conclusions as those on PA-100K. The mA of TPN is close to OPN; after plugging the cross-stitch units, the mA is improved around 1 point; while after using the GIU, the mA can be improved around 2% points for DIN. In addition, our DIN performs better than the HP [24] and JRL [43] . These results validate the superiority of our method.
B. ABLATION STUDY 1) EFFECT OF SELECTIVE KNOWLEDGE SHARING
As aforementioned, since each channel of the feature map is generated by a filter kernel of a convolutional layer that serves as a semantic detector [52] , one can thus view each channel of the feature map represent a unique semantic. For different images, only portions of semantics from one branch may be helpful to the other branch, a complete intercommunication strategy between two channels through addition or concatenation of all channels may introduce harmful information to the other branch. Therefore, here we test using ''add'' or ''concatenate'' strategies for knowledge sharing. Since ''concatenate'' will change the number of channels, we use 1 × 1 Conv to reduce the number of channels and also add BN and ReLU on the top of the Conv. The testing results are reported in Table 6 , we can see that the experimental results verify our conjecture.
2) CHOICE OF GIU
We compare three gate learning methods on PA-100K, one through a divide-and-conquer way (used in DIN), one through an integrated way (mentioned in the ''GIU'' subsection), and the last only keeps the channel part of GIU. The integrated way is just like the spatial part of GIU in Figure 2(b) , but the last 1 × 1 Conv makes the shape of the feature map to C × H ×W rather than 1×H ×W ; for the last activation function, we adopt sigmoid. The results are compared in Table 7 . From the results, we can see that learning the gate through a divide-and-conquer way is better. We guess that learning channel-wise and spatial-wise gates together is more difficult than learning them separately. At the same time, we can see that the performance is better when controlling ''where'' (spatial attention) to transfer on the basis of ''what'' (channel attention) to transfer.
C. VISUALIZATION
To investigate what knowledge each branch has learned and what knowledge is transferred from one branch to the other, we visualize the intermediate feature maps of each branch and the transferred feature maps to the other. To visualize the feature map, we first average the 3D feature maps over the channel dimensions and resize them, and then the 2D feature maps are normalized to [0, 1] for visualization.
A case study on the RAP dataset is shown in Figure 4 . Here, we visualize the communication process in the 4-th stage of the model. The input image is shown in the left, there are three columns of feature map in total, namely the feature maps of the local and global branches before communication, the shared knowledge (the above is the knowledge that the local branch passes to the global branch while the below is the knowledge that the global branch passes to the local branch) and the feature maps of the local and global branches after communication. We can see that the characteristics of the global branch are originally messy, but after absorbing the features passed from the local branch, it becomes more like a human shape, which is consistent with our intuition, because the global branch needs to see the whole body. In addition, the local branch looks still messy, but one should note that it focuses on those specific areas, so it does not need to have a human shape. If we look closely, we can find that some areas of the feature map are more highlighted, which suggests that after absorbing the features passed by the global branch, the local branch becomes more targeted.
V. CONCLUSION AND LIMITATION
Inspired by how visual information is processed in the human brain, particularly the interhemispheric communication, we propose a novel local&global two-branch neural network named Dual Intercommunication Network (DIN), in which one branch handles local (high spatial frequency) visual patterns and the other handles global (low spatial frequency) visual patterns. To enable intercommunication between the two branches of DIN as the two hemispheres do in the human brain, we further propose a Gated Intercommunication Units (GIU) to interconnect the local branch and the global branch to selectively transfer useful knowledge from one to the other and block harmful knowledge in the same time. The experimental results on a toy dataset demonstrate that DIN can indeed relieve the negative transfer problem, and the results on two large-scale pedestrian attribute datasets show the superiority of our method.
Finally, we have to admit that the computation efficiency is the limitation of this type of method, since the proposed DIN is built on the TPN, so it also inherits the defects of TPN, that is, the two branches bring nearly double the running time as OPN. However, the main focus of this paper is to explore how two branches can complement each other and avoid negative transfer in the meantime, we will leave the efficiency challenge to future work.
