Nuclear magnetic resonance (NMR) spectroscopy, traditionally used in analytical chemistry, has recently been introduced to studies of metabolite composition of biological fluids and tissues. Metabolite levels change over time, and providing a tool for better extraction of NMR peaks exhibiting periodic behavior is of interest. We propose a method in which NMR peaks are clustered based on periodic behavior. Periodic regression is used to obtain estimates of the parameter corresponding to period for individual NMR peaks. A mixture model is then used to develop clusters of peaks, taking into account the variability of the regression parameter estimates. Methods are applied to NMR data collected from human blood plasma over a 24-hour period.
Introduction
Originally used for structure determination in organic chemistry, nuclear magnetic resonance (NMR) spectroscopy is also a useful tool in the biosciences as it can be used to investigate the metabolic composition of biofluids [1] . NMR spectroscopy provides a tool for characterizing the nuclei found in a substance in terms of relative field strength and concentration [2] . Results are often presented in a plot with intensity on the vertical axis and chemical shift on the horizontal axis, where chemical shift is a measure of the effective field strength of a nucleus. In 1 H NMR spectroscopy, the area under each peak corresponds to the number of 1 H protons with the same chemical shift and thus is an indication of the concentration of a substance in a sample. NMR spectra taken from biological samples could provide information relating to diseases and disorders. Collecting blood plasma and urine samples is relatively simple and inexpensive, and most of these substances require very little pre-processing. For these reasons, NMR data is an attractive source of information.
Information collected from NMR data has already been used for several purposes. NMR spectra have been used to investigate metabolic and other types of disorders [3, 4, 5] , to determine whether or not individuals were in a normal metabolic state following surgery, dietary intervention, or injury [6, 7, 8] , and to detect toxic drug levels in individuals [9, 10, 6] . Distinguishing between different groups using average spectra is often of interest. Methods commonly used include K-means clustering, hierarchical clustering, principal components analysis (PCA), and partial least squares regression discriminant analysis (PLS-DA).
K-means clustering uses the squared Euclidean distance between points to determine the best cluster profile for a given number of clusters. Hierarchical clustering, on the other hand, does not require a pre-specified number of clusters and groups observations in terms of a dissimilarity matrix [11] . In PCA, principal components (PCs) are calculated as linear combinations of the data so that the first linear component explains the as much as possible of the variation present in the data, and the subsequent PCs explain less and less variation. Plots of various PCs can reveal clustering patterns [11] . PLS-DA also involves calculating a linear combination of data but uses features as well as class membership in this process [12] . Similar to PCA, scores resulting from this method can be plotted and can reveal separation of groups. While K-means and hierarchical clustering methods provide a means for separation, PCA and PLS-DA also allow for the identification of important features that differ among groups. In many studies, combinations of all of these methods are used to determine the number of clusters, cluster memebership, and important features contributing to cluster differences. For instance, in [13] , metabolite patterns over the course of a day were investigated using PCA to determine the number of clusters, followed by K-means clustering to determine group membership.
Using NMR data to characterize metabolite time-of-day patterns is one area of current research. Some biochemical, physiological, and behavioral processes in the human body display circadian rhythm, having cycles repeating about once every 24 hours [14, 15] . The influence of circadian forces on metabolite levels and the possible presence of other metabolic periodic patterns are investigated in Park et al. [13] . In order to observe metabolite patterns over time, Park et al. collected blood plasma samples from ten subjects every hour, beginning at 8:30 am, over a 24-hour period. Meals were administered to study participants at 9:30 am, 1:30 pm, and 5:30 pm, and a snack was given at 9:30 pm. Each sample collected was used to produce a 1 H-NMR spectrum. After averaging spectra for each time point, Park et al. found that average spectra could be classified into groups corresponding to morning, afternoon, and night using PCA and K-means clustering. Summed metabolic signal intensities in certain NMR regions differed when comparing spectra collected during morning, afternoon, and night hours, and graphical evidence suggested the existence of periodic time-of-day patterns of metabolites.
Identifying periodic metabolic peaks could aid in the understanding of the behavior of the human body, providing information useful in diagnosing and treating many conditions. In order to supply investigators with detailed time-of-day information from metabolic signals, we propose a method that will provide a means for extraction of NMR peaks exhibiting periodic behavior and that will characterize this behavior. Techniques mentioned above succeed at finding groups with similar spectra and can even identify features that most contribute to differences in groups. However, our goal is to estimate the period of individual NMR peaks and to find groups of peaks with similar behavior. A new method is thus developed.
Periodic regression is used to model the behavior of identified peaks in NMR spectra, and the regression coefficients are then used to identify groups with different periodic behavior. While some methods use the joint distribution of the parameter estimates in the clustering procedure [16] , we propose using only the marginal distribution of the parameter associated with periodicity. It is of scientific interest to find clusters of peaks with similar periodic patterns, regardless of amplitude and phase shift. Even if clusters existed such that peaks within a cluster shared the same amplitude, phase shift, and period, these clusters would not provide the desired result: clusters of peaks with homogeneous periodic patterns. The parameters corresponding to phase and amplitude can therefore be ignored during the clustering process. This will allow peaks with different phase shifts but similar periods to be classified together. We want to allow for the possibility that patterns in one cluster could be opposite of one another. This is because, similar to other biological processes [17, 18] , functionally related metabolites may have similar periodicity yet differ in phase. Metabolic regulation involves inhibition of the production of a metabolite once that substance reaches high levels. Thus, as the substance increases, intermediate metabolites involved in the production of the substance may decrease.
Additionally, since values for the period-related parameter are estimated in the periodic regression step, we propose accommodating the variability associated with the parameter estimates of interest in the clustering process. The method is applied to our sample data, extracted from 1 H NMR spectra generated from plasma collected from eight subjects every hour for 25 hours (spectra also used in [13] ), and the periodic behavior of the identified peaks is assessed. Simulation studies are used to show that when there is an extra variance component due to estimation of parameter estimates, it should be accounted for in clustering.
Data Pre-Processing and Peak Identification
The 25 1 H NMR spectra for each subject were phase and baseline corrected using NUTS NMR data processing software (Acorn NMR, Inc). The spectra were then aligned using a beamsearch algorithm maximizing the correlation between a reference spectrum and the rest of the spectra [19] . Also, the water region was eliminated, and the spectra were normalized using the size of the reference tetramethylsilane (TMS) peak [20] . The spectra were limited to the range of 0 to 5.5 ppm since metabolites are known to present in this region [21] and since the signal-to-noise ratio is high here. The data were denoised using a Symmlet wavelet transformation of order four with hard thresholding. The standard deviation of the level of finest detail was used as the threshold level, meaning that only wavelet coefficients larger than this value were retatined. The wavelet denoising process resulted in much smoother data.
The relative maxima of the smoothed spectra were considered to be peaks. The differences between the relative maxima and the smaller of the relative minima around these maxima were taken to be the magnitudes of the peaks. Only peaks with intensities greater than 5 times the standard deviation of the noise were used in the analysis, where noise was defined as the standard deviation of the region of the spectrum with no discernable signal. This threshold was chosen to eliminate many of the noisy or very small peaks without removing peaks with a strong signal. After imposing this threshold, redundant peak locations were removed. If peaks on multiple spectra were similar in chemical shift, they were classified as the same peak, and a total peak location list was found. The range of peaks identified as being the same did not exceed 0.005 ppm. Spectra were standardized, and for every location on the peak location list, the maximum value within about 0.0025 ppm was found in each spectrum. At a particular location, the maximum value within the 0.0025 ppm range could be classified as a peak for some of the spectra and a non-peak for other spectra, but values for each peak location were found in each spectrum. The peaks in the final peak list were then normalized.
Methods

The Model
Our goal is to detect clusters of peaks so that peaks within a cluster have similar periodicity but those in different clusters can be dissimilar in this regard. All peaks are not expected to behave periodically, and preliminary plots of the data show that a sine curve is appropriate for a subset of peaks ( Figure 1 ). It is not of interest to find groups of peaks in which each group has the same amplitude, phase shift, and period. Although some peaks may exhibit the same periodic pattern, they may have different amplitudes and phase shifts, some perhaps beginning at lower levels and reaching higher levels later in the day, and some having the opposite pattern. These peaks could be affected by the same mechanism and should be classified in the same group. Thus, we focus our attention on estimating the parameter associated with periodicity, β p . Instead of fitting a model in which the joint distribution of the parameters associated with the amplitude, periodicity, and phase shift is explicitly defined, we fit a simplified model for each peak in which the marginal distribution of β p is specified. After estimating the β p values, these estimates along with the (known) variability associated with estimating them are used to find clusters of peaks.
Suppose an NMR spectrum consists of P peaks and that we have spectra collected from N subjects at multiple times. Thus, we have a measurement for peak p (p = 1,2, …, P) for each subject i (i = 1,2, …, N) at each time j (j = 1,2, …, J). Let Y i jp be the observed peak magnitude for subject i at time j for peak p, and let t i j be the time of the measurement for subject i at time j. Let X i be an indicator variable for person i, where X i = 1 for person i and 0 otherwise and using i = N as the reference subject. Consistent with the notation in [16] , assume there are K classes of peaks with distinctive periodic behavior, and let u p = k (k = 1, 2, …, K) denote class membership for peak p. Alternatively, one can use u p = (u p1 , u p2 , …, u pK ) T to indicate class membership, where u pk = 1 if peak p belongs to class k and 0 otherwise. Let π = (π 1 , π 2 , … π K ) T be the vector of probabilities associated with each class membership vector u p , where π k ≥ 0 and .
The model can be written as, given u p = k: (1) Parameters α p , β p , and γ p are the regression parameters associated with the sine function for peak p. These are modeled as random parameters, with β p values having a class-specific distribution. The amplitude of the sine curve for peak p is given by |α p |, the period is 2π/| β p |, and the phase shift for the curve is given by −γ p /β p [22] . We assume that the subject effect δ ip is fixed, and the error values are given by ε i jp are assumed to be independent and identically normally distributed with mean zero and constant variance σ 2 . β p has mean μ β k and residual e p , which is normally distributed with mean zero and variance . The class membership vector, u p , has a multinomial distribution with parameter π.
With this model, the periodic behavior of peaks within a cluster is similar, but periodicity can be different across clusters. Heterogeneity is allowed in the parameters associated with amplitude and phase shift since these curve attributes are not of interest. The joint distribution of α p , β p , and γ p is not specified in Model 1, so the complete maximum likelihood procedure cannot be carried out for this simplified model since the full likelihood is unknown. Note that a full model incorporating the joint distribution of the sine curve parameters would imply the simpler Model 1, but the reverse is not necessarily true.
Estimation
The estimate β̂ for each peak has mean μ β k , the mean value for the peaks in class k, with a traditional residual component e p as well as a random effect signifying the extra variation due to the estimation of β p denoted by ψ p . We rewrite the model as βp = μ β k + e p + ψ p , where , and where is the variability associated with the estimation of β and is assumed to be known. It follows from these relationships and from Model 1 that, given u p = k, βp has the distribution: (2) Given class k, βp is normally distributed with mean μ β k and with a known peak-specific variance component as well as an unknown class-specific variance component. After estimating the β p values, the expectation-maximization (EM) algorithm [23] was used to find groups of peaks with similar periodic behavior while considering the variability in the parameter estimates of interest. This algorithm's first step is the expectation step (E step), which involves computing the expected value of the log likelihood of the complete data using current parameter estimates. The next step, or maximization step (M step), finds maximum likelihood parameter estimates using the expected likelihood calculated in the E step.
Let Δ pk = 1 if βp is in class k and 0 otherwise. Let π k be the probability that βp is in class k (π 1 + π 2 + … + π K = 1), so that Pr(Δ pk = 1) = π k for each βp. Let η pk be the expected value of Δ pk given parameter estimates θ and observed data Z, as detailed in (and with similar notation as) [11] , such that: (3) The vector θ includes parameter estimates for μ k and values, and Z consists of the βp values. Substituting for these quantities for our particular situation, we get (4) where φ θ k (β̂p) is the normal density for βp with mean μ β k and variance . More specifically, (5) Using this information, we can get the expected log likelihood at each iteration j+1 (E-Step): (6) where T is the complete data and includes the unknown classes, Z is the observed data, and θ̂( j) represents the parameter estimates at iteration j. The estimate ηp k is found by replacing π k and θ k in (4) with their current estimates πk and θk. This allows us to get maximum likelihood estimates for μβ k , , and πk at each iteration using the following equations (M-Step): (7) (8) (9) At each step, equations 7 and 8 are solved iteratively until the sum over all k of the squared changes in estimates μβ k and are less than a certain tolerance level. The overall stop criterion is that the sum of the squared changes over k for all three estimates (μ̂β k , , and πk) is less than the tolerance level for consecutive iterations. Note that when is set to zero, the equations for mean and variance estimates (equations (7) and (8)) reduce to those of a simple Gaussian mixture model.
Application to Blood Plasma NMR Data
The blood plasma data consists of high resolution 1 H NMR spectra from eight people obtained from blood samples collected every hour over a period of 24 hours. After smoothing, peak identification, and peak consolidation, it was determined that 259 peaks were represented in at least one of the spectra. Before modeling individual peaks as described above, hierarchical clustering was used to find preliminary groups of peaks. A one-sine model, ignoring the person effect, was then fit for each of the preliminary clusters to obtain starting values for the periodic regression models for the individual peaks. Out of the 259 peaks, 258 were fit with a one-sine model (1), for a total of 258 values for β̂ and variance estimates for each. The one peak for which sine curve parameters were not identifiable was ignored in the analysis.
Peaks with amplitude or frequency close to zero do not have levels that significantly change with time and thus do not effectively behave periodically. These peaks were ignored. Out of the 258 peaks, 159 (61.6%) were found to have amplitude and frequency significantly different than zero (t-test, α = 0.05) and to be in the reasonable range of −π to π [24]. Since sin(βt + γ) = sin(−βt −(γ +π)), meaning that models with an apparent negative β can be transformed to an equivalent model with a positive β, the absolute value of β̂ was used for all peaks in the clustering procedure. Also, clustering was performed using log-transformed values so that the normality assumption was better satisfied. Variances for the log-transformed values were found using the delta method [25] . The EM algorithm was implemented to find clusters of peaks, with the number of total clusters ranging from one to five. Results were given in terms of period τ, where τ = 2π/|β|, so that the results could be more easily interpreted and compared.
For each number of clusters, the log likelihood was calculated. Since the log likelihood increases as the number of clusters increases, it cannot be used to determine which model is best. Instead, the Bayesian Information Criterion (BIC), which penalizes models based on the number of parameters they include, was used [26] . The BIC was calculated as 2log(Lik) −mlog(n), where m is the number of parameters and n is the number of observations, or in our case, peaks. The number of clusters corresponding to the first relative maximum of the BIC values is recognized to be the best [27] . The three-and four-cluster results were found to have BIC values that were almost identical (−324.5 and −324.9, respectively), so the simpler three-cluster model was determined to be the best ( Table 1) .
Details of the results are given in Table 1 . In the table, the means of the clustered values are labeled as "μ̂ " and are given for each cluster. The transformed mean values, corresponding to the periods for the clusters, are given in parentheses. Also given are the values for the variance, σ̂2, and the mixing probability, π, for each cluster. The mixing probability represents the percentage of 159 peaks that fall into each cluster, and the percent of the total 258 peaks is listed as well.
As Figure 2 shows, there is a clear separation of clusters when the extra variation is taken into account. With mean periods of 21.4 and 12.8, the peaks in two of the clusters have patterns that repeat roughly once or twice per day, respectively. The other cluster has mean period of 74.9 hours, or about three days. Since the data spans only 24 hours, the periodic pattern seen in this cluster is outside the scope of the data. Thus, a total of 41.9% of the peaks express periodic behavior which can be explained using 24-hour data: about 24.8% of the 258 peaks have the once-per-day pattern, and 17.1% have a pattern that repeats about twice per day.
Heatmaps provide visual representations of data, assigning a range of colors to values so that the more similar values are, the more similar their colors are as well [28] . This type of graphic could give us an idea of how well our clustering algorithm grouped similar peaks by allowing us to view the behavior of the peaks within each cluster over time. Heatmaps of the processed data for the 24 hours of our study, averaged over the eight subjects, were produced for each cluster (Figure 3) . Each heatmap has time in order across the horizontal axis. The individual peaks make up the rows and have been rearranged based on hierarchical clustering results to aid in visual interpretation. The heatmap for Class 2, which has a period of 21.4, clearly shows a strong pattern across the 24 hours ( Figure 3 ). The patterns within Class 3 are not as clear, perhaps due to different phase shifts in the data. It does, however, look as if a twice-repeating pattern is visible in Class 3, which was found to have a period of 12.8 hours. Even though the presence of a 74.9-hour period for Class 1 cannot be evaluated with data spanning only 24 hours, a strong pattern appears to exist in this cluster. These peaks have levels that increase throughout the course of the day and return to lower levels the following morning. Figure 4 displays a pre-processed spectrum along with the peaks identified as being in Classes 1, 2, and 3. It appears that there are overlapping regions for the three classes, but there are regions that seem closely related to the classes as well. In their 1995 article, Nicholson et al. identify resonances from 1 H-NMR spectroscopy which can be assigned to particular metabolites [21] . One can compare Figure 4 (Figure 1 from [21] ).
This comparison reveals that peaks in the region of glucose-β1 are mainly found in Classes 2 and 3, and most of the peaks in the glucose-β4, glucose-β2, and choline region are found in Class 3. The region of albumin lysyl looks most closely matched by Class 2, and it appears that Classes 1 and 2 contain the peaks in the lipid, acetyl signals from α 1 -acid glycoprotein (NAC1 and NAC2), VLDL, LDL, HDL, valine, and alanine regions. The peaks for lactate appear to be in Class 3.
Simulation Results
As detailed above, the clustering method accounted for the extra variability associated with the estimation of periodicity. Simulation studies were used to evaluate methods of clustering parameter estimates when there is an extra variance component due to the fitting of these estimates. Two cases were considered: one method included the variation due to estimating the parameters as a known extra variance component when clustering, and the other method ignored this extra variation. The goal was to determine whether or not the variation of parameter estimates should be considered in the clustering process. Data for two clusters were generated using difference distances between cluster centers (1, 5, and 10) and different pairs of cluster variances ( with with , and with ). Three different χ 2 distributions were used to generate the extra variance component, denoted by , and . For each combination of cluster center difference, variance pair, and extra variance distribution, values for 5000 peaks were generated and were clustered both including and ignoring the extra variance component.
Each of the 5000 peaks was randomly classified as being in cluster one or cluster two with probabilities 0.7 and 0.3, respectively, for each simulation. For a cluster center difference of one, cluster one values were generated from the distribution , and cluster two values were generated from . For a cluster center difference of five, these generating distributions were and for the two clusters. For a cluster center difference of ten, the distributions and were used. Table 2 shows that the misclassification rates decrease as cluster centers get farther apart and that they increase as the degrees of freedom for the distribution increases, whether or not the extra variation is accounted for. Also, misclassification rates are smaller when the clusters have less variation, regardless of method. However, the misclassification rates for the simulations accounting for the extra variation are always less than or comparable to those in which the extra variation is ignored. This difference becomes less pronounced as the distance between cluster centers increases. While the estimates are not shown here, σ̂2 is consistently overestimated when this extra variation is ignored, as one would expect. Again, the differences in estimates from the two methods are more pronounced for tighter clusters, and differences decrease as the cluster centers become more spread out.
Discussion
Presented is a method of clustering NMR peaks so that peaks within a cluster would have similar periodic behavior but could have heterogeneous amplitudes and phase shifts. In this method, the variation due to estimation of the period-related parameter estimates is treated as an extra, peak-specific variance component in addition to the cluster-specific variation. This clustering method was used for the analysis of NMR data in which metabolic behavior over the course of a day was observed. The general periodic behavior of the metabolites was of interest, and the goal was to find groups of peaks with similar daily patterns in terms of periodicity, regardless of phase shift. It was determined that three clusters were present in the data, two with patterns repeating about once or twice per day, and one with a period of 74.9 hours, close to 3 days.
Certain metabolites may have levels that rise and fall more than once per day, and these metabolites may be found in the clusters identified as having periods of about 12 hours (Class 3). These classes could contain glucose, lactate, and choline. Other metabolites may have levels that rise and fall once per day, which would correspond to the pattern seen for Class 2. This group could include lipids, VLDL, LDL, HDL, and valine, and albumin. The heatmap for Class 1 shows a consistent pattern of increase throughout the day and then a dramatic decrease. The metabolites identified as being in this cluster appear to have a 24hour pattern, but the pattern of increase until about 6:30 am, followed by an abrupt decrease, may not be modeled appropriately with a sine curve. Peaks from the substances in Class 2, representing substances cleared about once per day, could also be present in this group. Another explanation for Class 1 having such a large period, which exceeds the scope of the data, could be that subjects were going through an equilibration period caused by a change in diet. The 74.8-hour pattern could indicate that the shift toward a new equilibrium for metabolites in this cluster lasts about three days.
Previous work suggests that the glucose pattern might be different than other metabolite patterns since glucose is dependent on food intake, which supports the idea that glucose would be cleared multiple times per day and fall into Class 3. Other metabolites might increase and then be cleared once per day and fall into Classes 1 and 2 [13] . These classes contain lipids and lipoproteins, which are related to slower metabolic processes. The speed at which these metabolites are cleared might differentiate the substances with peaks found in Class 1 from those with peaks in Class 2, but the underlying pattern for these Classes appears to be similar. This metabolite information could prove to be useful, but linking metabolite peaks to their identities more strongly could provide better information on the metabolism of the human body and aid in diagnosing and treating metabolic and eating disorders. Also, in this study, classification was based on the most likely cluster for each feature. While in genetic studies it might be of interest to allow genes to belong to multiple clusters or pathways, allowing a feature to belong to more than one group based on periodicity does not make sense using our model. Some features may have ambiguous cluster membership, however, and these features should be further investigated.
Simulation studies were used to determine whether or not it was appropriate to cluster parameter estimates treating the variation of the estimates as an extra variance component. Misclassification rates were as good or better for the proposed method when compared to the other method for all scenarios tested. Also, estimates were often more accurate for the proposed methods. Differences in these estimates and in mis-classification rates were more pronounced for tighter clusters, and the two methods produced more similar results as cluster centers were moved farther apart.
The peaks identified as displaying periodic patterns could serve as a window into the metabolic patterns of the human body. There is a possibility that knowledge of the behavior of NMR peaks of metabolites under normal conditions could help in the diagnosis and treatment of metabolic and other disorders and aid in determining the level of success achieved by various interventions such as surgeries and dietary changes. However, the dataset used for this study was limited to only 25 measurements for each of eight people, therefore there is not an abundance of information with respect to periodicity. We chose to use a sine curve due to its simplicity and to the fact that empirical data supported this choice.
Relaxing the parametric assumption of the sine curve could be possible, but observations spanning a longer period of time would be needed. A non-or semi-parametric model could provide better behavioral details for all classes, especially for the class with an apparent 75hour periodic pattern, so this approach should be explored in the future.
Maximum likelihood estimates of μβ k , , and πk are then found for each iteration (M-Step) by taking the derivative of E(ℓ(θ;T)|Z,θ̂( j) ) with respect to each of the parameters, setting each to zero, and solving for the respective parameters. Derivations for these equations follow.
Derivation for μβ k :
Derivation for :
For , the equation was not solved explicity for since the expressions were complicated by the value. Instead, an iterative procedure is used to find estimates for μβ k and (4.2).
Derivation for πk:
Plot of intensity vs. time for subset of peaks. It appears that a sine curve would be a good fit for these peaks. Scatter plot and histogram of log(β) (periodicity parameter) for four clusters. The '*' for each cluster signifies the mean. Heatmaps of observed data for 4 classes, averaged over 8 subjects. Times (in order) are on the x-axis, and peaks are on the y-axis. A pre-processed spectrum (a) is shown with locations for peaks in the four classes (b) so that actual locations of the class peaks can seen. Pre-processed spectrum has been truncated to reveal detail. Table 1 Analysis of blood plasma data, including extra variation a Misclassification rates for simulation scenarios with different distances between clusters, cluster-specific variances, and distributions for known peakspecific variance components 
