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INTISARI 
Persoalan kemiskinan di tingkat nasional maupun daerah merupakan salah satu masalah yang perlu 
mendapat perhatian khusus, sehingga memerlukan strategi yang tepat dan berkelanjutan untuk 
mengatasinya. Setiap rumah tangga di wilayah yang berbeda memiliki karakteristik dan faktor-faktor 
yang berbeda, karenanya banyak faktor yang mempengaruhi kemiskinan pada wilayah tersebut. Masalah 
kemiskinan yang dipengaruhi oleh letak suatu wilayah dapat diatasi menggunakan Spatial Durbin Model 
(SDM). Tujuan pemodelan SDM adalah untuk mengetahui hubungan dependensi spasial yang terjadi 
tidak hanya pada variabel dependen, tetapi juga pada variabel independen. Hasil yang menunjukkan 
bahwa lag variabel dependen signifikan adalah dengan nilai parameter ߩ > ߯ଶ(଴,଴ହ;ଵ). Lag variabel 
independen yang signifikan adalah variabel independen dengan pembobot yang signifikan, namun tidak 
terdapat variabel independen yang signifikan dengan adanya pembobot. 
Kata kunci: pembobot spasial, dependensi spasial, SDM 
PENDAHULUAN 
     Kemiskinan adalah keadaan dimana terjadi ketidakmampuan untuk memenuhi kebutuhan dasar 
seperti makanan, pakaian, tempat berlindung, pendidikan dan kesehatan. Kemiskinan dapat 
disebabkan oleh kelangkaan alat pemenuhan kebutuhan dasar, ataupun sulitnya untuk mendapatkan 
pendidikan dan pekerjaan. Menurut survei Badan Pusat Statistik (BPS), tingkat kemiskinan di 
Indonesia per Maret 2014 mencapai 11,22% atau sebanyak 28,59 juta orang [1]. Berdasarkan 
presentase dan nilai nyata dari tiap pulau dapat diketahui bahwa pulau Kalimantan memiliki tingkat 
kemiskinan paling rendah, walaupun demikian pemerintah tetap harus melakukan penanggulangan 
terhadap kemiskinan yang ada di Kalimantan. Salah satu aspek penting untuk mendukung strategi 
penanggulangan kemiskinan adalah tersedianya data kemiskinan yang akurat dan tepat sasaran. Oleh 
karena itu, perlu diketahui faktor-faktor yang paling berpengaruh terhadap tinggi rendahnya tingkat 
kemiskinan di suatu wilayah, dengan demikian untuk menganalisis hubungan antara tingkat 
kemiskinan di suatu wilayah dengan faktor-faktor yang mempengaruhinya diperlukan model analisis 
regresi 
     Analisis regresi yang digunakan dalam penelitian ini adalah regresi spasial karena data yang diolah 
berkaitan dengan letak geografis suatu wilayah. Regresi spasial merupakan hasil pengembangan dari 
metode regresi linier sederhana. Pengembangan tersebut berdasarkan adanya pengaruh tempat atau 
spasial pada data yang dianalisis. Data spasial merupakan data pengukuran yang memuat suatu 
informasi lokasi [2]. Berdasarkan tipe data, pemodelan spasial dapat dibedakan menjadi pemodelan 
dengan pendekatan titik dan area. Penelitian ini menggunakan pendekatan area yaitu pendekatan 
berdasarkan prinsip ketetanggaan (contiguity) antarwilayah. Pendekatan area inilah yang menjadi titik 
tolak adanya regresi spasial dependensi. Model spasial durbin (Spatial Durbin Model) menggunakan 
data spasial area sebagai pendekatannya. Maka dari itu, matriks pembobot yang digunakan adalah 
matriks contiguity yang didasarkan pada persinggungan antarlokasi yang diamati [3].  
 Tujuan dari penelitian ini adalah mengetahui faktor-faktor yang mempengaruhi tingkat 
kemiskinan, kemudian membentuk model regresi spasial durbin dari data kemiskinan di Pulau 
Kalimantan. Langkah pertama yang dilakukan dalam penelitian ini adalah menggabungkan data yang 
terdiri dari variabel dependen dan independen ke dalam peta tematik Pulau Kalimantan. Kemudian
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mendiskripsikan data presentase kemiskinan dengan peta tematik. Selanjutnya menentukan tetangga 
untuk setiap kabupaten dan mencari matriks pembobot dari masing-masing kota/kabupaten di 
Kalimantan dengan menggunakan matriks Queen Contiguity. Kemudian melakukan uji autokorelasi 
spasial pada setiap variabel dengan menggunakan Moran’s I berdasarkan nilai pembobot yang sudah 
diketahui dari masing-masing wilayah. Langkah selanjutnya melakukan pemodelan OLS yang terdiri 
dari pendugaan parameter pada variabel independen terhadap variabel dependen serta melakukan uji 
signifikansi parameter. Langkah selanjutnya melakukan penduga parameter untuk melihat dependensi 
lag pada variabel dependen maupun variabel independen, kemudian melakukan uji hipotesis 
signifikansi parameter. Setelah itu membentuk model SDM dari nilai estimasi parameter yang sudah 
diperoleh. Langkah terakhir menginterprestasikan model.  
METODE KUADRAT TERKECIL  
     Metode yang digunakan untuk mengestimasi koefisien regresi adalah metode kuadrat terkecil 
(least square method) yaitu untuk meminimumkan jumlah kuadrat eror. Model regresi dengan k 
variabel prediktor dan jumlah pengamatan n  adalah: 
௜ܻ = ߚ଴ + ߚଵ ଵܺ௜ + ⋯+ ߚ௞ܺ௞௜ + ߝ௜            ݅ = 1, 2, … ,݊ 
dalam notasi matriks sebagai berikut: 
Y = X β + ε 
dimana Y merupakan vektor observasi dari variabel dependen berukuran (n x 1), X merupakan 
matriks variabel independen berukuran (n x (k+1)), β merupakan vektor dari koefisien regresi 
berukuran (k x 1) dan ࢿ merupakan vektor eror berukuran (n x 1). Dengan menggunakan statistik uji: 
หݐ௛௜௧௨௡௚ห = ߚመ௣ܵܧ(ߚመ௉) 
dan mengambil taraf signifikansi adalah ߙ = 5%, ܪ଴ ditolak jika หݐ௛௜௧௨௡௚ ห > ݐ(ഀ
మ
,ௗ௙) dimana df 
(derajat bebas) = n – k – 1. Variabel yang tidak berpengaruh secara signifikan dapat dihilangkan 
dalam model [4]. 
MATRIKS PEMBOBOT SPASIAL (SPATIAL WEIGHT MATRIX) 
Matriks pembobot spasial digunakan untuk menentukan bobot antarwilayah yang diamati 
berdasarkan hubungan ketetanggaan antarwilayah. Matriks pembobot spasial ini digunakan untuk 
menghitung koefisien autokorelasi yang terjadi pada wilayah yang diamati. Matriks pembobot spasial 
dinotasikan dengan W yang berukuran ݊ × ݊ dimana n merupakan jumlah data yang diteliti. Nilai 1 
dan 0 menggambarkan kedekatan antar daerah yang diamati, nilai 1 untuk daerah tetangga yang 
bersinggungan sisi atau sudutnya berdasarkan wilayah daratan, dan nilai 0 untuk daerah tetangga yang 
tidak bersinggungan sisi ataupun sudut di wilayah daratan [5]. 
Salah satu metode yang bisa digunakan untuk membuat matriks pembobot spasial yaitu matriks 
Queen Contiguity. Matriks Queen Contiguity adalah matriks persinggungan sisi-sudut yang 
mendefinisikan ݓ௜௝ =  1 untuk daerah yang bersisian (common side) atau titik sudutnya bertemu 
dengan daerah yang menjadi perhatian, ݓ௜௝ =  0 untuk daerah lainnya, ݓ௜௝ merupakan nilai di dalam 
matriks baris ke-݅ dan kolom ke-݆ [3]. 
Baris dan kolom pada matriks menyatakan wilayah yang ada pada peta. Setelah memperoleh 
matriks Queen Contiguity, selanjutnya dilakukan standarisasi pada masing-masing entrinya untuk 
mendapatkan jumlah baris sama dengan satu. Rumus untuk standarisasi matriks pembobot Queen 
Contiguity dapat dituliskan sebagai berikut [6]. 
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ݓ௜௝ = ܿ௜௝ ௜ܿ .ൗ  
dengan ௜ܿ . = ∑ܿ௜௝ , dimana ܿ௜.= Total nilai baris ke ݅, dan ௜ܿ௝ = Nilai pada baris ke ݅ kolom ke ݆. 
Matriks pembobot Queen Contiguity yang sudah distandarisasi inilah yang digunakan dalam 
metode-metode pengujian dan permodelan pada analisis spasial berbasis area. 
INDEKS MORAN (MORAN’S I)  
 Moran’s I  adalah sebuah uji statistik yang bertujuan untuk  melihat nilai autokorelasi spasial, yang 
mana digunakan untuk mengidentifikasi suatu lokasi dari pengelompokan spasial atau autokorelasi 
spasial. Autokorelasi spasial adalah suatu hubungan antara variabel dengan dirinya sendiri atau dapat 
juga diartikan sebagai ukuran kemiripan dari objek dalam suatu ruang sampel penelitian [5]. 
Perhitungan autokorelasi spasial dengan menggunakan Indeks Moran dapat dilakukan dengan cara 
sebagai berikut: 
ܫ = ݊
ܵ଴
∑ ∑ ݓ௜௝(ݔ௜ − ̅ݔ)௡௝ୀଵ ൫ݔ௝ − ̅ݔ൯௡௜ୀଵ
∑ (ݔ௜ − ̅ݔ)ଶ௡௜ୀଵ  
Uji hipotesis yang digunakan adalah sebagai berikut: 
ܪ଴ : Tidak terdapat autokorelasi spasial positif 
ܪଵ : Terdapat autokorelasi spasial positif 
Statistik uji:  
ܼ௛௜௧௨௡௚ = ܫ − ܧ(ܫ)
ඥܸܽݎ(ܫ) 
dimana: 
ܼ௛௜௧௨௡௚  : nilai statistik uji Indeks Moran 
ܧ(ܫ) : nilai ekspektasi Indeks Moran 
ܸܽݎ(ܫ) : nilai variansi dari Indeks Moran 
dengan: 
ܧ(ܫ) = − 1
݊ − 1  ,             ݒܽݎ(ܫ) = ݊ଶ ଵܵ − ݊ܵଶ + 3 ଴ܵଶ(݊ଶ − 1) ଴ܵଶ −[ܧ(ܫ)]ଶ 
dimana: 
ܵ଴ = ෍෍ݓ௜௝௡
௝ୀଵ
௡
௜ୀଵ
,          ଵܵ = 12෍(ݓ௜௝ +ݓ௝௜)ଶ௡
௜ஷ௝
,            ܵଶ = ෍ቌ෍ݓ௜௝௡
௝ୀଵ
+ ෍ݓ௝௜௡
௝ୀଵ
ቍ
ଶ
௡
௜ୀଵ
 
Kriteria uji: 
Tolak ܪ଴ pada taraf signifikansi ߙ jika ܼ௛௜௧௨௡௚ > ܼఈ/ଶ [7]. 
 
UJI LAGRANGE MULTIPLIER (LM) 
Uji Lagrange Multiplier (LM) digunakan untuk mendeteksi adanya dependensi spasial lag 
pada variabel dependen [6]. Hipotesis yang digunakan pada ܮܯ௟௔௚  adalah: 
           ܪ଴:ߩ = 0   (tidak terdapat dependensi spasial lag) 
           ܪଵ: ߩ ≠ 0   (terdapat dependensi spasial lag) 
Statistik uji: 
ܮܯ௟௔௚(௬) = ൫ఌ೅ௐ௬൯మ௦మ((ௐ௑ఉ)೅ெ(ௐ௑ఉ)ା்௦మ)    (1) 
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dengan: 
ܯ = ܫ − ܺ(்ܺܺ)ିଵ்ܺ,            ܶ = ݐݎ[(்ܹ + ܹ)ܹ],             ݏଶ = ߝ்ߝ
݊
 
dimana ߝ adalah vektor eror dari hasil OLS, W adalah matriks pembobot, ߚ adalah vektor koefisien 
parameter regresi, X adalah matriks variabel independen. Kriteria pengambilan keputusan, tolak ܪ଴ 
jika ܮܯ௟௔௚ > ߯ଶ(ఈ,௞ିଵ) yang berarti terdapat dependensi lag. 
SPATIAL DURBIN MODELS (SDM) 
Spatial Durbin Models (SDM) merupakan model khusus dari autoregressive spasial dengan 
penambahan spasial lag pada variabel independen. Model ini dikembangkan karena dependensi 
spasial lag tidak hanya terjadi pada variabel dependen tetapi juga terjadi pada variabel independen, 
sehingga ditambahkan spasial lag pada model. Bentuk model SDM dinyatakan pada persamaan 
berikut ini [2]: 
ݕ௜ = ߩ෍ݓ௜௝ݕ௝ + ߚ଴ + ෍ߚଵ௞ݔ௞௜ + ෍ߚଶ௞ +௟
௞ୀଵ
௟
௞ୀଵ
௡
௝ୀଵ
෍ݓ௜௝ݔ௞௝ + ߝ௜௡
௝ୀଵ
 
 
atau model SDM dapat dituliskan dalam bentuk matriks yaitu: 
ࢅ = ࣋ࢃࢅ + ࢼ૙ + ࢄࢼ૚ + ࢃࢄࢼ૛ + ࢿ     (2) 
Bentuk lain dari model SDM pada Persamaan (2) dapat dituliskan  sebagai berikut [3]: 
ࢅ = ࣋ࢃࢅ+ ࢻ + ࢄࢼ+ ࢃࢄࣂ + ࢿ 
dimana: 
ܻ : vektor variabel respon, berukuran n x 1 
ܺ : matriks variabel prediktor, berukuran n x k 
ߩ : koefisien lag spasial variabel respon (y) 
ߙ : vektor parameter konstan, berukuran n x 1 
ߚ : vektor parameter regresi, berukuran k x 1 
ߠ : vektor parameter lag spasial variabel prediktor, berukuran k x 1 
ܹ : matriks pembobot, berukuran n x n 
ߝ : vektor eror, berukuran n x 1 
SIGNIFIKANSI PARAMETER REGRESI SPASIAL 
Pengujian signifikansi parameter pemodelan spasial pada penelitian ini menggunakan uji Wald [2]. 
Untuk menguji parameter ߩ digunakan hipotesis sebagai berikut: 
ܪ଴:ߩ = 0               ܪଵ: ߩ ≠ 0 
dengan statistik uji: ܹ݈ܽ ఘ݀ = ఘෝమ௩௔௥(ఘෝ) 
Sedangkan untuk menguji parameter ߚ digunakan hipotesis sebagai berikut: 
      ܪ଴:ߚ௝ = 0            ܪଵ:ߚ௝ ≠ 0, ݆ = 1,2, … , ݇ 
dengan statistik uji:  
ܹ݈ܽ݀ఉ = ߚመ௝ଶ
ݒܽݎ(ߚመ௝) 
Untuk menguji parameter ߠ menggunakan hipotesis sebagai berikut: 
     ܪ଴:ߠ௝ = 0             ܪଵ: ߠ௝ ≠ 0, ݆ = 1,2, … , ݇ 
dengan statistik uji: 
ܹ݈ܽ݀ఏ = ߠ෠௝ଶݒܽݎ(ߠ෠௝) 
Analisis Dependensi Spasial Pada Data Kemiskinan Dengan Pendekatan  (SDM)                                             323 
 
Sedangkan untuk menguji parameter ߚ digunakan hipotesis sebagai berikut: 
      ܪ଴:ߚ௝ = 0            ܪଵ:ߚ௝ ≠ 0, ݆ = 1,2, … , ݇ 
dengan statistik uji: 
ܹ݈ܽ݀ఉ = ߚመ௝ଶݒܽݎ(ߚመ௝) 
Untuk menguji parameter ߠ menggunakan hipotesis sebagai berikut: 
     ܪ଴:ߠ௝ = 0             ܪଵ: ߠ௝ ≠ 0, ݆ = 1,2, … , ݇ 
dengan statistik uji: 
ܹ݈ܽ݀ఏ = ߠ෠௝ଶݒܽݎ(ߠ෠௝) 
dimana: 
ݒܽݎ(ߩො)    : varians estimasi dari parameter ߩ 
ݒܽݎ൫ߚመ௝൯   : varians estimasi dari parameter ߚ 
ݒܽݎ(ߠ෠௝)   : varians estimasi dari parameter ߠ 
Pengambilan keputusan adalah ܪ଴ ditolak jika nilai ܹ݈ܽ݀ > ߯(ఈ,ଵ)ଶ  
MATRIKS PEMBOBOT DENGAN QUEEN CONTIGUITY 
Data yang digunakan dalam penelitian ini adalah data sekunder berupa data kemiskinan, dan data 
sosial ekonomi rumah tangga di setiap kota/kabupaten di Pulau Kalimantan tahun 2014 dan faktor-
faktor yang mempengaruhinya. Data diperoleh dari Badan Pusat Statistik Kota Pontianak, terdiri dari 4 
provinsi dan 55 kota/kabupaten. Peta Pulau Kalimantan tahun 2014 disajikan pada Gambar 2. 
 
     Sumber: OpenGeoda (olahan) 
Gambar 2 Peta Pulau Kalimantan  
Pada Gambar 2 angka 1 sampai 55 di dalam peta tematik menunjukkan nama kabupaten/kota di Pulau 
Kalimantan.Gambar 2 digunakan untuk melihat tetangga dari masing-masing wilayah untuk membuat 
matriks pembobot spasial.  
Matriks pembobot spasial berukuran 55 × 55 dengan ݅ dan ݆ yang merupakan baris dan kolom. 
Hasil pemberian bobot pada 55 kabupaten/kota berdasarkan peta pulau Kalimantan dengan metode 
Queen Contiguity disajikan pada Gambar 3.  
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Gambar 3 Matriks Pembobot dengan metode Queen Contiguity (ࢃࡽ࢛ࢋࢋ࢔) 
Matriks Queen Contiguity yang sudah distandarisasi disajikan pada Gambar 4. 
 
Gambar 4 Matriks Pembobot Terstandarisasi (ࢃ࢏࢐) 
 
PENGUJIAN EFEK SPASIAL  
Rentang nilai dari Indeks Moran pada matriks pembobot spasial terstandarisasi adalah antara −1 ≤ ܫ ≤1. Apabila −1 ≤ ܫ < 0 maka data menunjukkan adanya autokorelasi spasial negatif. Jika 0 < ܫ ≤ 1 maka 
data menunjukkan adanya autokorelasi spasial positif, sedangkan jika nilai Indeks Moran sama dengan nol, 
maka tidak terdapat autokorelasi spasial. Untuk mengidentifikasi adanya autokorelasi spasial atau tidak, 
dilakukan uji signifikansi Indeks Moran. Hasil dari statistik uji Indeks Moran untuk setiap variabel disajikan 
pada Tabel 1.  
Analisis Dependensi Spasial Pada Data Kemiskinan Dengan Pendekatan  (SDM)                                             325 
 
Tabel 1 Nilai Indeks Moran 
(*) signifikan pada ߙ = 5% dan ܼ଴,଴ଶହ = 1,96 
Pada tabel 1 diketahui nilai ܼ௛௜௧௨௡௚ > ܼఈ/ଶ untuk 8 variabel yang mengandung autokorelasi 
positif, dan nilai ܼ௛௜௧௨௡௚ < ܼఈ/ଶ untuk 2 variabel yang mengandung autokorelasi negatif. Dengan 
demikian dapat diambil keputusan untuk menolak ܪ଴ pada taraf signifikansi ߙ = 5% dan disimpulkan 
bahwa data mengandung autokorelasi spasial pada variabel dependen dan independen.  
Selanjutnya nilai variabel independen yang mengandung autokorelasi spasial positif diestimasi 
dengan metode kuadrat terkecil (OLS) untuk mencari faktor-faktor yang paling signifikan terhadap 
kemiskinan diantara variabel yang mengandung autokorelasi spasial positif. Nilai parameter OLS 
untuk variabel yang signifikan disajikan pada Tabel 2. 
Tabel 2 Nilai Parameter OLS untuk Variabel yang Signifikan  
Variabel Koefisien Std.Error ࢀࢎ࢏࢚࢛࢔ࢍ T tabel Sig 
Konstanta 14,211 3,748 3,792 
2,0086 
0,000* 
ࢄ૚ -0,083 0,035 -2,406 0,020* 
ࢄ૛ -0,089 0,045 -1,965 0,055* 
ࢄૠ -0,052 0,012 -4,535 0,000* 
ࢄ૚૙ 0,057 0,015 3,863 0,000* 
 (*) signifikan pada ߙ = 5% 
Berdasarkan Tabel 2 dapat dilihat bahwa terdapat empat variabel prediktor/independen yang 
berpengaruh secara signifikan terhadap variabel respon. Variabel tersebut adalah presentase penduduk 
yang tidak tamat SD ( ଵܺ), presentase penduduk yang tamat SMP (ܺଶ), presentase rumah tangga 
pengguna air bersih (ܺ଻) dan presentase jaminan kesehatan masyarakat ( ଵܺ଴), karena memiliki nilai 
௛ܶ௜௧௨௡௚ > ଴ܶ,଴ଶହ;ହ଴ atau nilai signifikansinya < 0,05. Dari hasil analisis data tersebut juga didapatkan 
nilai ܴଶ adalah 41,3%, ini berarti bahwa model yang terbentuk mewakili data sebesar 41,3%. Dari 
Tabel 2 diperoleh model persamaan regresi linier berganda yaitu: 
ݕො = 14,211− 0,083 ଵܺ − 0,089ܺଶ − 0,052ܺ଻ + 0,057 ଵܺ଴ 
Variabel Keterangan Moran’s I |ࢆࢎ࢏࢚࢛࢔ࢍ| 
ࢅ Persentase rumah tangga miskin 0,18137 3,19438* 
ࢄ૚ Persentase penduduk yang tidak tamat SD 0,27966 4,76523* 
ࢄ૛ Persentase penduduk yang tamat SMP 0,152603 2,73471* 
ࢄ૜ Persentase penduduk tidak bekerja  0,58597 9,66037* 
ࢄ૝ Persentase penduduk yang bekerja di sektor 
informal 
0,16582 2,94592* 
ࢄ૞ Persentase penduduk yang bekerja di sektor 
pertanian 
0,11288 2,09989* 
ࢄ૟ Persentase penduduk yang menempati rumah 
sehat 
-0,05325 -0,55504 
ࢄૠ Persentase rumah tangga pengguna air bersih  0,18652 3,27671* 
ࢄૡ Persentase pengeluaran perkapita untuk 
makanan 
0,23962 4,12535* 
ࢄૢ Persentase perempuan pengguna alat KB -0,00816 0,16544 
ࢄ૚૙ Persentase jaminan kesehatan masyarakat 0,19918 3,47909* 
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PENGUJIAN SPASIAL LAG DENGAN LM 
Identifikasi awal sebelum melakukan pemodelan spasial dengan SDM yaitu melakukan pengujian 
spasial lag dengan uji LM. Berdasarkan rumus pada persamaan (1) diperoleh nilai ܮܯ௟௔௚(௬) = 8,3957 
dengan tingkat signifikansi ߙ = 5% dan ߯ଶ(଴,଴ହ;ଷ) = 7,82. Diketahui nilai ܮܯ௟௔௚ > ߯ଶ(଴,଴ହ;ଷ) maka 
dapat diambil keputusan untuk menolak ܪ଴ yang berarti terdapat dependensi spasial lag pada variabel 
dependen. 
 
ESTIMASI MODEL SPASIAL DENGAN SDM  
Berdasarkan hasil identifikasi dengan nilai Indeks Moran untuk setiap variabel, menunjukkan 
bahwa dependensi antarlokasi yang berdekatan (autokorelasi spasial) terjadi pada variabel dependen 
dan variabel independen, sehingga dilanjutkan dengan pengujian dependensi spasial lag dengan LM 
untuk variabel yang signifikan teridentifikasi autokorelasi spasial, dan diketahui terdapat dependensi 
lag pada variabel dependen dan independen. Oleh karena itu dilakukan analisis dengan pendekatan 
Spatial Durbin Models (SDM). Hasil estimasi parameter dengan metode SDM disajikan pada Tabel 3. 
Tabel 3 Nilai Estimasi Parameter SDM  
Parameter Estimasi Wald 
ࢼ૙ 14,0073 4,4083* 
ࢼ૚ −0,083 2,3366*** 
ࢼ૛ −0,0878 -7,9940* 
ࢼૠ −0,0521 7,6855* 
ࢼ૚૙ −0,0572 -2,4131*** 
ࣂ૚ 0,0325 0,009 
ࣂ૛ 0,0742 -0,1409 
ࣂૠ −0,0292 0,0571 
ࣂ૚૙ 0,0681 -0,0819 
࣋ 0,0214 22648,1773* 
ࡾ࢙࢛ࢗࢇ࢘ࢋ  44,3% 
   (*) signifikan pada ߙ = 5%,      ߯ଶ(଴,଴ହ;ଵ) = 3,841 
    (**) signifikan pada ߙ = 10%,      ߯ଶ(଴,ଵ଴;ଵ) = 2,706 
    (***) signifikan pada ߙ = 20%,     ߯ଶ(଴,ଶ଴;ଵ) = 1,642 
Dari Tabel 3, dibentuklah sebuah persamaan yaitu Spatial Durbin Models (SDM) adalah: 
ݕො௜ = 0,0214 ଵܹݕ + 14,0073 − 0,083 ଵܺ − 0,0878ܺଶ − 0,0521ܺ଻ − 0,0572 ଵܺ଴ 
     +0,0325 ଵܹ ଵܺ + 0,0742 ଵܹܺଶ − 0,0292 ଵܹܺ଻ + 0,0681 ଵܹܺଵ଴  
Hasil estimasi pemodelan SDM yang dapat dilihat pada Tabel 3, menunjukkan bahwa terdapat 
dependensi spasial lag pada variabel dependen maupun independen. Hal tersebut ditunjukkan oleh 
nilai parameter ߩ, yaitu lag variabel dependen yang berpengaruh signifikan, karena nilai wald pada 
ߩ > ߯ଶ(଴,଴ହ;ଵ) 
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 Adanya dependensi spasial lag menunjukkan bahwa terdapat pengaruh letak kabupaten/kota yang 
berdekatan dengan daerah yang diamati pada variabel presentase penduduk miskin (ܻ). Pada model 
SDM yang dihasilkan, pembobot ଵܹ menunjukkan adanya pengaruh letak kabupaten/kota yang 
berdekatan (݆) dengan kabupaten/kota yang diamati (݅) terhadap persentase penduduk miskin. 
 Secara umum, model SDM dapat diinterprestasikan, bahwa apabila faktor lain dianggap konstan 
maka ketika variabel persentase penduduk yang tidak tamat SD ( ଵܺ) naik sebesar 1 satuan, maka bisa 
mengurangi presentase penduduk miskin sebesar 0,083. Jika nilai dari variabel persentase penduduk 
yang tamat SMP (ܺଶ) naik 1 satuan, maka akan mengurangi presentase penduduk miskin sebesar 0,0878. Jika nilai dari variabel persentase rumah tangga pengguna air bersih (ܺ଻) naik 1 satuan, maka 
bisa mengurangi presentase penduduk miskin sebesar 0,0521. Dan apabila nilai dari variabel 
persentase jaminan kesehatan masyarakat ( ଵܺ଴) naik 1 satuan, maka bisa mengurangi presentase 
penduduk miskin sebesar 0,0572. Koefisien parameter ߠଵ sebesar 0,0325, ߠଶ sebesar 0,0742, 
ߠ଻ sebesar −0,0292, dan ߠଵ଴ sebesar 0,0681 yang dieproleh dengan metode SDM, menunjukkan 
koefisien dependesi spasial lag atau besarnya pengaruh kedekatan daerah pada variabel persentase 
penduduk yang tidak tamat SD (ܺଵ), variabel persentase penduduk yang tamat SMP (ܺଶ), variabel 
persentase rumah tangga pengguna air bersih (ܺ଻), dan pada variabel persentase jaminan kesehatan 
masyarakat (ܺଵ଴). 
 Lag variabel independen yang signifikan adalah variabel-variabel independen dengan pembobot 
yang berpengaruh signifikan. Namun, pada Tabel 3 menjelaskan bahwa tidak terdapat lag variabel 
independen yang berpengaruh signifikan dengan adanya pembobot. Hanya terdapat variabel-variabel 
yang berpengaruh signifikan tanpa pembobot pada ߙ = 5%, 10%, dan 20%. diantaranya yaitu 
variabel persentase penduduk yang tidak tamat SD ( ଵܺ), variabel persentase penduduk yang tamat 
SMP (ܺଶ), variabel persentase rumah tangga pengguna air bersih (ܺ଻), dan pada variabel persentase 
jaminan kesehatan masyarakat ( ଵܺ଴), dengan R-square yang dihasilkan oleh metode SDM adalah 
sebesar 44,3% lebih besar daripada OLS yaitu 41,3%. 
PENUTUP 
Hasil identifikasi nilai indeks moran menunjukkan adanya dependensi spasial antarlokasi yang 
berdekatan pada variabel dependen dan independen. Namun, nilai indeks moran yang kecil yaitu 
kurang dari 0,5 menyebabkan hasil estimasi parameternya menjadi tidak nyata, sehingga estimasi 
parameter dengan metode SDM tidak menghasilkan variabel independen yang berpengaruh signifikan 
dengan adanya pembobot. Sedangkan lag variabel dependen yang signifikan ditunjukkan oleh 
parameter ߩ > ߯ଶ(଴,଴ହ;ଵ). Model regresi spasial durbin dari data kemiskinan di Pulau Kalimantan yang 
terbentuk adalah: 
෠ܻ௜ = 0,0214 ଵܹܻ + 14,0073− 0,083 ଵܺ − 0,0878ܺଶ − 0,0521ܺ଻ − 0,0572 ଵܺ଴ +0,0325 ଵܹ ଵܺ + 0,0742 ଵܹܺଶ − 0,0292 ଵܹܺ଻ +0,0681 ଵܹ ଵܺ଴ 
Pada model SDM yang dihasilkan, pembobot ଵܹ menunjukkan adanya pengaruh letak 
kabuapaten/kota yang berdekatan (݆) dengan kabupaten/kota yang diamati (݅) terhadap persentase 
penduduk miskin 
Terdapat variabel-variabel yang berpengaruh signifikan tanpa pembobot pada 
ߙ = 5%, 10%, dan 20%, diantaranya yaitu variabel persentase penduduk yang tidak tamat SD ( ଵܺ), 
variabel persentase penduduk yang tamat SMP (ܺଶ), variabel persentase rumah tangga pengguna air 
bersih (ܺ଻), dan pada variabel persentase jaminan kesehatan masyarakat ( ଵܺ଴), dengan R-square yang 
dihasilkan oleh metode SDM adalah sebesar 44,3% lebih besar daripada OLS yaitu 41,3%. 
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