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This thesis is concerned with the application of model updating techniques to a civil 
structure and in particular a cable-stayed bridge cantilever. For many years, model 
validation techniques have been applied to aerospace structures with some success, 
but never to a civil engineering structure. This is mainly due to the fact that civil 
structures are complicated systems and do not possess the simplicity required by the 
optimisation techniques. 
An extensive literature review is presented concerning various types of analyses and 
modelling techniques applied to cable-stayed bridges, including an account on cable 
dynamics and cable-structure interaction. Literature reviews on sensor placement 
techniques, model updating methods and on the variability of results are also 
covered. 
A description of the various components that compose a cable-stayed bridge and 
some of its aerodynamic characteristics are presented. 
Some sensor placement techniques are introduced and are applied to an aluminium. 
plate tested in the laboratory under free-free conditions. These techniques use the 
dynamic characteristics of an analytical model and place sensors on the model so as 
to obtain the most information about the dynamics of the structure using as few 
sensors as possible. The techniques are successful in identifying the principal modes 
of the plate. 
An extensive account of the various methodologies that exist to compare and 
correlate modeshapes and frequencies are presented, together with methods for 
model reduction and. 
An analytical and experimental model of the cable-stayed bridge cantilever was built 
based on various assumptions and made as simple as possible. The sensor placement 
techniques were applied to locate transducers on the experimental model. The 
experimental modeshapes and frequencies were used to optimise the mass and 
stiffness matrices of the analytical model in order to replicate the experimental data. 
The eigensensitivity method used was successful in optimising the analytical model. 
However, some limitations were identified and presented together with some 
recommendations for future work. 
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Wherever possible notation has been defined in the text of this thesis. The definitions 
that follow are only a list of the most frequently used notation. 
ABBREVIATIONS 
COMAC Co-ordinate Modal Assurance Criterion 
FE Finite Element 
FRF Frequency Response Function 
MAC Modal Assurance Criterion 
SYMBOLS 
magnitude 





transpose of matrix 




i, j, k indices 
X, Y, z co-ordinates 
p updating parameter 
nmod 
es number of modes 
nfireq number of frequencies 
ndof., N number of degrees of freedom 
vi 
nP number of updating parameters 
ne number of elements 
frequency, Hz 
GRIEEK LETTERS 
[a] receptance matrix 
IT] modeshape matrix 
14)] mass-normalised modeshape matrix 
101 mass-normalised modeshape vector 
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The importance of finite element model updating has been emphasised, in the last 
few years, by the need for improved performance of the engineering products. It 
started as a useftil tool in the aerospace industry, but since the 1990s it has become 
important to the design, construction and maintenance of mechanical and civil 
engineering systems. As designs become more and more complicated, the 
requirements for valid numerical models have increased and attention to detail has 
emerged to be very important. Developments in the computer modelling and 
hardware industries have enabled the engineers to use sophisticated analysis 
techniques, such as the finite element method, to build large models that represent 
real structures, and to process large matrix problems with high speed. 
Since the 1960s, the finite element method has become the most accepted method of 
analysis in structural design, and is best described in Zienkiewicz et al (1986). It is 
used widely in all sectors of engineering, aerospace, mechanical and civil, where 
analytical simulations are a necessity. The method leads to a description of the 
system by means of its mass and stiffness matrices. These matrices are an assembly 
of the individual matrices of the finite elements that form the model. The elements 
are assigned material and section properties and boundary conditions are defined at 
the nodes between those elements. Usually the engineer has to make assumptions 
about the properties of the elements or the boundary conditions of the analytical 
model, which should replicate the real structure. However, errors and misjudgement 
are usually present in those assumptions, and this is where the importance of finite 
element model updating becomes significant. The updated model will be a more 
accurate representation of the real structure and could be used with confidence for 
further analyses, such as, to predict forced response arising from wind, traffic and 
seismic motions. 
Chapter I- Introduction 
Model updating is a reconciliation process, where an analytical model is corrected in 
order to replicate the real or the test structure with which it is compared. Therefore. 
real data or data from a model structure in the laboratory are needed. These data can 
either be natural frequencies and modeshapes or Frequency Response Functions. 
The success of the reconciliation process depends on the quality of the data collected, 
since the engineer assumes that the experimental data is correct and the analytical 
model has inaccuracies. However, it is common knowledge that the measurements 
will be both imprecise and incomplete. Imprecise because of the presence of noise 
from the instruments,, which can be eliminated largely by the use of filters and good 
quality transducers, and of the presence of systematic errors such as a failure to 
replicate correctly the boundary conditions. The data will also be incomplete, since 
the measurement frequency range is smaller than that of the analytical model. Also, 
the engineer cannot measure all the degrees-of-freedom present in the analytical data, 
and it is not always possible to detect all the modes since the number of sensors one 
can use and their positioning on the model are limited. However, various methods 
have been devised to overcome the problem of incompleteness, which either expand 
the experimental model to the analytical coordinates or reduce the analytical model 
to the test degree s-o f- freedom. 
Moreover, methods for sensor placement on a model have been developed in order to 
improve the quality of the data obtained from the modal tests. These methods have 
been developed for the aerospace industry, which requires precision measurements, 
and have been very successful. The methods use the analytically derived 
modeshapes to select a set of sensors that will give the most dynamic information of 
the test structure. The application of those methods to other sectors of engineering is 
very challenging. 
Civil engineering has always been a progressive industry, with a long history of 
achievements, which are accompanied by a vast amount of structural examples, such 
as, bridges, railways and buildings. Most of them still In use, despite the years that 
have passed, a fact largely attributed to the engineer's insight and advanced 
knowledge of structural design. Nowadays, the modem designs are more complex, 
lightweight and large. Bridges are built with ever increasing spans, cable-stays are 
used more frequently, which makes the structure quicker to construct and look more 
pleasing to the eye than existing designs. The severity of the surrounding 
1) 
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environment, traffic, wind, earthquakes influence the behaviour of the bridge and 
certainly the design of the structure. The performance requirements and the 
aesthetics have become very important and a significant factor in the choice of 
design. Therefore, the engineers recognise more and more the need for accurate 
analytical models, to use for advanced structural analyses, and for paying attention to 
detail. This is where model updating becomes very important. 
It was thought to be interesting to apply these methods to a complex civil 
engineering structure, a cable-stayed bridge cantilever. The reason for choosing a 
cable-stayed cantilever is because data from one of the Second Severn Crossing 
cantilevers is available to the University of Bristol, since the monitoring of the bridge 
was undertaken by the Department of Civil Engineering. These data will be used to 
prepare the analytical model, which is described in Chapter 6. Moreover, during the 
construction phase, a bridge is at its most sensitive to wind and earthquake 
excitation, since not all of its supports are in place and the cables are not fully 
stressed Therefore, a cantilever is thought to present a challenge for modal analysis 
and for the application of sensor placement techniques and model updating methods, 
which will be used to locate sensors on a test structure and correct the finite element 
model of the cantilever, respectively. The limitations of the use of those methods 
will be identified and discussed. 
1.2 Sensor locations 
The problem of predicting reliably the response of a structure to a type of loading is 
closely related to the validity of the model used to represent the structure. The 
proper knowledge of various parameter values is very important in establishing the 
usefulness of such model. These parameter values can be obtained from the response 
data collected from the sensors located at various positions on the structure. 
However, only a limited number of sensors can be used because of practical and 
economic considerations. This is not really a problem when dealing with small-scale 
models in the laboratory. For example, with mechanical and aeronautical models, 
the sensors can be moved and distributed at different positions along the structure, 
allowing many readings to be taken so that one can obtain the appropriate 
information needed for subsequent applications. On the other hand, re-locating 
arrays of sensors becomes a problem when dealing with large cl-61 engineering 
3 
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structures where one has to take measurements in-situ. Only a limited number of 
transducers can be used, and moving the sensors around the structure is usually very 
inconvenient. Therefore,, the problem of positioning the sensors in the best possible 
locations within the structure becomes important. 
The benefits from optimally position sensors in a structure are many and can be 
summarised as follows: 
I. minimise the cost of instrumentation, data processing and data handling by 
using fewer sensors, data channels; 
2. obtain better estimates of the model parameters from noisy data; 
3. improve structural control by using better structural models; 
4. determine efficiently structural properties and their change in order to 
improve the assessment of structural integrity; and 
5. improve the early fault-detection capability for large, flexible systems, 
Udwadia (1994). 
Many researchers have developed techniques for optimum transducer placement. 
The most commonly used techniques, namely the Effective Independence Method 
(Efl), Kammer (1991), the Energy Matrix Rank Optimisation technique (EMRO), 
Hemez et al (1994) and the Energy Optimisation Technique (EOT) Heo et al (1997), 
are presented in Chapter 4. 
1.3 Model Updating 
Model updating is a reconciliation process, applied to an analytical model in order to 
replicate the measured or un-measured characteristics of the experimental model, 
assuming that the experimental data are correct. The various strategies adopted for 
model reconciliation fall into three categories, which are: Comparison, Location, and 
Correlation. 
The methods falling into the first group, Comparison, are used to assess the 
compatibility of the analytical and experimental models. They give an indication of 
which modes correspond to each other. This is usually achieved in the modal 
domain and the most commonly method used is the Modal Assurance Criterion 
4 
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(MAC), Ewins (1998). However, there will always be an incompatibility in the size 
of the finite element and test models. The problem of coordinate incompleteness has 
to be resolved before any comparison is performed. This can be done either by 
reducing the fmite element model or by expanding the experimental model. For the 
former 
, it 
is necessary to reduce the size of the stiffness and mass matrices and the 
most widely deployed method is Guyan reduction, Guyan (1965), which eliminates 
coordinates at which no forces are applied. For model expansion, several techniques 
have been developed, such as the Kidder's method (1984), which is derived from an 
inverse Guyan reduction. 
The second group is Location. The methods falling into this group detect the 
location of differences between the analytical and experimental models. The most 
commonly used technique is the Coordinate Modal Assurance Criterion (COMAC), 
Lieven et al (198 8), which provides information as to where two sets of modes differ. 
The third category is Correlation. The methods falling into this group apply 
localised perturbations to mass and/or stifffiess properties or to elemental parameters 
of the analytical model in order to obtain a model that represents accurately the 
physical characteristics of the real structure. There are three groups of optimisation 
methods: Least squares updating, Direct optimisation and Neural Networks. 
The methods belonging to the first group are modal and FRF sensitivity methods, 
where, the sensitivity of the dynamic response or modes of vibration to parameter 
variation is evaluated. The methods belonging to the second group are Simulated 
Annealing and Genetic Algorithms, which are probabilistic search algorithms, 
derived from analogies with the thermodynamic cooling process and natural 
evolution, respectively. Finally, Neural Networks consist of a number of simple 
processing units linked to each other, which have multiple inputs and a single output. 
Neural Networks need to be trained before they can be used using a training 
algorithm and training data. 
Model Updating, although has been used in aerospace industry for many years, is not 
considered to be a standard tool. It is still on-going research, and not many examples 
either of successful or unsuccessful updating are available. The reason for this is 
because there are many problems associated with the data used for updating, such as 
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not enough measured data points, poor choice of sensor locations, approximation of 
boundary conditions and noisy experimental data, just to mention a few. 
1.4 Variability 
One of the problems that engineers have to overcome when testing experimental or 
real models is the fact that structures vary in time. If different tests are performed in 
the same structure, the results obtained can be very different. Balmes (1998) 
identifies the sources of variability, which affect the response of structures. These 
sources are: 
1. the structure changes in time because of ageing, temperature effects, loading 
conditions, etc.; 
2. the same model can be used to represent a number of structures that should be 
identical but they are not. For example, manufacturing tolerances, residual 
stresses, changes in welding point positions, etc.; 
3. material and geometrical properties are not measurable at all points and one 
has to assume values for these properties; and 
4. complex parts of structures are represented by simple assemblies of beams, 
plate/shell elements with equivalent properties leading to the same global 
behaviour as the real structure. 
The author describes the variability in the results obtained using the GARTEUR SM- 
AG-19 testbed. The sources of variability in this exercise are: value of additional 
masses, value of sensor masses, stiffness of suspension, shaker position. In Model 
Updating we assume that the test results are the correct ones and we use these results 
to update our analytical model. However, since we use our updated model to support 
design decisions, it is important to minimise the variability in the test procedure. 
This variability can depend on many factors, including the test set-up, data 
acquisition, effects of non-linearities. Cafeo et al (1998) address some issues 
in 
order to minimise test variability, which include shaker attachment, transducer 
calibration, accelerometer placement, measurement method and signal processing. 
However, one can face variability in real in-situ testing of structures. Farrar et al 
(1997) deal with the study of modal parameter variability of a bridge caused by 
environmental effects, service conditions and data reduction methods. 
The authors 
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suggest that a thorough study of the variability must be conducted before modal- 
based identification algorithms can be applied with confidence. Hasselman et al 
(1997) deal with the existence of product and experimental variability, which are 
ignored in the model verification process. Experimental variability is affected by the 
boundary conditions of the structure,, actuators, sensors, data acquisition and 
processing equipment and procedures. Product variability refers to the variability 
among like products as they come off the assembly line. The authors compare the 
relative degrees of product and experimental variability and evaluate their combined 
effects on the predictive accuracy of a physically representative analytical model of a 
test structure. 
1.5 Objectives of the work 
One of the objectives of this research work is to apply the sensor placement 
techniques to a civil structure and in particular to the cable-stayed bridge cantilever. 
The aim is to use those methods to identify the best positions to place the transducers 
on the experimental model of the cantilever and identify any limitations that may 
exist in their application. 
The second objective is to update the analytical model of the cantilever using the 
experimental data obtained using the sensor locations identified. The updating 
method, which will be used, is the eigenvalue sensitivity technique, which updates 
the natural frequencies of the analytical model so that they match better the 
corresponding frequencies of the experimental model. Any limitations of applying 
this method will be identified. 
In more detail, the aim of Chapter 2 is to present a study into cable-stayed bridges in 
general, introducing the various components that compose such as structure and a 
review of the research work that has been undertaken up to now for this type of 
structure. More importantly, one of the most important characteristics of cable-stayed 
bridges, their nonlinearities, is explained. 
The objective of Chapter 3 is to explain with more detail the nonlineanties of cable- 
stayed bridges, called geomeo-ic nonfinew-ities, involving stress stifferuncy and large .5 tl 
deformation effects. These nonlmearities are explained using as an example a 
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simply- supported beam, which has distributed parameter values. The influence on 
the natural frequencies and modeshapes of the application of an axial force to the 
beam is described. 
Chapter 4 aims to present a description of the pre-test planning steps that can be 
taken in order to carry out a successful vibration test. The various techniques that 
can be used to find the best possible positions to mount a structure, to place the 
excitation source and to locate the transducers are presented. The optimal sensor 
location techniques are described in detail and an example of their application to a 
plate tested in free-free conditions is presented. 
The objective of Chapter 5 is to provide a description of the various techniques that 
can be used to reduce an analytical or expand an experimental model, to compare 
data and update a model. The model updating techniques, presented in detail, are the 
modal and FRF sensitivity methods. A comparison of the experimental and 
analytical data of the plate presented in Chapter 4 is included together with an 
example of the modal sensitivity updating of a 2-dimentional beam. 
Chapter 6 aims to present all the experimental results of the cable-stayed bridge 
cantilever. A description of the finite element model, which is built using the 
commercial program ANSYS, is firstly presented. The pre-test planning procedure, 
which is followed for the experimental testing, and in particular the sensor location 
techniques are applied to the model in order to obtain the sensor configurations. The 
experimental and analytical results are compared and correlated and finally the 
eigenvalue updating process is presented. 
Finally, Chapter 7 contains the conclusions drawn, the contributions made by this 
work and some recommendations for future work. 
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The use of cables to support bridges is not a new method of construction. Cable- 
stayed bridges can be traced back to 1600's, when a Venetian carpenter called 
Verantius built a timber bridge supported by several chain stays. In 1784 another 
carpenter from Switzerland called Uscher built a 32m span bridge made wholly of 
timber,, even the stays. However, only in the recent years cable-stayed bridges have 
been constructed widely in many parts of the world. The reasons for this are, firstly, 
that the engineers of that time could not fully understandt the static and dynamic 
behaviour of such structures, and secondly, the available materials were unsuitable. 
Timber sections, bars and chains were the low strength materials used as cables, 
which could not be fully tensioned allowing the deck to undergo large deformations 
before they could take the tensile loads for which they were intended. The recent 
improvements and understanding of the construction materials such as high strength 
steels, the development of orthotropic-type decks where the deck plates are stiffened 
along their span length by longitudinal stiffeners, the new and improved construction 
and erection methods and the more sophisticated analysis techniques have rendered it 
possible to analyse such complicated systems with great accuracy, and led to the 
successful development of cable-stayed bridges. 
Modem cable-stayed bridges consist of the stiffening girder with the bridge deck, the 
cable system supporting the stiffening girder, the pylons and the anchor blocks, 
which support the cable system. A description of the various components follows at 
the next sections. The information was taken from Gimsing (1982), Ito et al (1991), 
Walther (1988) and Troitsky (1988). 
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2.2 Cable system 
2.2.1 Cable types 
A cable may be composed of a number of structural strands. The simplest strand is 
the seven-wire strand which consists of a single straight wire core surrounded by a 
single layer of six wires, all having the same pitch and direction of helix. As the 
pitch is quite large, the inclination of the wire axis from the strand axis is small and, 
therefore, the stiffness of such a strand is close to that of straight wires. 
The multi-wire helical strand is fabricated by successive spinning of layers with 
opposite direction of helix, starting out with a straight core. 
The locked-coil strand is formed by a number of different shapes of wires. The core 
consists of a normal helical strand and around this core are one to several layers of 
wedge-shaped wires. The outer layers consist of special z-shaped wires. This is a 
very dense material and the specially shaped wires of the outer layers make the 
strand less sensitive to side pressures at saddles and anchorages as the wires have 
surface contact. 
Finally, the parallel-wire strand consists of straight wires that remain straight from 
one end to the other. Figure 2.2.1 -1 shows some types of cross sections of a cable. 
2.2.2 Layout of the cable stays 
The layout of the cable stays influences the structural behaviour of the bridge and 
also the erection method and the economics. It is, therefore, one of the most 
important aspects of bridge design. In the transverse direction, perpendicular to the 
longitudinal bridge axis, the bridge could possess a single, double or multiple plane 
of cables. In the longitudinal direction, the arrangement of the cables can fall into 
four basic systems, namely, suspension, fan, harp and semi-harp systems. 
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2.2.3 Number of cable planes 
The two basic arrangements of the planes of the cable system are a single-plane and a 
two-plane configuration where the planes can either be vertical or inclined. 
In the case of a vertical two-plane system, there are two layouts that a designer can 
adopt, Figure 2.2.3-1a. The cable anchorages can either situated outside the deck 
structure or inside the main girder., The first layout prevents the deck area from 
being obstructed by the presence of cables and pylons. However, the transverse 
distance of the anchorage points from the webs of the main girders requires 
substantial cantilevers to be constructed so that the shears and bending moments are 
transferred into the deck. The second layout makes a part of the deck area to be 
obstructed by the cable system. However, such an area can be used as a sidewalk. 
An inclined two-plane system can be used for very long spans where high A-shaped 
pylons are used, Figure 2.2.3-lb. The cables are attached at the edges of the deck 
and converge at the top of the A-shaped pylons. This system provides both vertical 
and torsional support to the stiffening girder, since it behaves like a rigid triangular 
section in bending. 
In the case of the single-plane configuration, the stiffening girder is supported by one 
vertical cable system, Figure 2.2.3-1 c. Such a system requires a deck of considerable 
torsional rigidity in order to limit the cross-sectional deformations caused by the 
eccentric live loads. This configuration is aesthetically very pleasant since there is 
no visual crossing of cables and it provides a lane separation. 
Finally, the multiple-plane arrangement is best suited to bridges with a very wide 
roadway. The deck of such a bridge is subjected to transverse bending forces that are 
greater than the longitudinal bending. The cost of constructing such a deck is 
reduced by the use of a multiple-plane cable system. 
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2.2.4 Arrangement of cable stays 
The different types of cable-supported bridges are characterised by the longitudinal 
arrangement of the cables and are separated into suspension and the cable-stayed 
bridges. 
In a suspension bridge, the main cable is supported at four points: at the two anchor 
blocks and on the two pylons. Vertical or slightly inclined hanger cables connect the 
stiffening girder to the main cable. Such a suspension method has a low bending 
stifffiess and in order to avoid excessive deformation of the structure under wind or 
eccentric loading a suitable deck is required. 
There are three main configurations for the cable system of a cable-stayed bridge: the 
fan, the harp and the semi-harp systems. 
In the harp system, the cables are parallel and cross each other at a constant angle 
and such appearance is very attractive, Figure 2.2.4-lb. The use of a high pylon 
increases the stiffness of the cable system against deflections, since the greater 
component of the load applied is the vertical component taken by the tower, whereas, 
the horizontal load, which would cause the tower to deflect, decreases with a high 
pylon. 
The fan system brings the cables together at the top of the pylons, Figure 2.2.4- Ia. 
Such a pattern may appear less attractive than the harp pattern because of the visual 
crossing of the cables, but such a disadvantage becomes less apparent in large span 
bridges. 
The semi-harp configuration is an intermediate solution between the fan and harp 
systems, which combines the advantages of both patterns but avoids their 
disadvantages. The cables are spread sufficiently at the top part of the pylon to 
separate each cable anchorage, Figure 2.2.4-1c. Combined suspension and cable- 
stayed systems have also been applied, Figure 2.2.4- 1 d. 
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2.3 Stiffening girder 
As already mentioned, the successful development of modem cable-stayed bridges is 
contributed to the development of the orthotropic steel deck, Figure 2.3-1. It 
constitutes the top chord of the main girders or trusses. However, a reinforced 
concrete deck acting monolithically with the main reinforced or prestressed concrete 
girders is an alternative solution. The work presented here does not intend to discuss 
the types of deck in more detail since they are treated extensively in the literature, 
Girnsing (1982), Ito et al (199 1), Walther (1988) and Troitsky (1988) just to name a 
few. 
The stiffening girder is the element that is subjected to the major part of the external 
load. It must be able to transfer the load locally and it will be assisted by the cable 
system in the global transmission of the load to the supports at the main piers. There 
are three types of main girders used in cable-stayed bridges: steel girders, trusses and 
reinforced or prestressed concrete girders. 
The steel girders may either be of an I-section or a box-section, Figure 2.3-2. Plated 
1-girders, with their bottom flange made of a number of plates, possess the required 
inertia to fit the moment envelope exactly. Therefore, the minimum amount of steel 
is used. Since the section of the girder is open its torsional stiffness is insignificant 
and, therefore, the cable system will have to provide the torsional support. The box- 
shaped girders need to have a minimum plate thickness to prevent local buckling and 
to be protected from corrosion. They may be rectangular or trapezoidal, having their 
webs vertical or sloping, respectively. They possess high torsional stiffness, which is 
an advantage since unsymmetrical live loading and wind forces induce large 
torsional moments on the deck. They reduce the torsional rotations in the deck. 
Girder elements constructed from trusses have not been used very much during the 
recent years probably because they require extensive maintenance and protection 
against corrosion, as shown in Figure 2.3-3. However, they may be used instead of 
steel girders for aerodynamic reasons, since they provide the required bending and 
torsional support, or in the case of combined highway and railway traffic. 
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Reinforced or prestressed concrete girders and decks possess high stiffness and have 
high internal damping, thereby assisting the structure to exhibit only small 
deflections, see Figure 2.3-4. 
2.4 Pylons 
The pylon is a tower structure. The type of tower, used in a particular bridge, is 
influenced by the number of bays erected, the soil conditions in the area and the 
configuration of the cable system. It could be of the form of twin towers, portal 
frame, A-frames and single towers, Figure 2.4-1. 
The twin towers are used for the lateral or two-plane configuration of the stays 
described previously. They consist of two freestanding columns, which can either be 
rigidly connected to the stiffening girder or to the piers. In the second case, the axis 
of the tower must coincide with the cable plane so that the cables are anchored 
outside the stiffening girder. This type of pylon is usually used in moderate span 
bridges. 
Portalftame towers consist of two pylon legs connected by a single strut at the top. 
They are usually used in suspension bridges in order to raise the stiffness sufficiently 
to react against the wind load transferred by the cables to the top of the towers. 
The A-shaped tower and the single tower are used in single-plane cable 
arrangements. However, the A-shaped pylon can also be used in bridges with two 
inclined cable systems joined at the top. 
The pylons can either be made of steel or concrete. A steel tower has the advantages 
of faster fabrication and erection. However,, the towers of large cable-stayed bridges 
can be built more economically from reinforced or prestressed concrete. 
2.5 Anchorage 
The xN, av the cable svstem is anchored at the ends charactenses the cable- supported 
bridges. The cables can either be earth-anchored or seýflanchored. In the first case, 
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the vertical and horizontal components of the cable force are transferred to the 
anchor block, whereas, in the second case, the vertical component is transferred to 
the anchor pier and the horizontal component is taken by the stiffening girder, Figure 
2.5-1. The earth-anchored system is more preferred in suspension bridges, whereas, 
the self-anchored system is mostly used in cable-stayed bridges, since it leads to 
symmetric loading about the pylons and there is no moment on the tower. 
2.6 Structural characteristics of cable-stayed bridges 
One of the most important characteristics of cable-stayed bridges is the integral 
action of the stiffening girder and the cable system. The girder takes the horizontal 
forces due to cable action and, therefore, the size of the cable anchorages required at 
the stiffening girder is reduced. This characteristic makes the structure more 
economical. 
The introduction of orthotropic decks added another advantage to the cable-stayed 
bridges. The structure can carry the horizontal thrust of the cables without any 
additional material. The stiffened plate acts not only as the upper chord of the main 
girders but also as the horizontal plate girder against wind forces which gives the 
structure more lateral stiffness than the bracing system used in older structures. This 
leads to shallower girders and a reduction in steel usage. Moreover, the orthotropic 
deck provides continuity of the deck at the towers and at centre span, which is a 
major advantage of this type of structure. The cables in a cable-stayed bridge are 
always in a state of tension independently of the position of the load on the deck. 
2.7 Aerodynamic characteristics of cable-stayed bridges 
The turning point into the study of the aerodynamic stability of cable-stayed bridges 
came after the collapse of the Tacoma Narrows Bridge in 1940. Before that tune the 
engineers were designing bridges taking into account only the static loads produced 
by lateral winds. However, after the collapse they realised the importance of taking 
into account the dynamic effects of the wind and include in the design the rigidity, 
the damping characteristics and the aerodynamic shape of the bridge. 
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A cable-stayed bridge under the effect of the wind can oscillate and this motion can 
be reduced or even eliminated by designing an aerodynamic deck shape and taking 
into account in the design the factors that influence the frequencies of oscillation of 
the bridge. It is possible to design such a structure to resist aerodynamic forces by 
finding the natural frequencies and associated modes of vibration and carrying out 
wind tunnel tests. The results of these tests allow designers to determine the factors 
governing the dynamic behaviour thereby allowing these factors to be applied to the 
prototype by suitable analysis. If the analysis does not suggest a stable aerodynamic 
behaviour, a modified design should be used. 
2.7.1 The effect of the wind 
Three different aerodynamic mechanisms can be distinguished considering the effect 
of the wind on cable-stayed bridges: Vortex shedding, Flutter and Turbulence. 
Vortex sheddin 
If one considers the flow of air around a cylinder at rest, eddies are shed periodically 
from the cylinder forming the von Kannan vortex trail, Figure 2.7-1. In the case of 
cable-stayed bridges, and especially those with I-shaped girders, the formation of 
vortices alternately from the upper and lower surfaces of the deck produce 
aerodynamic forces on the structure that vary periodically. The vortex shedding is 
proportional to the wind speed and if the frequency of the vortices matches closely 
one of the natural frequencies of the bridge, the structure will vibrate with increasing 
amplitude. The amplitude of vibration can be decreased by increasing the damping of 
the structure. The strength of vortex excitation varies with the deck configuration, 
the number of girders, the inclination of the webs and the edge details of the deck. 
Flutter 
Under wind forces the deck can oscillate both transversely and torsionally. This 
motion is called flutter, Larsen (1998). After the collapse of the Tacoma Narrows 
bridge, the effect of flutter has been analysed extensively and it was concluded that 
the bending and torsional frequencies must be different from each other in order to 
eliminate flutter. The wind speed that causes flutter depends on the mass of the 
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structure and ratio of its first torsional and vertical bending natural frequencies. A 
structure should be designed for a critical wind speed that is greater than the 
maximum wind speed of the area that it is destined for. 
Turbulence 
The wind is not steady but turbulent in nature and this causes random velocity 
fluctuations in the vertical and horizontal directions. Therefore, the wind pressures 
along the length and height of the bridge are non-uniform. Turbulence affects vortex 
shedding and can cause dynamic excitation through fluctuation of the local wind 
speed. Turbulence can produce a narrow oscillation called buffeting. The bridge 
then will respond to one or more of its natural modes. 
Cable-stayed bridges with an aerodynamic deck are superior to suspension bridges 
for the following reasons: 
I. Since such structures are highly redundant they possess high structural 
damping, which prevents flutter from becoming dangerous. This is not the case with 
suspension bridges since they can easily be excited in the region of resonance with 
large amplitudes. 
2. In suspension bridges, the most dangerous mode of oscillation, the 
antisymmetric torsional mode, is easy to develop. The two cables move against each 
other, one going down in half of the span, the other going up and therefore they give 
no resistance against the torsional movement of the deck. This is the reason why 
suspension bridges need high torsional rigidity of the stiffening girder systems, 
whereas , in a cable-stayed bridge the cables provide resistance against torsional 
movement. 
Many researchers have undertaken studies on the aerodynamic behaviour of cable- 
stayed bridges in order to understand better how the aerodynamic characteristics of 
the various components influence the overall behaviour of the structure. The cables, 
deck and pylons are coupled both structurally and aerodynamically. Some of these 
interactions have a stabilising effect on the aerodynamic performance of the bridge, 
whereas, others have a de-stabilising effect. Disregarding these effects will lead to an 
over-estimation or under-estimation of the aerodynamic behaviour of the bridge. For 
example, when the tower oscillates together with the cables, it may cause the deck to 
vibrate, which will provide an additional mass component and will damp the motion 
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of the bridge. A study of these aerodynamic and structural interactions of the 
different components of a cable-stayed bridge is presented in Ogawa et al (1992), 
whereas, Yoshimura (1992) studies the aerodynamic stability of three medium-span 
cable-stayed bridges. The author examines the stability of the girders, the galloping 
of the towers and the cable rain-wind induced vibrations and wake galloping. 
2.8 Modelling of cable-stayed bridges 
One important property of cable-stayed bridges that characterises them is that they 
are non-linear structures. The non-linearities are due to the non-linear behaviour of 
the cable stays, caused by the variation in sag with tensile force, and of the towers 
and girders when they are subjected to combined bending and axial loads. The latter 
interaction is particularly significant and should be considered in this type of bridge 
due to large displacements that can occur, Fleming (1979), Fleming et al (1980). 
There are three factors that should be taken into consideration when dealing with this 
type of bridge. The first consideration is the non-linear axial force-deformation 
relationship for the cable stays due to the change in sag with tensile force. When a 
cable is supported at its ends and subjected to its own weight and an axial tensile 
force, it will deflect into the shape of a catenary. The axial stiffness of the cable will 
change with changing sag, which, in turn, varies with the displacement at the ends of 
the cable. An increase in axial load elongates the cable and leads to a decrease in 
sag. The changes in the displacement of the ends influence the cable in three ways. 
Firstly, the strain in the material of the cable changes. This change is usually 
considered to be linear and is governed by the material's Young's Modulus. 
Secondly, there is a rearrangement of the wires in the cable under loading. Part of 
this rearrangement is permanent. The non-permanent deformation leads to the 
reduction of the Young's Modulus of the material. Finally, the sag of the cable 
changes, which depends on the length, weight and the tensile force of the cable. The 
sag does not vary linearly with the tensile force and this relationship causes the cable 
to behave non-linearly. 
The second non-linear consideration is the behaviour of the towers and airders when 
the), are subjected to combined bending and axial loads. As the member deflects 
laterally, additional bending moments are created when an axial force is applied 
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simultaneously, thus changing the flexural stiffness of the member. Also, the 
bending moments cause shortening of the member, which affects its axial stiffness. 
Usually, the combined effect of bending and axial loads is ignored in the analyses. 
The third consideration is the large displacements that can occur in the structure 
under normal design loads. It is common practice to design a structure assuming that 
the geometric changes in the structure under design loads are small. However, a 
cable-stayed bridge can undergo large displacements, and the effect of geometry 
changes should be considered in the structural analysis. 
The non-linear behaviour of a cable-stayed bridge is taken into account in its static 
and dynamic analyses in Fleming (1979), Fleming et al (1980) and Kanok-Nukulchai 
et al (1992). In all three papers, the deck and pylons are modelled as standard beam 
elements and the cables are represented as straight chord members with an equivalent 
modulus of elasticity, which takes into account the change of sag. In Kanok- 
Nukulchai et al (1992), the authors conclude that this method of cable modelling 
does not take into account the change of geometry at cable ends and, therefore, this 
approach is only suitable for preliminary design. The authors develop the cable 
modelling technique further by using the multiple straight links method, which 
considers the cables as mass-less, pin-jointed, straight links with an axial stiffness 
taking into account the gravity stiffness, the cable self-weight and any additional 
loads lumped at the nodes. A nonlinear analysis ensures that equilibrium and 
compatibility are satisfied at the nodes. Another method used in the same paper, is 
the Curved finite element method, which models the cable as with one or more 
curved elements. The element stiffness matrices are developed using polynomial or 
Lagrangian interpolation functions with continuity of cable displacement and 
possibly slopes at the common nodes. 
2.9 Testing of cable-stayed bridges 
There is quite a large amount of literature dealing with the testing of cable-stayed 
bridges. Some papers concentrate on small scale modelling and dynamic testing in 
the laboratory, whereas, others involve full scale testing under ambient conditions. 
Independently of which type of testing is used, all papers include an analytical model 
of the bridge under testing. which is used to compare the results obtained from the 
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model testing. Garevski et al (1991) concentrate on small scale modelling and 
laboratory testing of the Jindo bridge. Two and three-dimensional analyses are 
carried out to calculate the dynamic characteristics which were compared with the 
laboratory observations. It is concluded that the analytical model can be used to 
calculate the linear response of the real structure. Wilson et al (1991) present a 
description of a three-dimensional model of the Quincy Bayview bridge, whereas in 
Wilson et al (1990,1991) the dynamic properties of the Quincy Bayview cable- 
stayed bridge are determined by using wind and traffic vibrations. Gentile et al 
(1997) deal with the dynamic testing of a cable-stayed bridge after major repairing. 
Full-scale tests are conducted and a two and three-dimensional models are used. The 
experimental and analytical results are found to compare well. Casas (1995) 
measures the accelerations and displacements on the deck and towers of the Alamillo 
cable-stayed bridge. The dynamic excitation is caused by traffic. The agreement 
between the dynamic parameters of the analytical, scaled and real bridge is 
satisfactory. Gupta et al (1988) present a two and three-dimensional analyses of a 
cable-stayed bridge including the foundation interaction. Including the substructure 
in the analysis increases the flexibility of the bridge. Kawano et al (1988) presents a 
random seismic response analysis of a soil/cable-stayed bridge interaction. Nazmy et 
al (1992) describe the dynamic analysis of a concrete and a steel cable-stayed bridge, 
under synchronous and asynchronous support motions. Kawashima et al (1988) 
study the damping characteristics of a cable-stayed bridge. Damping in such a 
structure may be developed by hysteretic damping of materials, energy dissipation at 
movable supports, radiational damping at foundation, viscous damping with air, sag 
of cables. The authors assumed that damping occured either at movable supports or 
foundation and it was found that the damping ratio depends on modeshape. 
A considerable amount of literature deals with the seismic response of cable-stayed 
bridges. Pandley et al investigates the seismic response of a long span cable-stayed 
bridge subjected to strong ground motion. Azevedo, et al present the model of the 
International Guadiana bridge based on a three diamensional finite element 
idealisation. Yokoyama et al (1988) analyse the nonlinear response of a cable-stayed 
bridge with a tall tower considering the degrading of the stiffness under severe 
earthquake motion. The influence of the cable vibration on the bridge behaviour was 
also studied. Abdel-Ghaffar et al (1988) study the nonlinear seismic response of a 
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three-dimensional long span cable-stayed bridge. They consider the cases of 
multiple support and uniform seismic excitations and took into account the sources 
of nonlinearity in this type of structure. Parvez et al (1988) study the seismic 
behaviour of a continuous multi-span cable-stayed bridge across the Jamuna River in 
Bangladesh. Linear material behaviour is assumed. Finally, Vaz et al (1988) 
perform a study to assess the earthquake behaviour of a cable-stayed bridge to be 
built across the Arade River. 
One important aspect of the dynamic behaviour of a cable-stayed bridge is the 
dynamic interaction between the cables and the deck/towers. Caetano et al (1997) 
present a study, which evidences a clear coupling between cable and deck/tower 
motions and includes an experimental and numerical investigation of the importance 
of this aspect in terms of the response to seismic excitations. Abdel-Ghaffar et al 
(1991) also deal with the dynamic behaviour of cable-stayed bridges when the 
vibration characteristics of the cables are taken into consideration. Both papers 
include two discretisation systems, named the One-Element-Cable- System (OECS) 
and the Multi-Element-Cable- System (MECS). 
2.10 Cable vibrations 
Cable vibrations has become a major issue in the design of cable-stayed bridges, 
because their ever increasing span makes them more sensitive to flutter instability as 
well as to wind and traffic induced vibrations. This is a problem mainly because of 
the highly non-linear behaviour of the cables with sag, as explained in section 2.8, 
which has attracted a great deal of interest from various researchers. There is a 
number of research papers, which examine the vibrations of hanging cables under 
various end conditions. Irvine (1978) deals with the case of an inclined cable hanging 
under its self-weight. The author shows that the natural frequencies of the symmetric 
in-plane modes depend on just one dimensionalised parameter, whereas, the 
frequencies of the anti-symmetric in-plane modes and the out-of-plane modes are 
independent of any parameters. The results apply to any chord inclination. 
Triantafyllou et al (1986) derive simple formulae for inclined cables. The authors 
consider an elastic, taut, inclined cable and derived equations for the natural 
frequencies and modeshapes. Darbre (1989) obtains the frequency equation of 
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parabolic cables fixed at the lower end and free to move in the horizontal direction at 
the upper end. The solution of the frequency equation is presented in the fon-n of 
frequency curves and the expressions for the modes of vibration are given. Veletsos 
et al (1983) present a closed-form expression for the steady-state horizontal stiffness 
of a viscously damped, uniform, inclined cable supported at the lower end and 
subjected to a harmonically varying horizontal displacement at the upper end. 
Special attention is paid to the influence of damping, which is considered to be due 
to an external viscous source exerting a restraining force in the normal direction 
only. Ali (1986) considers the forced vibrations of sagged cables with movable 
supports. The author studies the nonlinear response of a cable, which can deflect in 
all three dimensions. The equations of motion of the cable are developed for the case 
when the cable is supported in two different elevations and subjected to static and 
dynamic loadings between supports. The nonlinear strain-displacement relationship 
for the cable is used, which accounts for the change in cable tension during motion. 
Benedettini et al (1987) study the nonlinear dynamics of a suspended cable subjected 
to planar excitation. Numerical results are presented for the symmetric in-plane 
vibrations by considering different cable, forcing and damping parameters. Ahmadi- 
Kashani (1989) evaluates the in-plane and out-of-plane natural frequencies, for the 
entire range of sag/span ratio, for a hanging cable. The phenomenon of 'cross-over' 
is observed which is related to the elasticity of the cable. Triantafyllou (1985) treats 
the problem of a cable translating between ideal end supports, horizontal or inclined. 
Burgess et al (1988) show that the elastic modes of catenaries present phenomena of 
coalescence and avoidance, which up to now have been associated only with the low 
frequency transverse modes of catenaries. Expressions for the natural frequencies of 
a taut cable are obtained and used to investigate the behaviour of the modes of 
horizontal and inclined cables at frequencies high enough to excite elastic modes. 
Iyengar et al (1988) study the vibrations of a laterally loaded cable. A cable under a 
steady uniform wind experiences dynamic forces due to vortex shedding. The cable 
deflects away from the vertical plane due to the lateral load and oscillates in a 
coupled lateral - vertical fashion exhibiting a beat pattern of oscillations. 
If the 
loading is uniform along the length of the cable, the oscillations will be in the plane 
containing the initial static profile. Out-of-plane oscillations occur if the initial static 
profile is in three dimensions or with a non-uniform lateral load. Luongo et al (1982) 
consider a two-degree of freedom nonlinear elastic model to analyse the effects of 
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nonlinearities on the free vibration of a suspended cable in the absence of internal 
resonance. The conditions under which in-plane and out-of-plane monofrequent 
oscillations exist and those for which effects arise due to nonlinear coupling are 
examined. Al-Nouri et al (1985) examine the influence of geometrical nonlinearities 
on the forced coupled vibrations of cables having small sag-to-span ratios and for 
which the parabolic profile provides a good approximation for the initial shape of the 
cable. The equations for the coupled transverse-vertical vibrations of cables are 
presented, in which the nonlinearities due to geometry, stiffness nonlinearities and 
cable sag, are included but Hooke's law is assumed to be valid. Takahashi et al 
(1987) consider the nonlinear vibrations of both horizontal and inclined sagged 
cables, supported at fixed ends. The study is not limited to small sag-to-span ratios. 
The nonlinear equations of motion are solved using the Galerkin method in the space 
coordinate and the Harmonic Balance method in time coordinate. The authors obtain 
information about the frequency-amplitude relations of the non-linear free vibrations 
of cables for various geometrical and material parameters. Takahashi et al (1987) 
analyse the out-of-plane vibrations of cables under in-plane forcing using a multiple 
degree of freedom approach. The Harmonic Balance method is used to obtain the in- 
plane non-linear responses and the corresponding unstable out-of-plane vibrations. 
Benedettini et al (1989), Rega et al (1989) study the planar non-linear response of a 
suspended elastic cable subjected to super harmonic excitation. The cable vibrates 
with an assumed deflected shape. The investigation is perfonned for various sag-to- 
span ratios. 
2.11 Damping 
It is common knowledge that one of the common modes of structural failure is due to 
excessive stresses caused by large amplitude vibrations near resonance. As inherent 
damping in many structures is quite small, it is necessary to introduce further 
damping. Dry friction damping is very common and relies on energy dissipation 
when the contact point slips due to relative motion caused by vibration. Menq et al 
(1991) analyse the vibratory response of a turbine blade. Although the paper deals 
with a turbine blade, its concept can be applied to a cable-stayed bridge. The authors 
take into account the two-dimensional effects arising from the flexural and torsional 
modes of the blade. The blade is modelled as a single mass and the damper as a 
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massless spring of finite stiffness. Three cases of joint motion are considered: fully 
stuck, stick-slip and complete slip. The steady-state forced response of the system is 
calculated. Shaw (1986) considers the response of a single degree of freedom system 
with dry friction. It is shown that for positive viscous damping, the non-sticking, 
steady-state solutions, of the same period as the forcing, are nearly always 
asymptotically stable. For negative viscous damping, which may arise from 
aerodynamic forces, such motions become unstable. Anderson et al (1990) study the 
dynamic behaviour of a single degree of freedom system with amplitude and rate 
dependent friction forces. A system with amplitude dependent friction is likely to 
experience inten-nittent sticking. If the system sticks for a significant amount of time, 
the energy dissipation capability may be seriously degraded. Different sticking 
conditions are considered and the equations of motion are obtained. Menq et al 
(1986) study the response of frictionally damped structures in which the interface is 
subjected to high normal loads. A new microslip model of friction, which allows 
partial slipping on the friction interface, is presented. The force-displacement 
relationships are derived. Beards et al (1977) consider the frictional damping 
obtained in a joint allowed to slip in rotation but not in translation. As the friction 
torque capacity of a joint, before slip occurs, increases, the resonant frequencies 
increase whilst the resonant mobility decreases to a minimum and then increases 
again, indicating a certain torque for minimum resonant mobility. 
2.12 Conclusions 
As one can conclude from the literature review in sections 2.8 to 2.10, cable-stayed 
bridge modelling and testing has drawn a great deal of attention in the last few years 
mainly because of the non-linear nature of the structure. The static and dynamic 
behaviour of the bridge cannot be represented accurately by assuming the structure to 
be linear and the non-linearities, described in section 2.8, should be taken into 
account in the analytical development of the model. The accurate representation of 
real structures can be benefited by the use of model updating techniques, since it 
aims to provide accurate models that match the real structures and can be used with 
confidence for further forced response analyses. A description of the various model 
updating techniques will be given later in Chapter 5. 
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Figure 2.3-1: Cross sections of strands 
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Figure 2.2.3-1: Transverse cable configuration 
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Figure 2.3-2: Types of steel girder 
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Figure 2.3-3: Types of truss girder 
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Figure 2.7-1: Vortex development 
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One of the most common types of non-linearity that everybody encounters in 
everyday life falls into the category of Structural nonlinearities. A very simple 
example is when a person heavily loads a wooden shelf, the shelf sags more and 
more as time passes by. If the load-deflection curve for the shelf is plotted, it can be 
seen that it exhibits the characteristic non-linear behaviour -a changing stiffness -, 
which can be seen in Figure 3.1-1. The stiffness of the structure is proportional to 
the force applied to it and inversely proportional to the displacement it undergoes, 
and since in this case the force remains constant, the deflection of the shelf increases, 
causing the stiffness to decrease. 
The causes of nonlinear structural behaviour fall into three categories: Changing 
Status, Geometric Nonlinearities and Material Nonlinearities, which are described 
very well in the ANSYS manual, ANSYS (1997). 
The first category concerns non-linear behaviour that is status-dependent. For 
example, a tension-only cable can be either slack or taut. The stifffiess of such an 
element, changes according to the state of the element, which in turn, depends on the 
load applied to it. When the cable is slack, it has no stiffness, whereas, when it is 
taut the cable possesses maximum stifffiess. 
The second category concerns structures that experience large defonnations and the 
geometric rearrangement of the structure causes it to behave nonlinearly. For 4: ) 
example, a fishing rod is extremely flexible. When the load at the tip is increased the 
rod deflects so much that the moment arm decreases, causing the rod tip to exhibit 
increasing stiffness at higher loads, Figure 3.1-2. 
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The last category concerns nonlinear stress-strain relationships. The factors that 
influence the stress-strain properties of a material are the load history, ambient 
conditions, such as temperature, and how long a load is applied on the structure (e. g. 
creep). 
Cable-stayed bridges, as any other type of structure, experience a variety of loading 
conditions during their lifetime. This loading can either be due to traffic or due to 
ambient conditions such as wind, temperature fluctuations and earthquakes. The 
loading causes the bridge to deflect, induces internal stresses and both of these 
phenomena influence the dynamic behaviour of the structure. 
As already mentioned in Chapter 2, section 2.8, cable-stayed bridges behave 
nonlinearly, and therefore, their analysis cannot be based on the assumption that the 
displacements of the structure are proportional to the applied load, since it has been 
proven to be approximate and for large spans unsafe. A nonlinear static analysis is 
required, and the use of-finite element packages has made this requirement feasible. 
The nonlinearities, present in cable-stayed bridges, fall into the category of geometric 
nonlinearities. In a non-linear structural analysis, they are divided into stress- 
stiffening and large deformation effects. Both of these effects influence the dynamic 
behaviour not only of cable-stayed bridges but also of any structure subjected to axial 
forces. 
This chapter firstly investigates the phenomena of stress- stiffening and large 
deformations since they are used in the finite element analyses of the cable-stayed 
bridge cantilever presented in this work. However, the finite element formulation of 
these stifffiess matrices has not been included in this work, but can be found in 
Fleming (1979), Fleming et al (1980). Secondly, the effect of stress stiffening on the 
dynamic characteristics of a simply supported beam is investigated. The undamped 
free vibrations of the beam are derived and the differences in the natural frequencies 
and modeshapes, between the cases of having an axial force acting on the beam or I-- 
not, are shown. 
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3.2 Stress Stiffening and Large Deformations 
Two types of non-linearity need to be considered in the design of cable-stayed 
bridges: Stress-stiffening and Large defonnations. 
Stress-stiffenin 
Stress stiffening is the stiffening of a structure caused by the interaction of an axial 
load with transverse displacements. It should be considered when dealing with thin 
structures with an axial stiffness significantly larger than their bending stiffness, such 
as cables, thin beams and shells. In finite element analyses, the stress stiffening 
effect is accounted for by creating an additional stiffness matrix, called the stress 
stiffness matrix, which is added to the regular stiffness matrix to fonn the total 
stiffness of the structure. 
The stress stifffiess matrix is calculated based on the state of stress of the structure at 
each equilibrium iteration. The load on the structure is applied in steps and at the 
end of each step, the stress state of the structure is determined and used to compute 
the stress stifffiess matrix. At the end of the loading the stress stifffiess matrix is 
added to the regular matrix to produce the total stiffness matrix of the structure, 
which will be used for modal analyses. 
Stress stiffening capabilities are present in most commercial packages. However, the 
application of stress stiffening is not done by default, since at least two loading steps 
are required ta determine the axial load on the structure. The engineer should 
consider the worst case-loading scenario applied on the structure, and this may 
involve the application of stress stiffening effects in the fmite element analyses. This 
is necessary especially when dynamic data from a loaded structure is used to update 
an analytical model. The inclusion of stress stiffening III the analyses will increase 
the computer's processing time, but it is a requirement when dealing with loaded 
structures. 
Lar2e deflections 
Sometimes, when the structure is particularly flexible and the load applied to it is 
quite large, as is the case with cable-stayed bridges, the structure undergoes 
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significant changes in its geometry that cannot be accounted for by the inclusion of 
stress stiffening alone. As the load is applied in steps, the structure deforms and the 
equilibrium equations should be satisfied in order to account for the new geometry of 
the structure. 
The displacements experienced by any element used in finite element analyses can 
be decomposed into a rigid body translation coupled with a rotation and a component 
that causes straining of the element: 
fu lot J= Iu ngid I+ Iu strain I 
where,, 
fu rigid I is for rigid body motion, containing both rotation and translation, and 
fu s1rain I is for the displacements that cause straining of the element. 
(3.2-1) 
The application of large deformation effects is possible in most commercial 
packages. 
3.3 Eigenvectors and Eigenvalues of a NIODOF system 
A brief description of the theory behind the natural frequencies and modeshapes of a 
MDOF system is given herein. Lets consider the system in Figure 3.3 - 1, which, has 
a mass [m], damping [D] and stifffiess [K], and is subjected to an external force 
If (t)J which is a function of time. 
The equation of motion of this system is given in Equation (3.3-1): 
R5ýj + [DRij + [KRxl = [f(t)l 
where, 
jxj is the displacement of the structure and Jij, J, ýj are the first and second 
derivatives of the displacement with respect to time. 
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The mass and stiffness properties of a structure are usually easily measured or 
derived, but the modelling of damping is less easily achieved. The damping Z-- 
parameter is the one that dominates the amplitude of the response of the structure in 
the region of resonance. However, its value is usually quite low and can often be 
neglected. 
The most straightforward case to demonstrate the derivation of natural frequencies 
and modeshapes is not to consider the damping parameter, and therefore, have an 
undamped system. 
The undamped equation of motion becomes: 
[MN-ýj + [KNxj = jf(t)j (3.3-2) 
For free oscillations, the above relationship becomes: 
[MR. ýJ+ [KRxj =0 (3.3-3) 
A possible solution to the above equation can be the following: 
lxl = f'Flj e"j' (3.3-4) 
where, COj are the natural frequencies. 
Substituting equation (3.3-4) into equation (3.3-3) leads to the eigenvalue problem: 
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and ITIj are the modeshapes or eigenvectors corresponding to natural frequencies 
or eigenvalues JoIj. 
The eigenvectors have two very important properties. One is orthogonaliýy: 
ITT j li [MRTIj = 0, (3.3-7) 
and 
IT [KhTIj = 0, i#j (3.3-8) ý, v i 
The other property is normalisation. The arbitrarily scaled modeshapes can be 
normalised with respect to unity or mass. If they are mass-normalised, the following 
expressions are valid: 
[(D]T [M][(D] = [I] 
and 
[(D]T [K][(D] = diag(A) 
where, [(D] are the mass-normalised eigenvectors. 
(3.3-9) 
(3.3-10) 
3.4 Modeshapes and Natural Frequencies of a distributed system 
Consider the beam shown in Figure 3.4-1. The beam has a flexural stiffness EI(x), 
mass per unit length m(x) and is of length L. The stiffness and the mass of the 
beam vary with position x along its length. The beam is loaded with a load p(x. t), ) 
which vanes with position along the beam and with time. The displacement 
response of the beam 
4-yt) is also a function of these variables. The beam is 
considered to be simply-supported at both ends. 
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In order to write the equation of motion of this system, one needs to consider the 
equilibrium of forces acting on a segment of the beam shown in Figure 3.4-2. 
Summing all forces acting vertically: 
V(x, t) + p(x, t)dx - 
lv(x, 
t) + ax 
dxl - f, (XI t)dx =0 
where, 
V(x, t) is the vertical force acting on the cut section and f, (x, t)dx is the resultant 
transverse inertial force equal to the mass of the element multiplied by its transverse 
acceleration: 
fl (x, t)dx = m(x)dx 
D'u( ý, ' t) 
at 
(3.4-2) 
Substituting equation (3.4-2) into equation (3.4- 1) and dividing by dx one gets: 
a V(X, t) 
= P(X' t) - M(X) 
a, U(X' t) (3.4-3) 
ax at, 
The second equilibrium equation is obtained by taking moments about point A. If 
only first order tenns are considered, then one gets: 
(x, t) + V(x, t)dx - 
Im 
(X, t) + ax 
dx] =0 (3.4-4) 
The above equation is simplified into the following expression: 
am(X, t) = v(x, t) ax 
Differentiating (3.4-5) with respect to x and substituting into equation (3 . 4-3): 
(3.4-5) 
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a2 m (X, t) a2U(X, t) 
-ax2+ m(x) at2 p(x, t) (3.4-6) 
Introducing the moment-curvature equation: 
M (x, t) = EI(x) 
a, U(X, t) (3.4-7) aX 2 
Equation (3.4-6) becomes: 
2a 2U(X, t) 
- EI(x) + MW Ax, t) (3.4-8) ax 21 ax 21 at 2 
This is the equation of motion of a 2-dimensional beam in flexure. The solution to 
the above equation should satisfy the boundary conditions at x=0 and x=L. 
3.5 Undamped free vibrations of the distributed system 
The equation of motion of a beam subjected to a transverse loading has been derived 
in the previous section. This section is concerned with the evaluation of the natural 
frequencies and modeshapes of the system. However, in order to simplify the 
problem, the beam is considered to have uniform properties along its length. 
Therefore, EI(x) and m(x) are set as constants EI and m, respectively. Using 
equation (3.4-8), the free-vibration equation of motion of the beam becomes: 
EI 
a, U(x, t) +ma, U(X, 
t) 
ý0 at 2 
If equation is divided by EI then one obtains: 
u "' (X, t) +m ü(x, t) =0 (3.5 EI 
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where,, the dot notation indicates derivatives with respect to time, whereas, the prime 
notations denote derivatives with respect to x. 
A solution to the last equation could be the following: 
u(x, t) = O(x)Y(t) (3.5-3) 
where, O(x) denotes the shape of the vibration of the beam and Y(t) is the time- 
dependent amplitude of the vibration. 
Substituting equation (3.5-3) into equation (3.5-2) one gets: 
0 iv m (3.5-4) WY(t) + i, - O(x) 
ý(t) =0 EI 





0(X) EI Y(t) 
The above equation is satisfied only if each term is a constant: 
0 iv (x) m 'Y'(t) 
ýa (3.5-6) 
0(X) EI Y(t) 
This equation leads to two differential equations: 
-ý(t) co'Y(t) =0 (3.5-7) 
and 
a'o (x) =0 (3.5-8) 
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where, 
a 4Ei 
Ci) - (3.5-9) 
The solution to equation (3.5-7), which is the equation of motion of an undamped 
SDOF system with no forcing, is given by: 
Y(t) = Acos a+ Bsin ay (3-5-10) 
where the constants A, B can be found using initial conditions. 
A solution to equation (3.5-8) can be of the form: 
O(x) = Re- 
Substituting equation (3.5-11) into (3.5-8) one gets the following expression: 
(S 4_a4 )Re' 
=0 (3-5-12) 
where, 
SI. 2 = +ia and S3A = +-a (3-5-13) 
The solution can be written in the forin: 
O(x) = A, cos ax + A2sin ax + A3cosh ax + A4sinh ax (3.5-14) 
The values of the constants can be found from the boundary conditions. 
Since the beam is considered to be simply- supported at both ends, the following 
boundary conditions apply: 
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When: 
0(0) = 0, M(O) = EIO'(O) =0 
L O(L) = 0, M(L) = EIO'(L) =0 
n=1,2,... 
By doing all the mathematics, one gets the n natural frequencies of the vibrations and 
the modeshapes as: 
n 
2,72 











Equation of motion of a distributed system subjected to an axial force 
The beam considered in the previous sections is now subjected to an axial force, 
Figure 3.6-1, which alters the equilibrium of the forces and produces an extra term in 
the moment equation, derived in Section 3.4. 
Taking moments at A, Figure 3.6-2, the new moment equilibrium equation becomes: 
M (x, t) + V(x, t)dx + N(x) 
au(x, t) dx - 
[M(x, 
t) + dx] =0 ax ax 
The vertical force is given by: 
V(x, t) = -N(x) 
au(x, t) 
+ 
am(x, t) (3.6-2) 
U. X ax 
The new equation of motion including axial force effects becomes: 
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a2 ]+ 
M(X) 






P(x, t) (3.6-3) 
xx ax ax 
As one can see, an axial force affects the dynamic behaviour of the beam, which 
consequently, affects the frequencies and modeshapes of the system. The next 
section describes the effects of the inclusion of an axial force on the dynamic 
characteristics of the beam. 
3.7 Natural frequencies and modeshapes of the distributed system subjected 
to an axial force 
Assuming that the beam has uniform properties as discussed in Section 3.5 the 
equation of motion of the beam becomes: 
a, U(X, t) a, U(x, t) EI 4N2+m=0 (3.7-1) 
Separating the variables as before and using the prime and dot notation for 
simplicity, 
0 (x) N O'(X) m4 
= --- a (3.7-2) O(x) EI O(x) EI Y(t) 
The two equations of motion are given by: 
Y(t) co'Y(t) =0 (3.7-3) 
and 
0 "'(x) - g'O*'(x) - a'O(x) =0 (3.7-4) 
where, 
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EI (3.7-5) 
By considering that the beam is simply- supported, a solution to equation (3.7-1) 
could be the following: 
;z 
u(x, t) =B sin( 
nLx )sin(co,, t + a) (3.7-6) 
The natural frequencies of the beam are given by: 
W= nz EI 1+ 
Nr 
(3.7-7) 27r 2EI 
mn 
Substituting the Euler buckling load in the above equation 




where, the Euler load is given by 
n2 ir'EI (3.7-9) Euler L2 
The expression for the modeshapes is given by: 
O(x) = A, cos gx + A2sin gx + Ax + A4 (3.7-10) 
The constants can be found by considering the boundary conditions. 
As one can see from equations (3.7-7) and (3.5-16), the frequencies of a system, 
when axial loads are included, are reduced compared with the frequencies of the 
same system when no axial forces are applied. 
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3.8 Concluding remarks 
This chapter presented the phenomena of stress -stiffening and large deformations, 
which should be considered when modelling cable-stayed bridges. Also derivations 
of the undamped free vibrations of a beam, with and without an axial load, are 
included and the differences in the natural frequencies and modeshapes between the 
two cases were shown. It was concluded that the frequencies of the beam subjected 
to an axial load were reduced compared with the corresponding frequencies of the 
beam before the application of axial loading. 
A theoretical description of both of these phenomena was considered to be important 
since stress-stiffening and large deformations will be taken into account in the 
theoretical modelling of the cable-stayed bridge cantilever presented in Chapter 6. 
The model's stiffness matrix will include the stress stifffiess matrix together with the 
regular matrix and will be used to calculate the natural frequencies and modeshapes 
of the cantilever model. This model will then be used for further studies and in 
particular for the planning of the experimental testing and for model optimization 
carried out in Chapter 6. 
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Wooden shelf Load - deflection curve 
Figure 3.1-1: Example of non-linear behaviour 
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Figure 3.1-2: Fishing rod demonstrating geometric nonlinearity 
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f(t) 
Figure 3.3-1: Multi-degree-of-freedom oscillator 
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U(X, 
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dx 
Figure 3.4-1: 2-D beam subjected to dynamic loading 
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Figure 3.4-2: Forces acting on beam segment 
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Figure 3.6-1: Beam with lateral and axial loading 
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Figure 3.6-2: Forces acting on element with applied axial load and shear force IM5, 
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CHAPTER 4 
PLANNING OF EXPERIMENTAL TESTING 
4.1 Introduction 
Vibration analysis is a useful tool for obtaining information about the dynamic 
properties of a structure. These properties could either be the mass, stifffiess and 
damping distribution of the structure or its natural frequencies and modeshapes. 
There are two routes to vibration analysis, named the Analytical and the 
Experimental route shown in Figures 4.1 -1 and 4.1-2. 
The three phases of a theoretical route to vibration analysis are shown in the Figure 
4.1-1. One usually starts with a description of the structure's spatial characteristics, 
such as the mass and stiffness of the structure - damping is a rare luxury from an 
analytical model. By performing analytical modal analysis, one obtains the modal 
model, which is described by a set of vibration modes. This solution describes the 
ways in which the structure can vibrate naturally, without external forcing or 
excitation and these modes of vibration are called the natural modes of the model. 
The third stage describes how the structure vibrates under excitation conditions. This 
depends on the structure's inherent properties and on the type and magnitude of the 
excitation. An analysis of the response of the structure to an external force leads to 
the Response model of the structure. This model consists of a set of Frequency 
Response Functions (FRF), which is defined over the applicable frequency range. 
However, this process can be undertaken in the reverse direction, which can be seen 
in Figure 4.1-2. One starts with a set of Frequency Response Functions from an 
experimental test and, after modal analyses, can obtain the mass, stiffness and 
damping properties of the structure. Modal testing is the technique used to obtain the 
Frequency Response Functions of a structure tested in the laboratory. 
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In order to carry out modal testing in the laboratory and obtain the Frequency 
Response Functions or the natural frequencies and modeshapes of a model. the 
support positions, the location of the excitation source and the sensor arrangement 
should be planned carefully beforehand. Various methods have been developed for 
defining the support, excitation and sensor locations and these are presented in the 
following sections. More attention is paid to optimum sensor placement techniques, 
since, due to limited number of transducers available for any experimental test, the 
sensors should be placed in the right positions on the model in order to obtain the 
most relevant dynamic information from the vibration test. 
4.2 Pre-test planning 
Modal testing is a method of constructing a mathematical model, ie a set of modes of 
vibration and natural frequencies, of a structure's dynamic behaviour based on data 
obtained from vibration tests. Therefore, an accurate representation of the structure's 
dynamics requires results of high quality, which is sensitive to the experimental set- 
UP. 
Each time an experimental test on a structure is to be carried out, one has to decide 
how the structure can be supported and which positions are suitable to place the 
measurement transducers and excitation source. In order to select the best 
measurement, excitation and support positions, a theoretical model of the structure's 
dynamics is required, so that the modeshapes and natural frequencies will be used to 
select the set of locations. However, one should also keep in mind that only a limited 
number of positions and modes can be measured in any experimental test, making 
the test data relatively incomplete in comparison with the theoretical data. However, 
there are some techniques available to the experimentalist, which either reduce the 
analytical or expand the experimental model, so that the two models are comparable. 
These techniques are described in the next chapter, which is dedicated to model 
updating, for which, the number of measured degrees-of-freedom is generally greater 
than the number of measured modes. 
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4.3 Optimum actuator positions 
An approach to find the best possible excitation locations for a modal test on a 
structure is described in Imamovic (1998). A brief description of the mathematical 
background of this approach is given here. However, the reader can find a detailed 
derivation of the formulae in the above thesis. 
The equation of motion of an oscillator, Figure 3.3 - 1, of mass [M], damping [D] and 
stiffness [K], subjected to an number of external harmonic forces: 
tf(t)l = JF(w)jeý' 
is given by: Iml ý(t)l +[D] i(t)j+[K]jx(t)j=jf(t)j (4.3-2) 
(- w' [M] + i[D] + [K]) IX(w)le" = IF(w)le"x (4.3-3) 
[a(w)] IF(co)l (4.3-4) 
where. ) the receptance matrix of the system 




0)2 [M] + i[D] + [K])-" (4.3-5) 
A general tenn of the receptance can be written as a function of the natural 




aiý. (0» y- 22+j, 7rC r=l Wr_ (t) 1) r2 
where, 
(4.3-6) 
o) and co, are the forcing, frequency and the natural frequency of the system., L- 
respectively. 
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r is the modeshape r at j, k coordinates, and 
17, is the damping parameter of the system. 
If the system is excited at a frequency that is equal to the natural frequency of mode 
r, then, 
0) = 0)r (4.3-7) 
and the receptance is given by: 
a, (w, ) = 
Oi. 
r0k, r (4.3-8) 2 
i17,0)r 
Substituting this expression into equation (4.3-4), which gives the amplitudes of 
vibration, it can be seen that the term can be associated with a displacement 




rOk, r (4.3-9) (0j) -C 2 i 77, (t)r 
The displacement, velocity and acceleration can be expressed as: 
x(t) = X(co, )eilrl (4.3-10) 
i(t) = ico, X(w, )eilrl 
-ý(t) 
= -0) 
2x ia)ri (4.3 - 121) r 
(Wr )e 
Substituting (4-3-9) into expressions (4.3-10), (4.3-11) and (4-3-12) the amplitudes of 
vibration of these quantities are given by: 
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Displacement Amplitude -- 
Oj, 
rOk, r (4.3-13) 2 C') 
r 






Acceleration Amplitude oc0j, rOk, r (4.3-15) 
The damping parameter, which appears in expression (4.3-9), is omitted in equations 
(4.3-13) to (4.3-15) because it is difficult to predict the damping parameters in the 
preliminary theoretical analysis. In this case, the structure is assumed to undergo Cý 
undamped vibrations with maximum amplitude. If the inclusion of damping is 
required, it is usual to specify the same value of damping to all modes, which will 
give the same weighting to the modes and make the analysis insensitive to damping. 
4.3.1 Average Displacement, Velocity and Acceleration Amplitudes 
When a structure vibrates at a particular excitation, there is a pattern of amplitudes of 
vibration, which is determined by the contribution of all modes. 
In order to predict the average response at a particular degree -of- freedom, j, for 
displacement, Imamovic (1998) gives the following expression for the Average 
Driving DOF Displacement (ADDOFD), which is the average sum of all 
contributing modes, in: 
2 
m 
ADDOFD(j) jr 2 
r=l Wr 
Similarly the Average Driving DOF Velocity (ADDOFV) is given by: 
2 
m 
ADDOFV(i) =1 jr (4.3.1-2) 
r=I W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The Average Driving DOF Acceleration (ADDOFA) is given by: 
m 
ADDOFA(J) = YOjr 
r=l 
(4.3.1-3) 
The term 'Average' is assiped to the above defmitions because there are several 
modes that contribute to the response. 
Imamovic suggests the use of the above parameters in order to find the best locations 
to place the excitation source. If the structure is excited using a hammer, regions of 
high velocity must be avoided, because hitting in the vicinity of these positions could 
cause double-hit effects. Therefore, the ADDOFV parameter should be used to 
decide where the structure can be excited using a hammer and regions of high values 
of ADDOFV should be avoided. However, if the structure is excited using a shaker, 
then the experimentalist should minimise the interference of the shaker during the 
testing. The interference will be the least where the acceleration of the structure is 
minimum. Therefore, the parameter ADDOFA can be used to find the regions where 
the acceleration has a minimum value. 
4.4 Optimum support positions 
Before a modal test is undertaken,, the experimentalist should determine the support 
positions of the structure so that the required boundary conditions are achieved. A 
common case of modal testing is testing for free-free boundary conditions, where in 
theory, the structure is not attached to the ground at any of its coordinates and is 
freely suspended in space. However, in practice a truly free support is not feasible 
and the structure is suspended on soft springs, eg light elastic bands. To ensure that 
these support conditions will not interfere much with the results, the suspension 
should be attached as close to nodal points as possible. The optimum suspension 
positions are, therefore, in locations where the displacement response of the structure 
is lowest. The parameter ADDOFD can be used to find these regions of minimum 
displacement. However, one should never forget that there are practical limitations 
as to where and how a structure can be suspended. 
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4.5 Optimum measurement positions 
As already mentioned in Chapter 1, the requirement for optimal sensor placement 
stems fTom the fact that there is always a lim1ted number of transducers that can be 
used during a modal test and the need for good quality estimates of modal parameters 
from noisy data. 
The problem of optimal sensor placement can be addressed as follows: "given a 
limited set of sensors,, where should they be located on a structure so that the data 
collected from those locations yields the best information about the structure's 
dynamics? " 
Many researchers have proposed techniques for optimally position sensors on a 
structure for system identification. This work considers three different methods: the 
Effective Independence method (EIM), the Energy Matrix Rank Optimisation 
(EMRO) and the Energy Optimisation Technique (EOT). The methods are described 
below. 
4.5.1 Optimum sensor location techniques 
4.5.1.1 Effective Independence method (Eff) 
This section presents a methodology for selecting an optimum set of sensor locations 
for identification and correlation of a given set of target modes, Kammer (1991, 
1992). Initially, a candidate set of sensor locations is selected which should be large 
enough to include all of the important dynamics within the target modes. However, 
the placement of the sensors in the initial set of locations is impossible and the set 
must be reduced in an optimal fashion. 
For the purpose of test-analysis correlation, the analyst must obtain measurements at 
such locations on the structure that the modeshapes will be linearly independent or 
spatially differentiable. This implies that if the sensor output equation is given by 
Jul, = [(D], Iql (4.5.1-1-1) 
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where, 
Jul, is the output from the sensors, 
[(D], is the matrix of the target modes partitioned to the sensor locations, 
I qj is the vector of the target modal coordinates, 
an estimate for the target coordinates can be computed from 
{} = (4.5.1.1-2) 
The target coordinates must be absolutely identifiable, which means that they must 
be independent. If the candidate sensor set contains s locations but one has to limit 
the number of sensors down to only m, m<s, one will have to place the m sensors 
within the s locations while maintaining as much independent infori-nation as 
possible and obtaining the best estimates of the target states. The best estimate 
means that the covariance matrix of the estimate errors will be a minimum. A 
modification is introduced in equation (4.5.1.1 - 1) 
fu}s = IH(q)} + INI = [(D], fql +IN} 
where, 
{Hj represents the process measurement, 
INI represents stationary Gaussian white noise of variance 
[To']. 
(4.5.1.1-3) 












where, E denotes the expected value. 
The covariance matrix is given by: 
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Maximising [Q] leads to the minimisation of the covariance matrix and the best 
estimate {qj. In order to simplify the analysis, the measurement noise is assumed to 
be uncorrelated and possess identical statistical properties for each sensor leading to 
a diagonal noise covariance matrix. 
The matrix [Q] can be expressed as 
[To']-'[(D]sT [(D]s =[To ]-'[Ao ] 
Therefore, to minimise [P], a suitable nonn [AO ] must be maximised, and therefore, 
the rank of the modal matrix [(D]T [(D], must be maximised. [Aj will be referred to s 
as the "Fisher information matrix". One property that this matrix possesses is that its 
determinant can be related to the definition of information. The larger the 
determinant,, the more information the matrix contains. 
The matrix [AO ] can be expressed in terms of the contribution of each degree of 




where, J(Dj' is the ith row of the modal partition [(D], corresponding to the ith degree S 
of freedom or sensor location. 
The number of degrees of freedom in the candidate sensor set can be reduced by 
eliminating locations that do not contribute significantly to the independent 
infon-nation contained within the target modal partitions. 
The fractional contributions of each sensor to the spatial independence is measured 
by the vector Efl: 
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1ý(D], [U][y]-1/2]2 jEfll = diag (4.5.1.1-8) 
The matrices [U] and [1] denote the eigenvectors and eigenvalues of the reduced 
Fisher Information matrix, where: 




This vector is referred to as the Effective Independence distribution of the candidate 
sensor set. The ith term within Efl is the fractional contribution of the ith sensor 
location to the linear independence of the modal partitions I(D], - Each entry in Efl is 
a measure of the contribution of each sensor to the measured kinetic energy. The 
[y 
normalisation factor _]-1 
/2 
prevents the contribution of high frequency modes from 
dominating those of the low modes. 
The vector Efl can be used to rank the sensor locations based on their importance to 
the identification and correlation of the target modes. A sensor location can have a 
contribution in the range 
0.0: 5 jEflj: 5 1.0 (4.5.1.1-10) 
If Efl= 0.0 the sensor location does not contribute and can be eliminated from the 
target modal partitions, whereas, a value of 1.0 means that the sensor location must 
be retained in the final sensor configuration. The final sensor configuration is 
generated in an iterative manner and contains the number of sensors that will give the 
best chance to identify and correlate the target modes. 
There is a number of researchers that used the Effective Independence method to 
place sensors on experimental models. Larson et al (1994) used the method to place 
sensors on an 8-bay truss in order to identify the first five modes of vibration. 
Kammer (1992) presents a study, where the Effective Independence method is used 
for on-orbit identification of a set of selected modes. whereas, Brillhart et al (1994) 
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evaluate the validity of the algorithm in identifying sensor locations for modal 
extraction. 
4.5.1.2 Energy Matrix Rank Optimisation (EMRO) 
This technique is proposed by Hemez et al (1994). The authors extend the Effective 
Independence concept into an algorithm where sensor placement is achieved 
according to the strain energy distribution of the structure. The strain energy 
distribution in a structure is a direct measure of its load carrying capacity. The 
modes that contribute the most to storing the energy are indicated by large energy 
values: 
T [K] [(D], 
where,, r is the mode number. 
(4.5.1.2-1) 
The basic idea behind this method is to achieve a sensor configuration that 
maximises the measure of strain energy among the structural members. The 
researchers' goal is to reduce the number of sensor locations while ensuring the 
identification of the target modes. 
The stiffness matrix is decomposed into upper and lower triangular Cholesky factors: 
[C] [C] T (4.5.1.2-2) 
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Once the matrix [T] is obtained, the procedure follows the Effective Independence 
scheme with [T] and [E] replacing the modes [(D] and the Fisher Information 
matrix, respectively. At any iteration, the strain energy measured by a reduced 
number of sensors is obtained from the initial energy by removing the contribution of 
the sensors that have been eliminated: 
[T]T[T]s 
ss (4.5.1.2-5) 
An eigenanalysis of the symmetric positive semi-definite energy matrix is 
performed: 




where, [U] is a singular vector matrix and denotes the eigenvectors and [1] denotes 
the eigenvalues of the reduced energy matrix. 
A positive semi-definite matrix is a matrix whose eigenvalues are zero or positive 
but never negative, whereas, a singular matrix is a matrix whose determinant is zero 
and therefore does not possess an inverse, Stewart (1973). 
The fractional contributions of each remaining sensor to the strain energy are 
assembled into the vector EMRO: 
ýT]S[U][y JEMROJ = diag, 
]-1/ 2 ]2 (4.5.1.2-7) 
Each entry EMRO is a measure of the contribution of each sensor to the measured 
[,: ]-1, '2 
strain energy. The normalisation factor prevents the contributions of high 
frequency modes from dominating those of the lower modes. 
The parameter in the summation denotes a characteristic that is desirable in order to 
avoid eliminating sensors, which may result in a rank deficiency of the strain enern-, 
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matrix since the column rank of [E], is equal to the number of linearly independent 
measured modeshapes, assuming that the stiffness matrix is non-singular. 
The procedure is repeated until the removal of a sensor creates a rank deficiency. 
4.5.1.3 Energy Optimisation Technique (EOT) 
This technique is proposed by Heo et al (1997). They describe an optimisation 
technique, which is a modification of the Effective Independence method and 
maximises the measured kinetic energy of the structure. The distribution of the 
kinetic energy in the system, for a mode r, is given by: 
[Elr = [(D]r 
T[M][(D]?, 
The mass matrix is decomposed into upper and lower Cholesky factors: 
[C][C]T 
where: 




The energy measured by a reduced number of sensors is obtained by removing the 
contribution of the sensors that have been eliminated from the initial energy matrix: 
= [T]T[T]s [E]s s 
(4.5.1.3-4) 
An eigenanalysis of the square, symmetric and positive-definite energy matrix 
is 
performed: 
[E], [U] = [Ul [11 and [ul7lul =N 
(4.5-1.3-5) 
63 
Chapter 4- Planning of experimental testing 
The fractional contributions of each remaining sensor to the kinetic energy are 
assembled into the vector EOT: 
JEOT} = diag I 
ýT], [U][j]-1/2]2 
(4.5.1.3-6) 
The sensor location with the minimal contribution in the vector EOT is eliminated. 
The new matrix is checked for rank deficiency. If the removal of a sensor creates a 
rank deficiency then that sensor should not be removed. Each entry in EOT is a 
measure of the contribution of each sensor to the measured kinetic energy. The 
normalisation factor 
[1]-]/ 2 
prevents the contribution of high frequency modes from 
dominating those of the low modes. 
4.6 Example of a plate tested in free-free conditions 
As already mentioned earlier in this chapter, the first stage in any experimental 
process is to decide where to place the excitation source and the sensors. The 
methods used to find those locations were described in the previous sections. A 
simple application of those methods is given here by way of an example, by 
considenng an aluminium plate tested in free-free conditions. The finite element 
model of the plate has been constructed in the commercial finite element package 
called ANSYS, version 5.5,, using simple four-noded SHELL elements. Each node 
has six degrees-of- freedom. The plate was 2m long and 0.42 m wide and was 
divided into 240 elements. Table 4.6-1 gives the principal material and section 
properties of the model. 
Parameter Value 
Young's Modulus 70x 109 Nm -2 
Poisson's ratio 0.35 
Densitv 2700 kgm -3 
Table 4.6-1: Material and Section properties of plate model 
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Sixteen modes were calculated. These modes were used to find the excitation 
positions and the sensor locations. Since the excitation source was a hammer. the 
ADDOFV parameter was used to find the best positions to place the excitation. 
Figure 4.6-1 shows the ADDOFV distribution on the plate using all sixteen modes 
and all the degrees-of-freedom. Figure 4.6-2 shows the ADDOFV distribution on the 
plate using all modes but only the three translational degrees-of-freedom. As one 
can see, both figures show that the four-circled comers of the plate have high 
ADDOFV values, which indicate that these positions should be avoided when using 
the hammer. Figure 4.6-1 shows that the ADDOFV has the lowest value in the 
middle of the plate, whereas, Figure 4.6-2 shows that the ADDOFV parameter has its 
lowest value at two positions, at the outmost two thirds of the plate. These lowest 
values of the ADDOFV parameter, enclosed in rectangular boxes, indicate that the 
experimentalist should use these positions to hit the structure with a hammer so that 
to avoid double hit effects. 
Once the excitation positions are found, the engineer then needs to determine the 
optimal sensor locations for the accelerometers. Three methods were described in 
section 4.5, named the Effective Independence method, the Energy Matrix Rank 
Optimisation and the Energy Optimisation technique. Using the mode information 
obtained from the finite element model, the sensor location methods were applied to 
find the best positions to place the transducers. However, only the Effective 
Independence method and the Energy Optimisation technique were applicable, since 
both of them use the kinetic energy of the system to place sensors and the mass 
matrix is non-singular. The Energy Matrix Rank Optimisation could not be applied 
because the stiffness matrix of the plate was singular and could not be decomposed 
into Cholesky factors. One explanation for this could be because the plate was 
modelled as free-free. This may have been avoided if weak springs were put 
in the 
system to be grounded. 
Both methods gave an arrangement of 19 sensors, but of course, 
in different 
positions. Figure 4.6-3 shows the EFI sensor configuration, whereas, 
Figure 4.6-4 
shows the EOT sensor configuration. 
After the sensor configurations have been obtained, the engineer should check 
whether these arrancrements can actually identify the modes of the structure. 
A xxay 
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of checking independence is described in Chapter 5 and the modes of the plate are 
checked in the same chapter, Section 5.3.2. 
After the sensor and excitation locations are obtained, the engineer will have to 
decide whether it is feasible to have as many accelerometers on a structure as sensor 
locations. Usually, for economic reasons in civil engineering applications, it is 
possible to have one or two accelerometers and, therefore, 19 sensors would 
normally be considered unnecessarily expensive. It was decided to use only one 
accelerometer placed at a key position on the structure and move the hammer around 
the model using the principle of dynamic reciprocity. The accelerometer should be 
placed at a position of maximum response. Therefore, looking at the ADDOFV 
plots, one can see that the best positions to place the sensors are at the comers of the 
structure, which are circled for clarity, where the ADDOFV parameter has its highest 
value. Then the hammer could hit all the positions given by the two sensor 
configurations. Figure 4.6-7 shows the ADDOFV distribution for all degrees-of- 
freedom with the Effective Independence method sensor configuration, whereas., 
Figure 4.6-8 shows the ADDOFV distribution with the Energy Optimisation 
technique sensor arrangement. Similarly, Figures 4.6-9 and 4.6- 10 show the 
ADDOFV distribution for the three-translational degrees-of-freedom with the 
Effective Independence and Energy Optimisation technique sensor arrangements, 
respectively. As one can observe from Figures 4.6-7 to 4.6-10 the Effective 
Independence method places sensors around the edges of the plate including the 
comers where the ADDOFV parameter has a high value, whereas, the Energy 
Optimisation Technique places sensors mainly at the inside of the plate where the 
ADDOFV parameter has lower values. As already mentioned, the experimentalist 
should hit a structure with a hammer at positions of low ADDOFV values in order to 
avoid double-hit effects. Since in this example a hammer is used to excite the 
structure at the predetermined sensor locations, it is possible that the Energy 
Optimisation Technique may yield in better modal identification. A comparison of 
the results will be made in the next chapter. 
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4.7 Concluding remarks 
Many researchers have undertaken studies on optimal sensor placement, using not 
only the three methods presented in the previous sections but also other optimisation 
procedures as in Baruh et al (1990) and Shah et al (1978). Worden et al (1995) use 
Neural Networks to locate faults in a structure and Genetic algorithms to determmie 
the optimal sensor distribution. All methods aim to give an optimal sensor 
configuration so that the experimentalist will obtain the most information about the 
structure's dynamics. The requirement for best sensor locations is mainly due to the 
limited number of sensors that can be used in any modal test. The problem becomes 
particularly important when testing real large civil engineering structures, where, 
given their physical scale, the number of available transducers is always limited and 
therefore it is essential to place the sensors in the right positions. 
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Figure 4.1-1: Theoretical route to vibration analysis 
Frequency Natural Mass, 
Response frequencies, Damping, 
Functions Modeshapes Stiffness 
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Figure 4.1-2: Experimental route to vibration analysis 
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Figure 4.6-1: ADDOFV distribution for 16 modes and all degrees-of-freedom 
0 
............................................................................................. 
Key: - max; ý mi n 
Figure 4.6-2: ADDOFV distribution for 16 modes and the three translational 
degrees-of-freedom 
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Figure 4.6-4: Energy Optimisation Technique sensor configuration for 16 modes 
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Figure 4.6-5: ADDOFV distribution for all DOFs with EFI sensor arrangement 
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Figure 4.6-6: ADDOFV distribution for all DOFs with EOT sensor arrangement 
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Figure 4.6-8: ADDOFV distribution for translational DOFs with EOT sensor 
arrangement 
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CHAPTER 5 
DYNAMIC MODEL UPDATING 
5.1 Introduction 
The recent developments in technology, the use of new improved materials and more 
sophisticated design methods have led to larger and lighter structures. These 
developments created an increasing need for more reliable dynamic analyses. A 
reliable vibration analysis tool is Modal analysis, which is used to derive models that 
represent the dynamic behaviour of a structure. Applications of Modal analysis 
include the validation, correction and updating of finite element models. 
Model updating has drawn a lot of attention in the last few years and many papers 
have been published in this field. Nowadays, engineers recognise the need for 
reliable analytical models, which can be used with confidence for further analyses. 
A definition of model updating could be: "Model updating is a reconciliation process 
applied to a finite element model in order to replicate the characteristics of an 
experimental model, assuming that the experimental data are correct". 
There are many problems associated with finite element models mainly due to 
approximations or estimations that the engineer has to make. A list of these is given 
here: 
I. boundary conditions are approximated; 
1) estimation of the physical properties of the structural material, 
3. approximation or even omission of damping or the engineer assumes 
proportional damping; 
4. inadequate modelling of joints; 
discretisation of distributed parameter systems. 
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The approximations or modelling errors in the finite element model are not the only 
source of difficulties that the engineer has to deal with during the updating process. 
Problems can arise from the quality of the experimental data, which can be 
summarised as follows: 
I. the experimentalist can only measure a limited number of degees-of-freedom 
which can be different from the analytical ones; 
2. it is difficult to measure rotational degrees-of- freedom; 
3. only a limited number of modes can be identified with their corresponding 
modeshapes; 
4. complex modes can be obtained which must be realised to correspond with an 
undamped finite element model; 
5. un-modelled errors, such as noise or non-linearity, can be present in the 
measurements; 
6. some modes may not be excited or if excited not be identified; and 
poor modal analysis of the experimental data. 
There are three stages in any updating exercise, named Comparison, Location and 
Correlation. In the first stage, Comparison, the engineer compares the analytical and 
the experimental model and checks their compatibility. The methods used to 
compare the two sets of data provide the engineer with information as to which 
modes of one set correspond to the modes of the second set but do not explain why 
they differ. The methods used in the second stage, Location, provide information as 
to where the two models differ without indicating whether the differences are caused 
by mass or stiffness irregularities. Finally, in the third stage, Correlation, the 
engineer changes the mass and/or stiffness properties or elemental parameters of the 
analytical model to achieve a better match with the experimental model. The 
updated analytical model represents accurately the test or real structure. These stages 
are followed in this order every time model updating is undertaken. 
The next sections describe some of the methods most commonly used for each of the 
three stages in an updating exercise. 
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5.2 Finite element model reduction 
Before proceeding to describe model updating techniques, it is important to mention 
the problem of incompatibility between the analytical and the experimental data. 
The size of the finite element model is larger than the size of the test model mainly 
because the experimentalist cannot measure all the degrees-of-freedom and obtain all 
the modes present in the test structure. The latter problem arises from the fact that 
the data acquisition has a limited bandwidth and the modal density increases at 
higher frequencies making modal extraction very difficult beyond the lower order 
modes. The former problem can be dealt with by finding the optimum sensor and 
excitation locations in order to obtain a good modal description of the structure as 
described in Chapter 4. 
In order to overcome the problem of incompatibility, two strategies can be followed: 
I. reduce the larger model (FE model) to the test degrees-of-freedom; or 
2. expand the smaller model (experimental model) to match the analytical one. 
This problem should be resolved before any methods of model updating are used. 
When finite element model reduction is used, the engineer should keep in mind that 
spatial information will be lost and this could compromise the effectiveness of the 
updating process. However, sufficient information is retained to allow comparison 
between the analytical and experimental data. On the other hand, when experimental 
model expansion is unavoidable, the engineer should be aware that the experimental 
information can be too diluted,, if the number of the analytical degrees-of-freedom is 
too large in comparison with the experimental ones, and it cannot provide sufficient 
localised information for updating. 
The most common techniques for model reduction and expansion are described in 
the following sections. 
75 
Chapter 5- Dynamic model updati 
5.2.1 Finite element model reduction methods 
The most preferred reduction technique for model updating is Guyan reduction. 
Guyan (1965), since it preserves the low order modal properties. 
Starting from the equation: 
IFI = [Mpl + [Kýx} 
and after partitioning in the form: 





'21 LK,. Kx F mms 
mss s11X2 
1 
where, m is for master and s is for slave degree-of-freedom, the forces F, are to be 
zero. Neglecting the inertia ten-ns, the forces F, are given by: 
(K.. 
- K K -'K,. 
) x, (5.2.1-3) ss 
The reduced stiffness matrix is given by: 
K, = Kmm - Kms Ks-s'Ksm (5.2.1-4) 
The coordinate transformation equations are: 
Tx, or 




Similarly, the reduced mass matrix is given by: 
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M, = Mmm - M,,, 
(K, -, 'K,. ) - 




(K, -, 'K ss ss ss 
If the structure's kinetic and strain energies are written as: 
ITIT 
ic E=-. iMi and V=-x x (5.2.1-7) 22 
and the transformation is employed, then the energies become: 
E= 
I 
iT'MTi, and V=1 XITTT KTx, (5.2.1-8) 2'2 
The reduced mass and stiffness matrices are given, respectively, by: 
M] =T T MT and K, =TT KT (5.2.1-9) 
In the case of the reduced stiffness matrix', all elements of the original stiffness 
matrix contribute, so none of the structural complexity is lost. In the reduced mass 
matrix combinations of mass and stifffiess elements appear. Therefore, the 
eigenvalue-eigenvector problem is closely but not exactly preserved. 
Two other methods, which are very frequently mentioned in the literature, and are 
only included here for completeness, are the System Equivalent Reduction Expansion 
Process (SEREP), O'Callahan et al (1989), and the Improved Reduction System 
(IRS), O'Callahan (1989). 
The first method (SEREP) was originally fon-nulated as a technique that was used to 
develop rotational degree s-o f- freedom for modal test data. It has been used for 
checking correlation and orthogonality between analytical and experimental modal 
vectors. The technique maps the complete finite element eigenvectors onto the 
experimental slave degrees-of- freedom using the transformation matrix: 
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]T[0.. ]ý1[0.. ] T 
10"1 
where,, 
a is for analytical model, 
m is for master degrees-of-freedom and 
s is for slave degrees-of-freedom. 
The second method (IRS) develops the Guyan technique to include the contribution 
from the slave inertias. The result is an improved modal matrix that represents better 
the physical properties of the system. The transformation matrix that can be used to 




][MR]-1[KR] [-[K]-'[K] ]+[00 
[KJ-' 0 
ss 
The advantage of the SEREP method is that it reproduces the lower order 
eigenvalues exactly and, for this reason, it is usually recommended for model 
reduction. 
5.2.2 Experimental model expansion 
The most commonly used method for model expansion is the Kidder's method, 
Kidder (1984). The method is derived from an inverse Guyan reduction. 
Starting from the partitioned eigenvalue problem: 
mm 
Kms 2M mm 
Mms om KK 
Kss Msm Mss 
los ir 
= 101 (5.2.2-1) 
sni 
where, 
r is the r 
th 
mode 
m is for master deggrees-of-freedom and 
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s is for slave degrees-of-freedom. 
Substitution of the measured eigenvalues and eigenvectors in the above equation, 





Xx OM Ir 
The advantage of this method is that by using the partitioned unreduced analytical 
system matrices, the physical connectivity properties are consistent with the structure 
of the final model. 
5.3 Comparison methods 
The first stage in a reconciliation process is the comparison of the analytical and the 
experimental data, carried out usually in the modal domain. The engineer determines 
how closely the two models correspond by comparing and correlating their natural 
frequencies and modeshapes. 
5.3.1 Comparison of natural frequencies - Graphical 
This is probably the most obvious and easiest comparison to make. By simply 
tabulating the analytical and experimental natural frequencies the engineer can 
compare their corresponding values. However, a more useful way of comparison is 
to plot the experimental against the analytical values of each of the corresponding 
modes. The points on the plot should lie on or be close to a straight line of slope I- 
If they lie close to a line of different slope, then a wrong material property was used 
in the predictions. If there is a great scatter of points about the 45' line, then there is 
a serious problem with the experimental model and a re-evaluation is necessary. 
A frequency comparison using the tabulating and the plotting techniques can be seen 
in Tables 5.3.1-1 and 5.3.1-2 and Figures 5.3.1-1 and 5.3.1-2, respectively. These 
plots are for the free-free plate described in Chapter 4 using the analytical and 
experimental results obtained from the two methods of sensor placement used. 
As 
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can be seen from the plots, the Energy Optimisation Technique places sensors on 
positions, which give a better correlation of the frequencies. They lie very closely to 
the straight line, which indicates that the values are almost identical. On the other 
hand, the Effective Independence method does not give such good results since some 
frequency points are away from the straight line, indicating that these frequencies do 
not exhibit a close match. This is a very interesting result since it leads to the 
conclusion that the quality of the experimental data depends on the selection of the 
set of nodes where sensors are placed. The Effective Independence method gave a set 
of nodes that do not seem to result in the best identification of the structure's 
frequencies. As already mentioned at Chapter 4, section 4.6, the Effective 
Independence method placed sensors at the edges of the plate where the ADDOFV 
parameter has high values, Figures 4.6-5 and 4.6-7, whereas, the Energy 
Optimisation Technique placed sensors at positions on the structure where the 
ADDOFV parameter has low values, Figures 4.6-6 and 4.5-8. Since a hammer was 
used to excite the structure at those positions, one can assume that double-hit effects 
were minimized for the Energy Optimisation Technique leading to better modal 
identification, which was not the case for the Effective Independence method. 
5.3.2 Comparison of modeshapes - Graphical 
Another type of comparison involves the use of the modeshapes. This comparison 
can be graphical or by making a similar graph to the case of the frequency 
comparison. In the graphical comparison, the engineer plots the deformed shapes - 
in each mode - of the two models and overlays one plot to the other. 
However, 
differences may be present and they may be difficult to explain why they exist. The 
second means of comparison is a more convenient way. As with the natural 
frequencies, the engineer can make a x-y plot in which each element in the analytical 
modeshape vector is plotted against each corresponding element in the experimental 
vector. The individual points on the plot correspond to deg-ees-of-freedom on the 
model. 
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1 5.25 5.3226 
2 14.57 - 
3 14.91 15.4467 
4 28.77 29.5688 
5 30.71 29.7763 
6 47.82 - 
7 48.21 48.2864 
8 68.12 68.2272 
9 71.7 74.0568 
10 91.07 91.4939 
11 100.14 103.5599 
12 117.6 118.1532 
13 124.48 128.4997 
14 129.43 132.0503 
15 133.8 132.1955 
16 143.04 - 
Table 5.3.1-1: Comparison of natural frequencies of free-free plate using the 
Effective Independence sensor location method 
If the modeshapes are mass-normalised, then all pomts should lie on a straight line of 
slope 1. If the points lie -close to a line of different slope, then one of the modeshapes 
is not mass-normalised. If there is a great scatter of points about the 45' line then the 
two modeshapes compared do not relate to the same mode. Figures 5.3.2-1 to 5-3-2- 
4 show four plots of modeshapes obtained from the plate tested in free-free 
conditions described in Chapter 4 using the two sets of sensor locations. The first 
two figures are obtained using the Effective Independence method. Figure 5.3.2-1 
presents the comparison of two correlated modeshapes, since all points lie on the 45* 
line, whereas, Figure 5.3.2-2 presents the comparison of two uncorrelated 
modeshapes. As one can observe the plotted points are scattered around the 45' line. 
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Figures 5.3.2-3 and 5.3.2-4 present the comparison of correlated and uncorrelated 






1 5.25 5.3906 
2 14.57 - 
3 14.91 15.4671 
4 28.77 29.6219 
5 30.71 30.7858 
6 47.82 - 
7 48.21 48.2841 
8 68.12 68.1912 
9 71.7 74.0636 
10 91.07 91.532 
11 100.14 103.5928 
12 117.6 118.1452 
13 124.48 - 
14 129.43 128.5389 
15 133.8 132.1534 
16 143.04 - 
Table 5.3.1-2: Comparison of natural frequencies of free-free plate using the 
Energy Optimisation Technique for sensor location 
5.3.3 Comparison methods - Formulations 
Many methods have been developed to quantify the comparison between two sets of 
modal data. These techniques can be used to compare analytical with experimental 
data, analytical with analytical or experimental with experimental. These techniques 
are based on the orthogonality conditions: 
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[O]T [M][0] 
= [I] and 
[O]T [K][0] = 
where, 
[0] are the mass-normalised eigenvectors (analytical or measured) and 
[0-)'] is the diagonal eigenvalue matrix. 
(5.3.3-1) 
If the measured eigenvector matrix is substituted in the above equations, the 
orthogonality conditions will not be true and off-diagonal terms will appear in the 
identity and eigenvalue matrices. 
The most common technique used to compare analytical and measured modeshapes 
is the Modal Assurance Criterion (MAC), which provides a measure of the scatter of 
points from the straight line correlation, Ewins (1998). The MAC is given by the 
formula: 
f" 
fo. j*jý' oxii MA C (10, ji ý to. Ij fox JiT fox Ji f0a IT f0a 1* 
where, 
x stands for experimental, 
a stands for analytical, 
ij are mode numbers of the models. 
T stands for transpose and * stands for complex conjugate. 
(5.3.3-2) 
The MAC is a scalar quantity even if the modeshapes are complex. It is based on the 
orthogonality properties of the modeshapes. It can take values between 0 and 1-A 
MAC value of 0 means that the modeshapes compared do not relate with each other, 
whereas, a MAC value of I means that the two eigenvectors are perfectly correlated. 
In practice, it is difficult to obtain exact values of I or 0 and it is found that a value of 
more than 0.9 denotes well-correlated modes, whereas, a value of less than 0.1 
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denotes un-correlated modes. Values of the MAC of less than unity can be caused 
by: 
I. incorrect modelling; 
2. presence of noise in the measurements; 
3. presence of non-linearities in the experimental model; 
4. poor modal analysis of the experimental data; and 
5. poor choice of degrees-of-freedom used in the correlation. 
The advantage of using the Modal Assurance Criterion, instead of other methods, 
which are based on the orthogonality properties of the modes, is that it is not affected 
by co-ordinate incompleteness. It is sufficient to partition the analytical model to the 
experimental co-ordinates. However, care should be taken if the experimental 
degree s-of- freedom are just a very small subset of the full set of co-ordinates, since 
the MAC is not very reliable in correlating localised modes described by only a few 
degrees-of-freedom. The MAC plots, which correlate the analytical with the 
experimental modes of the plate, tested in free-free conditions, obtained by the two 
methods, are given in Figures 5.3.3-1 and 5.3.3-2. The Effective Independence 
method not only identifies more modes but also seems to give better results than the 
Energy Optimisation technique. In Figure 5.3.3-1 most of the diagonal terms of the 
plot have MAC values of more that 0.9 which suggests that there is almost a perfect 
correlation between the corresponding modes. Also, there are only few off-diagonal 
terms appearing, suggesting that only a few modes correlate with other non- 
corresponding ones. However, in Figure 5.3.3-2 only five of the diagonal terrns have 
MAC values of more than 0.91, which means that this arrangement of sensors does 
not provide the best correlated results Also, there are more off-diagonal terms in 
this plot in than Figure 5.3.3-1. 
A special case of the MAC is the so-called A UTOMA C, in which the eigenvectors are 
correlated with each other. The AUTOMAC can be used to check whether the 
selected set of degrees-of- freedom, from the sensor location techniques, is sufficient 
or not. Figure 5.3.3-3 shows the AUTOMAC plot of the analytical modeshapes of 
the free-free plate using all 1716 degees-of-freedom, whereas, in Figures 5.3.3-4 and Zý 
5.3.3-5 the AUTOMAC is plotted for the same modeshapes partitioned to the 19 
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sensor locations given by the EOT and EFI methods. From these plots one can 
observe that all the diagonal values are I and this is what one should expect since 
each modeshape must correlate perfectly with itself 
Also the AUTOMAC matrix is symmetric. In Figure 5.3-3-4 there are some non- 
zero off-diagonal terms appearing, which means that some modeshapes seem to 
exhibit a degree of correlation with others. This is not usually expected since the 
modes are supposed to be orthogonal. However, a perfectly diagonal AUTOMAC is 
valid only when all the degrees-of-freedom are used in the calculations. In this case, 
only a limited number of co-ordinates is used, corresponding to the sensor locations 
obtained by applying the EOT and EFI methods. Another reason for the presence of 
the off-diagonal terms is that the orthogonality properties are only valid when the 
mass matrix is used in the calculations and in this case,, the mass matrix is not used in 
the formulation of the AUTOMAC. Observing these two figures, one can see that 
the Effective Independence method gives slightly better results since there are fewer 
off-diagonal terms than in the Energy Optimisation technique, which seems to give 
more off-diagonal terms but of lower value. These off-diagonal terms suggest that 
there is a degree of correlation between the modes compared, however, this degree of 
correlation is quite small and it should not impose a problem in the identification of 
the modes. The diagonal terms have all AUTOMAC values of one, and this is 
expected since all modes correlate perfectly with each other. 
Another version of the MAC is the Nonnalised MAC or Normalised Cross 
Orthogonality (NCO), which includes the mass or stifffiess matrix in the calculation 
of the correlation, Ewins (1998). 
The NCO is given by the formula: 
fox IT X ]loa jjý 
2 
NCO(lo, 1,9 10. Ij) = lox IT 
ia 
[W 110x li 10a IT IW 110a li 
aja 
(5.3.3-3) 
where, the matrix 
[Ký ] can either be the mass or stiffness matrix of the analytical 
model. The difficulty that must be overcome in this case is that of reducing the mass 
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or stiffness matrix to the experimental degrees-of-freedom. Guyan reduction 
described in Section 5.2.1 is usually used. The NCO takes values between 0 and 1. 
Apart from the above established methods of correlation, some researchers have 
developed other techniques, such as Blaschke et al (1997), which presents a 
technique that does not require normalisation and mode pairing and is based on an 
iteration of the MAC coefficient. Pascual et al (1997) present two correlation 
techniques, in the frequency domain, the Frequency Response Scale Factor (FRSF) 
and the Frequency Domain Assurance Criterion (FDAC). These two methods 
quantify the level of correlation between two sets of modes, deten-nine the frequency 
shift at all measured frequencies and establish a set of frequencies to use during the 
updating. 
5.4 Location techniques 
Once the comparison of the two sets of data is complete, the engineer proceeds to the 
second stage of the reconciliation process, which deals with locating the regions of 
difference between the two models. The commonly used technique for identifyýg 
the coordinates at which the two sets of data do not agree is the Co-ordinate Modal 
Assurance Criterion (COMAC), Lieven et al (1988), Ewins (1998). The COMAC 
for a degree-of- freedom i is given by: 
1 lo, (i, A 0 (i, j) 1 
COAM C (i) 
Oa (" i) ox ( j)* 
j=I j=I 
where, n is the number of correlated mode pairs. 
The COMAC has been developed to identify the region of the error and not which 
modes are responsible for the poor correlation. It was developed from the MAC but 
it relates to the degrees -o f- freedom and not the mode numbers. It is a two-stage 
process. Firstly, the engineer should use the MAC to identify correlated mode-pairs 
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and then use the above equation to calculate the correlation at each coordinate of the 
mode-pairs. 
The COMAC can take values between 0 and 1. However, it is difficult to interpret 
correctly the information provided by the COMAC. It is tempting to conclude that 
regions of low COMAC values are the regions where the errors occur. This is not 
always the case, because those regions could be the places where the consequences 
of any errors are most felt. It is good practice to prepare a plot of the COMAC, such 
as the one shown in Figure 5.4-1, where its value is plotted against the degree-of- 
freedom number. Lieven et al (1988) point out some applications of COMAC apart 
from localising errors in finite element models. Such applications include the 
indication of areas of scaled models, which do not correspond to their full size 
counterparts and detection of faults in hardware during tests. 
Usually, large drops of COMAC are observed in regions of large amplitude such as 
the free ends of beams. These regions are most affected by erroneous flexibility 
data. It is advisable to use this method in cases where the structure is modelled and 
tested in free-free end conditions. 
Another method for error localisation is the Dynamic Force Balance method, Silva et 
al (1999). In this method the experimental eigenvectors and eigenvalues do not 
satisfy the analytical eigendynarnic equation, due to errors in the analytical model, 
causing a residual force term: 
kKý, ]- (aý)'[Mý, 1110,1, = lfl (5.4-2) 
Large residuals indicate regions of error in mass or stifffiess. The method requires 
co-ordinate completeness. 
Waters (1995) uses the Force Balance method to develop a technique, which 
does 
not assume that regions of response error are necessarily an 
indication of modelling 
error. The technique identifies regions of spatial error and 
its success is 
demonstrated in a simulated case study. 
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5.5 Correlation techniques 
The third stage in the updating process is the correlation of the analytical and 
experimental models. In this stage, properties, such as mass and/or stiffness, of the 
finite element model are varied so that its characteristics match the characteristics of 
the experimental model. 
There are three groups of optimisation methods: Least squares updating, Direct 
optimisation and Neural Networks. The methods belonging to the first group are 
modal and FRF sensitivity techniques, which are described in detail in the following 
sections, whereas, Simulated Annealing and Genetic Algorithms belong to the 
second group. 
5.5.1 Updating using Modal Sensitivity 
Consider an undamped analytical model with the following equation of motion: 
[M, 110,1,. 
where, 10.1, and (A a 
), are the eigenvectors and eigenvalues of the system. 
In order to proceed and find the error matrices of the system, one must assume a 
form of the errors. The set of NP design parameters, 
Ipl, to be vaned is selected. 
These parameters can be elemental parameters, such as the elemental mass and 
elemental stiffness matrices, or global parameters, such as material properties or 
thicknesses. 






1P FE I are the parameters of the original finite element model. 
(5.5.1-2) 
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These non-dimensionalised parameters are also called p-values and represent the 
fractional changes in the design parameters. Therefore, (Aa ),. and ýOa Ir are 
functions of -[pl. 
Suppose now that an experimental eigen-pair, PAI IOXIr is available, which 
corresponds to the analytical pair, (ZI)r! ' 
10,11r- Then the experimental 
eigensolution can be expressed as a Taylor's series in terms of the updating 
parameters: 
N a(A"), 
GZA + _P + 
O(P2) (5.5.1-3) 
ap 
Np alo. 1, 




where, 0(p, ') are terms of second order and higher. However, one can assume that 
the changes in the modal parameters are small and, therefore, these higher order 
terms can be neglected. By retaining the first order terms in the above equations 
(5.5.1-3) and (5.5.1-4), the changes in the updating parameters become: 
AA = 
NP a(Ila)r 
p, and = 










The derivatives of the eigenvalues and eigenvectors, or eigensensitivities, can be 
expressed as follows: 
a(A)r ' a[K,, 








to. 1, api 
10a Ir 
aV 10 110,1 IT a[K a[mal fOIr 
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The derivation of the above eigensensitivities can be found in Appendix 1. 
The equations in (5-5.1-5) constitute (N+1) equations for the NP unknown p-values. 
where N is the number of degrees-of-freedom. If m correlated mode-pairs are used, 
m(N+I) equations can be obtained of the fonn: 
[A]jpj = JAýj (5.5.1-8) 
where 
[A]=I 


















The matrix [A] is called the Sensitivity matrix of the system. Equation (5.5.1-8) can 
be solved using an iterative procedure called Singular Value Decomposition, 
described in section 5.5.2. 
A number of researchers have used the modal sensitivity method to update analytical 
models. Fissette et al (1988) use the Force Balance method to locate errors in the 
analytical model and assume that the mass matrix is correct, concentrating to correct 
errors in the stiffness matrix. Maia et al (1996) use an Advanced Characteristic 
Response Function to determine the modal parameters to use for updating. This 
function is independent of the modal constants and the influence of neighbouring 
odes. Mayes et al (1996) present a technique that manipulates the analytical 
modeshapes to produce a modal filter, which is used to calculate enhanced FRFs 
from which the modal parameters of closely spaced modes can be easily identified. 
Friswell et al (1991) use system identification methods to update the modal 
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parameters in such a way that the results fit well to the corresponding measured data. 
Friswell et al (2000) use robust estimation techniques to determine the most robust 
parameter set so that the residuals are small for a range of uncertainties in the model 
and measurements. Ibrahim (2000) uses multiple analytical models to update a 
model in the modal domain. By using multiple models, the amount of information is 
increased and convergence ensured. Finally, Lin (1991) develops some criteria for 
the amount of data, needed to be measured, in order to update an analytical model so 
that the physical connectivity of the model is conserved. 
Experimental Sensitivities 
When the magnitudes of the finite element errors are quite large, the assumption that 
only the first order terms in the Taylor's series can be retained is not valid anymore. 
The iterative process may never converge. In order to overcome this problem, one 





a[K,, ] 10., Ir 
- 
















('Oolx )r- (Aa )i- ap 





The above modifications enable convergence even when there is a large 
difference 
between the experimental and analytical results. The sensitivities are not calculated 
only in terms of the erroneous analytical data. Moreover, the calculation of 
the 
experimental sensitivities requires the inclusion of all the degree s-of- 
freedom of the 
analytical model, leading to co-ordinate incompleteness in all practical cases. 
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5.5.2 Singular value Decomposition 





where nr > n,. The rows of [A] contain the coefficients for the unknown variables 
ýpj. if the independent rows of [A] are less than n, then [A] is rank deficient. 
there are an infinite number of solutions and the problem is under-determined. If 
has more than nc rows5 nc of which are independent (rank([A] )= nc ), then there 
are two possibilities: 
1. if [A] and JAýj are noise-free, then there is a true solution through which 
all the equations will pass; or 
2. if [A] and JAýj are contaminated with noise, then there is no exact solution. 
However, in model updating an experimental data set is used which is contaminated 
with noise. Therefore, there is no exact solution, but a solution can be found that 
satisfies all the equations. A method used for finding such solutions is called the 
Singular Value Decomposition (SVD) technique, which finds optimal solutions in a 
least squares sense. 





where IUI and [V] are orthooonal matrices: Z7ý 
[U]T 





and [Z] is a rectangular matrix of singular values of the form: 
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(72 
nC 




Equation (5.5.2-2) can be written as: 
[A] [V] =: [Z] 
The pseudo-inverse of [1] is required so that: 
N+ N= 










For a least squares solution, the norm of the pseudo-inverse of [A] is minimised so 
that from equations (5.5.2-2) and (5.5.2-5) one gets: 
[A] + =Ivlly, ]+IUIT 
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This is minimised by choosing the right partition of [Y-]+ to be zero: 
nC JncXnr 
---rý 
n -n rc 
If one pre-multiplies equation (5.5.2-1) by 
[A]' then one obtains the least squares 
solution by the following equation: 
jpj = [A]'JAýj = [V] [1]+ [U]TJAýj (5.5.2-11) 
5.5.3 Updating using FRF sensitivity 
Although this method of model updating is not used in this work, it is thought to be 
useful to give a brief description of the FRF sensitivities a derivation of which can be 
found in Appendix 2. 
By making a direct comparison to the Modal sensitivities, the FRF sensitivity matrix 
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The sensitivity matrix [S] gives the changes in the receptance due to unit changes 
in the updating parameters. The equation (5.5.3-1) provides N equations for 
Npunknowns at a single excitation frequency, a If there are Nfmeasured 
frequency points, an equal set of equations can be formed as follows: 
IS(OJI)l -- lAa(oj, )1' 
[A]Ipl 




This equation is in a similar form to equation (5.5.2-1), a solution of which is 
obtained by applying Singular Value Decomposition to [A]. 
The Frequency Response Function sensitivity method is not used very widely for 
optimisation. The reason may be that the FRFs are very sensitive to noise 
interference, Waters (1995), and therefore need to be smoothed out before they can 
be used with confidence. Normally the smoothing of the FRFs is done through curve 
fitting processes, which lead to the identification of the modal parameters, and 
therefore,, it is those parameters that are used conveniently for updating. Two 
researchers that used FRF sensitivity updating are Fritzen (1990) and Waters (1995). 
The latter updated the analytical model of a cantilevered plate wing using as 
experimental results the data obtained from a simulated model, having +100% 
stiffness errors at two elements and investigated the susceptibility to noise of the FRF 
sensitivity approach. 
5.5.4 Direct Optimisation 
As already mentioned, the techniques belonging to this group of optimisation are 
Simulated Annealing and Genetic Algorithms. Levin et al (1997) present a 
comparison of these two techniques, which are capable of finding the global 
minimum amongst many local minima for a given objective function. The objective 
function quantifies the difference between the analytical and experimental models in 
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terms of the updating parameters. This function is minimised using the two 
techniques leading to an updated analytical model. A case study is presented. 
Zimmerman et al (1997) present a paper that deals with the Genetic Algorithm. The 
paper describes a model refinement approach based on this algorithm, which uses the 
frequency and modeshape information but avoids the problem of closely spaced 
modes. Ruotolo et al (1997) use Simulated Annealing to detect damage in structures. 
The authors apply the optimisation technique to two cases. In the first case, an 
objective function based on the residual forces concept is used to estimate the 
stiffness of the springs present in a Kabe's 8 dofs problem, as described in the same 
paper. In the second case, a cost function that measures the distance between 
measured and calculated natural frequencies is used to analyse experimental data and 
estimate the depth and position of cracks of three cantilevered steel beams. 
5.5.5 Neural Networks 
This is the third group of optimisation techniques and uses Neural Networks (NN). 
Qi et al (1992) present an approach for dynamic function mapping. The network is 
trained, tested and verified by using the responses recorded in a real structure during 
earthquakes. They conclude that the dynamic behaviour of the building can be well 
modelled by the trained network. Riva et al (1991) investigate the Neural Network 
behaviour when dealing with time domain data. They consider the possibility of 
extracting modal parameters from time series using Neural Networks. Their results 
are encouraging but further work involving MDOF systems is needed 
in order to 
consider NN a powerful tool for modal identi ication. 
5.5.6 Updating parameters 
The purpose of model updating is to correlate the analytical with the experimental 
model. In order to achieve that, the user should make parametric changes 
to the 
fmite element model. The set of p-values, chosen by the user to vary, should contain 
the correct parameters that will give a solution to the problem that 
has a physical 
significance. 
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and (I + k, ) [K, (5.5.6-2) 
where m,. and k,. are constants. 
Subtracting equations (5.5.6-2) from equations (A2-7) and (A2-8), the error matrices 





and [, 6X] k, [K, (5.5.6-3) 
The set of p-values consists of. - jpj = 
ýml 
9 ... Im Nelk, ... ýk Ne 
I 
(5.5.4-4) 
Another way of expressing the error matrices is by assuming that the errors occur at 
Nm and Nk groups of one or more elements. The advantage of this assumption is 
that it is not necessary to calculate the derivatives of the mass and stiffness matrices 
in equations (5.5.1.1 - 1) and (5.5.1.1-2), since they are given by: 
a[m] 
= [M, and 
a[K] 
_ [Kj (5.5.6-5) aml. aki. 
Also, all the higher order derivatives in the Taylor's series are zero, so there are no t: ) 
errors in the equations (A2-7) and (A2-8). 
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5.6 Finite Element Modelling of a 2-D Beam 
An updating exercise was undertaken involving the updating of a two-dimensional 
beam,, clamped at both ends. Both the analytical and experimental models were 
prepared using ANSYS. 
The experimental model had consistent material properties, which are given in Table 
5.6-1 
The model was one metre long and divided into 10 two-dimensional Euler-Bernoulli 
beam elements. A representation of the model can be seen in Figures 5.6-1 and 5.6- 
2. The elements have only three degrees-of- freedom at each node, two translations 
and a rotation. 
Parameter Value 
Young's Modulus 200x 1009 NM-2 
Poisson's ratio 0.3 
Density 7850 kgm -3 
Area 0.01 M2 
Table 5.6-1: Material properties of experimental 2-D beam 
The analytical model had the same geometrical properties as the analytical one and 
the same material properties apart from one element, which had its Young's Modulus 
value increased by 30%. That was element 2 shown in Figure 5.6-3. 
Thirteen modes were extracted from both models. The frequencies are given in the 
Table 5.6-2 below. Figure 5.6-4 shows a graphical comparison of the frequencies as 
described in section 5.3.1. As one can observe, there is very good correlation 
between the experimental and analytical frequencies, since all points lie close to the 
line of slope 1. Also, the modeshapes of the two models were compared and their 
correlation is shown as a MAC plot in Figure 5.6-5. The plot shows a perfect 
correlation between the modeshapes, since the leading diagonal terms have a 
MAC 
value of I and there are almost no off-diagonal terms appearing. 
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5.6.1 Updating of finite element model 
The first stage in the updating process is to choose the updating parameters. in this 
case, it is known that the Young's Modulus of element 2 is different than the other 
elements. So one of the updating parameter for this exercise will be the stiffness of 
element 2. 
Seven updating runs were performed. In the first four runs,, the number of 
frequencies used varied and the only updating parameter was the stifffiess of element 
2. In order to chose which modes to use for the updating, the strain energy of 
element 2 for each mode was calculated. 




1 516.12 524.5 
2 1403.6 1409.4 
3 2534.2 2535.6 
4 2697.1 2743.8 
5 4345.7 4395.5 
6 5130.9 5241.2 
7 6302.5 6374.5 
8 7853.7 7892.7 
9 8524.1 8658.9 
10 10765 10935 
11 10973 11082 
12 13595 13782 
13 13914 14092 
Table 5.6-2: Frequencies (f ) of analytical and experimental 2-D beam 
The modes, which give high strain energy in the element in question, were used. The 
number of frequencies varied from six to three, leading to an over-determined 
problem, since there is only one updating parameter used. In the last three runs, the 
updating, parameters were the stifffiesses of elements 1ý2,3 Again a different 
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number of frequencies were used. Table 5.6.1 -1 summarises the differences between 
each run. 
Run Modes Updating parameter 
1 5,7,9,11,12,13 K2 
2 7,9,11,12,13 K2 
3 9511,312513 K2 
4 11,12513 K2 
5 1: 13 Klý K2, K3 
6 7: 13 K Il K2, K3 
7 1: 7 K15 K2, K3 
Table 5.6.1-1: Summary of each updating run 
The updating was carried out using the eigenvalue sensitivity method described in 
Chapter 5, Section 5.5.1. Convergence was achieved, in each case, after four or five 
iterations representing quite robust convergence. Convergence was assumed to have 
occurred when the largest change in the updating parameter dropped below I% of the 
original value. Figures 5.6.1 -1 and 5.6.1-2 show the value of the residual at each 
iteration for each updating run. Each line corresponds to an updating run. The 





where Wak are the analytical eigenvalues at kh updating iteration. 
The residual is an indication of how much the updated analytical model matches the 
experimental one. The least successful runs seem to. be runs I to 4, whereas, the 
most successful are runs 5 to 7. The higher order modes are more useful in making 
changes to the finite element model than the lower order modes. This observation 
is 
entirely understandable, as higher order modes possess more localised strain energy. 
gures 5.6.1-3 and 5.6.1-4 show the plot of p-values against the number of 
iterations Fig 1 
for runs 1-4 and 5-7 respectively. As one can observe, updating runs 
1-6 lead to a p- 
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value for the stifffiess of element 2 of -0.25, which indicates that the stifffiess of that 
element should be reduced by a factor of 0.25 in order to match the stiffness of the 
experimental model. However, run 7 leads to a higher p-value of -0.23, which is 
probably because, it uses only the lower frequencies to update the parameters. 
Figures 5.6.1-5 to 5.6.1-11 show the p-value plots against the element number for 
runs 
Table 5.6.1-2 shows the frequencies of the updated analytical and experimental 
models after updating runs 1-4. As one can observe from this table, the higher order 
updated analytical frequencies match the experimental frequencies. The frequencies 
enclosed in parentheses are frequencies not taken into account in the updating runs 
but are included here in order to observe whether they have improved or deteriorated 
as a result of updating. As one can see from this table, these frequencies seem to 
increase towards the corresponding experimental frequencies. This should be 
expected since the purpose of updating is to produce a closer match between an 
experimental and an analytical model. 
Table 5.6.1-3 show the updated analytical frequencies after runs 5-7, including the 
frequencies not used in the updating runs. Again, as one can observe, the higher 
order updated analytical frequencies match closely the experimental frequencies, and 
the frequencies not included in the updating runs, seem to improve slightly. 















5 7.63E+08 7.46E+08 7.60E+08 (7.47E+08) (7.48E+08) (7.48E+08) 
7 1.60E+09 1.57E+09 1.60E+09 1.60E+09 (1.57E+09) (1.58E+09) 
9 2.96E+09 2.87E+09 2.94E+09 2.94E+09 2.95E+09 (2.89E+09) 
II 4.85E+09 4.75E+09 4.82E+09 4.82E+09 4.83E+09 4.83E+09 
12 7.50E+09 7.30E+09 7.45E+09 7.45E+09 7.48E+09 7.48E+09 
13 7.84E+09 7.64E+09 7.79E+09 7.79E+09 7.8 1 E+09 7.82E-, 09 
Table 5.6.1-2: Comparison of frequencies (A) of updated analytical and 
experimental models for runs 14 
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5.7 Concluding remarks 
This chapter presented the theoretical background of the two model updating 
techniques, namely the modal sensitivity and FRF sensitivity methods, and included 
a description of all tools that the engineer may need to process data. These tools 
include model expansion and reduction techniques and frequency and/or modeshape 
comparison methods. Examples of the use of those methods were given using the 
analytical and experimental data of the plate tested in free-free conditions described 
in Chapter 4. The model updating of a 2-D beam was carried out using eigenvalue 
sensitivity updating. The model was prepared in ANSYS and the experimental 
model possessed a higher modulus of elasticity for element 2 than the analytical one. 
The updating results were presented in Tables 5.7.1-2 and 5.7.1-3 where one can 
observe that the updated frequencies correlate very closely with the experimental 
ones. These methods will be applied to a cable-stayed bridge cantilever described in 
the following chapter. 












1 1.09E+07 1.05E+07 1.08E+07 (1.05E+07) 1.06E+07 
2 7.84E+07 7.78E+07 7.82E+07 (7.79E+07) 7.81 E+07 
3 2.54E+08 2.54E+08 2.54E+08 (2.54E+08) 2.55E+08 
4 2.97E+08 2.87E+08 2.95E+08 (2.87E+08) 2.89E+08 
5 7.63E+08 7.46E+08 7.6013+08 (7.47E+08) 7.55E+08 
6 1.08E+09 1.04E+09 1.07E+09 (1.05E+09) 1.07E+09 
7 1.60E+09 1.57E+09 1.59E+09 1.60E+09 1.58E+09 
8 2.46E+09 2.44E+09 2.44E+09 2.45E+09 (2.44E+09) 
9 2.96E+09 2.87E+09 2.92E+09 2.93E+09 (2.89E+09) 
10 4.72E+09 4.5 7E+09 4.69E+09 4.70E+09 (4.60E+09) 
II 4.85E+09 4.75E+09 4.82E+09 4.83E+09 (4.79E+09) 
12 7.50E+09 7.30E+09 7.48E+09 7.48E+09 (7.33E+09) 
13 7.84E+09 7.64E+09 7.79E+09 7.8 1 E+09 (7.70E+09) 
Table 5.6.1-3: Comparison of frequencies (A) of updated analytical and 
experimental models for runs 5-7 
102 
Chapter 5- Dynamic model updating 
160 

















0 20 40 60 80 100 120 140 160 
Analytical frequencies 
Figure 5.3.1-1: Plot of comparison of natural frequencies of free-free plate 
using the Effective Independence sensor location method 
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Figure 5.3.1-2: Plot of comparison of natural frequencies of free-free plate 
using the Energy Optin-dsation Technique for sensor placement 
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Figure 5.3.2-1: Comparison of correlated modeshapes of free-free plate using 
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Figure 5.3.2-2: Comparison of uncorrelated modeshapes of free-free plate using 
the Efl method for sensor placement 
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Figure 5.3.2-3: Comparison of correlated modeshapes of free-free plate using 
the EOT method for sensor placement 
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Figure 5.3.2-4: Comparison of uncorrelated modeshapes of free-free plate using 
the EOT method for sensor placement 
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Figure 5.3.3-3: AUTOMAC of free-free plate using full set of co-ordinates 
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Figure 5.3.3-5: AUTOMAC plot for the EFI method 
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Figure 5.4-1: COMAC representation 
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Figure 5.6-2: Beam under shear and rotational loads 
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Figure 5.6-4: Comparison of analytical and experimental frequencies for 2-D 
beam 
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Figure 5.6-5: MAC plot for analytical and experimental modeshapes 
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Figure 5.6.1-4: Plot of pvals vs iteration for the updating runs 5-7 
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Figure 5.6.1-7: Plot of pvalues vs element number for run 3 



















Figure 5.6.1-9: Plot of pvalues vs element number for run 5 
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Figure 5.6.1-11: Plot of pvalues vs element number for run 7 
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A great deal of background information, regarding eigensolutions, sensor placement 
and model updating, has been presented in the previous chapters. Chapter 3 has dealt 
with the subject of nonlinearities, which are present in cable-stayed bridges, and 
gives an account of the effect of the application of an axial load in the natural 
frequencies and modeshapes of the loaded structure. Chapter 4 was concerned with 
pre-test planning, investigating the methods which can be used to place sensors on a 
structure, either to excite it or obtain the results, and mount the structure especially 
for testing in free-free conditions. Chapter 5 gave a detailed account on modal 
comparison methods and model updating techniques. 
This chapter is concerned with the updating of a simple finite element model of a 
cable-stayed bridge cantilever using real experimental data. The first section of the 
chapter describes the finite element model of the cantilever, giving an account of the 
various assumptions made. The second section uses the sensor location techniques to 
place sensors on the experimental model. The third section describes the 
experimental model and testing procedure and provides MAC plots for the 
correlation of the experimental and analytical data, followed by a description of the 
model updating of the analytical model using the experimental results. 
6.2 Finite element model of a cable-stayed bridge cantilever 
The purpose of this exercise is to apply the sensor location methods and model 
updating techniques, used in the aerospace industry, to a civil structure and to 
identify any limitations that may exist. Civil structures and especially cable-staytýd 
bridges are very complicated structures since they have to withstand a great variety 
of loading applied to them, such as wind, traffic, earthquakes. Model updating itsAf 
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is also a complicated task which requires the engineer to have control over the 
application of the techniques and which parameters to change. For these two 
reasons, it was decided to make a very simple finite element model of a cable-stayed 
bridge cantilever, and not a true replica, which will elirmnate some of the 
complications in the application of the model updating methods. 
It was decided to use the dynamic data from the Second Severn Crossing cable- 
stayed bridge, which connects England to Wales. Bristol University had undertaken 
the monitoring of the bridge during the construction process and dynamic 
information of one of the finished cantilevers was available. The first bending and 
torsion frequency of the real cantilever will be used to design the analytical model. 
In particular, the ratio of the first torsion frequency to the first bending frequency of 
the actual cantilever will be matched with the corresponding ratio of the analytical 
model. The reason for this is that both models will present similar dynamic 
behaviour. The torsion frequency should be separated sufficiently from the first 
bending frequency to prevent the structure from undergoing flutter, which may 
destroy it. 
The real cable-stayed bridge cantilever consists of thirty sets of cable on either side 
of the portal frame pylons. It was decided that the analytical model would possess 
only three sets of cables, which will support the plate. The cables will be attached to 
a rigid frame, which will represent the pylons, and will be fixed at both ends. The 
plate will be pinned at the rigid frame end, to allow it to rotate but not permit any 
translational movements, corresponding to the way the true cantilever is built. 
The next stage was to decide the dimensions of the various components of the model. 
such as the dimensions of the plate, the cable diameters, and the masses of the plate 
and cables, which should represent the real structure. It was decided to use the 
theory of scale factors to design the basic dimensions of the model. The real 
cantilever has a length of 228m, whereas, the model cantilever has a leneth of 
2,. n, 
corresponding to a scale factor of S, = 1: 114. The plate was made of alunlinium. 
corresponding to the steel deck of the cantilever, which gives a scale factor 
for the 
modulus of elasticity of the deck as SEd= 70/210 = 0.33. 
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The cables correspond to cables 10,20 and 30 of the Second Severn Crossing 
cantilever, as given in the construction drawings. The dimensions of the real cables 
will be used to obtain the diameters of the model cables, which will be represented 
by piano wires. The reason for using piano wires is because they have similar yield 
strength as the real cables. Using the theory of scale factors, which gives a scale 
factor for the modulus of elasticity of the cables as SEc"l, the following areas are 
required for the cables: 
As, 
SEc 
A- 5400x10-6 x1x0.33 -1.37 X 
10-7 MMI 
ii-v 1 
10-6 X_i_l 0.33 -7MM2 A2= 6750x 




= 7950 x 




These areas correspond to the following diameters: 0.417mm, 0.467mm and 
0.507mm. However, the piano wires used in the model corresponded to diameters of 
0.405mm, 0.457mm and 0.508mm, which were available. The height of the 
attachment point of each cable to the rigid frame is also a scaled version of the real 
heights and corresponds to values of 0.74m, 0.65m and 0-52m. 
Once the basic dimensions such as the length of the plate and the diameters of the 
cables and the height of the attachment points have been decided, the masses on the 
cables and plate and the thickness of the plate need to be modelled. However, this is 
not an easy task as just using the scale factors, since the model required In this work 
is not a true replica of the real cantilever but a simple homogeneous representation of 
it. Three finite element models were built. each corresponding to one of the real 
cables. The dimensions of the inodels were the true dimensions of the cables. 
The 
natural frequencies and the modeshapes for each one were obtained. The next stage 
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was to build three analytical models of the scaled cables, using the diameters 
extracted before. Their natural frequencies and modeshapes were obtained. The 
mass on the scaled cables was increased until their frequencies matched the 
corresponding scaled real frequencies. The scaling factor for the frequencies is given 
by Sf =. These masses were used to represent the point masses on the cables 
-VFSL 
of the analytical model of the bridge cantilever. Table 6.2-1 gives the scaled natural 
frequencies of the finite element and the real models of the cables. 
Cable Scaled Freq of 
real cables 
Hz 















Long 6.559 6.771 
6.562 6.775 
9.529 10.070 
Table 6.2-1: Natural frequencies of model and real cables 
The final stage of the modelling process was to decide the width and thickness of the 
plate and the discrete masses on it. Many trials had been carried out to 
find an 
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arrangement that would give the required ratio of the first torsion to the first bending 
frequency of the model. In the end it was decided to fix the dimensions of the plate 
and change the masses on it in order to obtain the correct frequency ratio. The width 
of the plate was decided to be 0.42m and the thickness of the plate 4mm. Discrete 
masses were placed on either side of the plate and their values varied until the 
frequency ratio matched the ratio of the real cantilever. Figure 6.2-1 shows the 
model arrangement and Figure 6.2-2 shows the mass arrangement on the plate. As 
one can see, at the front comers of the plate, two large masses are required. That is 
probably because at the time of monitoring construction machinery was present at 
these points, thus increasing the mass requirements. 
The modelling of the cantilever was carried out using the commercial finite element 
program ANSYS. The plate as modelled using 240 SHELL elements, each having 
four nodes and six degree s-o f- freedom at each node. The properties of the plate 
elements were that of aluminium except the outside elements along the length of the 
plate that had different density that represented the applied masses. The cables were 
modelled using LINKIO elements that are tension and/or compression only. A full 
representation of the model with all the element numbers shown is not included here 
since the large number of elements would render the figure incomprehensible. The 
density of the cables represented the applied masses on them. Table 6.2-2 gives the 







Small 1.29x 10-' 0.832 2015000 
Middle 1.64x 10-7 1.453 2060000 
Long 2.03x 10-7 2.080 2000000 
Table 6.2-2: Section properties of the cables 
In Chapter 3, a detailed account of the two important properties that characterise 
cable-stayed bridges, namely Stress stiffening and Large deformations, was given. 
As mentioned at the same chapter, the engineer should take into account those 
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Dimension, m 2.0 x 0.42 x 0.004 
Density 1, k g/M3 2700 
Density 2, k g/M3 13000 
Density 3, k gIM3 9725 
Density 4, k g/M3 13000 
Density 5, kglm 3 100100 
Table 6.2-3: Properties of the plate 
properties when preparing an analytical model of a cable-stayed bridge, in order to 
obtain the correct stiffness matrix of the system. However, Stress stiffening and 
Large deformations are not applied by default by any finite element program and the 
engineer should ensure that these properties are selected before a modal analysis of 
the structure is undertaken. Therefore, these properties need to be selected for the 
cable-stayed bridge cantilever before the modal analysis is carried out. In Ansys, a 
non-linear static analysis is carried out before the modal analysis, in order to obtain 
the mass and stiffness matrices of the system, and the option of large deflections is 
selected. This option enables both large deformations and stress stiffening effects to 
be taken into account. During the static analysis, the load applied is broken into a 
series of load increments, which are applied over several load steps. At the end of 
each incremental solution, the programme adjusts the stiffness matrix to reflect the 
non-linear changes in the stiffness before proceeding to the next step. With this 
option, the user is able to define the number of load steps and the convergence 
criteria that will be used in each load step. After the static analysis, a modal analysis 
is carried out using the derived mass and stiffness matrices in order to obtain the 
natural frequencies and modeshapes of the model. The method of modal analysis 
used is the Subspace iteration and 100 modes were obtained. The natural frequencies 
of the model cantilever are given below in Table 6.2-4. 
The real ratio of first torsion to first bending frequency of the Second Severn 
Crossing cantilever is 1.62, whereas, the corresponding ratio of the analytical model 
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is 1.66. This ratio thought to be quite satisfactory and the final model confieuration, 
which gave this ratio, was adopted. 













Table 6.2-4: Natural frequencies of analytical cantilever 
6.3 Sensor placement 
Once the analytical model is prepared and the eigen solution is obtained, the engineer 
can start to prepare the test model in the laboratory. The most important step in this 
stage is to follow the pre-test planning procedure described in Chapter 4. 
The 
methods described in the aforementioned chapter, regarding the placement of sensors 
on the structure, are used in this section to provide information on where the 
excitation source can be positioned, how many sensors can be used to extract the 
information and where they can be placed on the structure. Of course, at this stage 
the engineer should take into account the fact that only a limited number of 
transducers can be used when testing the structure. 
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6.3.1 Mounting of the test structure 
As already mentioned in section 6.2, the structure Is a cantilevered plate, supported at 
a third and two thirds of its length and at the two free ends by the three sets of cables. 
At the end close to the rigid frame, the plate is pinned, allowing it to rotate but not to 
translate in any direction. The cables are fixed at both ends. The arrangement can be 
seen in Figure 6-2- L 
6.3.2 Excitation Locations 
The analytical natural frequencies and modeshapes of the bridge cantilever are used 
to calculate the average displacement, velocity and acceleration parameters that were 
described in Chapter 4. As mentioned in the same chapter, these parameters can be 
used to find the best positions to support a structure, to excite it using a hammer or a 
shaker, respectively. The contour plots for the three parameters can be seen in 
Figures 6.3.2-1 to 6.3.2-3. All three diagrams indicate that the two comers at the free 
edge of the plate have higher average response levels that anywhere else, whereas, 
the middle area of the plate has low levels. There is also a difference in the area of 
low parameter values between the three plots. As one can see from the figures, the 
displacement plot has the smallest area of low values, whereas, the acceleration plot 
has the greatest. The average displacement parameter is used to find positions to 
support a structure, which in this case, are dictated by the way the bridge cantilever is 
usually constructed. Therefore, this parameter is not used in this exercise. The 
average velocity plot can be used to find the regions where the possibility of double- 
hit effects - when the structure is excited by a hammer - 
is high and should be 
avoided. The acceleration plot can be used to find the best possible location to place 
a shaker to excite the structure. The plot indicates this position by a high avei-age 
value. 
In this exercise it was decided to use a hammer to excite the structure. Therefore. the 
plot of the average velocity parameter is used to indicate the best positions to 
hit the 
structure. As already mentioned, the positions of high average response should 
be 
avoided in order to prevent any double-hit effects. For this reason, the two 
free 
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comers of the plate should be avoided since the response at those positions is the 
greatest. The best positions are indicated to be in the two outer thirds of the plate. 
along the centre-line of its length. 
6.3.3 Sensor placement 
The next stage, in the pre-test planning procedure, is to find the best possible 
locations to place the accelerometers. The three methods described in Chapter 4, the 
Effective Independence Method (Efl), the Energy Optimisation Technique (EOT) 
and the Energy Matrix Rank Optimisation (EMRO) are used, together with 12 
calculated modeshapes, to find the transducer locations. Since it is not possible to 
measure rotational degrees-of-freedom conveniently, the analytical model is reduced 
to the three translational degrees-of- freedom. Also, it was decided to place 
accelerometers onto the plate only, so the model was reduced further to the plate 
degree s- o f-freedo m. The full mass and stiffness matrices had to be reduced also to 
the corresponding coordinates. 
Each method was used in turn and a final set of sensor locations was derived. 
However, the Energy Matrix Optimisation Technique could not be used since the 
stiffness matrix of the model was positive definite. The reason for this is because 
there are some very stiff elements, the plate elements, and some very flexible 
elements, the cable elements, which comprise the stiffness matrix of the system 
resulting in zero values at the diagonal. The results from the other two methods are 
presented herein. Figure 6.3.3-1 shows the sensor locations given by the Effective 
Independence Method, whereas Figure 6.3.3-2 shows the sensor arrangement 
obtained by the Energy Optimisation Technique. The first method requires 24 
sensors to be placed on the structure, whereas, the second method requires 19 
sensors. 
Once the sensor arrangements are obtained, the Modal Assurance Criterion or MAC 
should be used to check the independence of the modes. The MAC was described in 
Chapter 5 and is a way of checking the correlation of the modes. The full 
eigenvectors of the bridge model, twelve in number, are reduced to the sensor 
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locations given by the two methods using Guyan reduction. The reduced modes are 
correlated with themselves using the MAC in order to check their independence. 
This check is undertaken in order to ensure that the dynamic data obtained from the 
limited sensor locations can actually be of good quality so as to identify each mode 
clearly. Figure 6.3-3-3 shows the MAC plot using the sensor set from the EffectiVe 
independence method, whereas, Figure 6.3.3-4 shows the MAC plot obtained from 
the Energy Optimisation Technique. Observing the first figure, one can see that the 
MAC values of the diagonal are 1, which is what one should expect since each mode 
corresponds perfectly with itself. There are some off diagonal terms, which are of 
quite low value, indicating that this sensor arrangement can identify the modes quite 
well. Observing the second figure, one can see that again the MAC values of the 
diagonal are I and that there are some off-diagonal terms, more than in the previous 
figure, but of low value. This method can also identify the modes. In order to 
distinguish between them and draw a conclusion about which method gives the best 
results, one should take into account the number of sensors needed to identify the 
modes in each case. The Efl method requires more sensors than the EOT method, 
which makes the latter a better method to use. However, in the experimental testing, 
both methods will be used to extract the experimental modes, and a further 
conclusion can be drawn then as to which method actually gives the best results. 
6.4 Experimental Testing 
Once the pre-test planning has been completed, the experimental testing can be 
carried out. The first stage is to build the model in the laboratory. The alumInium 
plate was ordered together with the piano wires. The plate was measured in order to 
check that the dimensions are the correct ones. The piano wires have the diameters 
already mentioned the section 6.2. The masses on the cables and plate were made of 
lead, which has a greater density than steel or aluminium, thus reducing the cross- 
section area of the mass components. Cylindrical masses of the right weight were 
prepared for the cables, through which the piano wires were threaded, and the masses 
were placed in their pre-determined positions easily using tape. The masses on the 
plate were of small rectangular sections that corresponded to the required ma, ', '-,. 
At 
the two free comers of the plate larger masses were positioned. All masses were 
positioned in place using double-sided tape so it was easy to mount them and change 
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their position if required. Figures 6.4-1 to 6.4-4 show the experimental model in the 
laboratory. 
Two supports were prepared for the plate in order to be mounted, under pinned 
boundary conditions, on the figid frame. The supports allowed the plate to rotate at 
these two positions but restricted it from moving longitudinally or sideways. The 
cables were attached to the plate through holes drilled in the sides of the plate and 
held in place by screws. The cables were attached to the rigid frame in the same way 
as to the plate. In order to check that the tension in the wires is correct, an acoustic 
vibrometer was used to measure the frequency of vibration of each wire. The 
vibrometer was placed very close to the wire, which was plucked and left to vibrate. 
With the help of a spectrum analyser, the fundamental frequency of vibration of the 
wire was recorded and compared with the corresponding frequency obtained from 
the analyses. If the frequencies were close enough, the cables were tightened in 
place. Figure 6.4.5 shows the vibrometer in place and Table 6.4-1 shows the 
frequencies of the cables as given by the real and the analytical model and the 
vibrometer. 
Once the model is in place, the engineer needs to position the accelerometers in 
place. However, as mentioned in the previous section, this exercise requires 19 and 
24 accelerometers in order to obtain the dynamic data of the model. For economic 
reasons, it is impossible to have so many accelerometers available. Therefore, a way 
to overcome this problem was devised. Since one hammer and one accelerometer 








Short 8.20 8.70 8.90 
Middle 5.11 5.10 5.00 
Middle 9.43 10.00 9.80 
Long 3.40 3.60 3.50 
Long 6.80 7.10 7.30 
Table 6.4-1: Frequencies of the cables 
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The accelerometer would be positioned at a fixed location and the hammer ", ould 
move around the plate at the positions dictated by the two sensor location techniques. 
These positions were marked clearly on the plate. The accelerometer would be 
placed at the position, which is indicated by high average velocity response, shown 
in Figure 6.3.2-2 as the two free comers of the plate enclosed in a circle. The 
accelerometer was fixed at the left hand front comer of the plate using wax. 
As one can see from Figures 6.3.3-1 and 6.3.3-2, the Effective Independence method 
places sensors mainly at the edges of the plate, whereas, the Energy Optimisation 
technique places sensors more at the inside of the plate. In Chapter 4, it was 
mentioned that in order to avoid double-hit effects, when using a hammer as the 
excitation source, the hammer should hit positions on the structure where the 
ADDOFV parameter has low values. By observing Figures 6.3.2-2.6.3.3-1 and 
6.3.3-2, one can see that the Energy Optimisation technique places sensors at 
locations where the ADDFOV parameter has lower values, whereas, the Effective 
Independence method places the transducers at locations of higher ADDOFV values. 
Since the hammer will hit the structure at the sensor locations, it is evident that the 
Energy Optimisation technique may yield better results than the Effective 
Independence method. This observation will be shown later in this chapter. 
The data were then acquired using a spectrum analyser and a personal computer with 
ICATS modal analysis software loaded on it in order to process and save the 
dynamic data. Figure 6.4-6 shows the arrangement. The spectrum analyser receives 
signals from both the accelerometer, as amplitude response, and hammer, as force 
response, and by dividing the force with the amplitude it creates Frequency Response 
Functions, FRFs. These are represented by plots of response amplitude versus 
frequency and are used to find the natural frequencies of the system. Large peaks of 
response represent the natural modes of the model. However, when many Frequency 
Response Functions are available, ICATS possess the option for multiple-curve 
fitting, where all FRFs can be used simultaneously to obtain the natural modes of the 
system. 
It is worth mentioning at this point the subject of variability, which was included in 
the literature review, section 1.2.5. Variability In the results can be attributed to 
129 
Chapter 6 -Experimental results 
temperature changes that cause parts of a model to expand or contract, structural 
changes due to ageing or loading conditions. Variability can also be caused bY the 
effect of the extra mass of a transducer or change in stiffness due to the presence of a 
shaker. Usually, the means to test the effects of variability is to extract results in 
different periods of time and compare them. However, in this work its effects on the 
test results was not taken into account, mainly because the structure was tested in a 
very short period of time, thus not allowing it to change structurally under the 
application of its weight. Moreover, only an accelerometer was used. positioned at 
one comer of the model, the mass of which was thought not to affect significantly the 
total mass of the system. 
Once the two sets of results were extracted and processed using the program ICATS, 
the natural frequencies were compared with the analytical ones and the results are 
given in Table 6.4-1. Figures 6.4-7 and 6.4-8 show a graphical comparison of the 
frequencies. The Energy Optimisation Technique gives a closer frequency 
correlation than the Effective Independence method, which was expected since the 
method placed sensors at positions of lower ADDOFV values and the hammer 
excited the structure at those positions, thus reducing any double-hit effects. This 
observation emphasises the fact, also observed in Chapter 5, section 5.3.1, that the 
quality of modal identification depends on the set of sensor locations used in the 
experiment. Moreover, it is noticeable that the two methods failed to identify all the 
modes and this could be attributed to the post-processing method used to extract 
these results from the raw data obtained. Some of the positions may have been at 
node locations and, therefore, the curve fitting method used to process the data failed 
to identify some modes. 
Furthermore, the experimental modeshapes were expanded to the analytical degrees- 
of-freedom and compared with the analytical ones using the Modal Assurance 
Criterion (MAC). Figures 6.4-9 and 6.4-10 show the MAC plots for the Effective 
Independence Method and Energy Optimisation Technique. respectjVelY- As one call 
observe from the first plot, there is a very good correlation (MAC>0.8) for the 
correlated modepairs 3,6 and 8, whereas. the other modepairs do not match verý 
closely. Also there is some degree of cross-correlation between the modes. indicated 
by the off-diagonal MAC values. which should have been very low. The second 
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MAC plot for the Energy Optimisation Technique shows that there is a high degree 
of correlation between four modepairs, 4,5,7 and 8 and there is a smaller level of 
correlation between modepairs I and 3 and even less for 2 and 6. 
Mode Analytical freq 
Hz 
Exp freq - EOT 
Hz 
Exp freq - EFI 
Hz 
BI 4.756 4.854 3.189 
B2 7.309 7.533 8.034 
T1 7.909 8.090 - 
B3 10.394 10.753 10.791 
B4 14.922 15.267 15.096 
T2 15.152 15.643 - 
T3 20.801 - 21.054 
B5 27.503 29.125 27.936 
T4 28.373 - 29.178 
B6 40.330 41.317 41.355 
Table 6.4-1: Analytical and Experimental frequency comparison 
It is evident from the above that the sensors seem to pick up better the bending 
modes of the plate and not being so successful in identifying the torsion modes apart 
from mode T4 identified by the Effective Independence method. Although twelve 
analytical modes were used to obtain the sensor arrangements, only eight modes 
were identified by each method and not all modeshapes were clearly correlated. This 
can be attributed to many factors such as poor modal testing technique, noise in the 
measurements or poor processing of the dynamic data. On the other hand, it is very 
difficult to control the response of such a flexible structure, even in the laboratory, 
and certainly difficult to test it under very controlled conditions. In any case it is a 
simplified model, used to demonstrate the application of model updating techniques. 
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6.5 Model Updating 
Chapter 5 gave a detailed account of the various methods used for updating. such as 
modal sensitivity methods and FRF updating. The method of updating chosen for 
this work is the eigenvalues sensitivitY method, which tries to match the natural 
frequencies of the experimental and analytical models. 
Once, the experimental testing is concluded and the correlated modepairs are 
obtained, the engineer needs to select the best-correlated modes in order to use them 
in the updating exercise. Model updating requires experimental modes that 
compared best with the corresponding analytical ones. Therefore, modepairs that 
possess a MAC value of greater than 0.8 are considered to be sufficiently correlated, 
and are chosen for this updating exercise. Since only a few modes compare so well 
with each other, the best correlated modepairs from both sensor location methods and 
their frequencies are used to form the set of eigenvectors and eigenvalues, which will 
be used for the updating. Four modes were selected from the Energy Optirrusation 
Technique, named B3, B4, B5 and B6, and one mode from the Effective 
Independence method, named T4. These five modes and their correlation with the 
experimental ones are shown in Figure 6.5-1. 
6.5.1 Selection of updating parameters 
A strenuous exercise was carried out in order to find the most important elements for 
updating, which must be less than the experimental data available consisting of five 
modes only. It was decided that the stiffness and mass update would be carried out 
separately since different elements may be important for each type. All elements 
were selected, both plate and cable, and a method was devised in order to select the 
most suitable elements for both types of update. This method was repeated twice. 
once for selecting elements for stiffness update and once for mass update. What 
follows is a description of the steps taken to select the elements, which were carried 
ing runs out with the commercial program MATLAB. The number of updati 
undertaken was a total of 120 with 440 updating iterations carried out. 
For stiffness update 
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Since the strain energy of an element is directly proportional to its stiffness. 
SE =1 10 K ýolj j (6.5.1-1) 
elements that possess high strain energy for each of the experimental modes are 
selected. Figure 6.5.1-1 shows the strain energy distribution for each mode. 
Elements of high strain energy are the ones shown in red colour. Using the modal 
sensitivity updating routine, which was described in Chapter 5, section 5.5.1. written 
by the author of this thesis in MATLAB, each element is updated for each available 
mode, checking whether this element changes the frequency of that particular mode 
and ensuring that all the other modes converge to their constant values. The 
elements that provide the above requirements are selected. The number of elements 
that satisfied the above criteria was larger than the number of available modes, five. 
Therefore, the elements that resulted in the greatest changes in the required 
frequencies were the ones selected. Table 6.5.1-1 shows some of the elements 
together with their initial experimental and the updated frequencies as obtained after 
a few iterations. As one can observe from the above, the cable elements are the most 
influential and this is expected since the stiffness of the structure is dominated by the 
cable system. Table 6.5.1-2 shows some of the most important elements that can be 
used for updating and how they influence the updating of the five experimental 
frequencies. As one can see from this table, elements 248 and 256 are the ones 
producing the more pronounced changes in the frequencies and these elements are 
selected for the stiffness updating exercise. 
For Mass update 
The procedure for selecting the most important elements for mass up ating is very 
similar to the one described previously. However, in this case we select the elements 
that possess the greatest kinetic energy, since the kinetic energy of an element 
is 
directly proportional to its mass: 
1 
KE -- 
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Figure 6.5-3 shows the kinetic energy distribution for each required mode. 
By trying to update each frequency separately, a large number of elements were 
selected. 
Mode Element Experimental Updated 
frequency, k2 frequency, )'2 
1 261 4564 4261 
1 264 4564 4281 
2 277 9202 8794 
2 279 9202 8787 
2 281 9202 8771 
2 285 9202 8756 
3 241 30811 30005 
3 248 30811 29962 
3 253 30811 29995 
3 256 30811 30054 
3 258 30811 29970 
4 242 33610 31147 
4 248 33610 31288 
4 251 33610 31233 
4 254 33610 31702 
4 256 33610 30986 
5 241 67395 65944 
5 247 67395 66203 
5 248 67395 69495 
5 253 67395 65943 
Table 6.5.1-1: Elements for stiffness update together with initial and updated 
experimental frequencies 
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Element No 
241 1 246 ý247 1 248 1 251 1 252 
Experimental Initial analytical Updated 
frequency, k2 frequency, k2 frequency, k2 
4565 4265 4266 4266 4265 4267 4266 4266 
9202 8790 8790 8790 8790 8790 8790 8790 
30811 29968 29970 29976 29968 29976 29975 29970 
33611 31163 31181 31177 31163 31185 31177 31166 
67395 65944 65944 65943 65941 65944 65942 65942 
Element No 
253 1 254 1 255 1 256 1 264 1 277 
Experimental Initial analytical Updated 
frequency, k2 frequency, k2 frequency, k2 
4565 4265 4267 4263 4265 4273 4266 4266 
9202 8790 8790 8790 8790 8795 8790 8792 
30811 29968 29972 29939 29968 30013 29968 29968 
33611 31163 31172 31128 31163 31336 31163 31163 
67395 65944 65943 1 659351 65941 1 65961 1 65942 1 65941 
Table 6.5.1-2: Table showing elements that influence the updating frequencies 
The elements that influence most the updated frequencies were the ones selected for 
the final updating exercise. 
It was found that the plate elements influence more the mass of the system and this is 
reasonable since the plate has greater kinetic energy than the cables. Table 6.5.1-3 
shows elements and how they influence the updating of each of the five frequencies 
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Mode Element Experimental Updated 
frequency, ýý2 Frequency, k2 
1 39 4564 4266 
1 40 4564 4268 
2 239 9202 8792 
2 240 9202 8793 
3 39 30811 29969 
3 40 30811 29999 
3 240 30811 29971 
4 19 33610 31179 
4 40 33610 31184 
4 240 33610 31165 
4 239 33610 31164 
5 39 67395 65951 
5 40 67395 66022 
5 239 67395 65958 
5 240 67395 65949 
Table 6.5.1-3: Elements for mass update showing the initial and the updated 
experimental frequencies 
Element No 
19 1 1' 20 21 39 1 40 1 239 240 1- 
Experimental Initial analytical Updated 
frequency, k2 frequency, k2 frequency, ký 
4565 4265 4280 4267 4267 4266 4289 4266 4286 
9202 8790 8814 8828 8841 8793 8885 8795 8843 
30811 29968 30007 29967 29976 29969 29999 29969 30174 
33611 31163 31197 31164 31166 31164 31198 31164 31165 
67395 65944 66891 66203 66329 65951 66922 65958 66475 
Table 6.5.1-4: Elements used to update all rive frequencies 
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separately. Table 6.5.1-4 shows some selected elements that most influence the 
updating of all the five experimental frequencies. As one can observe from this-, 
table, elements 40 and 240, which are the two front comer elements with the two 
greatest masses attached to them, are the most important for mass update and they 
are chosen for this exercise. 
As one can observe from the above conclusions, only two elements were selected for 
the stiffness or mass update, which are less than the number of a""ailable 
experimental modes. This is a requirement in model updating, since a number of 
updating parameters greater than the number of available modes will lead to an 
underdetermined problem. 
Once the elements are selected, the updating exercise can be undertaken. The 
updating routines, based on the eigen-sensitivity updating methods described in 
Chapter 5, were written by the author of this thesis and carried out in MATLAB, 
using the Standard Dynamic Toolbox. Since the analytical model was built in 
ANSYS, a special routine was written in MATLAB and used to extract the elemental 
mass and stiffness matrices from one of ANSYS output files, with the extension 
44emaf', in order to be in the desired format and used in the updating exercise. 
6.5.2 Stiffness Update 
Firstly, the stiffness matrix update was carried out using elements 248 and 256 as 
already mentioned previously. The position of the two elements on the structure is 
shown in Figure 6.5.2-1. The updating of the stiffness matrix proved to be quite a 
strenuous exercise, since over thirty-five iterations were required In order for the 
updated experimental frequencies to reach convergence. Convergence was assumed 
to have occurred when the largest change in the stiffness matrix was below I% of the 
original value. 
Table 6.5.2-1 shows the original analytical and the updated analytical frequencics as 
obtained at the end of the updating process. The experimental frequencies are also 
shown. It can be seen from this table that the values of the updated frequencies are 
very close. almost similar, to the corresponding experimental values, which sup-pests 
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that the updating exercise was carried out successfully, despite the lirmted data 
available. 
Figure 6.5.2-2 shows the comparison between the initial and updated analytical and 
the experimental frequencies. As one can see, there is a very close match between 
the updated analytical and the experimental frequencies, which is indicated by the 
fact that that the points lie on a line drawn at 45 degrees to the x axis. The 
frequencies seem to be perfectly correlated and one can assume that the updatInQ 
exercise was very successful. 
Figure 6.5.2-3 shows a plot of the residual versus the iteration number. The residual 
is given by the following formula: 
JFEk 
- 













1 10.753 10.394 10.525 
2 15.267 14.922 15.258 
3 29.125 27.503 28.010 
4 29.178 28.373 29.245 
5 41.318 40.330 41.646 
Table 6.5.2-1: Updated analytical frequencies obtained from stiffness update 
where, 
fAJFEk 
are the five analytical eigenvalues at the kth updating iteration. As a 
reminder, the eigenvalues are related to the resonant frequencies by the following 
expression: 
Aj = (274'j 
)2 (6-5.2-2) 
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The residual plot, Figure 6.5.2-3, shows that at each updating iteration the corrected 
analytical model becomes a closer match of the experimental model, s1nce the 
updated frequencies converge to the experimental values. 
The convergence of the two updating parameters, the stiffness of the cable elements 
248 and 256, against the number of iterations can be seen in Figure 6.5-2-4. As 
already described previously those elements were chosen because they possessed the 
highest strain energy for the number of modes used in the updating, since the strain 
energy of an element is directly proportional to its stiffness. 
The converged values of the updating parameters should be multiplied by the 
corresponding elemental stiffnesses and added to the total stiffness matrix in order to 
obtain the updated stiffness matrix of the system. This is expressed as follows: 
n 
[K]U = [K] +I pj [K], j 
j=l 
where, 
[K],, is the updated global stiffness matrix, 
[K] is the original global stiffness matrix, 
[K Ij is the elemental stiffness matrix of element J, 
pj is the updating parameter for element j, and finally 
nP is the number of updating parameters. 
(6.5.2-3) 
The converged values of the two updating parameters indicate that the stiffness of 
element 248 should be increased by 4.80% since the pvalue is 0.048, whereas, the 
stiffness of element 256 should be increased by 68.5%, denoted by pvalue of 0.685. 
It should be noted here that a p-value of 1.0 indicates that the stiffness of that 
element should be increased by 100%, which is feasible. However, a p-value greater 
than 1.0 does not produce physically realisable results and it can be an indicator that 
there is a serious error in our initial assumptions. On the other hand, it can 
be 
considered acceptable since the application of such a value produces an analytical 
model whose dynamic behaviour matches closely the behaviour of the real structure. 
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It would be interested at this point to draw attention again to non-linearity and 
investigate its influence on the updating process. As already mentioned in this 
chapter, non-linear static and dynamic analyses were carried out in order to obtain 
the natural frequencies and modeshapes of the cantilever model. In order to 
investigate the influence of large deflections and stress stiffening in the updating of 
the analytical model, linear modal analysis was carried out and the new modes of the 









Bl 4.756 3.125 
B2 7.309 5.678 
TI 7.909 6.037 
B3 10.394 9.214 
B4 14.922 12.845 
T2 15.152 13.623 
T3 20.801 19.442 
B5 27.503 25.763 
T4 28.373 27.215 
B6 40.330 37.438 
Table 6.5.2-2: Analytical frequencies of cantilever model with and without 
considering non-linearities 
As one can observe from the above table, if the non-linearities are not considered in 
the analyses, the natural frequencies of the model are less than when they are taken 
into account. This agrees with the theoretical observations presented 
in Chapter 3. 
which was dedicated to the influence of an axial force on the dynamic 
behaviour of a 
structure. The next step was to carry out the eigenvalue model updating exercise 
for 
the linear model. The same elements were selected for the analysis 
(248 and 256) 
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and the exercise followed the same steps as before. The updating was continued for 
over thirty-five iterations and it was observed that the updating parameters could not 
converge to particular values but they followed a random route and each alternated 
between positive and negative values. This can be seen in Figure 6.5.2-5, which 
shows the plot of pvalues against the number of iterations. This can be attributed to 
the unstable nature of the linear model, which is the result of not considering the 
non-linearities that provide stiffness to the system. Therefore. the updating exercise 
is not successful in this case and it can be concluded that the stiffness update of the 
cantilever model can be carried out successfully only when stress stiffening and large 
deformations are considered in the analyses. 
6.5.3 Mass Update 
The next step was to carry out the mass updating exercise. The elements chosen for 
this exercise were the plate elements 40 and 240, shown in Figure 6.5.3-1, which 
were the two front comer elements that required two large masses to be applied to 
these points. As already mentioned, the reason for this requirement can be attributed 
to the fact that during the construction phase of the Second-Sevem cantilever, the 
presence of machinery at these points is inevitable, which will increase the total mass 
of the system. 
More than thirty-five iterations were required to update the two elemental masses 
and convergence was assumed when the changes in the mass matrices were below 
1% of the original values. The updated analytical frequencies together with the 
original analytical and the extracted experimental frequencies are shown in Table 
6.5.3-2. As one can observe from the above table, there is a close match between the 
experimental and the updated analytical frequencies, which can also be seen in 
Figure 6.5.3-2. This figure shows a plot of the initial analytical against the 
experimental frequencies and a plot of the updated analytical against experimental 
frequencies. The points corresponding to the updated data lie on the straight line 
drawn with a slope of 1, indicating that there is a perfect correlation between the data 
compared. 
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Figure 6.5.3-3 shows the plot of the residual function against the number of 
iterations. This plot indicates the extent to which the updated analytical data matches 
the experimental data. 
Figure 6.5.3-4 shows the convergence plot of the two updating parameters, the mass 
matrices of the plate elements 40 and 240. Those elements were chosen because theýý 
possessed the greatest kinetic energy for the selected modes, since the kinetic energý' 
of the elements are directly proportional to their mass matrix. 
The converged values of the updating parameters should be multiplied by the 
corresponding elemental mass matrices and added to the global mass matrix of the 
system. The resulting matrix can be considered to be the corrected mass matrix of 




IM tj [MIU [Ml+ I 
j=l 
where, 
[M L is the updated global mass matrix, 
[M I is the initial global mass matrix 
[M Ij is the elemental mass matrix of element j, 
pj is the updating parameter corresponding to element j, and finally 
nP is the number of updating parameters. 
(6.5.3-1) 
The converged values of the two updating parameters indicate that the mass matrix 
of element 40 should be increased by 81%. indicated by the pvalue of 
0.81, whereas, 
the mass matrix of element 240 should be decreased by 33% indicated 
by the pvalue 
of -0.33. As already noted before, p-values of greater 
than 1.0 are not physically 
realisable and indicate that there is an error in our initial assumptions. 
However, 
they can be acceptable since the dynamic properties of the updated analytical model 
match closely the corresponding ones of the real structure. 
The following table, Table 6.5.3-2. contains the experimental, initial anakrucal and 
the updated frequencies obtained from both runs. The table includes 
the fi-equencies 
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that were not used in the updating of the model and are presented here to observe 
whether they are a closer match to the experimental. As one can observe from the 
above table, the updated analytical frequencies seem to increase and become a closer 











1 10.753 10.394 10.532 
2 15.267 14.922 15.520 
3 29.125 27.503 27.878 
4 29.178 28.373 28.884 
5 41.318 40.330 41.900 
















B1 4.756 5.182 5.182 4.854 3.189 
B2 7.309 7.460 7.460 7.533 8.034 
TI 7.909 8.889 8.840 8.090 
B3 10.394 10.525 10.532 10.753 10.791 
B4 14.922 15.258 15.520 15.267 15.096 
T2 15.152 15.280 16.040 15.643 - 
T3 20.801 20.977 20.977 - 21.054 
B5 27.503 28.010 27.878 29.125 27.936 
T4 28.373 29.245 28.884 - 29.178 
B6 40.330 41.646 41.900 41.317 41.355 






A very simple finite element model of one of the Second Severn Crossing cantilevers 
was prepared with the commercial program ANSYS. The model consisted of only 
an alurninium plate representing the deck of the real cantilever and three sets of 
cables representing some of the cables of the structure. The model was not intended 
to be a true replica of the real structure but only to possess the dynamic 
characteristics of it. Therefore, scaling factors were used and various assumptions 
were made in order to prepare a model, which gives the same torsion over first 
bending frequency ratio as the real cantilever. This ratio is an indication of the 
resistance of the structure to flutter, since the higher the ratio the greater the torsion 
frequency of the structure is and the further away from its first bending frequency. 
Once the analytical model was prepared, pre-test planning techniques were followed 
to obtain the best possible sensor locations for the experimental testing of the model. 
The experimental model was prepared in the laboratory and the testing took place to 
obtain the experimental data required to update the analytical model. Once the 
results are extracted, the experimental model is expanded to the analytical degrees- 
of-freedom, since as already explained in Chapter 4, the experimental data is 
incomplete. Then, the experimental modeshapes are compared with the analytical 
ones, using the Modal Assurance Criterion, (MAC), and the corresponding 
frequencies are compared, in order to obtain the correlated mode pairs that were used 
for the updating exercises. However, only a few modes correlated perfectly and 
therefore, a limited number of updating parameters could be used for the updating. 
Only five modes correlated and after a strenuous exercise, two cable elements were 
chosen for the stiffness update and two plate elements for mass update. 
The updating exercises were carried out and the corrected analytical models were 
obtained. It is well-worth noted from the above updating exercise, that although the 
number of available experimental data was limited and the number of updating 
parameters had to be restricted to only a few, two in this case, the updating process 
was successful in both cases. This can be attributed to the fact that only higher order 
modes were used in the exercise, which seem to provide useful information 
in 
updating the elemental mass and stiffness matrices. This is in accordance with the 
findings of other researchers. However, the updating exercises proved to be quite 
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strenuous, since more than fourty-five iterations had to be undertaken in order to 
achieve convergence in both cases. The fact that convergence was achleved 11jake,, 
updating in such a narrow range of parameters acceptable, but the author feels that it 
could be advisable to have a wider range of parameters or use FRFs for updating. 
Moreover, the effects of the inclusion of non-linearities in the updating process were 
investigated. The updating exercise for the stiffness matrix was repeated for a linear 
model and failed to correct the two updating parameters. This observation leads to 
the conclusion that the stiffness updating exercise was successful because stress 





Figure 6.2-1: Representation of model bridge cantilever 
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Figure 6.3.2-1: ADDOFD parameter plot for 3 sets of cables model 
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Figure 6.3.2-2: ADDOFV parameter plot for 3 sets of cables model 
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Figure 6.3.2-3: ADDOFA parameter plot for 3 sets of cables model 
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Figure 6.3.3-1: Sensor location given by Effective Independence Method 
Figure 6.3.3-2: Sensor locations given by Energy Optimisation Technique 
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Figure 6.3.3-4: NIAC plot for 19 sensor locations given by the Energy 
Optimisation Technique 
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Figure 6.4-1: ExPerimental model in the laboratory (1) 
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Figure 6.4-3: Experimental model in the laboratory (3) 
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Figure 6.4-4: ExPerimental model in the laboratory (4) 
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Figure 6.4-7: Graphical frequency comparison for the EOT method 
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Figure 6.4-9: NIAC plot for Experimental vs analYtical modeshapes derived 
using the Effnective Independence method 
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Figure 6.4-10: NIAC plot for Experimental vs, analytical modeshapes derived 
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Figure 6.5.1-1(b): Strain energy distribution 
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Figure 6.5.1-2(a): Kinetic energy distribution 
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Figure 6.5.1-2(b): Kinetic energy distribution 
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256 
Figure 6.5.2-1: Positions of the two updating elements (248,256) used for 
stiffness update 
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Figure 6.5.2-2: Plot of initial and updated analytical frequencies against 
experimental frequencies from stiffness update 
162 








05 10 15 20 25 30 35 40 
Number of iterations 












Figure 6.5.2-4: Convergence plot of the updating parameters from stiffness 
update 
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Figure 6.5.2-5: Convergence plot of the updating parameters from stiffness 
update (linear analysis) 
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Figure 6.5.3-1: Positions of the two updating elements (40 and 240) used for 
mass updating 
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Figure 6.5.3-3: Plot of residual against number of iterations for mass update 
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Figure 6.5.3-4: Convergence plot for pvalues from mass update 
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CHAPTER 7 
CONCLUSIONS AND FUTURE WORK 
7.1 Introduction 
This chapter presents an account of the various conclusions that can be drawn from 
the present work including some general observations about cable-stayed bridges and 
the use of model updating techniques. Also, the contributions of this work and some 
recommendations for future studies are presented. 
7.2 Conclusions 
The main objective of this research was to investigate the applicability of model 
updating techniques to a civil structure, and in particular, to a cable-stayed bridge 
cantilever. Model validation techniques have been used to optimise aerospace 
structures but without success for many years, but they have never been applied to 
complicated civil engineering structures. One of the reasons that this may be is 
because civil engineering structures, and especially cable-stayed bridges, are very 
complicated systems, constructed using non-homogeneous materials and are usually 
expressed by a large number of degrees-of-freedom. Model updating requires 
simplicity in the modelling, good quality data and to be carried out under controlled 
conditions. However,, none of these criteria can be met with a cable-stayed bridge 
cantilever, which requires a large model. Also, the very fact that experimental data 
rather than analytically simulated data are used for optimisation renders the problem 
even more difficult and challenging. 
Chapter I 
This chapter presents an introduction to the scope of the thesis and sets out its main 
objectives. Brief summaries on the sensor placement techniques and model 
updating, including the work done up to date on model optimisation are presented. Z7ý 
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Chapter 
Chapter 2 presented a description of the various parts that comprise a cable-stayed 
bridge. An account into a very important characteristic of cable-stayed bridges Was 
given here, which is called Geometric nonlinearity. It is divided into stress-stif 
. 
Tening 
and large deformations effects5 and influences the dynamic behaviour not only of 
this type of structure but also of any structure subjected to axial forces. Also, an 
extensive literature review on cable-stayed bridge modelling and analyses, dynamic, 
and earthquake testing presented an insight into the extensive work that has been 
carried out for many years into this fairly new type of structure. 
Chapter 3 
This chapter gave the theoretical background of geometrical nonlinearities and was 
illustrated with the example of a simply-supported beam subjected to an axial force. 
The effect on the frequencies of the beam of the presence of an axial force was 
presented. 
Chapter 
Chapter 4 presented the importance of pre-test planning before an experimental test. 
The various considerations that the experimentalist has to take into account before 
commencing an experiment in the laboratory were presented, together with the 
methods that can be used to fulfill each requirement. The first stage in the pre-test 
process is to decide how the structure can be mounted. Imamovic (1998) gives a 
detailed account of the various methods that can be used for finding the best 
locations to support a structure, especially for testing in free-free conditions and they 
are also presented in this work. The next stage is to decide where to place the 
excitation source and the measurement sensors. Imamovic (1998) presents various 
methods for finding the best locations to excite a structure. These methods were 
given also in this presentation and used for placing the accelerometer on a plate 
tested in free-free conditions and on the cable-stayed cantilever experimental modeL 
presented in Chapter 6. Moreover, three different methods were presented for 
placing measurement sensors on a structure. These methods were described In detail 
and were applied in the testing of the plate and cantilever. The methods were 
compared with each other and the most successful method was the one that gave the 
best information with the least number of sensors. In the case of the plate and 
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cantilever models, only the Effective Independence method and the Enerc--, \, 
Optimization technique were used for placing sensors on the models. since the 
stiffness matrix of the systems were not positive definite. For the plate model, both 
methods gave a set of 19 sensors each, whereas, for the cantilever the first method 
required 24 sensors, whereas, the second required 19 transducers. Both methods 
used to extract the experimental results, and it was concluded that the Energy 
Optimization technique was the most preferred method, since it gave slightly better 
results than the Effective Independence method using a smaller number of sensors. 
An observation regarding the values of the extracted frequencies led to the 
conclusion that the quality of the experimental data depends on the set of sensor 
locations used in the experiment. In the case of the both the plate tested in free-free 
conditions and the cantilever model, it was shown that the Energy Optimisation 
technique was more successful in identifying the frequencies of the models than the 
Effective Independence method. By observing the position of the sensors on the 
models, one can see that the Energy Optimisation technique placed sensors on 
positions of low ADDOFV values. This parameter, as mentioned in Chapter 4, 
shows the best positions to hit a structure with a hammer. Positions of low 
ADDOFV values are preferred as double-hit effects are avoided. Since the hammer 
hit both structures at those sensor positions, double-hit effects were avoided, leading 
to better frequency estimation. Although twelve analytical modes were used to find 
the sensor locations for the cantilever model only five were identified perfectly, four 
bending modes and one torsion, all of which were higher order modes. These modes 
were used later in Chapter 6 for model updating. 
Chapter 
Chapter 5 gave a detailed account of the methods used for modal expansion or 
reduction, comparison and model updating. Usually, the experimental model 
possesses a smaller number of degrees-of-freedom than the analytical model. 
Therefore, in order to compare the experimental with the analytical data, it is 
customary either to expand the experimental data to the analytical degrees-of- 
freedom, or to reduce the analytical data to the experimental coordinates. In any 
case, both models should possess the same number of coordinates 
in order to be 
compared and correlated. The methods for modal expansion or reduction were 
presented in this chapter. 
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There are many ways to compare modal data, such as the graphical way. where the 
two sets of data compared are plotted against each other in a x-y plot or the tabular 
presentation of the results, where one can actually compare the values. However. the 
most commonly used method for comparing modeshapes is the Modal Assurance 
Criterion or MAC, which is based on the orthogonality properties of the modeshapes 
and is a scalar quantity. The MAC was used in this work to compare the analytical 
with the experimental modeshapes, and the MAC values for the five modes used for 
updating are above 0.9, indicating good correlation. 
The chapter continues by presenting the available model updating techniques, which 
are sensitivity based methods. They are divided into modal sensitivity and FRF 
sensitivity updating and a description of both was included. The first method uses 
the experimental and analytical natural frequencies and/or the modeshapes of the 
structure to correct the analytical model, whereas, the second method uses the 
Frequency Response Functions. In this work the modal sensitivity method was used. 
The first stage before commencing the updating procedure is to decide which 
parameters to choose for optimization. These parameters are called p-values and 
usually are the elemental stifffiess or mass matrices. The selection of those 
parameters is a very important stage in the updating process and they must represent 
the site of errors in the model. In number, they should be less than the number of 
available modes, which otherwise will lead to an under-determined system of 
equations that have an infinite number of solutions. 
Chapter 
Chapter 6 presented descriptions of the analytical and experimental models. The 
techniques for sensor and excitation placement developed in Chapter 4 were applied 
to the model and used to carry out the experimental test. The eigenvalue sensitivity 
method, presented in Chapter 5, was used to update the analytical mass and stiffhess 
matrices. Because only five modes were available, the number of updating 
parameters should have been less than five, rendering the problem ver-y 
difficult 
since the total number of available elements was large. Therefore, two methods were 
employed to find the best possible elements to update. 
For stifffiess update, the 
strain energy of the elements was calculated and elements that possess 
the highest 
energy were selected. The number of elements needed to 
be further reduced. By 
following the updating procedure using the five modes aN, allable, elements 
that 
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significantly changed the analytical frequencies within two or three iterations were 
selected. Finally, elements 248 and 256 were selected for the stifffiess update 
exercise. The same procedure was followed to select elements for mass update. 
However, in this case, elements that possessed the greatest kinetic energy were 
selected. The elements chosen were 40 and 240. As one can observe from the 
above, only two elements were selected for either the stifffiess or mass update. 
rendering the optimisation problem as over-determined. The optimisation 
procedures were carried out. Over thirty-five iterations were necessary to update the 
stiffness and the mass matrix of the system. The corrected frequency values were 
very close to the experimental values, indicating the successful optimisation of the 
analytical model. Also, the non-included in the updating frequencies seem to 
increase slightly and be closer to the experimental frequencies. This emphasizes 
more the success of the updating of the finite element model of the cable-stayed 
bridge cantilever. 
The effect of the inclusion of the non-linearities in the updating process was 
investigated. The natural frequencies and modeshapes of the cantilever model were 
obtained without considering stress stiffening and large deformations in the analyses. 
The stiffness updating exercise was repeated for the new linear model using the same 
elements, and it was seen that the updating exercise was unsuccessful since the 
updating parameters could not converge to any particular values. This lead to the 
conclusion that the stiffness updating exercise was successful because the non-linear 
characteristics of the cable-stayed bridge cantilever were taken into account 
in the 
analyses. 
The updating attempts made in this work are by no means Ufflque. 
It is possible to 
have many analytical models that give a similar degree of correlation With 
the 
experimental model. It should be noted here that the purpose of model updating 
is 
not to create a physically realizable model but a structure 
that presents similar 
dynamic behaviour as the real structure. 
The fact that only a limited amount of data was available to update the model. 
led to 
a strenuous exercise of finding the best possible elements 
to choose for the updating. 
However, these elements are certainly not the only elements that can 
be used for the 
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optimisation and a different selection of parameters may have led to a more robust 
convergence. The use of such a restricted range of parameters made the updating 
exercise acceptable, since it was successful. However, a larger number of updating 
parameters or the use of FRFs may be advisable. On the whole. this exercise 
demonstrates that model updating can be successful when applied to ciNil 
engineering structures using test data. 
7.3 Contributions 
There are two main contributions that this work has made to civil engineering. One 
is the sensor placement techniques that have been applied to place sensors on both 
the plate, tested in free-free conditions,, and on the cable-stayed bridge cantilever. 
The techniques were very successful in finding the best positions to place the 
sensors, indicated by the MAC values between the analytical and the derived 
experimental results of both models. 
Moreover, the observation that the quality of the experimental data identification 
depends on the set of sensor locations used in the experiment is an important one, 
since it emphasizes the need for careful test planning. The engineer should ensure 
that, if the test involves exciting a structure using a hammer, the hammer should hit 
the model at positions of low ADDFOV values, Chapter 4. In particular, if the 
hammer hits at the sensor positions, then these locations should lie at an area of low 
ADDFOV parameter values. 
The fact that only five modes were obtained for the cantilever model does not 
indicate that the methods were not very successful, since the modes were perfectly 
correlated with the corresponding analytical ones. The accelerometer might have 
been placed at node position for some of the modes, thus not being able to read the 
data. However, more sensors may be needed to increase the chances of obtaining 
more information. 
The second contribution is the actual application of model updating to a civil 
structure. As already mentioned, civil structures are complex systems, difficult to 
model accurately, both analytically and experimentally. The use of such systems for 
model updating is challenging and interesting. Up to now, optimisation techniques t- 
were used in the aerospace industry, to correct fairly simple models using test or real 
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data. However, these techniques have not been applied to civi ring I enginee i- 
especially for updating large analytical models with test or real measurements. This 
work demonstrates that model updating can be used for large models, and can be 
very successful. However, care must be taken to use a substantial amount of 
experimental information, since this information should be greater then the number 
of updating parameters in order to obtain physically realisable parameter values. 
7.4 Future work 
Model optimisation is widely applied to the aerospace industry. However, civil 
engineering currently recognises the need for such applications to its own products. 
The structures and the surrounding envirom-nent become increasingly complicated 
and the need for accurate analytical models is developing rapidly. These models are 
usually used for further dynamic or even earthquake studies and an accurate 
representation of the real structure's dynamic behaviour is vital. 
Some recommendations for future work follow that are derived based on the 
experiences of the author of this thesis. 
I. Since the analytical model of the cable-stayed bridge cantilever was based on 
the Second Severn bridge cantilever, it would be interested to use the real 
data to update the mass and stiffness matrices of the analytical model. 
2. It was felt that the use of limited modal data, such as natural frequencies and 
modeshapes, was not the best way to update the model. The model itself 
possessed a large number of elements, and the selection of just a few of them 
for updating was a very difficult exercise. The best solution was to use 
Frequency Response Function updating, which includes more Inforination, 
especially in the higher frequency range where modal density is 
large, than 
the modal data. This way the engineer has to work on a wider 
frequency 
range, which could make the selection of a number of updating parameters 
easier. 
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3. Grouping elements together and using super-elements could be another way 
to optimise such a model as a cable-stayed bridge cantilever. The engineer 
will have to optimise whole parts of the structure and not to select just a few 
single elements located at various positions on the model. That could lead to 
more physically realisable corrections in the model. 
4. The use of test data for updating seems to lead to a successful optimisation, 
which could be extended to the use of real data. This is a task that should be 
carried out, which the author has never come across at the literature review. 
It is a very interesting and challenging recommendation that should be 
followed. The applicability of the optimisation techniques would be 
challenged and any limitations can be addressed. 
5. Apart from the sensitivities methods, modal or FRF, there are other more 
sophisticated methods for optimisation, such as Genetic Algorithms and 
Simulated Annealing. These methods have been mentioned in the literature 
review and should be explored for civil engineering structures. 
6. Concerning future work in general, the author believes that the optimisation 
techniques can be further developed to optimize not only the stiffness or mass 
matrices of cable-stayed bridges, but also other parameters of it. As already 
mentioned in Chapter 3, cable-stayed bridges possess a very distinctive 
characteristic: geometric nonlinearities and stress stiffening in particular. It is 
described in the same chapter, that the stiffness matrix of the system 
comprises of the usual stiffness matrix of the elements plus the stress stiffness 
matrix, which is updated at each load increment. It would be very interesting 
to develop the updating algorithms to update the stress stiffness matrix of the 
bridge system. 
7.5 Final thoughts 
The aims of this work were to demonstrate the applicability of sensor 
location 
methods and model updating techniques to a cable-stayed 
bridge cantilever. It was a 
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challenging and enjoyable experience, involving analytical and experimental work 
and the use of advanced methods of analyses. 
The sensor location methods were very successful in finding the best positions to 
place the transducers and can be recommended for use in the civil engmeenno, 
industry. 
The updating procedure itself was interesting and brought about many difficulties 
and limitations which should be taken into account in future work. However, the 
results obtained were very encouraging and further developments are recommended 
so that the methods can be used with confidence in all fields of engineering. 
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DERIVATION OF EIGENSENSITIVITIES 
Consider the eigendynamic equation: 
[[K]-'Zr[Mý101r =f01 
where, 
[K], [M] are the stiffness and mass matrices and A, tol, are the eigenvalues and 
eigenvectors of the system. All these quantities are functions of the p-values, tpl. 
The eigenvectors are assumed to be mass-normalised so that: 
IT OIr [MROIr =1 
If one differentiates equation (A I- 1) with respect to p, : 
1 -2) 
a[K] fOIr + [K] 
aAr IMROIr + Zlr 
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But: [ [K] - A, 
[M] I=M (A 1 5) 
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Pre-multiplying equation (A 1 -4) by 
T and using equation (Al-5), one gets the 
fOIr 
expression for the eigenvalue sensitivity: 









The eigenvector derivatives are assumed to be linear combinations of the 







This equation is exactly true if all eigenvectors are used, n=N. 
(AI-7) 
If equation (A 1 -7) is substituted in equation (A 1 -4) and pre-multiply (A 1 -4) by 
T 101k 





+ IOIT[[K] 1 IM ] ýr lolr k r[MIll rCjlOlj =0 
api api api 
- 
j=I 







(A 1 -9) [KRolj =10j ge kk 
10 
j# k 
Using the information of equations (Al-9), equation (AI-8) becomes: 






When k#rr is zero and equation (A I- 10) can be re-arranged to gi ve r ciA- as ap i 
follows: 










When k=r, one can obtain r Cir 
by differentiating equation (A 1 -2) with respect to 
as follows: 
















Substituting equations (Al-11) and (AI-13) into equation (M-7), one gets the 
eigenvector sensitivity: 
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DERIVATION OF FRF SENSITIVITIES 
Consider a finite element and an experimental model of an undamped system. If a 




The excitation jfj is unity at the j1h degree-of-freedom and zero elsewhere. 
The mass and stiffness matrices can be expressed in terms of the errors in the 
analytical matrices: 
and [K]=[K,, ]+[AK] (A2-2) 
Substituting equations (A2-2) into equation (A2-1) 
[- co'[A. M ]+ [AK]]Ia., (o-))l = [- co2 [M,, ]+ [K,, Iltla,, (o))Ij - Ia.,, (o-))Il 




Assuming that the matrix [a a 
(co)] is non-singular, then equation (A2-3) can be 
written as: 
»][- o)'[AM] + [AKýlaý, (0)1 =lAa«t»l (A 2- 5) 
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where: 
IA a(co)l =Ia,, (w)l_, - Ia., (cv)j (-%2-6) 
The updated matrices are a function of the p-values. They can be expressed as a 
Taylor expansion series about the original finite element model: 











+ O(Pi 2) (A2-8) 
i api 
where 0(p, ') represents terms of order p' and higher. If these higher order tenns are i L- 
not considered, and only the first order terms on the above two equations are 
retained, one can get the error matrices: 





Substituting these error matrices into equation (A2-5) one gets: 
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and, in a more compact forrn: [S(co)]jpj = lAa(a))l (A 2- 12) 
where: 






This matrix [S] is called the Sensitivity matrix. 
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