Abstract. The standard cuckoo search algorithm is of low accuracy and easy to fall into local optimal value in the later evolution. In this paper, an improved cuckoo algorithm is proposed. Dynamic change of parameter of probability is introduced to improve the convergence speed. Complex method is quoted to improve the capabilities of local search algorithm. A non-fixed multi-segment mapping penalty function is adopted to realize constraint processing algorithms. The results of the optimization problem constrained by standard test functions and two engineering design show that this algorithm is effective for solving constrained optimization problems and suitable for engineering design and other constrained optimization problems.
Introduction
In the field of engineering applications, solving constrained optimization problems is a class of mathematical programming problems frequently encountered. Due to limited resources, engineering design optimization problems are often bound by many non-linear constraints. Therefore, it is of great importance to research constrained engineering optimal questions. Generally, a nonlinear constrained optimization problem can be described as: min are respectively the problem of the j-th inequality constraints and the j-th equality constraints, i l and i u are the corresponding minimum and maximum values, respectively. Because the constraints of the problem (1) are usually nonlinear, it is much more complex to solve the problem than unconstrained optimization problems. The traditional way to solve the problem usually is based on deterministic gradient search method, such as the penalty function method, gradient projection method and so on. However, it requires the conditions of the problem and objective function are continuously differentiable, and the gradient search method can easily fall into local optima. Therefore, when the problem domain constraints and objective function are non-differentiable, this method is powerless. Compared with the constrained optimization problems in traditional way, intelligent swarm algorithms combined with appropriate constraint-handling technique do not need gradient information. Greater probability can converge to the global optimum value. Therefore, using intelligent swarm algorithms to solve constrained optimization problems are more extensive and applicable, and it is becoming one of the hotspots of evolution in computing research.
As a heuristic intelligent swarm algorithm, cuckoo search algorithm is presented by the British scholar Yang and Deb, which based on the spawning habits of the cuckoo in the nest and search process in 2009 [1] . The algorithm is simple and few parameters need to be set. Furthermore, optimization accuracy and the rate of convergence are better than PSO and Genetic algorithm. It has been widely used in solving constrained optimization problems [2] . Yang and Deb et al. proposed a multi-objective optimization cuckoo search algorithm for solving engineering design of multi-objective optimization problem [3] . Gandomt proposed a prime cuckoo search algorithm for solving optimization problems [4] . The two algorithms are merely using the basic cuckoo search algorithm for solving constrained optimization problems. However, in the presence of the low search accuracy and slow convergence in later evolutionary stages, the cuckoo search algorithm and other search algorithms are the same as intelligent swarm algorithm. Some researchers use the modified cuckoo optimization algorithm to solve constrained optimization problems. Wen Long and Ximing Liang proposed a mixing cuckoo algorithm which combined Solis & Wets local search with augmented Lagrangian method for solving constrained optimization problems [5] . Radovan R.Bulatovic et al. proposed an improved cuckoo algorithm for solving constrained optimization problems [6], which dynamically changes the walk step of the basic cuckoo search algorithm and detection probability of the nests, and achieves better results. But these modified cuckoo algorithms do not consider the selection of punishment factor and uneven distribution of the initial population in the solution space, and affects the convergence and stability of the algorithm.
In this paper, an improved cuckoo search (ICS) algorithm is proposed. The simulation results show, compared with the basic cuckoo algorithm and some other intelligent swarm algorithms, the ICS optimization algorithm of this article has higher accuracy and stability.
Cuckoo search algorithm
The cuckoo search is a metaheuristic algorithm, which imitates the cuckoos' manner of looking for suitable nests for egg hatching. The basic principle is as follows. (1) The parasitic nests of cuckoo parasitic eggs correspond to a solution in the search space. (2) Each parasitic nest location corresponds to a fitness value of the algorithm. Nest is the location of the t generation of the ith parasitic nest, and D is the step size value depends on the optimization problem. In most cases, D can be set to the value of 1.The product means entry-wise multiplication. The random step size is multiplied by the random numbers with Lévy distribution, which according to the following probability distribution O t u Levy~ (3) where t is step size drawn from a Levy distribution. After the location update, the egg laid by a cuckoo can be spotted by the host of the parasitic nest with a probability
. For such incidents, the host of the parasitic nest abandon the nest and seek for a new site to rebuild the nest.
Based on these rules which described above, the steps involved in the computation of the standard cuckoo search algorithm are presented in Algorithm 1. Algorithm 1: The standard cuckoo search algorithm 1.Objective function 2. Generate initial population of n host of the parasitic nests 3.Generation iter=1,define probability , set walk step length 4. Evaluate the fitness function 5. while (iter < MaxGeneration) or (stop criterion) 6. Get a cuckoo egg from random host of the parasitic nest by Levy flight 7. Evaluate the fitness function 8. Choose a parasitic nest i among n host parasitic nests, and Evaluate the fitness function 9.
If() then 10.
Replace 
The cuckoo search algorithm with complex local search method
The basic cuckoo algorithm uses Levy flight to update the location of parasitic nests. The update mode of Levy flight is essentially based on Markov chain methods. The destination of parasitic nest location update is determined by the current parasitic nest location and transition probabilities. Therefore, the way to update the position is blindness. At the same time, the probability a p of parasitic nest is determined, leading to a slow convergence speed and an insufficient local search in the late evolution.
Dynamic change of parameter of probability
Although cuckoo algorithms have strong global search capability, the probability a p of parasitic nest is determined, and the parasitic nests will be replaced with the same probability whether they are in poor positions or in the optimum positions. If the value a p is too small, the solutions converge slowly. If the value is too big, the solutions are difficult to converge to the optimal ones. To improve the convergence speed and solution precision, we use a dynamic probability discovery mechanism shown in Eq. (4) . At the beginning of the algorithm, a larger position change rate is need due to the large distance between the individuals and the optimal values. In the late evolution, a smaller position change rate is need owing to the fact that most individuals gather around the optimal position. are the minimum and maximum probability, max t is the maximum number of iterations, t is the current number of iteration.
Complex local search algorithm
Complex method has been widely used in constrained nonlinear optimization problems due to the small calculated amount and strong local search capability. It achieves movement and shrinkage from eliminated individuals to optimal ones by the operations of elimination, reflection, compression and expansion. The steps of the method are as follows.
Step 1: Initialize compound form. N vertices are randomly generated within the scope of the solution space,
Step 2: Select the worst vertexes. Calculate corresponding fitness values for each vertexes of the initial population, and select the worst vertex ( Step Step 6: Check the terminating condition. If it is false, the algorithm repeats the above Step 2 to Step 5.
Constraint handling mechanism
The penalty function method is the most commonly used technology for solving constrained optimization problems. A new objective function can be formed by adding a penalty term which can reflect constraints to the original objective function value. In general, the new form of the structure of the objective function is shown in Eq. (7).
is the construction of a new objective function,
is the original objective function, ) (t K is the punishment coefficient of penalties, and ) (x H is the penalty factor. If ) (t K is too small, the solutions do not meet the constraint conditions, making the algorithm convergence speed slow. If ) (t K is too large, the objective function is poor in the boundary of the feasible region. Therefore, this paper handles the constraints by adopting a non-fixed multi-segment mapping penalty function method [7] . The approach is as follows. 
Algorithm steps
The whole procedure of ICS is described as follows:
Step 1: Initialize the population, and produce n initial parasitic nests
Step 2: Calculate the fitness value of each parasitic nest position using Eqs. (7) - (11) , and acquire the current optimal parasitic nest location and its fitness value.
Step 3: Update the position of the parasitic nest using Eq. (2), and maintain the high fitness value location parasitic nest.
Step 4: Adjust the found probability a p of the parasitic nest dynamically, and generate a random
, the location of parasitic nest randomly is changed.
Step 5: Adopted complex method to improve the local search. Using the Eq. (5) 
x is replaced according to certain probability.
Step 6: Maintain the optimal position and the fitness, if the conditions is false, the algorithm goes to Step 7. Otherwise, it goes to Step 3.
Step 7: Output the optimal parasitic nest position and the corresponding fitness values.
Numerical experiments and analysis
In this paper , in order to evaluate the effectiveness of the proposed ICS algorithm, 5 constrained optimization problems (namely g01, g04, g05 g06, g07) are considered .The detailed formulation of these functions is shown in [13] .To further verify the performances of ICS algorithm, comparisons are carried out with sex typical methods from the literatures, including the standard cuckoo search (CS) [8] algorithm , stochastic ranking(SR) [9] method, simple multimembered evolution strategy (SMES) [10] , artificial bee colony(ABC) [11] , effective differential evolution with level comparison (DELC) [12] , differential evolution with dynamic stochastic selection(DEDS) [13] algorithm. The search results are from the six kinds of algorithm in the corresponding literatures. The following parameters are established experimentally of the ICS: the population size of cuckoo search was set to 100 parasitic nests, 
5.Application engineering structure design optimization
In this paper, in order to further evaluate the performance of solving the engineering structure design optimization, the proposed ICS algorithm is tested against the following two well-know benchmark design problems.
5.1.Tension-compression spring design
Tension-compression spring design problem is one of the most well-know design benchmark problems. The design optimization problem involves three continuous variables and four nonlinear inequality constraints. This problem has already been solved by many researchers, including He and Wang [14] ,who proposed hybrid particle swarm optimization (HPSO), Zhang et al. [13] ,who used differential evolution with dynamic stochastic selection algorithm (DEDS) , Wang and Li [12] , who proposed differential evolution with level comparison algorithm(DELC), Sadollah et al. [15] , who employed a mine blast algorithm(MBA), Wen et al. [5] , who used effective hybrid cuckoo search(HCS -LSAL), and Yang [2] , who applied a cuckoo search algorithm(CS).The best solutions obtained by the above mentioned approaches are shown in Table 2.Their statistical results are shown in  table 3 .
According to the table 2, the optimal value of ICS algorithm is superior to that of other 6 methods. From Table 3 , it can be seen that the results in terms of optimal value, average value and the worst by ICS are better than the results by the other 6 kinds of algorithm. The standard deviation of ICS is smaller nine orders of magnitude than those of HPSO, DEDS, MBA, and smaller seven orders of magnitude than DELC and HCS-LSAL. 
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5.2.Pressure vessel design problem
Another well-know engineering optimization task is the design of the pressure vessel for a minimum cost, including the cost of the welding, material and forming. The approaches applied to this problem include six different numerical optimization techniques, a standard cuckoo search algorithm(CS) [20] ,a fish swarm optimization algorithm (FSO) [7] , a co-evolutionary particle swarm optimization for constrained optimization tasks (CPSO)[21],a bat algorithm(BA) [22] , an effective hybrid cuckoo search algorithm for constrained global optimization (HCS-LSAL) [6] , and a hybrid nelder-mead simplex search and particle swarm optimization (NM-PSO) [ Table 5 , the opti-mum value, the average value and the worst value of the ICS algorithm are better than those of the other 6 algorithms. 
6.Conclusion
This paper presents an improved method for optimizing the cuckoo algorithm to solve constrained optimization problems. A dynamic adaptive change probability of parasitic nest is adopted to increase the convergence of the algorithm. A complex method local search algorithm is used to improve the accuracy of the algorithm optimization. A non-fixed multi-segment mapping penalty function is adopted to process constraints handling mechanism, and the constrained optimization problem is transformed into a non-constrained problem. The experimental results obtained by the improved cuckoo search algorithm has shown to be very efficient for several benchmark test functions and engineering design optimization problems. The proposed ICS algorithm also privates better performance than CS algorithm and the other intelligent ones in the literature for solving the two engineering design optimization problems.
