Abstract: Experience with adapting sequential programs to a parallel environment is shared with the reader. Our programs are used in quantum-chemical calculations but certain parts of them are of general application and our results can be adapted to other types of problems. Several PC nodes are connected through a fast network and consolidated to a cluster. Our applications make use of the Message Passing Interface environment. Encouraging results concerning speedup and efficiency have been obtained. Experiments leading to a superlinear speedup using the hyperthreading technology are also reported.
INTRODUCTION
Enormous progress in computer technology has stimulated continuous adaptation of software to quickly changing computational environment. Often, an old algorithm has to be implemented on new machines appearing in the market. In particular, parallel computers become more and more accessible which calls for a modification of the existing software to make use of the new opportunities.
In quantum chemical calculations, as well as in other areas of computational science, the opportunity of shortening the time one waits for the final result cannot be overestimated.
In this paper we describe our effort of adapting algorithms used in quantum chemical calculations to the situation when a set of several PC machines are connected forming a cluster. In other words, we want to share our experience with parallelizing sequential programs using a Message Passing Interface (MPI) environment.
MOTIVATION AND QUANTUM-CHEMISTRY ESSENTIALS
In this section we introduce some quantum-chemical notions to show the origin of our interest in the parallelization of the matrix algebra programs. As in most quantum-chemical methods we start with the Schrödinger equation (1) Here, Ψ represents a wave function describing a given quantum-mechanical system, Eenergy of this system, and is the Hamiltonian operator specifying components of the energy included in the model. We shall focus on variational solutions to the Schrödinger equation.
The variational method is based on the theorem saying that for any square-integrable trial function Φ, the so called Rayleigh quotient (2) satisfies the following inequality ε E which means that the energy computed using an approximate wave function gives an upper bound to the exact energy, E (see e.g. [1] ). This general principle is employed as a guide in search for possibly accurate approximations to the exact wave function and energy. To make use of the variational principle we expand the trial wave function Φ in the form of a properly symmetrized linear combination of some
Substitution of (3) into (2), subject to the stationary condition on the linear coefficients, = 0, leads to a matrix form of the Schrödinger equation (4) with matrix elements Eq. (4) has a well known form of the general symmetric eigenvalue problem (GSEP) and can be solved using standard linear algebra methods [2] .
As the Hamiltonian operator is Hermitian, the matrices involved are symmetric -it is sufficient to compute only the lower or upper triangle of the matrix -which is an important and time saving feature.
known basis functions,
In our applications, every basis function depends on several nonlinear parameters.
The total trial wave function is expanded in thousands of such basis functions, hence it depends on a huge number of linear and nonlinear parameters which have to be optimized with respect to the energy. During such an optimization the eigenvalue ε of Eq. (4), has to be evalu-ated millions of times. This is a quite time-consuming task and it is definitely worth looking for some savings inside the algorithm evaluating the goal function, ε.
Every single evaluation of the energy consists of two computationally distinct parts. In the first part, the matrix elements have to be updated in accordance with the changes in the nonlinear parameters governed by an optimization algorithm. Effort needed to compute a single matrix element depends primarily on the number of electrons, n, a particular quantum system is built of, and, roughly speaking, scales as n!. This n!-dependence of matrix elements is a real bottleneck of quantum chemical calculations which prevents the most accurate methods to be applied to large atoms and molecules. This part of the algorithm operates mostly on scalar variables and, because of the mutual independence of the matrix elements, it suits very well any parallelization scheme. In this work we concentrate on this aspect of the energy computation.
The second part -the solution of the GSEP is typical linear algebra task and its parallelization is not trivial [3] . However, if the work needed to compute matrix elements exceeds significantly the diagonalization effort then performing the matrix algebra on a single processor is an acceptable solution. The interplay between these two parts was investigated previously in
Ref.
[4] where we concluded that for quantum systems with two elections the most time consuming is the matrix algebra part but for larger systems, with four and more electrons building the matrices requires much more CPU time and, hence, the programmer's attention.
The work described in this paper is the step towards improving the efficiency of our multielectron optimization programs. Several simple adjustments of the operating system have to be performed to enable full functionality of the collection of the nodes as a single cluster. They are shortly described below.
SETTING UP A CLUSTER
One node was selected a server (often called master) and the remaining were configured as workstations (slaves). A common disk space was made available using a NFS -network file system, which allows a client node to perform transparent file access over the network. To grant the slaves an access to its disk space the master node requires the following entry in the /etc/exports file /directory workstation! (rw) workstation2(rw)...
where /directory is the path name of the served filesystem. On the workstations the file /etc/fstab was added the following line server/directory /directory nfs bg,intr,noac 0 0
The machines were set up to communicate through the SSH (Secure Shell) client-server system. In the iptables file, we allowed traffic on ports from 0 to 1023 and on 2049 (input and output), and we blocked incoming traffic from other hosts than these in our cluster. Creating an algorithm to be run in parallel we have to realize some issues connected with physical execution of the job on multiple processors. Execution of the mpirun command places a copy of the executable on a number of processors depending on the value of the option, -np.
Additionally, the user can decide on which nodes the processes are allowed to run through the option -machinefile file_name, where the file file_name contains a list of the hostnames accompanied by a number of available processors in the following format:
hostname1:2 hostname2:2
Depending on the algorithm coded, different processes can follow different routes by executing branching commands referring to the process rank -a non-negative integer. We say that the MPI program works within the Single Program Multiple Data (SPMD) paradigm.
Load balance and programming issues
Having this in mind one can think of load balance issues i.e. a possibly equal distribution of the work assigned to each process. The parallel program is only as fast as its slowest component and a good load balance is the main feature of any efficient parallel program.
where η and η 1 are the ideal and actual number of matrix elements assigned to the I-th processor. For instance, when computing the last column of a 1600 x 1600 matrix using the above mapping and 12 processors we obtain σ = 0.5%. The model described above works effectively on a cluster built of identical processors. Another interesting issue is how to balance the workload when a job is to be run in an heterogeneous environment. A detailed discussion on this topic can be found in Refs. [4, 9] .
In principle, a parallel algorithm can be based on two different paradigms: symmetric and nonsymmetric (master-slave). After some numerical experiments we have chosen the latter model as slightly more effective. We realize, however, that the preferences observed can revers when the type or even size of the problem changes. A general conclusion from our tests was that with the currently available network throughput and for the given problem size (K= 1600) the communication time was not very meaningful and no additional modification of the algorithm was needed. An example of a simple realization of the ideas described above is presented in the form of a schematic code listed below. 
Computing an upper triangle of a K×K symmetric matrix we used the following mapping of the matrix element position (i,j) onto the process number I out of the set of N processes Such a mapping ensures equal distribution of the matrix elements among the processes.
The number of matrix elements assigned to a process differs at most by one from that assigned to any other process. To describe this issue quantitatively let us introduce a measure of the load imbalance [4] {RECEIVING MATRIX ELEMENTS using MPI_RECV} 
and the efficiency (8) The final numerical experiments were performed for K = 1600. Their results are presented in a tabular and graphical form. Table 1 
HYPER-THREADING TECHNOLOGY
In certain circumstances, the speedup can exceed the theoretical limit -we speak then of Obviously, the increase in performance depends highly on the particular application but additional performance gain up to 25% has been reported [10]. Fig. 2 . The scaling of the performance in both no-HTT and HTT modes Table 2 and Figure 2 present results of our own tests performed on a cluster built of 20 physical processors collected in 10 nodes (Intel Xeon 2.8 GHz x2, 512MB RAM). The MPI program used was the same as previously -no special adaptation to the HTT mode was required. After switching the operating system to the HTT mode the jobs were run as if the number of processes in each node was doubled. E.g. to take advantage of all 20 processors available in the HTT regime we run the program with -np 40 option. The efficiency greater than 1 was observed for all processor configurations as listed in the last column of Table 2 .
The additional boost obtained in the HTT mode was ca. 11%.
CONCLUSIONS
The overall conclusion from our numerical experiments with computing mutually independent matrix elements is fairly optimistic. The modification of the source code connected with the adaptation of the program to the MPI environment is minimal. Scalability observed on the cluster is very encouraging, particularly, when the Hyper-Threading Technology is utilized.
