Abstract. Previously, the complementary error function and its repeated integrals were given only for small values of the argument. Several new calculation techniques are derived which permit evaluation for the complete range of the argument. Some new values of these functions for large values of the argument are calculated. These values are plotted in such a manner that approximate values can easily be found for all values of x.
1. Introduction. The error function and its repeated integrals occur frequently in solutions to one-dimensional heat transfer and mass transfer problems. The error function is defined by The repeated integrals of the error function complement also occur in solutions to problems in heat and mass transfer in which the conditions on the boundary of a semi-infinite body are given as a function of time [2, 3] . This follows from the fact that y = tn/2inerîc [x/i4Dt)U2] satisfies the differential equation <« S-5l = » 2. Techniques of Computation. Previously [1, 4, [5] [6] [7] [8] , values for the complementary error function and its repeated integrals were given only for small values of the argument*. These prior evaluations were made by means of variations of the general recurrence formula: (7) 2nin erfc x = i"~2erfc x -2xin~x erfc x for ni2, with
(vV Extensive tables for (-y=) exp (-x ) and for erf x are given by the National Bureau of Standards [9] .
The difficulty with this technique is that each successive integral is found by the difference of functions of the preceding two integrals. As this process is repeated significant figures are rapidly lost. As a result the calculation is soon brought to a halt as x and n increase, even when a modern digital computer is used. If Equation (2) is used along with the tables of erf x given in Ref. 9 to calculate erfc x a similar problem is encountered because erf x rapidly approaches unity as x increases.
This paper describes a series approximation which becomes more accurate as x increases. Carslaw and Jaeger [2] give the following asymptotic series for erfc with large x : (9) erfc t^^T^ 1*1-1 +1'3 13'5 + 1
Since this series is not convergent it is terminated at the first term which is larger than the previous one. Substitution of Equation (9) This enables calculation of i erfc x for large x. In a like manner it can be shown that (11) ,-erfc x a 2 ** <--*> * \l + t (-I)'' ^-1 ■ VV i2x)n+l LE* 2>x2'j A general formula for r,-," is found by substitution of Equation (11) into Equation (7), equating terms of like powers of x, and applying the results repeatedly, to be
where in + 2i)2i is a binomial coefficient. Similar asymptotic expressions for x < 1 for the repeated integrals may be found by use of Taylor's series for erf x and exp ( -x2) with repeated application of the recurrence equation (7). Values of the repeated integrals for x = 0 are found by repeated application of Eq. (7) were derived by extrapolation in Figure 1 .
The foregoing provides the means to calculate in erfc a for both high and low values of x without taking repeated differences. Finally, from the standpoint of completeness, it is of some interest to reexamine the relation given by equation (7). If we apply equation (7) repeatedly we obtain the following:
i" eric x \2nin -2) + 2nin
n(?i -1) ,-) = etc.
In this way each in erfc x can be related clear back to a single difference between functions of erfc x and ¿erfc x. As x decreases and n increases these expressions FlG. 1 0.001 (2x)"+Vrt" erfc x 2 exp (-x2) [4] . 0-values of (l + 2*2) from this paper become increasingly accurate and do not depend on repeated difference operations, so that a respectable number of significant figures can be obtained. Table 2 and Figure 3 , Kaye [4] has calculated i" erfc x for small values of x using the repeated difference method of equation (7). The present work was intended to extend these results to higher values of x. The calculations were performed on a desk calculator. The infinite series method of equation (11) was used. As noted previously, these series are not convergent. Consequently, in obtaining approximate values for [1+12 ]*, the summation was stopped at the first negative term (¿c odd) for which the value is greater than the previous negative term. In addition, only half of the value of this last term was used, since comparison with Kaye's results, where possible, indicated that this method gave better results. As x increased, the relative value of this final term decreased, and so the approximation became increasingly accurate. The calculated values for the summations are given in Table 1 . It is seen that the minimum value of x for which this approximate technique works increases with increasing n. To the first approximation this minimum value of x is given by the condition that the first term, ri,n/2a:, be less than 1, or that x > y/n,"/2 = y/in + 2)2/v/2. The values in parentheses in Table 1 were obtained by extrapolation of plots of F in, x) as a function of n for constant x, as shown in Figure 1 . From Figure 1 (2x)"-Mv/irî'"erfcx Fin, X) is used in place ot-;-rto save space. 2 exp (-x2) it is seen that Fin, x) approaches 1 asx increases and as n decreases. This is also shown clearly in Figure 2 , which gives 1 -Fin, x) as a function of x with n constant. These figures also permit interpolation and extrapolation to find approximate values for Fin, x) at values of x and n other than those given.
Numerical Values. As shown in
From these results values for in erfc x were calculated using equation (11) and are given in Table 2 . Since 2 exp (-x2)/\/iri2x)n+l can be calculated very accurately, the final fractional error in in erfc x is virtually that of Fin, x). For large x the variationin2 exp (-x )/y/iri2x)n+1 asa function of x, however, is very much greater than for Fin, x), so that the final results are quite adequate for engineering applications. This is illustrated in Figure 3 , in which i" erfc x is given as a function of x for various values of n. It is apparent that these functions vary so rapidly with x that slight fractional errors become unimportant for engineering applications.
4. Conclusions. New calculation techniques have been derived for the repeated integrals of the error function. These techniques do not depend on previous brute force methods using repeated differences which rapidly run out of significant figures even on large digital computers. Some new values of in erfc x for large values of x were calculated. These were plotted in such a manner that approximate values can easily be found for all values of x. 
