This study is trying to develop an alternative approach to the issues of sediment transport simulation.
from each other as well as from field observations. Due to the nonlinearity and complexity of sediment transport and the variability of particle diameters, as well as the various forms the channel bed can take, data-driven methods may provide a better response to such problems.
Computational intelligence techniques, such as artificial neural networks (ANNs), fuzzy logic, genetic programming (GP), or a combination of these techniques, have been successfully used to solve complex problems associated with water resources management. Among them, ANN is the most widely used learning method. This method has two disadvantages. In the first place, its structure needs to be defined prior to training. Second, the regularization techniques, such as early termination and training with noise are somewhat restricted. Furthermore, ANNs can also be trapped in local minima in the process of model training (Smola ) . These drawbacks do not exist in a support vector machine (SVM) approach. Therefore, in this study, a combination of least square support vector regression (LSSVR) and particle swarm optimization (PSO) algorithm is applied to the most important variables in sediment transport problems including channel geometry and hydraulic properties. In general, the calibration of LSSVR and kernel parameters is a challenging process. As such, PSO algorithm is used for the calibration of these parameters.
SVM is a newly developed learning technique that has gained enormous popularity in the areas of classification, pattern recognition, and regression. SVM works based on the structural risk minimization principle offering greater generalizability. SVM was initially introduced by Vapnik & Lerner () and extended to nonlinear conditions by Cortes & Vapnik () . A great deal of previous research into SVM application in water resources has focused on flood forecasting, some of which are mentioned as follows.
Having investigated a case study application of SVM in Although some research has been carried out on SVR, none considered estimation of bed material load as an approach applicable to a wide range of flow and sediment characteristics. The main goal of this paper is to present a reliable approach for the estimation of bed material load if there is no concern about the data availability. The remainder of this paper is organized as follows. The next section details underlying methodology of this research and describes how LSSVR and PSO methods work. This is followed by a section presenting a discussion regarding the method's suitability to estimation of the sediment transport rate by comparing with the traditional methods. The final section presents the conclusions of the study.
MATERIALS AND METHODS

Data description and dimensional analysis
In this study, a combination of experimental and field datasets is considered. Each data point includes flow discharge (Q w ), channel width (W ), channel depth (D), water surface slope (S f ), water temperature (T ), median particle diameter (d 50 ), specific gravity (SG), and bed material concentration by weight (C t ). The source of data as well as their averages and standard deviations are presented in Table 1 . It is preferred to use kinematic viscosity for two reasons (Yang
):
(1) most of the traditional methods consider viscosity as decision variable rather than temperature and (2) variables are converted to dimensionless variables prior to modeling. As a result, it substitutes the temperature using
Equation (1):
where T is the water temperature in centigrade and v is the kinematic viscosity in square meters per second.
In addition, it is required to determine and include critical shear stress, particle fall velocity, shear velocity, and critical velocity when dimensional analysis is carried out.
Therefore, they have been calculated by equations in the literature (Yang ) and then applied to the PSO-LSSVR model as input components. Prasad () showed that bed shear stress depends on the aspect ratio of the channel.
They suggested that for aspect ratios of W/D > 4, the bed shear stress can be calculated using flow depth. Williams () focused on smooth wall correction to obtain the bed shear stress for measured data with an aspect ratio of W/D > 4, which has been converted to SI unit system as follows:
where τ b is the bed shear stress and S f is surface slope. Critical shear stress is the bed shear stress in the initiation of motion condition and Rao & Sreenivasulu () have developed the following equation to approximately compute Shields' stress:
where R Ã ¼ (u Ã d 50 )=ν is shear Reynolds' number and u Ã denotes shear velocity.
Once the required variables are extracted, it is first necessary to carry out dimensional analysis on all response and predictor variables shown in Equation (4):
As can be observed from Equation (4), sediment concentration serves as a dependent variable needing to be determined through simulation and the remainder work as explanatory variables. With this information, the dimensionless variables are then calculated as follows:
where C t is bed material concentration by weight, Fr is the densimetric Froude number, S f is surface slope, d 50 =D is relative bed roughness, W=D is aspect ratio, Re is Reynolds' number, and (τ b À τ c )=(γ w (SG À 1)d 50 ) is equivalent to the dimensionless Shields' parameter (Shields ). As the term (SGÀ1) is nearly constant, it is excluded from the inputs. Details of the average and standard deviation (SD) of the dimensionless input and output variables can be observed in Table 2 .
Support vector machine
SVM, in general, is a learning method that is utilized for the purpose of classification and regression in order to minimize error in classification and/or fitness functions. The method is based on constrained optimization theory, which is Brownlie (1981) .
based on the structural risk minimization principle, and
gives a general optimization response (Vapnik ) . The aim of SVR is to diagnose an f(X ) function for training patterns (X ) so that it has maximum margin from the training target values (Y ). In other words, SVR is a model that fits a tube to the data with a radius of ε so that minimum error occurs in the test dataset. Let us first assume that a training set (T ) is considered as follows to compare with its prediction values:
where X i is an m-dimensional vector, each of which belongs to a specific decision variable. y i is the associated output variable and N is the number of samples. Second, Vapnik asserts that the term representing the complexity of set of functions must be minimized in order to minimize the test error according to Equation (7). Therefore, the SVR method uses a set of linear functions in the form of f(X) ¼ w:X þ b (w is the weight vector and b is a bias value) for prediction. Trivially, the predictions are different from the measurements and, in some cases, it is impossible to consider error values lower than ε. As such, a deviation from ε, known as slack variable (ξ þ i and ξ À i ), is defined. The error value is then minimized using Equation (8). According to Equation (8), maximum margin requires minimizing the norm of weight vector:
Testing Error Training Error þ Complexity of set of models (7)
Minimize:
where ε determines the estimated tube range and C controls the deviation error more than ε, both of which are above zero.
Generally, linear regression of data seems impossible since most phenomena are nonlinear in nature. In this circumstance, nonlinear SVR is performed. Input vectors (X) are mapped into a space with higher dimensions so that linear regression can be performed in the mapped space. This is accomplished by defining feature function as can be seen in Equation (9). The constrained optimization formulation in Equation (8) (10), the estimation function is constructed by means of support vectors:
In a similar way, the least square error version of SVR can be written by the reformulation of Equation (8) Minimize:
where γ is the regularization parameter that creates a tradeoff between the uniformity of fitness curve and fitness error 
By derivation of Equation (12) with respect to w, b, e, and λ, thereby substituting the terms in the equation, the optimization problem is converted to a linear programming and multipliers are obtained.
PSO algorithm
The original algorithm of PSO is inspired by the social behavior of birds trying to find their food in nature. This algorithm works based on the interaction and co-operation of the birds searching for food within an area (Kennedy & Eberhart ) . The birds follow the one that is nearest to the food while simultaneously taking advantage of their earlier experiences finding the food (Kennedy & Eberhart ) . The food can be found only in one point in the search space that the birds are not aware of. Each solution acts like a bird, which is called a particle in this paper. Each particle enjoys a merit value by means of optimizing the objective function.
PSO first generates an initial random solution each of which has an n-dimensional position (X) where n is the number of decision variables. As well, it assigns a velocity vector (V ) between the maximum and minimum allowable velocities to each particle. In order to produce a new population for the next generation and have progress in terms of convergence, PSO requires specifying some parameters, including inertia weight (w), inertia weight reduction factor (α), minimum inertia weight (w min ), personal and global acceleration values (c 1 and c 2 ), and maximum velocity reduction factor (β). In every generation, the personal (P p , the best position which every single particle has ever had since the beginning to the current generation) and global (P g , the best ever position among all particles) best particles are found to update the population for the next iteration.
The position of each particle can be improved using
Equations (13) and (14):
where w is recommended to be taken between 0.8 and 1.4, r 1,k and r 2,k are the random uniform numbers between zero and one, and k is the iteration number. The velocity values are limited to ÀV max , V max ½ to guarantee the convergence of PSO to the optimal objective and either when there is no significant change in the value of objective function (Equation (15)) or after a specified number of generation the algorithm terminates: 
Here, T denotes the subset that reached the node. Yang's unit stream power is dependent on four dimensionless parameters, which are listed in Equation (17). In this equation, ω is the fall velocity of sediment particle, u Ã is shear velocity, S f is the surface slope, V cr is critical velocity, and V is flow velocity. 
Cross-validation
Cross-validation is a model validation technique for generalization of the results of statistical indices to an independent dataset. Cross-validation is used for random subsampling.
The K-fold cross-validation has a general form in which the dataset is divided by K roughly equal parts. In this method, each sample is used (KÀ1) times in the training process and only once in the testing process. For instance, suppose that the initial dataset is divided by two subsets. First, one of the subsets is used in the training and the other is treated as the test dataset. Then, the roles of the two datasets are reversed and the modeling process is repeated. That is to say, the part that was used for testing in the first stage is used for training in the second and vice versa. The result is calculated by averaging the outputs of both runs. This approach is referred to as two-fold cross-validation. As a result, for a general form, the process is repeated K times and final output values are then computed by taking average of the K output values.
There has been a wide range of research in the field of water resources and the study by Kazeminezhad et al. () is just one example that applied this technique in an ANN method for scour around pipelines.
Experimental setup
In this study, the estimation and parameter calibration processes . This process was repeated ten times in total and, finally, the average of the results was compared with the measurements and the statistical indices were provided.
In a similar way, ten-fold cross-validation technique was used for validating the model tree in order to assess the ability of the M5P model. Multiple models were constructed.
However, as is seen in the following, the best model has resulted in five equations (together demonstrated as Equation (21)). The equations indicate that M5P is consistent and efficient to estimate bed material load concentration via simple linear relationships. 
Performance metrics
To assess how the models in this paper perform, the following statistical indices (Equations (22)-(26)) are employed.
They include the Nash-Sutcliffe efficiency (E), correlation coefficient (R), RMSE, scatter index (SI), and relative error (RE). E is a well-known index in water resources modeling and it has a range of (À∞, 1]. An efficiency of one pertains to an excellent match between the predictions and observations, while a negative value corresponds to a model with a predictive power of worse than the observed mean.
R is a measure of linear correlation between the predictions and observations. RE represents the absolute bias. RMSE
shows the model's error of estimation and when it is normalized by the mean measured value is referred to as the scatter index (SI):
whereŷ and y, respectively, denote the estimated and measured sediment concentration and n is the number of data. These metrics can generally give the analyst an insight into the model performance and robustness.
RESULTS AND DISCUSSION
Three models were basically developed in this research. In the first model, the dimensionless variables in Equation (5) were normalized and then entered in the hybrid estimator.
The associated results appear in Figure 2 representing the error histogram of data. The abscissa axis in Figure 2 shows the relative error (RE) and the ordinate axis depicts the data frequency. It is apparent from the figure that the simulation error proved to be high. However, it was still Value 0.9 0.9 0.4 1 0.4 2 2 0.1 0.01 more satisfactory than traditional methods (see Table 4 ) since the majority of data lie in the range of %À200 and Table 4 ). Therefore, we refrained from further simulations by M5P for the next models. It is noteworthy that a handful of data with low concentrations In this equation, X i denotes the vector of decision variables for the training and validation datasets. λ i is the Lagrangian coefficient belonging to the i-th sample. X is the vector of decision variables for the test sample. σ 2 , n, and b are the RBF parameter, the total number of training datasets, and bias term, respectively. It is meaningless to present the optimized values for these parameters because one may have a different dataset and use a specific shuffling procedure on their data, thus producing values specific to their model.
Since Yang's method is capable of estimating bed material concentration, it may be beneficial to use its dimensionless variables (Equation (17) Engelund & Hansen (1972) and Ackers & White (1973) and (b) Graf (1971) and Yang (1972 were converted to their initial scales at the end of the simulation process. Finally, the results were compared with that of the secondary model in Figure 5 . The resulting function of a trained PSO-LSSVR following the procedures of the third model can be seen in Equation (28). Note that the logarithms are at base 10:
As shown in As mentioned before, adding the four dimensionless second model. According to Figure 6 , a large percentage of samples with great errors has interestingly declined and resulted in a denser error distribution in the final model (see Table 4 and Figures 6 and 7) . Figures 8 and 9 
CONCLUSION
This study presented an alternative LSSVR method for estimating sediment transport rate in channels. This method was coupled with PSO algorithm to calibrate the found that the hybrid model had the best performance compared with those obtained from M5P and traditional methods. However, the Yang approach was still relatively superior for samples with low concentrations. As a result, its dimensionless variables were added to the hybrid model leading to an improvement in the model training.
Due to the wide range of concentration, all the data were converted into a logarithmic scale. When trained, it was found that a higher percentage of data had a RE of less than 0.4 and estimation of samples with low concentration became less volatile resulting in a denser error histogram.
This study demonstrates a rigorous methodology for bed material load estimation and highlights key performance issues that may influence modeling in sediment transport. 
