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Abstract
A color model, called RGB-Ellipse, is developed in this paper. The proposed color model takes
advantages of CIE-L*a*b*94 and CMC(l:c) in determining color differences. Furthermore, the
transformation between RGB and RGB-Ellipse is linear. As a result, we are able to manipulate the
noise tolerance processing as well as the computation efficiency in dealing with color differences. By
using the above features, we develop a real-time moving objects segmentation scheme. The developed
segmentation scheme consists of two main steps: (1) region seed determination and region growing
and (2) region-based change detection and background update. The results from a visual surveillance
system are given to highlight the value of the proposed color model and moving objects segmentation
scheme.
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1. Introduction
Visual objects segmentation has been a field of re-
search for several decades. Many image and video ap-
plications can benefit from using the segmentation
technique. At present, due to the improvements in com-
puting power and the Internet, research in this field has
become even more active. In this paper, we propose a
color model, called RGB-Ellipse. We make use of the
proposed color model as the fundamental basis in com-
puting the color differences in the design of moving ob-
jects segmentation schemes. Results in a visual surveil-
lance system are given to highlight the value of the pro-
posed color model and moving objects segmentation
scheme.
In the still image case, the existing object segmenta-
tion schemes can be classified into two categories: (1)
boundary-based segmentation and (2) region-based seg-
mentation. The discontinuities of color and/or luminance
signals are used in the boundary-based edge detection al-
gorithm to allocate the position of edge [13]. In the
above case the design of filters affects the quality of the
resulting edge detection. In the region-based segmenta-
tion techniques, the neighborhood pixels with similar
color or luminance are collected to form a region. This
idea was further extended in [4,5], using not only color
but also texture information. In the two approaches above,
the boundary-based segmentation scheme may fail to
constitute a contour due to the smooth transition charac-
teristic of natural images. In other words, there are pix-
els that cannot be classified into any particular region.
This problem does not occur in region-based segmenta-
tion schemes. Both boundary-based and region-based
segmentation schemes may divide the same object into
different regions. In addition, different objects are allo-
cated in the same region. Thus, a post-processing scheme
is usually required to deal with these issues.
In the continuous images case, object motion pro-
vides additional dimension information for object seg-
mentation. In MPEG-1 and H.26x, motion estimation
schemes are applied to identify the motion vectors. The
coherent motion blocks are viewed as the same object
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[68]. However, in the case of non-rigid objects, the
block motion vector is usually not consistent with object
motion, and the object boundary cannot be obtained ac-
curately. The above approach may not yield a satisfac-
tory result. In addition to the block motion vector, the
contour obtained in the edge detection process can also
be used as a feature for motion estimation [9,10]. The
computational result of object contour depends on the
boundary obtained in the computation process and the
contour mapping in the temporal domain. Furthermore,
the fragmented boundary curves need to be resolved to
reduce the complexity in dealing with contour. These
processes require high computational intensity. There-
fore, the above approach is usually used in non-real time
applications. In [11], Deng and Manjunath utilize hierar-
chical concepts in dealing with the texture in image seg-
mentation. After several times region merges/splits, a
satisfactory result may be obtained with a considerable
amount of computational work. The temporal informa-
tion is not taken into account in their work.
Background subtraction is another common contin-
uous images segmentation technique. It detects and ex-
tracts the different portions of a new image and a back-
ground image based on the differences of the compari-
son unit. According to the comparison unit, the corre-
sponding change detections are classified into pixel-
based [3, 1215], block-based [3], and region-based ap-
proaches [3]. The pixel-based change detection scheme
is sensitive to noise. As a result, ambiguity of the fore-
ground and background occurs frequently. Block-based
schemes are not suitable to deal with objects with arbi-
trary shapes.
A region-based approach may overcome this diffi-
culty. The regions obtained from edge detection are used
as a comparison unit. Therefore, it has the advantage of
extracting arbitrary shapes in an image. Both block-
based and region-based change detection schemes out-
perform pixel-based change detection in dealing with
noise. In [16], the concept of change detection is used in
the object segmentation in the case of stationary back-
ground video. By comparing the differences between a
new image and a background image, the areas that are
subject to changes are detected. A post processing for
shadow elimination is also included in their work. Fur-
thermore, code optimization is taken into account to
achieve a real time 30 fps in CIF video. Integration of
boundary-based and region-based change detection
schemes is proposed in [17]. It makes use of the charac-
teristics of image boundary to allocate the possible ori-
gins of objects. Followed by region growing schemes,
objects are identified. In [18], the traditional Lab color
space model is used as color metric. A preprocessing
scheme for reducing the complexity of still images is de-
veloped. As a result, the advantage of this preprocessing
is shown in the region-based image segmentation. A
pixel-based approach to compute the changes in tempo-
ral domain based on the Gaussian model is shown in
[19]. This method gives good results if the contaminated
noise is within a certain level.
Briefly speaking, a good quality video segmentation
scheme requires significant computational effort at the
present time. This often applies in non-real time applica-
tions. In the case of real time applications, we may resort
to use low resolution video formats, reduce processing
quality requirements, or only consider gray level images.
For instance, in the digital surveillance system, the above
treatments are common [11].
The proposed moving objects segmentation scheme
for a surveillance system consists of two main steps: (1)
region seed determination and region growing, (2) re-
gion-based change detection. Note that it is computa-
tional intense to compute the regions of a given frame.
In our approach, we make use of the temporal informa-
tion to determine the seed of a region to ease the compu-
tation loading. Then, a region growing scheme is ap-
plied to allocate the corresponding region. Each region
has a representative color. The change detection is exe-
cuted by comparing the color change in a region with
the background frame in the same geometric location.
Note also that in order to resolve the weakness of the
Euclidean distance in determining the color difference,
we construct a new color representation model, called
RGB-Ellipse. The proposed RGB-Ellipse color model
is the foundation to compute the color difference of
two regions. The proposed color model is similar to
the HSI representation. However, the transformation
between RGB and RGB-Ellipse color spaces is linear.
We are able to take advantage of noise tolerance pro-
cessing as well as the efficiency in dealing with color
difference computation. By using the proposed seg-
mentation scheme, we implemented a visual networked
surveillance system.
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The remaining parts of this paper are organized as
follows. The proposed RGB-Ellipse color model is pre-
sented in Section 2. We describe the color difference
computation scheme and indicate the strength of this
model. Region based moving object segmentation is
shown in Section 3. We show the corresponding design
steps in detail. Application and result that make use of
the proposed approaches are illustrated in Section 4.
Conclusions are given in Section 5.
2. The RGB-Ellipse Color Model Overview
Determining the color difference between two colors
is not an easy issue. Both the Colour Measurement Com-
mittee of the Society of Dyers Colorists (CMC) and the
International Committee on Illumination (CIE) organi-
zations have proposed schemes, CMC(l:c) and CIE-
L*a*b*94 respectively, to measure color difference.
These models make use of weighted Lightness, Chroma
and Hue as fundamental components to compute the
color difference of two colors. The difference between
CIE-L*a*b*94 and CMC(l:c) depends on the way that
ellipsoid dimensions are calculated. A large amount of
experimental tests are performed to obtain the results of
human visual response in both CMC(l:c) and CIE-
L*a*b*94. However, the determination of color differ-
ence based on the above models requires intensive com-
putational effort. Note that the output signals of common
CCD cameras are machine dependent. The output sig-
nals are usually contaminated by noise. The computation
of color difference directly based on these signals may
lead to ambiguous results. In this section, we introduce
theRGB-Ellipse color model as the basis for the develop-
ment of moving objects segmentation scheme. The pro-
posed model make use of the human perceptual cogni-
tion idea from the CIE-L*a*b*94 and CMC(l:c) in deal-
ing with color difference. It is a linear transformation be-
tween RGB and RGB-Ellipse models. The computa-
tional effort is significantly reduced. As a result, the
RGB-Ellipse color model provides us with a tool to deal
with the issues of shadow elimination and noise resis-
tance in the image segmentation and the change detec-
tion processes.
In this section, we briefly describe the CMC(l:c) and
CIE-L*a*b*94 models. Then, we introduce the proposed
RGB-Ellipse model. In the last two subsections, we illus-
trate the concepts of shadow elimination and noise resis-
tance in the RGB-Ellipse model.
2.1 CMC(l:c)
The CMC(l:c) color model was standardized by
CMC in 1988. The color difference in this model is com-
puted based on CIE-LCH color space, which makes use
of lightness (L), chroma (C), and hue (H) as basis. As we
mentioned, the output signals of common CCD are ma-
chine dependent. However, CMC(l:c) transfers the repre-
sentation from a machine dependent domain into a ma-
chine independent domain. Under such a coordinate, we
obtain a more precise color difference comparison. The
transformation from RGB to CIE-LCH consists of three
steps, as follows. First, the color representation transfers
from RGB to XYZitu by Eq. (1), from XYZitu to CIE-
L*a*b*94 by Eq. (2), and then from CIE-L*a*b*94 to
CIE-LCH by Eq. (3).
(1)
(2)
(3)
By computing the color difference of two points (R1,
G1, B1) and (R2, G2, B2), we calculate the above transfor-
mation process to obtain (L1, C1, H1) and (L2, C2, H2), re-
spectively. Then, we get the color difference E* of any
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two points by Eq. (4).
(4)
where L*, C*, and H* represents the differences
between L1 and L2, C1 and C2, and H1and H2, respec-
tively. C* denotes the value of hue at the reference
point. l and c are input parameters used to determine
the size of the ellipsoid. CMC standard suggests that if
E* is less than one, which represents two colors are
not distinguishable by human visual perception. CMC
also suggests that uses l and c to change the shape of
the corresponding ellipsoid. Different l and c affect lu-
minance and chroma, respectively. As shown in Figure
1, the common l:c chosen consists of 1:1, 1.4:1, and
2:1.
2.2 CIE-L*a*b*94
CIE-L*a*b*94 was standardized by CIE in 1994.
The basic idea of this proposal is similar to CMC(l:c),
which makes use of CIE-LCH color space for compari-
son. The computing of color difference in CIE-L*a*b*94 is
shown in Eq. (5).
(5)
Similar to CMC(l:c), CIE-L*a*b*94 also results in
an ellipsoid to represent just noticeable difference (JND)
region. The computation of color differences in the case
CIE-L*a*b*94 is simpler than CMC(l:c). It depends on
the three input parameters kL, kC, and kH, which are fixed
for different points. Meanwhile, the change of ellipsoid
only depends on chroma. The reasons of these differ-
ences are simply because different models have different
advantages and serve for different applications.
2.3 RGB-Ellipse Color Model
In dealing with color representation for processing,
the HSI color representation has advantages over the
RGB color representation. However, the transformation
between the RGB color space to the HSI color space is a
nonlinear process. As a result, the noise obtained in the
image capture process becomes complicated to render.
The proposed RGB-Ellipse color representation is simi-
lar to the HSI representation, and the transformation be-
tween the RGB to the RGB-Ellipse model is linear. There-
fore, the RGB-Ellipse model has an advantage over the
HSI color representation system.
The transformation between RGB to RGB-Ellipse
(XeYeZe) is illustrated in Figure 2. The vector (1,1,0) is
used as a rotation axis. Using the right-hand rotation rule,
we rotate the vector (1,1,1) in the RGB space to the place
parallel to (0,0,1) in the XeYeZe space. In this manner, the
Z-axis in the RGB-Ellipse model represents the lumi-
nance and X- and Y-axis represent the chrominance plane,
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Figure 1. The ellipsoids in CIE-LCH for different l:c.
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respectively. The above transformation can be stated as
Eq. (6).
(6)
After plugging in the corresponding coefficients in the
above equation, Eq. (6) can also be represented as Eq. (7).
(7)
From Eq. (7), it is clear that the RGB-Ellipse model
is similar to the HSI color representation. The computa-
tion of the color difference in this paper is based on the
above equation as shown in Eq. (8). Note that Eq. (8) also
forms an ellipsoid Just Noticeable Difference region.
Similar to the parameters l and c in the CMC(l:c) color
model, the coefficients a, b, and c determine the shape of
the corresponding ellipsoid. These coefficients also re-
late to the allowable tolerance in the XeYeZe axis.
(8)
As shown in the above equation, the computation of
color difference in our model is able to count on the
stretch of the illuminant axis, i.e., the control parameter
c. In this manner, we take the advantage of the CMC(l:c)
and CIE-L*a*b*94, which establish the human percep-
tual color difference model. Meanwhile, we avoid the
significant computational load in the CMC(l:c) and CIE-
L*a*b*94 models.
2.4. Shadow Elimination
Instead of shadow detection, our work aims to elimi-
nate the influence of shadows in the process of object
segmentation. Note that the color of a light source affects
the color of shadow. As shown in Figure 3, the incident
angle of a light source and the distance between the ob-
ject and the light source affect the resulting shape of
shadow. Furthermore, the receiving brightness is not all
the same on the background. The umbra is darker than
the penumbra.
In this paper, there are two cases when we apply the
RGB-Ellipse model to compute the color difference:
1. Comparison: To detect the differences between
different images, the shadow cannot be treated as
changes. In order to have more tolerance, the el-
lipsoid JND needs to extend along the Ze (illumi-
nant) axis.
2. Region growing: The shadow is not part of an ob-
ject. To separate object and shadow, the ellipsoid
JND needs to squeeze along the Ze -axis.
The above two cases can be illustrated further in Fig-
ure 4. The volume of JND is increasing from Figure 4a to
4c due to the selection of the parameter c, which is the
control parameter of the illuminant. Note that the chroma
remains the same.
2.5 Noise Tolerance
The captured signals of CCD camera are contami-
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(a) RGB color space (b) RGB-Ellipse color space
Figure 2. The transformation between the RGB space and the
RGB-Ellipse (XeYeZe) color space.
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Figure 3. The relationship between light source, object, and
shadow.
nated by noise. Assuming the noise distribution is Gau-
ssian, we further modify Eq. (8) as follows.
(9)
where  is a predetermined threshold of E*. kx, ky and kz
denote the standard derivation in XeYeZe axis, respectively.
In summary, the proposed RGB-Ellipse model uses
parameters a and b to deal with chrominance component
and parameter c to take care of luminance and shadow. A
fine adjustment of c is able to filter shadow effect in the
image processing. As we increase the standard deriva-
tions (kx, ky, kz) in Eq. (9), we are able to increase the size
of the corresponding ellipsoids. In other words, we use
these parameters to wrestle the noise in common camera.
An experimental video is used to verify the above
scheme. The results of shadow elimination and noise tol-
erance of CMC(l:c), CIE-L*a*b*94, and RGB-Ellipse
models are shown in Figure 5. Figure 5a and Figure 5b
show the background image of the monitoring site and
the present image, respectively. The results of CMC(1:1),
CMC(2:1), CIE-L*a*b*94(1:1:1), CIE-L*a*b*94(1:1:4),
RGB-Ellipse(1:1:1), and RGB-Ellipse(1:1:4) are shown
in Figure 5c, 5d, 5e, 5f, 5g, and 5h, respectively. Both of
CMC(l:c) and CIE-L*a*b*94 produce fine results re-
garding to shadow elimination. In particular, these mod-
els take human perceptual cognition characteristics into
account and are more sensitive to the dark area. How-
ever, the RGB-Ellipse has the advantage in dealing with
noise. The Euclidean distance is used in Figure 5g, i.e.,
sphere model (1:1:1), to describe the color difference.
The ellipse model (1:1:4) is more tolerable to luminance
noise than the sphere model (1:1:1). This result is also in-
dicated by comparing Figure 5h with Figure 5g.
Note that what represented in Figure 5 is actually not
to show that RGB-Ellipse is better than CMC(l:c) or
CIE-L*a*b*94. Observe the color of those people and
the background, CMC(l:c) and CIE-L*a*b*94 strengthen
low luminance part differentiate ratio, and produce better
result. However, because of this strengthen, it would also
easily produce false alarm in darker areas. In addition,
we just use a common CCD sensor camera, it is not fine
tuned for the experiment. Human perception-oriented
color space may not be helpful for intruder detection. But
in this paper, the purpose is not only limited to detect if
one pixel is belonged to an intruder, but also include the
detection and removal of the shadow area. If we stretch
properly of linear sampling RGB space, the shadow can be
tolerated. In other words, to get result similar to CMC(l:c)
and CIE-L*a*b*94, the proposed color space will also be
focused on shadow elimination as human perception be-
havior.
3. A Real-time Moving Objects Segmentation
Scheme
A real-time moving objects segmentation scheme
for surveillance systems is described in this section.
The proposed segmentation scheme is able to separate
moving objects with clear contours in real time which
facilitates object-based tracking and analysis. The pro-
posed scheme consists of three stages (see Figure 6),
namely, (1) seed determination and region growing, (2)
region-based change detection, and (3) background up-
date. Seeds, the possible points that have the potential to
form regions are allocated first. Then, the neighborhood
points of seed that have the “same” color are collected.
Region constitutes a basic comparison unit for the change
detection in the second stage. The regions that do not be-
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(a) Squeeze c case (b) Normal case (c) Extend c case
Figure 4. The effect of control parameter c to the volume of
JND in RGB-Ellipse model.
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long to background are considered as an object; we only
consider the portion subjects to changes thus eliminating
many unnecessary objects searching processes. The third
stage is applied to deal with the case when the applica-
tions background may be changed. This phenomenon oc-
curs frequently in common visual surveillance systems.
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Figure 5. Results of shadow elimination and noise tolerance.
The details will be presented in the following two sub-
sections.
3.1 Seed Determination and Region Growing
The proposed region-based segmentation is an intu-
itive approach. The main idea is that the neighborhood
pixels are collected together, if their colors are the
“same”. To implement the above idea, the seeds need to
be determined first. Next, the RGB-Ellipse color model
developed in Section 2 is applied to compute the color
difference between the seed and its neighborhood pix-
els. Note that in an image of resolution 640  480, thou-
sands of regions may be formed in arbitrary shapes. As
a result, the object segmentation process becomes very
time consuming. However, in the case of surveillance
systems, only moving objects are of interest. If we are
able to allocate the seed of the region inside the corre-
sponding moving object, the result obtained after the re-
gion growing process may just convey the object of con-
cern. In other words, we only focus on the regions that
object are subject to change. Computation time is saved
significantly in this situation.
There are two different cases in the determination
of seeds. One case is when the background scene is avail-
able and does not change. In the other case, the back-
ground image is difficult to obtain without any disrup-
tion in some applications. The captured images always
contain moving objects that may not be of interest.
Case 1. the background scene is available
We apply the background-based seeds determina-
tion scheme when the background scene is available.
That is, for pixels that color differences are greater than
a predetermined threshold, the corresponding pixels are
selected in the Seed-List. Most pixels that belong to ob-
jects could be found this way. However, there are re-
gions where colors are close to background. These re-
gions require small thresholds to precede the region
growing method.
Case 2. the background scene is not available
We apply the motion-based seeds determination scheme
when the background image is not available. Let’s con-
sider the case of object moving in the consecutive images.
As shown in Figure 7, we indicate the different regions of
two images caused by the object’s motion. The object con-
tours are shown in Figure 7a. After the computation of
color difference, the changed areas are shown in gray in
Figure 7b. One cannot tell whether the changed areas be-
long to the background or to the moving object.
We make use of three consecutive images to resolve
the above problem. The notations Fn1, Fn, and Fn+1 de-
note the previous image, the present image, and the next
image. FB represents the background image and does not
contain any undesired motion objects. As shown in Fig-
ure 8, the light gray area indicates the color differences
between Fn1 and Fn (hereafter we denote this area as
F). The dark gray area indicates the color differences
between Fn and Fn+1 (hereafter we denote this area as
F’). The darkest area in Figure 8b represents the inter-
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Figure 6. The designed moving object segmentation scheme.
Figure 7. The color difference area in two consecutive frames.
Figure 8. The different areas in three consecutive frames.
section of F and F’. The point in the darkest areas is
chosen as growing seed to identify the object.
To implement the above idea, we compute the RGB-
Ellipse color difference on the same geometrical location
of three consecutive frames. The computation sequence
is from upper scan-line to lower scan-line and from left
to right. If the color difference is greater than a predeter-
mined threshold between the frame Fn1 andFn, the color
difference between Fn and Fn+1 is also computed. This
point is put into the SeedList, if both color differences are
greater than a predetermined threshold. Otherwise, this
point is ignored. After all the points in an image are taken
into account, we have all seeds stored in the SeedList.
The region-growing step is carried out after the seed
determination step. Each point inside the SeedList is
viewed as an original point. First, the color differences
between the original point and its four closest neighbor-
hood points are computed. If the color difference is less
than a predetermined threshold, the corresponding neigh-
borhood point is put into the same region. Second, we up-
date (RMean, GMean, BMean), which denotes the average
value of RGB in the region, when new point is added in
the region. The average value (RMean, GMean, BMean) is uti-
lized as the comparison basis in the determination pro-
cess. The above two steps are executed recursively until
all the closest neighborhood points are evaluated. Then,
the next seed, which does not cover the previous region
growing step, in the SeedList is selected in the following
region growing step. The above step is terminated when
all the points in the SeedList are covered.
Our experimental experiences indicated that, in the
practical applications, the boundary between object and
the background is not so easy to separate. The SeedList
obtained may contain points allocated to the background.
To avoid this false alarm problem, a post processing as-
sessment which inspects the ratio of the number of seeds
and the growing area is included in the design scheme. If
the ratio is over the threshold, this growing region is
abandoned.
3.2 Region-based Change Detection and Back-
ground Update
In some cases, only applying the region growing al-
gorithm may lead to false results, such as (1) regions be-
longing to the background FB may be treated in the fore-
ground Fn and (2) regions include the shadowed areas.
Therefore, a region-based change detection scheme is in-
troduced to eliminate the above problems. The scheme is
similar to background subtraction, but the operation unit
is region, instead of pixel. First, the resulting regions in
Fn are projected to FB, and then the mean color values in
the corresponding regions are computed. Second, we
compare the color difference by using Eq. (9). If the dif-
ference is greater than a predetermined threshold, the re-
sulting region is classified as a part of a foreground ob-
ject. Otherwise, it belongs to the background.
The background update is used to take care of the sit-
uation when the background image obtained may still be
subject to change. Note that the background image does
not process in the region-growing phase; the background
update is a pixel based approach. First, an image buffer
F’B is allocated to track the possible pixels where colors
may be changed. Then, we compute the RGB-Ellipse
color differences for the remaining pixels, i.e., pixels that
are not included in any object, between FB and Fn. If the
color difference is less than a threshold, this pixel is up-
dated to FB, otherwise, to F’B. Meanwhile, a counter ar-
ray is also included to record the update time of F’B. If
the update time is over a certain number of seconds, the
pixels in the image buffer will replace FB and then reset
F’B and the counter array. The recorded data in the image
buffer F’B provide us with information to track object ap-
pearing in Fn and object disappearing in FB.
4. Implementation and Results
A digital surveillance system based on the designed
moving object segmentation scheme is implemented.
Common digital surveillance systems demand the fol-
lowing features: (1) real time processing, (2) moving ob-
jects detection (includes object entries and exists), (3)
monitoring camera may be fixed or pan periodically. In
this section, we describe our implementation results. We
integrate (1) visual image object segmentation, (2) object
histogram comparison, (3) motion tracking, (4) real-time
transmission, and (5) digital storage/query techniques in
designing a novel networked visual monitoring system.
The detail surveillance system architecture can be found
in our previous work [20]. In this paper, we extend our
previous result. A novel color model is developed as the
basis to enhance the image segmentation algorithm in
dealing with shadow and noise elimination. The devel-
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oped system has the ability to perform the following func-
tions:
1. Auto-tracking: A tracking camera tracks the intruder
motion at the monitoring site then, it takes a series
of shots to capture the main characteristics of the
intruders. Instead of periodically scanning the mon-
itoring site, the designed system captures the in-
truder’s features actively. If no intruders appear, the
system will not record any useless images.
2. Web-based remote control and monitoring: Users
are able to view the monitoring site from common
web browsers on the Internet. Authorized users are
allowed to set the tracking mode and to manipulate
the tracking camera to desired location remotely.
3. Digital storage/query: The system provides two
types of query. One is based on time. The other is
based on event. Thus, the events of interest can be
retrieved randomly and efficiently.
A testing video sequence, in which a man wearing a
dark jacket enters a lighted reading room is chosen to il-
lustrate the results of the proposed scheme. Our demand is
to separate the intruder from the background image to fa-
cilitate the object tracking process. The frame size is 640 
480 with sampling rate 10 fps. We illustrate the detailed
experimental results of the proposed algorithm in Figure
9. The three consecutive images are shown in Figure 9a,
9b, and 9c. Seeds are obtained in Figure 9d after the seed
determination process. The results of region growing are
shown in Figure 9e. In the regions that seed color closes to
the background image, we have false alarm regions. These
false alarm regions can significantly be reduced by using
the algorithm as described in section 3.1 (see Figure 9f).
Then, we apply the change detection algorithm to com-
pute the color differences between Fn and FB in these re-
gions; the false alarm regions can be further reduced (see
Figure 9g). We obtain the final result by connecting the
neighborhood regions (see Figure 9h). The intruder is
clearly identified.
Another testing video is chosen to illustrate the
global results of the proposed algorithm (see Figure 10).
In the first part, we illustrate the quality of segmentation
results. There are five frames, Frames 55, 61, 79, 217,
and 301. The second part starts from Frame 403. Another
man brings a bottle and comes into the room. He leaves
the bottle on the desk. As shown in Frame 433, the bottle
will be detected. The third part starts from Frame 499.
We show the occlusion case. The proposed algorithm can
identify a multiple objects situation.
In our experimental implementation, by using Pentium
III 1.2 GHz, we are able to process 15 to 20 fps under im-
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Figure 9. The experimental results of the proposed moving object segmentation algorithm.
age size 320  240 and color depth 24bits. This result is
suitable for use in most real time digital surveillance sys-
tem.
5. Conclusions
Object segmentation plays a crucial role in modern
image and video processing. In this paper, we have de-
signed a real-time moving object segmentation scheme
for surveillance system. The segmentation scheme con-
sists of two main stages, namely, (1) Seed determina-
tion and region growing and (2) region-based change
detection and background update. In order to compute
the color difference in our scheme efficiently and effec-
tively, we propose a novel color model, RGB-Ellipse.
Taking advantage of CIE-L*a*b*94 and CMC(l:c) in
determination of color differences and the linear trans-
formation from RGB to RGB-Ellipse, the proposed
color model allows us to manipulate noise tolerance and
shadow elimination issues in a straightforward manner.
These features make the proposed scheme very attrac-
tive.
To illustrate the value of our approach, we have im-
plemented the proposed moving object segmentation
scheme in a networked surveillance system. Even with-
out a code optimization process, our implementation and
simulation results indicate that the proposed scheme is
able to achieve image segmentation at a frame rate of 16
fps with 320  240, 24-bits true color image. That is
suitable for many real-time applications, such as ges-
ture capturing in the distance learning classroom or
conferencing room.
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Figure 10. The experimental results of a given testing video.
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