The Massively Parallel Computation (MPC) model is an emerging model which distills core aspects of distributed and parallel computation. The aim is to solve (typically graph) problems in systems where the input is distributed over many machines with limited space.
and received by each machine in each round have to fit into the machine's local memory. Hence, their total length is bounded by s. This in particular implies that the total communication of the MPC model is bounded by m · s in each round. The messages are processed by recipients in the next round. At the end of the computation, machines collectively output the solution. The data output by each machine has to fit in its local memory. Hence again, each machine can output at most s words.
Local memory, range of values for s and m, and fully scalable algorithms. If the input is of size N , one usually wants s to be sublinear in N , and the total space across all the machines to be at least N (in order for the input to fit onto the machines) and ideally not much larger. Formally, one usually considers s ∈ Θ (N ε ), for some ε > 0. Optimally, one would want to design fully scalable algorithms, which work for any positive value of ε (see, e.g., [3, 23, 40] ), though most of the earlier works have been focusing on graph algorithms whose space s has been close to the number of edges of the graph (see, e.g., [34] , where s = Θ n 1+ε ), or close to the number of nodes of the graph (see, e.g., [4, 13, 19] , where s = Θ(n)).
In this paper, the focus is on graph algorithms. If n is the number of nodes in the graph, the input size can be as large as Θ n 2 . Our deterministic parallel algorithms are fully scalable, i.e., for any constant ε > 0 require s = Θ (n ε ) space per machine, which is polynomially less than the size of the input for either sparse or dense graphs.
Known bounds. For many graph problems, including MIS, maximal matching, and (∆ + 1)coloring, fully scalable randomized O(log n) round n Ω(1) space MPC algorithms can be achieved by simulating PRAM algorithms [1, 30, 38] . These bounds (still in the randomized case) have been improved only very recently and only in some settings. For fully scalable algorithms, we know only of a randomized algorithm due to Ghaffari and Uitto [23] working in O( √ log ∆) rounds for maximal matching and MIS, where ∆ is the maximum degree. Better bounds are known for maximal matching algorithms using significantly more memory: Lattanzi et al. [34] presented an O(1/ε) rounds randomized algorithm using a space of O(n 1+ε ), and Behnezhad et al. [9] gave an O(log log n) rounds randomized algorithm using a space of O(n). Further, recently Ghaffari et al. [22] gave conditional evidence that no o(log log n) round fully scalable MPC algorithm can find a maximal matching, or MIS (or a constant approximation of minimum vertex cover or of maximum matching). For (∆ + 1)-list coloring, faster randomized algorithms are known. Chang et al. [12] showed a randomized algorithm that works in O( √ log log n)rounds in the MPC model with low-space. Further, we notice that plugging in the new network decomposition result of [45] implies an improved O(log log log n)-round algorithm. Unfortunately, much less is known about deterministic algorithms for maximal matching, MIS and coloring in the MPC model. We are not aware of any previous algorithms designed specifically for the model. One can use a simulation of PRAM algorithms (so long as they usẽ O(m) total space) to obtain fully scalable deterministic algorithms for maximal matching and MIS in the MPC model, and their number of rounds would be asymptotically the same; to our knowledge, the work of Han [27] has the best deterministic parallel running times to date for all three problems: O(log 2.5 n) rounds for MIS and maximal matching, and O(log 2 n log log n) for (∆+1)-coloring (to our knowledge (deg +1)-coloring has not been studied in PRAM). If one can afford to use linear memory per machine, s = O(n), then the recently designed deterministic algorithms for MIS in the CONGESTED CLIQUE model by Censor-Hillel et al. [11] , give directly O(log n log ∆)-round deterministic MPC algorithm for MIS.
It should be also mentioned that there have been some related works on derandomization in the CONGESTED CLIQUE model [41, 42] studying deterministic spanners and vertex coloring. Similarly, there has been some recent work on derandomization in the LOCAL and CONGEST models, see, e.g., [16, 20, 21, 28] . The MPC setting in the low space regime brings along crucial challenges that distinguishing it from the all previous computational models in which derandomization has been studied. The inability of a machine to view the entire neighbor list of a node calls for developing a new derandomization paradigm that is based on deterministic graph sparsification. We note that graph sparsification has been shown to be useful before in the context low-space MPC algorithms (e.g., [23] ), but only in the randomized setting.
New results
In this paper we present fully scalable deterministic algorithms that find a maximal matching, MIS, and (deg+1)-list coloring (and hence also (∆ + 1)-coloring) in O(log ∆ + log log n) rounds in the MPC model. The following are the first two main results. While the additive O(log log n) term in the bound in Theorem 1 looks undesirable, it is most likely necessary. Indeed, as mentioned earlier, Ghaffari et al. [22] provided an Ω(log log n) conditional hardness result for maximal matching and MIS, even for randomized fully scalable MPC algorithms. They proved that unless there is an o(log n)-round (randomized) MPC algorithm for connectivity with local memory s = n ε for a constant 0 < ε < 1 and poly(n) global memory (see [44] for strong arguments about the hardness of that problem), there is no componentstable randomized MPC algorithm with local memory s = n ε and poly(n) global memory that computes a maximal matching or a MIS in o(log log n) rounds (see [22] for a more precise claim and explanations of the notation). For maximal matching, the lower bound holds even on trees.
We also employ our graph sparsification technique to a natural generalization of the (∆ + 1)coloring problem: the (deg+1)-list-coloring problem. In the (deg+1)-list-coloring problem, every node v receives as part of its input a palette P al(v) of deg(v) + 1 colors, and the goal is to find a proper vertex coloring, in which every v is assigned to a color from P al (v) . We assume that each color can be represented by O(log n)-bits, so that all input palettes can be stored using O(m) global space. By employing a graph partitioning along with a corresponding palette partitioning procedures, we show: Theorem 2 (Coloring). For any constant ε > 0, (∆ + 1)-coloring and (deg+1)-list coloring can be found deterministically in the MPC model in O(log ∆+log log n) rounds, using O(n ε ) space per machine and O(m + n 1+ε ) total space, where ∆ is the largest degree in the graph.
We note that the approach of employing graph and palette partitioning has been used recently in the randomized (∆ + 1)-coloring algorithm of [23] . Then main challenge in our work is in providing efficient deterministic algorithms for these partitioning procedures.
Implications to CONGESTED CLIQUE. As recently observed (cf. [8] ), the MPC model is very closely related to the CONGESTED CLIQUE model from distributed computing. The nowadays classical distributed CONGESTED CLIQUE model (see, e.g., [37, 43] ) is a variant of the classical LOCAL model of distributed computation (where in each round network nodes can send through all incident links messages of unrestricted size) with limited communication bandwidth. The distributed system is represented as a complete network (undirected graph) G, where network nodes execute distributed algorithms in synchronous rounds. In any single round, all nodes can perform an unlimited amount of local computation, send a possibly different O(log n)-bit message to each other node, and receive all messages sent by them. We measure the complexity of an algorithms by the number of synchronous rounds required.
It is not difficult to see (cf. [8] ) that any r-round CONGESTED CLIQUE algorithm can be simulated in O(r) rounds in the MPC model with n machines and s = O(rn). Furthermore, Behnezhad et al. [8] showed that by using the routing scheme of Lenzen [35] , MPC algorithms with s = O(n) are adaptable to the CONGESTED CLIQUE model. These results immediately imply that the recent deterministic CONGESTED CLIQUE algorithm due to Censor-Hillel et al. [11] to find MIS in O(log n log ∆) rounds can be extended to be run in the MPC model with s =Õ(n). (When ∆ = O(n 1/3 ), the bound improves to O(log ∆).) It is worth noting though that in contrast to our work, the derandomization algorithm due to Censor-Hillel et al. [11] relies on a derandomization of Ghaffari's MIS algorithm [17] , whereas our derandomization is based on Luby's MIS algorithm (see Section 1.1.2 for more details).
However, these simulations imply also that our new deterministic MPC algorithms for maximal matching, MIS, (deg+1)-list coloring, and (∆+1)-coloring can be implemented to run in the CONGESTED CLIQUE model using O(log ∆) rounds. By combining Theorem 3, for the regime ∆ = ω(n 1/3 ), with the O(log ∆)-round MIS algorithm of [11] for the regime ∆ = O(n 1/3 ), we get the O(log ∆)-round algorithm for MIS. We further note that, in the ∆ = O(n 1/3 ) regime, one can collect 2-hop neighborhoods onto single machines, and therefore can perform maximal matching by simulating MIS on the line graph of the input graph. So, combining Theorem 1 with the MIS algorithm of [11] also yields the following: Corollary 3. One can deterministically compute MIS and maximal matching in O(log ∆) rounds in the CONGESTED CLIQUE model.
In the same manner, for (deg+1)-list coloring and (∆ + 1)-coloring, using our algorithm of Theorem 2 combined with the well-known reduction from MIS, we get: Corollary 4. One can deterministically find a (deg+1)-list coloring and (∆ + 1)-coloring in O(log ∆) rounds in the CONGESTED CLIQUE model.
Our approach
We outline the main concepts behind our work, and how they are applied to the three problems we consider:
Deterministic graph sparsification. All our results rely on a generic method of computing deterministically low-degree subgraphs with some desired properties that depend on the specific problem. This approach has two key objectives: (i) providing a randomized sparsification procedure that uses only pairwise (or limited) independence, and thus based on a small seed (e.g., of O(log ∆) bits), (ii) providing an efficient derandomization technique using the classical methods of conditional expectation applied in [11, 21, 42] . Compared with previous work our challenge is twofold: (i) handling the situation where nodes do not know all their neighbors and (ii) beating the existing bounds known for the CONGESTED CLIQUE and MPC models by using a more tailored derandomization approach (e.g., reducing seed length). We will next elaborate on the special features of our approach for each of the three problems studied.
The most obvious limitation in low-space MPC is that a node's neighborhood cannot be collected onto a single machine. To circumvent this, we derandomize the sampling of a lowdegree subgraph, so that neighborhoods (in fact, 2-hop neighborhoods) in the subgraph do fit in the memory of a single machine. The challenge is to show that we can obtain low-degree subgraphs which preserve properties useful for the problem. Specifically, in our problem of maximal matching and MIS, we need to find subgraphs that contain matchings and independent sets which are adjacent to a constant fraction of edges in the original graph. For the problem of (deg+1)-list coloring, our graph sparsification split the graph into several vertex-disjoint lowdegree subgraphs. To allow the parallel coloring of these subgraphs, we need to guarantee that the colors used by each of these subgraphs are disjoint as well. For that purpose, we accompany the graph sparsification with a palette sparsification, as will be elaborated more in the following paragraphs.
It transpires that the constraint of having space per machine s means that, in a single stage, we can only derandomize the sub-sampling of nodes or edges with probability at least (roughly) s −1 . Otherwise, any fixed machine holds fewer than one sampled node or edge in expectation, so machines cannot tell which random seeds are good when performing the method of conditional expectations. If we wish to subsample with a lower probability, we must split the process into multiple stages using probabilities at least s −1 . Since we are assuming that s = n Θ(1) , though, only a constant number of such stages is required. So, we are able to "deterministically sample," as long as we are able to maintain some invariant that guarantees that our sampled graph has some good property after every stage.
Another caveat is that we can only subsample while node degrees are at least n δ , for some constant δ > 0. Beyond this point, concentration bounds for c-wise independent random variables (for constant c) are insufficient to achieve high probability, which means that we cannot maintain properties for all nodes in the sampled graph. We could overcome this by using higher independence, but then our families of hash functions would need to be larger, and we would no longer be able to apply the method of conditional expectations in a constant number of rounds. Fortunately, for our purposes, sampling down to degree n δ is sufficient, since we can then fit neighborhoods (and 2-hop neighborhoods) into the space s on a single machine. This deterministic sampling is the cornerstone of both of our algorithms. Having obtained, deterministically, a low degree graph which maintains certain good properties, we can then perform one more derandomization step to obtain a maximal matching or MIS. This step is similar to Luby's algorithm, and essentially involves sampling edges (or nodes) with probability inversely proportional to their degree in the sampled graph. We need to have 2-hop neighborhoods stored on a single machine in order for it to determine which edges/nodes are in the matching or independent set. As mentioned earlier, using c-wise independence we cannot achieve high-probability bounds for this process, but in this case constant probability is sufficient. This is because we no longer need to find a seed that is good for every node; we merely need to ensure that the seed induces a matching or independent set which will remove a constant fraction of the edges from the original graph.
This overall process can hence be performed in only a constant number of MPC rounds in total, and constructs a matching/independent set such that removing the set and its neighborhood from the graph reduces the number of edges by a constant factor. After O(log n) iterations (i.e., O(log n) MPC rounds overall), no edges remain in the graph, so we have found a MIS or maximal matching, respectively. Towards the end of the section, we explain the ideas needed to improve these bounds to O(log ∆ + log log n) rounds.
Maximal independent set and matching. Our end-goal result converts a version of Luby's randomized maximal matching and MIS algorithms into O(log n)-round fully scalable deterministic algorithms in the MPC model. Luby's algorithm takes an input graph and in O(log n) rounds finds a MIS (or a maximal matching). In each round, the algorithm finds some independent set I and removes I and N (I) from the input graph. Then, the crux of the analysis is that in expectation, the number of edges removed in a single round is a constant fraction of the original number of edges, ensuring that in expectation, O(log n) rounds of the algorithm suffice to find an MIS. A similar construction holds for the maximal matching problem, where one finds and removes matchings rather than independent sets.
It is known that Luby's algorithm can be derandomized, however in the classical models of parallel and distributed computation models, PRAMs and CONGESTED CLIQUE, the known derandomization techniques are expensive and lead to deterministic algorithms running in a super-logarithmic number of rounds (see, e.g., [1, 11, 24, 27, 38] ).
In this paper, we will show that the MPC model can perform the derandomization very efficiently, even in the fully scalable model with very limited memory per machine, via our generic method of derandomization of the sampling of a low-degree graph while maintaining some desired properties. We will model Luby's algorithm and ensure that each of its rounds can be simulated deterministically in a constant number of MPC rounds. In particular, we present a deterministic O(1)-MPC round construction that for a given graph G finds an independent set I for which the number of edges incident to I and N (I) is at least constant fraction of the edges of G. (Again, a similar construction holds for the maximal matching problem.)
We implement a variant of Luby's algorithm whose randomness can be limited by using only c-wise independent hash functions, for some constant c. Then, we employ the classic method of conditional expectations to find a hash function that will ensure sufficient progress (in our case, that we find an independent set whose removal eliminates a constant fraction of edges from the graph). While this approach may appear standard, it requires overcoming several major challenges caused not only by the deterministic use of hash functions, but most importantly by the limitations of the fully scalable model with very limited memory per machine.
To improve round complexities from O(log n) to O(log ∆ + log log n), we note that if log ∆ is o(log n) then neighborhoods of radius O log n log ∆ already fit onto single machines, and we do not have to perform our deterministic graph sparsification step. Furthermore, we show that a stage of Luby's algorithm requires only an O(log ∆)-bit random seed, and so we can derandomize O log n log ∆ stages of Luby's algorithm at once using the method of conditional expectations. This allows us to compress the stages of the algorithm, and perform all Θ(log n) necessary stages in only O(log ∆) MPC rounds. The O(log log n) term arises from the need to collect the neighborhoods onto machines.
(deg+1)-list coloring. Using the well-known reduction from coloring to MIS, it is easy to employ our above mentioned algorithms to color nodes of sufficiently low degree, e.g., bounded by O(n ε/c ) for some sufficiently large constant c. The key challenge then concerns nodes of large degrees, e.g., n Ω(ε) , in which case the MIS reduction cannot be computed efficiently. The problem of (∆+1) list coloring problem in the low-space MPC setting has been recently addressed by Chang et al. [12] . In their paper they presented a randomized coloring algorithm that is based on the graph partitioning technique of Parter [41] followed by an ingenious randomized palette partitioning that guarantees that (i) distinct subgraphs are assigned distinct colors and that (ii) the sub-sampled palette of each node is larger than its degree in the sampled sub-graph. To derandomize these procedures, we first present randomized partitioning procedures that require only c-wise independence for some constant c. Using such weak notion of independence implies necessarily weaker concentration bounds on the degree of the nodes and their sampled palette size. To overcome this, we design a more careful partitioning procedure that works in a recursive manner. At every level of the recursion the graph is split into three subgraphs: G 1 that consists of vertex-disjoint subgraphs of lower degree (reduced by a factor n δ ) along with suitable set of palettes; G 2 that contains a smaller set of nodes to be colored after G 1 ; and G 0 that contains nodes whose degree is sufficiently small to be stored on a single machine.
Comparison with Censor-Hillel et al. [11]
Our framework of derandomization bares some similarity to a recent approach due to Censor-Hillel et al. [11] which deterministically finds MIS in O(log n log ∆) rounds in the CONGESTED CLIQUE model. As mentioned earlier, by known reductions this approach can be extended to be run in the MPC model with s =Õ(n). (Notice that the new algorithm presented in this paper obtains a smaller number of rounds O(log ∆) and smaller space on each machine s = n ε .) The deterministic MIS algorithm of Censor-Hillel et al. [11] works in the CONGESTED CLIQUE model and it is based on the derandomization of Ghaffari's MIS algorithm [17] . The latter algorithm of [17] has the common two-phase structure: a randomized part of O(log ∆) rounds followed by a deterministic part that solves the remaining undecided graph in 2 O( √ log n)
rounds. [11] first show that a slight modification of Ghaffari's randomized part can be simulated using only pairwise independence. As a result, each of the O(log ∆) randomized steps can be simulated using a random seed of length O(log n). By combining with the method of conditional expectation of Luby [39] , [11] gave an O(log n) round procedure to compute the O(log n) seed for each of the O(log ∆) steps, yielding a total round complexity of O(log ∆ log n) rounds. On the high level, the seed is computed in a bit-by-bit manner spending O(1) rounds for each bit using a voting procedure (i.e., each node votes for its preferable bit value). [11] also showed that if each node knows its 2-hop neighborhood, the round complexity can be considerably improved to O(1) rounds per randomized step, yielding in this case an O(log ∆)-round algorithm for the entire MIS computation. The approach taken in the current paper bares some similarity with that of [11] , but it is also different in several key aspects. The main limitation in the derandomization of Ghaffari's algorithm in the MPC setting is the following. In [11] it is shown that after O(log ∆) steps of derandomization the remaining unsolved graph has a linear number of edges. In the CONGESTED CLIQUE model, at this point, the computation can be completed in just a constant number of rounds by collecting the unsolved graph to a single node using Lenzen's routing algorithm [35] . In our MPC setting, the memory of each machine is sublinear and thus this approach is no longer applicable.
Our algorithm is based on derandomizing Luby's MIS algorithm, spending only O(1) rounds to simulate each randomized step rather than O(log n) rounds as follows by the approach of [11] . This fast derandomization is in particular challenging in the case of large degrees, specifically for ∆ = n Ω(ε) . In the latter case, one cannot even collect the neighbors of a node into a single machine. This challenge calls for a different approach than that taken in [11] which is based on graph sparsification. Roughly speaking, in each Luby's step, our algorithm puts a focus on a subset of promising nodes, namely, nodes whose removal (by either joining the MIS or having their neighbors join the MIS) reduces the size of the remaining unsolved graph by a constant factor. It then provides a deterministic procedure to sparsify this subset in a way that guarantees that the induced subgraph on the selected nodes is sparse. This sparsity allows one to collect the 2-hop neighborhood of each such node into its machine. At this point, we can apply a faster O(1)-round derandomization in a similar manner to the one used 1 in [11] . We note that the approach of identifying a sparse subgraph whose removal yields to a large (global) progress has been used before in the setting of randomized local algorithms (see e.g., [18, 23] ) but it is considerably less studied in the context of deterministic algorithms.
Preliminaries
We introduce some notation we will use throughout, and then outline our approach and the existing tools we will require for it.
Notation
An independent set in a graph G = (V, E) is any subset of nodes I ⊆ V such that no two nodes in I share an edge (are adjacent). An independent set I is called a maximal independent set (MIS) if it is not possible to add any other node of G to I and obtain an independent set; and it is a maximum independent set if every independent set in G has size at most |I|.
A matching of a graph G = (V, E) is any independent subset of edges M ⊆ E, that is, such that no two edges in M share an endpoint. A matching M of a graph G is a maximal matching if it is not possible to add any other edge of G to M and obtain a matching; and it is a maximum matching if every matching in G has size at most |M |.
A (vertex) coloring is an assignment of colors to each node of a graph such that no edge connects two identically colored nodes. The (∆ + 1)-coloring is the problem of coloring vertices with ∆ + 1 colors, where ∆ is the maximum degree of the input graph. In the list-coloring problem, every node v receives as part of its input a palette P al(v) of colors, and the goal is to find a proper vertex coloring, in which every v is assigned to a color from P al (v) . Finally, the (deg + 1)-list coloring problem is the list-coloring problem where the pallets sizes are |P al(v)| = deg(v) + 1. We assume that each color can be represented by O(log n)-bits, so that all input palettes can be stored using O(m) global space. Notice that both the (∆ + 1)-coloring problem and the (deg+1)-list coloring problem admit a simple sequential greedy algorithm.
For a node v ∈ V , we define the neighborhood N (v) to be the set of nodes u with {u, v} ∈ E;
In any graph G we denote the degree of a node v or an edge e (the degree of an edge is the number of other edges sharing an endpoint to it) by d(v) and d(e) respectively. If we have a subset of nodes U ⊆ V or edges E ′ ⊆ E, we will denote d U (v) to be the number of nodes u ∈ U such that {u, v} ∈ E, and d E ′ (v) to be the number of edges e ∈ E ′ such that v ∈ e. Note that we do not require v ∈ U to use the notation d U (v). We define degree of edges d E ′ (e) to be the number of edges in E ′ which are adjacent to e. We will also use u ∼ v to denote adjacency between nodes (or edges), with the underlying graph as a subscript where it might otherwise be ambiguous.
Throughout the paper for any positive integer ℓ, we use [ℓ] to denote the set {1, . . . , ℓ}.
Luby's MIS algorithm
Both our MIS algorithm and our maximal matching algorithm will be based on Luby's algorithm [38] for MIS:
The central idea in the analysis is to define an appropriated subset of nodes and show that it is adjacent to a constant fraction of edges in the graph G. Let X be the set of all nodes v that have at least d(v)
. Then the following lemma is shown, for example, in Lemma 8.1 of [47] .
Lemma 5. Let X be the set of all nodes v that have at least
Next, one can then show that every node v ∈ X has a constant probability of being removed from G, and therefore, in expectation, a constant fraction of G's edges are removed.
This approach gives an O(log n)-round randomized algorithm for MIS. Luby showed, also in [38] , that the analysis requires only pairwise independent random choices, and that the algorithm can therefore be efficiently derandomized (in O(log 3 n log log n) parallel time). However, doing so directly requires many machines (O(mn 2 ) = O(n 4 ) in [38] ), which would generally be considered a prohibitively high total space bound in MPC.
The approach used in Luby's MIS algorithm can be also extended to find maximal matching, since a maximal matching in G is a MIS in the line graph of G, and in many settings one can simulate Luby's algorithm on this line graph.
Communication in low-space MPC
Low-space MPC is in some ways a restrictive model, and even fully scalable algorithms for routing and communication therein are highly non-trivial. Fortunately, prior work on MapReduce and earlier models of parallel computation have provided black-box tools which will permit all of the types of communication we require for our algorithms. We will not go into the details of those tools, but instead refer the reader to the following summary: Proof. The result for sorting follows from applying Theorem 3.1 of [26] to the BSP sorting algorithm of [25] . The prefix sums result comes from Lemma 2.2 of [26] .
This result essentially allows us to perform all of the communication we will need to do in a constant number of rounds. For example, by sorting edges according to nodes identifiers, we can ensure that the neighborhoods of all nodes are stored on contiguous blocks of machines. Then, by computing prefix sums, we can compute sums of values among a node's neighborhood, or indeed over the whole graph. Where 2-hop neighborhoods fit in the memory of a single machine, we can collect them by sorting edges to collect 1-hop neighborhoods onto machines, and then having each such machine send requests for the neighborhoods of all the nodes it stores.
Families of k-wise-independent hash functions
Our derandomization will be based on a classical recipe: we first show that a randomized process using a small random seed still produces good results, by using our random seed to select a hash function from a k-wise independent family. Then, we search the space of random seeds to find a good one, using the method of conditional expectations (sometimes called the method of conditional probabilities).
The families of hash functions we require are specified as follows:
, the random variables h(x 1 ), . . . , h(x k ) are independent and uniformly distributed in [M ] when h is chosen uniformly at random from H.
We will use the following well-known lemma (see, e.g., Corollary 3.34 in [46] For all of our purposes (except when extending to low degree inputs, in Section 5), when we require a family of hash functions, we will use a family of c-wise independent hash functions H = {h : [n 3 ] → [n 3 ]}, for sufficiently large constant c (we can assume that n 3 is a power of 2 without affecting asymptotic results). We choose n 3 to ensure that our functions have (more than) large enough domain and range to provide the random choices for all nodes and edges in our algorithms. By Lemma 8, a random function can be chosen from H using O(log n) random bits (which define the seeds).
Method of conditional expectations
Another central tool in derandomization of algorithms used in this paper is the classical method of conditional expectations. In our context, we will show that, over the choice of a random hash function h ∈ H, the expectation of some objective function (which is a sum of functions calculable by individual machines) is at least some value Q. That is,
Since, by the probabilistic method, this implies the existence of a hash function h * ∈ H for which q(h * ) ≥ Q, then our goal is to find one such h * ∈ H in O(1) MPC rounds.
We will find the sought hash function h * by fixing the O(log n)-bit seed defining it (cf. Lemma 8), by having all machines agree gradually on chunks of log s = Θ(log n) bits at a time. That is, we iteratively extend a fixed prefix of the seed until we have fixed the entire seed. For each chunk, and for each i,
where Ξ i is the event that the random seed specifying h is prefixed by the current fixed prefix, and then followed by i. We then sum these values over all machines for each i, using Lemma 6, obtaining E h [q(h)|Ξ i ]. By the probabilistic method, at least one of these values is at least Q. We fix i to be such that this is the case, and continue.
After O(1) iterations, we find the entire seed to define a hash function h * ∈ H such that q(h * ) ≥ Q. Since each iteration requires only a constant number of MPC rounds, this process takes only O(1) rounds in total.
Roadmap. In Section 3, we first describe an O(log n)-round algorithm for the maximal matching problem by derandomizing Luby's algorithm, via a deterministic graph sparsification technique. Then, in Section 4, we extend our technique to compute also MIS within O(log n) rounds. This provides O(log ∆)-round algorithms for maximal matching and MIS in the regime where the maximum degree ∆ is large, i.e., ∆ = n Ω(ε) . In Section 5, we consider the complementary regime where log ∆ = o(log n). The main result of this section describes an O(log ∆ + log log n)-round algorithm for MIS in the MPC model. Finally, in Section 6, we describe an O(log ∆ + log log n)round algorithm for the (deg+1)-coloring problem.
Maximal matching in O(log n) MPC rounds
In this section we present a deterministic fully scalable O(log n)-rounds MPC algorithm for the maximal matching problem. Later, in Section 5, we will extend this algorithm to obtain a round complexity O(log ∆ + log log n), which improves the bound from this section for ∆ = n o (1) . Theorem 9. For any constant ε > 0, maximal matching can be found deterministically in the
The main idea is to derandomize a variant of a maximal matching due to Luby (cf. Section 2.2), which in O(log n) rounds finds a maximal matching. In each round of Luby's algorithm one selects some matching M and then removes all nodes in M (and hence all edges adjacent to M ). It is easy to see that after sufficiently many rounds the algorithm finds maximal matching. The central feature of the randomized algorithm is that in expectation, in each single round one will remove a constant fraction of the edges, and hence O(log n) rounds will suffice in expectation. This is achieved in two steps. One first selects an appropriated subset of nodes and show that it is adjacent to a constant fraction of edges in the graph G (cf. Lemma 5) . Then, one shows that every node v ∈ X has a constant probability of being removed from G (by being incident to the matching M found in a given round), and therefore, in expectation, a constant fraction of G's edges are removed.
In order to derandomize such algorithm, we will show that each single round can be implemented deterministically in a constant number of rounds in the MPC model so that the same property will be maintained deterministically: in a constant number of rounds one will remove a constant fraction of the edges, and hence O(log n) rounds will suffice. This is achieved in three steps:
• select a set of good nodes B which are adjacent to a constant fraction of the edges,
• then sparsify to E * the set of edges incident to B to ensure that in each node has at degree O(n ε/2 ) in E * , and hence a single machine can store its entire 2-hop neighborhood, and
• then find a matching M ⊆ E * such that removal of all nodes in M (i.e., removal of M and all edges adjacent to M ) reduces the number of edges by a constant factor.
Good nodes. We start with a corollary of Lemma 5, which specifies a set of good nodes which are nodes with similar degrees that are adjacent to a constant fraction of edges in the graph. Let δ be an arbitrarily small positive constant and assume that 1/δ ∈ N. We will be proceeding in a constant (dependent on δ) number of stages, sparsifying the graph induced by the edges incident to good nodes by derandomizing the sampling of edges with probability n −δ in each stage. In order for this to be useful, we want our good nodes to be within a degree range of at most a n δ factor, for their behavior to be similar.
Let us recall (cf. Section 2.2) that X is the set of all nodes v which have at least d(v)
The following is a simple corollary of Lemma 5.
Proof. By Lemma 5, v∈X d(v) ≥ |E|. Since the sets B 1 , . . . , B 1/δ form a partition of X into 1/δ subsets, at least one of them must contribute a δ-fraction of the sum v∈X d(v) ≥ |E|.
From now on, let us fix some i which satisfies Corollary 10. Denote B := B i , and for each
E 0 is the set of edges we will be sub-sampling to eventually find a matching, and B is the set of good nodes which we want to match and remove from the graph, in order to significantly reduce the number of edges.
The outline of our maximal matching algorithm is as follows: As long as each iteration reduces the number of edges in G by a constant fraction, we will need only O(log n) iterations to find a maximal matching. We will show that the iterations require a constant number of rounds each, so O(log n) rounds are required overall.
Computing i, B, and E 0
As discussed in Section 2.3, a straightforward application of Lemma 6 allows all nodes to determine their degrees, and therefore their membership of sets C i , in a constant number of rounds. A second application allows nodes to determine whether they are a member of X, and therefore B i , and also provides nodes v ∈ X with X(v). Finally, a third application allows the computation of the values v∈B i d(v) for all i. Upon completing, all nodes know which i yields the highest value for this sum, and that is the value for i which will be fixed for the remainder of the algorithm.
Deterministically selecting E * that induces a low degree subgraph
We will show now how to deterministically, in O(1) stages, select a subset E * of E 0 that induces a low degree subgraph, as required in our MPC algorithm. For that, our main goal is to ensure that every node has degree O(n 4δ ) in E * (to guarantee that its 2-hop neighborhood will fit a single MPC machine with s = O(n 8δ )), and that one can then locally find a matching M ⊆ E * that will cover a linear number of edges.
We first consider the easy case when i ≤ 4, in which case we set directly E * = E 0 . Notice that in that case, by definitions of X and B = C i ∩ X, we have
3 for all nodes v ∈ B, which is what yields the requirements from E * (cf. the Invariant below) needed in our analysis in Section 3.3.
Next, for the rest of the analysis, let us assume that i ≥ 5. We proceed in i−4 stages, starting with E 0 and sparsifying it by sub-sampling a new edge set E j in each stage j, j = 1, 2, . . . , i − 4. Note that for any node v we have d E 0 (v) ≤ n iδ , since nodes in B have maximum degree n iδ and since v only has adjacent edges in
Invariant:
In our construction of sets E 0 , E 1 , . . . , E i−4 , in order to find a good matching in the resulting sub-sampled graph E * , we will maintain the following invariant for every j:
The intuition behind this invariant is that nodes' degrees decrease roughly as expected in the sub-sampled graph, and nodes v ∈ B do not lose too many edges to their neighbors in X(v) (which we will need to ensure that many of them can be matched in the sub-sampled graph).
One can see that the invariant holds for j = 0 trivially, by definition of sets E 0 and B.
Distributing edges and nodes among the machines. In order to implement our scheme in the MPC model, we first allocate the nodes and the edges of the graph among the machines.
• Each node v distributes its adjacent edges in E j−1 across a group of type A machines, with n 4δ edges on all but at most one machine (which holds any remaining edges).
• Each node v ∈ B also distributes its adjacent edges in X(v) ∩ E j−1 across a group of type B machines in the same fashion.
Type A machines will be used to ensure that the first point of the invariant holds, and type B machines will ensure the second.
In order to sparsify E j−1 to define E j , we proceed with derandomization of a sub-sampled graph. We will fix a seed specifying a hash function from H (recall that H = {h : [n 3 ] → [n 3 ]} is a c-independent family for sufficiently large constant c). Each hash function h induces a set E h in which each edge in E j−1 is sampled with probability n −δ , by placing e ∈ E h iff h(e) ≤ n 3−δ .
Good machines. We will call a machine good for a hash function h ∈ H if the effect of h on the edges it stores looks like it will preserve the invariant. We will then show that if all machines are good for a hash function h, the invariant is indeed preserved.
Formally, consider a machine (of either type) x that receives E(x) ⊆ E j−1 and let e x := |E(x)|.
Our aim is to use the following concentration bound to show that a machine is good with high probability: 
We will take Z to be the sum of the indicator variables 1 {e∈E h } for e ∈ E(x) (i.e., Z = |E(x) ∩ E h |). These indicator variables 1 {e∈E h } are c-wise independent, and each has expectation n −δ . Using that c is a sufficiently large constant, we apply Lemma 11 and get that
This means that with high probability, e x n −δ − n 0.1δ √ e x ≤ |E(x) ∩ E h | ≤ e x n −δ + n 0.1δ √ e x , and x is good.
By the method of conditional expectations, as described in Section 2.5 using objective function q x (h) = 1 x is good for h , we can find a function h which makes all machines good, in a constant number of rounds. We then set E j = E h .
Properties of E j : satisfying the invariant
Having fixed a sub-sampled graph for the stage, we need to show that since all machines were good, we satisfy our invariant for the stage. We defer the proofs of the following Lemmas 12-13 to Appendix A.
We have proven that our invariant is preserved in every stage, and therefore holds in our final sub-sampled edge set E * := E i−4 .
Finding a matching M ⊆ E *
The construction in Section 3.2 ensures that either i ≤ 4, in which case E * = E 0 , or i ≥ 5 and after i − 4 stages, we now have a set of edges E * = E i−4 with the following properties:
We now show a property analogous to Lemma 5 in the graph of E * . 2
We begin with the case i ≥ 5, and then proceed to the simpler case i ≤ 4.
Case i ≥ 5: If v does not have an incident edge {u, v} ∈ E * whose degree in E * is 0, then:
Here, the 3rd inequality follows from Invariant (i), the 4th inequality follows from the fact that {u, v} ∈ X(v) yields d(u) ≤ d(v), the 5th inequality follows from Invariant (ii), the 6th inequality follows from the fact that v ∈ C i and hence d(v) ≥ n (i−1)δ , and the last inequality follows from the fact that v ∈ B yields v ∈ X and hence |X(v)| ≥ d(v) 3 .
Case 1 ≤ i ≤ 4: The proof for the case 1 ≤ i ≤ 4 uses the fact E * = E 0 , and hence
For a fixed v ∈ B, if v does not have an incident edge {u, v} ∈ E * whose degree in E * is 0, then:
Here, in the third inequality we use the fact that {u, v} ∈ X(v) yields d(u) ≤ d(v), and the last inequality follows from the fact that v ∈ B yields v ∈ X and hence |X(v)| ≥ d(v) 3 . Now we area ready to present our deterministic MPC algorithm that for a given subset of edges E * satisfying the invariant, in a constant number of rounds constructs a matching M ⊆ E * such that the removal of M and all edges adjacent to M removes Ω(δ|E|) edges from the graph.
First, each node v ∈ B is assigned a machine x v which gathers its 2-hop neighborhood in E * . Since for every node u we have d E * (u) ≤ 2n 4δ by Invariant (i) (or by the definition of B and E 0 = E * in the case when 1 ≤ i ≤ 4), this requires at most 2n 4δ · 2n 4δ = O(n 8δ ) space per machine. Altogether, since |B| ≤ n, this is O(n 1+8δ ) total space.
We will fix a seed specifying a hash function h from H. This hash function h will be used to map each edge e in E * to a value z e ∈ [n 3 ]. Then, e joins the candidate matching E h iff z e < z e ′ for all e ′ ∼ e. Further, since each node v ∈ B is assigned a machine which gathers its 2-hop neighborhood in E * , in a single MPC round, every node v ∈ B can determine its degree d E h (v).
Clearly E h is indeed a matching for every h ∈ H, but we require that removing E h ∪ N (E h ) from the graph reduces the number of edges by a constant fraction. We will show that |E h ∪ N (E h )| = Ω(δ|E|) in expectation, and therefore by the method of conditional expectations (cf. Section 2.5) we will be able to find a seed h * ∈ H for which |E h * ∪ N (E h * )| = Ω(δ|E|).
We have the following lemma.
Lemma 15. For any machine
x v holding the 2-hop neighborhood of v in E * , the probability that d E h (v) = 1, for a random hash function h ∈ H, is at least 1 109 . Proof. If v has an adjacent edge e with degree 0, then e will join E h and we are done.
Otherwise, for any edge {u, v} ∈ E * it holds that,
Conditioned on z {u,v} < 
by pairwise independence of the family of hash functions H. Therefore, the probability that d E h (v) = 1 is at least:
where the first identity follows since the events are mutually exclusive, and the last one follows by Lemma 14. The claim now follows from 1 108 − 1 2n 2 ≥ 1 109 for large enough n.
We will denote N h := {v ∈ B : d E h (v) = 1}, i.e., the set of nodes in the matching induced by hash function h. We want to study the number of edges incident to N h . By Lemma 15,
By the method of conditional expectations (cf. Section 2.5), using objective function q xv (h) = d(v)1 v∈N h , we can select a hash function h with v∈N h d(v) ≥ 1 109 δ|E|. We then add the matching M := E h to our output, and remove matched nodes from the graph. In doing so, we remove at least δ|E| 218 edges from the graph.
Completing the proof of Theorem 9: finding a maximal matching
Now we are ready to complete the proof of Theorem 9. Our algorithm returns a maximal matching in log 
Maximal independent set in O(log n) MPC rounds
In this section we modify the approach from Section 3 for MIS and prove the following. Later, in Section 5, we will extend this algorithm to obtain a round complexity O(log ∆ + log log n), which improves the bound from Theorem 16 when ∆ = n o(1) .
Outline
The approach to find a MIS in O(log n) MPC rounds is similar to the algorithm for maximal matching. However, the main difference is that for MIS, instead of the edges, as for the matching, we have to collect the nodes, which happen to require some changes in our analysis and makes some of its part slightly more complex.
Let A be the set of all nodes v such that u∼v 1 d(u) ≥ 1 3 . Our analysis again relies on a corollary to the analysis of Luby's algorithm (cf. Lemma 5) .
Proof. Nodes v in X (cf. Lemma 5) satisfy u∼v 1 d(u) ≥ 1 3 . We will again partition nodes into classes of similar degree. Let δ be an arbitrarily small constant and assume 1/δ ∈ N. As in Section 3, partition nodes into sets C i ,
Proof. Each element v ∈ A must be a member of at least one of the sets
Therefore, there is at least one set B i that contributes at least a δ-fraction of the sum v∈A d(v), i.e., v∈B i d(v) ≥ δ|E|.
Henceforth we will fix i to be a value satisfying Corollary 18, and let B := B i and Q 0 := C i . With this notation, we are now ready to present the outline of our algorithm: Notice that since in each round we find an independent set I such that v∈N (I) d(v) = Ω(|E(G)|), it is easy to see that Algorithm 3 finds a MIS in O(log n) rounds. Therefore our goal is to find an independent set I with v∈N
As one can see, Algorithm 3 is very similar to Algorithm 2, and the major difference is that in Algorithm 3 we sub-sample nodes instead of edges, since we cannot afford to have removed any edges between nodes we are considering for our independent set I.
Similarly to matching (cf. Section 3.1), computing i, B and Q 0 can be completed in a constant number of MPC rounds using several applications of Lemma 6. Therefore in the following Sections 4.2-4.3 we will first show how to deterministically construct in O(1) MPC rounds an appropriated set Q ′ ⊆ Q 0 that induces a low degree subgraph and then how to deterministically find in O(1) MPC rounds an independent set I ⊆ Q ′ such that v∈N (I) d(v) = Ω(|E(G)|).
Deterministically selecting Q ′ ⊆ Q 0 that induces a low degree subgraph
We will show now how to deterministically, in O(1) stages, find a subset Q ′ of Q 0 that induces a low degree subgraph, as required in our MPC algorithm for MIS. For that, our main goal is to ensure that every node has degree O(n 4δ ) in Q ′ (to guarantee that its 2-hop neighborhood fits a single MPC machine with s = O(n 8δ )), and that one can then locally find an independent I ⊆ Q ′ that covers a linear number of edges.
We again proceed in i−4 stages (if i ≤ 4, then similarly to Algorithm 2, we will use Q ′ = Q 0 ), starting with Q 0 and sampling a new set Q j (Q j ⊆ Q j−1 ) in each stage j = 1, 2, . . . , i − 4. The invariant we will maintain this time is that, after every stage j, 0 ≤ j ≤ i − 4:
It is easy to see that the invariant holds for j = 0 trivially, by definition of sets Q 0 and B. In what follows, we will show how for a given set Q j−1 satisfying the invariant, to construct in a constant number of MPC rounds a new set Q j ⊆ Q j−1 that satisfies the invariant too.
• Each node v in Q j−1 distributes its adjacent edges to nodes in Q j−1 across a group of machines (type Q machines), with at most one machine having fewer than n 4δ edges and all other machines having exactly n 4δ edges.
• Each node v in B distributes its adjacent edges to nodes in Q j−1 across a group of machines (type B machines), with at most one machine having fewer than n 4δ edges and all other machines having exactly n 4δ edges.
Note that nodes may be in both Q j−1 and B and need only one group of machines, but for the ease of analysis we treat the groups of machines separately. Similarly to Section 3.2, type Q machines will ensure that Invariant (i) holds and type B machines will ensure Invariant (ii).
In order to select Q j−1 ⊆ Q j , we will first fix a seed specifying a hash function from a H. Each hash function h induces a candidate set Q h into which node in Q j−1 is "sampled with probability n −δ ", by placing v into Q h iff h(v) ≤ n 3−δ .
Type Q machines. Consider a type Q machine x that gets allocated edges V (x) ⊆ Q j−1 and
Each of the indicator random variables 1 {v∈Q h } is c-wise independent, and has expectation n −δ . Therefore we can apply to these random variable Lemma 11: taking Z to be the sum of the indicator variables for V (x) (i.e., Z = |V (x) ∩ Q h |), and choosing a sufficiently large constant c, Lemma 11 implies that Pr |Z − µ| ≥ n 0.1δ √ v x ≤ n −5 . This means that with high
As before, we will apply Lemma 11, setting
is at least n (i−1)δ , and so the variables Z v take values in [0, 1]. They have expectation E [Z v ] = n (i−2)δ d(v) , and as before, they are c-wise independent. Hence, we can apply Lemma 11 with sufficiently large c to find that Pr |Z − µ| ≥ n 0.1δ √ v x ≤ n −5 . Hence, with high probability,
x is good. Since there are at most 2n 2 s + 2n ≤ n 2 machines, by a union bound the probability that a particular hash function h ∈ H makes all machines good is at least 1−n −3 . The expected number of machines which are not good for a random choice of function is therefore less than 1. So, by the method of conditional expectations (cf. Section 2.5), using objective q x (h) = 1 x is good for h , in a constant number of MPC rounds we can find a hash function h ∈ H which makes all machines good. We then use such hash function h to set Q j = Q h .
Properties of Q j : satisfying the invariant
Having fixed a sub-sampled set of nodes Q j for the stage, we need to show that since all machines were good, we satisfy our invariant for the stage. Missing proofs are deferred to Appendix B.
Lemma 19 (Invariant (i)). All nodes
4n δj . We have proven that our invariant is preserved in every stage, and therefore holds in our final sub-sampled node set Q ′ := Q i−4 .
Finding an independent set I
After i − 4 stages, we now have a node set Q ′ := Q i−4 with the following properties:
We now show a property analogous to Lemma 14 (and hence Lemma 5) for the node set Q ′ .
Proof. Clearly the claim is true when i ≤ 4. Otherwise, for every v ∈ B with no neighbor u ∈ Q ′ with d Q ′ (u) = 0, we have the following,
where the first inequality follows from Invariant (i) and the second one from Invariant (ii). Now we area ready to present our deterministic MPC algorithm that for a given subset of nodes Q ′ satisfying the invariant, in a constant number of rounds constructs an independent set I ⊆ Q ′ such that the removal of I and N (I) removes Ω(δ|E|) edges from the graph.
Each node v ∈ B is assigned a machine x v which gathers a set N v of up to n 4δ of v's neighbors in Q ′ (if v has more than n 4δ neighbors in Q ′ , then take an arbitrary subset of n 4δ of them), along with all of their neighborhoods in Q ′ (i.e., N Q ′ (N v )). By Invariant (i), this requires at most n 4δ · 2n 4δ = O(n 8δ ) space per machine. Since |B| ≤ n, this is O(n 1+8δ ) total space.
We now show that these sets N v preserve the desired property:
. We now do one further derandomization step to find an independent set. We will fix a seed specifying a hash function from H. This hash function h will be used to map each node v in Q ′ to a value z v ∈ [n 3 ]. Then, v joins the candidate independent set
Clearly I h is indeed an independent set, but what we are aiming for is that removing I h ∪ N (I h ) from the graph reduces the number of edges by a constant fraction. We will show that in expectation (over a random choice of h ∈ H) this is indeed the case, and then we can apply the method of conditional expectations (cf. Section 2.5) to conclude the construction.
Each machine x v is good for a hash function h ∈ H if it holds a node u ∈ N v ∩ I h . Since x v holds the neighborhoods in Q ′ of nodes in N v , it can determine whether they are members of I h . We show that with constant probability, x v is good for a random hash function h ∈ H.
Lemma 23.
For any machine x v holding a set N v and its neighborhood in Q ′ , with probability at least 0.01δ (over a choice of a random hash function h ∈ H) it holds that |N v ∩ I h | ≥ 1.
Proof. If any node u ∈ N v has d Q ′ (u) = 0, it will join I h and we are done.
Otherwise, by Lemma 22 we have u∈Nv 1 d Q ′ (u) ≥ 0.1δ and we will consider, for the sake of the analysis, some arbitrary subset
.
Let A u be the event u ∈ I h ∧ z u < n 3 3d Q ′ (u) . By pairwise independence,
Furthermore, for any u = u ′ , again by pairwise independence of hash functions from H,
So, by the principle of inclusion-exclusion,
Here we use that, by our choice of N * v , we have
. Therefore, for n larger than a sufficiently large constant, we have the following,
For a hash function h ∈ H, we will denote N h := {v ∈ B : N v ∩ I h = ∅}, i.e., the set of nodes to be removed if the independent set induced by hash function h is chosen. By Lemma 23 and by the definition of B (which ensures v∈B d(v) ≥ δ|E|),
By the method of conditional expectations (cf. Section 2.5), using q xv (h) = d(v)1 xv is good for h , we can select a hash function h with v∈N h d(v) ≥ 0.01δ 2 |E|. We then add the independent set I := I h to our output, and remove I and N (I) from the graph. In doing so, we remove at least 1
200 edges from the graph.
Completing the proof of Theorem 16: finding MIS
Now we are ready to complete the proof of Theorem 16. Our algorithm returns a MIS in at most log 1 1−δ 2 /200 |E| = O(log n) stages, each stage of the algorithm, as described above, taking a constant number of rounds in MPC. The space required is dominated by storing the input graph G (O(m) total space) and collecting node neighborhoods when finding an independent set (O(n 8δ ) space per machine, O(n 1+8δ ) total space). Setting δ = ε 8 allows us to conclude Theorem 16 by obtaining that for any constant ε > 0, MIS can be found deterministically in MPC in O(log n) rounds, using O(n ε ) space per machine and O(m + n 1+ε ) total space.
MIS and maximal matching in O(log ∆ + log log n) MPC rounds
While our main efforts in Sections 3 and 4 have been on achieving deterministic MIS and maximal matching algorithms running in a logarithmic number of rounds on MPC, with some additional work we can improve them for graphs with low maximum degree, obtaining deterministic MPC O(log ∆ + log log n)-rounds algorithms, where ∆ is the maximum degree in the input graph. In the following, we will present our algorithms for MIS. Obtaining similar bounds for maximal matching will be done by reducing to the MIS problem. Indeed, these well-known reductions that date back to Luby [38] can be efficiently implemented in the low-space MPC setting, provided that the largest degree ∆ is sufficiently small: O(n ε/c ) for small constant c. We will elaborate more about implementing these reductions towards the end of this section.
Let us first observe that it is sufficient to consider the case where ∆ ≤ n δ , as otherwise we can use the O(log n) algorithm from Theorem 16 to achieve an O(log ∆)-rounds MPC algorithm.
Assuming that ∆ ≤ n δ (where δ is, as before, a constant sufficiently smaller than ε) we mimic Luby's algorithm for MIS (cf. Algorithm 3 in Section 4). We group the rounds of the algorithm into stages, each stage consisting of ℓ = O(δ log ∆ n) phases. As in Algorithm 3, in each phase i, we find an independent set I i in the current graph G i−1 (after i − 1 phases) and remove I i ∪ N (I i ) to obtain a new graph G i . This process terminates when G i is the empty graph, in which case the union of all independent sets found is a MIS. We will show that after an O(log log n) rounds preprocessing, each stage -consisting of ℓ phases -can be implemented deterministically in a constant number of rounds in the MPC model, using O(n ε ) space per machine and O(n 1+ε ) total space. Then we will show that the algorithm terminates in O(log n) phases, and hence in O(log ∆) stages.
We will first design a randomized algorithm and then show how the features of our algorithm lead to a deterministic algorithm, following the approach presented in earlier sections.
Randomized MPC algorithm with smaller seed
We begin with a presentation of a simple randomized algorithm for MIS that uses random seeds of O(log ∆) bits for each step in Luby's algorithm. We later show how to adjust this randomized algorithm to be efficiently implemented deterministically. Our starting point is based on the observation that in Luby's algorithm we only need independence between nodes that are 2hop apart. This allows us to reduce the seed length from O(log n) to O(log ∆) by essentially assigning every node a new name with only O(log ∆) bits, such that every 2-hop neighbors are given distinct names. This task can be stated as a vertex coloring in the graph G 2 . For every graph G with maximum degree ∆, Linial [36] showed an O(∆ 2 )-coloring using O(log * n) rounds in the LOCAL model. Kuhn [33] extended this algorithm and show that it can implemented also in the CONGEST model within the same number of rounds.
In our context, since we wish to color the graph G 2 , we need compute a O(∆ 4 )-coloring χ on G 2 . As ∆ ≤ n δ (for some constant c), the 2-hop neighbors of each node can be stored on a single machine, and thus we can efficiently simulate the coloring algorithm of [33] within O(log * n) rounds. Once the O(∆ 4 )-coloring is computed, the algorithm will simulate the random choices of Luby's algorithm using a family H * of pairwise independent hash functions (as in Lemma 8) mapping the O([∆ 4 ]) colors to number in [∆ 4 ]. The benefit of using this family of hash functions is that one can pick a function h in this family uniformly at random using only O(log ∆) bits (rather than O(log n) bits).
The randomized MIS algorithm. We will find a MIS stage by stage. Fix a stage and consider its ℓ = O(δ log ∆ n) phases. These phases are identical in effect to those of Algorithm 3, except that the hash functions map color classes rather than individual nodes. Since behavior is independent of nodes outside of 2-hop neighborhoods, and we have ensured that no nodes within distance two are colored the same, we can show via the same method that we remove a constant fraction of G i−1 's edges each phase. Therefore, after O(log n) phases we have removed all edges from the graph and thus have found an MIS. So, we require only O log n δ log ∆ n = O(log ∆) stages.
Deterministic MIS algorithm in O(log ∆ + log log n) rounds in MPC
In this section, we show how to derandomize the algorithm from Section 5.1 in only O(1) rounds per stage, with O(log log n) total overhead; that is, in O(log ∆ + log log n) MPC rounds overall, completing the proof of Theorem 1.
Basic tools
Gathering the r-th hop neighborhood. Let r = O(δ log ∆ n). Let G be the input graph.
Since the r-th hop neighborhood of any single node has at most ∆ r = O(n δ ) nodes, in O(log r) rounds we can collect the r-th hop neighborhood of each node u in G into the machine that stores u, ensuring that the space used on any single machine is s = O(n ε ). With our choice of r, this operation can be implemented in O(log log n) rounds on the MPC. 
Deterministic MPC implementation
Now, we are ready to present a deterministic MPC algorithm that in O(log ∆) stages finds MIS, and (after an O(log log n)-rounds preprocessing) requires only a constant number of rounds per stage. The algorithm is a derandomization of the algorithm presented in Section 5.1.
We will consider only the case ∆ ≤ n δ , and we will assume that there are O(n) machines available, each machine with space s = O(n ε ); so the total space is O(n 1+ε ).
Preprocessing. In order to implement our scheme in the MPC model, we first allocate all nodes and edges among the machines. We allocate each node to a separate machine; since s = O(n ε ) and ∆ ≤ n δ , we can distribute the edges so that each node v has all its adjacent edges on the machine designated to v.
Next, we run Linial's algorithm to find a O(∆ 4 )-coloring of G 2 . As discussed earlier, this can be done in O(log * n) rounds in MPC.
Next, for every node v, we distribute to the machine designated to v the entire family H * of pairwise independent hash functions mapping O([∆ 4 ]) to [∆ 4 ], as discussed above.
Next, for every node v, we collect its r-th hop neighborhood into the machine that stores u, ensuring that the space used on any single machine is s = O(n ε ). With our choice of r = O(δ log ∆ n), this operation can be implemented in O(log log n) rounds on the MPC.
Deterministically implementing a stage in O(1) MPC rounds. Consider a stage of the algorithm consisting of ℓ = O(δ log ∆ n) phases; we set r = 2ℓ. Let G 0 be the graph at the beginning of the stage. We let G i denote the graph obtained after the i-th phase, 0 ≤ i ≤ ℓ; we will construct G 1 , . . . , G ℓ iteratively. We assume that each node u knows its r-th hop neighborhood in G 0 , stored on the machine associated with u.
The randomized algorithm takes a sequence of hash functions h 1 , . . . , h ℓ i.u.r. from H * , and in each phase i,
To derandomize this algorithm, each node considers all possible sequences of hash functions h 1 , . . . , h ℓ from H * . The number of such sequences is |H * | ℓ , and hence they can be represented by ℓ · O(log ∆) = O(δ log n) seeds, and can be stored and evaluated on a single machine.
We go through all possible sequences of hash functions h = h 1 , . . . , h ℓ from H * and we find independent sets I 1 , . . . , I ℓ for each such sequence; let I h be the union of the independent sets found in a given stage for the sequence of hash functions h. Let G h be the graph G ℓ at the end of that stage obtained for the sequence of hash functions h.
At least one sequence h = h 1 , . . . , h ℓ ensures that the resulting graph G h has at most c ℓ phase · |E 0 | edges, where c phase is the constant fraction that we can guarantee we remove each phase. Our algorithm will select the sequence h 0 that minimizes the number of edges of the resulting graph G h 0 , and will output to the next stage the resulting graph G h 0 and the obtained independent set I h 0 . Our central observation is that for a node v in G 0 , for a fixed sequence h 1 , . . . , h ℓ of hash functions from H * , one can decide whether the algorithm will select v to be in I j or in N (I j ) for some 1 ≤ j ≤ ℓ, solely on the basis of the (2ℓ)-th hop neighborhood of v in G 0 . Indeed, to detect whether v ∈ I 1 ∪ N (I 1 ), node v must only check whether we have h 1 (χ(v)) < h 1 (χ(u)) for all u ∼ G 0 v, in which case v ∈ I 1 , and whether for any u ∼ G 0 v it holds that h 1 (χ(u)) < h 1 (χ(w)) for all w ∼ G 0 u, in which case u ∈ I 1 , and hence v ∈ N (I 1 ). Similarly, by induction, to determine whether v ∈ I j or v ∈ N (I j ) for some 1 ≤ j ≤ ℓ, one only has to know the (2j)-th hop neighborhood of v in G 0 . Therefore, if node v has its (2ℓ)-th hop neighborhood in G 0 stored on the machine associated with v, v can determine on its own machine whether v ∈ I j or v ∈ N (I j ) for some 1 ≤ j ≤ ℓ. Hence, v can also determine if it is in G ℓ .
Therefore, for every node v, we run on the machine storing v the algorithm above: for every sequence h of hash functions from H * , check whether v ∈ I h and compute its degree in G h .
As the result, for any sequence h = h 1 , . . . , h ℓ of hash functions from H * , every node v in G 0 knows its degree d G h (v) in G h and whether v ∈ I h . Therefore, using the aggregation approach from Section 2.3 (cf. Lemma 6), in a constant number of MPC rounds one can find a sequence h 0 of hash functions from H * that minimizes that number of edges in G h 0 . This sequence of hash functions is used to define the independent set I h 0 found in a given stage. Notice that the resulting graph G h 0 has at most c ℓ phase · |E 0 | edges.
Maintaining the r-th hop neighborhood at the beginning of every stage. In our algorithm, we require that at the beginning of each stage, each node u knows its r-th hop neighborhood in the current graph, and stores it on the machine associated with u. We have discussed how to use a preprocessing, to obtain it at the beginning of the algorithm. Now, let us suppose that a node u knows its r-th hop neighborhood at the beginning of a stage in graph G 0 ; we will show how to ensure that u knows its r-th hop neighborhood at the end of that stage, in graph G ℓ . Notice that if I * is an independent set found in that stage, then G ℓ is obtained from G 0 by removing of I * ∪ N (I * ). Therefore, to find the r-th hop neighborhood of u in G ℓ , it suffices that u knows all nodes in its r-th hop neighborhood in G 0 that are in I * ∪ N (I * ). But this can be easily ensured by asking every node v ∈ I * ∪ N (I * ) to send this information to all nodes in its r-th hop neighborhood in G 0 ; this can be done in a single round of the MPC.
With this, we can summarize our discussion in this section. Maximal matching. For maximal matching one can use the standard reduction of performing MIS on the line graph, when log ∆ = o(log n). Here, one must assign machines to determine whether nodes of the input graph are removed rather than edges, in order to obtain O(m+n 1+ε ) rather than O(mn ε ) total space. That is, machines representing nodes in the original graph can collect balls large enough to simulate the MIS algorithm on all of the adjacent edges, and so we must only collect balls per node in G rather than per edge.
(deg+1)-list coloring in O(log ∆ + log log n) MPC rounds
Our algorithm for the (deg+1)-coloring problem will follow similar lines: we reduce the input instance to instances of low degree (i.e., n to some arbitrarily low constant power), so that we can collect constant-radius neighborhoods of nodes onto single machines. As in our algorithms for maximal matching and MIS, we will define a constant δ which is sufficiently smaller than ε, and we will consider our instances to be of low degree if their maximum degree is at most n 15δ . We will first describe how we solve (deg+1)-coloring on such graphs of low degree.
Reduction to MIS in low degree instances
When degree is at most n 15δ , we can apply the standard (due to Luby [38] ) reduction to maximal independent set: a new graph is created in which nodes v in the original graph correspond to cliques of size |P al(v)| in the new graph, with each clique node representing a color from the palette P al(v) of node v. If two neighboring original nodes share a color between their palettes, an edge is drawn between their corresponding clique nodes. An MIS in this new graph necessarily indicates a complete proper coloring of the original graph, since it can easily be seen that exactly one clique node from each clique joins the MIS, and this determines the color for the original node. This reduction graph has at most n 1+15δ vertices, and maximum degree at most n 30δ . Then, we can solve (deg+1)-coloring by applying our MIS algorithm to this reduction graph. By Theorem 1, this requires O(log ∆ + log log n) rounds in low-memory MPC. The local and global space bounds for the algorithm are n c 1 δ and n 1+c 2 δ respectively, for some constants c 1 and c 2 , which is O(n ε ) and O(n 1+ε ), respectively, so long as we choose δ sufficiently small.
Reducing from high degree to low degree instances
We next describe a randomized recursive procedure, ColorReduce(G), which reduces an input graph G (in which nodes all have palettes at least as large as their degrees) into O(1) low-degree instances (with the same property) which can be solved using the MIS reduction. We will then show that ColorReduce can be efficiently derandomized using the method of conditional expectations, similarly to our earlier applications. Here C = u∈V P al(u) denotes the global set of all colors.
Algorithm 4 ColorReduce(G)
Pick hash functions h 1 , h 2 uniformly at random from H = {h :
be the union of the graphs induced by bins the bin 1, . . . , n 3δ − n δ that were assigned colors (i.e., with no edges between nodes of different bins) Let G 2 = (V 2 , E 2 ) be the graph induced by nodes in bins n 3δ − n δ + 1, . . . , n 3δ (i.e., keeping edges between bins) Restrict V 1 's palettes to colors assigned by h 2 to the bin of each node, ColorReduce(G 1 ) Update V 0 's palettes, color G 0 using reduction to MIS Update V 2 's palettes, ColorReduce(G 2 ) 3
The recursive procedure ColorReduce(G) divides G into three graphs G 0 , G 1 , and G 2 . G 0 is the graph of low degree nodes, which we will solve using MIS reduction (though we must do so after coloring G 1 , or G 1 may not be colorable). G 1 is a graph generated by graph and palette sparsification; we sample nodes into bins into which we will also randomly partition colors, and then restrict nodes' palettes to only colors from their bin. Then, we can safely remove all edges between nodes in different bins, since they cannot be colored the same. This is how we guarantee that G 1 has significantly reduced degree.
Since there will be some deviation from the expected degrees and palette sizes within bins, if we partition the colors among all the bins, some nodes will have degrees larger than their palettes. To avoid this, we leave some bins without colors, and distribute the colors only over a slightly lower number of bins, so that palette sizes in these bins are larger than degrees with high probability. We place the nodes which were assigned to bins without colors into graph G 2 . For these nodes, we wait until we have colored graphs G 1 and G 0 , update their palettes to remove colors used by their neighbors in V 0 and V 1 , and then color recursively. Since only a small proportion of bins were not assigned colors, the degree of G 2 is also significantly reduced.
We prove some properties about the ColorReduce procedure. For nodes that are placed into V 1 , denote P al ′ (v) := {γ ∈ P al(v) : β(γ) = β(v)}. First we show that, in the graph G 1 , nodes' palettes are larger than their degrees, and so they can be colored. Proof. If we fix β(v), the indicator variables for events β(γ) = β(v) (for each γ ∈ P al(v)) are c-wise independent, and take value 1 with probability 1 n 3δ −n δ and 0 otherwise. Therefore, by Lemma Proof. If we fix β(v), the indicator variables for events β(u) = β(v) (for each u ∈ N (v)) are c-wise independent, and take value 1 with probability 1 n 3δ and 0 otherwise. Therefore, by Lemma 11,
Setting λ = d(v) 0.6 gives that with high probability, 
where the second inequality follows by the fact that |P al(v)| > d(v), and the fact that d(v) ≥ n 9δ . For the forth inequality, we use the fact that d(v) n 2δ > 2d(v) 0.6 n 3δ , since d(v) ≥ n 13δ . We conclude that P al ′ (v) > |N 1 (v)| with high probability.
Next we show that the degree in G 2 is small. For a node v ∈ V 2 , let N 2 (v) be the set of v's neighbors in G 2 (i.e., N 2 (v) = {N (v) ∩ V 2 }).
Lemma 28.
For each node v ∈ V 2 , then |N 2 (v)| = (1 + o(1))d(v)n −2δ with high probability.
Proof. Since v / ∈ V 0 , we have that d(v) ≥ n 15δ . The indicator variables for events u ∈ V 2 (for each u ∈ N (v)) are c-wise independent, and take value 1 with probability n δ n 3δ = n −2δ and 0 otherwise. Therefore, by Lemma 11,
Setting λ = d(v) 0.6 gives that with high probability,
So, we have now proven that the procedure ColorReduce, drawing uniformly random hash functions from H, reduces an instance of (deg+1)-list coloring to a two recursive calls on instances of degree at least an n δ factor lower, and one low-degree instance which can be solved using MIS reduction.
Since we need only to reduce degrees by this factor O(1) times before the instance becomes low degree and can be solved by MIS reduction, the depth (and therefore size) of our recursion tree is O(1), i.e., we make O(1) calls to the MIS reduction.
We now show that ColorReduce can be efficiently derandomized:
Lemma 29. In O(1) MPC rounds, we can derandomize a call of ColorReduce.
Proof. We apply the method of conditional expectations to derandomize the choice of hash functions (which is the only random element) in ColorReduce; the argument is very similar to those for maximal matching and MIS so we omit some details. We now focus on one level of the recursion applied on an input graph G ′ . The goal is to partition G ′ into G ′ 1 , G ′ 2 by derandomizing the procedure described above. To do that, we partition the current palettes and edges of each node u in G ′ among several machines, each receiving a distinct set of Θ(n 15δ ) colors in u's current palette and a set of Θ(n 15δ ) edges incident to u in G ′ . We then apply the method of conditional expectation to make sure that both the number of u's colors and u's edges stored at a given machine are reduced by the desire factor of roughly n δ . Once we find a seed that satisfies this reduction at each machine, our goal is achieved.
So long as machines hold at least n 15δ edges or colors, Lemmas 26, 27 and 28 hold with high probability, for the subset of edges or colors held on the machine. Therefore, we can find, by the method of conditional expectations as previously described, hash functions for which the lemmas hold for all machines, and therefore all nodes in the graph, in constant rounds.
So, we now have a deterministic algorithm for (deg+1)-coloring. The derandomization of graph and palette sparsification requires O(1) rounds as described, O(n ε ) space per machine (since δ is chosen to be sufficiently smaller than ε), and O(m + n) total space. Therefore the round and space complexity is dominated by the O(1) calls to the MIS algorithm, which yields the complexities described in Theorem 2.
Conclusions
In this paper we present a deterministic method for graph sparsification while maintaining some desired properties and apply it to design the first O(log ∆ + log log n)-round fully scalable deterministic MPC algorithms for maximal matching and maximal independent set (Theorem 1), and (∆ + 1)-coloring and (deg+1)-coloring (Theorem 2). In combination with previous results, this also gives the first deterministic O(log ∆)-round CONGESTED CLIQUE algorithms for MIS, maximal matching, (∆ + 1)-coloring, and (deg+1)-coloring (Corollaries 3 and 4).
We expect our method of derandomizing the sampling of a low-degree graph while maintaining good properties will prove useful for derandomizing many more problems in low space or limited bandwidth models (e.g., the CONGEST model).
An interesting open question that remains is whether efficient derandomization is possible in MPC low-space and optimal total space (i.e., O(m + n) rather than O(m + n 1+ε )). We note that our graph sparsification procedures in all of our algorithms can be implemented in optimal total space. The extra n 1+ε total space is required for the efficient derandomization procedures applied on the computed sparse subgraphs. Specifically, these procedures are considerably more efficient provided that the 2-hop neighborhood of each node is stored at a single machine. We note that our algorithms for MIS and matching should yield O(log 2 ∆) rounds when restricting to global space of O(m). It will be very interesting to provide an improved derandomization techniques for this setting as well.
From our invariant we know that y ≥ δ−o (1) 4n δ(j−1) , and so √ y ≤ y δ−o (1) 4n δ(j−1)
≤ y δ n 0.5δ(j−1) . Hence, 
Proof of Lemma 22. If d Q ′ (v) ≤ n 4δ then N v = N Q ′ (v) and so the lemma holds by Lemma 21.
Otherwise we have |N v | = n 4δ , and so by Invariant (i) in the first inequality, we get,
