Introduction
The solution u to the free Schrödinger equation
with initial condition u(0) = f ∈ L 2 (R 2 ) is given by u(t, x) = e itΔ f (x), (1.2) where e itΔ is defined, for example, by the spectral theorem. Since e itΔ is a unitary group
. But in fact, due to the dispersive nature of the free Schrödinger equation, the solution u, as a function of space-time, is even L p -bounded,
3)
where p = p(d) = 2 + 4/d. This was first shown by Strichartz [10] who followed the L p restriction proof of Stein and Tomas. Later simplified proofs were given by Ginibre and Velo [4] , see also [2, 11] .
The sharp value of S d , that is, the quantity
4)
has been unknown until very recently. In fact, even the existence of maximizers for (1.4) , that is, functions f * = 0 such that one has equality in (1.4), 5) has been only recently established. By using an elaborate application of the concentration compactness method, Kunze showed in [5] that (1.4) has a maximizer in one dimension. His proof does not, however, provide any explicit information about the maximizer nor the value of S 1 . The reason why even the existence of maximizers has not been known until recently is the invariance of the Strichartz inequality under the rather large group of Galilei transformations and scaling. This makes the usual existence proof for maximizers via minimizing sequences very hard, since they can very easily converge weakly to zero. The usual method to circumvent this problem is the concentration compactness principle; however, in this setting it has to be used twice, first in Fourier space, then in real space. See [5] for the Strichartz inequality and [6] for the maximizer in the dispersion management soliton equation, which is related to the Strichartz inequality. However, Kunze's approach gives no information about the maximizer, not even smoothness. For the dispersion management problem, Stanislavova showed recently in [9] that Kunze's maximizer is, indeed, given by a smooth function.
Very recently, Foschi [3] gave a simple proof of the Strichartz inequality in one and two dimensions, which yields the sharp constant. More precisely, he proved the following theorem. Theorem 1.1 (Foschi [3] 
). The same applies for the triple tensor
We denote by
the closed linear subspace of L 2 (R 3 ) consisting of functions invariant under rotations of R 3 which keep the (1, 1, 1) direction fixed and by P 1 :
Moreover, let α 1 = (1, 0, 1, 0), α 2 = (0, 1, 0, 1) and
be the closed linear subspace of L 2 (R 4 ) consisting of functions invariant under rotations of R 4 which keep both the (1, 0, 1, 0) and
to be the orthogonal operator onto functions L 2 . With this, we have the following theorem.
Remark 1.4. We would like to stress that we are not using the Fourier transformation in our discussion of the Strichartz inequality. Nevertheless, using the Fourier transform to represent the solution u of the free Schrödinger equation in the form
instead of formula (2.1) below, an argument very much similar to the one given in Section 2 shows that in dimension one
and in dimension two
Thus there seems to be a symmetry of the Strichartz norm under Fourier transformation.
We do not use this additional symmetry, but it might be useful in other contexts.
Using that any projection operator is bounded above by the identity, the Representation Theorem 1.3 immediately yields the sharp Strichartz inequality: in one dimen-
Hence we get the bounds 
with λ > 0, μ ∈ R, c ∈ C, A ∈ C, give equality in the Strichartz inequality. In particular, the sharp constant is given by
is a maximizer for the two-dimensional Strichartz inequality if and only if f ⊗ f is in the range of P 2 . That is, it is invariant under rotations of R 4 keeping the (1, 0, 1, 0) and the (0, 1, 0, 1) directions fixed. Again, any centered Gaussian (this time with rotational symmetric covariance) and, moreover, all functions of the form
with A ∈ C, c ∈ C 2 , and λ > 0 and μ ∈ R (to ensure integrability of f), will satisfy this condition. So the sharp constant is indeed
In fact, the above invariance under suitable rotations together with a simple argument shows that at least in one and two dimensions the only maximizers in the Strichartz inequality are Gaussians. More precisely, we have the following theorem.
Theorem 1.5 (Gaussian maximizers). Let
mizer for the Strichartz inequality (1.3),
if and only if f is a Gaussian, that is,
where
The above theorem says, in particular, that the extremizer in two dimensions is the product of two one-dimensional Gaussians.
(ii) We cannot say anything about the three-and higher-dimensional cases, except that Gaussians are solutions of the corresponding Euler-Lagrange equation, hence extremizers, see Section 4. We expect the maximizers to be products of one-dimensional
Gaussians. In fact, following Lieb's ideas [7] , see also [1] , showing that any maximizer is a product of one-dimensional functions would immediately imply that every maximizer is a Gaussian.
Conjecture 1.7.
Based on Foschi's result and on the direct calculation of the ratio defining S d for Gaussians, we conjecture that
(1.18)
In the next section, we give the proof of the Representation Theorem 1.3 and in Section 3 we give the proof of Theorem 1.5.
Proof of the representation theorem
If f is an integrable function on
The one-dimensional case
Now, first consider the case of one space dimension. We want to rewrite R×R |u(t,
First integrate this with respect to x, making the substitution x = 2tz, and then integrate with respect to t, making the substitution t = 1/4τ. Using that, as distributions, δ(ξ) = (2π)
We want to identify the right-hand side of (2.3) as a quadratic form of a simple
, the space of test functions, and define
This is a symmetric quadratic form and, by definition,
The crucial observation is that there should be a symmetric linear operator A 1 generat-
First, we have to show that A 1 is, indeed, a bounded operator. It is certainly defined on C ∞ 0 (R 3 ), the space of test functions.
) and extends to a bounded linear operator on all of L 2 (R 3 ).
To prove this lemma, we need an extension of a result contained in [3] .
Lemma 2.2. (i)
For all η ∈ R 3 , the measure
is a probability measure on R 3 .
(ii) For all Borel measurable sets B ⊂ R 3 ,
where |B| denotes the Lebesgue measure of B.
Proof. The proof of the first part of the lemma is a simple calculation:
Rotating the (1, 1, 1) direction to the north pole, the ζ 1 direction, one sees
To prove the second part, note that by changing the order of integration, the symmetric dependence of m 1 on η and ζ, and the first part of the lemma, we have
. With the measure m 1,η defined above, the operator A 1 applied to G can be written as 12) where, for the inequality, we used Jensen's inequality, [8] , and the fact that m 1,η is a probability measure for all η by the first part of Lemma 2.2. The second to last equality follows from interchanging the integrations and then using R 3 m 1,η (dζ)dη = dζ, which holds thanks to the second part of Lemma 2.2.
Since A 1 is densely defined, the above calculation shows that it extends to a bounded symmetric operator on all of L 2 (R 3 ) with norm at most 1/(2 √ 3).
Now we proceed with the proof of the representation theorem in the onedimensional case. By a slight but common abuse of notation we denote by A 1 the ex-
. We have to show that A 1 is a multiple of the orthogonal projection operator P 1 .
. Note that, by construction, A 1 G depends on η only via |η| 2 and the projection of η on the line given by the (1, 1, 1) direction. In other words, 13) for some function G on R × R + . Hence, recalling the definition (1.6) for L 1 , we see that
and boundedness of A 1 , it also maps all of L 2 (R 3 ) into L 1 . And so, by symmetry of A 1 ,
To finish the proof of part (a) of Theorem 1.3, it remains to check that A 1 acts as a multiple of the identity in the range of P 1 .
Take G ∈ C ∞ 0 (R×R + ). Then, by the above discussion, the function G(ζ) = G ((1, 1, 1 
is in the range of P 1 and
(2.14)
In the second equality we used the fact that the first δ-measure forces (1, 1, 1)·ζ = (1, 1, 1)· η and the second δ-measure forces |ζ| 2 = |η| 2 . For the last equality, we used Lemma 2.2(i).
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The equality (2.14) shows that 2 √ 3A acts, indeed, as the identity on a dense set of function in the range of the projection operator P 1 . Since it also maps into the range of P 1 , we conclude that A = (1/2 √ 3)P 1 which, together with (2.3)-(2.6), finishes the proof of part (a) of the Representation Theorem 1.3.
The two-dimensional case
The proof in the two-dimensional case is very similar to the one in one space dimension.
In this case
and f ⊗ f(η) = f(η 1 )f(η 2 ). Squaring (2.1) with d = 2, one sees
(2.15)
As before, we integrate this with respect to the now-two-dimensional variable x and make the substitution x = 2tz. Using the fact that for the Dirac measure on R 2 , one has
, and then integrating with respect to t, making the substitution t = 1/(4τ), we arrive at
(2.16)
This is nearly exactly the same expression as in the one-dimensional case. This time, however, the first δ-function denotes a Dirac measure on R 2 . Recall that α 1 = (1, 0, 1, 0) and α 2 = (0, 1, 0, 1).
(2.17)
(2.18)
Similarly to the one-dimensional case,
, where the operator A 2 can be read off from (2.18),
Assume, for the moment, the following lemma.
Lemma 2.3. The operator
) and extends to a bounded linear operator on all of L 2 (R 4 ).
Lemma 2.4. (i)
For all η ∈ R 4 , the measure
is a probability measure on R 4 .
(ii) For all Borel measurable sets B ⊂ R 4 ,
21)
With this we can argue exactly as in the one-dimensional case. By inspection,
2 ) for some function G on R × R × R + . Thus, using (1.7), we
is dense in the range of P 2 and 
All maximizers are Gaussians
In this section we finish the proof of Theorem 1.5. First, we discuss the one-dimensional case. Recall that, by the Representation Theorem 1.3, one has equality in the Strichartz inequality for the initial condition f ∈ L 2 (R) if and only if the function R
is in the range of the orthogonal projection operator P 1 , that is, it is invariant under rotations of R 3 which keep the (1, 1, 1) direction fixed. A convenient way to write down a matrix representation for such a rotation is as follows. The three vectors
obviously form an orthonormal basis of R 3 . Any matrix representing a rotation of R For example,
If h is a differentiable function on R 3 invariant under rotations of R 3 keeping v 1 fixed, then one must have h(η) = h(M(θ)η), where M(θ)η is defined by the usual matrix multiplication. In particular,
for all θ and η ∈ R 3 . By the chain rule,
Here ∇h = ((∂/∂η 1 )h, (∂/∂η 2 )h, (∂/∂η 3 )h). Since M(0) is the identity matrix and
6)
any function h obeying (3.4) must have
Now we come to the following proof.
Proof of Theorem 1.5 in one space dimension. Let f ∈ L 2 (R) be a nontrivial maximizer for the Strichartz inequality. By the representation theorem, the function f ⊗ f ⊗ f is in the range of P 1 , hence invariant under rotations which keep the v 1 direction fixed.
Step 1. Assume in addition that f is differentiable and never vanishes. Then f is a Gauss-
is a differentiable function invariant under rotations of R 3 keeping v 1 fixed, so (3.7) holds for h. Since, by assumption, f never vanishes, one can further simplify (3.7) to
where we also introduced g (x) = f (x)/f(x), the logarithmic derivative of f. Differentiating (3.8) with respect to η 1 , say, gives
Since η 1 , η 2 , η 3 are independent variables, g must be constant, so g is a second-order polynomial. Hence f must be a Gaussian. This settles the one-dimensional case, as soon as one knows that the maximizer is smooth and nonvanishing.
To proceed with the proof in the general case we follow an argument of Carlen [1] . We need a bit more notation: denote by P t convolution on R 3 with the kernel
, and by Q t convolution on R with kernel
Step 2. Let f ∈ L 2 (R) with h = f⊗f⊗f in the range of P 1 . Assume that Q t (f) never vanishes.
Then f is a Gaussian.
Indeed, by rotational invariance of P t , the function P t h inherits the rotational invariance of h. Moreover, by the product structure of the kernel of P t ,
Since by assumption Q t f never vanishes, we can use Step 1 to conclude that Q t f is a
Gaussian. Hence f = lim t→ 0 Q t f is a limit of Gaussians and hence a Gaussian. To finish the proof, we note the following.
Step 3. Assume that f is a maximizer in the Strichartz inequality. Then Q t f never vanishes for all t > 0.
To see this, take the modulus in (3.10) and apply P s again. This gives
Again, P s |h t | inherits all rotational symmetries of P t h, in particular, those of h. Since
as t → 0, we see that Q t f is not the zero function for small t. Thus, since convolution with Gaussians improves positivity, Q s |Q t f| is a strictly positive smooth function. By
Step 2, we can conclude that |Q t f| is a Gaussian. Hence Q t f never vanishes for small t.
This finishes the proof of Theorem 1.5 in the one-dimensional case.
For the two-dimensional case, recall that the Representation Theorem 1.3 says
is a maximizer of the Strichartz inequality in two dimensions, then the map R
is in the range of P 2 .
As a preliminary result let us note that this immediately implies that f is a product of two one-dimensional functions f 1 and f 2 . Indeed, since h defined above is in the range of P 2 , it is of the form Since α 1 and α 1 are eigenvectors of M with eigenvalue one and |Mη| 2 = |η| 2 , the invariance h(η) = h(Mη) holds for any h ∈ Ran(P 2 ). This gives
Then integrating the above equality with respect to η 1 and η 2 over Q and using Fubini's theorem shows
So every maximizer f in the two-dimensional Strichartz inequality factorizes into a prod-
Now assume that R 
given by the matrix
for some θ ∈ [0, 2π).
As in the three-dimensional case, one concludes that h must satisfy the differential equation
(3.17)
We can now give the following proof.
Proof of Theorem 1.5 in two space dimensions. Let f be a nontrivial maximizer in the two-dimensional Strichartz inequality. Then by the above discussion
Moreover, the function
is in the range of P 2 , by the representation theorem, in particular, invariant under the rotations M(θ) defined above. Now assume, in addition, that f j , j = 1, 2, is smooth and never vanishes. Then h obeys the differential equation (3.17) . Introducing the logarithmic derivatives
we can rewrite this as
(3.20)
Differentiating with respect to η 1 yields
21)
and differentiating this again with respect to η 2 gives
Thus, since η 1 and η 2 are independent variables, both second logarithmic derivatives are constant and equal. So f is the product of two one-dimensional Gaussians with the same covariance. This proves the two-dimensional version of Theorem 1.5 if f is smooth and nonvanishing. The general case follows from this by an argument very similar to the one used in the proof of the one-dimensional version. One has to use convolution with a rotationally symmetric Gaussian on R 4 and use its invariance under rotations of R 4 and its product structure as in the previous proof.
Extremizers for d ≥ 3
Unfortunately neither Foschi's method nor ours does directly apply to dimensions three and higher. There is, however, a natural procedure to verify if there exist Gaussian extremizers in higher dimension. Assume first that the Gaussian We observe that by using invariance under Schrödinger evolution, we can adjust β to be real. Secondly by using dilation invariance
3)
we may adjust β = 1. Finally, by fixing an appropriate L 2 norm, we let α = 1. Therefore, it is sufficient to verify that u = e Gaussian with a nonrotationally symmetric covariance.
(ii) We cannot rule out the existence of non-Gaussian extremizers for the Strichartz inequality in dimension three and higher. We believe that they do not exist and that all maximizers must be Gaussians. This is in spirit with Lieb's result [7] that Gaussian kernels have only Gaussian extremizers.
