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evidence is one of the major points of criticism this formalism has to face. To overcome 
this difficulty various approximation algorithms have been suggested that aim at 
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D1 algorithm--that was designed to bring about minimal deviations in those values 
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1. INTRODUCTION 
The complexity of the computations that have to be carried out in the 
Dempster-Shafer theory of evidence (DST) [3, 10] is one of the main points 
of criticism this formalism has to face. In fact, [8] shows that the combina- 
tion of two mass functions or basic probability assignments (bpa's) using 
Dempster's rule is #P-complete. ~ To overcome this difficulty various 
methods have been suggested that include efficient algorithms for special 
cases, local computation schemes, Monte Carlo algorithms, and approxi- 
mation methods. An investigation of the latter in decision-making situa- 
tions will be the focus of this article. 
The number of focal elements in the belief functions under considera- 
tion heavily influences the computational complexity of combining various 
independent pieces of evidence encoded as mass functions. As a conse- 
quence, [13], [12], and [7] suggest approximations that aim at reducing this 
influence factor by removing focal elements and/or  redistributing the 
corresponding numerical values. 
An empirical study presented in [12] investigates the quality of the 
approximations soobtained by considering the average maximum deviation 
from function values that are relevant to decision making. A second 
criterion to assess the quality of an approximation is its ability to induce 
some "structure" on the given information, thus allowing an adequate 
presentation of the essentials of its contents to a user. 
Though Tessem's tudy focused only on quantitative aspects of decision 
making, the quality of a decision is more important in many applications. 
That is, whenever the numbers erve solely as a means of finding the best 
candidate from a set of alternatives, the numerical deviation from the 
actual values is only of secondary interest. As a consequence the empirical 
study presented in this article will consider both numerical and qualitative 
aspects when evaluating the appropriateness of various approximation 
algorithms for efficient decision making. Building upon the methodology 
described in [12], new measures capturing the deviation from an optimal 
choice are introduced and the actual output size of the methods under 
consideration is recorded, thus providing the basis for discussing the 
various tradeoffs associated with the usage of one of the algorithms 
presented. 
In addition to the attention this article pays to the properties of various 
well known algorithms, it also introduces a new approximation method 
1 The class #P is a functional nalogue ofthe class NP of decision problems. 
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called the D1 algorithm and compares its performance with that of the 
others. 
The rest of this article is organized as follows. Section 2 reviews the 
basic notions of DST and motivates the usage of approximate computa- 
tions. Section 3 discusses four approximation procedures, including the 
new D1 algorithm, after which Section 4 describes the testbed used and 
interprets the empirical results. Section 5 briefly discusses related ap- 
proaches for speeding up the computations in DST. Finally, Section 6 
concludes with a brief summary and discusses aspects going beyond deci- 
sion making. 
2. THE COMPLEXITY PROBLEM 
The basic carrier of information in the Dempster-Shafer theory of 
evidence (DST) is a mass function or basic probability assignment (bpa) 
m : 2 ° ---> [0, 1]. It assigns a numerical value to each subset of a given frame 
of discernment O and satisfies the properties 
• m(•)=0and 
• EAcom(A)  = 1. 
Subsets A _c t9 that satisfy the condition m(A)  > 0 are called the focal 
elements of m. Two mass functions m 1 and m 2 can be combined using 
Dempster' s rule [3]: 
(m 1 • m2)(A)  = 
E Al n A2=Xml( A1)mz( A2 ) 
E A~ n A2 ~ ml( A l )m2(A2) " 
Dealing with mass functions brings about both representational and com- 
putational complexity problems that are discussed in [8], in which the 
combination of various pieces of evidence using Dempster's rule is shown 
to be #P-complete. Given a frame of discernment of size IOI = N,  a mass 
function m can have up to 2 N focal elements, all of which have to be 
represented explicitly in order to capture the complete information en- 
coded in m. Furthermore, the combination of two mass functions requires 
the computation of up to 2 N÷ 1 intersections. 
Reducing the number of focal elements of the mass functions under 
consideration and retaining the essence of the information they represent at 
the same time is thus a viable way to overcome these problems--besides 
the other alternatives like Monte Carlo algorithms mentioned above and 
discussed later in Section 5. When it comes to decision making (i.e. 
choosing one of the alternatives from the frame of discernment), the 
criterion for assessing an approximation obviously is the quality of the 
choice it permits in comparison with the original information. 
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3. APPROXIMATION ALGORITHMS 
This section reviews some of the well-known approximation algorithms, 
introduces the new D1 algorithm, and discusses their basic characteristics. 
The discussion centers mainly on the respective computational complexity 
and the size of their output in terms of the number of focal elements left 
after approximation. Combined with the empirical results described in 
Section 4.2, this will form the basis for the evaluation of the various 
tradeoffs associated with the application of a particular approximation 
method in decision-making situations. 
3.1. The Bayesian Approximation 
The Bayesian approximation [13] reduces a given mass function m to a 
(discrete) probability distribution, i.e., only singleton subsets of the frame 
of discernment are allowed to be focal elements of the approximated 
version m of m: 
EB.AcBm(B)  
otherwise. 
As a consequence ___ can have at most 101 focal elements. Given a mass 
function m with n focal elements, its Bayesian approximation can be 
computed in time O(nlOI). Additionally, this method has the following 
properties: 
1. m I (9 m 2 = m 1 ~ m2, i.e., the order of combination and approxima- 
tion does not influence the final result. Among all the algorithms 
taken into consideration i  this paper, the Bayesian approximation is 
the only one with this property. 
2. If m 1 is a Bayesian mass function (i.e., m~ has only singleton focal 
elements), then m 1 • m 2 = m 1 • m 2. 
The following example will be used throughout he rest of this section to 
illustrate the effects of the various approximation methods described. 
EXAMPLE Let O = {a, b, c, d, e} be the frame of discernment under con- 
sideration, and m a mass fun :tlon over O with the values 
0.50, 
0.30, 
re (A)= 0.10, 
0.05, 
0.05, 
0 
A = {a, b}, 
A = {a,c ,d},  
A = {c}, 
A = {c, d}, 
A = {d, e}, 
otherwise. 
(1) 
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Applying the Bayesian approximation to m yields the following result: 
0.360, 
0.230, 
m(A)  --~ 0.205, 
0.180, 
0.023, 
0 
A = {a}, 
A = {b}, 
A = {c}, 
A = {d}, 
A = {e}, 
otherwise. 
Obviously the application of this approximation method is not reasonable 
in cases where the number of focal elements of the input mass function m 
itself is _< 119[. 
3.2. The k-l-x Method 
The basic idea underlying this approximation (see [12]) is to incorporate 
only the highest-valued focal elements of the original mass function into 
the approximation m,tx ,  assign zero values to all other subsets of 19, and 
finally renormalize the result to make it a mass function again. The 
selection of focal elements is subject to the following constraints: 
• mkt  x may contain at most l focal elements. 
• Their minimum number is k. 
• In case this condition is violated, the accumulated mass of all focal 
elements of m that are not  included in mkl  x is restricted to be at 
most x, where x ~ [0, 1[. 
Depending on the instantiation of the parameters k, l, and x, the behavior 
of this algorithm can be varied so as to simply limit the number of focal 
elements remaining, exclusively restrict the mass that may be "deleted" 
from m, or even mix both strategies. The exact definition of this algorithm 
is given in Figure 1. For a mass function m with n focal elements the 
approximation m~t x can be computed in time O(n  log n). 
begin k-l-x approximation (m, k, l, x) 
sort the subsets of ® w.r.t, their m-values 
totalmass := 0 % total mass of mkt x so far 
f := 0 % number of focal elements of m, l  x 
while m contains focal elements and 
( f  < 1) and 
((f < k) or (totalmass < 1 - x)) 
do add next focal element A of m to mkt x 
f :=f+ 1 
totalmass := totalmass + m(A)  
od 
normalize the values of m,t  x 
end 
Figure 1. The k-l-x approximation. 
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EXAMPLE For the mass function m as given in (1) and the values k = 2, 
l = 3, and x = 0.1, the following results are obtained: 
[ 0.5, A = (a,b},  
~0.-3, A = {a,c,d}, 
mklx(Z)  I t00 , otherwise. 
Removing {c, d} and {d, e}--each with a value of 0.05-- from m was 
sufficient to satisfy both the constraints concerning the number of focal 
elements left and the numerical mass deleted. In this case, normalizing the 
remaining values is equivalent to dividing them by 0.9-- the value of 
1 - [m({c, d}) + m({d, e})l. 
3.3. Summarization 
Similar to the k-l-x procedure, the summarization method (inspired by 
the summarization operation described in [7]) leaves the best-valued focal 
elements of the mass function under consideration unchanged. The nu- 
merical values of the remaining focal elements are accumulated and 
assigned to the set-theoretic union of the corresponding subsets of ®. 
Let k be the number of focal elements to be contained in the approxi- 
mation m s of a given mass function m. Let M denote the set of the k - 1 
subsets of ® with the highest values in m. Then m s is given by 
Im(A) ,  A ~ M, 
ms(A)= I~oA, mA,A,~Mm(A'), A=Ao,  
otherwise, 
where A 0 is uniquely determined by 
A0= CJ A'. (2) 
A' q~ M 
m(A')> 0 
The summarization of a mass function with n focal elements can be 
computed in time O(n). 
EXAMPLE For the mass function rn from (1) and k = 3, m s has the 
following values. 
(0.5, A = {a,b}, 
ms(A ) = ~0.3 ,  A = {a,c,d}, 
I 
otherwise. 
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In this case A 0 corresponds to {c,d,e}, and the set M of the k -  1 
best-valued focal elements of m contains {a, b} and {a, c, d}. 
3.4. The D1 Approximation 
Let m be a mass function to be approximated. Again k is the desired 
number of focal elements of the approximated mass function m D. Further- 
more, let M + denote the set of the k - 1 focal elements of m with the 
highest values, M-  the set containing all other focal elements of m: 
M += {A 1 . . . .  ,Ak_ 1 __c_O[VA ~M + :m(A  i) >m(A) , i=  1 . . . . .  k -  1}, 
M-= {A c O[m(A)  > 0, A ~ M+}. 
The crucial idea of the D1 algorithm is to keep all the members of M + 
(and possibly ®) as focal elements of m D and distribute the numerical 
values of the elements in M-  among them. This distribution works as 
follows. Given a focal element A ~ M-  of m, the collection M A of 
supersets of A in M + is computed. The value m(A)  is dispensed uni- 
formly among the (set-theoretically) smallest members of M A. 
In case M A is empty, i.e., M + contains no superset of A, the set M~ is 
constructed: 
M~ = {B ~ M+IIBI >_ [AI, B NA 4: O).  
Again m(A)  is shared among the smallest members of M~. The exact 
value to be assigned to a focal element B ~ M) depends on: 
• the proportion of elements of A covered by the various B i ~ M) (i.e. 
the value of the variable quota), 
• the total number of "shares" held by the various B i ~ M) (i.e. the 
value of number), and 
• the size of its intersection with A. 
This procedure is invoked recursively to distribute the remainder of m(A)  
(i.e. val - hlp) among those elements of M + sharing elements with Arest 
- - the  subset of A containing the "rest" of A not covered by one of the Bi. 
This time the size of focal elements from M + to be considered can be 
bounded to be at least [B1I (or equivalent [Bi[ for any of the B i ~ M~). 
Recursion stops as soon as the whole value m(A)  is assigned to the 
members of M + or the set M~ becomes empty. In that case the remaining 
value is assigned to ®, which thus becomes a focal element of m D. 
Another strategy would be to collect all the "remaining pieces" Arest 
during the approximation process and assign the sum of their numerical 
values to their set-theoretic union. The empirical investigation described in 
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Section 4 clearly showed that the behavior of this variant does not 
significantly deviate from the one presented above. The D1 algorithm is 
described in detail in Figures 2 and 3. 
The approximation of a mass function with n focal elements can be 
computed in time O(k(n - k)). 
REMARKS 
1. This approximation method is conservative in that the numerical 
values of focal elements to be removed are exclusively assigned to 
(set-theoretically) larger subsets of ®, i.e., the approximated version 
m o represents information that is less specific than that originally 
encoded in m. The effect of this restriction is that the approximation 
does not rule out any of the hypotheses that were considered possible 
before by assigning them a zero plausibility value. Instead, the in- 
duced plausibility value increases, i.e., 
Plmo(A) >_ Plm(A) 
holds for all subsets A _c ® and mass functions m. 
2. Concentrating this distribution process on the smallest possible su- 
persets of A ~ M-  contained in M+--i .e. those with the maximum 
overlap with A- - i s  intended to produce minimal deviations in the 
pignistic probability P0 induced by m o (the standard function for 
decision making in DST; see Section 4). 
EXAMPLE The D1 algorithm yields the following results for the mass 
function m from (1) and k = 3: 
[0.5, A = {a,b}, 
)0.475, A = {a,c,d},  
! 
mD(A) X 
[00.025 , A={a,b,c,d,e),otherwise. 
begin Dl_approximation (m, M +, M- )  
forall A ~ M + 
do % keep the best focal elements 
mo(A) := m(A) 
od 
mD(O ) := m(O) 
forall A ~ M-  
do % redistribute the values of the others 
distribute(A, m( A ), IAI) 
od 
end 
Figure 2. The D1 approximation--main loop. 
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procedure distribute( A : set, val : real, limit : integer) 
M A :={B~M+IA cB} 
ifMA 4=0 
then % case 1: M + contains upersets of A 
~14 := {B ~ M AIIBI minimal in M A} 
forall B E MA 
do % distribute m( A ) among members Of l~A : 
mD(B) := mo( B) + (1/IMAI)" val 
od 
else % case 2: M + contains no supersets of A 
MA := {B ~ M+I IBI >limit, A n B 4= 0} 
ifMA 4~¢ 
then hip := 0 % par to fm(A)  already distributed 
MA := {B E M~ I IBI minimal in MA} 
% let&I A = {B 1 . . . . .  B1} 
% determineportion f  elements ofA occuring in the Bi: 
IUI=I Bi hA l  
quota := I AI 
% compute total number of"shares": 
number := E~:I'IBi n AI 
forall B ~ MA 
do share := (IB n AI/number) "quota" val 
roD(B) := mo(B)  + share 
hip := hip + share 
od 
if quota < 1.0 
then Arest :=A \ [,.J~-i Bi % remainder of A 
if Arest 4 = 0 
then distribute( Arest, val - hip, IB 1 I) 
fi 
fi 
else mD(@) := roD(®) + val 
fi 
Figure 3. The D1 approximation--body. 
Obviously, {a, b} and {a, c, d} are the members of M +, whereas {c}, {c, d}, 
and {d, e} belong to M- .  
As the focal element {a, b} has an empty intersection with all M-  sets, 
its original value remains unchanged, i.e., mD({a, b}) = m({a, b}). The set 
{a, c, d}, however, is affected by the process of distributing the masses 
associated with the focal elements to be removed. As it completely 
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contains both {c} and {c, d}, their respective masses are added to total to 
its original value in m--i .e.,  m({a,c ,d})  is increased by 0.10 + 0.05. 
Additionally it covers half of the elements of {d, e}, which adds another 
0.05/2 to the m D value of {a, c, d}. The "remainder" {e} is not contained 
in any of the M + sets, so its associated value of 0.025 is assigned to 
® = {a, b, c, d, e}. This yields a complete specification of all values of m D. 
4. EMPIRICAL TESTS AND RESULTS 
A number of empirical tests were performed with the aim of investigat- 
ing the appropriateness of the various approximation algorithms in deci- 
sion-making situations. Section 4.1 will describe the test environment and 
the error measures used to quantify the induced deviations from an 
optimal decision, before Section 4.2 gives an overview of the results and 
discusses the tradeoffs associated with the application of a particular 
algorithm. 
4.1. The Testbed 
In order to produce comparable results, many parameters of the testbed 
were taken from [12]. A frame of discernment of size IOI = 32 was 
assumed as the basis for all the tests. For each algorithm, random mass 
functions with eight focal elements each were generated and five combina- 
tions using Dempster's rule were computed. 2 This was repeated more than 
1000 times for each candidate. After each combination the results were 
approximated and evaluated w.r.t, the error measures described below. 
Mass functions are generated using two exponentially distributed ran- 
dom numbers X and Y (with identical distributions) and the following 
algorithm: 
rest := 1 
fo r i :=  l to7  
do generate random number X 
randomly generate A c O 
m( A ) .'= P(  Y < X ) . rest 
rest := rest - m(  A)  
od 
generate "new" A c O 
m( A ) := rest 
2 [12] also investigates mass functions with two and four focal elements. 
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In this way a uniform distribution of numerical values among the focal 
elements is avoided, i.e., the random mass functions are closer to "realis- 
tic" data in which the information given supports the various alternatives 
to different degrees. 
For the experiments the following parameter values were chosen: 
• For D1 and the summarization algorithm the instantiations with 
maximum numbers of focal elements k = 8 and k = 30--henceforth 
referred to as D1_8, D1_30, Summ 8, and Summ_30- -were  consid- 
ered. 
• For the k-l-x method the parameter sets were k = 1, l = 0% x = 0.013 
and k = 1, l = 30, x = 1.0. The corresponding instantiations of this 
algorithm are denoted by ldx_01 and klx 30, respectively. 
• Recall that the Bayesian approximation algorithm is not parametrized. 
It will be abbreviated as "Bayes." 
All the error measures used are based on the pignistic probability Po 
induced by a mass function m. P0 can be considered to be the standard 
function for decision making in DST [11]. It is characterized by 
m(A) 
P°({x}) = ~ IAI 
A : x~A c_6) 
To keep the results comparable to those obtained in [12], the first error 
measure is identical to the one used there. It quantifies the maximal 
deviation in the pignistic probability induced by an approximated mass 
function. Let P0 be the pignistic probability induced by the original 
version of a mass function m, Papp the one induced by its approximation 
m' (no matter which algorithm was applied). Then the error measure is 
defined as 
Er ror l (m' )  = max JPo(A) - Papp(A) I- 
Ac_O 
This measure, however, does not reflect the quality of a decision based on 
/'app- To capture this aspect, additional error measures are introduced. Let 
x 0, Xap p ~ @ be characterized by the following properties: 
Po({Xo}) = maxP0({x}) , 
x~ 
gapp((Xapp} ) = m~Papp( (X})  , 
i.e., x 0 (Xapp) has the highest value in P0 (Papp) among all elements of O. 
This means x 0 is the optimal choice given the original information 
3 The same values as in [12]. 
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encoded in m--x  o is the decision that should be made--while Xap p is the 
one that actually will be made given an approximated version m' of m. In 
this situation, the quantities 
Error2(m') = {XlPaop({X})> eapp({X0})} 
Error3(m') = {x P0({x})> P0({Xapp})}[ 
count the numbers of alternatives with a higher Papp value than x 0 and a 
higher P0 value than Xap p, respectively. This means they reflect the 
rankings of x 0 on the basis of Papp and of Xap p on the basis of P0. 
The concrete values of Error2(m') = 1 and Error3(m') = 2 for some 
approximated mass function m', for example, mean that the third best 
choice is made, while the actual optimum is considered the second best 
alternative only. 
Error3 is particularly important for the assessment of an approximation 
method w.r.t, decision making, since it directly represents the quality of 
decision Xap p. A value of 0 indicates that the approximation yields the 
same optimal choice as the original information. Note that in this case 
Error2 also assumes the value 0. 
4.2. The Results 
For a fair comparison of the various approximation algorithms including 
a characterization f the respective tradeoffs associated with their applica- 
tion, a mere consideration of the error measures is not sufficient. In 
addition, the size of their output has to be taken into account o estimate 
the gain in runtime. Table 1 summarizes the average, minimum, and 
maximum numbers of focal elements both in the original data and in their 
approximations for each candidate algorithm after the fifth combination. 
Table 1. Quantitative Comparison of the Approximation Algorithms 
Average Minimum Maximum 
Instantiation Orig. Approx. Orig. Approx. Orig. Approx. 
D1_8 1624 7.90 213 7 7058 8 
D1_30 1616 29.93 208 29 4590 30 
Summ_8 1680 8.00 209 8 5859 8 
Summ_30 1589 30.00 188 30 4404 30 
Bayes 1632 29.32 217 23 5806 31 
klx_O1 1616 440.02 234 3 4447 1849 
klx_30 1448 28.63 179 13 2763 30 
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REMARKS 
1. For technical reasons the algorithms were not run with identical test 
data. However, the statistical data in Table 1 indicate that the 
average problem size was approximately equal for all candidates. 
2. The extreme number of 1849 focal elements was produced by klx_01 
when the original mass function contained 3843 focal elements. The 
approximations generated by this algorithm exceeded 1000 focal 
elements in more than 7% of all cases. 
Figures 4, 5, and 6 depict the average results for the error measures 
described above. 
In all three cases klx_01 reaches the best values. This is due to the fact 
that relatively few focal elements with extremely low values are removed 
from the input data. The average size of a mass function approximated 
with this method is 440 focal elements; the maximum is more than 1800 
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Figure 5. Results for Error2. 
(see Table 1). As a consequence the gain in runtime is the least among all 
candidates--taking into account both the time to compute the combina- 
tions and the approximation itself. Restricting the number of focal ele- 
ments as in klx_30 improves this aspect but induces significant deviations 
in Errorl. 
Compared to algorithms with similar output size, both instantiations of 
the summarization yield the worst values for all error measures. 
The Bayesian approximation is the only one with improving values after 
several combinations. In [12] this is explained by the fact that the result of 
combining several mass functions becomes more and more specific and 
thus approximates a probability distribution. As a consequence this algo- 
rithm yields its worst results whenever decisions have to be made on the 
basis of little evidence. After four or five combinations it reaches the level 
of D l _30 .  
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Combinations 
The errors induced by D1 are relatively small even for the instantiation 
with eight focal elements only (this is particularly true for Error2 and 
Error3). This facilitates decision making in extremely time critical applica- 
tions. The Dl_30 instantiation yields the best values of all candidates 
(with the exception of klx_01) during the first combinations. After the 
fourth to fifth step the Bayesian approximation starts to produce slightly 
better values. 
Before evaluating the empirical results so obtained, another quality 
criterion will be considered that complements the error measures dis- 
cussed so far. Figure 7 displays the percentages of exact hits, i.e. cases 
where the approximation leads to the same decision as the original 
information, for the various candidate algorithms. They mostly conform to 
what could be expected given the values of Errorl through Error3, the 
only exception being klx_30, which almost reaches the level of Dl_30. 
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Combined with its values regarding Error3, this means that klx_30 allows 
the correct decision to be made in about the same number of cases as 
Dl_30;  however, in case of failure, the deviation from the optimum gets 
very large in many cases. 
What are the consequences for the selection of a particular algorithm in 
a given application? If the runtime behavior is not too critical, klx 01 or a 
similar instantiation of the k-l-x algorithm is the best choice. 4
If only approximately 1(91 focal elements are acceptable, D l_30  and the 
Bayesian approximation yield the best results. The former is advantageous 
during the first combinations, while the latter is preferable during longer 
4 Fur ther  exper iments  howed that  all three er ror  measures  grow l inearly with the value of  x 
whi le the percentage  of  cor rect  decis ions decreases  very slowly. 
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cycles. In particular the number of correct decisions using the Bayesian 
algorithm is very limited during the first three combinations. Although 
klx_30 yields about as many exact hits as Dl_30, the latter offers the 
advantage of near to optimal decisions in many cases, whereas the former 
often produces ignificant deviations. 
If time restrictions allow only very coarse approximations, D1 outper- 
forms the competitors, as the example of Dl_8 shows. 
In case the actual numerical values used for decision making are not 
completely negligible, both Errorl and Error3 have to be taken into 
account o assess the performance of an approximation algorithm. Again, 
Dl_30 and--after four or five combinations--Bayes produce better re- 
sults than the other candidates (with the exception of klx_01). In particu- 
lar, they both clearly outperform klx_30, which yields significantly worse 
values in the Errorl category, 
REMARKS 
1. The positive results for the Bayesian approximation do not come free. 
It collapses the belief intervals [Bel(.), PI(-)] into point values. As a 
consequence, the ability of DST to explicitly represent and deal with 
partial ignorance is lost. 
2. It is interesting to consider the deviation of the numerical values 
assigned to x 0 and Xap p by their corresponding pignistic probabilities 
P0 and Papp, respectively. An evaluation of the resulting error mea- 
sure defined as 
Error4(m') =lPo(,tXo})- Papp({Xapp})l 
did not reveal significant differences between the various approxima- 
tion algorithms. In fact they all produced almost identical results with 
values ranging between 0.002 and 0.03, i.e., the numbers assigned to 
the top-rated alternatives nearly coincide before and after the ap- 
proximations. 
5. RELATED WORK 
Besides the approximation algorithms discussed in the previous ections, 
there are various other approaches to speeding up computation i the 
Dempster-Shafer theory. These can be divided into three categories: 
• additional approximation methods, 
• computational methods for particular types of information, and 
• Monte Carlo methods. 
In the following, some important representatives of these classes will be 
briefly discussed. 
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Reference [4] describes approximation methods that make use of conso- 
nant mass functions, whose focal elements form a chain like A 1 c A 2 c 
• -- c A n. Tessem's experimental results for the strong outer approximation, 
with significant deviations in category Errorl  indicating the incompatibility 
of this method with Dempster's rule, could be reproduced (see [12]). 
Moreover, this algorithm also produced by far the worst results of all 
competitors for Error2 and Error3, which makes it unusable for decision 
making. This is the reason why it was not discussed in detail in Section 3. 
The basic assumptions behind the approximation method described in 
[5] are: 
• only a relatively small number of subsets of O are of "semantic 
interest" in a given situation; 
• these subsets can be ordered in a strictly hierarchical way, thus 
forming a tree T of hypotheses. 
While combination of various pieces of evidence can be computed effi- 
ciently using a hypothesis pace structured that way, this approach violates 
the basic equation of the Dempster-Shafer theory: 
Bel (X)  = 1 - PI(.~). 
D 
The reason is that generally the complement X of a hypothesis X 
contained in T cannot be guaranteed to also be a member of the 
hypothesis tree. As a consequence the notion of a belief interval 
[BeI(X), PI(X)] is lost. Furthermore, since the exact structure of T--which 
is under the control of a knowledge ngineer--would have had an influ- 
ence on the experimental results, this approach was excluded from the 
empirical investigation. 
In contrast, [1] suggests a method for computing the exact values of a 
combination in linear time. However, the feasibility of this method is 
restricted to the case of mass functions that are exclusively focused on 
singleton sets or their complements and thus cannot be applied in general. 
The local computation of belief in networks as suggested in [9] does not 
share this limitation. Like others, this method cannot overcome the inher- 
ent intractability of computations in the DST either. 
The third class of approaches addressing the complexity problem of DST 
comprises various Monte Carlo algorithms (e.g. [15, 6, 16]). Their applica- 
tion involves making a number of random choices on the basis of some 
probability distribution. The common observation here is that the reliabil- 
ity of initial input data, even if they come from an expert, is restricted. It is 
therefore justifiable to have an algorithm whose output is incorrect in a 
limited number of cases, i.e. that produces the correct results within a 
certain known probability [6]. 
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Future work will include a comparison of the performance of Monte 
Carlo and approximation algorithms in decision-making situations. To this 
end, instantiations of the methods discussed in the preceding sections will 
have to be chosen that produce a certain interesting percentage of correct 
decisions. Requiring the Monte-Carlo algorithms to pick the right alterna- 
tive with the same probability will yield an insight into both the gain of 
computational complexity and the deviations produced in the nonoptimal 
cases. 
6. CONCLUSION 
The results presented in the preceding sections clearly show that there is 
no overall "best" approximation algorithm with respect o decision mak- 
ing. Instead the tradeoffs between the number of focal elements remain- 
ing, the complexity of computing the approximation itself, and the quality 
of the decisions made have to be taken into account. However, it is clear 
that the k-l-x algorithm (at least in instantiations with unlimited numbers 
of focal elements), D1, and the Bayesian approximation yield definitely 
better esults than the summarization does. Given a particular application, 
a ranking of these three alternatives can be established on the basis of the 
discussion in Section 4.2. 
Another criterion for assessing the quality of an approximation, as 
discussed by Tessem, is its ability to induce a structure that allows the 
essence of the information encoded to be presented to a user. He con- 
cludes that the equivalence of consonant mass functions to possibility 
distributions makes the corresponding approximation method particularly 
well suited for presentation purposes. Similarly, a probability distribution 
as produced by the Bayesian approximation directly quantifies the effect 
on the singleton subsets of O. However, if decisions are based on the 
pignistic probability P0, it is reasonable to immediately use this function 
for explanations. In contrast o this, the k4-x method in general does not 
"improve" the structure of information as it "blindly" deletes focal ele- 
ments from its input mass function. 
In case the total mass of the focal elements removed by the summariza- 
tion algorithm is relatively large, the total support for their accumulation 
A 0 [see (2)] can become disproportionally arge, thus significantly falsifying 
the original information. 
The D1 algorithm tries to concentrate he numerical mass on the focal 
elements that were strongly supported by the original evidence and mini- 
mize the number of hypotheses affected by this process. Depending on the 
number of focal elements remaining, this approximation produces a--pos- 
sibly very coarse--impression f those parts of the hypothesis space most 
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strongly favored by the available information. An example application for 
explaining and justifying decisions made in the Dempster-Shafer theory 
can be found in [2]. 
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