Abstract. In this paper, we study a three-dimensional Ricci-degenerate Riemannian manifold (M 3 , g) that admits a smooth nonzero solution f to the equation
Introduction
We consider a three-dimensional Riemannian manifold (M 3 , g) that admits a smooth nonzero solution f to the equation
where ψ, φ are given smooth functions of f , Rc is the Ricci tensor of g. One can easily see that if ψ = 0 and f is a constant function (we call this trivial), then this is nothing but an Einstein manifold equation. In this paper, we study some well-known classes of spaces with the function f that satisfies (2) .
The first class is when ψ = −1 and φ = λ, where λ is a constant, i.e., (M 3 , g, f ) is a gradient Ricci soliton satisfying the following equation:
A gradient Ricci soliton is said to be shrinking, steady, or expanding if λ is positive, zero, or negative, respectively. The gradient Ricci soliton has significance as a singularity model of Ricci flow. Therefore, considerable effort 1 has been devoted toward understanding its geometric properties and classifying it. Studies have been conducted under various geometric conditions. Some of these studies are related to this paper, as stated below.
In [5] , J. Berstein and T. Mettler classified two-dimensional complete gradient Ricci solitons. In [11] , any three-dimensional complete noncompact non-flat shrinker was proved to be a quotient of the round cylinder S 2 × R; see also [23, 32, 36] . For the three-dimensional gradient steadiers, S. Brendle showed that a three-dimensional steady gradient Ricci soliton that is non-flat and κ-noncollapsed is isometric to the Bryant soliton up to scaling in [6] ; see also [7] . In higher dimensions, gradient Ricci solitons have been studied when the Weyl tensor satisfies certain conditions. Complete locally conformally flat solitons have been studied in [9, 12, 15, 38, 43] . Gradient Ricci solitons with harmonic Weyl tensors have been studied in [19, 25, 31, 41] . Bach-flat cases have been studied in [8, 10] .
Next, we consider a V -static space [17] that is a Riemannian manifold (M, g) that admits a smooth function f satisfying ∇df = f (Rc − R n − 1 g) − κ n − 1 g for a constant κ. (4) Note that the existence of a nonzero solution to (4) guarantees that the scalar curvature is constant. The (vacuum) static spaces corresponding to κ = 0 have been studied in general relativity since the beginning of 20th century. Moreover, they have been the focus of a recent study [40] related to positive mass conjecture. In addition, the geometric significance of this class of spaces for κ = 0 has been well studied in [33, 34] and especially in [17] . Harmonic Weyl cases were studied in [2, 27] . More related to this article, three-dimensional Ricci-degenerate spaces in the case κ = 0 were already studied in [30, 24] by different arguments from this article. Here we mainly study the case κ = 0.
Finally, one may consider Riemannian metrics (M, g) of constant scalar curvature that admit a non-constant solution f to
If M is a closed manifold, then g is a critical point of the total scalar curvature functional defined on the space of Riemannian metrics with unit volume and with constant scalar curvature on M . By an abuse of terminology, we shall refer to a metric g satisfying (5) as a critical point metric even when M is not closed. In [4] , the conjecture that a compact critical point metric is always Einstein was raised. This conjecture was verified under some geometric conditions, namely locally conformally flat [29] , harmonic curvature [20] , and Bach-flat [39] conditions. A number of studies have investigated this subject, including [4, Section 4 .F] and [1, 27, 21] .
In this paper, we study three-dimensional Riemannian manifolds with two distinct Ricci eigenvalues having a nonzero solution to (2) . This paper is the result of efforts devoted toward refining and generalizing [26] , which concerns three-dimensional m-quasi Einstein manifolds. We preferentially study the common properties of spaces for general ψ(f ) and φ(f ). We show that when ∇f is not an Ricci-eigen vector, the metric g must have a specific form. Then, we focus on each of the three specific classes stated above. We mainly adopt a local approach and state local versions of theorems below for the result. Other versions for complete spaces can follow readily, as the three classes of spaces are real analytic. One may also note below that these local spaces have their own geometric significance. Theorem 1. Let (M 3 , g, f ) be a three-dimensional Riemannian manifold satisfying (2) with Ricci eigenvalues λ 1 = λ 2 = λ 3 . Consider an orthonormal Ricci-eigen frame field {E i | i = 1, 2, 3} in an open subset of {∇f = 0} such that E 2 ⊥ ∇f and E 3 f = 0. Then there exists a local coordinate system (x 1 , x 2 , x 3 ) in which the metric g can be written as
Note that one can always choose an orthonormal Ricci-eigen frame field {E i | i = 1, 2, 3} satisfying ∇f ⊥ E 2 without loss of generality.
Theorem 2. Let (M 3 , g, f ) be a three-dimensional gradient Ricci soliton with Ricci-eigenvalues λ 1 = λ 2 = λ 3 . Then near each point in the open dense subset {∇f = 0} of M , there exist local coordinates (x 1 , x 2 , x 3 ) in which (g, f ) can be one of the following:
(i) g = dx 2 1 + h(x 1 ) 2g whereg has constant curvature. In particular, g is conformally flat.
(ii) g = dx 2 1 +g whereg is a 2-dimensional gradient Ricci soliton together with a potential functionf . And the potential function is f = λ 2 x 2 1 +f . In [16] , it has been shown that a complete three-dimensional Ricci-degenerate simply connected steady gradient Ricci soliton is either isometric to the Riemannian product of R with a surface or locally conformally flat. Their argument depends crucially on the completeness assumption of a soliton, which guarantees nonnegativity of sectional curvatures. Our argument is purely local; nonetheless, our Theorem 1 holds for expanding solitons as well as steady ones.
Theorem 3. Let (M 3 , g, f ) be a three-dimensional V -static space (κ = 0) with Ricci-eigenvalues λ 1 = λ 2 = λ 3 . Then near each point in the open dense subset {∇f = 0} of M , there exist local coordinates (x 1 , x 2 , x 3 ) in which (g, f ) can be one of the following:
(
The explicit spaces in Theorem 3 (ii) cannot be defined on closed manifolds, and most of these are not even complete. However, recent studies have effectively provided a geometric meaning for even local V-static spaces; see [42] and [17, Theorem 2.3] . The spaces in Theorem 2 are neither warped products nor conformally flat. (i) g = dx 2 1 + h(x 1 ) 2g whereg has constant curvature. In particular, g is conformally flat.
The spaces in (iii) of Theorem 4 are complete and their scalar curvature equals 0, whereas most of the spaces in (ii) are incomplete. We presume that even local spaces of Theorem 4 may have geometric importance, as discussed above.
The gradient vector field ∇f plays an important role in the study of gradient Ricci solitons, V -static spaces, and critical point metrics. If one can show that ∇f is a Ricci-eigen vector, then the geometric equation becomes quite tractable. For most three-dimensional Ricci-degenerate spaces satisfying (2), ∇f is not Ricci-eigen. This fact requires careful and elaborate arguments when using ∇f .
Hence, to prove theorems, we consider orthonormal frame fields
With regard to E 3 , we have two possible cases: (1) g(E 3 , ∇f ) = E 3 f = 0 so that ∇f is Ricci-eigen, and (2) E 3 f = 0. When E 3 f = 0, we show that g is a warped product metric through well-known arguments.
When E 3 f = 0, it can be shown that there is a local coordinate system (x 1 , x 2 , x 3 ) for each p ∈ {∇f = 0} such that the metric g can be written as g = g 11 dx 2 1 + g 22 dx 2 2 + g 33 dx 2 3 , where
Further, we get a more concrete form of the metric on the basis of the fact that λ 2 = λ 3 as well as fundamental properties such as the Jacobi identity. Next, we explore each of the three classes of spaces mentioned above. We observe that there exists a Codazzi tensor whose eigenspaces coincide with those of the Ricci tensor. From the presence of this Codazzi tensor, we can show that the λ 2 -eigenspace forms an integrable and umbilic distribution. This provides additional geometric information and a sufficiently good form of the metric g to make conclusive arguments.
The remainder of this paper is organized as follows. In Section 2, we discuss some basic properties of Riemannian manifolds satisfying geometric equations. In Section 3, we classify three-dimensional gradient Ricci solitons with E 3 f = 0. In Section 4, we classify V -static spaces and critical point metrics with E 3 f = 0. Finally, in Section 5, we prove our main theorems by dealing with the case where E 3 f = 0.
Three-dimensional manifolds satisfying geometric equation
In this section, we present our notations and discuss already known basic properties of a three-dimensional manifold that admits a smooth function f satisfying (2) .
Our notational convention is as follows: for orthonormal vector fields
If F is a function of one variable, i.e., F = F (x), then we denote
As is already well known, the Weyl tensor vanishes in a three-dimensional manifold. Therefore, (2) gives us more geometric information than higherdimensional n ≥ 4 cases.
Proof. We take the divergence of (2):
By ∆f = ψR + 3φ and Schur's lemma, ∇R = 2divRic, we obtain (i). By the Ricci identity,
By substituting
As mentioned in the Introduction, we consider three-dimensional manifolds with two distinct Ricci eigenvalues, say λ 1 = λ 2 = λ 3 . We can choose an orthonormal Ricci-eigen frame field {E i } in a neighborhood of each point in {∇f = 0} such that λ 1 = R(E 1 , E 1 ) = λ 2 = λ 3 . Without loss of generality, we assume that E 2 ⊥ ∇f , i.e., E 2 f = 0. We shall say that such an orthonormal Ricci-eigen frame field {E i } is adapted.
Let {E i } be an adapted frame field. Since ψ and φ are functions of f , E 2 ψ and E 2 φ also vanish; then, so does E 2 R by (i) in Lemma 2.1. For orthonormal frame fields {E i }, we get the following by (ii) in Lemma 2.1:
be a three-dimensional Riemannian manifold satisfying (2) with Ricci eigenvalues λ 1 = λ 2 = λ 3 . Consider an adapted frame field {E i } in an open subset of {∇f = 0}. Suppose E 3 f = 0. Then we get the following: Proof. Let ∇ E i E j := Γ k ij E k . Using (7) and (8):
• Comparing the case of i = 3, j = 1 with i = 2, j = 1, we can see that
The curvature components can be computed directly.
Several facts can be easily established from the above lemma. First, by assuming that λ 2 = λ 3 , R 1221 and R 1331 must be equal to each other. Thus, we have
Second, from the Jacobi identity of the Lie bracket, we get
Third,
we have E 2 Γ 3 22 = 0. Finally, let E ij be the distribution generated by E i and E j . Then, E ij are integrable for i, j = 1, 2, 3. Thus, there exists locally a coordinate system (x 1 , x 2 , x 3 ) such that the metric g can be written as
where
and g ii are functions of x j for j = 1, 2, 3 [26] . In this coordinate system,
, Γ
Lemma 2.3. Under the hypothesis of Lemma 2.2, there exists locally a coordinate system (
Proof. We start from the metric in (11) . First, we show that the leaves of E 23 are totally umbilic. We denote
for i, j = 2, 3. Since g ij = 0 for i = j and (12), we can say that <
Thus, E 23 is totally umbilic. Further, we can see that E 3 H = 0 by taking the trace of the Codazzi-Mainardi equation [16] . Now we prove Theorem 1.
Proof of Theorem 1 Computing Γ 2 11 =< ∇ E 1 E 1 , E 2 >= 0 in the coordinates in (11) gives Γ 2 11 = − ∂ 2 g 11 2g 11 √ g 22 = 0. Thus, we get ∂ 2 g 11 = 0.
Similarly, by calculating Γ 3 32 = 0, we get ∂ 2 g 33 = 0. By (12),
. Thus, 
Proof. Consider the local coordinate system in Theorem 1.
= 0; then, we get To analyze the metric obtained from the above lemma in greater detail, we need a Codazzi tensor, as mentioned in the Introduction.
Lemma 2.5. Let (M 3 , g, f ) be a three-dimensional Riemannian manifold satisfying (2). Then C := aRc + bg is a Codazzi tensor if and only if two functions a and b satisfy the following conditions:
Proof. Let C := aRc + bg be a Codazzi tensor. Then 0
By (ii) in Lemma 2.1,
Therefore, by comparing the coefficients of Rc and g in the above two equations, we get the desired result. For the converse part, one can easily check that if a and b satisfy (13) and (14), then aRc + bg is a Codazzi tensor.
In general, it is not easy to obtain C explicitly. However, in subsequent sections, we will show that if (M 3 , g, f ) is one of the manifolds listed in the Introduction, then C can be obtained explicitly. (ii) Given distinct eigenfunctions λ, µ of C and local vector fields v, u such that Cv = λv, Cu = µu with |u| = 1, it holds that v(µ) = (µ − λ) < ∇ u u, v >. (iii) For each eigenfunction λ, the λ-eigenspace distribution is integrable and its leaves are totally umbilic submanifolds of M .
(iv) If λ-eigenspace V λ has dimension bigger than one, the eigenfunction λ is constant along the leaves of V λ .
(v) Eigenspaces of C form mutually orthogonal differentiable distributions.
In Lemma 2.6, (ii) states that it holds not only for distinct eigenfunctions but also for the same eigenfunction as long as the eigenvectors are orthogonal, i.e., Cv = λv, Cu = λu, u ⊥ v.
In general, a Riemannian manifold satisfying (2) is not real analytic, but if (M, g) is one of the spaces stated in the Introduction, i.e., gradient soliton, V -static, or critical point metric, then we can show that (M, g) is real analytic in harmonic coordinates; see [22] or [13] . Thus, if f is not a constant, then M C ∩ {∇f = 0} is open and dense in M .
Lemma 2.7. Let (M 3 , g, f ) be a three-dimensional real analytic Riemannian manifold satisfying (2) with λ 1 = λ 2 = λ 3 . Consider an adapted frame field {E i } in an open subset of {∇f = 0}. Suppose that E 3 f = 0 and there exists a Codazzi tensor C whose eigenspaces coincide with the eigenspace of the Ricci tensor. Let µ i be an eigenvalue of C for i = 1, 2, 3. Then, either µ 2 is a constant or √ g 11 (µ 2 − µ 1 ) = c 3 (x 1 ) for a positive function c 3 .
Proof. First, note that E 3 µ 2 = 0 from (ii) in the above lemma. Lemma 2.2 and Lemma 2.6 give the following:
Thus,
for j = 2, 3. However, note that
The second equality is due to the fact that E j µ 2 = 0 for j = 2, 3. Then, (16) can be expressed as
By integrating, we get √ g 11 (µ 2 − µ 1 ) = c 3 (x 1 ) for a positive function c 3 .
3. Gradient Ricci soliton with E 3 f = 0
In this section, we consider gradient Ricci solitons with E 3 f = 0, i.e., ψ = −1 and φ = λ in (2). First, we recall some basic properties of gradient Ricci solitons. Then, we observe that there exists a Codazzi tensor. (ii) R + |∇f | 2 − 2λf = constant.
Lemma 3.2. Let (M 3 , g, f ) be a three-dimensional gradient Ricci soliton. Then
is a Codazzi tensor.
Proof. This is already shown in [16] . One can easily check that a = e −f and b = −e −f R 2 satisfy the conditions in Lemma 2.5. As mentioned earlier, the presence of this Codazzi tensor immediately gives additional information about the geometry of (M, g, f ). By Lemma 2.6,
Thus, E 3 λ 1 = λ 1 (E 3 f ). In the local coordinate system (x 1 , x 2 , x 3 ) defined in Theorem 1, it is equivalent to
for a positive function c 4 by integration. Further, since E 3 R = 2λ 2 (E 3 f ) by Lemma 3.1,
Let us first consider the case where µ 2 is not a constant.
Lemma 3.3. If µ 2 is not a constant, then we get E 3 f = 0, which is a contradiction.
Proof. Assuming that µ 2 is not a constant, we have e −f (λ 2 −λ 1 ) = µ 2 −µ 1 =
e f by (19) . Suppose that Γ 3 11 = 0. Taking the ∂ 3 -derivative, (20) . By the result
Thus, we get However, we are then in a contradictory situation where µ 1 = µ 2 or Γ 3 11 = 0. Therefore, we can see that our assumption that Γ 3 11 is not zero is incorrect. Now, suppose that Γ 3 11 = 0. By Lemma 2.4, there exists locally a coordinate system (x 1 , x 2 , x 3 ) in which g = dx 
Hence, either f is a function of x 1 only or c 4 = 0 = −H ′ − H 2 2 , which implies that λ 1 = 0. If
2 ) = 0. However, we assumed that µ 2 is not a constant. Hence, f should depend only on x 1 . Now, we suppose that µ 2 is a constant. Since
2 ), we have λ 1 = ae f for a constant a. From
, we obtain H = 0 and ∂ 1 g 33 = 0. Hence, the metric g can be written as
Lemma 3.4. Let (M, g, f ) be a three-dimensional gradient Ricci soliton with λ 1 = λ 2 = λ 3 . Suppose that E 3 f = 0 and µ 2 is a constant. Then, there exists locally a coordinate system (x 1 , x 2 , x 3 ) such that the metric g is
where k is a solution of
is a two-dimensional gradient Ricci soliton. Conversely, any metrics g and f in the above form satisfy (3).
Proof. Since H = 0, the curvature components are as follows:
Suppose that λ 1 = 0. Taking the E 3 -derivative of λ 1 = −2Γ 3 11 Γ 3 22 = ae f , we get E 3 f = must be zero, which implies that g 11 does not depend on x 3 . Thus, the metric g can now be written as
We can easily see that
From (28), ∂ 3 f depends only on x 3 . Then, if necessary, through coordinate change, we get v = (∂ 3 f ) 2 by (29) and (30) . Similarly, f = λ 2 x 2 1 + k(x 3 ) by (27) and (28) . Let p(x 3 ) := (∂ 3 f )(x 3 ). Then, we get p ′ = p ′′ p + λ by (29) . Let us consider (ii) in Lemma 3.1. Assigning what we have obtained thus far, we get −2
for a constant C. One can easily check that (g = k ′ (x 3 ) 2 dx 2 2 + dx 2 3 ,f = k) satisfies ∇df + Rc = λg as long as k is a solution to (31) and the converse part.
4. V -static and critical point metric with E 3 f = 0
In this section, we consider the V -static (κ = 0) and critical point metric simultaneously. These two spaces can be regarded as the general one
for constants a 1 and a 2 . Note that the scalar curvature R is constant in these cases.
Lemma 4.1. Let (M, g, f ) be a three-dimensional Riemannian manifold satisfying (32) . Then, the (0, 2)-tensor
Proof. One can easily check that a = (a 1 + f ) 2 and b = Recall that a coordinate system (x 1 , x 2 , x 3 ) in Theorem 1 in which the metric g is as follows exists locally:
be a three-dimensional Riemannian manifold satisfying (32) with λ 1 = λ 2 = λ 3 . Consider an adapted frame field {E i } in an open subset of {∇f = 0}. Suppose that E 3 f = 0. Then, there exists locally a coordinate system (x 1 , x 2 , x 3 ) such that
for positive functions c 5 and p 2 .
Proof. We start with the metric g in (34) . By the property of the Codazzi tensor described in Lemma 2.6,
3λ 2 −R for a positive function c 5 . Again, by Lemma 2.6,
However, direct computation gives
Thus, we have
. By integrating, we get (
for a positive function p 2 .
Lemma 4.3. Let (M 3 , g, f ) be a three-dimensional Riemannian manifold satisfying (32) with λ 1 = λ 2 = λ 3 . Consider an adapted frame field {E i } in an open subset of {∇f = 0}. Suppose that E 3 f = 0 and µ 2 is not a constant. Then, there exists a local coordinate system in which
for nonconstant functions q and b such that
By (37) and Lemma 4.2, c 3 (
. Thus, the potential function f = c 8 q+b − a 1 for a function c 8 (x 1 ). Note that if q ′ = 0, then q is a constant, which implies that Γ 3 11 = E 3 g 11 g 11
= 0. Thus, q cannot be a constant. Further, if b is a constant, then H = 0, which implies that µ 2 is a constant. Hence, b also cannot be a constant.
The curvature components in this coordinate system are calculated as follows:
By Lemma 4.2,
8 is a constant, and the Ricci eigenvalues are
for a constant m = 0. 
for constants m = 0, l, α, k. And c 8 satisfies
Conversely, any metric g and f of the form in Lemma 4.3 satisfying the above differential equations satisfy (32) .
Proof. From λ 1 = 2R 1221 and λ 2 = R 1221 + R 2332 = 1 2 λ 1 + R 2332 , we get
Assigning (E 1 , E 1 ) and (E 2 , E 2 ) to (32),
By (40) and (43), we get
By (41) and (42), we get
Adding (40) and (41),
for constants α, β, k i . Putting (47) in (46) shows that α = β. Assigning these to (32), we get
The converse part can be easily checked by direct computations. Remark 1. The metric g in Lemma 4.3 cannot be defined on a compact manifold. For g to be so,g =
for a given x 1 should be a metric on a sphere. By dx 3 = d′ and (38),g becomes g =
and the metricg becomes dt 2 + f (t(r))dx 2 2 . Suppose thatg is a metric on a sphere.
This means that there exist two points
Thus, g cannot be a compact metric. Now, we consider the case that µ 2 is a constant. Suppose that µ 2 is a constant. By
= 0. Hence, the metric g in Theorem 1 can be written as
Lemma 4.5. Let (M 3 , g, f ) be a three-dimensional Riemannian manifold satisfying (32) with λ 1 = λ 2 = λ 3 . Suppose that E 3 f = 0 and µ 2 is a constant. Then, (M 3 , g, f ) must be a critical point metric, and there exists a local coordinate system (x 1 , x 2 , x 3 ) such that
Taking the ∂ 3 -derivative of (50) and using R = −4
4 . Comparing with (51),
a 1 +a 2 a 1 +α , which implies that λ 1 = λ 2 , which is a contradiction. Therefore, a 1 + α = R 2 a 1 + a 2 = 0. This equation cannot be satisfied in V -static spaces but only in critical point spaces under the condition of R = 0. If R = 0, then −2
hence, p is a solution of (p ′ ) 2 = βp −1 +γ for constants β < 0 and γ. By (50), c 1 satisfies c ′′ 1 +γc 1 = 0. Now, suppose that Γ 3 11 = 0. Then, the metric g can be written as
f implies that R = 0, because we assumed that E 3 f = 0. However, note that if R = 0, then λ 1 = λ 2 = 0, which is a contradiction.
The converse part can be easily checked.
Remark 2. The metric g in Lemma 4.5 cannot be defined on a compact manifold. For the metric g to be on a compact metric, there should exist two points a = b such that p ′ (a) = p ′ (b) = 0 and p ′′ (a) + p ′′ (b) = 0 [37] . 5. Three-dimensional Ricci-degenerate manifolds with E 3 f = 0
In this section, we deal with the case where E 3 f = 0. Unlike the previous section, this section covers the three spaces simultaneously. First, consider adapted frame {E i , i = 1, 2, 3}. Then E 3 f = 0 implies that ∇f is parallel to E 1 . We may set ∇f |∇f | = E 1 . Then we can prove the following lemma by standard argument; see [14] or [25] .
Lemma 5.1. Let (M 3 , g, f ) be a three-dimensional Ricci-degenerate Riemannian manifold with λ 1 = λ 2 = λ 3 satisfying (2). Let c be a regular value of f and Σ c = {x|f (x) = c}. If (ii) There is a function s locally defined with s(x) = df |∇f | , so that ds = df |∇f | and E 1 = ∇s.
(iii) ∇ E 1 E 1 = 0.
(iv) λ 1 and λ 2 are constant on a connected component of Σ c and so depend on the local variable s only.
(v) Near a point in Σ c , the metric g can be written as g = ds 2 + i,j>1 g ij (s, x 2 , · · · x n )dx i ⊗ dx j , where x 2 , · · · x n is a local coordinates system on Σ c .
(vi) ∇ E i E 1 = ζ(s)E i , i = 2, 3 with ζ(s) = ψλ i +φ |∇f | and g(∇ E i E i , E 1 ) = −ζ.
Proof. By assumption, for i = 2, 3, R(∇f, E i ) = 0 and Lemma 2.1 (i) gives E i (R) = 0. Equation (2) gives E i (|∇f | 2 ) = 0. We can see d( df |df | ) = 0. g(∇ E 1 E 1 , E 1 ) = 0 is trivial. We can get g(∇ E 1 E 1 , E i ) = g(∇ E 1 ( ∇f |∇f | ), E i ) = 0 from (2). (i), (ii) and (iii) are proved. As ∇f and the level surfaces of f are perpendicular, we get (v).
Assigning (E 1 , E 1 ) to (2), we have E 1 E 1 f = ψλ 1 + φ. Since ψ = 0, λ 1 is a function of s only. Then λ 2 also depends only on s from the fact that R = R(s). So we proved (iv) and (vi). , i = 2, 3 . We consider the second fundamental formh of a leaf for E 23 with respect to E 1 ;h(u, u) = − < ∇ u u, E 1 >. As the leaf is totally umbilic by Lemma 2.6 (ii),h(u, u) = η · g(u, u) for some function η and any u tangent to a leaf. Then,h(E 2 , E 2 ) = − < ∇ E 2 E 2 , E 1 >= η = ζ, which is a function of s only by Lemma 5.1 (vi). ∂ ∂s g ij = ζg ij . Integrating it, for i, j ∈ {2, 3}, we get g ij = e C ij h(s) 2 .
Here the function h(s) > 0 is independent of i, j and each function C ij depends only on x 2 , x 3 . Now g can be written as g = ds 2 + h(s) 2g , whereg can be viewed as a Rimannian metric in a domain of (x 2 , x 3 )-plane.
From Gauss-Codazzi equation, R g = Rg + 2Ric g (E 1 , E 1 ) + h 2 − H 2 . As all others are constant on a hypersurface of w, so is Rg. Therefore each hypersurface has constant curvature. Thusg has constant curvature and g is locally conformally flat. Now, we can prove our theorems. 
