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Abst rac t - - In  this paper, by using the fixed-point index theorems, we study the existence of at 
least one or two positive solutions to the three-point bounda~'y value problem 
y"(t) + a(t)f(y(t)) = 0, 0 < t < 1, 
y(0) = 0, y(1) = ~(~) ,  
where 0 < ~? < 1, 0 < fl < 1/7. As an application, we also give some examples to demonstrate our 
results. (~) 2002 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
We are interested in the existence of posit ive solutions of the following three-point  boundary  
value problems (BVP):  
y"(t)  + a( t ) f (y( t ) )  = 0, 0 < t < 1, 
y(O) = O, y(1) = 9Y(~), 
(1.1) 
(1.2) 
where f E C([O, oo), [O, oo)), a e C([O, 1], [0, oo)), and there exists to E It/, 1] such that  a(to) > O. 
Set 
fo= l im f (u) ,  f0o= lim f(u) 
u~0+ ~ 1.--+oo U 
The study of mult ipo int  boundary value problem for l inear second-order ordinary differential 
equat ions was init iated by II ' in and Moiseev [1,2]. Since then, by applying the Leray-Schauder 
cont inuat ion theorem, nonl inear alternat ive of Leray-Schauder,  or coincidence degree theory, 
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many authors studied more general nonlinear multipoint boundary value problems, for example, 
Gupta  [3,4], Feng and Webb [5,6], Marano [7], Ma [8,9], and references therein. 
For the existence problems of positive solution of the BVP (1.1),(1.2), in 1999, Ma [10] used 
the Krasnoselskii theorem to prove the following result. 
THEOaEM 1.1. (See [10].) The BVP (I.1),(1.2) has at least one positive sohltion in the case 
(i) .f0 = 0 and foo = oo; or 
(ii) f0 =oo and foo =0.  
From Theorem 1.1, the following two problems are natural. 
PROBLEM 1. Whether  or not we can obtain a similar conchlsion, if  fo = foo = 0 or fo = f.~ = oo. 
PROBLEM 2. Whether  or not we can get a similar conclusion, if  fo, foo ~ {0, oo}. 
Motivated by the results of [i0], the aim of this paper is to establish some simple criteria 
for the existence of positive solutions of the BVP (1.1),(1.2), which gives a positive answer to 
the questions stated above. The key tool in our approach is the following fixed-point index 
theorem [11]. 
THEOREM 1.2. (See [11].) Let E be Banad~ .space and K C E be a cone in E.  Let r > 0, and 
define ft~ = {x c K I IIxll < r}. Assume A : (~r --~ K is a completely continuous operator such 
that Ax  ¢ x for x E Oft,.. 
(i) I f  IIA~I[ _< Itull for u ~ Oft~, then 
i (A, ftr, I()  = 1. 
(ii) I f  IIA~II ~ I1~11 ~or ~ e 0~r ,  then 
i (A, ft~, I ()  = O. 
The paper is organized as follows. In Section 2, we establish conditions for the existence of two 
positive solutions of the BVP (1.1),(1.2) under f0 = ]'~ = ec or f0 = f~ = 0. In Section 3, we 
obtain some existence results for positive solutions of the BVP (1.1),(1.2) under f0, .foo ~ {0, oc}. 
Finally, in Section 4, we give some examples to i l lustrate our results. 
2. THE EX ISTENCE RESULTS OF  THE BVP (1 .1 ) , (1 .2 )  
FOR THE CASE:  f0 = foc = oc OR f0 = foc = 0 
In this section, we establish conditions for the existence of two positive solutions for the 
BVP (1.1),(1.2) under f0 = foo = oc or f0 = foo = 0. 
LEMIVlA 2.1. (See [4].) Let [3~ ¢ 1. Then for h E C[0, 1], the problem 
y"(t) + h(t) = 0, 0 < t < 1, (2.1) 
y(0) = 0, y(1) --/:~Y(rl), (2.2) 
ha~s a unique solution 
/o 9,/o  ,/01 y(t) = - (t - s)h(s) ds 1 ---~Tj (~ - s)h(s) ds + ~ 1  (1 - s)h(s) ds. 
LEMMA 2.2. (See [10].) Let  0 < [3 < 1/~?. I f  h C C[0, 1] and h > O, then the unique solution y 
of the problem (2.1), (2.2) satisfies 
y(t) > 0, t e [0,11. 
REMARK 2.1. In view of Lemma 3 of [10], if ~7] > 1, h ~ C[0, 1],~and h _> 0, then (2.1),(2.2) has 
no positive solution. Hence, in this paper, we ~sume that/~.~! < 1. 
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LEMMA 2.3. (See [1@) Let 0 < ~ < 1/q. If  h G C[0, 1] and h > O, then the unique solution y 
of the problem (2.1),(2.2) satisfies 
inf y(t) >_ ~llyll, 
te[77,11 
where p = min{/3q,/3(1 - r/)/(1 -/37/), r/} , Ilyll = max~e[0,~l ly(t)l. 
Let E = C[0, 1], and only the sup norm is used. It is easy to see that the BVP (1.1),(1.2) has 
a solution y = y(t) if and only if y is a solution of the operator equation 
y = Ay, 
where 
Denote 
f0 t 3t f0 ' (Ay) ( t )  = - ( t  - s )a (s ) f (u (s ) )ds  1 -3~ (~1 - s)a(s)f (y(s))  ds 
t fo + ~ (1 - s)a(s)f(y(s))  ds. 
(2.3) 
f 
K =~yEE:y>_0 ,  min y(t)>_pl ly l l}.  (2.4) 
k J 
I t  is obvious that K is a cone in E. Moreover, by Lemma 2.3, A (K)  C K .  I t  is also easy to see 
that A : K ~ I(  is completely continuous. 
In what follows, for the sake of convenience, set 
I -/37/ I - /3~ 
A1 = 1 , A2 = 1 
f (1 -s )a (s )ds  rip / (1 -s )a (s )ds  
0 r] 
THEOREM 2.1. Assume that the following assumptions are satisfied. 
(H~) fo = f~ = oo. 
(H2) There exist constants Pl > 0 and M1 E (0, A1) such that 
f (u )  < MlP l ,  u E [0, Pl]- 
Then, the BVP  (1.1),(1.2) has at least two positive solutions Yl and Y2 such that 
0 < Ilyitl < pz < llu211. 
PROOF. At first, in view of f0 = limu~0+ ( f (u) /u)  = oc, then for any 2~I. C (A2, oc), there exist 
p. C (0, Pl) such that 
f (u )  > M,~,  0 < ~ < p,. (2.5) 
Set Q,. = {y E K : NYl] < P*}. Since y E 0fro. C K, we have minn_<t< 1 y(t) >_ plIyN. Thus, 
from (2.3),(2.5), for any y E 0ftp., we have 
Ay(r]) = - (~? - s )a(s) f (y(s) )ds  1 - -~? (V - s )a(s) f (y(s ) )ds  
7, fo 1 
+ 1 - ~-----~ (1 - s)a(s)f (y(s))  ds 
1/o'  -- 1 --/~z~ (r] - s)a(s) f (y(s))  ds + 1 (1 - s)a(s) f (y(s))  ds (2.6) 
_ rl fo'~ l ~on I -- #~ a(s)f(y(s)) ds + sa(s)f(y(s)) ds 
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+ 1 - ~,~ ~. (s ) f (v (4 )  g~ 1 - 9~/ ~a(.~)f(v(s))  as 
-- I -- [3r 1 a(s)f(g(s)) ds + ~1 sa(s)f(y(s)) ds 
/o 1 1 - /3 ,  I sa(s)f(y(s)) ds ~1 /rf _ '1 l - r1  
1 ---,3,1. a(s)f(y(s)) ds + f _--~q sa(s)f(y(s)) ds 
q sa(s)f(y(s)) ds (by q < 1) 
1 --- /3,  / 
> '1 ff, j 
- 1 --3'1 (1 - s)a(s)f(y(s)) ds 
-> 1 2-/3, / (1 -s)a(s)M.y(s)ds 
priM. L 1 -> 1 -~-~/ (1 - s)a(s) dsHy n 
> IMt ,  
(2.6)(cont.)  
which yields 
Hence, Theorem 1.2 implies 
IIAyll > Ilyll, for y ~ 0~. .  
i (A, f~o., K) = 0. (2.7) 
Next, since foo = lim,,~oo f (u) /u = oo, then for any M* E (A2, oo), there exist p* > Pl such 
that 
f(~,) _> M%,  fo r~ > #p*. (2.8) 
Set ~b* = {Y ~ K :  /lYll < P*}, for y C 0~o*,  since y C K ,  minv_<t_<l y( t )  >_ f~llvll = / ,p* ,  and 
hence, for any y E Of~p., from (2.3),(2.8), by using the method to get (2.6), we can get 
~ ,/ /3~/ / ,7  Ay(,1) = - 01 - s )a(s) f (y(s) )  ds 1 - 9,1 01 - s )a(s) f (y(s) )  d,~ 
/0 + ~ (1 - s)a(s).f(.v(~)) d~ 
j[£1 
q (I - s)a(s)f(y(s)) ds -> I --- /3, / 
I' ,/ ( ]  - 4a(s )M*~(4  as >- ~ ---z,1 
prl~4. ~,ji 
>_ ~ -~ (1 - s)a(4 gslb H 
> HyH, 
which implies 
Thus, Theorem 1.2 yields 
IIAyll > Ilyll, for y c a~p. .  
i (A, a~., zO = o. (2.9) 
Nonlinear Three-Point BVP 205 
Finally, set ft m = {y e K : Null < pl}. For any y e 0f~ol, from (2.3) and (H2) we obtain 
which yields 
t/01 Ay(t) < 1 -/3V (1 - s)a(s)f(y(s)) ds 
Mlpl fo i < i -~ (1-s)a(s)ds 
IIAyI[ < NY]I, for y E 0f~ m . 
Thus, an application of Theorem 1.2 again shows that 
i (A, C/)l, I() : 1. (2.10) 
Hence, since p. < Pl < P* and (2.7),(2.9),(2.10), it follows from the additivity of the fixed-point 
index that 
i (A,~m\~p.,K ) =1, 
i (A ,  no . \ f i~ i ,K )  = -1 .  
Thus, A has a fixed point Yl in f~ol \ ~o., and a fixed point Y2 in ftp. \ ~)01. Both are positive 
solutions of the BVP (1.1),(1.2) and 
0< Ily111 < pl < Ity21t. 
The proof is therefore complete. 
THEOREM 2.2. Assume that the following assumptions are satis~ed. 
(Ha) f0=foo=0.  
(H4) There exist constants P2 > 0 and 2VI2 E (A~, oo) such that 
f(u) > M2p2, for u E [PP2, P2]. 
Then, the BVP (1.1),(1.2) has at least two positive solutions Yl and Y2 such that 
0 < IlyllI < p2 < Ily211. 
PROOF. 
that 
f(u) < eu, for u e [0, p.]. 
Letting fro. = {y E K:  IlYl] < P*}, for any y E 0f~o., from (2.3),(2.11), we get 
< t [1  
Ay(t) 
- 1 -Br] ~. (I - s)a(s)f(y(s)) ds 
£/9* f01 <- 1 ---Sr] (i - s)a(s) ds 
< p. = Ibll, 
which yields 
First, since f0 = lim~_~0+ (f(u)/u) = 0, for any e E (0, AI), there exists p. e (0, p2) such 
(2.11) 
IIAYll < IlYN, for y e 0f~p.. 
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Thus, Theorem 1.2 implies 
i(A,g~p.,K) = 1. (2.12) 
Second, in view of foo = lim,-+oo(f(u)/u) = 0, then for any c E (0, A1), there exists P0 > P2 
such that  
f(u) < cu, for ~ e [P0, oo), (2.13) 
and we consider two cases. 
CASE (i). Suppose that  f (u) is unbounded;  then from f E C([0, oc), [0, oc)), we know t l lat  there 
is p* > Po such that  
f(u) < f(p*), for u e [0, p*]. (2.14) 
Since p*  > po, then Dom (2.13),(2.14), one has 
f(u) < f(p*) <_ ep*, for u e [0, p*]; (2.15) 
for y C /( ,  Ilyll = p*, from (2.3),(2.15), we obtain 
Ay(t) < t ~1 
- I -/%1 ~. (I - s)a(s)f(y(s)) ds 
cp* /001 -< 1 ---fir l (1 - s)a(s)  ds 
< p* = Ilvll. 
CASE (ii). Suppose that  f (u) is bounded,  say f(u) < L. Taking p* > max{L/c ,  P2}, for y E I ( ,  
Ilvll = a*, f rom (2.a), one has 
Ay(t) < 1 - fl,? (1 - s)a(s)f(y(s)) ds 
L /01 < (1 - s)a(~) ds 
- 1 ---/37j 
~:P* j~O 1 < (1 -- 8)a(s) & 
< p* = Ilyll. 
I-Ience, in either case, we always may set ~ .  = {~ < K :  IlYll < P*} such that 
IIAyll < Hyl{, fo ry  C 8t~o*. 
Thus, Theorem 1.2 yields 
i (A, a~., I() = 1. (2.16) 
Final ly,  set t~o. 2 = {y C K : l/yll < p2}, for y ~ afro=, since y ~ K ,  minrT<t<l ~j(t) > l, kvll = **0',, 
and hence, for any y c cgfto2, from (2.3) and (H4), by using the method to get (2.6), we can get 
Ay(rl) = - (q - s)a(s)f(y(s))ds 1257 (q - s)a(s)f(y(s))ds 
+ 1 -9~ (1 - s )a (s ) f (v (s ) )  ~ls 
'/] ~i 1 
~> 1 - -~  (1 - s )a (s ) f (y (s ) )ds  
-> i - fir/ (1 - s)a(s)M2p2 ds 
> i -~p2 (1 - s)a(s) ds 
> m = Ilyh, 
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which implies 
IIAYll > ILYlI, for y E af~p~. 
Thus, an application of Theorem 1.2 again shows that 
i (A, ap~, K) = 0. (2.17) 
Hence, since p. < P2 < P* and (2.12),(2.16),(2.17), it follows from the additivity of the fixed-point 
index that 
i (A, f~p~ \ (~p., K) = -1 ,  
i(A, Qp. \ ~p~, t() = 1. 
Thus, A has a fixed point Yl in f~p2 \ ~o.,  and a fixed point Y2 in f~p. \ ~)p2, Both are positive 
solutions of the BVP (1.1),(1.2) and 
0 < Ily~ll < p~ < Ily~ll. 
The proof is therefore complete. 
3. THE EX ISTENCE RESULTS OF  THE 
BVP (1 .1 ) , (1 .2 )  FOR THE CASE:  fo,.f~ ~ {0,~} 
In this section, we discuss the existence for the positive solution of the BVP (1.1),(1.2) assuming 
fo, f~  ~ {0, oc}. 
Now, we shall state and prove the following main result. 
THEOREM 3.1. Suppose (H2) and (H4) hold and that Pl 7 ~ P2. Then, the BVP (1.1),(1.2) has 
at least one positive solution y satisfying Pl < IIYll < p2 or  p2 < IiyII < Pl. 
PROOF. Without loss of generality, we may assume that pl < p2. 
Let f~pl = {Y E K : I[YI[ -< Pl}, for any y E 0~0~, and thus, from (2.3), (H2), one has 
t ~G 1 
Ay(t) <_ 1 --/3r/ (1 - s)a(s)f(y(s))ds 
MlPl /'01 < ~- -~ (1 - s)a(s) ds 
< p~ -- Ilyll, 
which yields 
Thus, Theorem 1.2 implies 
ItAyll < Ilyll, for y ~ 0~pl. 
i(A, f~px, K) = 1. (3.1) 
Now, set f~p2 = {Y E K : ]lYll < P2}, for y E 00p2, since y ~ K, minn<_t<l y(t) >_ PllY]I = ltp~, 
and hence, for any y E Oftp2, from (2.3) and (H4), by using the method to get (2.6), we can get 
fo ~ 1 13 fo'~('l- s)a(s)f(Y(s))ds ~ Ay(~l) = - (rl - s)a(s)f(y(s)) ds -/Jr] 
,, /o 1 + ~ 1  (1 - s)a(s)f(y(s)) ds 
- 1 -/3~/ (1 - s)a(s)f(y(s)) ds 
> -~J-~_/j (1 - s)a(s)M2p2 ds 
-1  r] 
#~M~ f l >_ 1_ - p 2 (1-s)a(s)ds 
> p~ = Ilyll, 
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which implies 
IrAvrl > Ilyll, for v ~ 0~p2. 
Thus, an application of Theorem 1.2 again shows that 
i (A, ap~, e )  = 0. (3.2) 
Hence, since pl < p2 and (3.1),(3.2), it follows from the additivity of the fixed-point index that 
i (A, f~o, \ (~,,1, K) = -1.  
Thus, A has a fixed point y in t202 \~pl .  Moreover, it is a positive solution of the BVP (1.1),(1.2) 
and 
pl < Iivll < ~'~. 
Tile proof is therefore complete. 
COROLLARY 3.1. Assume that the following asslllIlptions hold. 
(Ha) f0 = 31 a [0, 01A1), where the constant O1 c [0, 1). 
(H6) .['~ =/31 E ((02/#)A2, oo), where the constant 02 > 1. 
Then, the BVP (1.1),(1.2) has at least one positive sohltion. 
PROOF. In view of f0 = ctl C [0,01A1), for c = 01A1 - (*i > 0, there exists a sufficiently small 
p~ > 0 such that 
f(u) < (Ctl + e)u = 01A1 u < O1Alpl, for u ~ [0, oil. 
Since 0~ C [0, 1), then 01At E [0, A1). By the inequality above, (HI2) is satisfied. 
Since J'~ = //1 ~ ((O~/It)A2, oo), fo re  = 31 - (02/I*)A2 > 0, there exists a sufficiently large 
f12(> P l )  such that  
f(~___)) e ~1 -- £ = 0'2 A2, for u E [lip2, oc); 
u # 
thus, when u ~ [#P2, P2], one has 
# 
Since 02 > 1, 02A2 E (k2, 0o), then from the above inequalit> Condition (Ha) of Theorem 2.2 
is satisfied. 
Hence, from Theorem 3.1, the desired result holds. 
COROLLARY 3.2. Assume that tile following assumptions hold. 
(Hr) fo = a2 C ((02/#)A2, oc), where constant 02 > 1. 
(Hs) foo = 32 C [0, 01A1), where 0i ~ [0, 1). 
Then, the BVP (1.1),(1.2) has at least one positive solution. 
PROOF. Since fo = c~9 ~ ((02/#)A2, oo), for e = ct9 - (02/#)A2 > 0, there exists a sufficiently 
small P2 > 0 such that 
f (u)  _> 32 - e = 02A2, for u ~ (0, p2). 
~t 
Thus, ivhen u ~ [#P2, P2], one has 
which implies (H4) holds. 
f (u) > 02Auu _> 02A2p2, 
# 
Nonl inear Three-Point  BVP  209 
In view of fo~ =/32 E [0, 01A1), for ~ = 01A1 -/32 > 0, there exists a sufficiently large P0(> p2) 
such that 
f(u) _</32 + e = 0111, for u E [P0, co). (3.3) 
U 
We consider the following two cases. 
CASE (i). Suppose that f (u)  is unbounded. Because f E C([0, co), [0, co)), we know there is a 
Px > P0 such that 
f(u) <_ f(Pl), for u E [0,pl}. (3.4) 
Since Pl > P0, then from (3.3),(3.4), one has 
f(u) <_ f (P l)  <- 01ALP1, for U E [0,/)1]. 
Since 01 ~ [0, 1), then 01A1 ¢ [0, A1). By the inequality above, (H2) is satisfied. 
CASE (ii). Suppose that f(u) is bounded, say 
f(u) < M, for u E [0, co). (3.5) 
In this case, taking sufficiently large Pl > A.'I/O1AI, then from (3.5), we know 
f(u) < A.I < 01Alp1, for u ~ [0, D1]. 
Since 01 E [0, 1), then 01A1 E [0, A1). By the inequality above, (H2) is satisfied. 
Hence, from Theorem 3.1, we get the conclusion of Corollary 3.2. 
COP~OLLARY 3.3. Assmne Conditions (H2), (H6), and (HT) hold. Then, the BVP (1.1),(1.2) has 
at /east  two positive solutions Yl and Y2 such that 
o < llylii < pl  < Ity21t- 
PROOF. From (H6) and the proof of Corollary 3.1, we know that there exists a sufficiently large 
P2 > Pl such that 
f(u) > 02A2p2 = AS2p2, for u E [PP2, P2], 
where 312 = 02A2 E (A2, co). 
In view of (HT) and the proof of Corollary 3.2, we see that there exists a sufficiently small 
p~ ¢ (0, Pl) such that 
f(u) >_ 02A2p2 = ?~hP~, for u ~ [#p~, p~], 
where M2 = 02A2 E (A2, co). 
Using this and (H2), we know by Theorem 3.1 that the BVP (1.1),(1.2) has two positive 
solutions Yl and Y2 such that 
Thus, the proof is complete. 
COROLLARY 3.4. Assmne Conditions (H4), (Hs), and (Hs) hold. Then, the BVP (1.1),(1.2) has 
at /east  two positive solutions yl and Y2 such that 
o < Ilmll < p2 < Ilu211- 
PROOF. By (Hs) and the proof of Corollary 3.1, we obtain that there exists sufficiently small 
P l¢  (0, P2) such that 
f(u) < 01Alpl = 2vllPl, for u ¢ [0, pl], 
where M1 = 01A1 E (0,A1). 
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In view of (Hs) and the proof of Corollary 3.2, there exists a sufficiently large p~ > P2 such 
that 
f (u) <_ 01A1p~ = Mlp~, for u • [0, p~], 
where M1 = 01A1 • (0, A1). 
Using this and (H4), we see by Theorem 3.1 that the BVP (1.1),(1.2) has two positive solu- 
tions Yl and Y2 such that 
p~ < Ily, II < p2 < Ilwll < p~. 
This completes the proof. 
4.  SOME EXAMPLES 
In this section, in order to illustrate our result, we consider some examples. 
EXAMPLE 4.1. Consider the boundary value problem 
y"+(1- t )S (y l /2+y2) :O ,  O<t<l ,  (4.1) 
 (1):2y(4 ). (4.2) 
Set/3 = 2, ~ = 1/4, a(t) = (1 - t) s, f (u) = u 1/2 + U 2. Since f0 = foo = oc, then (H1) holds. 
Again # = min{/3V,/3(1 -~) / (1  -/3~), 7} = 1/4, A1 = (1 -/3~)(fol (1 - s )a (s )ds )  -1 = 5, because 
f (u) is monotone increasing function for u _ 0, taking Pl = 4, M1 = 9/2 • (0, A1); then when 
u • [0, pl], we get 
f(u) <_ f(4) = 18 = Mlpl, 
which implies (H2) holds. Hence, by Theorem 2.1, the BVP (4.1),(4.2) has at least two positive 
solutions Yl and y2 such that 
0 < ][Yl[[ < 4 < Ily211. 
EXAMPLE 4.2. Consider the boundary value problem 
y" + 16e4(1 -- t )2y2e  -y  = O, 0 < t < 1, (4.3) 
(4.4) 
Set/3 = 1, 77 = 1/2, a(t) = e4(1 - t) 2, f(y) = y2e-y. Since f0 = f~ = 0, then (H3) holds. Again 
# = min{/3~,/3(1 - T/)/(1 -/3~), ~} = 1/2, A2 = (1 -/3~?)(r/# f~(1 - s)a(s)ds) -1 = 2e -4, because 
f (u) is a monotone decreasing function for u > 2, taking P2 = 4, M2 = 4e -4 E (A2, oc); then 
when u E [#p2, P2], we get 
f(u) >_ f(4) = 16e -4 = M2p2, 
which implies (H4) holds. Hence, by Theorem 2.2, the BVP (4.1),(4.2) has at least two positive 
solutions Yl and Y2 such that 
0 < IlVlll < 4 < Ib211. 
EXAMPLE 4.3. Consider the boundary value problem 
1 aye 2y - 0, 0 < t < 1, (4.5) 
Y" + 3 b + ey + e 2y 
v(o) = o, v(1) = 2v , (4.6) 
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where a = 244, b = 122. Set a(t) = 1/3, /3 = 2, ~ = 1/3, f (u )  = aue2Y/ (b+eU+e2U) .  
Since # = min{/3zh/3(1-  z / ) / (1 - /3~) ,~} = 1/3, AI = (1 - /3u) ( f l (1 -  s)a(s)ds)  -1 = 2, A2 = 
(1 - f l~) (z /#f~(1  - s )a (s )ds )  -1 = 81/2, and f0 = a/(2 + b) = 61/31, foo = a = 244. Taking 
01 E (61/62, 1), 02 C (1, 2), thus f0 E (0, 01A1), foo E ((02/#)A2, oc), which imply (Sh) and (Ha) 
hold. Therefore,  by Corol lary 3.1, the BVP  (4.5),(4.6) has at least one posit ive solution. 
EXAMPLE 4.4. Consider the boundary  value problem 
y'+ty(l+l~y2) =0, 0<t<l ,  
y(0) =0, y(1) = y (1 )  , 
(4.7) 
(4.8) 
where c = 1023. Set /3 = 1, r] = 1/4, a(t) = t, f (u )  = u( l+  c / ( l+u2) ) .  Since # = 
min{/3zh /3(1 -z / ) / (1 - /3z / ) ,U  } = l /n ,  A1 (1-/3n)(fl(1- s)a(s)ds)  -1 = 9/2, A2 -- (1 -  
/3z/)(U# f l (1 -  s)a(s)ds)  -1 = 256/3, f0 = 1 + c = 1024, foo = 1. Taking 01 E (2/9, 1), 02 E (1, 3), 
thus f0 C ((02/#)A2, c~), foo e (0, 01A1), which imply (HT) and (Hs) hold. Therefore, by Corol- 
lary 3.2, the BVP  (4.7),(4.8) has at least one posit ive solution. 
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