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1. INTRODUCTION 
A PH distribution may be defined as the distribution of a finite hitting time in a finite-state 
Markov  chain. Since the PH distribution was first introduced by Neuts [I], it has been regarded 
as a useful mathematical tool for studying many stochastic models in both theoretical and en- 
gineering fields. Based on the PH distribution and the phase type point processes (for example, 
the PH renewal processes and the Markov  arrival processes, see [2] for details), some researchers 
have constructed new mathematical models that yield to algorithmic probability analysis. Read- 
ers may refer to [2,3] for details. The  family of PH distributions is quite large and contains, 
for example, all exponential distributions, generalized Erlang distributions and hyperexponential 
distributions. The  PH distribution has some excellent properties, for example, 
(i) simple expressions for the Laplace-Stieltjies transform, the probability density function 
and the moments,  
(ii) operational closeness for finite mixtures, finite convolutions, and max-operation, 
(iii) simple light-tailed asymptotics, and 
(iv) the PH distributions are dense in the set of all nonnegative random variables. 
For a detailed discussion for the PH distribution, readers may refer to [I; 3, Chapter 2] and 
survey papers [4-6]. 
Symmetr ic  distributions, for example, the normal distribution, the Laplace distribution and 
the t-distribution, play an important role in both theoretical and engineering fields. Readers may 
refer to [7-9] and the references therein for more details. The  purpose of this paper is to construct 
a type of symmetric distributions based on the PH distribution and study their properties and 
applications. We provide two symmetric distributions: the first one is referred to as symmetric 
PH distribution and the second one, as symmetric EP  distribution. We analyze the symmetric 
PH and EP  distributions for both univariate and multivariate. Since the symmetric PH and 
EP  distributions are generated by the PH distribution, the symmetric PH and EP  distributions 
possess some better properties with respect to mathematical tractability and computability of 
the PH distribution, as shown in the above descriptions (i)-(iv). 
We are interested in understanding how large the class of symmetric EP  distributions is in the 
family of symmetric distributions, because it is well known that 
(i) PH  distributions are dense in the set of all distributions with support in [0, +co), and 
(ii) the symmetric EP  distribution is constructed based on the symmetric PH distribution. 
To illustrate this problem, for an arbitrary symmetric probability density function in L2(-c<~, 
+co), we construct a sequence of symmetric EP  distributions that approximate it in (-co, +c~) by 
means of Laguerre spectrum decomposition (i.e., the Laguerre method) and Hermite spectrum 
decomposition. For the Laguerre method, we may refer to [10-131 and the references therein 
for the univariate case, and further refer to Sumita and Ki j ima [14] and Abate, Choudhury  and 
Whitt  [15] for the multivariate case. It is clear from Section 3 that the constructive approach based 
on Hermite spectrum decomposition is similar to the Laguerre method. In this paper, we extend 
the Laguerre method to that based on a more general symmetric Laguerre-series representation 
(see (12)). Therefore, we obtain a useful relation between an arbitrary symmetric probability 
density function in L2(-co, +oo) and the symmetric EP  probability density function (including 
the symmetric PH probability density function). At the same time, we show that this relation 
also holds for m-dimensional symmetric probability density functions in L2((-oo, +oo)m), which 
is the space of square integrable real functions of dimension m. 
On the other hand, Li and Ma [16] gave some heuristically numerical examples, which illustrate 
that a very nice approximation of Gaussian filters (i.e., a special symmetric EP  probability density 
function) only needs three-order Laguerre bases. This motivates Section 4 of this paper to consider 
how to simply determine a symmetric EP  probability density function to approximately express 
a symmetric random variable under which some moments  of the symmetric random variable 
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are given. Recently, D iamond and Alfa [17] developed a method for approximating a higher- 
dimensional Marker  arrival process by means  of a two-dimensional Marker  arrival process, where 
they require at most  the first three moments  of the interarrival times for the two Markov  arrival 
processes be identical. However, the moment -based method proposed in Section 4 is different from 
D iamond and Alfa [17]. We show that the moment -based method leads to a simpler construction 
in the class of symmetr ic EP  distributions than that of D iamond and Alfa [17], and also we can 
guarantee that at least the first 14 moments  of the original and constructed distributions are 
identical. 
We remark that we are primarily motivated by how to construct useful probability density 
functions in computer  vision, image analysis, speech recognition, and pattern recognition. The  
constructive technique of probability density functions has become more  and more  important. 
For example, we  have the following. 
(i) For edge detection, Li and Ma [16] constructed a polynomial x exponential-type filter 
to approximate an arbitrary filter in L2(0, q-co) with higher precision than that of the 
previous works. Li, Zhou and Zhao [18] gave a novel method  based on the PH distribution 
for conveniently constructing the so called PH filter to approximate an arbitrary filter, 
which extended the results in Li and Ma [16]. At  the same time, they also interpreted the 
reason why  the class of symmetr ic EP  probability density functions is very useful. 
(ii) For image analysis, the chosen form of two-dimensional (or multidimensional) symmetr ic 
probability density functions is very crucial. In fact, the form of symmetr ic probability 
density functions determines main  conclusions of an image analysis in some sense. How-  
ever, up to now many researchers mainly apply the norm distributions for both univariate 
and multivariate to describe random variables in image models, e.g., see, [19-24] and more 
on other research directions. 
(iii) Multidimensional normal distributions play an important role in speech recognition and 
pattern recognition. It is believed that the multidimensional symmetr ic PH distribution 
considered in Sections 5 and 6 is a useful mathematical  tool for studying them. This is 
the reason why  there are at least three pieces of evidence to support our viewpoint. The  
first evidence is that the multidimensional symmetr ic PH distribution is near to the ex- 
pression of multidimensional normal distribution and maintains convenient computability 
(see Section 4). The  second evidence is that statistical investigation of the PH distribution 
has become more  and more complete, e.g., see, [6,25,26] and the references therein. The  
statistical results and methods obtained will greatly help us to understand and deal with 
some crucial problems with multidimensional symmetr ic PH distributions. The  third evi- 
dence is that the multidimensional symmetr ic PH distribution provides more  information 
for higher moments  and bigger changeable structure on marginal distributions than that of 
the multidimensional normal distribution. This may be a necessary requirement in some 
models whose examples are speech recognition and pattern recognition. To  illustrate this 
applicability, we  give three examples for applying the symmetr ic  PH and EP  distributions 
to study the probability Hough transform in Section 7. 
This paper is organized as follows. In Section 2, we first introduce a univariate symmetric 
PH distribution and then propose a univariate symmetr ic EP  distribution based on the univari- 
ate symmetr ic PH distribution. We also discuss some graphical characteristics of the univariate 
symmetr ic PH and EP  distributions. In Section 3, we  illustrate that the class of univariate sym- 
metric EP  distributions is so large that for an arbitrary symmetr ic  probability density function 
in L2(-cxD, q-oo), we  can construct a sequence of symmetr ic EP  distributions to approximate it 
in (-c~, q-oo). We prove this result by means  of two orthogonal decompositions: Laguerre spec- 
t rum decomposition and Hermite spectrum decomposition, respectively. In Section 4, we provide 
a moment -based  approach for simply determining a symmetr ic EP  probability density function 
to approximately express a symmetr ic random variable under which some moments  of the sym- 
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metric random variable are given. In Section 5, we provide a two-dimensionai symmetric EP 
distribution and show that it has more useful expressions according to the relation between the 
two symmetric functions involved. In Section 6, we propose a multidimensionM symmetric PH 
distribution and obtain its useful properties. In Section 7, we apply the symmetric PH and EP 
distributions to study some interesting quantitative indices of the probability Hough transform. 
Finally, some concluding remarks are given in Section 8. 
2. SYMMETRIC  PH AND EP D ISTR IBUT IONS 
In this section, we first introduce a symmetric PH distribution, and then propose a symmetric 
EP distribution based on the symmetric PH distribution. Finally, we discuss some graphical 
characteristics for the symmetric PH and EP distributions. 
2.1. Symmetric PH Distribution 
Let g(x) be a symmetric, nonzero and nonnegative function for -~  < x < +co. We assume 
that l im~_~ g(x) = +~ and lim~__,+~ g(x) = +oc. 
We consider a continuous-time Markov chain {X(t) : t > 0} on m + 1 states whose infinitesimal 
generator is given by 
where matrix T = (hi) satisfies h~ < 0 for 1 < i < m, and t~y > 0 for i ¢ j and 1 < i, j < m. 
Also, Te ÷ T o = O, T O > 0 and T O ¢ 0, e is a column vector with all entries one. The initiM 
probability vector of the Markov process Q is denoted by (a, 0) and ae = 1. We assume that 
state m+ 1 is an absorbing state and states 1, 2 , . . . ,  m are all transient. Clearly, states 1, 2, . . . ,  m 
are all transient if and only if matrix T is invertible. 
Let T = inf{t : Z(t )  = m + 1}. Then, ~- is a PH random variable. We write R(t) = P{T <_ t} 
and r(t) = dR( t ) .  From Chapter 2 of [3] we have 
r (t) : a exp {Tt} T °. (i) 
Based on expression (1), we provide the definition of a symmetric PH distribution as follows. 
DEFINITION 1. If  (~, T) is the irreducible expression of a PH distribution (see Chapter 2 of [3] 
for details), we write 
h(x) = L . a exp{Tg(x)}T °, (2) 
where L = 1/a f+_~ exp{Tg(x) }dxT °, then the distribution with probability density function 
h(x) is called a symmetric PH distribution. 
Note that as x ~ +oz, 
h (x) = LaT  ° exp { - lg  (x)} + o (exp { - lg  (x)}), 
where A is the eigenvaiue with maximM real part of matrix T. 
The following lemma provides expression for the crucial matrix exp{Yg(x)}. 
obvious and omitted. 
LEMMA 1. Let 
J = I 
A 1 
A 1 
'. ". 
A 
The proof is 
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be a matrix of size I x l. Then, 
exp (Jg (x)} = exp {Ag (x)} 
1 D l (x )  D2(x) 
1 D1 (x) 
1 
• " D l -2(x)  D l - l (X ) '  
• " Dl-3 (x) Dz-2 (x) 
. . .  (x) (z) 
". .  : : 
i Di (x) 
1 
where Dl(x)  = g(x), Dk(x) = ~=ob~k)g/(x)  for 2 < k < l -  1 and the parameter b~ k) is 
independent of g(x) for 0 < i < k and 2 < k < l - 1. 
The following theorem provides an expansion for the probability density function of the sym- 
metric PH distribution, which is crucial for defining a symmetric EP distribution. 
THEOREM I. I f  the function h(x) is given in (2), then 
S N~ 
h (x) ---- E exp {Aig (x)} E a(i)gk (x), 
i=1 k=0 
where Ai is the eigenvalue of matrix T, Re(Ai) < 0 for 1 < i < S, and the parameters Ai and a~ ) 
are independent of g(x) for 1 < i < S and 0 < k < Ni. 
PROOF. By means of Lemma 1, the proof is clear in terms of some similar computations to the 
proof of Lemma 6 in [18]. | 
2.2. Symmetric EP Distribution 
According to Theorem 1, we now introduce a more general symmetric distribution with prob- 
ability density function, given by 
s N~ 
x (x) = exp {A/g (x)} Z 4% k (x), (3) 
i=l k=0 
where the parameters Ai and a (/) for 1 < i < S and 1 < k < Ni can be extensively chosen such 
that 
(i) Re(Ai) _< 0 for 1 < i < S, 
(ii) X (x) >__ 0, and 
(i/i) f+~ ~ (x) dx = 1. 
DEFINITION 2. A distribution with probability density function ~(x)  given in (3) is caIled sym- 
metric EP. 
Note that the class of symmetric EP distributions contains all the symmetric PH distributions. 
To understand expression (3), we provide the following two examples. 
(i) If g(x) = x 2, T = -A,  and 1 = 1, then S = 1, N1 = 0, and a (°) = v/AT/2~r. Therefore, 
~(x)  describes a normal distribution. 
(ii) If g(x) = [x[ and l > 2, then this case is illustrated to be very useful both for constructing 
the form of the filter and for selecting the optimal filters in computer vision, see [18] for 
details. 
REMARK 1. It is easy to see from (3) that if the random variable X has the symmetric EP 
probability density function %l(x), then 
S N/ /+f  
E[x I = Z Z4  exp dx, m > 1. 
i=i k=O 
828 Q. L1 et al. 
v axis 
60 "l .......................................................................................................... 
i m a=l.0 
' c¢=100 
I 
I 
50 t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
I 
I 
I 
I 
40 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
30  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
\~  i i i i i i i i i 
lO . . . .  ~ . . . . . . . .  ~ . . . . . . . . .  ~ . . . . . . . . . .  ~ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
0 I I I I " 
0 0,2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
% axis 
F igure  1. The  var iance  depends  on  ~, 
v axis 
2.2 .................................................................................................... 
I m Z=0.8 
- -  Z=I,0 
2 ~ "  ......................................................... "  ............ 
1.8  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
1.6  . . . . . . . . . . . . . . . . . . . . .  : . . . . . . . . . .  ~ . . . . . . . . . . .  • . . . . . . . . .  , . . . . . . . . . .  , . . . . . . . . . .  , . . . . . . . . . . . . . . . . . . . . . .  
1.4  . . . . . . . . . .  : . . . . . . .  
s :  
j • 
g : 
# : 
# 
1.2  
-2 
: ! : 
. . . . . . . . .  ! .......... i . . . . . . . . . .  i . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ~ 
+ 
0 2 4 6 8 10 12 14 16 
a axis 
F igure  2. The  var iance  depends  on  a.  
Symmetric PH and EP Distributions 829 
At the same time, E[X m] is positive or zero according as m is equal to 2n - 1 or 2n for n > 1, 
respectively. Specifically, 
S N~ 
Var[X] = 2 ~ ~ a(~ ) /o +~ x29~(x) exp{~ig(x)} dx. 
i=l  k=0 
To illustrate how the variance Var[X] depends on the parameters of ~(x) ,  we consider an example 
with 
exp{--Ax 2} (x 4 +ax 2 + 1) 
J-~(x) = f_+~ exp {--Ax 2 } (x 4 ~- ax  2 "t- 1) dx' 
for A > 0 and a > -2 .  Figure 1 illustrates that v = Var[X] is decreasing for A E (0, 2] when a = 1 
or a = 100; Figure 2 shows that v = Var[X] is decreasing or increasing for a E [0, 16] according 
asA=O.8or  A=I .  
2.3. Graph ica l  In terpretat ion  
To intuitively explain graphical characteristics of the symmetric PH and EP distributions, we 
analyze two examples. The first one is to study how the graphical structure of a symmetric PH 
probability density function is influenced by the parameters a, T, and g(x), and the second one 
is to illustrate that the graphical structure of the symmetric EP probability density function is 
dominated by the parameters of its exponential terms. As shown in the two examples, when 
taking different parameters, we can depict figures with interesting structure. Therefore, the 
way may be useful for finding a suitable type of probability density functions to analyze some 
practical problems such as image models, as shown in Section 7, for analyzing the probability 
Hough transform. 
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EXAMPLE i. 
with 
We consider a symmetric PH probability density function h(x) = L. c~ exp{Tx2}T ° 
T = 
-5  1 2 1 1 
1 -5  1 1 2 
1 1 -3  0 1 
2 1 0 -5  1 
1 1 1 1 -8  
We, respectively, take the vector a as (0.2, 0.2, 0.2, 0.2, 0.2), (0.25, 0.25, 0.25, 0.25, 0), and (1, 0, 
0, 0, 0), so that the corresponding curves of the function h(x) are depicted from Figure 3. It is 
seen from the figure that the curve of h(x) is more different as the initial probability vector a 
changes. Obviously, there is one peak point for the first case while two peak points for the other 
two cases. 
Similarly, we can discuss that the graphical structure of a symmetric PH probability density 
function is influenced by the parameters T and g(x). 
EXAMPLE 2. We consider a symmetric EP probability density function h(x) = L exp{-Ax2}(2 -  
x 2 + x 4 + 0.2x6). Let A be 0.5, 2, or 5. Then, the associated curves of the function h(x) are 
depicted in Figure 4. Clearly, the function h(x) becomes narrower and narrower and the mid- 
point of the curve is higher and higher as/k increases. It is very interesting that the peak points of 
the curve vary from three points to one point. At the same time, since the function h(x) satisfies 
f+_~ h(x) dx = 1, it is reasonable that the influence of the term exp{-Ax 2} becomes bigger and 
bigger than that of the polynomial term, as A increases. 
3. ORTHOGONAL DECOMPOSIT IONS 
We consider an approximative problem: if f(x) is an arbitrary symmetric probability density 
function, then for an arbitrarily given z > 0 small enough, does there exist a symmetric EP 
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probability density function h(x) such that for each x e (-ec, +c~) 
I f(x) - h(x)] < ~? (4) 
In this section, we answer this interesting problem to be "yes" and provide a novel approach for 
constructing such a symmetric EP probability density function h(x). This constructive approach 
is based on Laguerre spectrum decomposition a d Hermite spectrum decomposition, respectively. 
3.1. Laguerre Spectrum Decomposition 
n 
Let (k) = n!/k!(n - k)!. We define a Laguerre polynomial 
n 
Ln(x) ~'~ a(n)x k =Z. .~k  ' 
k=0 
where o, 
a(2 ) = ( -1 )  k ~,  n > O, 
which are called the Laguerre polynomial coefficients. It is clear that 
+~Lm (]xl) Ln (Ixl) exp {-Ix]} = 5ran, (5) dx 2 
where 
5m,~={ O, i fm~n,  
1, i fm = n. 
Let 
b(~)_ l_....~_a(,~)=(_l)k(nk) 1 -- v'2n! k v~k!'  n > O, 0<k<n,  (6) 
and 
z~(x)= k , ~>_o. (7) 
k=O 
Then, it follows from (5)-(7) that 
+_~Im([x l ) ln ( IXDexp{- Ix l}dx=hmn , rn>0,  n>0.  (8) 
Therefore, the sequence {exp{-(1/2)lxl}l~(]xl) , n > 0} forms an orthogonal basis for the space 
L2(-cc, +c~). 
If f (x)  is a symmetric probability density function in L2(-c% ÷c~) and for all k _> O, 
B~ = [+~ exp ~'-!l~l ~ f(~)Zk(Ixl) d~, J -~ t 2 j 
then it follows from (8) that 
f(x) =exp -~lxt ~-~Bklk(Ixl), (9) 
k=0 
To relate (9) to the symmetric EP probability density function in (3), we need to extend 
expression (9) to the case with symmetric function g(x). For this, we introduce a changeable 
parameter A _> 0 and partly replace x with g(x) in (8). Let 
g(x), if x_>0, 
g A(x)= -g(x) ,  if x<0.  
Then, we obtain 
2 lm (Ag (x)) In (Ag (x)) exp {--)~g (x)} dg~ (x) = -~Smn, m > O, n >_ O, (10) 
where the symmetric function g(x) needs to guarantee that (10) is well-defined for all rn _> 0 and 
n>0.  
The following theorem provides orthogonal expansion for the symmetric probability density 
function. 
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THEOREM 2. Let f(x) E L2(-oo, +oc) be a symmetric probability density function, where 
L2(-oc, +oc) is the set of all functions that are square-integrable with respect to gA(x) in the 
Stieltjes ense. If for all k >_ O, 
J - -O0  k J 
(11) 
then 
f (x) = V~exp -~g (x) EBk lk  (Ag (x)). 
k=O 
(12) 
PROOF. It is obvious from (10) that {v~exp{-( l /2)g(x)}Ik( lg(x)) ,k > 0} is an orthogonal 
basis for the space L2(-oo, +oc) with respect o the symmetric function g(x) in the setting of 
Stieltjes integrals. Let 
f (x )=V~exp-~g(x)  E Bklk (Ag(x)). 
k=0 
Then, it is easy check that 
Bk ---- ~/~ exp --~g (x) f (x)lk ()~g (x)) dg A (x). 
J -oo  
This completes the proof. | 
REMARK 2. By using the symmetric expansion and the fact that the PH distributions are dense in 
the set of all nonnegative random variables, any symmetric distribution can be approximated by 
the symmetric PH distributions, which form a special subclass of the symmetric EP distributions. 
Thus, any symmetric distribution, including ones that do not belong to L2(-oo, +oc), can be 
approximated bythe symmetric EP distributions. Theorem 2 further provides a tool to construct 
a sequence of the symmetric EP distributions to approximate any symmetric distribution in 
L2(-c% +~) .  
COROLLARY 1. If the function t = g(x) for x > 0 is strictly increasing with the inverse x = g-l(t) 
for t >_ O, then 
Bk : 2v /~+c~ exp { -~t}  f(g-l(t))Ik()~t)dt. 
We now construct a sequence of symmetric F,p distributions for approximating the func- 
tion f(x). Based on (12), we write 
hN(X) =CgV/~exp{- -~g(x)} 
N 
BkZk (13) 
k=O 
where 
1 
eN --~ N 
V~ E Bk f+o~ exp {--(A/2)g (x)} Ik (Ag (x)) dx 
k=0 
Hence, it follows from (7) and (13) that 
hN (x) = CNX/~exp ---~g (x) E Bk (--i) i ~ gi(x), (14) 
" k=O i :0  
which is a symmetric EP probability density function. It is clear that CN ~ 1 and AN(X) --+ f(x), 
as  N --~ oo. 
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Let 
exp 
k=O 0 
Then, ~(N) can be used as determining the stop rule of computation under some given errors 
> 0, i.e., we need to find a positive integer No such that for all N > No, ~(N) < e. 
REMARK 3. Li and Ma [16] and Abate, Choudhury and Whitt [12, Section 8], respectively, 
introduced a changeable parameter ~ for the probability density function with g(x) = Ixl. The 
two papers illustrate that the changeable parameter can improve the approximative precision and 
accelerate the convergent process for the function by(x) defined in (13), as N increases. Clearly, 
the symmetric function )~g(x) will play more of a role than only the changeable parameter ;~. 
3.2. Hermite Spectrum Decomposition 
In this section, we apply the Hermite spectrum decomposition to construct the symmetric EP 
probability density function hg(x). 
Let 
t~ ( -1 )  k n! 
(x) = Z ' 
k=O 
n where t~ = ( 2 ) for n > 0. Then, 
+~g,~ (x) H~ (x) exp { -x  ~ } = 2~n!v/~5,~. dx 
Therefore, {(1/~/-~ 2~. )  exp{-x2/2}H~,(x), n>_ (3} is an orthogonal basis. Let f (x)e L2(--~,-b~) 
be a symmetric probability density function, where L2( -~,  +c~) is the set of all functions that 
are square-integrable with respect o gA(x) in the Stieltjes ense. If for all k > 0, 
Bk-- ¢ / ~  exp - z 2 f(x) Hk(x )dx<+~,  
then 
f (x) ---- ~ exp ~ " k=0 ~/2kk! 
A similar discussion to that in the above section can lead to a generalized expression 
f (x )= ~exp -~g(x)  2 ~ Bk Hk(g(x) v/~) (15) 
- -  k=0 ~ ' 
where for all k _> 0, 
Therefore, we  obtain 
N 
hN(X)=_~CNeXp{_~g(x)2} Bk 
REMARK 4. A l though from theoretic viewpoint the PH distributions are dense in the set of 
all nonnegative random variables (see [3, Chapter 2; 27,28]), f rom practically applied viewpoint 
there has not been an effective approach up to now for constructing a concrete sequence of PH 
distributions to approximate the distribution of an arbitrarily given nonnegative random variable. 
Specifically, using the first three moments  Altiok [29] and Bosch, Dietz and Pohl [30] constructed 
a PH distribution to approximate a general distribution. As  discussed in this section, we  provide 
a novel approach to approximate a general distribution with higher precision in terms of the 
sequence of EP  distributions. 
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4. MOMENT-BASED APPROXIMATION 
In this section, we provide a moment-based approach for simply constructing a sequence 
{hN(x)} of symmetric EP probability density functions. The result of this section generalizes 
the method based on the normal distribution and also improve approximative precision. For 
convenience, we only consider a simple case with g(x) = Ix[, and the way provided here can be 
extended to deal with the case with a more general symmetric function g(x). 
Let 
hN (X) = exp { 'x - #' } N E aklx -- #lk" (16) 
k=0 
Then, the main task of this section is to provide an approach for determining the parameters 
> 0 and ak for 0 < k < N under which some moments are given. 
Clearly, the parameters ~ and ak for 0 < k < N satisfy the normalization condition f+~ hN (x) dx 
= 1, which follows 
N 1 k!akA k+l = 5" 
k=0 
Let X be a random variable with probability density function hN(x). Then, 
E[X] = f+oo xhN(x) dx = # 
J -~  
and 
N 
Var[X] = 2 E (k  + 2)!akA k+3. 
k=0 
To express higher moments of X, we write 
d (-~) = f+f  (x - ~)~ hN (x) dx, 
From (16), we obtain 
m>0.  
2 (k + 2/)!akA k+2~+1, if m = 21, 
d(m) = k=o 
0, if m = 21+ 1. 
Simple computations lead to 
E [Xml = (x -- ,)mhN (x) dx + Z (-1) m-k+1 '~-k  ~hN(~) d~ 
k=0 
m--1 
k=O 
Therefore, according to the above discussion we obtain that the parameters ,~and ak for 0 _< k 
_< N satisfy the following system of equations 
E [X] = ~, (17) 
N 
Var [Z l -- 2 E (k  -t- 2)!akA k+3, (18) 
k=0 
rn--1 
k=0 
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and 
N 
1 (20) k!ak;~ k+l  = 3 
k=0 
Clearly, the system of equations (17) to (20) provide a way to determine the function hg(x) 
under which some moments of a symmetric distribution are given. 
In what follows, we discuss two special cases for determining the coefficients A and ak for 
0<k<N.  
CASE ( i).  For random variable Y, the first two moments E[Y] and Vat[Y] are given. In this 
case, N = 0 and 
h0 (x) = ~ exp X ' 
where # = E[Y] and )~ = v/Var[Y]/2. Clearly, ho(x) is very close to a normal distribution but it 
has more convenient computability than the normal distribution in some setting. 
CASE (ii). For random variable Y, the moments E[Y k] for 1 < k < 2l are given. In this case, 
we set A = 1. Simple computations lead to 
N 
E(k  + 2l)!ak = L2z, 
k=O 
where 
Hence, 
where 
2/-1 
k=0 
0</<N.  
(a0, a l ,  a2 , .  • •, a2N) T = ~-1  (L0, L1, L2,..., L2N) T (22) 
= 
o~ 1~ 2! . . .  (N)~ \ 
2! 3! 4! ... (N+2) !  
4! 5! 6! . . .  (N+4) !  . 
(2N)! (2N+ 1)! (2N+2)!  ..- (3N)! 
Since the coefficients ak for 0 < k < N are determined in (22), the symmetric EP probability 
density function is chosen as 
N 
hN(x)  = exp { - Ix  - , I}  Z akfx - ,?, 
k=0 
and E[X l] = E[Y ~] for 0 < l < 2N. It is clear that hN(x) has a higher approximative precision 
than that of h0 (x) (or using the normal distribution). 
REMARK 5. If N _ 7, then the inverse of matrix ~ can be numerically computed. However, if 
N > 7, then the numerical computation of the inverse matrix t~ -1 will be more difficult. 
REMARK 6. We assume that the parameter # is equal to zero. The symmetric EP probability 
density function hN(x) in (16) is different from that in (14). The advantage of the expression 
in (16) is that hN(x) has a simple form related to the moments, which is convenient for some 
applications, while its disadvantage is that the expression in (16) cannot guarantee that the 
sequence {hg (x)} exactly converges to the symmetric probability density function of the random 
variable Y. 
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5. TWO-DIMENSIONAL SYMMETRIC  EP  D ISTR IBUT ION 
In this section, we provide a two-dimensional symmetric EP distribution based on the two- 
dimensional PH distribution defined in [31], and then study its characteristics. 
We consider a continuous-time Markov chain {X(t), t > 0} on finite-state space ~ whose 
sample path is right-continuous. Let ~1 and ~2 be two nonempty stochastically closed subsets 
of ~t such that fll fl f12 is a proper subset of £t. Here f~0 is called a stochastically closed subset 
of ~ if X(t) enters ~t0 and never leaves. We assume that absorption of this chain into gtl n ~2 
is certain. Since we are interested in the chain only until it is absorbed into ~1 N Yt2, we may 
assume ~1 M ~2 = {A}. Without loss of generality, we set ~ = {1, 2 , . . . ,  m, A} for some integer, 
m>l .  
Let 
be the infinitesimal generator of the Markov chain {X(t), t >_ 0} on state space ~. We write 
Tk = inf {t _> 0, x (t) C ~k }, k = 1, 2. 
We set inf¢ = +oc, where ¢ denotes an empty set. For simplicity, we shall assume that the 
initial probability aj > 0 for j E f~ M f~ and }-~jen~n~ a j = 1, where ft~ = Yt - f~ for i = 1,2. 
This condition just guarantees that P{T1 > 0, T2 > 0} = 1. We call the joint distribution of the 
random vector (T1,T2) a two-dimensional PH distribution with representation (a, A). Further, 
we set E0,2) = ~ N D~, E (1) = £t~ n ~2, E (2) = f~l n ~,  and E (°) = ~tl D D2 = {A}. Clearly, 
O~ = (OL (1'2) , 0, 0, 0). 
If we relabel the states if necessary, matrix A takes the form 
/A( l '2)  B(1) B (2)'~ 
A=/  0 A O) 0 ) . 
\0  0 A (2) 
Clearly, matrix A is invertible if and only if A 0'2), A (1), and A (2) are all invertible. Let f(tl, t2) 
be the probability density function of the random vector (T1, T2). Then, it follows from [31] that 
--oz 1'2) exp { A(1,2)t2 } B (1) exp {A (1) (tl - t2) } A(1)e, 
f (tl, t2) --- -c~ (1'2) exp {A(1'2)t2} B (2) exp {A (2) (t2 t l)} A(2)e, 
i f t l k t2>_0 ,  
(23) 
if t2 _ tl _> 0. 
Based on expression (23), we can introduce a two-dimensional symmetric EP distribution. For 
this, we assume that ¢(x) and ¢(y) for - c~ < x, y < +oa are two symmetric, nonzero, and 
nonnegative functions, l imx-~ ¢(x) = +c~ and limx--.o~ ¢(y) = +c~. Substituting tl -= ¢(x) 
and t2 = ¢(y) into (23) and taking a weight combination, we can obtain 
(24) 
where w is a weight factor for 0 < w _< 1. Therefore, it follows from (24) that 
M N R 
S(x,  y) = Z exp (x) - . j¢  (Y) -  rl¢ - ¢(Y)t} 
i=1 j= l  r= l  
V W S 
X E E ~"~l~(i'J'r)~hk z_.,ok s s 
k=O /=0 s=l 
(25) 
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The distribution with probability density function (25) is called a two-dimensional symmetric 
EP distribution. 
REMARK 7. For the two-dimensional symmetric EP probability density function (25), we may 
replace the term I¢ (x) -¢  (Y) I with special forms according to practical requirements, for example, 
(i) It(x) ÷ ¢(y)]~ for ~ ~_ 0, 
(ii) [~(~)¢(v)]z for Z -> 0, 
(iii) max{¢(x),¢(y)}, and 
(iv) [~¢(~) + ,¢(v) + ~]~ for ~, ~, ~ > 0. 
Therefore, the class of two-dimensional symmetr ic EP  distributions is very abundant, which are 
a useful mathematical  tool for studying practical stochastic models. 
We write 
-¢ (x ) ,  if x<0,  -¢ (x ) ,  if x<0.  
REMARK. Let f(x,y) e L2(( -c~,+~) 2 be a bivariate probability density function, where 
L2((-oo, +oo)2) is the set of all bivariate functions that are square-integrable with respect o 
¢/'(x) and CA(X) in the Stieltjes ense. Then, by using (2) to (4) and (11) in [15], we can obtain 
f (x, y) = v~exp - [A¢ (x) + #¢ (y)] E ~ Bijli (A¢ (x)) ly (#¢ (y)), 
i=0 j=0 
(26) 
where 
× f (x, v)z~ (~¢ (x))lj ( ,¢  (y)) de ~ (x) de ~ (v). 
Therefore, the bivariate symmetric EP probability density function is 
hMN (~, y) = eM~v/~exp --3 [~¢ (x) + ,¢  (y)] ~ B~jZ~ (~¢ (x))tj (,¢ (y)), 
'= j=0 
(27) 
where CMN is a normalization constant. It is clear that the two expressions (26) and (27) can be 
conveniently generalized to the multivariate case. 
6. MULT ID IMENSIONAL SYMMETRIC  PH D ISTR IBUT ION 
Although the two-dimensional symmetric EP distribution is defined in Section 5 based on the 
regular two-dimensional PH distribution, it would be very complicated toextend this definition to 
the multidimensional symmetric EP distribution, since the multidimensional PH distribution has 
a more complicated expression, e.g., see, [4,31,32]. Notice that the distribution of the interarrival 
times in a Markov arrival process is matrix-exponential (see Chapter 5 in [2]), in this section, we 
therefore apply the Markov arrival process to construct a class of multidimensional symmetric 
PH distributions, and then provide some useful properties for the multidimensional symmetric 
PH distributions. 
Let (C, D) be the matrix descriptor of a Markov arrival process with r phases. Then, 
(i) matrix C has strictly negative diagonal entries and nonnegative off-diagonal entries, and 
C is invertible; 
(ii) matrix D _> 0 and D ~ 0; 
(iii) matrix C + D is irreducible and (C + D) e = 0. 
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On the contrary, if matrices C and D satisfy Conditions (i)-(iii), then (C, D) is regarded as 
the matrix descriptor of a Markov arrival process. 
Based on matrices C and D, we define 
f (x l ,x2, . . . ,x ,~)=L.aexp{Cgl(Xl)}Dexp{Cg2(x~)}D.. .exp{Cgm(X,O}De , (28) 
where the function gk(xk) is nonzero, nonnegative, and symmetric for 1 < k < m, c~ is a proba- 
bility vector and 
L= 1 
c~ f_+~ • • • f_+~ exp {Cgl (Xl)} D . . .  exp {Cgm (xm)} D dxl . . ,  dxme" 
The distribution with probability density function in (28) is called an m-dimensional symmetric 
PH distribution. 
REMARK 9. It is easy to see that expression (28) is a generalization of expression (1). If r = 1 
and gk(xk) = x~ for 1 < k < m, then f (xl ,x2,. . .  ,Xm) is the probability density function of an 
m-dimensional normal distribution. 
To illustrate that the probability density function in (28) has convenient computability, we 
discuss a simple case with gk(xk) = Ixkl for 1 < k < m. In this case, noting that (-C-1)D is a 
stochastic matrix, we can obtain the following useful properties. 
(i) n = 2 - ' L  
(ii) Let (X1, X2 , . . . ,  X,~) be a random vector with probability density function in (28). Then, 
its joint probability distribution is 
/?F J;2 F (x l ,x2, . . .  ,Xm) = 2 -m'a  exp{CIUl[}D 
OO 00''" 
× exp {Clu2]} D . . .  exp {Clu,~]} D duadu2.., du,~e. 
Furthermore, for k > 1, 
P exp {C]ukl} duk De, 
E[Xk] =oL [(-C -1) D] k-1 (-C -J-) e 
and 
E = [ ( -c  -1) D] k-1 ( - c -b2  e 
(iii) For l< i< j_m,  
E [XiXj] = 2o~ [ ( -C  -1) D] i-1 ( - c - l )  2 D [ ( -C  -1) D] j - i -1 ( -C  -1) e. 
In what follows, we further extend the above m-dimensional symmetric PH distributions in (28) 
to two types of more general forms. 
Let (C~, Di) be the matrix descriptor of a Markov arrival process with r phases for 1 < i < m. 
Then, we define the first one as 
f (Xl, x2,..., xm) = L .a  exp {Clgl (xl)} D1 exp {C2g2 (x2)} D2. . .  exp {C,~g,~ (x,~)} Dine, (29) 
where 
L = 
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Let A®B and A®B denote the Kronecker product and the Kronecker sum for matrices A and B, 
respectively. We define the second one as 
f (xl, x2,..., Xm) = L 'a  exp {[Clgl (Xl)] (~ [62g2 (x2)] (~ ' "  (~ [Cmgm (Xm)]} De, 
where a = al  ®a2. . .®a,~,  D = D1 ®D2 ®. . .  ®D,~, and 
L= 1 
O~ f?oo ~- - -  ffoo ~ exp {[Clgl (Xi)] O [C2g 2 (x2) ] (~...  (~ [Cmgm (Xm)]} Ddxl... dxme" 
Clearly, the two generalized m-dimensional symmetric PH distributions also are easy to numeri- 
cally compute. 
REMARK 10. Not only is the m-dimensional symmetric PH distribution in (29) very closely 
related to an m-dimensional normal distribution, but also it provides more changeable structure 
for marginal distributions than the m-dimensional normal distributions, which may be a necessary 
requirement for some real stochastic models. 
REMARK 11. Up to now, statistical investigation of both the PH distribution and the Markov 
arrival process has obtained some crucial advances, e.g., see, [6,25,26] and references therein. The 
statistical results and methods obtained can greatly support us to apply the multidimensional 
symmetric PH distribution to some real fields such as pattern recognition, image analysis and 
computer vision. 
7. APPL ICAT IONS TO THE 
PROBABIL ITY  HOUGH TRANSFORM 
In this section, we apply the symmetric EP distribution to study the probability Hough trans- 
form. 
7.1. The Probability Hough Transform 
Shapes with either 2D or 3D provide a primary cue for object recognition, and the Hough 
transform is an effective shape-analytic technique. We consider an image on m-dimensional 
space, which satisfies the following equation 
h (X, (b) = O, (30) 
where X = (x l ,x2, . . . ,xm) and @ = (01,02,...,0n). We assume that X is a point in the m- 
dimensional image space ~2x = {X : h(X, O) = 0}, which is obtained by a depth value or a 
grey-level value in a grey-level image, and e is a point in the n-dimensional Hough space (or 
parameter space) f~o --- {@ : h(X, O) = 0}. Clearly, equation (30) can represent many things 
such as curves (including lines and circles), surfaces (including planes and cylinders) and motion 
trajectories (including translation and rotation), which depend on the interpretation of feature 
points in the image space. 
The purpose of using the Hough transform is to evaluate a specified parameter O0 E fte in 
terms of some given feature points in the image space. Once the parameter @0 is obtained, the 
image shape can be determined. Let Xi for 1 < i < M be feature points known in the image space. 
We denote by Ceo a finite-sized cell centered at a given point O0 = (0m, 002,..., 00n) C f~e, for 
example, 
Ceo ={(01,02,. . . ,0n):10i--00i l  <~,  1 < i<n},  
where/~ > 0. It is clear that Ce0 --* {O0} as fl -~ 0 +. We introduce 
1, if Ce0 n {O : h(X~,@) = 0} is not empty, 
r (Xi, Ceo) = 0, otherwise. 
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The Hough transform can be written as 
M 
H (Coo) = E r (Xi, O0), (31) 
i=1 
which is the number of image pixels whose parameter curves pass through the cell Coo. Such a 
definition of Hough transform was first introduced by Princen, Illingworth and Kittler [7]. 
We assume that the parameter space ~o is discretized into N cells ~ek for 1 < k < N, which 
satisfy two conditions: 
(i) ~tok N ~oz is empty for each pair (k, l) with k ¢ l, and 
(ii) ~o = UI<k<N £tO~. 
Then, from (31) we can obtain N nonnegative integers H(Cok) for 1 < k < N. If there exists 
a value H(Coko) such that H(Co~o ) > maxk#ko{H(Cok)}, then we take OkÜ as the parameter 
of equation (30), i.e., the image shape is determined by h(X, Ok0) = 0. If there does not exist 
such a value H(Coko), then we need to increase the number of the cells until we find that the 
inequality g(Coko) > maxk#ko {H(Cok)} holds. 
In what follows, we study the probability characteristics of the Hough transform (31). We 
assume that the feature points in the image space have an m-dimensional symmetric distribution 
with probability density function f(Xl,X2,...,Xm) (for example, (28)). In this case, r(Xi, 0o) 
for 1 < i < M are random variables and for l = 0,1, 
P {r (Xi, Oo) = l} = /+~ /+~ "" f+~ P {r (xil,xi2,... ,xi,~, Oo) = l} 
x f (x~l, xi2,. . . ,  Xim) dxildxi2.., dx~,~. 
Therefore, for k > O, 
P {H (Ce0) = k} = 
M 
I I  P =z,} • 
ll+l~+...+lM=k i=1 
/i=0,1, l~_i<M 
In general, the random variables r(Xi, O0) for 
thus, we can obtain 
1 < i < M are always independent of each other, 
and 
M 
E [H (Ceo)] = E E [r (Xi, O0)] 
i=1 
M 
Var [H (Coo)] - EVar  [r (Xi, O0)]. 
i=1 
According to (21), we can give a criterion. If there exists a positive integer k0 such that 
E[H(Coko)]-c4Var[H(Ceko)] >r~l~x{E[H(Cok)]+cA/Var[H(Cek)]}, (32) 
where c > 1 is a expansion rate, then we take Oko as the parameter of equation (30), i.e., the 
image shape is determined by h(X, Oko) -- 0. If there does not exist such a/c0 such that (32) 
holds, then we need to increase the number of the cells until we find that inequality (32) holds. 
7.2. The Conditional Probability Density Function 
There is a better elation between the Hough transform and the maximum likelihood method. 
The probability Hough transform may be defined as a likelihood function with respect o the 
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output parameters. The  probability density function of pattern parameters gives a measurement  
for studying the relative likelihood of the presence of each possible instance of the pattern in the 
image, and also it represents the error characteristics of the feature measurement.  
Let f(,,) be a probability density function, X a random vector representing an image mea-  
surement, and x a specific image measurement.  Similarly, let Y be a random vector representing 
a stochastic pattern parameter, and y a specific point in Hough space. Then, a conditional 
probability density function with the relation between image space and Hough space is defined 
as  
f (x  l Y) -- f (X  =-x I Y =y) .  
In general, the probability density function f(e) is always assumed to have a known form. 
We write a finite set in image space 
~ = {x l , z2 , . . . , z~},  n > 1, 
and let f,~(y) = S(Y [ ~t,,) be the probability density function in Hough space conditional on the 
set ~t~. It follows from (5) in [20] that 
n 
f~ (y) : f01] S (x~ I y), 
i= l  
where 
1 
f0= 
i=1  
is a normalization constant. 
Though the probability density function f(e) is assumed to have a given form, the form of f(e) 
is very crucial for both mathematical  description of the probability Hough transform and the 
associated computations involved in some image models. For this, (8) and (9) in [20] introduced 
and discussed a simple form of f(o). However, as discussed in the above sections, since the class 
of symmetr ic EP  distributions is a useful mathematical  tool for expressing the probability density 
function for both univariate and multivariate, it is reasonable that f(o) is defined as 
S N~ 
f (x ] y) = ~ exp {~ig (s (x, y))} ~ a(i)g k (s (x, y)), (33) 
i=1 k=0 
where s(x, y) = 0 represents the mapping between image space and Hough space. According 
to this more general form (33), it is not difficult but rather extensive to discuss the probability 
density function fn(y) in Hough space. Here, we omit the rest of the discussion based on (33) 
while readers may refer to Stephens [20] for details. 
7.3. The Heteroscedastic Hough Transform 
Kiryati and Bruckstein [33] used the bivariate normal distribution to study the heteroscedastic 
Hough transform. The main difficulty in [7] is how to analytically express or numerically compute 
the optimal parameters (p*,O*). However, the method used in [7] cannot lead to an analytic 
expressions of p* and tg*. In this section, we use the bivariate symmetric EP distribution to 
analyze the heteroscedastic Hough transform, which can motivate further numerical analysis for 
the Hough heteroscedastic transform from a wider class of distributions. 
Let S --- {(Xi, Y~) : 1 < i < M} be an unknown set of collinear points in a plane. We assume 
that measurements of the coordinates of the points are available: s -- {(xi, Yi) : 1 < i < M}. In 
general, s ~ S due to noise. The measurement oise is assumed to be additive and independent 
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between points. According to the two-dimensionai symmetric EP distribution in Section 5, we 
assume that the probability density function of the measurement oise is 
p ((xi, y~) I (Zi, YO) = L exp {-)~ (Xi - x~) 2 - # (Y~ - y~)2 _ q~ [c (Xi - xi) + d (Yi - Yi) + f]2 } ,  
where A > 0, # > 0, 9' >- 0, and A + # + ~/> 0. Clearly, the parameters c, d, and f are used to 
describe correlation properties for this bivariate conditional probability density function. 
The line-fitting task is regarded as finding the maximal ikelihood estimator for the set S of 
collinear points. Since all the noise points are independent of each other, we obtain 
S=argm~{P(s[S)}=argma-x{Mi~=lP((xqy~)l(Xi,Yi))}~.~ 
f =L M exp -E  arg min ), (X i -x i )2+# (Yi-Yi) 2 + 7 [c (X i -x i )+d (Y~ - yi)+f] 2 i. i=l (xi,Yi) 
where ~2 is an area of the plane which contains all the collinear points. Clearly, the optimal 
problem becomes 
{~ (x~ - x~) 2 + ~ (~ - y~)~ + ~ [c (x~ - ~)  + d (~ - y~) + f]~ min 
(x,Yo k J 
subject o Y, = aXi + b, 
where (a, b) is the slope-intercept arameter. We define the Lagrangian function as 
• ~ = ~ (x~ - x~)~ + ~ (Y~ - y~)~ + ~ [c (x~ - ~)  + d (~ - v~) + f]~ + ~ (Y, - aX ,  - b), 
where ~ is a Lagrangian multiplier. Therefore, we obtain 
0 
O---~i~i = 2 (~ + "/c 2) (X~ - xi) + 27cd (Yi - Yi) - a~ + 27cf = O, (34) 
0~ ~' --- 2~/cd (X, - xi) + 2 (p + ~/d 2) (Y~ - Vi) + ~ + 27df = 0, (35) 
0 
~i  = Yi - aXi - b = 0. (36) 
It follows from (36) that 
(Y~ - y~) -= a (X~ - x~) + ax~ + b - y~. (37) 
Solving the system of equations (34), (35), and (37) can lead to 
(a# + cd'~ + a~/d 2) (xi + b - y~) + f'~ (c + ad) 
X i - x i ~ + ~[c 2 -- ira 2 -- aTd ~ 
a (a# + cd~ + a~/d ~) (axi + b - y~) + afg~ (c + ad) 
Y~ - y~ = ;~ + ~/c2 _ lta2 _ a~/d ~ + axi + b - Yi. 
Noting that 
(a, ~) = rain ~ (X, - ~)~ +,  (~ - ~,)~ + ~ [~ (X~ - xO + ~ (~ - ~,) + s]~ c~ 
( Xi ,Y~ ) k .I 
=A((a#-kcdTzra~/d2) (ax iZrb -y i )q - f ' x (cWad) )  2~-~-~-~-paf f~-~d~ 
( a (att + cd~/ + a~d2) (axi + b _ yi) + aS.~ (c_k ad) )2  
c (at~ + cd~ + a~/d ~) (ax~ + b - y~) + cf~/(c + ad) 
ad (a# + cd7 + a~/d ~) (axi + b - y,) + adSs (c + ad) ] 2 
+ ~/c2 _ tza~ _ a.~d ~ + d (ax~ + b - yi) + f] , 
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we obta in  
(a*, b*) = arg min Ci (a, b) . 
(a,b) 
Parameters  a* and  b* can be given by s tandard  opt ima l  methods .  
8. CONCLUDING REMARKS 
In this paper, we first introduce the symmetric PH and EP  distributions with univariate and 
multivariate, and illustrate that the class of symmetric EP distributions is so large that an arbi- 
trary symmetric probability density function in L2(-ce, +~)  can be approximated in (-oe, +c~) 
by a sequence of symmetric EP  probability density functions. We prove this result by means of a 
novel approach for constructing a sequence of symmetric EP  probability density functions based 
on Laguerre spectrum decomposition and Hermite spectrum decomposition. We also show that 
the constructive approach is also correct for multivariate symmetric probability density func- 
tions in L2 ((-c~, ÷c~) m) for m _> 2. Secondly, we provide a moment -based approach for simply 
determining a symmetric EP  probability density function to approximately express a symmet-  
ric random variable under which some moments  of the symmetric random variable are given. 
Thirdly, we propose multidimensional symmetric PH and EP  distributions and obtain their use- 
ful properties. Finally, we apply the class of symmetric PH and EP  distributions to study the 
probability Hough transform. Future research should address applications of the symmetric PH 
and EP  distributions to practical models such as pattern recognition, image analysis and com- 
puter vision. Numerical and algorithmic analysis of real models based on the symmetric PH 
and EP  distributions is very important. It is worthy to investigate statistical behavior of the 
multivariate symmetric PH and EP  distributions. 
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