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Abstract
With the first detections of binary neutron star mergers by gravitational-wave detectors, it proves
timely to consider how the internal structure of neutron stars affects the way in which they can be
asymmetrically deformed. Such deformations may leave measurable imprints on gravitational-wave
signals and can be sourced through tidal interactions or the formation of mountains. We detail the
formalism that describes fully-relativistic neutron star models with elastic crusts undergoing static
perturbations. This formalism primes the problem for studies into a variety of mechanisms that can
deform a neutron star. We present results for a barotropic equation of state and a realistic model
for the elastic crust, which enables us to compute relevant quantities such as the tidal deformability
parameter. We find that the inclusion of an elastic crust provides a very small correction to the
tidal deformability. The results allow us to demonstrate when and where the crust starts to fail
during a binary inspiral and we find that the majority of the crust will remain intact up until
merger.
∗ f.w.r.gittins@soton.ac.uk
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I. INTRODUCTION
The confident detections of the binary neutron star merger events GW170817 and
GW190425 through gravitational waves has heralded in an exciting new era for neutron
star astrophysics [1, 2]. Among other things, neutron stars provide unique probes into
the equation of state of matter at supranuclear densities, which remains a topical issue in
astrophysics and nuclear physics. The equation of state encodes the microscopic nuclear
interactions and plays a fundamental role in determining the configuration of neutron stars.
At the macroscopic level, it manifests itself through observables such as the mass, radius
and stellar moment of inertia (see, e.g., [3]). Terrestrial experiments are able to study and
constrain the equation of state up to densities just below the nuclear saturation density
ρsat = 2.7× 1014 g cm−3 (see, e.g., [4–7] for reviews on the subject) – markedly below the
densities in neutron star cores. For this reason, we must look to the (neutron) stars for
inspiration.
It has proven quite the endeavour to provide constraints on the internal structure of
neutron stars through astrophysical observations; the observed range of masses is large,
M ∼ 1.1 − 2.0M [8], and, problematically, it would seem there is no current model-
independent technique to measure the radius. Various radius estimates have been made
using X-ray spectroscopy from quiescent neutron stars [9], thermonuclear X-ray bursts [10–
12] and accretion-powered millisecond pulsars [13]. However, all these methods suffer from
being susceptible to systematic errors [14, 15]. Promisingly, the NICER mission is expected
to be far less prone to such biases and their first results have provided relatively tight bounds
on the radius of PSR J0030+0451 [16–19]. Different equation-of-state candidates predict for
a neutron star of mass M = 1.4M a radius in the range of 9 km . R . 14 km [6].
One of the exciting prospects of gravitational-wave observations is that they can provide
model-independent constraints on the equation of state and, indeed, have done in the case
of GW170817 [1, 20, 21]. The gravitational-wave signal emitted from inspiralling neutron
stars differs slightly from that of inspiralling black holes. The very fact that neutron stars
are extended bodies introduces finite-size corrections to the gravitational-wave signal. The
dominant finite-size effect comes from the tidal deformation that each star’s gravitational
field induces on the other. Since this effect depends on the density distribution of the star,
it may be used as a diagnostic to probe the neutron star interior. However, neutron stars
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are believed to have solid crusts close to their surfaces, which introduce further complexity
into prospective descriptions of the interior [22]. There have been a number of studies of
perturbations of neutron stars with elastic crusts. Most of these have assumed the Cowling
approximation [23, 24] and only a few have accounted fully for relativistic effects [25, 26]. In
recent years, there have been a couple of efforts in the direction of understanding the impact
that the inclusion of an elastic crust makes on tidal deformations in neutron stars [27, 28].
In this work, we detail the formalism that describes static perturbations of non-rotating
neutron stars with an elastic component. This enables us to quantify the role of an elastic
crust in tidal deformations. We do this for several different reasons. Some are technical:
there are slight inconsistencies in the work of [27], also noted by [28, 29]. Furthermore,
we find discrepancies in the analysis of [28]. Additionally, there are significant differences
in results: the effects of the crust range from being negligible [27] to being (marginally)
detectable by third-generation gravitational-wave detectors [28]. This is clearly an important
disparity and we need to establish the correct answer. Intuition suggests that the result
should be small. In fact, it is reasonably straightforward to obtain an estimate of the impact
of the elasticity by considering f -mode oscillations of an entirely elastic, incompressible star
in Newtonian gravity. The result is then linked to the Love number (as described in [30])
leading to a relative correction of ∼ 2Rµˇ/(Mρ) ∼ 10−4, where ρ is the density of the star,
µˇ is the shear modulus and we have assumed typical values of M/R ∼ 0.2 and µˇ/ρ ∼ 10−5.
This estimate should be an upper limit since the entire star has been assumed to be elastic.
This implies that this effect will be too small to be distinguished in observations. However,
this problem is still relevant since this formalism provides a detailed description of the crustal
structure and enables one to consider effects such as tidally-induced crust fractures which
may come with associated electromagnetic signatures [31, 32]. Hence, there is a strong
physics motivation for revisiting this problem as well.
The paper is organised as follows. To begin with, in Sec. II, we describe our approach
to calculating static, even-parity linearised perturbations of a neutron star with fluid and
elastic layers. In Sec III, we apply this formalism to calculate the tidal deformations of
a neutron star with an elastic crust using a realistic equation of state and we discuss our
results. We summarise and conclude in Sec IV.
We use the metric signature (−,+,+,+) and work in geometric units with G = c =
1. We adopt the usual Einstein summation convention where repeated indices indicate a
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summation. Early Latin characters a, b, ... are used for spacetime indices and we reserve later
characters i, j, ... for spatial indices. We use primes to denote differentiation with respect to
the radial coordinate.
II. NEUTRON STAR PERTURBATIONS
Since we are setting up the problem to study tidal deformations, it is appropriate to
work in the adiabatic limit, where the variations in the tidal field are assumed to be slow
compared to the timescale associated with the star’s internal response [33]. For this reason,
we focus on static perturbations of non-rotating neutron stars and we further assume that
the unperturbed neutron star is relaxed – that is to say, the background is unstrained. This
is the pertinent assumption for a widely-separated binary and it should be valid up to the
point when the crust begins to fail due to built-up strain. We partition our neutron stars
into three layers: an inner fluid core, an elastic crust and an outer fluid ocean. Therefore, the
equilibrium configuration is straightforwardly described by the usual relativistic equations of
stellar structure: the Tolman-Oppenheimer-Volkoff equations. The elastic crust will manifest
itself at the linear perturbation level.
A. The background configuration
The interior of a static, spherically-symmetric star is described by the spacetime metric
gab given by the line element,
ds2 = gab dx
adxb = −eνdt2 + eλdr2 + r2(dθ2 + sin2 θ dφ2), (1)
where λ(r) and ν(r) are metric functions of r. Since the star is static, the only non-vanishing
component of the fluid four-velocity is the t component. Thus, the four-velocity is
ut = e−ν/2, ui = 0. (2)
The background configuration is a perfect fluid. The stress-energy tensor for a perfect fluid
is
Tab = (ρ+ p)uaub + p gab = ρ uaub + p⊥ab, (3)
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where ρ(r) is the energy density, p(r) is the pressure and we have introduced the projection
operator orthogonal to the fluid flow,
⊥ab ≡ uaub + gab, (4)
which will be useful later.
One then solves the Einstein equations for this configuration and defines
eλ ≡ 1
1− 2m/r , (5)
where m(r) is the gravitational mass enclosed in r. The mass is obtained from
m′ = 4pir2ρ. (6a)
The metric potential is described by
ν ′ =
2(m+ 4pir3p)
r(r − 2m) , (6b)
and by using the relativistic equation for hydrostatic equilibrium one finds
p′ = −1
2
(ρ+ p)ν ′ = −(ρ+ p)(m+ 4pir
3p)
r(r − 2m) . (6c)
Eqs. (6) are the Tolman-Oppenheimer-Volkoff equations. Provided an equation of state one
can solve these differential equations through numerical integration to obtain a description
of the neutron star background. It is useful to note that (6b) decouples from the other two
equations. Therefore, one need only solve (6a) and (6c) to find the mass and radius of the
star.
B. Fluid perturbation equations
The standard approach to computing stellar perturbations in general relativity is to
follow [34]. We use the Regge-Wheeler gauge [35] and focus on static, even-parity l ≥ 2
perturbations, which leads to the perturbed metric,
hab =

eνH0 H1 0 0
H1 e
λH2 0 0
0 0 r2K 0
0 0 0 r2 sin2 θK
Ylm, (7)
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where H0(r), H1(r), H2(r) and K(r) describe the response of the spacetime to the per-
turbations and Ylm(θ, φ) is a spherical harmonic. The perturbed metric is sourced by the
perturbations to the stress-energy tensor δT ba . This coupling is described by the linearised
Einstein equations,
δG ba = 8pi δT
b
a , (8)
where δG ba is the perturbed Einstein tensor. The calculation of the perturbed Einstein
tensor is rather laborious and not particularly insightful, so we simply state the result [36]:
2δG ba = ∇c∇ah bc +∇c∇bh ca −∇c∇ch ba −∇b∇ah
− 2R ca h bc − (∇d∇ch cd −∇c∇ch−R dc h cd ) δ ba ,
(9)
where h is the trace of the perturbed metric and R ba is the Ricci tensor associated with the
background spacetime.
To characterise the perturbations, we introduce the static displacement vector [27],
ξa =

0
r−1W
r−2V ∂θ
(r sin θ)−2V ∂φ
Ylm, (10)
with functions W (r) and V (r) describing the radial and tangential displacements, respec-
tively. In the context of relativistic perturbation theory the Lagrangian variation of the
four-velocity is given as [37]
∆ua =
1
2
uaubuc∆gbc, (11)
where the Lagrangian perturbation of the metric is
∆gab = hab + 2∇(aξb). (12)
Here, the brackets around indices (...) denote symmetrisation. The Lagrangian perturbations
are straightforwardly related to the Eulerian perturbations, denoted with δ, by ∆ = δ+Lξ,
where Lξ is the Lie derivative along ξa. Thus, the Eulerian perturbed four-velocity is
δua = ⊥abLuξb +
1
2
uaubuchbc, (13)
which has components,
δut =
1
2
e−ν/2H0Ylm, δui = 0. (14)
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One should note that, given the displacement vector is static, the displacement vector com-
ponents do not appear in the perturbed four-velocity.
A useful relation for later on comes from considering the Lagrangian change of the number
density [37],
∆n = −1
2
n⊥ab∆gab, (15)
where n is the background number density. Computing this explicitly gives
∆n = −1
2
n⊥gYlm, (16)
where we have defined [27]
⊥g ≡ 2
r2
[
r2
(
K +
1
2
H2
)
− l(l + 1)V + rW ′ +
(
1 +
1
2
rλ′
)
W
]
. (17)
The focus of this work will be on barotropic matter, where the energy density is a function
of only the number density, ρ = ρ(n), which means that
∆ρ =
dρ
dn
∆n = µ∆n, (18)
where µ is the chemical potential. This also leads to the relations,
∆p =
dp
dρ
∆ρ = c2s∆ρ, δp = c
2
sδρ, (19)
where we have identified the speed of sound, cs. We can use the Gibbs relation, ρ+ p = µn,
and combine (16) and (18) to show
∆ρ = −1
2
(ρ+ p)⊥gYlm. (20)
Therefore, by (19)
∆p = −1
2
(ρ+ p)c2s⊥gYlm. (21)
We also have, from the relation between Lagrangian and Eulerian variations,
∆p = δp+ ξrp′ = δp− 1
2r
(ρ+ p)ν ′WYlm. (22)
We will use (21) and (22) later on to close our system of equations for the crustal perturba-
tions.
The matter content of the spacetime is encoded in the stress-energy tensor. To complete
the specification for the linearised Einstein equations we use the stress-energy tensor for a
perfect fluid (3) to obtain
δT ba = (δρ+ δp)uau
b + δp δ ba + (ρ+ p)(δuau
b + uaδu
b), (23)
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where the perturbed quantities are to be expanded in spherical harmonics, e.g., δρ(r, θ, φ)→
δρ(r)Ylm(θ, φ). Note that, with such an expansion, a summation over all l, m is implied.
However, for this analysis, it will be sufficient to calculate the perturbations for a given
harmonic mode.
One obtains a system of coupled ordinary differential equations by inserting (9) and (23)
into (8) which describe the perturbations in the fluid regions of the star. Conveniently, this
system of equations simplifies to a single second-order differential equation [38]:
H ′′0 +
(
2
r
+
ν ′ − λ′
2
)
H ′0 +
{
2
r2
− [2 + l(l + 1)]e
λ
r2
+
9ν ′ + 5λ′
2r
− ν ′2 + ν
′ + λ′
2rc2s
}
H0 = 0.
(24a)
For completeness, one can calculate the other metric perturbations from H1 = 0, H2 = H0
and
[l(l + 1)− 2]eλK = r2ν ′H ′0 + [l(l + 1)eλ − 2− r(ν ′ + λ′) + r2ν ′2]H0. (24b)
As we will see later, the equations which describe the perturbations in the elastic crust
reduce to these fluid equations. At this point, it is worth remarking that, given the static
nature of the problem, we are unable compute the displacement vector in the fluid, since
the functions W and V do not appear in the perturbed stress-energy tensor. This issue was
somewhat confused in the analysis of [28], who present equations for the components of the
displacement vector. These quantities could be calculated by assuming the fluid regions of
the star have a small, but non-zero, shear modulus. We do not do this in our analysis and
treat those regions as perfect fluids, which seems more appropriate.
C. Including elasticity
As discussed previously, the background star is assumed to be in a relaxed state. This
means that the contribution of the elastic crust only enters through the perturbed stress-
energy tensor. For an elastic material with shear modulus µˇ, the Lagrangian perturbation
of the anisotropic stress tensor is [39]
∆piab = −2µˇ∆sab, (25)
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where the perturbed strain tensor ∆sab is given by
2∆sab =
(
⊥ca⊥db −
1
3
⊥ab⊥cd
)
∆gcd. (26)
The anisotropic stress tensor is trace-free. Since the background is unstrained we simply
find
δpi ba = −µˇ
(
⊥ca⊥db −
1
3
⊥ ba ⊥cd
)
∆gcd. (27)
We note that in the equivalent expression in [27] there is a difference of a factor of two.
Summing the anisotropic stress tensor (27) and the fluid stress-energy tensor (3) and in-
serting these expressions into the perturbed Einstein equations (8) provides the information
needed to describe perturbations in the crust.
Motivated by the analysis of [26], we define the following dimensionless variables which
are related to the radial and perpendicular components of the traction:
T1Ylm ≡ r2δpi rr =
2µˇ
3
[r2(K −H2)− l(l + 1)V − 2rW ′ + (4− rλ′)W ]Ylm, (28a)
T2∂θYlm ≡ r3δpi θr = −µˇ(rV ′ − 2V + eλW )∂θYlm. (28b)
These functions, which vanish in the fluid, will help us to apply the boundary conditions for
the problem.
Due to the introduction of the elastic crust, the perturbation equations become more
complicated when compared to the fluid case. However, some of the perturbed Einstein
equations remain unchanged. Since δpi bt = 0, the [tt] component provides
e−λr2K ′′ + e−λ
(
3− 1
2
rλ′
)
rK ′ −
[
1
2
l(l + 1)− 1
]
K
−e−λrH ′2 −
[
1
2
l(l + 1) + e−λ(1− rλ′)
]
H2 = −8pir2δρ.
(29a)
Because δpi ba is traceless, we can take the trace of the perturbed Einstein equations to obtain
another equation that has no explicit dependence on the elasticity. We combine the trace
with (29a) to obtain
−r2H ′′0 +
[
r
(
1
2
λ′ − ν ′
)
− 2
]
rH ′0 + l(l + 1)e
λH0
−1
2
r2ν ′H ′2 + [2(e
λ − 1)− r(3ν ′ + λ′)]H2 + r2ν ′K ′ = 8pir2eλ(δρ+ 3δp).
(29b)
Furthermore, we find from the [tr] component that, as in the fluid case, H1 vanishes.
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Now, we consider the non-zero components of δpi ba . The difference between the [θθ] and
[φφ] components leads to the algebraic relation,
H2 −H0 = 32piµˇV, (29c)
which will be useful to eliminate H2 from our equations. We can use the [rθ] component
and (29c) to provide
K ′ = H ′0 + ν
′H0 +
16pi
r
(2 + rν ′)µˇV − 16pi
r
T2. (29d)
The sum of the [θθ] and [φφ] components gives
δp =
e−λ(ν ′ + λ′)
16pir
H0 +
e−λ
r2
{
eλ[2− l(l + 1)]µˇV
+
eλ
2
T1 − rT ′2 −
[
1
2
r(ν ′ − λ′) + 1
]
T2
}
,
(29e)
where we have simplified using (29c) and (29d). The final equation we will use from the
perturbed Einstein equations is the [rr] component combined with Eqs. (29c)–(29e),
[l(l + 1)− 2]eλK = r2ν ′H ′0 + [l(l + 1)eλ − 2− r(ν ′ + λ′) + r2ν ′2]H0
+16pi{[l(l + 1)− 2]eλ + r2ν ′2}µˇV
−24pieλT1 + 16pirT ′2 − 8pi[2 + r(ν ′ + λ′)]T2.
(29f)
When µˇ = 0, this reduces to (24b), as expected. Note that the corresponding equation in
[27] differs from this by missing a factor of eλ in the coefficients of T1 and V .
The next step is to formulate the system of equations in a way that is straightforward to
integrate numerically. Clearly, there is a lot of freedom in how one can do this. We choose
to work with the functions (H ′0, H0, K, W , V , T2) as our integration variables. It is useful
to observe that through (29c) one can reduce the order of the system to eliminate H2. In
contrast to the fluid case, we are able to solve for the components of the displacement vector
by using the definitions of the traction variables (28). To be precise, we can integrate
W ′ −
(
2
r
− λ
′
2
)
W =
1
2
r(K −H0)−
[
16pirµˇ+
l(l + 1)
2r
]
V − 3
4µˇr
T1 (30a)
and
V ′ − 2
r
V = −e
λ
r
W − 1
µˇr
T2. (30b)
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We obtain an algebraic relation by combining (29e) and (29f) in such a way as to remove
T ′2. This gives us an equation which involves δp and T1,
16pir2eλδp = r2ν ′H ′0 + [l(l + 1)e
λ − 2 + r2ν ′2]H0 + [2− l(l + 1)]eλK
+16pir2ν ′2µˇV − 16pieλT1 − 16pi(2 + rν ′)T2.
(30c)
From (29e) we can obtain an equation to integrate for T2,
T ′2 +
(
ν ′ − λ′
2
+
1
r
)
T2 = −reλδp+ ν
′ + λ′
16pi
H0 +
eλ
r
[2− l(l + 1)]µˇV + e
λ
2r
T1. (30d)
We combine Eqs. (29b)–(29d) to get
H ′′0 +
(
2
r
+
ν ′ − λ′
2
)
H ′0 +
{
2
r2
− [2 + l(l + 1)]e
λ
r2
+
3ν ′ + λ′
r
− ν ′2
}
H0
=− 8pi
[
eλ
(
3 +
1
c2s
)
δp+ 2ν ′(µˇV )′ + 8
(
1− eλ
r2
+
2ν ′ + λ′
2r
− 1
4
ν ′2
)
µˇV +
2ν ′
r
T2
]
.
(30e)
In the fluid, where the shear modulus vanishes, one can verify that (30d) and (30e) reduce
to give (24a). The final equation we need from the perturbed Einstein equations (29d),
usefully, needs no further alteration,
K ′ = H ′0 + ν
′H0 +
16pi
r
(2 + rν ′)µˇV − 16pi
r
T2. (30f)
To close this system of equations we need to consider the thermodynamics. We can use (21)
and (22) to obtain a second algebraic relation involving δp and T1 by substituting for W
′ in
⊥g (17),
3
4µˇ
T1 =
r2
(ρ+ p)c2s
δp+
3
2
r2K − 3
2
l(l + 1)V +
(
3− rν
′
2c2s
)
W. (30g)
We use (30c) and (30g) to determine δp and T1. Eqs. (30) fully specify the elastic pertur-
bation problem.
D. Boundary conditions
To solve for the perturbations throughout the star one needs to solve Eqs. (24) in the
fluid regions and Eqs. (30) in the crust. At the centre of the star, the equations are singular
and so we demand regularity to obtain the initial condition, for small r,
H0(r) = a0r
l[1 +O(r2)], (31)
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where a0 is a constant. This can be derived by considering a power-series expansion for
small r. We note that, a priori, we do not know the amplitude of the perturbations since we
have not specified the mechanism that sources them. To single out a unique solution from
this one-parameter family of solutions one must match the interior solution to the exterior
vacuum solution, which, in the case of tidal deformations, is sourced by the tidal potential
of the companion star [38].
There are two fluid-elastic interfaces in the neutron star, where one has to consider the
continuity of the perturbed variables. From our assumption that the background star is
in a relaxed state, we know that the background quantities will be continuous across an
interface. Of course, should one use an equation of state that involves discontinuities at
such an interface, that would need to be taken into account. We do not consider such
possibilities here, but do so in [40].
In order to determine how the perturbed quantities behave at an interface, we must
calculate the first and second fundamental forms and demand that they are continuous across
the interface. We describe this calculation in detail in Appendix A. The first fundamental
form implies that the functions H0, K and W are continuous. From the second fundamental
form we obtain continuity of the radial, (T1 + r
2δp), and tangential traction, T2. We will
assume that the shear modulus is non-zero throughout the crust and, therefore, must be
discontinuous at a fluid-elastic boundary. Alternatively, one could consider a shear modulus
that smoothly goes to zero at an interface. In this case, one might assume that the traction
conditions would be trivially satisfied. This may be more realistic, but it is difficult to model
as we do not have a description for the precise core-crust transition.
In the core we calculate H ′0, H0 and K, but in the crust the order of the system increases
as we need to calculate the additional functions W , V and T2. We know that in the fluid
the shear modulus vanishes and so T2 = 0 at both the core-crust and crust-ocean interfaces.
We can use (A17) along with (24b) to obtain an expression which is true in the elastic crust
at an interface,
r2ν ′H ′0 = −[l(l + 1)eλ − 2− r(ν ′ + λ′) + r2ν ′2]H0 + [l(l + 1)− 2]eλK − 16pir2ν ′2µˇV. (32)
With the six boundary conditions – continuity of H0 and K at the core-crust interface,
and the constraints at both interfaces: T2 = 0 and (32) – the system is well posed as a
boundary-value problem.
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The surface of the perturbed configuration is defined to be where the Lagrangian variation
of the pressure vanishes, ∆p = 0. Because of (21), this conveniently coincides with the
definition of the surface for the background star, p = 0. We describe our numerical approach
to solving this problem in detail in Appendix B.
III. TIDAL DEFORMATIONS
The formalism we have detailed in Sec. II can be applied to a variety of problems, such
as tidal deformations and mountains on neutron stars. In this work, we specialise the
perturbations to those sourced by tides in binary systems.
A. The tidal deformability
A star of mass M and radius R in a time-independent, external tidal field Eij will develop a
quadrupole moment Qij in response. To linear order, one can relate the quadrupole moment
to the tidal field by [38]
Qij = −2
3
k2R
5Eij, (33)
where we have introduced the tidal Love number k2. We briefly review the procedure of
calculating the tidal Love number below, closely following the explanation in [38]. For other
detailed discussions on the subject we refer the reader to [41, 42].
The Love number can be extracted from the asymptotic behaviour of the metric. In
asymptotically Cartesian and mass-centred coordinates, one can write [43]
− 1 + gtt
2
= −M
r
− 3Qij
2r3
(
ninj − 1
3
δij
)
+O(1/r4) + 1
2
r2Eijninj +O(r3), (34)
where xi is the vector that points from the origin to r, ni = xi/r is the corresponding unit
vector and gab = gab + hab corresponds to the full metric up to first order. In the vacuum
exterior, one should note that ν = −λ, therefore, (24a) reduces to
H ′′0 +
(
2
r
− λ′
)
H ′0 −
[
l(l + 1)
eλ
r2
+ λ′2
]
H0 = 0. (35)
The solution to (35) may be expressed in terms of the associated Legendre polynomials
Qαβ(r/M − 1) and Pαβ(r/M − 1) with α = l, β = 2,
H0(r) = c1Ql2(r/M − 1) + c2Pl2(r/M − 1), (36)
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which gives, when we specialise to quadrupolar (l = 2) perturbations,
H0(r) = c1
( r
M
)2(
1− 2M
r
)[
− M(M − r)(2M
2 + 6Mr − 3r2)
r2(2M − r)2
+
3
2
ln
(
r
r − 2M
)]
+ 3c2
( r
M
)2(
1− 2M
r
)
,
(37)
where c1 and c2 are constants to be determined. The asymptotic behaviour of (37) is
H0(r) =
8
5
(
M
r
)3
c1 +O[(M/r)4] + 3
( r
M
)2
c2 +O(r/M). (38)
One can decompose the tensor multipole moments as
Eij =
2∑
m=−2
E2mY2mij , (39a)
Qij =
2∑
m=−2
Q2mY2mij , (39b)
where the symmetric, trace-free tensors Y lmij are defined by [43]
Ylm = Y lmij ninj. (40)
One is free to assume that only one E2m is non-vanishing, without any loss of generality.
Making use of the decomposition of the multipole moments (39), one can insert (38) into
(34) to show
c1 =
15
8
1
M3
Q2m, (41a)
c2 = −1
3
M2E2m, (41b)
and, thus, obtain
c1
c2
=
15
4
k2
C5
, (42)
where C ≡M/R is the star’s compactness. Because H0 and H ′0 are continuous between the
interior and the vacuum at the surface, we can use (37) to determine the ratio c1/c2 in terms
of the interior solutions at r = R. This gives the result [38]
k2 =
8C5
5
(1− 2C)2[2 + 2C(y − 1)− y]
{
2C[6− 3y + 3C(5y − 8)]
+ 4C3[13− 11y + C(3y − 2) + 2C2(1 + y)]
+ 3(1− 2C)2[2− y + 2C(y − 1)] ln(1− 2C)
}−1
,
(43)
14
where we have introduced the parameter y ≡ RH ′0(R)/H0(R). It is interesting to note that
for the computation of the Love number the amplitude a0 in the initial condition (31) may
be chosen freely. The reason for this is intuitive. Since the tidal Love number is a measure
of how deformable a star is in the presence of a quadrupolar field, it is independent of the
exact details of an external field and, therefore, the calculation of this quantity is insensitive
to the magnitude. We see this in (43) as the ratio y means that dependence on a0 exactly
cancels. For our analysis, we will focus on the dimensionless tidal deformability parameter,
Λ =
2
3
k2
C5
, (44)
to enable direct comparison with gravitational-wave constraints (see, e.g., [21]).
Note that the expression (43) is derived under the assumption that H ′0 is continuous across
the surface. This is contingent on the final stellar layer having a vanishing shear modulus,
or equivalently being a fluid (A17). This detail was overlooked by [28], who treat the outer
layer to be the elastic crust and yet use (43) to calculate the tidal Love number. One could
of course compute the Love number for a star with an elastic outer region; however, one
would need to incorporate the discontinuity of H ′0 using (A17) by taking into account the
value of V at the surface.
To accurately prescribe the crust-ocean transition, we consider the melting point of the
crust. The Coulomb lattice melts when the thermal energy,
Eth = kBT, (45)
where kB is Boltzmann’s constant and T is the temperature, exceeds the interaction energy
of the lattice,
ECoul =
1
4piε0
Z2e2
a
, (46)
where Z is the proton number, e is the unit charge, a is the mean spacing between nuclei
and ε0 is the permittivity of free space, by a critical factor 1/Γ,
Eth ≥ 1
Γ
ECoul, (47)
where Γ ≈ 173. We assume that the crust forms a body-centred cubic lattice, which has
two nuclei per unit cube, so given the number density of nuclei, nN, we have
nNa
3 = 2. (48)
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FIG. 1. The mass-radius diagram for the central densities considered, showing that the stellar
models considered are stable to radial perturbations.
The density at which the crust begins to melt is, therefore, obtained from
ρtop = AmunN = 2Amu
(
4piε0
ΓkBT
Z2e2
)3
≈ 6.72× 105
(
A
56
)(
Z
26
)−2/3(
T
107 K
)3
g cm−3,
(49)
where A is the nucleon number and mu is the atomic mass unit. For our prescription, we
assume that the outer parts of the crust are composed of iron, Z = 26 and A = 56, and a
temperature of T = 107 K.
The star is defined to have: (i) a fluid core for ρc ≥ ρ > ρbase, (ii) an elastic crust in the
region ρbase ≥ ρ > ρtop and (iii) a fluid ocean for ρ ≤ ρtop, where the base of the crust is
defined to be ρbase = 1.3× 1014 g cm−3. We use the BSk20 analytic equation of state [44]
for the high-density fluid core and the equation-of-state table from [45] for the low-density
regions. We parametrise each stellar model according to its central density and integrate
Eqs. (6) for the background. The background is solved along with Eqs. (24) in the fluid
regions of the star and Eqs. (30) in the crust. The results of the integrations are summarised
in Table I. The mass and radius of each stellar model is presented in Fig. 1 to show that
they are all stable to radial perturbations.
For each stellar model, we compute the tidal deformability in the presence of an elastic
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TABLE I. Results of the numerical integrations of the perturbation equations using the BSk20
equation of state for the core [44] and the equation of state from [45] for the low-density layers of
the star. Each stellar model is determined by the central density ρc. We provide the radius R,
mass M , compactness C and crustal thickness ∆Rc for each star. The tidal deformability for the
fluid stars, Λfluid, and those with elastic crusts, Λcrust, are shown, along with the relative difference
between them, where ∆Λ ≡ Λcrust −Λfluid. From the differences between the tidal deformabilities,
we see that the correction due to the presence of a crust is very small.
ρc / 10
15 g cm−3 R / km M / M C Λcrust Λfluid ∆Λ/Λfluid ∆Rc / km
2.500 10.309 2.162 0.310 3.954 523 688 61 3.954 523 756 13 −1.707× 10−8 0.278
2.203 10.548 2.146 0.301 5.473 047 436 30 5.473 047 538 79 −1.873× 10−8 0.307
1.941 10.787 2.112 0.289 8.015 526 753 84 8.015 526 923 67 −2.119× 10−8 0.343
1.710 11.019 2.056 0.276 12.498 815 797 78 12.498 816 109 13 −2.491× 10−8 0.391
1.507 11.234 1.974 0.260 20.878 484 560 88 20.878 485 200 87 −3.065× 10−8 0.451
1.327 11.423 1.864 0.241 37.579 285 484 91 37.579 286 978 64 −3.975× 10−8 0.529
1.170 11.576 1.725 0.220 73.256 419 235 36 73.256 423 237 91 −5.464× 10−8 0.629
1.031 11.686 1.560 0.197 155.283 837 413 39 155.283 849 832 42 −7.998× 10−8 0.758
0.908 11.748 1.375 0.173 358.777 734 157 82 358.777 779 026 99 −1.251× 10−7 0.926
0.800 11.768 1.178 0.148 903.803 599 914 09 903.803 789 190 34 −2.094× 10−7 1.144
crust, Λcrust, as well as when a crust is not present, Λfluid, for comparison. We also calculate
the thickness of the crust, ∆Rc. We show these quantities in Fig. 2 against the central
density. In agreement with [27], we find that the inclusion of an elastic crust has an almost
negligible impact on the tidal deformability – the correction is the largest for the least
compact stars at around two parts in 107. This is because, as the compactness decreases,
the crust takes up a much larger fraction of the star. Moreover, as one would expect, the
crust works to resist the star’s deformation which is why the tidal deformabilities computed
with a crust are smaller.
To facilitate direct comparison with [27] we also integrated the perturbation equations
with a polytropic equation of state and a shear modulus that scales linearly with the
pressure. We used the same parameters as [27] and moved the core-crust transition to
ρbase = 2× 1014 g cm−3 and the crust-ocean transition to ρtop = 107 g cm−3. The result is
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FIG. 2. The ratio of crustal thickness to stellar radius (left panel) and the relative change in tidal
deformability due to the presence of a crust (right panel) as functions of central density. As the
central density approaches the core-crust transition (which occurs at ρbase = 1.3× 1014 g cm−3) the
crust occupies a much larger fraction of the star, so both quantities become more significant.
shown in Fig. 3. In our calculation, we find that the tidal deformability is approximately an
order of magnitude less sensitive to the inclusion of an elastic crust than reported by [27].
This quantifies the effect of the error from (29f). (It is interesting to note that the crust has
a more significant effect in this simple model as compared to the results from the realistic
equation of state.)
Furthermore, we note that our results are in stark contrast with those of [28] who find that
the crust can make corrections to the tidal deformability of the order of ∼ 1%. The reason
for this disagreement is twofold. Firstly, [28] write down expressions for the components of
the displacement vector in the fluid and, thus, supposedly compute them in the fluid. This
enables them to treat the system of coupled ordinary differential equations as an initial-value
problem for the entire star and they use the continuity of the traction in order to match the
fluid and elastic regions. As we noted in Sec. II B, due to the static nature of the problem,
extracting equations for the components of the displacement vector in the fluid is impossible.
Additionally, by computing the perturbations as an initial-value problem means that one
does not have the necessary freedom to enforce the traction conditions to be satisfied at the
top of the crust, since the boundary conditions at the centre and the continuity conditions
at the core-crust interface are sufficient to carry out the integrations. The second reason is
due to the fact that [28] do not have an outer fluid ocean in their stellar model, but instead
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FIG. 3. The relative change in the tidal deformability due to the presence of a crust against the
central density for a polytropic equation of state with a linear shear modulus. We compare our
results (blue) with those of [27] (orange).
have an exposed crust. In such a model, H ′0 is discontinuous and, therefore, one cannot use
(43) as they do in order to compute the Love number. However, we note that the shear
modulus at the top of the crust is expected to be small and so the discontinuity in H ′0 will
be small. The difference in these results is important. If one assumes that third-generation
gravitational-wave detectors will be able to constrain Λ to within a few percent [46], then
our results show that the effect of the crust will not be measurable, which is at odds with
the results of [28].
B. Crustal failure
The formalism above allows us to calculate the interior structure of a neutron star with
an elastic crust that is experiencing static, even-parity perturbations. We can apply this
formalism to determine when and where the crust will begin to fracture during a binary
neutron star inspiral, as was done in [31]. In contrast to the computation of the tidal Love
number, the amplitude of the perturbations is important for this calculation. Therefore, we
must normalise our perturbations by matching the interior solution to the exterior at the
19
surface and, thus, constrain the amplitude.
We consider a binary separated by distance d where the companion star is of mass Mcomp.
We assume d  r, as is appropriate in the adiabatic regime, and work in the Newtonian
limit for the normalisation. By Kepler’s third law, the angular frequency of the binary Ω is
given by
Ω2 =
M +Mcomp
d3
. (50)
This is related to the orbital frequency of the binary forbit by Ω = 2piforbit. First, let us
estimate the gravitational-wave frequency at merger for an equal-mass binary, M = Mcomp.
We assume that the point of merger corresponds to when the two stars touch, d = 2R, and
since gravitational waves radiate at twice the orbital frequency, fGW = 2forbit, we find
fmergerGW =
1
2pi
√
M
R3
≈ 2170
(
M
1.4M
)1/2(
R
10 km
)−3/2
Hz. (51)
Expanding around r = 0 one can show that the external field due to the presence of the
companion is
Φext(x
i) = −Mcomp
d
− Mcomp
d2
rmin
i − 3
2
Mcomp
d3
r2
(
mimj − 1
3
δij
)
ninj, (52)
where mi is the unit vector that points from the centre of the star to the centre of the
companion. The tidal piece can be expressed using the l = 2, m = 0 spherical harmonic,
Φtidal(x
i) = −
√
4pi
5
Mcomp
d3
r2Y20. (53)
This means that the binary is orientated such that θ = 0 points in the direction of mi. The
tidal multipole in the Newtonian limit is given by, using (52),
Eij = ∂
2Φext
∂xi∂xj
= −3Mcomp
d3
(
mimj − 1
3
δij
)
. (54)
Using the decomposition of (39) one can show that the non-vanishing E2m is
E20 = −2
√
4pi
5
Mcomp
d3
, (55)
and, therefore, by (41b) we find
c2 =
2
3
√
4pi
5
M2Mcomp
d3
=
2pi2
3
√
4pi
5
M2Mcomp
M +Mcomp
f 2GW. (56)
Here we have chosen to parametrise the point in the inspiral by the gravitational-wave
frequency over the separation by using (50). Eqs. (42) and (56) provide the necessary
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information to normalise the perturbations to a binary that is emitting gravitational waves
with frequency fGW.
We use the von Mises criterion to determine when the crust begins to break. In the
formalism of [39], one can calculate the von Mises strain for a neutron star, where the
unperturbed configuration is unstrained, through
Θ =
√
3
2
∆sab∆sab. (57)
The crust fractures when the von Mises strain reaches the threshold yield point Θ ≥ Θbreak.
Using the definition of the traction variables (28) with (26) and specialising to l = 2, m = 0
perturbations, one finds
Θ2 =
45
256pi
1
r4
[
(3 cos2 θ − 1)2
(
T1
µˇ
)2
+ 12e−λ sin2(2θ)
(
T2
µˇ
)2
+ 48 sin4 θV 2
]
. (58)
The advantage of using the von Mises strain is that it is a function of position, and so we
can identify where the crust is the weakest as well as when it breaks. Taking the breaking
strain to be Θbreak = 0.1 [47], we can calculate when the crust will break, at each point, by
imposing that the strain in (58) is equal to Θbreak to normalise the perturbations and then
determining the gravitational-wave frequency fbreakGW which corresponds to that amplitude
using (42) and (56).
As an illustration, we use the same equation of state as in Sec. III A. We assume the
binary is equal mass with M = Mcomp = 1.4M, for which we obtain a star with radius
R = 11.74 km. In Fig. 4 we show the gravitational-wave frequency when the crust breaks
at each point. Fig. 5 focuses on the regions of the star that break before merger. There is
a clear phase transition at neutron drip (around r = 11.3 km), where the inner crust is, on
average, stronger than the outer crust. The crust is notably strong at neutron drip close
to θ ≈ pi/4 and 3pi/4. The reason for this is, as the star becomes more oblate, the parts
closest to the poles and equator are stretched the most. The region that stretches the least
is in between these two regions at θ ≈ pi/4 and 3pi/4. This effect can be seen in Figs. 6 and
7 where the tangential functions T2/µˇ and V combine to give a local minimum in the von
Mises strain at these angles and, thus, a local maximum in the breaking frequency. The
maxima along the equator, θ = 0 and pi, are where the magnitude of the radial traction
function T1/µˇ reaches a local minimum (as shown in Fig. 7).
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FIG. 4. The gravitational-wave frequency at failure across the elastic crust. We can see that the
majority of the crust will not fail before merger.
We note that, as compared to typical merger frequencies (51), our results suggest that
the vast majority of the crust will not fracture before merger. In fact, the crust will only
fail at neutron drip and in the very outermost part of the outer crust before coalescence.
This is in contrast to the results of [31], who obtain significantly lower breaking frequencies
throughout the crust. This is likely related to the errors in the analysis of [27], that we
have pointed out above. Since the crust will be mostly intact by the point of merger, this
suggests that there will not be a significant amount of strain energy released available for
an associated electromagnetic signal.
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FIG. 5. The gravitational-wave frequency at failure for the locations in the elastic crust that yield
before merger. This shows that the stars will merge with the crust largely intact.
IV. CONCLUSIONS
With the advent of gravitational-wave detections of binary neutron star mergers, we
have a promising new method of constraining the equation of state of nuclear matter. The
gravitational waveforms from these events are sensitive to tidal effects in the binaries which
carry model-independent information on the equation of state.
In this paper, we have explored the impact of an elastic crust on tidal deformations of
neutron stars. We have presented a formalism which enables one to compute static, even-
parity perturbations of a neutron star with an elastic component. This was necessary to
resolve discrepancies between previous studies [27, 28]. There are mistakes in the crustal
perturbation equations presented by [27], in particular arising from the analogous equation to
(29f). This meant they marginally overestimated the impact of a crust on tidal deformations
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FIG. 6. The angular basis of the von Mises strain for l = 2, m = 0 perturbations.
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FIG. 7. The radial dependence of the radial and tangential traction variables and the tangential
displacement function normalised to a binary radiating gravitational waves with fGW = 10 Hz.
At neutron drip, around r = 11.3 km, we find that the tangential functions combine to give local
minima for most values of θ. Note that the vertical axis is in logrithmic scale – the cusps correspond
to when the functions cross zero and change sign.
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and consequently this affected their analysis on when the crust will break in a binary inspiral
[31]. Meanwhile, the work of [28] calculates the static displacement vector in the fluid regions
of the star. However, such a calculation should not be possible due to the static nature of
the problem. This means that they cannot correctly impose continuity of the traction at
the top of the crust. Moreover, [28] do not correctly calculate the tidal Love number for the
assumed stellar model with an exposed crust.
We have applied our formalism to the computation of static, quadrupolar perturbations
of a neutron star sourced by an external tidal field. We calculated the quadrupolar pertur-
bations for a realistic equation of state that includes an elastic crust. We have shown that
the inclusion of an elastic crust has a very small effect on the tidal deformability of a star, in
the range of ∼ 10−8−10−7 for realistic models – even smaller than what one would calculate
using simplistic equations of state. We found that our results are an order of magnitude
smaller than what was reported by [27] and significantly smaller than the results of [28].
This means the impact of a crust on binary neutron star mergers is not expected to be
detectable for current and next-generation gravitational-wave detectors.
We used our integrations to calculate when and where the crust would fail during a binary
inspiral with component masses M = Mcomp = 1.4M. We found that the crust is much
stronger than estimated in previous work [31]. The majority of the crust will not fail before
the two neutron stars merge. Only the small regions close to neutron drip and the outer
layers of the crust will fracture before merger.
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Appendix A: Calculating the interface conditions
Since we consider a star with multiple layers that have phase transitions, we must ad-
dress how the perturbation functions behave across an interface. We calculate the interface
conditions using the geometrical approach explained in [48].
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Let us begin by considering the level surfaces of a scalar quantity A. We assume the level
surfaces to be timelike and, therefore, have the normal,
N a = ∂
aA√
∂bA∂bA
, (A1)
where N aNa = 1 is true by construction. The first fundamental form (also known as the
intrinsic curvature or induced three-metric) of these level surfaces is
γab = P
c
a P
d
b gcd, (A2)
where the projection operator along the level surfaces is given by
P ba = δ
b
a −NaN b. (A3)
The second fundamental form (also known as the extrinsic curvature) of the level surfaces
is defined as
Kab = −P ca P db ∇(cNd). (A4)
Let us specialise and consider the useful decomposition of our scalar quantity of the form,
A(t, r, θ, φ) = A0(r) + δA(t, r, θ, φ). (A5)
Using this decomposition we obtain the following components for the normal:
N t = −e−ν+λ/2∂tδA
A′0
+ e−ν−λ/2htr, (A6a)
N r = e−λ/2
(
1− 1
2
e−λhrr
)
, (A6b)
N θ = e
λ/2
r2
∂θδA
A′0
, (A6c)
N φ = e
λ/2
r2 sin2 θ
∂φδA
A′0
. (A6d)
The level surfaces of A, thus, have the following non-zero components of the first fundamental
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form:
γtt = −eν + htt, (A7a)
γtr = htr − eλ∂tδA
A′0
, (A7b)
γrθ = −eλ∂θδA
A′0
, (A7c)
γrφ = −eλ∂φδA
A′0
, (A7d)
γθθ = r
2 + hθθ, (A7e)
γφφ = r
2 sin2 θ + hφφ. (A7f)
The non-trivial components of the second fundamental form are
Ktt =
ν ′
2
eν−λ/2 − eλ/2∂
2
t δA
A′0
+ e−λ/2∂thtr − 1
2
e−λ/2h′tt −
ν ′
4
eν−3λ/2hrr, (A8a)
Ktr =
ν ′
2
(
eλ/2
∂tδA
A′0
− e−λ/2htr
)
, (A8b)
Ktθ = −eλ/2
(
∂t∂θδA
A′0
− 1
2
e−λ∂θhtr
)
, (A8c)
Ktφ = −eλ/2
(
∂t∂φδA
A′0
− 1
2
e−λ∂φhtr
)
, (A8d)
Krθ =
eλ/2
r
∂θδA
A′0
(A8e)
Krφ =
eλ/2
r
∂φδA
A′0
, (A8f)
Kθθ = −e−λ/2r − eλ/2∂
2
θδA
A′0
− 1
2
e−λ/2(h′θθ − e−λrhrr), (A8g)
Kθφ = −e
−λ/2
A′0
(∂θ∂φδA− cot θ∂φδA) , (A8h)
Kφφ = −e−λ/2r sin2 θ − eλ/2
∂2φδA
A′0
− eλ/2 sin θ cos θ∂θδA
A′0
− 1
2
e−λ/2(h′φφ − e−λr sin2 θhrr)
(A8i)
Both the first and second fundamental forms must be continuous across an interface (in the
absence of surface degrees of freedom).
As was done by [26], we will consider the level surfaces of the radial shell, so we assign
A0 = r and δA = ξ
r. We use the perturbed metric for even-parity perturbations (7). Because
of how we set up the problem by assuming the background star is in a relaxed state, we
know that the background quantities will all be continuous across an interface. We further
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assume that there is no discontinuity in the density or pressure. The first fundamental form
with components γtt, γtr, γθθ and γrθ show
[H0]r = 0, [H1]r = 0, [K]r = 0, [δA/A
′
0]r = 0, (A9)
where we have introduced the notation [f ]r = lim→0[f(r + ) − f(r − )] to describe the
continuity of a function f(r) at a point r. The angular part of δA is decomposed using
spherical harmonics. For the problem we are analysing, H1 simply vanishes. The generic
condition above translates to [ξr]r = 0, which is equivalent to
[W ]r = 0. (A10)
This condition is equivalent to saying there must not be a gap in the perturbed material.
We have exhausted the information we can learn from continuity of the first fundamental
form. We also notice that there is no additional information to be learned from the com-
ponents Ktr, Ktθ, Ktφ, Krθ and Krφ of the second fundamental form; only components Ktt
and Kθθ provide more interface conditions. Continuity of Ktt implies[
h′tt +
ν ′
2
eν−λhrr
]
r
= 0. (A11)
This gives
[H ′0]r = −
ν ′
2
[H2]r. (A12)
Similarly, we can infer from Kθθ
[h′θθ − e−λrhrr]r = 0 ⇒ [K ′]r =
1
r
[H2]r. (A13)
We can combine (A12) and (A13) to obtain
[K ′ −H ′0]r =
1
2r
(2 + rν ′)[H2]r. (A14)
Now, we need some information from the perturbed Einstein equations. The above
expression can be further used along with (29d) to provide
16pi
r
(2 + rν ′)[µˇV ]r − 16pi
r
[T2]r =
1
2r
(2 + rν ′)[H2]r. (A15)
Using continuity of H0 and (29c) we find
[H2]r = 32pi[µˇV ]r. (A16)
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This condition states that we should expect a discontinuity in H2 for two reasons: (i) the
shear modulus vanishes in the fluid and has a finite value in the crust, and (ii) there is no
reason that the tangential displacement function V need be continuous. This further implies
through (A12) that H ′0 will be discontinuous,
[H ′0]r = −16piν ′[µˇV ]r. (A17)
Eqs. (A15) and (A16) imply continuity of the tangential traction variable,
[T2]r = 0. (A18)
Finally, we use (30c), along with the continuity condition (A17), to obtain
[T1 + r
2δp]r = 0. (A19)
Since the radial displacement function W is continuous, we can write this in a more general
form,
[T1 + r
2∆p]r = 0. (A20)
Eqs. (A18) and (A20) simply mean that the radial and tangential stresses are continuous
across a fluid-elastic interface. These interface conditions are necessary when considering
how the functions behave across a fluid-elastic boundary and enable one to carry out the
integration in the crust.
Appendix B: Numerical scheme
Our approach to solving the interior perturbation equations is similar to as described in
[49, 50]. We divide our star into three layers: (i) a fluid core from R0 = 0 to R1, (ii) an
elastic crust from R1 to R2, and (iii) a fluid ocean from R2 to R3 = R. We express the
system of ordinary differential equations for a given layer i in the form
dY(i)
dr
= Q(i) ·Y(i), for r ∈ [Ri−1, Ri], (B1)
where Y(i)(r) = [y1(r), ..., yki(r)] is an abstract ki-dimensional vector field, Q
(i)(r) is a ki×ki
matrix and r = Ri denotes the end of layer i. As long as our differential equations are linear
we are free to write the system in the above form.
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Due to the linearity of the differential equations, we generate a set of ki linearly-
independent solutions Y
(i)
j (r) for layer i and obtain the general solution using a linear
combination of these solutions,
Y(i)(r) =
ki∑
j=1
c
(i)
j Y
(i)
j (r), (B2)
where the coefficients c
(i)
j are constants to be determined from boundary and interface con-
ditions. We generate these linearly-independent solutions by choosing linearly-independent
start vectors Y
(i)
j (Ri−1) and integrating through the layer using (B1) up to r = Ri. (Note
that, in theory, there is no reason one could not do the reverse, integrating from r = Ri to
Ri−1, should they wish.) A priori, we do not have any additional information about layer i
and would na¨ıvely integrate ki linearly-independent start vectors. However, we can reduce
the computational effort by applying relevant boundary conditions. For example, should a
variable vanish at an interface, one could simply set this variable to zero in the start vectors
and reduce the number of necessary linearly-independent solutions by one.
The fluid regions of the star are governed by Eqs. (24) and so are fully described by the
abstract two-dimensional vector field,
Y(k)(r) = [H ′0(r), H0(r)], (B3)
where k = 1, 3 denotes the core and ocean, respectively. The elastic region of the star
is more complex and requires more functions to describe its structure. Thus, we use the
six-dimensional vector field,
Y(2)(r) = [H ′0(r), H0(r), K(r),W (r), V (r), T2(r)]. (B4)
At a fluid-elastic interface we know the variables H0, K, W and T2 are continuous. We
know the values of H0 and K from the calculation in the fluid core, and so we use their final
values in the core to start our integration in the crust. Since the traction variables vanish
in the fluid we can simplify the integrations in the elastic by demanding that T2 = 0 at an
interface. For each of the solutions we calculate the value for H ′0 at the base using (32).
These conditions mean that we must generate two linearly-independent solutions with the
initial values for the unknown functions W and V . Notice that because of the condition (32)
we could equivalently choose to generate solutions with H ′0 instead of V . At the top of the
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crust we demand that T2 = 0 and H
′
0 be equal to the expression calculated using (32). We
use these two constraints to solve for the coefficients of the general solution. At the top of
the crust, we can straightforwardly continue the integration through the fluid ocean, since
H0 and K are continuous. Although, H
′
0 is discontinuous, we can calculate it exactly from
H0 and K using (24b) and integrate to the surface.
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