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1Operator-Theoretic Characterization of Eventually
Monotone Systems
Abstract—Monotone systems are dynamical systems whose
solutions preserve a partial order in the initial condition for
all positive times. It stands to reason that some systems may
preserve a partial order only after some initial transient. These
systems are usually called eventually monotone. While monotone
systems have a characterization in terms of their vector fields
(i.e. Kamke-Mu¨ller condition), eventually monotone systems have
not been characterized in such an explicit manner. In order to
provide a characterization, we drew inspiration from the results
for linear systems, where eventually monotone (positive) systems
are studied using the spectral properties of the system (i.e.
Perron-Frobenius property). In the case of nonlinear systems, this
spectral characterization is not straightforward, a fact that ex-
plains why the class of eventually monotone systems has received
little attention to date. In this paper, we show that a spectral
characterization of nonlinear eventually monotone systems can
be obtained through the Koopman operator framework. We
consider a number of biologically inspired examples to illustrate
the potential applicability of eventual monotonicity.
I. INTRODUCTION
The study of dynamical systems whose trajectories preserve
a partial order yielded a number of strong stability properties
(cf. [1]). Such systems are called monotone in the literature.
Besides being an important topic of theoretical research, they
have also a great impact in numerous applications such as
economics (cf. [2]), biology (cf. [3]), and control theory
(cf. [4]).
One of the major properties of linear monotone systems
(or simply positive systems) is that their trajectories remain
nonnegative given a nonnegative initial condition, where non-
negativity is understood entry-wise. A number of results for
positive systems were derived using the celebrated Perron-
Frobenius theorem describing strong spectral properties of
nonnegative matrices. These spectral properties are sometimes
collectively called Perron-Frobenius properties (cf. [5], [6]).
To our best knowledge, it was first noticed by [7] that some
matrices with a few negative entries possess the Perron-
Frobenius properties. It was later observed that there are
systems whose trajectories become positive only after an initial
transient, given a positive initial condition. The proof of this
remarkable fact relies on the Perron-Frobenius property of the
matrices, and lead to a number of results in linear algebra
in the context of eventual positivity ([8], [9], [10]). Recently
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eventual positivity has also been introduced to control theory
([11], [12]), while providing a number of powerful results. For
example, in [12], a realization result for input-output positive
systems was established using eventual positivity.
Nonlinear asymptotically or eventually monotone systems
have received little attention to date. They were considered in
[13], where strong convergence results were derived, and more
recently in [14], but only implicitly. These systems received
increasing attention only recently, probably because a spectral
characterization of nonlinear systems is not straightforward.
Such spectral characterization of a nonlinear system can be
obtained through the properties of the so-called Koopman
operator (also called composition operator). This operator
has been introduced in 1931 by [15] (see also [16] for a
review) and since then, its spectrum has been extensively
studied in a theoretical context (see e.g. [17], [18], [19], [20])
and in the case of dynamical systems ([21]). More recently,
a number of studies focused on the eigenfunctions of the
Koopman operator, starting with the seminal work by [22]
and investigating the interplay between the eigenfunctions
and the geometric properties of the systems (e.g., phase
reduction by [23], stability analysis by [24]). The present
paper adds another result in this framework. Specifically, it
provides a spectral characterization of nonlinear eventually
monotone systems using the Koopman operator framework.
However, the analysis is limited to the basin of attraction of an
exponentially stable equilibrium. If the equilibrium is stable,
but not exponentially stable, the Koopman operator may have
a continuous spectrum (cf. [25]) and the spectral properties of
the system are more difficult to ascertain.
In this paper, we first (re-)derive some results for linear
eventually positive systems, where we follow the development
by [8], [9], [10]. We then translate these results to the nonlinear
setting and provide a characterization of eventually monotone
systems, which mirrors the linear case (i.e. eventual positivity).
In particular, we show that an eventually monotone system
with an exponentially stable equilibrium has a real, negative
eigenvalue of the Jacobian matrix at this equilibrium. We also
prove that the corresponding eigenfunction of the Koopman
operator, which can be seen as an infinite-dimensional eigen-
vector, is monotone in some sense.
For systems with continuously differentiable vector fields,
there is another nonlinear generalization of positivity of linear
systems, which is called differential positivity and was recently
introduced by [26]. Differential positivity is a more general
concept than monotonicity, in the sense that it is defined
with a more general partial order related to a cone field
instead of a constant cone. We establish the conditions for
a differentially positive system to be eventually monotone.
This indicates that eventual monotonicity can offer a trade-
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2off between the class of monotone systems and the class
of differentially positive systems. We also provide a tool to
compute candidate cones with respect to which the system is
strongly eventually monotone. To our best knowledge, there
exists no equivalent tool for monotone systems. We consider a
number of examples inspired by models from biological and
biomedical applications. In particular, we show that the gut
kinetics subsystem in the glucose consumption model for type
I diabetic patients ([27]) and the toxin-antitoxin system ([28])
are strongly eventually monotone.
The rest of the paper is organized as follows. In Section II,
we briefly introduce monotone systems and provide our main
motivation for considering eventual monotonicity. The results
related to linear eventually positive systems are covered in
Section III. They are extended to the nonlinear setting in
Section IV, where we also discuss the relationship between
eventual monotonicity and differential positivity and derive a
tool to compute candidate cones with respect to which the
system is eventually monotone. Our theoretical results are
illustrated with examples in Section V. Concluding remarks
are given in Section VI and most of the proofs are in
Appendix A.
II. PRELIMINARIES
A. Notations and standing assumptions
We consider dynamical systems
x˙ = f(x), (1)
with f : D → Rn and where D is an open subset of
Rn. We will assume that the vector field is continuously
differentiable on D (C2 for some results), which ensures
existence, uniqueness, and continuity of solutions. We define
the flow map φ : R × D → Rn, where φ(t, x0) is a
solution to the system (1) with an initial condition x(0) = x0.
Throughout the paper, we make the standing assumption that
the system admits an equilibrium x∗. When the equilibrium is
attracting, we denote its basin of attraction by B(x∗) = {x ∈
D∣∣limt→∞ φ(t, x) = x∗}. We also denote the Jacobian matrix
(∂f/∂x) by J(x). The eigenvalues of J(x∗) are {λ1, . . . , λn}
(counted with their algebraic multiplicities). We order them
according to their real parts, i.e. <(λi) ≥ <(λj) for all i ≤ j.
The corresponding right and left eigenvectors of J(x∗) are
denoted by vi and wi, respectively. The spectral radius ρ(A)
of a matrix A ∈ Rn×n is equal to max |λi|, where λi are the
eigenvalues of A. The matrix AT denotes the transpose of the
matrix A.
We list below for future reference a few standing assump-
tions on (the equilibrium of) the system (1).
A1. The equilibrium point is asymptotically stable;
A2. The eigenvalues of the Jacobian matrix J(x∗) satisfy
<(λi) 6= 0 for all i;
A3. The Jacobian matrix J(x∗) is diagonalizable, i.e. the
eigenvectors vi are linearly independent and the algebraic
multiplicity of an eigenvalue is equal to its geometric
multiplicity.
Note that when Assumptions A1 and A2 are satisfied together,
J(x∗) is Hurwitz and the equilibrium is exponentially stable.
B. Partial order and monotonicity
We will study the properties of the system (1) with respect
to a partial order. A relation  is called a partial order if it is
reflexive (x  x), transitive (x  y, y  z implies x  z), and
antisymmetric (x  y, y  x implies x = y). Partial orders
can be defined with cones K ⊂ Rn. A set K is a positive
cone if R≥0K ⊆ K, K + K ⊆ K, K ∩ K ⊆ {0}. We will
use the following cone KL, which is called Lorentz and is
characterized as follows:
KL =
{
x ∈ Rn
∣∣∣ n∑
i=2
x2i ≤ x21, x1 ≥ 0
}
.
We define a partial order as: x K y if and only if x−y ∈ K.
We write x 6K y if the relation x K y does not hold. We
will also write x K y if x K y and x 6= y, and xK y if
x− y ∈ int(K). From this point on, we use the notations ,
,  if K is the nonnegative orthant Rn≥0 = {x ∈ Rn|xi ≥
0 ∀i = 1, . . . , n}. We say that the function g : Rn → R
is monotone with respect to the cone K if for all x K y,
we have g(x) ≥ g(y). A set M is called p-convex if, for
every x, y ∈ M such that x K y and every λ ∈ (0, 1),
we have λx + (1 − λ)y ∈ M . We also use order-intervals
[x, y]K =
{
z ∈ Rn
∣∣∣x K z K y} ⊂ Rn, with x, y ∈ Rn.
Systems whose flows preserve a partial order relation K are
called monotone systems.
Definition 1: The system is monotone on D with respect
to the cone K if φ(t, x) K φ(t, y) for all t ≥ 0 and for all
x,y ∈ D such that x K y. The system is called strongly
monotone on D with respect to the cone K if it is monotone
and if φ(t, x) K φ(t, y) holds for all t > 0 provided that
x,y ∈ D and x ≺K y.
There exists a certificate for monotonicity with respect to an
orthant, which is called Kamke-Mu¨ller conditions (cf. [1]).
For differentiable vector fields, these conditions imply the
following result.
Proposition 1: Consider the system x˙ = f(x), where f is
differentiable, and let the set D be p-convex. Then
∂fi
∂xj
≥ 0, ∀ i 6= j, ∀x ∈ D
if and only if the system (1) is monotone on D with respect
to Rn≥0.
This result may be extended to other orthants and cones in Rn
(cf. [29]). In order to continue our discussion we introduce the
following notions.
Definition 2: A matrix A ∈ Rn×n is a Metzler matrix if its
off-diagonal elements are nonnegative. A matrix A ∈ Rn×n is
reducible if there exist a permutation T and an integer k such
that
TAT−1 =
(
B C
0 D
)
,
where B ∈ Rk×k, D ∈ Rn−k×n−k, C ∈ Rk×n−k and 0 stands
for the (n−k)×k zero matrix. If no such T and k exist, then
the matrix is called irreducible.
In light of this definition, we state that a system (1) is
monotone if and only if the Jacobian matrix J(x) of the
3vector field is a Metzler matrix for all x ∈ D. If J(x) is
an irreducible Metzler matrix for all x ∈ D, then the system
is strongly monotone (cf. [1]). Additionally, if the system is
linear (in which case the Jacobian matrix is constant), then
monotonicity is equivalent to positivity, which means that the
system is invariant with respect to Rn≥0.
C. From monotonicity to eventual monotonicity
Monotonicity is a strong property which leads to a number
of strong results in dynamical systems. However, some studies
(eg. [3], [14]) suggest that many systems exhibit a near
monotone behavior, a property which can potentially lead
to results similar to the case of monotone systems. This is
illustrated with the following two examples.
Example 1: Consider the linear system with 0 <  1: x˙1x˙2
εx˙3
 =
−6 10 4−7 2 12
3 −3 −4

︸ ︷︷ ︸
A
x1x2
x3
 .
We can eliminate the variable x3 using singular perturbation
theory and obtain the system(
˙˜x1
˙˜x2
)
= A˜
(
x˜1
x˜2
)
where
A˜ =
(−6 10
−7 2
)
+
1
4
(
4
12
)(
3
−3
)T
=
(−3 7
2 −7
)
.
The system matrix A˜ of the reduced order system is Metzler,
while the matrix A is not. It can be verified that the states
x1(t), x2(t) converge to x˜1(t), x˜2(t), while x3(t) converges
to a constant. Hence, after some time τ0 > 0, the flow of
the full system x(t) becomes positive for all initial conditions
x(0) ∈ R3≥0.
Example 2: For nonlinear systems, the argument is similar.
Consider the system with 0 < ε 1:
x˙1 =
10
1 + x22
− x1,
x˙2 =
x1
x1 + 1︸ ︷︷ ︸
h(x1)
+3x3 − x2,
εx˙3 =
1
1 + x1
− x3.
(2)
It can be verified that the system (2) is not monotone with
respect to any orthant, which is due to the function h(x1) in
the second equation. However, for ε → 0, the system (2) is
reduced to
˙˜x1 =
10
1 + x˜22
− x˜1,
˙˜x2 = 1 +
2
x˜1 + 1
− x˜2,
(3)
which is a monotone system with respect to the orthant
diag{1,−1}R2≥0. After some time τ0 > 0, the flow of the full
system (2) converges to the flow of the reduced system (3).
Hence the flow of (2) may still preserve the partial order in
all three variables.
These examples suggest that it is desirable to consider a
class of systems larger than monotone systems: the class of
systems that are asymptotically monotone. These systems are
not limited to near monotone systems in the context of sin-
gular perturbation theory. We call them eventually monotone
systems.
III. EVENTUALLY POSITIVE LINEAR SYSTEMS
A. (Strongly) Eventually Positive Dynamical Systems
In this section, we present a few results on linear eventually
positive systems. These results will be extended to nonlinear
eventually monotone systems in Section IV.
Definition 3: The system x˙ = Ax is eventually positive if
for any x  0 there exists τ0 ≥ 0 such that φ(t, x)  0 for
all t ≥ τ0. The system is strongly eventually positive if it is
eventually positive and for any x  0 there exists τ0 ≥ 0 such
that φ(t, x) 0 for all t ≥ τ0.
(Strong) eventual positivity is a generalization of (strong)
positivity, which is achieved by allowing τ0 be larger than zero.
While positivity of a system can be characterized by the sign
pattern of the matrix A (Kamke-Mu¨ller condition), eventual
positivity of a system has a characterization through spectral
properties of the matrix A. These spectral properties stem from
the celebrated Perron-Frobenius theorem, which states that
for any irreducible nonnegative matrix A its spectral radius
ρ(A) is a simple (positive) eigenvalue and the corresponding
eigenvectors can be chosen to be positive. This leads to the
following definition (cf. [5], [8]). A matrix A ∈ Rn×n is said
to possess the (weak) Perron-Frobenius property if ρ(A) is a
positive eigenvalue of A and the corresponding right eigen-
vector can be chosen to be nonnegative. A matrix A ∈ Rn×n
possesses the strong Perron-Frobenius property if ρ(A) is a
simple, positive eigenvalue of A and the corresponding right
eigenvector can be chosen to be positive. We denote by WPFn
(respectively, PFn) the class of matrices A ∈ Rn×n such that
A and AT possess the Perron-Frobenius property (respectively,
the strong Perron-Frobenius property).
Some matrices can have a small negative entry, while the
rest of the entries are nonnegative, and still possess the Perron-
Frobenius property. For instance, we can take the matrix
B = eAt with a small enough t and A from Example 1. In fact,
it can be verified that the matrix Bk becomes positive for a
large enough k. This leads to the following definition. A matrix
A ∈ Rn×n is called eventually nonnegative (respectively,
eventually positive) if there exists k0 ∈ N such that, for all
k ≥ k0, the matrices Ak are nonnegative (respectively, pos-
itive). The relationship between Perron-Frobenius properties
and eventually positive/nonnegative matrices is characterized
by the following inclusions of the sets of matrices:
PFn = {Eventually positive matrices}
⊂ {Nonnilpotent, eventually nonnegative matrices}
⊂WPFn (4)
4where A is nilpotent if there exists an integer k ∈ N such that
Ak = 0. Every inclusion is shown to be strict by finding a
suitable counterexample (cf. [5]).
Now we characterize eventually positive systems x˙ = Ax,
where we follow the developments by [9], [10], but we restrict
ourselves by additional assumptions.
Proposition 2: Consider the system x˙ = Ax satisfying
Assumption A3, with λj being the eigenvalues of A.
(i) If the system is eventually positive, then λ1 is real, and the
right and left eigenvectors v1, w1 of A corresponding to λ1
can be chosen to be nonnegative;
(ii) Furthermore, the system is strongly eventually positive if
and only if λ1 is simple, real, λ1 > <(λj) for all j ≥ 2, and
the right and left eigenvectors v1, w1 of A corresponding to
λ1 can be chosen to be positive.
The proof is found in [30] and in Appendix A. Proposition 2
establishes that strong eventual positivity of a system is a
spectral condition on the matrix A, which is necessary and
sufficient. Eventual positivity of a system lacks sufficiency,
which is consistent with the inclusions in (4). We will refer to
λ1 from Proposition 2 as the dominant eigenvalue. Based on
the proof of this result, eventual positivity of x˙ = Ax rules out
a complex eigenvalue λj for some j such that λ1 = <(λj).
We illustrate this property on an example.
Example 3: Consider the matrix
A =
−10 −10 144 1 −11
0 3 −9

whose eigenvalues are λ1 = −6, λ2 = −6 + 6i, λ3 = −6 −
6i. It has positive eigenvectors corresponding to the simple
eigenvalue λ1 = −6, but the system x˙ = Ax is not eventually
positive. Indeed, let vi, wi be the right and left eigenvectors
corresponding to λi, then we have:
eAt = e−6t(v1wT1 + e
6itv2w
T
2 + e
−6itv3wT3 ) =
e−6t(v1wT1 + 2<(e6itv2wT2 )).
Since the magnitude of some entries in 2<(v2wT2 e6it) is larger
than the corresponding entries of v1wT1 , there exists no τ0 such
that the matrix eAt is positive for all t > τ0 and the system
x˙ = Ax is not eventually positive.
B. (Eventual) Positivity with Respect to a Cone
A system x˙ = Ax is said to be positive with respect to a
cone K or K-positive if eAtK ⊆ K for any t ≥ 0. K-positive
systems are also well-studied in the literature. For example,
any matrix A with a simple and real dominant eigenvalue (i.e.,
λ1 > <(λj) for all j ≥ 2) leads to a system x˙ = Ax that is
positive with respect to some cone K ([31]). This result raises
a question on a relationship between eventually positive and
K-positive systems, which we will investigate in this section.
Provided that the system x˙ = Ax satisfies Assumption A3,
consider the following set:
Kα =
{
y ∈ Rn
∣∣∣( n∑
i=2
αi|wTi y|2
)1/2
≤ wT1 y
}
, (5)
where wi are the left eigenvectors of the matrix A, and αi > 0
are chosen a priori. Every set Kα is a cone since it can be
transformed to a Lorentz cone using the transformation W =(
w1
√
α2w2 · · · √αnwn
)T
and the change of variables
x = Wy. According to Assumption A3, the vectors wi are
linearly independent, W is invertible, and our cones are well-
defined. We proceed by reformulating a certificate for strong
eventual positivity in terms of the cones Kα (the proof can be
found in [30] and in Appendix A):
Proposition 3: Consider the system x˙ = Ax satisfying
Assumption A3, with λj being the eigenvalues of A. Let λ1
be simple, real and negative, and λ1 > <(λj) for all j ≥ 2.
Then:
(i) the system is Kα-positive for any positive vector α;
(ii) the system is strongly eventually positive if and only if
there exist positive scalars βi and γi for i = 2, . . . , n such
that Kβ ⊂ int(Rn≥0) ∪ {0} and Rn≥0 ⊂ int(Kγ) ∪ {0}.
It is straightforward to show that limt→∞ eAtKα = K∞,
where K∞ = {y ∈ Rn|y = ∆v1,∆ ∈ R≥0} and v1 is the right
eigenvector of A associated with the dominant eigenvalue λ1.
Therefore, the set K∞ acts as an attractor for all the trajectories
starting from the set {x ∈ Rn∣∣wT1 x > 0}. The trajectories
starting from the set {x ∈ Rn∣∣wT1 x < 0} are attracted by
−K∞. We conclude this subsection by the following corollary
from Proposition 3 (the proof can be found in [30] and in
Appendix A):
Corollary 1: Consider the system x˙ = Ax satisfying
Assumption A3, with λj being the eigenvalues of A. Let λ1 be
simple, real, negative and λ1 > <(λj) for all j ≥ 2. Then there
exists an invertible matrix S such that the system z˙ = S−1ASz
is eventually positive.
Combining the results of this section gives an unexpected
result: under the premise of Proposition 3, any strongly
eventually positive system is also Kα-positive. This seems
to undermine the value of eventual positivity as an extension
of positivity. However, strong eventual positivity with respect
to orthants gives additional properties, which Kα-positive
systems may not necessarily possess ([30]). Furthermore, there
are interesting extensions of these results in the nonlinear
case. For sufficiently smooth nonlinear systems, positivity
translates to differential positivity, which is a very general
property that holds, for instance, on the basin of attraction of
an exponentially stable equilibrium (cf. [26], [32]). In contrast,
cone monotonicity is a strong property, which is also hard to
check since one needs to find first a candidate cone inducing a
partial order. On the other hand, eventual monotonicity offers
a trade-off between the concepts of differential positivity and
monotonicity. We elaborate on this trade-off in the sequel.
IV. EVENTUALLY MONOTONE SYSTEMS
A. Definitions and Basic Properties
The definition of eventual monotonicity comes as a natural
extension of monotonicity (cf. [13]).
Definition 4: The system x˙ = f(x) is eventually monotone
on C ⊆ D with respect to the cone K if for any x, y ∈ C such
that x K y, there exists τ0 ≥ 0 such that φ(t, x) K φ(t, y)
for all t ≥ τ0. The system is strongly eventually monotone
5on C w.r.t. K if it is eventually monotone on C w.r.t. K and
for any x, y ∈ C such that x K y, there exists τ0 ≥ 0
such that φ(t, x)K φ(t, y) for all t ≥ τ0. We call a system
uniformly (strongly) eventually monotone on C w.r.t. K if it
is (strongly) eventually monotone on C w.r.t. K and τ0 can be
chosen uniformly w.r.t. C.
The class of eventually monotone systems is larger than
the class of monotone systems, but includes the latter. In
particular, every monotone system is eventually monotone with
τ0 = 0. We note that an arguably more established concept of
eventual strong monotonicity (cf. [33]) is not equivalent to our
definition of strong eventual monotonicity. Indeed, eventually
strongly monotone systems are monotone, while the strong
relation holds after some initial transient. In contrast, we do
not require monotonicity for all t ≥ 0.
If the system is eventually monotone with respect to K on C,
then by continuity of solutions we have that φ(t, x) K φ(t, y)
(respectively, φ(t, x)K φ(t, y)) for all t ≥ τ0 and for any x,
y ∈ C such that x K y (respectively, x K y). We proceed
by presenting some other direct implications of this definition.
Proposition 4: Consider that the system (1) with f ∈ C1(D)
has an equilibrium x∗ and satisfies Assumptions A2–A3.
(i) If the system (1) is eventually monotone in a neighborhood
of x∗ with respect to a cone K, then λ1 is real, and the right
and left eigenvectors v1, w1 of J(x∗) corresponding to λ1 can
be chosen such that v1, w1 K 0.
(ii) If the system (1) is strongly eventually monotone in a
neighborhood of x∗, then λ1 is also simple, while v1, w1 can
be chosen such that v1, w1 K 0. Conversely, if λ1 is simple,
real, and λ1 > <(λj) for all j ≥ 2, then the system is locally
strongly eventually monotone in a neighborhood of x∗ with
respect to some cone K.
The proof is straightforward by invoking the Hartman-
Grobman theorem ([34], [35]) and Propositions 2 and 1. Ad-
ditionally, some properties of asymptotically stable monotone
systems are preserved in the eventually monotone case.
Proposition 5: Consider that the system (1) with f ∈ C1(D)
is eventually monotone on a forward-invariant open set C with
respect to the cone K.
(i) If f(x) K 0 for some x ∈ C, then there exists τ0 ≥ 0
such that f(φ(t, x)) K 0 for all t ≥ τ0.
If the system admits an asymptotically stable equilibrium x∗
with a basin of attraction B(x∗) ⊆ C, then:
(ii) for all x ∈ B(x∗) such that x K x∗ and for all t > 0,
we have that f(x) 6K 0 and φ(t, x) K x;
(iii) for all w, z ∈ B(x∗) such that z K w, the order-interval
[z, w]K is a subset of B(x∗).
The point (i) was shown by [13] in a slightly different
formulation, while the point (ii) follows from (i) and was also
shown by [36, Proposition 3.10.] for the case of monotone
systems with vector fields that are not necessarily differen-
tiable. The proof of (iii) is adapted in a straightforward manner
from a similar result for monotone systems (see e.g. [37])
and can be found in Appendix A. Convergence results for
eventually monotone systems with differentiable flows can also
be found in [13]. We suspect that many asymptotic properties
of monotone systems can be extended to the case of eventually
monotone systems. However, some properties of monotone
systems, which hold for all t > 0, may not necessarily hold
for eventually monotone systems. For example, according to
the point (i) in Proposition 5, if a flow is monotone around x,
then it is monotone for all t ≥ τ0, while this property holds
for all t > 0 in the case of monotone systems. Naturally, a
major issue is a certificate for eventual monotonicity, which is
provided in the following subsection.
B. Characterization of Eventually Monotone Systems
1) Koopman operator: In this paper, we propose a charac-
terization of eventually monotone systems, which is based on
the framework of the Koopman operator. While many studies
have investigated the properties of the operator spectrum in a
general context (see e.g. [17], [18], [21], [19], [20]), we rely
here on the properties of the eigenfunctions, and in particular
on the interplay between the eigenfunctions and the geometric
properties of the system (see e.g. [22]).
Consider a space G (we take G = C1, but other choices are
possible, see [22]) of functions called observables g : Rn → C
and suppose that the dynamical system (1) is described by its
flow φ. The semi-group of Koopman operators U t : F → F
associated with (1) is defined by
U tg(·) = g ◦ φ(t, ·), (6)
where ◦ denotes the composition of functions. Note that one
can similarly define the semi-group of operators for vector-
valued observables g : Rn → Cm, with some positive integer
m. The infinitesimal generator of the semi-group is defined by
L = lim
t→0
U t − I
t
where I is the identity operator. If the vector field f of (1) and
the observables g : C → C are continuously differentiable on
an open set containing a compact set C, then the infinitesimal
generator of the Koopman semi-group is given on C by Lg =
fT∇g (see [38]).
The Koopman operator (i.e. both the semi-group and its
generator) is linear (cf. [39]), so that it is natural to consider
its spectral properties. We define an eigenfunction of the
Koopman operator as a function s ∈ F that is nonzero and
satisfies
U ts(·) = s(φ(t, ·)) = s(·) eλt (7)
where λ ∈ C is the associated eigenvalue. Equivalently, if the
infinitesimal generator is well-defined, we have also
fT∇s = λs. (8)
In the linear case f(x) = Ax, the eigenvalues of A are
also eigenvalues of the Koopman operator. Furthermore, if
the system satisfies Assumption A3, then the eigenfunctions
corresponding to λi are given by sj(x) = wTj x, where
wj are left eigenvectors of J(x∗) ([39]). Now, consider a
nonlinear system (1) that satisfies Assumptions A1–A3 and
is characterized by a C2 vector field. Similarly to the linear
case, the eigenvalues λj of J(x∗) are the eigenvalues of the
Koopman operator and their associated eigenfunctions sj are
continuously differentiable in the basin of attraction of x∗
6([24]). Under these conditions, we can use the eigenfunctions
to obtain an expansion of the flow. This is summarized in the
following result. The proof can be found in Appendix A.
Proposition 6: Consider that the system (1) with f ∈ C2(D)
has an equilibrium x∗ and satisfies Assumptions A1–A3. Then,
for all x in the basin of attraction B(x∗), the flow can be
expressed as
φ(t, x) = x∗ +
n∑
j=1
vjsj(x)e
λjt +R(t, x) (9)
with
R(t, x) = o
∥∥∥∥∥∥
n∑
j=1
vjsj(x)e
λjt
∥∥∥∥∥∥
 ,
where vj are the right eigenvectors of J(x∗) and
vTj ∇sj(x∗) = 1.
We note that in the linear case, where sj(x) = wTj x, we
recover the classic linear expansion of the flow, with R(t, x) =
0. If λ1 is a simple, real eigenvalue and λ1 > <{λ2}, then (9)
implies that the eigenfunction s1 associated with the eigen-
value λ1 captures the dominant (i.e. asymptotic) behavior of
the system. As shown in the next section, this property is key
to our characterization of eventual monotonicity. Moreover, it
also follows from (9) that the dominant eigenfunction s1 can
be computed by using the Laplace average
gavλ (x) = lim
t→∞
1
t
t∫
0
(g ◦ φ(s, x))e−λsds, (10)
for any g ∈ C1 that satisfies g(x∗) = 0 and vT1 ∇g(x∗) 6= 0.
The Laplace average gavλ1 (x) is a projection of g onto s1, which
is therefore equal to s1 up to a multiplication with a scalar
(see e.g. [23]). Note that the Laplace averages diverge if x
does not belong to B(x∗).
2) Main results: In this section, we present our main result,
which shows the relationship between eventual monotonicity
and spectral properties of the Koopman operator. We exploit in
particular the fact that the dominant eigenfunction s1 captures
the asymptotic behavior of the system.
Theorem 1: Consider that the system (1) with f ∈ C2(D)
has an equilibrium x∗ and satisfies Assumptions A1–A3, while
λj are the eigenvalues of J(x∗).
(i) If the system is eventually monotone with respect to K
on a set C ⊆ B(x∗), then λ1 is real and negative, the right
eigenvector v1 of J(x∗) can be chosen such that v1 K 0,
while the eigenfunction s1 can be chosen such that s1(x) ≥
s1(y) for all x, y ∈ C satisfying x K y. Furthermore, s1(x) >
s1(y) for all x, y ∈ C satisfying xK y.
(ii) Furthermore, the system is strongly eventually monotone
with respect to K on a set C ⊆ B(x∗) if and only if λ1 is
simple, real and negative, λ1 > <(λj) for all j ≥ 2, v1 and
s1 can be chosen such that v1 K 0 and s1(x) > s1(y) for
all x, y ∈ C satisfying x K y;
(iii) If C is compact, then (strong) eventual monotonicity in
(i) and (ii) is understood in the uniform sense.
Proof: First, we note that s1 ∈ C1(B(x∗)), since
<(λi) < 0 for all i and f ∈ C2(D) ([24]).
(i) By Proposition 4, v1 K 0 and λ1 is real, which implies
that s1 is a real-valued function. Now, for some monotone
observable g ∈ C1 (satisfying g(x∗) = 0 and vT1 ∇g(x∗) 6= 0),
it follows from (10) that
s1(x)− s1(y) =
lim
t→∞
1
t
t∫
0
(g ◦ φ(s, x)− g ◦ φ(s, y))e−λ1sds =
lim
t→∞
1
t
t∫
τ0
(g ◦ φ(s, x)− g ◦ φ(s, y))e−λ1sds ≥ 0 (11)
for all x K y since φ(s, x) K φ(s, y) and s ≥ τ0.
We will prove the second part of the statement by contradic-
tion. Assume that there exist xK y such that s1(x) = s1(y)
((11) implies that s1(x) < s1(y) is impossible). It follows
from (11) that s1(x) ≥ s1(z) ≥ s1(y) for all z such that
z ∈ [y, x]K. However, we assumed above that s1(x) = s1(y),
which implies that s1(y) = s1(z) = s1(x) for all z ∈ [y, x]K.
It follows that s1(·) is constant on the interval [y, x]K, which
has a nonzero Lebesgue measure since xK y. This is impos-
sible since it is known that the level sets of s1 ∈ C1(B(x∗))
(i.e. the isostables) are of co-dimension 1 in B(x∗) (see [23]).
Indeed, let w1 be a left eigenvector of the Jacobian matrix
corresponding to λ1, then Hartman-Grobman theorem implies
that s1(x) = wT1 (x−x∗)+o(‖x−x∗‖) in the neighborhood of
the equilibrium x∗ (cf. [40]), so that the isostables are locally
homeomorphic to hyperplanes of co-dimension 1 ([23]). Every
isostable can be obtained by backward integration starting
from the neighborhood of x∗ and is therefore also of co-
dimension 1.
Finally, we note that we can obtain vT1 ∇s1(x∗) = 1 by mul-
tiplying s1 with a proper positive constant. The above results
imply vT1 ∇s1(x∗) ≥ 0. Since we know that ∇s1(x∗) = w1,
we have vT1 ∇s1(x∗) 6= 0 and the result follows.
(ii) Necessity. By Proposition 4, λ1 is simple, real and negative,
while v1 K 0. Due to the premise, x K y implies that
there exists τ0 such that φ(t, x)−φ(t, y)K 0 for all t ≥ τ0.
Moreover, (i) implies that s1(x) ≥ s1(y). Let z = φ(τ0, x)
and w = φ(τ0, y). Since z K w, by (i) we have that
s1(z) > s1(w). This directly implies that s1(x) 6= s1(y) by
the property (7) of s1(·) and proves the claim.
Sufficiency. It follows from (9) that
φ(t, x)− φ(t, y) = eλ1t (v1(s1(x)− s1(y)) + R¯(t)) (12)
with
R¯(t) =
n∑
j=2
vj(sj(x)− sj(y))e(λj−λ1)t
+ e−λ1t(R(t, x)−R(t, y)).
Since v1 K 0 it follows that v1(s1(x)− s1(y))K 0 for all
x K y. Moreover, Proposition 6 implies that
0 = lim
t→0
|R(t, x)|∥∥∥∥∥ n∑j=1 vjsj(x)eλjt
∥∥∥∥∥
≥ lim
t→0
e−λ1t|R(t, x)|∥∥∥∥∥ n∑j=1 vjsj(x)e(λj−λ1)t
∥∥∥∥∥
,
7so that limt→0 e−λ1t|R(t, x)| = 0 since λj − λ1 < 0 for all
j > 1. Moreover, since sj(x) is finite for any given x ∈ C ⊆
B(x∗), we finally obtain that limt→0 R¯(t) = 0. Then there
exists τ0 ≥ 0 such that
v1(s1(x)− s1(y)) + R¯(t)K 0 ∀t ≥ τ0. (13)
The condition (12) together with (13) imply that
φ(t, x)− φ(t, y)K 0 ∀x K y,∀t ≥ τ0,
which completes the proof.
(iii) The proof is straightforward.
Remark 1: Under the premise of Theorem 1, the condition
s1(x) ≥ s1(y) for all x K y is equivalent to ∇s1(x) ∈ K∗,
where K∗ is the dual cone to K, namely K∗ = {y ∈ Rn∣∣yT z ≥
0, ∀z ∈ K}. The condition s1(x) > s1(y) for all x K y is
equivalent to ∇s1(x) ∈ int(K∗).
This result can be seen as a nonlinear extension of the Perron-
Frobenius theorem (cf. [41]). If the assumptions in Theorem 1
hold, it provides a complete description of strong eventually
monotone systems, but only a necessary condition for eventual
monotonicity. Surprisingly, this is different from classical
monotonicity, since there exist necessary and sufficient con-
ditions for monotonicity (Kamke-Mu¨ller conditions), but only
sufficient conditions for strong monotonicity.
In the case of linear systems x˙ = Ax, the points (i) and (ii)
of Theorem 1 are reduced to Proposition 2 since s1(x) = wT1 x
and ∇s1(x) = w1, where w1 is a left eigenvector of A
corresponding to λ1. In other words, the statement of Propo-
sition 2 (in terms of eigenvectors and eigenvalues of A) is
directly extended to nonlinear systems in Theorem 1 (in terms
of eigenfunctions and eigenvalues of the Koopman operator).
Moreover, the proof of Theorem 1 uses similar techniques as
the proof of Proposition 2, which shows the power of the
Koopman operator framework.
Remark 2: Using Theorem 1 and the relation (8), it is now
straightforward to show point (ii) in Proposition 5 for the case
of strongly eventually monotone systems on a compact set C,
provided that the assumptions in Theorem 1 hold. Indeed, we
have that s1(x) > 0 for all x K x∗, hence (f(x))T∇s1(x) =
λ1s1(x) < 0. Now, since ∇s1(x) ∈ int(K∗), it follows that
f(x) 6K 0 for all x K x∗.
We conclude this subsection by a corollary of Theo-
rem 1, which describes the geometric properties of the
system in the basin of attraction. We introduce the fol-
lowing sets Bα =
{
x ∈ B(x∗)
∣∣∣|s1(x)| ≤ α}, ∂Bα ={
x ∈ B(x∗)
∣∣∣|s1(x)| = α}. The level sets ∂Bα are called
isostables ([23]) and contain the initial conditions of trajec-
tories that converge synchronously towards the equilibrium.
With α =∞, the set Bα is the basin of attraction, while ∂Bα
is its boundary. We have the following result, whose proof can
be found in Appendix A.
Corollary 2: Consider that the system (1) with f ∈ C2(D)
has an equilibrium x∗ and satisfies Assumptions A1–A3.
Assume that it is eventually monotone with respect to K on the
basin of attraction B(x∗). Then the following relations hold
for isostables defined with a monotone eigenfunction s1(x)
and for all finite positive α:
(i) [z, w]K ⊂ Bα for any w, z in Bα such that z K w;
(ii) the level set ∂Bα does not contain points z, w such that
z K w. If the system is strongly eventually monotone, then
∂Bα does not contain points z, w such that z K w.
This result implies that, for strongly eventually monotone
systems, the level sets ∂Bα of s1 contain only incomparable
points (with respect to some cone K). It directly follows from
the fact that the eigenfunction s1 is a monotone function.
C. Relationship Between Eventual Monotonicity and Differen-
tial Positivity
In this subsection we discuss the relation between eventually
monotone systems and differentially positive systems. We need
a few definitions to proceed. Assume that that the vector field
f is continuously differentiable and consider the so-called
prolonged dynamical system:
x˙ = f(x),
˙δx = J(x)δx,
(14)
with (x, δx) ∈ Rn ×Rn and where J(x) stands for the Jaco-
bian matrix of f(x). We denote the differential of φ(t, x) with
respect to x by ∂φ(t, x). Then the prolonged system induces
a flow (φ, ∂φ) such that (t, x, δx) 7→ (φ(t, x), ∂φ(t, x)δx) is
a solution of (14). Following the definitions by [26], we let a
smooth cone field K(x) be defined as
K(x) =
{
δx ∈ Rn
∣∣∣ki(x, δx) ≥ 0 i = 1, . . . ,m} ,
where K(x) is a positive cone for every x ∈ Rn, and ki(·, ·)
are smooth functions.
Definition 5: The system x˙ = f(x) with f ∈ C1(D) is
called differentially positive on C ⊆ D with respect to the
cone field K(x) if the prolonged system leaves K(x) invariant.
Namely, for any x ∈ C
δx ∈ K(x) ⇒ ∂φ(t, x)δx ∈ K(φ(t, x)) ∀t ≥ 0 . (15)
The system is (uniformly) strictly differentially positive on
C ⊆ D if it is differentially positive on C and if there exist
a constant T > 0 and a cone field R(x) ⊂ int(K(x)) ∪ {0}
such that for all x ∈ C, t ≥ T
δx ∈ K(x) ⇒ ∂φ(t, x)δx ∈ R(φ(t, x)). (16)
Inspired by [32], we will use the following cone field based
on the eigenfunctions of the Koopman operator:
Kα(x) =
{
y ∈ Rn
∣∣∣ n∑
i=2
αi(x) |yT∇si(x)|2 ≤
(yT∇s1(x))2, yT∇s1(x) ≥ 0
}
. (17)
For every x the set Kα(x) with smooth positive functions
αi(x) is a cone which appears to be the extension of (5) to the
nonlinear case. By extending Proposition 3 to nonlinear sys-
tems, we link differential positivity and eventual monotonicity
in the following result (the proof is given in Appendix A).
Proposition 7: Consider that the system (1) with f ∈ C2(D)
has an equilibrium x∗ and satisfies Assumptions A1–A3, while
λi are the eigenvalues of the Jacobian matrix J(x∗). Then:
8(i) the system is strictly differentially positive on C ⊂ B(x∗)
with respect to Kα(x) with positive functions αi(x) if and
only if λ1 is simple, real, negative and λ1 > <(λj) for all
j ≥ 2;
(ii) furthermore, the system is strongly eventually monotone
on C ⊂ B(x∗) with respect to Rn≥0 if and only if λ1 is simple,
real, negative, and λ1 > <(λj) for all j ≥ 2, there exist βi > 0
and a function γ(x) > 0 such that Kβ(0) ⊂ int(Rn≥0) ∪ {0},
and Rn≥0 ⊂ int(Kα(x)) ∪ {0} for all x with αi(·) = γ(·) for
all i.
We must point again to the similarities of the proofs of
Proposition 3 and Proposition 7, although the latter is the non-
linear extension of the former. However, the implications of
the results are slightly different. As discussed in Section III-B,
in the linear setting, any eventually positive system is also
positive (i.e. monotone) with respect to some cone K. In the
nonlinear setting, any sufficiently smooth strongly eventually
monotone system is differentially positive with respect to some
cone field K(x), which does not generally imply monotonicity
with respect to some cone K. This is an indication that eventual
monotonicity can offer a trade-off between monotonicity and
differential positivity, as long as ordering properties of the
solutions are concerned. To summarize, Proposition 7 provides
conditions, based on the invariant cone field, under which
a differentially positive system behaves asymptotically as a
monotone system.
D. Eventual Monotonicity with Respect to a Cone
It can be shown that the statement of Proposition 7 still
holds when the orthant Rn≥0 is replaced by a constant cone K.
However, using Proposition 7 in practice requires computation
of the cone fields, which is not an easy task. In the following
result, we discuss an alternative way to check if the system is
strongly eventually monotone with respect to a constant cone
K, and how to find this cone. This result can be also seen as
an extension of the results in Theorem 1. The proof is given
in Appendix A.
Corollary 3: Consider that the system (1) with f ∈ C2(D)
has an equilibrium x∗ and satisfies Assumptions A1–A3, while
λj are the eigenvalues of J(x∗). Assume that λ1 is simple,
real, negative and λ1 > <(λj) for all j ≥ 2. Then
vT1 ∇s1(x) > 0 ∀x ∈ B(x∗) (18)
with vT1 ∇s1(x∗) = 1 if and only if there exists a cone K with
respect to which the system is strongly eventually monotone.
Remark 3: The condition (18) is equivalent to the existence
of a cone K such that v1 ∈ int(K) and ∇s1(x) ∈ int(K∗) for
all x ∈ B(x∗), where K∗ is the dual cone to K.
For linear systems, the condition (18) is always fulfilled,
which is implicitly used in Corollary 1. Corollary 3 provides
a (necessary and sufficient) certificate to determine whether
there exists a cone with respect to which a system is strongly
eventually monotone. We can verify the certificate by com-
puting the gradient ∇s1(x) through Laplace averages (see
Section V-A). In addition, the condition ∇s1(x) ∈ int(K∗)
is equivalent to finding an orderK with respect to which no
pair x, y on the same isostable is such that x K y. Hence,
Corollary 3 also offers a graphical tool (at least for planar
systems) to find candidate cones K with respect to which the
system may be strongly eventually monotone. Furthermore,
even if a system is strongly eventually monotone with respect
to Rn≥0, ∇s1(x) can have slightly negative components for
some x due to numerical errors. Corollary 3 tackles this issue
as well by providing a smaller candidate cone K. We cover
this idea in detail on an example in Section V.
This result also highlights another difference between even-
tually monotone and monotone systems with respect to arbi-
trary cones K. If we suspect that a system is monotone with
respect to some cone K, there is no automatic way (to our
best knowledge) to compute candidate cones K with respect
to which the system is potentially monotone. In contrast,
Corollary 3 allows this in the case of (strongly) eventually
monotone systems.
V. EXAMPLES
A. Computation of s1(x) and its Gradient
The property of (strong) eventual monotonicity must be
studied through the properties of the eigenfunction s1 of the
Koopman operator. A numerical method required to compute
this eigenfunction is provided by the Laplace averages (10)
evaluated along the trajectories of the system. Through the
Laplace averages, the value of s1 can be computed for some
points (uniformly or randomly) distributed in the state space.
The eigenfunction s1 is then obtained by interpolation. It is
important to note that, for a good numerical convergence, the
observable g used in (10) should be g(x) = wT1 (x − x∗),
where w1 is the left eigenvector of the Jacobian matrix at the
equilibrium x∗, associated with λ1.
As shown in [32], the gradient ∇s1 can also be directly
obtained through Laplace averages. Considering the prolonged
system (15), we have the Laplace average
g˜avλ (x, δx) = lim
t→∞
1
t
t∫
0
(g ◦ (φ(s, x), ∂φ(s, x)δx))e−λsds
(19)
with some observable g : Rn × Rn → R. The gradient of s1
can be computed as
∇s1(x)T =
(
g˜avλ1 (x, e1), . . . , g˜
av
λ1
(x, en)
)
,
with g(x, δx) = wT1 δx and where e
k is the k-th unit vector.
We also point out that the eigenfunctions can be estimated
by linear algebraic methods (cf. [24]) and directly from data
using so-called dynamic mode decomposition (DMD) methods
(cf. [42], [43]).
B. A Three State Nonmonotone System
Here, we revisit Example 2 in Section II. Using singular
perturbation arguments, we verified that with small enough
ε, the system is eventually monotone. Now consider the
system with ε = 1. The second and third modes are equally
fast, since the eigenvalues λ2 and λ3 are complex conjugate.
However, the system is still strongly eventually monotone.
We compute the eigenfunction s1 of the Koopman operator
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(a) Level sets of s1(x).
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(b) (Normalized) gradient of s1(x), i.e. ∇s1(x)/‖∇s1(x)‖, for
different states x ∈ B(x∗). The gradient lies inside the orthant
diag{−1, 1, 1}R3≥0.
Fig. 1: Figures describing a three state nonmonotone system
(Example V-B).
in the basin of attraction B(x∗) of the exponentially stable
equilibrium x∗ = (3.1179, 0.2428, 1.4857) (Figure 1a). The
computation of the gradient shows that ∇s1(x) lies in the
orthant diag{−1, 1, 1}R3≥0 for all x (Figure 1b). Moreover,
we have v1 = (−0.96, 0.07, 0.24) ∈ diag{−1, 1, 1}R3≥0. It
follows that the condition (18) is satisfied and, according to
Corollary 3, the system is strongly eventually monotone on
B(x∗) (with respect to that orthant diag{−1, 1, 1}R3≥0). We
can explain such a behavior as follows. In Example 2, the
term h(x1) is not consistent with monotonicity with respect
to diag{−1, 1, 1}R3≥0. However, the function is bounded be-
tween 0 and 1 for all x1, so that its effect is not considerable
enough to prevent eventual monotonicity.
C. Gut Kinetics in Type I Diabetic Patients
A mathematical model of gut kinetics in type I diabetic
patients is described by the following three state system ([27]):
Q˙sto1 = −k21Qsto1,
Q˙sto2 = −kempt(z)Qsto2 + k21Qsto1,
Q˙gut = −kabsQgut + kempt(z)Qsto2,
where z = Qsto1 + Qsto2 and kempt(z) = kmin +
kmax−kmin
2 (tahn(α(z − b))− tahn(β(z − c)) + 2).
According to a physiologic intuition, the more carbohy-
drates are ingested the higher the output Qgut should be under
normal conditions (patient does not experience stress, does
not exercise at the moment, etc.). Although the mathematical
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Fig. 2: Level sets of s1 (cross-section for a constant Qgut) for
the model of gut kinetics (Example V-C). The eigenfunction is
strictly monotone in the two state variables Qsto1 and Qsto2.
model is not monotone with respect to any orthant, it fulfills
all the necessary conditions for eventual monotonicity. Indeed,
the eigenfunction s1 is strictly monotone in the state variables
Qsto1 and Qsto2 (Figure 2) and does not depend on the state
Qgut (due to the cascade structure of the model). Moreover,
v1 = (0, 0.94, 0.34) ∈ R3≥0.
All the eigenvalues of the Koopman operator are negative
and distinct. However, since v1 has a zero component in the
Qsto1 direction (and the gradient ∇s1 in the Qgut direction),
the system is not strongly eventually monotone with respect
to R3≥0. This is not surprising, since the Jacobian matrix
is reducible for every x ∈ R3≥0. Nevertheless, numerical
computations (using (19)) show that vT1 ∇s1(x) > 0 for
all x ∈ R3≥0, and Corollary 3 implies that the system is
strongly eventually monotone with respect to some cone in R3.
This example illustrates that even a system with a reducible
Jacobian matrix can still be strongly eventually monotone
albeit with respect to a different cone.
D. Toxin-Antitoxin System
Consider the toxin-antitoxin system studied in [28]:
T˙ =
σT(
1 +
[Af ][Tf ]
K0
)
(1 + βM [Tf ])
− 1
(1 + βC [Tf ])
T
A˙ =
σA(
1 +
[Af ][Tf ]
K0
)
(1 + βM [Tf ])
− ΓAA
ε[A˙f ] = A−
(
[Af ] +
[Af ][Tf ]
KT
+
[Af ][Tf ]
2
KTKTT
)
ε[T˙f ] = T −
(
[Tf ] +
[Af ][Tf ]
KT
+ 2
[Af ][Tf ]
2
KTKTT
)
,
where A and T is the total number of toxin and antitoxin
proteins, respectively, while [Af ], [Tf ] is the number of free
toxin and antitoxin proteins. In [28], the authors considered
the model with ε = 0. In order to simplify our analysis we
set ε = 10−6. With the parameters σT = 166.28, K0 = 1,
βM = βc = 0.16, σA = 102 ΓA = 0.2, KT = KTT = 0.3,
the system is bistable with two exponentially stable equilibria:
x∗ =
(
27.1517 80.5151 58.4429 0.0877
)
x• =
(
162.8103 26.2221 0.0002 110.4375
)
.
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Fig. 3: Level sets of s1(x) for the toxin-antitoxin system (Ex-
ample V-D) in the cross-section ([Af ], [Tf ]) = (x∗(3), x∗(4)).
The system is strongly eventually monotone with respect to a
cone, whose projection in the cross-section is the red cone K˜
shown on the picture.
We consider the basin of attraction of the equilibrium x∗
and compute the level sets of s1(x). Because of the slow-
fast dynamics of the model, the eigenfunction is (almost)
constant in the variables [Af ] and [Tf ]. Its values in the cross-
section ([Af ], [Tf ]) = (x∗(3), x∗(4)) are shown in Figure 3.
As the reader may notice, some level sets in the cross-section
are consistent with eventual monotonicity with respect to the
orthant K = (1,−1)R2≥0. There are however level sets ∂Bα of
s1(x), which contain comparable points and hence these level
sets are not consistent with eventual monotonicity with respect
to K. However, every level set contains incomparable points
with respect to a cone K˜ depicted in red in Figure 3. According
to Corollary 2, this suggests that the system might be strongly
eventually monotone with respect to a cone (whose projection
on the cross-section is K˜). Indeed, numerical computations
(using (19)) show that vT1 ∇s1(x) > 0 for all x ∈ R4≥0, so
that Corollary 3 can be applied. Note that the reduced order
model (i.e. with ε = 0) is only locally monotone (around x∗,
x•) with respect to the orthant K = (1,−1)R2≥0, which we
verify by numerically computing the Jacobian matrix of the
reduced order system.
E. FitzHugh-Nagumo Model
The excitable FitzHugh-Nagumo model ([44], [45]) is de-
scribed by the following equations
v˙ = −w − v(v − 1)(v − a) + I,
w˙ = (v − γw).
We take a = 1, I = 0.05,  = 0.08, γ = 1, which results
in a system with a Jacobian matrix at the equilibrium having
simple, real, negative eigenvalues. This implies that the system
is locally eventually monotone around the exponentially stable
equilibrium. However, it is not globally eventually monotone
with respect to any cone K ∈ R2, which is verified by the
fact that some level sets of s1 contain comparable points in
all possible orderings (see Figure 4).
VI. DISCUSSION AND CONCLUSION
In this paper, we have provided a characterization of
(strongly) eventually monotone systems using spectral prop-
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Fig. 4: Level sets of s1(x) for the FitzHugh-Nagumo model
with a = 1, I = 0.05,  = 0.08. The dot is the exponentially
stable equilibrium, around which the system is locally eventu-
ally monotone. The system, however, is not globally eventually
monotone with respect to any cone in R2.
erties of the so-called Koopman operator. Our results indicate
that eventually monotone systems possess many asymptotic
properties of monotone systems, possibly providing a valuable
theoretical generalization of monotonicity. We present exam-
ples of systems, which cannot be confirmed to be monotone,
but are strongly eventually monotone. The examples describe
biological and biomedical processes, showing that there are
potentially many applications of eventual monotonicity. More-
over, the spectral operator-theoretic framework considered in
this paper offers a numerical tool to compute candidate cones
with respect to which the system may be strongly eventually
monotone. To our best knowledge, no such tool exists for
monotone systems.
Strong eventual monotonicity has applications in model re-
duction. If a full order system is strongly eventually monotone,
then there is a possibility that model reduction of fast states
leads to a monotone system. This can lead to model reduction
methods enforcing monotonicity on a reduced order dynamical
system. Moreover, the results by [14] are based on what we
call strong eventual monotonicity and our certificates provide
a tool, which facilitates the application of [14] to a broad class
of systems.
The main drawback of our theoretical development is
the absence of a polynomial-time certificate for eventual
monotonicity. Since we have derived a positivity certificate
for eventual monotonicity, a polynomial-time version of this
certificate could potentially be obtained through sum-of-square
techniques ([46]). If we can certify that the system is strongly
eventually monotone, then we can compute its basins of
attraction with a high accuracy as discussed in [47], [48].
We note that our work may potentially be related to the re-
cent work by [49], where the authors study eventually positive
semigroups of linear operators in a general context. We leave it
for future research. Finally, we aim at extending the concept
of eventual monotonicity to open or control systems, which
may lead to simple control strategies as the ones described
in [50].
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APPENDIX
For the proof of Proposition 2, we need the following result
from [9].
Proposition 8: Let A ∈ Rn×n. Then:
(i) Let there exists a τ0 ≥ 0 such that for all t ≥ τ0, the
matrix etA is nonnegative, then there exists a scalar a such
that A+ aI is a WPFn matrix;
(ii) There exists a τ0 ≥ 0 such that for all t ≥ τ0, the matrix
etA is positive if and only if there exists a scalar a such that
A+ aI is a PFn matrix.
Proof of Proposition 2: (i) If the flow φ(t, x) = eAtx is
nonnegative for all t ≥ τ0 for any nonnegative x, then eAt
is nonnegative for all t ≥ τ0. By Proposition 8 there exists a
scalar a such that A+aI is a WPFn matrix. This implies that
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there exist nonnegative right and left eigenvectors v1 and w1
corresponding to a real λ˜1 such that λ˜1 > |λ˜i| for all i ≥ 2,
where λ˜i are the eigenvalues of A+ aI . It is straightforward
to show that λ˜i = λi + a, from which it follows that λ1 is
real and there exists no eigenvalue λi such that λ1 = <(λi)
and =(λi) 6= 0. Furthermore v1, w1 are also eigenvectors of
A corresponding to λ1.
(ii) Necessity. If the flow φ(t, x) = eAtx is positive for all
t ≥ τ0 for any nonnegative, nonzero x, then eAt is positive
for all t ≥ τ0. By Proposition 8 there exists a scalar a such
that A+aI is a PFn matrix. As in the point (i), we can show
that λ1 is simple, and the right and left eigenvectors v1 and w1
corresponding to λ1 can be chosen to be positive. Furthermore,
λ1 > <(λj) for all j ≥ 2.
Sufficiency. Let vi, wi be the right and left eigenvectors
corresponding to the eigenvalues λi. Let v1, w1 be positive
and λ1 be real and R(t, x) =
n∑
i=2
e(λi−λ1)tviwTi x. Then we
have
φ(t, x) = eAtx = eλ1t
(
v1w
T
1 x+R(t, x)
)
.
Since v1, w1 are positive and <(λi) < λ1 for all i ≥ 2, there
exists a time τ0 such that R(t, x)  v1wT1 x for all t ≥ τ0.
Hence we have that φ(t, x) 0.
Proof of Proposition 3: (i) Let y = eAtx for t > 0, then
(wT1 y)
2 −
n∑
i=2
αi|wTi y|2
= (wT1 e
Atx)2 −
n∑
i=2
αi|wTi eAtx|2
= e2λ1t(wT1 x)
2 −
n∑
i=2
αi|eλit|2|wTi x|2
= e2λ1t
(
(wT1 x)
2 −
n∑
i=2
αi|e(λi−λ1)t|2|wTi x|2
)
.
Since λ1 > <(λi) for all i > 1 we have that |e(λi−λ1)t|2 < 1
for all t > 0, which in turn implies that
(wT1 y)
2 −
n∑
i=2
αi|wTi y|2 ≥
e2λ1t
(
(wT1 x)
2 −
n∑
i=2
αi|wTi x|2
)
,
and y = eAtx belongs to Kα if x does.
(ii) Necessity. Since K0 = {y ∈ Rn|wT1 y ≥ 0} ⊃
int(Rn≥0) ∪ {0}, there exist γi small enough that K0 ⊃ Kγ ⊃
int(Rn≥0)∪{0}. Similarly, there exist βi large enough such that
int(Rn≥0) ∪ {0} ⊃ Kβ ⊃ K∞ = {y ∈ Rn|y = ∆v1,∆ > 0}.
Sufficiency. We have that K∞ ⊂ Kβ ⊂ int(Rn≥0) ∪ {0},
hence the vector v1 is contained in Kβ , which entails that
the condition Kβ ⊂ int(Rn≥0) ∪ {0} ensures positivity of the
eigenvector v1. Now let Rn≥0 ⊂ int(Kγ) ∪ {0} for a positive
γ. Hence the scalars wT1 e
j (where ej is j-the unit vector) are
positive for all j, and w1 is positive. Taking into account the
arguments above, we conclude that the system x˙ = Ax is
strongly eventually positive.
Proof of Corollary 1: Let v and w be the right and left
eigenvectors corresponding to the dominant eigenvalue λ1 of
A. According to Proposition 3, we need to show that there
exists an invertible matrix S such that S−1v and STw are
positive. Without loss of generality, we assume that the first
entry of w is nonzero. We can find a transformation S such
that wTS = 1T /n and S1 = v as follows
S = In/n+
(
v − 1/n 0n×n−1
)
+
(
(1−w)T
w(1)n
0n−1×n
)
+ S0,
where In is the n×n identity matrix, 0k×m is the k×m zero
matrix, and S0 is a zero matrix except for one entry, where
S0(1, 1) = (−1/w(1) + wT1/(w(1)n)). We verify the claim
by direct calculations:
S1 = 1/n+ v − 1/n+ (1− w)
T
w(1)n
1
+ (−1/w(1) + wT1/(w(1)n)) = v
Similarly
wTS = wT /n+
(
wT v − wT 1n 01×n−1
)
+
(1− w)T
n
+
(
−1 + wT 1n 01×n−1
)
= 1T /n
In this case new dominant eigenvectors are v˜ = 1 and w˜ =
1/n. Since the eigenvalues do not change under the similarity
transformation, the dominant eigenvalue of S−1AS is simple
and real. The second statement is straightforward.
Proof of Proposition 5: (i) The system is eventually
monotone, therefore for any δx K 0, y ∈ C and a sufficiently
small h ∈ R>0 we have that φ(t, y + hδx) K φ(t, y)
for t ≥ τ0. With h → 0 we get that for all t ≥ τ0 the
vector ∂φ(t, x)δx belongs to K, where ∂φ(t, x) denotes the
Jacobian of φ(t, x) with respect to x. Let f(x) K 0, then
f(φ(t, x)) = dφ(t, x)/dt = ∂φ(t, x)x˙ = ∂φ(t, x)f(x), which
implies that f(φ(t, x)) belongs to K for all t ≥ τ0. Therefore
φ(t+ ∆t, x) K φ(t, x) for all ∆t > 0 and t ≥ τ0.
(ii)According to (i), f(x) K 0 implies that φ(t+ ∆t, x) K
φ(t, x) K x∗ for ∆t > 0 and t ≥ τ0. This contradicts the
fact that x ∈ B(x∗) and φ(t, x)→ x∗. Therefore, f(x) 6K 0
and φ(t, x) 6K x for all x K x∗ and all t > 0.
(iii) We will show the result by contradiction. Let w, z belong
to B(x∗), let y ∈ [z, w]K and y /∈ B(x∗). Without loss of
generality assume that y belongs to the boundary of B(x∗).
Therefore the flow φ(t, y) is on the boundary of B(x∗). Let the
distance between x∗ and this boundary be equal to ε. There
exists a time T1 such that for all t > T1 the following in-
equalities hold ‖x∗−φ(t, w)‖2 < ε/2, ‖x∗−φ(t, z)‖2 < ε/2.
Moreover, there exists a time T2 > T1 such that for all
t > T2 and all ξ in the interval [φ(t, z), φ(t, w)]K we have
‖x∗− ξ‖2 < ε/2. Now build a sequence {yn}∞n=1 converging
to y such that all yn lie in B(x∗) and also lie in [z, w]K. Due to
eventual monotonicity on B(x∗), for all n and t > τ0 we have
φ(t, yn) ∈ [φ(t, z), φ(t, w)]K. Let T3 = max(T2, τ0) and note
that for all t > T3, we also have that ‖x∗−φ(t, yn)‖2 < ε/2.
Since the sequence {yn}∞n=1 converges to y, by continuity of
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solutions, for all t > T3 we have ‖x∗−φ(t, y)‖2 ≤ ε/2, which
contradicts ‖x∗ − φ(t, y)‖2 ≥ ε for all t > 0.
Proof of Proposition 6: It follows from Theorem 2.3 in
[40] that there exists a C1 diffeomorphism y = h(x) such that
h(φ(t, x)) = eJ(x
∗)th(x) for all x ∈ B(x∗), h(x∗) = 0, and
the Jacobian matrix of h at x∗ satisfies (∂h/∂x)x=x∗ = I .
Considering the first order Taylor expansion of h−1 around 0,
we obtain
x = x∗ +
(
∂h−1
∂y
)
y=0
y + o(‖y‖) = x∗ + y + o(‖y‖)
where we used the fact that the Jacobian matrix of h−1
satisfies (∂h−1/∂y)y=0 = I . Moreover, C1 eigenfunctions of
the Koopman operator are given by sj(x) = wTj h(x) and are
associated with the eigenvalues λj . Indeed, we have
U tsj(x) = w
T
j h(φ(t, x)) = w
T
j e
J(x∗)th(x) = eλjtwTj h(x)
= eλjtsj(x)
since the eigenvectors of J(x∗) are eigenvectors of eJ(x
∗)t.
Equivalently, s(x) = V −1y where s(x) = (s1(x) · · · sn(x))T
and V is a n× n matrix whose columns are the eigenvectors
vj . It follows that
x = x∗ + V s+ o(‖V s‖)
= x∗ +
n∑
j=1
vjsj(x) + o
∥∥∥∥∥∥
n∑
j=1
vjsj(x)
∥∥∥∥∥∥
 (20)
and
φ(t, x) = x∗ +
n∑
j=1
vjsj(x)e
λjt + o
∥∥∥∥∥∥
n∑
j=1
vjsj(x)e
λjt
∥∥∥∥∥∥
 .
Finally, considering the Jacobian of (20) at x∗, we obtain
I = V
(
∂s
∂x
)
x=x∗
=
(
∂s
∂x
)
x=x∗
V
so that vTj ∇sj(x∗) = 1. This concludes the proof.
Proof of Corollary 2: (i) Since the points w, z are in B(x∗),
the interval [z, w]K is in B(x∗). Let y belong to the interval
[z, w]K, with |s1(w)|, |s1(z)| ≤ α. By Theorem 1, we have
s1(w) ≥ s1(y) ≥ s1(z). Therefore we have two possibilities,
either |s1(y)| ≤ |s1(w)| or |s1(y)| ≤ |s1(z)|. In both cases,
|s1(y)| ≤ α.
(ii) Let there exist w, z in
{
x ∈ Rn
∣∣∣s1(x) = α} such that
w K z for some α ∈ R. We have that s1(w) = s1(z), but
according to Theorem 1, w K z implies that s1(w) > s1(z).
Hence no such w and z exist. The second part of the statement
is proved in a similar manner.
Proof of Proposition 7: (i) Our result is based on a
similar proposition in [32], therefore we only need to prove
a result similar to Proposition 1 in [32]. Using the equality
(∇si(φ(t, x)))T∂φ(t, x)δx = eλit(∇si(x))T δx, we get
((∇s1(φ(t, x))T∂φ(t, x)δx)2
−
n∑
i=2
αi(x)|(∇si(φ(t, x)))T∂φ(t, x)δx|2
= e2λ1t((∇s1(x))T δx)2 −
n∑
i=2
αi(x)|eλit|2|(∇si(x))T δx|2
= e2λ1t
(
((∇s1(x))T δx)2
−
n∑
i=2
αi(x)|e(λi−λ1)t|2|(∇si(x))T δx|2
)
≥ e2λ1t
(
((∇s1(x))T δx)2 −
n∑
i=2
αi(x)|(∇si(x))T δx|2
)
≥ 0,
for all x ∈ B(x∗) and δx ∈ K(x). The rest of the proof is
identical to the proof of Proposition 3 in [32].
(ii) Necessity. The inclusion Kβ(0) ⊂ int(Rn≥0)∪{0} follows
from Hartman-Grobman theorem and Proposition 3. Now
since ∇s1(x) ∈ int(Rn≥0), there exists γ(x) with sufficiently
large values such that Rn≥0 ⊂ int(Kα(x))∪{0} with αi(x) =
γ(x).
Sufficiency. Since λ1 is simple and real, we only need to show
that v1 and ∇s1(x) are positive for all x. Using Hartman-
Grobman theorem, as in the linear case, Kβ(0) ⊂ int(Rn≥0)∪
{0} implies that v1  0. If Rn≥0 ⊂ int(Kα(x)) ∪ {0} with
αi(x) = γ(x) for some function γ(·), then yT∇s1(x) > 0 for
all y ∈ Rn≥0\{0} and all x. Therefore ∇s1(x)  0 for all
x ∈ B(x∗).
Proof of Corollary 3: Necessity. According to Theorem 1,
we have that v1 K 0 and ∇s1(x) K 0 for all x ∈ C. The
result follows from the definition of the dual cones.
Sufficiency. According to Remark 3, there exists a cone K such
that v1 ∈ int(K) and ∇s1(x) ∈ int(K∗). Similarly to (12), for
x K y we have
φ(t, x)− φ(t, y) = eλ1tv1(∇s1(ξ))T (x− y) + R¯(t)
with x K ξ K y. Since ∇s1(ξ) ∈ int(K∗), we have (x −
y)T∇s1(ξ) > 0 and it follows that v1(∇s1(ξ))T (x − y) ∈
int(K). Then (13) implies
φ(t, x)− φ(t, y) ∈ int(K) ∀x K y, ∀t ≥ τ0 ,
which completes the proof.
