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Zusammenfassung
In dieser Arbeit kommt ein neuer ökonometrischer Ansatz für Paneldaten zum Einsatz,
welcher den Umgang mit persistenter, unbeobachtbarer Heterogenität in allgemeinen
nichtseparablen und nonparametrischen Konstellationen ermöglicht. Der Ansatz geht zu-
rück auf Hoderlein und White (2009). Diese untersuchen für die USA, welchen Einﬂuss
marginale Einkommenszuwächse auf die Wahrscheinlichkeit, Wohneigentum zu besitzen,
haben. Für die Jahre kurz vor der Immobilienkrise zeigen sie, dass der Erwerb von Wohn-
eigentum vom laufenden Einkommen unabhängig wird. Die Rede ist von einer verschwin-
denden Liquiditätsbeschränkung.
In dieser Arbeit wird mit Hilfe der SOEP-Daten untersucht ob der gleiche Zusammen-
hang auch für deutsche Haushalte festgestellt werden kann. Es zeigt sich, dass der durch-
schnittliche marginale Eﬀekt des Einkommens auf die Wahrscheinlichkeit, Wohneigentum
zu besitzen, durchweg positiv und über die Zeit hinweg nahezu konstant ist. Im Gegensatz
zu den USA, ist der Eﬀekt jedoch nicht über alle Einkommensbereiche hinweg, sondern
nur im Bereich der mittleren Einkommen festzustellen. Besonders ausgeprägt scheint er
außerdem für jüngere Haushalte zu sein. Für ein Verschwinden oder eine Reduktion der
Liquiditätsbeschränkung ﬁndet sich insgesamt keine Evidenz.
JEL Klassiﬁkation: C14, C23, D10, E20
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„We’re creating...an ownership society in this country, where more Americans than
ever will be able to open up their door where they live and say, welcome to my
house, welcome to my piece of property.“1
Aktuell, so schätzt die Wirtschaftswoche, liegt die Zahl der in den USA seit Beginn
der Immobilienkrise zwangsversteigerten Wohnimmobilien bei rund 6,2 Millionen.
Weitere drei Millionen Zwangsversteigerungen werden bis zum Ende des Jahres 2012
erwartet.2
Als Hauptfaktoren für das Entstehen der Immobilienkrise in den USA gilt die un-
vorsichtige Kreditvergabe der Immobilienﬁnanzierer und die im obigen Zitat ange-
sprochene Politik der amerikanischen Regierung der gezielten Förderung von Wohn-
eigentum.
Einen tieferen Einblick in die Ursachen der Immobilienkrise liefert ein aktueller For-
schungsbeitrag von Hoderlein und White (2009). Dieser beleuchtet den Zusammen-
hang zwischen laufendem Haushaltseinkommen und der Wahrscheinlichkeit dafür,
dass ein Haushalt über Wohneigentum verfügt. Einige Jahre vor der Immobilienkri-
se zeigt sich, dass marginale Einkommenszuwächse die Wahrscheinlichkeit, Wohn-
eigentum zu besitzen, signiﬁkant erhöhen. Kurz vor der Immobilienkrise ist dies
nicht mehr der Fall. Daraus lässt sich schließen, dass der Erwerb von Wohneigen-
tum vom laufenden Haushaltseinkommen unabhängig geworden ist. Hoderlein und
White (2009) sprechen daher von einer verschwindenden Liquiditätsbeschränkung
für die amerikanischen Haushalte.
In dieser Arbeit erfolgt eine analoge Untersuchung für deutsche Haushalte. Die ent-
scheidende Frage ist, ob sich ähnliche Resultate wie in den USA ergeben oder nicht.
Da in Deutschland bisher keine Krise im Bereich der Wohnimmobilien aufgetreten
ist, kann hiervon a priori nicht ausgegangen werden. Dennoch stellt sich die Frage,
ob beispielsweise anstatt einer verschwindenden Liquiditätsbeschränkung, eine sich
lediglich verringernde Liquiditätsbeschränkung gefunden werden kann.
1 So waren die Worte des ehemaligen Präsidenten G. W. Bush bei seiner Antrittsrede im Jahr
2004.
2 Vgl. Wirtschaftswoche, 25.10.2010, S.56.
1Zur Verwendung kommt bei den deutschen Daten der gleiche Ansatz wie bei Hoder-
lein und White (2009). Aus ökonometrischer Sicht ist an diesem besonders reizvoll,
dass die Idee der Fixed Eﬀects auf nichtlineare Zusammenhänge mit unendlich di-
mensionalen, unbeobachtbaren Variablen erweitert wird. Somit können beispielswei-
se individuenspeziﬁsche Präferenzen berücksichtigt werden, obwohl für diese keine
Daten vorliegen.
Hinzu kommt, dass sowohl ein einfaches Paneldatenmodell, als auch ein nonpara-
metrisches Regressionsverfahren zum Einsatz kommen. Beide Ansätze haben in den
letzten Jahren aufgrund der rasanten Entwicklung von Computertechnologie und
Rechenkapazität enorm an Bedeutung gewonnen.
Paneldatenmodelle zeichnen sich dadurch aus, dass für die betrachteten Einheiten In-
formationen über mehrere Perioden (im Längsschnitt) vorliegen. Hierdurch ergeben
sich einerseits Eﬃzienzgewinne für die ökonometrischen Schätzungen, andererseits
jedoch, wie bei Hoderlein und White (2009), auch ganz neue Identiﬁkationsmöglich-
keiten. Aus gegebenen Daten können somit noch mehr Schlüsse gezogen werden.
Die semi- und nonparametrischen Regressionsverfahren haben den Vorteil, dass nur
wenige einschränkende Annahmen getroﬀen werden müssen. Die Wahrscheinlich-
keitsverteilung für die abhängige Variable und der funktionale Zusammenhang zwi-
schen abhängiger Variable und unabhängigen Variablen, können prinzipiell im Vor-
feld oﬀen gelassen werden. Dies bietet vor allem dann Vorteile, wenn so wie in dieser
Arbeit, kein Anlass dazu besteht, lineare Beziehungen zwischen den zu untersuchen-
den Variablen anzunehmen. Im Vergleich zu parametrischen Verfahren gelingt eine
oft bessere Anpassung an die komplexen Datenstrukturen. Die komplizierte Inter-
pretation der Ergebnisse ist insoweit kein Problem, da die Ergebnisse meist graﬁsch
veranschaulicht werden können.
21.2. Aufbau der Arbeit
Grundsätzlich gliedert sich die vorliegende Arbeit in zwei Teile: Der Theorieteil (Ab-
schnitt 2) widmet sich dem relevanten ökonometrischen Hintergrund. Der Empirieteil
(Abschnitt 3) beschäftigt sich mit der Anwendung der behandelten Methoden.
Zur Erleichterung des Zugangs zum Beitrag von Hoderlein und White (2009), wer-
den im Theorieteil vorab einige Grundlagen erläutert. Vom fortgeschrittenen Leser
können diese übersprungen werden.
Da Hoderlein und White (2009) den Spezialfall des Modells binärer Wahl behandeln,
wird in Abschnitt 2.1 zunächst die binäre Regression dargestellt.
Daraufhin wird in Abschnitt 2.2 die Panelstruktur eingeführt, bevor allgemeine Me-
thoden zum Umgang mit zeitkonstanten, unbeobachtbaren Faktoren vorgestellt wer-
den. Diese stellen die Diﬀerenzenbildung und die Fixed-Eﬀects-Schätzung dar. Letz-
tere wird für den Fall des binären Modells genauer betrachtet.
In Abschnitt 2.3 werden dann die Grundlagen zur nonparametrischen bzw. semipa-
rametrischen Regression präsentiert. Dabei erfolgt ein allgemeiner Überblick über
die gängigen Verfahren (2.3.1). Die wesentlichen Vor- und Nachteile der nonpara-
metrischen Verfahren gegenüber den normalen parametrischen Regressionsverfahren
werden herausgearbeitet. Im Detail wird dann auf die in der Arbeit von Hoderlein
und White (2009) relevanten Methoden eingegangen: Die Kernel-Regression (2.3.2)
und die lokale polynomiale Regression (2.3.3).
Nach dieser Vorarbeit wird in Abschnitt 2.4 der Beitrag von Hoderlein und Whi-
te (2009) dargestellt. Zunächst werden die grundlegende Idee und die wichtigsten
Resultate der Arbeit präsentiert (2.4.1). Dann erfolgt eine kurze Einordnung in die
angrenzende Literatur (2.4.2). Daraufhin wird die Diﬀerenzenbildung als Metho-
de zur Identiﬁkation marginaler Eﬀekte in nichtseparablen Funktionen vorgestellt
(2.4.3). Dabei werden die wesentlichen Annahmen aufgezeigt, bevor mit Theorem 1
das wichtigste Ergebnis der Arbeit präsentiert wird. Dieses ermöglicht die Identiﬁ-
kation der sogenannten lokalen durchschnittlichen strukturellen Ableitungen. Zahl-
reiche Erweiterungen sind möglich. Einige davon werden diskutiert, bevor dann der
Rahmen auf das binäre Modell erweitert wird und auch hierzu die wichtigsten An-
nahmen und Resultate dargestellt werden.
Angemerkt werden muss, dass die Arbeit von Hoderlein und White (2009) eine
hoch komplexe Forschungsarbeit darstellt, die an die Grenzen der aktuellen ökono-
metrischen Forschung vordringt. Aufgrund der Schwierigkeit der Materie und einer
3notwendigen Begrenzung des Umfangs, werden in dieser Diplomarbeit lediglich die
wichtigsten Aspekte behandelt. Hierzu gehören wesentliche Annahmen, Ergebnisse
und Erweiterungen. Tiefergehende Erklärungen oder Herleitungen sind ausdrücklich
nicht Kern der Arbeit. Hierzu wird auf die Originalpublikation oder auf entsprechen-
de weiterführende Literatur verwiesen.
Der eigentliche Fokus der Arbeit liegt auf der Anwendung der empirisch verwert-
baren Aspekte der Arbeit von Hoderlein und White (2009). Zur Einführung in den
Empirieteil erfolgen in Abschnitt 3.1 zunächst einige wichtige Hintergrundinforma-
tionen zur US-Immobilienkrise, die sich als Hauptauslöser der späteren globalen
Wirtschafts- und Finanzkrise herausgestellt hat (3.1.1). Als nächstes werden eini-
ge der bisherigen Ansätze zur Erfassung von Immobilienmarkt-Risiken abgehandelt
(3.1.2). Hierzu gehört beispielsweise der Case-Shiller-Index. Anschließend wird auf
die Rolle der Haushalte und deren Verschuldung eingegangen (3.1.3). Dann wird
der Beitrag dieser Diplomarbeit erläutert, der im Wesentlichen in einer neuartigen
ökonometrischen Anwendung für deutsche Haushaltsdaten besteht (3.1.4).
Daraufhin wird in Abschnitt 3.2 der empirische Teil der Arbeit von Hoderlein
und White (2009) dargestellt. Eingegangen wird auf die ökonometrische Umsetzung
(3.2.1) und die Resultate (3.2.2).
Anschließend wird in Abschnitt 3.3 ausführlich die Untersuchung mit den deutschen
Daten dargestellt. Erläutert werden das Sozio-ökonomische Panel als Datengrund-
lage (3.3.1), die Aufbereitung der Daten (3.3.2), die konkrete Schätzung (3.3.3) und
die Ergebnisse (3.3.4). Diese können als mikroökonometrisch fundierten Erklärungs-
ansatz dafür betrachtet werden, weshalb in Deutschland bisher keine allgemeine
Immobilienkrise zu verzeichnen war.
Im Fazit (Abschnitt 4) erfolgt dann eine kurze Zusammenfassung der wichtigsten
Aspekte und ein knapper Ausblick.
42. Theorieteil
2.1. Binäre Regression
Die folgenden Ausführungen basieren auf Woooldridge (2002), S. 574-587, Woold-
ridge (2006), S. 453-481 und Fahrmeir (2009), S. 189-197.
Liegt eine binäre abhängige Variable vor, so kann diese lediglich die Werte null und
eins annehmen. Dargestellt werden kann dieser Fall mit dem linearen Wahrschein-
lichkeitsmodell:
P(y = 1jx) = 0 + 1x1 + ::: + kxk: (1)
Die Wahrscheinlichkeit dafür, dass die abhängige Variable gleich eins ist, wird als
lineare Funktion der Variablen x (bzw. x1;:::;xk) modelliert. Bezeichnet wird dies
auch als lineares Antwortmodell. P(y = 1jx) wird als Anwortwahrscheinlichkeit be-
zeichnet. Da die Anwortwahrscheinlichkeit linear in den Parametern ist, misst der
Koeﬃzient j die Änderung der Antwortwahrscheinlichkeit wenn sich xj um eine
Einheit ändert und dabei alle anderen Variablen konstant gehalten werden.
Zwar ist dieses Modell einfach zu handhaben, doch hat es zumindest zwei gewich-
tige Nachteile. Zum Einen können die resultierenden Antwortwahrscheinlichkeiten
auch außerhalb des Intervalls [0,1] liegen, wenn beliebige Werte für die Variablen x
eingesetzt werden. Zum Anderen sind die partiellen marginalen Eﬀekte der Varia-
blen aufgrund der Linearität in den Parametern immer konstant, egal ob kleine oder
große Werte für die unabhängigen Variablen eingesetzt werden.
Die Überwindung dieser Schwächen ermöglichen Logit- und Probitmodelle. Ange-
nommen sei eine Klasse von binären Antwort-Modellen:
P(y = 1jx) = G(0 + 1x1 + ::: + kxk) = G(0 + x); (2)
wobei G eine Funktion darstellt, die Werte strikt zwischen null und eins annimmt:
0 < G(z) < 1 für alle reellen Zahlen z. Damit kann die Antwortvariable auch nur
Werte zwischen null und eins annehmen. x steht für 1x1 + ::: + kxk.
Im Logitmodell wird für G die logistische Funktion verwendet:
G(z) = exp(z)=[1 + exp(z)] = (z): (3)
Diese liegt wie gewünscht zwischen null und eins und entspricht der kumulativen
Verteilungsfunktion für eine logistische Zufallsvariable.
5Im Probitmodell wird für G die Verteilungsfunktion der Standardnormalverteilung
verwendet. Diese kann ausgedrückt werden als:








Auch hier sichert G(:) ab, dass P(y = 1jx) strikt zwischen null und eins liegt, egal
welche Werte für xj eingesetzt werden.
Logit- und Probitmodell sind einander sehr ähnlich, da G in beiden Fällen streng
monoton wachsend ist und eine fast identische Form hat. Von Nachteil ist bei beiden
Verfahren leider, dass die ermittelten Koeﬃzienten, im Gegensatz zu denen im linea-
ren Wahrscheinlichkeitsmodell, nicht direkt interpretierbar sind. Die Funktionen für
G sind nichtlinearer Natur. Zwar ist das Vorzeichen der standardmäßig ausgewie-
senen Koeﬃzienten und der interessierenden partiellen Eﬀekte dasselbe. Außerdem
ist der relative Eﬀekt zweier stetiger Zufallsvariablen unabhängig von den Werten
der x bestimmbar. Das Ausmaß der partiellen Eﬀekte hängt jedoch von den für x
eingesetzten Werten ab.




= g(0 + x)j; (6)
wobei g(z)  dG
dz (z). Da G die kumulative Verteilungsfunktion einer stetigen Zufalls-
variable darstellt, entspricht g einer Wahrscheinlichkeitsdichte.
Stellt x1 eine binäre erklärende Variable dar, dann ist der partielle Eﬀekt der Än-
derung von x1 von null zu eins, unter der Voraussetzung dass alle anderen Einﬂuss-
faktoren konstant bleiben, einfach:
G(0 + 1 + 2x2 + ::: + kxk)   G(0 + 2x2 + ::: + kxk): (7)
Wiederum hängt der Eﬀekt von den für die anderen xj eingesetzten Werten ab.
6Geschätzt werden Logit- und Probitmodelle über das Maximum-Likelihood (ML)-
Verfahren. Um den ML-Schätzer, bedingt für die erklärenden Variablen, zu erhalten,
benötigt man die Dichte von yi für gegebene xi. Dies kann ausgedrückt werden als
f(yjxi;) = [G(xi)]
y[1   G(xi)]
1 y;y = 0;1; (8)
wobei der Achsenabschnitt der Einfachheit halber in den Vektor xi aufgenommen
wird. Für y = 1 erhält man also G(xi) und für y = 0 erhält man 1   G(xi).
Die Log-Likelihood-Funktion für die Beobachtung i ist eine Funktion der Parameter
und der Daten xi;yi und wird erhalten indem man Gleichung 8 logarithmiert:
li() = yilog[G(xi)] + (1   yi)log[1   G(xi)]: (9)
Da G sowohl im Logit-, als auch im Probitmodell strikt zwischen null und eins liegt,
ist li() für alle Werte von  deﬁniert.
Die Log-Likelihood für eine Stichprobe der Größe n erhält man dann, indem man
Gleichung 9 über sämtliche Beobachtungen hinweg aufsummiert: L() =
Pn
i=1 li().
Der ML-Schätzer von , bezeichnet durch b , maximiert diese Log-Likelihood. Ent-
spricht G(:) der logistischen kumulativen Verteilungsfunktion, dann ist b  der Logit-
Schätzer, entspricht G(:) der kumulativen Verteilungsfunktion der Standardnormal-
verteilung, dann ist b  der Probit-Schätzer. Diese Schätzer sind unter sehr allgemei-
nen Bedingungen konsistent, asymptotisch normalverteilt und eﬃzient. Sobald die
Standardfehler berechnet sind, können die üblichen Tests durchgeführt werden. Für
die in Binärmodellen oft problematische Heteroskedastizität wird in der Regel au-
tomatisch kontrolliert.
Da die meisten Schritte von der Mehrzahl der Statistik-Softwares automatisch durch-
geführt werden, liegt das Hauptproblem in der Regel in der Berechnung der partiellen
Eﬀekte. Da diese wie bereits erwähnt von den eingesetzten Werten für die x abhängt,
gibt es prinzipiell beliebige Möglichkeiten zu deren Bestimmung. In der Regel werden
jedoch entweder durchschnittliche marginale Eﬀekte oder marginale Eﬀekte an den
Mittelwerten ausgewiesen. Letztere kann man sich als marginale Eﬀekte vorstellen,
die für eine in allen Variablen durchschnittliche Beobachtungseinheit gelten. Erstere
fassen den Durchschnitt aller individuellen marginalen Eﬀekte zusammen. Für beide
Varianten gibt es in den meisten Softwares Standardbefehle.
Zur Anwendung kommen Probit- und Logitschätzung auch im Kontext von Panelda-
ten und nonparametrischen Regressionen. Näheres dazu in den folgenden Abschnit-
ten.
72.2. Paneldaten und Fixed Eﬀects
Grundlegend für diesen Abschnitt sind Wooldridge (2002), S. 247-291, S. 483-490
und Wooldridge (2006), S. 481-536.
Wie bereits einleitend erwähnt, werden in Paneldatenmodellen Beobachtungen für
bestimmte Einheiten (zum Beispiel Individuen) über mehrere Perioden erfasst. For-
mal kann dies folgendermaßen ausgedrückt werden:
yt = xt + ut t = 1;2;:::;T: (10)
Es handelt sich hierbei um ein einfaches statisches, lineares Paneldatenmodell. xt
stellt einen 1K Vektor für die Perioden t = 1;2;:::;T dar,  ist ein K 1 Vektor
und yt ist ein Skalar.
Da bei Hoderlein und White (2009) ein zweiperiodiges Modell im Fokus steht, wird
hier zum Einstieg ein lineares Modell, ebenfalls für den Spezialfall mit T = 2 er-
läutert. Liegt nur eine erklärende Variable vor, so kann das Modell folgendermaßen
ausgedrückt werden:
yit = 0 + 0d2t + 1xit + ci + uit t = 1;2: (11)
Dabei steht i für die jeweilige Beobachtungseinheit (Individuum 1,2,...), während t
für die entsprechende Periode steht. d2t stellt eine Dummy-Variable dar, die den
Wert null annimmt für t = 1, eins für t = 2 und sich über die Beobachtungseinhei-
ten hinweg nicht ändert. Für t = 1 lautet der Achsenabschnitt daher 0, für t = 2
dagegen 0 + 0. ui stellt den idiosynkratischen bzw. über die Zeit variablen Fehler
dar, während die Variable ci alle unbeobachtbaren, zeitkonstanten Faktoren enthält,
die einen Einﬂuss auf yit haben. ci erfasst damit die unbeobachtbare Heterogenität
zwischen den Beobachtungseinheiten. Diese kann beispielsweise das Resultat unter-
schiedlicher Präferenzen von Individuen sein. Allgemein wird ci als unbeobachteter
Eﬀekt bezeichnet. Alternativ wird der Ausdruck Fixed Eﬀect verwendet. Dieser
bringt zum Ausdruck, dass ci sich im Zeitverlauf nicht ändert. Das gesamte durch
Gleichung 11 aufgestellte Modell wird Fixed Eﬀects (FE) Modell oder Modell für
unbeobachtbare Eﬀekte genannt.
Für die Berechnung des interessierenden Koeﬃzienten 1 kommen mehrere Verfahren
in Betracht. Eine gewöhnliche Kleinstquadrateschätzung mit den gepoolten Daten
liefert jedoch nicht die gewünschten Ergebnisse. Das Hauptproblem stellt die soge-
8nannte Heterogenitätsverzerrung dar. Diese tritt auf sobald der recht wahrscheinliche
Fall auftritt, dass ci mit xi korreliert ist. Die Voraussetzung, dass lediglich uit und
xit unkorreliert sind, ist nicht ausreichend.
Gelöst werden kann dieses Problem anhand der Methode des First Diﬀerencing (FD)
bzw. der Diﬀerenzenbildung. Die Gleichungen für die beiden Perioden können fol-
gendermaßen ausgedrückt werden:
yi2 = 0 + 0 + 1xi2 + ci + ui2 t = 2
yi1 = 0 + 1xi1 + ci + ui1 t = 1:
(12)
0 + 0 stellt dabei den Achsenabschnitt für die zweite Periode dar.
Zieht man nun die erste Gleichung von der zweiten Gleichung ab, so erhält man
yi = 0 + 1xi + ui: (13)
Der unbeobachtbare Eﬀekt ci kommt in dieser Gleichung nicht mehr vor. Partielle
Eﬀekte sind nun leider nicht mehr ausgehend von den absoluten Werten bestimm-
bar. 1 zeigt nun wie sich Änderungen der erklärenden Variable auf Änderungen in
der abhängigen Variable auswirken (von t = 1 auf t = 2). Sind ui und xi mitein-
ander unkorreliert, so ist der Schätzer für 1 konsistent. Dies ist dann erfüllt, wenn
der idiosynkratische Fehler uit in beiden Perioden mit den erklärenden Variablen
unkorreliert ist. Von praktischer Bedeutung ist zudem, dass xi über ausreichend
Variation verfügt. Ist dies nicht gegeben, so resultieren große Standardfehler für b 1.
Gilt xi = 0 für alle i, so ist die Schätzung der Gleichung nicht möglich. Bei Heteros-
kedastizität sind die gängigen Korrekturmethoden anwendbar.
Alternativ zur Diﬀerenzenbildung bietet sich die FE-Transformation an. Betrachtet
sei hier wieder ein Modell mit lediglich einer erklärenden Variable:
yit = 1xit + ci + uit; t = 1;2;:::;T: (14)
Nun wird für alle i der Durchschnitt über die Zeit gebildet. Man erhält:
yi = 1xi + ci + ui: (15)
9Da ci im Zeitverlauf ﬁx ist, entspricht der Mittelwert ci. Zieht man nun Gleichung
15 von Gleichung 14 ab, so erhält man die um die über die Mittelwerte nach der
Zeit bereinigten Daten:
yit   yi = 1(xit   xi) + uit   ui; t = 1;2;:::;T; (16)
bzw.
 yit = 1 xit +  uit t = 1;2;:::;T: (17)
Auch hier verschwindet die unbeobachtbare Komponente ci. Gleichung 17 kann über
ein gepooltes Kleinstquadrateverfahren geschätzt werden. Der auf diesen um die
Mittelwerte nach der Zeit bereinigten Daten basierende Schätzer wird FE-Schätzer
genannt. Zu beachten ist, dass für die Unverzerrtheit des Schätzers die strikte Exo-
genität der erklärenden Variablen notwendig ist. ci darf jedoch nach wie vor mit
den erklärenden Variablen beliebig korrelieren. Sämtliche im Zeitverlauf konstante
Variablen fallen im Rahmen der FE-Schätzung heraus.
Im Fall von T = 2 sind die FE- und FD- Schätzer sowie deren Teststatistiken iden-
tisch. Ist T  2 so unterscheiden sich FE- und FD-Schätzer. Angemerkt sei, dass bei
seriell unkorrelierten uit die FE-Schätzung eﬃzienter ist als die FD-Schätzung. Da
das Modell für unbeobachtbare Variablen normalerweise für den Fall seriell unkor-
relierter Fehler aufgestellt wird, wird der FE-Schätzer in der Praxis etwas häuﬁger
verwendet. Für den Fall, dass unbeobachtete Variablen, die nicht mit den erklären-
den Variablen korreliert sind vorliegen, kann auf das sogenannte Random Eﬀects
Modell zurückgegriﬀen werden.
Erweitert werden kann das Modell für unbeobachtete Eﬀekte auch auf den Logit-
und den Probitrahmen. Für den Probitrahmen lautet die wesentliche Annahme:
P(yit = 1jxi;ci) = P(yit = 1jxit;ci) = (xit + ci); t = 1;:::;T: (18)
ci sei wieder der unbeobachtete Eﬀekt und xi enthalte xit für alle t. Der linke Teil
der Gleichung besagt, dass xit strikt exogen ist, sobald ci berücksichtigt wird. Es
erscheint dann nur noch xit in der Antwortwahrscheinlichkeit zum Zeitpunkt t. Dies
schließt zeitlich verzögerte abhängige Variablen als Regressoren aus. Der zweite Teil
der Gleichung zeigt die Standard Probit-Annahme, dass ci additiv im Index inner-
halb von (:) vorkommt. Eine zusätzliche Annahme ist, dass die yi1;:::;yiT unab-
10hängig sind bedingt für (xi;ci). Schließlich kann unter diesen Standardannahmen





wobei f(ytjxt;c;) = (xt + c)yt[1   (xt + c)]1 yt. Für die Schätzung der inter-
essierenden Eﬀekte wäre es wünschenswert, möglichst keine Beschränkung bezüg-
lich der Beziehung zwischen ci und xit anzunehmen. In einer Fixed Eﬀects Probit-
Analyse würden die ci als Parameter zusammen mit den  geschätzt werden. Die
Log-Likelihood-Funktion ist
PN
i=1 li(ci;), wobei li(ci;) den Logarithmus von Glei-
chung 19 bewertet zu yit darstellt. Das Rechenverfahren ist jedoch leider nicht nur
komplex sondern führt zum „Incidental Parameters Problem“.3 Die Schätzung liefert
inkonsistente Schätzer für . Im linearen Fall war dies nicht der Fall. Die Frage ob
eine Verteilung von ci gegeben xi speziﬁziert werden muss, ist daher für viele mi-
kroökonometrische Anwendungen ein wichtiger Punkt.
Im Probit-Rahmen seien daher die ci als unbeobachtbare Zufallsvariablen behandelt,
ähnlich wie in linearen Modellen. Sie werden quasi gemeinsam mit xi;yi „gezogen“
(Die Bezeichnung FE Probit ist in dieser Hinsicht irritierend). Um eine konsisten-
te Schätzung der partiellen Eﬀekte zu ermöglichen, müssen für das Probit-Modell
unbeobachteter Variablen Annahmen für die Beziehung zwischen ci zu xi getroﬀen
werden. Das traditionelle Random Eﬀects Probit Modell fügt zu den obigen Stan-
dardannahmen noch folgende Annahme hinzu:
cijxi Normal(0;2
c): (20)
Dies impliziert, dass ci und xi unabhängig sind und dass ci normalverteilt ist. Le-
diglich anzunehmen, dass ci und xi unkorreliert sind oder dass E(cijxi) = 0 reicht
also nicht aus. Ist im Modell ein Achsenabschnitt enthalten, so kann E(ci) = 0 an-
genommen werden, ohne dass ein Verlust entsteht.
Eine konsistente Schätzung von  bedeutet, dass die partiellen Eﬀekte der Elemen-
te von xt auf die Antwortwahrscheinlichkeit P(yt = 1jxt;c) korrekt bestimmt sind.
c stellt den Durchschnittswert der ci dar (für E(ci) = 0 ist c = 0). Die relativen
Eﬀekte zweier Elemente von xt können auch für beliebige Werte von c bestimmt
werden, da diese nicht von c abhängen. Aufgrund der Nützlichkeit, werden jedoch
in der Regel durchschnittliche partielle Eﬀekte ausgewiesen. Da gilt ci  Normal
3 Näheres zu diesem Problem ﬁndet sich beispielsweise bei Lancaster (2000).
11(0;2
c), sind die durchschnittlichen partiellen Eﬀekte für eine stetige Variable xtj:
[j=(1 + 2
c);1=2][xt=(1 + 2
c)1=2]. Deshalb muss lediglich c  =(1 + 2
c)1=2 ge-
schätzt werden, um die durchschnittlichen partiellen Eﬀekte für stetige oder diskrete
erklärende Variablen zu berechnen.
Sind die obigen Annahmen erfüllt, so ist ein bedingter ML-Ansatz zur Schätzung
von  und 2
c verfügbar. Da die ci nicht beobachtet werden können, können diese
auch nicht in der Likelihood-Funktion auftauchen. Um die gemeinsame Verteilung
von (yi1;:::;yiT) bedingt für xi zu ﬁnden, muss der Einﬂuss der ci herausintegriert









wobei f(ytjxt;c; = (xt + c)yt[1   (xt + c)]1 yt und  enthält  und 2
c. Ein-
setzen von yit für alle t und Logarithmieren von Gleichung 21 liefert die bedingte
Log-Likelihood li() für jedes i. Die Log-Likelihood-Funktion für die gesamte Stich-




asymptotisch normale Schätzer zu erhalten. Ein Verfahren zur Approximation des
obigen Integrals wird von Butler und Moﬃt (1982) beschrieben. Der in diesem Zu-
sammenhang berechnete bedingte ML-Schätzer wird als Random Eﬀects Schätzer
bezeichnet. Da  und 2
c geschätzt werden können, sind die partiellen Eﬀekte bei
c = 0 sowie die durchschnittlichen partiellen Eﬀekte ebenfalls schätzbar. Da die Va-
rianz des zusammengesetzten Fehlers im Modell mit latenter Variable eins ist, wird
die relative Wichtigkeit des unbeobachteten Eﬀekts gemessen als  = 2
c=(2
c + 1),
was der Korrelation zwischen dem zusammengesetzten latenten Fehler (ci+eit) über
zwei beliebige Perioden hinweg entspricht. Dieses b  und sein Standardfehler werden
von vielen Softwares standardmäßig ausgewiesen. Damit kann relativ unkompliziert
auf das Vorhandensein eines unbeobachteten Eﬀekts getestet werden.
122.3. Semi- und nonparametrische Verfahren
Grundlegend für diesen Abschnitt sind Cameron (2005), S. 294-334, Myoung-jae
(2010), S. 303-362, Myoung-jae (2006), S. 123-166 sowie Fahrmeir (2009), S. 291-
398.
2.3.1. Überblick
Beim Großteil der in der Praxis verwendeten Regressionsverfahren handelt es sich
um parametrische Verfahren. Diese Verfahren sind einfach zu handhaben und leicht
zu interpretieren: Partielle Eﬀekte der erklärenden Variablen werden durch die je-
weiligen Regressionskoeﬃzienten ausgedrückt. Unterstellt wird Linearität in den Pa-
rametern.
Tatsächlich können die Beziehungen zwischen den Variablen auch von beliebiger
nichtlinearer Natur sein. Dann sind nonparametrische Verfahren von Vorteil. Ge-
meint sind Verfahren, die es ermöglichen, keine Annahmen über die Wahrschein-
lichkeitsverteilung der abhängigen Variable zu treﬀen (siehe Manski (1975)) und die
mathematische Form des Zusammenhangs zwischen den unabhängigen Variablen
und der abhängigen Variable oﬀen zu lassen. Der Einﬂuss der unabhängigen Varia-
blen wird durch (innerhalb gewisser Grenzen) beliebige Funktionen dieser Variablen
dargestellt. Es resultieren daher keine einzelnen Regressionskoeﬃzienten, sondern
geschätzte Funktionswerte für die in den Daten vorkommenden Werte der unabhän-
gigen Variablen.
Wird nun doch eine Regressionsfunktion speziﬁziert, die Verteilung der abhängi-
gen Variable jedoch oﬀen gelassen, so wird das Verfahren als semiparametrisch im
eigentlichen Sinn bezeichnet. Zur Bestimmung der Schätzer werden dann keine non-
parametrischen Techniken benötigt. Sobald diese jedoch zumindest für einen Teil
der Variablen eingesetzt werden, wird das Verfahren als semi-nonparametrisch be-
zeichnet.
Der Hauptgrund für den Einsatz dieser Verfahren besteht darin, dass multivariate
Regressionen oft vom „Fluch der Dimensionalität“ betroﬀen sind: Die Konvergenzra-
te der geschätzten Funktion verringert sich mit der Zahl der Regressoren, da durch
die Einteilung der Daten in verschiedene Dimensionen bzw. Schichten zu wenige
Datenpunkte in den einzelnen Schichten verbleiben. Semiparametrische Verfahren
schaﬀen hier Abhilfe, da durch die parametrische Speziﬁkation bestimmter Regres-
soren die Zahl der Dimensionen reduziert werden kann.
13Zu den Begriﬄichkeiten muss angemerkt werden, dass der Sprachgebrauch leider
nicht ganz einheitlich ist. Viele Autoren verstehen unter semiparametrischen Ver-
fahren nicht nur die semiparametrischen Verfahren im eigentlichen Sinn, sondern
auch die semi-nonparametrischen Verfahren. Da dies auch bei Hoderlein und White
(2009) der Fall ist, sind im Folgenden unter semiparametrischen Verfahren in der
Regel auch die semi-nonparametrischen Verfahren zu verstehen. Geht es explizit um
den Einsatz semi-nonparametrischer Verfahren, so werden diese auch so bezeichnet.
Der wichtigste Vorteil der semi- und nonparametrischen Verfahren ist deren Flexi-
bilität. Die in den Daten liegenden Zusammenhänge können theoretisch exakt von
entsprechenden Modellen wiedergegeben werden. Es kann zwar zu einem Overﬁt-
ting kommen. Dieses kann jedoch mit Hilfe der Kreuzvalidierung gelöst werden: Der
ursprüngliche Datensatz wird in einen Trainings- und einen Validierungsdatensatz
unterteilt. Dann wird überprüft ob der für den Trainingsdatensatz ermittelte Zu-
sammenhang auch gleichermaßen für den Validierungsdatensatz gilt. Ergibt sich ein
Widerspruch, so wird die Regressionsfunktion so verändert, dass der Zusammenhang
eine größere Allgemeingültigkeit erlangt.
Die Anwendung semi- und nonparametrischer Verfahren ﬁndet sich vor allem im
Rahmen der explorativen Datenanalyse: Neue Theorien werden getestet. Bestehende
Theorien werden verfeinert. Oft liefern nonparametrische Verfahren auch die nötigen
Anhaltspunkte für die Formulierung von letztlich doch parametrischen Hypothe-
sen. Umgekehrt können sie auch zur Überprüfung von Vorhersagen parametrischer
Verfahren verwendet werden. Des Weiteren sind die Verfahren im Zusammenhang
mit Kontrollvariablen von großem Nutzen. Wird deren Einﬂuss nichtparametrisch
bestimmt, so können unter Umständen die Eﬀekte der interessierenden Variablen
genauer bestimmt werden.
2.3.2. Kernel-Regression
Die konkrete Schätzung der Regressionsfunktionen erfolgt bei den nonparametri-
schen Verfahren über sogenannte Streudiagramm-Glätter (Scatterplot-Smoother).
Verwendung ﬁnden beispielsweise das gleitende Mittel oder die lokale polynomia-
le Regression. Besonders wichtig sind die sogenannten Kernel-Methoden. Da diese
auch in der Arbeit von Hoderlein und White (2009) Verwendung ﬁnden, wird hierzu
auf die wichtigsten Aspekte eingegangen.
14Angenommen man habe N Beobachtungen xi mit i = 1;:::;N wobei xi einen
k  1 Vektor darstellt. Das Interesse liege auf P(x  x0)  F(x0). Dann kann
P(x  x0) über die empirische Verteilungsfunktion (1=N)
PN
i=1 1[xi  x0] geschätzt
werden.4 Diese konvergiert zwar gegen F(x0), ist jedoch im Gegensatz zu F(x0)
nicht diﬀerenzierbar. Das Diﬀerenzieren der empirischen Verteilungsfunktion stellt
daher keine Option zur Bestimmung der Dichtefunktion f(x0) dar. Da jedoch gilt
f(x0) = dF(x0)=dx, ist es möglich, f(x0) zu schätzen, indem man dF(x0) und dx
approximiert:
h sei eine kleine, positive Zahl. Es gelte dx  = hk, dann ist
dF(x0) = P(x0 < x < x0 + h)  = (1=N)
N X
i=1




(1=2)  1[x0   h < xi < x0 + h]
(22)










(1=2)  1[ h < xi   x0 < h]:
(23)
Damit diese Annäherung funktioniert, muss h möglichst klein sein. Ist h jedoch zu
klein, dann gibt es keine Beobachtung mehr, die  h < xi   x0 < h erfüllt. Deshalb
kann h ! +0 nur dann angenommen werden, wenn gleichzeitig N ! 1.
Sieht man die Indikatorfunktion in Gleichung 23 als eine Gewichtungsfunktion an,
die nur das Gewicht 1 liefert, wenn xi innerhalb der h-Distanz von x0 liegt und
ansonsten das Gewicht 0 liefert, dann kann die Schätzung in Gleichung 23 verallge-
meinert werden:




K((xi   x0)=h): (24)
K stellt eine glatte Gewichtungsfunktion dar und wird als Kern bezeichnet. Ins-
gesamt handelt es sich bei (24) um den von Rosenblatt (1956) eingeführten Kern-
dichteschätzer. Wählt man in (24) K(z) = 1[ 1 < z < 1]=2 so resultiert wieder
(23). Prinzipiell bleibt die Wahl des Kerns jedoch dem Anwender überlassen. Die
Grundidee besteht darin, dass das Zentrum des Kerns auf jeden Datenpunkt gelegt
wird und gezählt wird, wie viele weitere Datenpunkte sich in der nahen Umgebung
4 1[:] ist eine Indikatorfunktion:
1(A) = 1 falls A gilt
1(A) = 0 sonst.
15beﬁnden. Der Beitrag jedes einzelnen Punktes wird dann zu einem Gesamtschätzer
zusammengefügt, wobei in der Regel nahe Punkte ein größeres Gewicht bekommen
als entferntere Punkte. In Anlehnung an Lee (1996), verwendet man normalerweise
Funktionen mit den folgenden Eigenschaften:








(iii) (a)K(z) = 0fürjzj  z0 für einigez0;oder








Fast alle in der Praxis verwendeten Kern-Funktionen erfüllen (i) bis (iii). Beispiele
für Kern-Funktionen, die die Bedingungen in (25) für k = 1 erfüllen, sind:
(i) 1[jzj < 1]=2 :uniformer Kern;
(ii) N(0;1)Dichte(z);
(iii) (3=4)(1   z
2)1[jzj < 1] :quadratischer Kern;
(iv) (15=16)(1   z
2)
21[jzj < 1] :quartischer Kern;
(26)
Der uniforme Kern ist nicht glatt und wird daher selten benutzt (er liefert ein
Histogramm). Die anderen drei Kerne werden dagegen häuﬁg verwendet. Für k > 1
können auch Produkte eindimensionaler Kerne, wie
Qk
j=1 (zj) verwendet werden.










Wichtig für die geschätzte Dichtefunktion ist, dass keine Verzerrung vorliegt und
die Varianz möglichst gering gehalten wird. Punktweise Konsistenz liegt vor für
h ! 0 und Nh ! 1. Dies ist von Bedeutung für die Berechnung punktweiser
Konﬁdenzbänder. Die Varianz geht gegen null, wenn Nhk ! 1. Die Verzerrung geht
gegen null wenn h ! 0. Für asymptotische Unverzerrtheit in Verteilung muss gelten:
Nhk+4 ! 0. Es lässt sich festhalten, dass wenn f zweifach stetig diﬀerenzierbar
ist mit beschränkten Ableitungen und K (26)(i) und (ii) erfüllt, dass dann gilt
16b f(x0) =p f(x0), wenn Nhk ! 1 und h ! 0, für N ! 1. Eine noch bessere
Eigenschaft stellt jedoch die uniforme Konsistenz dar:
sup
x0
jb f(x0)   f(x0)j = op(1): (28)
Ist diese gegeben, so konvergiert die maximale Abweichung von b f(x0) von f(x0)
gegen null. Es ist dann abgesichert, dass sich nicht nur der „Graph der Grenzwerte“,
sondern auch der „grenzwertige Graph“ möglichst eng an den gegebenen Zusammen-
hang annähert. Unter bestimmten Voraussetzungen kann gezeigt werden, dass wenn
Nhk=ln(N) ! 1 und h ! 0 für N ! 1, dass supx jb f(x) f(x)j =as 0 und folglich
b f(x) =as f(x) gilt. Die Rate Nhk=ln(N) ! 1 verlangt damit ein etwas größeres
h, als dasjenige bei Nhk ! 1 (im Fall punktweiser Konvergenz). Ein zu kleines h
macht b f(x0) mehr gezackt. Dies wirkt der angestrebten Uniformität entgegen.
Insgesamt spielt die Wahl des Glättungsparameters bzw. der Bandbreite h eine große
Rolle. Ein kleiner Glättungsparameter sorgt für eine geringe Verzerrung. Werden nur
wenige Beobachtungen zur Berechnung von b f(x0) verwendet, so kann b f(x0) zu sehr
gezackt sein, die Varianz von b f(x0) wird zu groß. Ein großer Glättungsparameter
kann dagegen dazu führen, dass b f(x0) nur geringe Änderungen aufweist, wenn x0
sich ändert. Im Extremfall stellt b f(x0) dann eine Konstante dar, die gar nicht auf
Änderungen von x0 reagiert. Ein gut gewählter Glättungsparameter muss daher zwi-
schen den Extremen liegen.
Ein Verfahren zur Bestimmung eines optimalen Glättungsparameters h stellt die
Kleinstquadrate-Kreuzvalidierung dar. In diesem Daten-basierten Verfahren wird
ein Schätzer für den integrierten quadrierten Fehler um x0 nach h minimiert. Das
Verfahren wird von den meisten Software-Paketen automatisch ausgeführt. Es hat
jedoch die Tendenz, insbesondere bei kleinen h, mehrere lokale Minima zu haben.
Ein Undersmoothing ist daher recht wahrscheinlich. Zu beachten ist außerdem, dass
das ermittelte, optimale h nur für den gegebenen Datensatz optimal ist. Für andere
Datensätze kann wiederum ein anderes h optimal sein. Trial-and-Error-Verfahren
liefern trotz allem oft noch brauchbare Informationen.
Die Wahl des optimalen Kerns ist ebenfalls von großer Bedeutung. Sie stellt sich
als schwieriger als die Wahl von h dar, da K eine Funktion ist. Über dynamische
Optimierung kommt man jedoch auf den Epanechnikov-Kern:
K(Z) = f3=(4
p
5)g  (1   0:2z
2)  1[jzj 
p
5]: (29)
17Dieser ist der eﬃzienteste aller Kerne und wird daher in der Regel standardmäßig
verwendet. Im Vergleich zur Wahl von h muss jedoch angemerkt werden, dass die
Wahl des Kerns nur eine untergeordnete Rolle spielt. Obwohl der Epanechnikov-Kern
den mittleren integrierten quadrierten Fehler minimiert, hat der normale uniforme
Kern eine im Vergleich 93%ige Eﬃzienz. Die Unterschiede unter den geläuﬁgen Ker-
nen sind somit eher gering.
Nachdem die Bestimmung der Dichtefunktion dargestellt wurde, wird nun auf die
nonparametrische Bestimmung der Regressionsfunktion E(yjx)  r(x) (mit y =
r(x)+u und E(u) = 0) eingegangen. Da E(yjx) dem Ausdruck
R
ff(y;x)=f(x)gydy
entspricht, kann E(yjx) bestimmt werden sobald die Dichtefunktion ermittelt ist.
Die Kernel-Schätzung stellt hierzu wieder die Methode dar.
Liegen für ein gegebenes x0 mehrere yi’s vor, so kann E(yjx0) über den Stichpro-
bendurchschnitt dieser Beobachtungen ermittelt werden. Verfügt man jedoch über
eine Zufallsvariable x, dann ist dies nicht möglich, denn bei jedem erneuten Ziehen
bekommt man andere xi’s. Nimmt man jedoch an dass E(yjx) = r(x) stetig in x ist
und die xi’s der entsprechenden yi’s nahe an x0 liegen, dann kann dies behandelt
werden als (yi;x0
0). Dies bedeutet, dass nun für ein gegebenes x0 multiple Beobach-
tungen vorliegen können und E(yjx0) eben doch über den Stichprobendurchschnitt
ermittelt werden kann. Allgemein erfolgt die Schätzung über ein gewichtetes Mittel
P
i wiyi, wobei wi groß ist, wenn xi nahe an x0 und klein ist, wenn xi weiter entfernt
von x0 liegt. Außerdem gilt
P
i wi = 1. Für verschiedene Gewichtungen kommen
wieder unterschiedliche Kerne in Frage. Ein möglicher Schätzer für r(x0) ist
X
i
K((xi   x0)=h)yi: (30)









































K((xi   x0)=h): (33)
Es handelt sich um den sogenannten Nadaraya-Watson Kernel-Schätzer. Es gilt
fN(x0) =p f(x0). Damit rN(x0) =p r(x0) ebenfalls gilt, benötigt man:
gN(x0) =
p g(x0)  r(x0)  f(x0): (34)
Verständlich wird dies, wenn x diskret ist. E(yjx0) ist dann schätzbar über den





















1[xi = x0]yi = E(1[x0 = x0]  y) = E(yjx = x0)  P(x = x0): (36)
Analog funktioniert (34) für stetige x.
Da der Normierungsfaktor in gN und fN nicht N, sondern Nhk ist, erhält man die















kann aufgrund von fN(x0) =p f(x0) die asymptotische Verteilung von rN(x0) erhal-
ten werden aus (Nhk)0:5gN(x0)=f(x0).
Die nonparametrische Kernel-Methode kann ebenso für die Schätzung anderweitiger
Funktionen verwendet werden. Um beispielsweise die Varianz V (yjx) = E(y2jx)  
fE(yjx)g2 zu berechnen, lässt sich E(y2jx) bestimmen, indem man y ersetzt durch
y2. Des Weiteren lässt sich E(yjx0)=x = r=x schätzen durch Diﬀerenzieren von
rN(x0) nach x0. Ist r(x0) = x0
0, dann ist r(x0)=x = . Daher reﬂektiert der
19Schätzer für r(x0)=x den marginalen Eﬀekt von x auf r(:) an der Stelle x = x0.
Um den Aussagegehalt solcher Eﬀekte zu erhöhen, sollten diese tendenziell eher für
„überglatte“ Regressionsfunktionen berechnet werden.
Was die Annahmen über die Kerne angeht, so kann auf (25) verwiesen werden.
Es kann gezeigt werden, dass der Kernel-Schätzer konsistent ist, wenn Nhk ! 1
und h ! 0 bei gleichzeitig N ! 1. Dann gilt rN(x0) =p r(x0). Für uniforme
Konsistenz, supx jrN(x)   r(x)j = op(1), muss die maximale Abweichung von rN(x)
von r(x) gegen null konvergieren. Es kann gezeigt werden, dass unter bestimmten
Umständen gilt: supx jrN(x)   r(x)j =as O(1=(N1 hk)0:5).
Zur Bestimmung von Glättungsparameter und Kern haben sich in der Praxis daten-








K((xi   xj)=h): (38)





2  w(xj) (39)
minimiert, wobei w(xj) eine Gewichtungsfunktion darstellt. Diese soll die „Vorhersa-
gefehler“ im Grenzbereich der Bandbreite verringern. Die konkrete Wahl der Funk-
tion bleibt wieder dem Anwender überlassen. Im einfachsten Fall gilt w(xj) = 1
für alle j. Dasjenige b h welches das Kreuzvalidierungskriterium minimiert, wurde von
Härdle und Marron (1985) hergeleitet.
Denkbar wäre auch, dass es von Vorteil sein könnte, verschiedene Bandbreiten zu
nutzen, da die Regressoren in der Regel unterschiedlich skaliert sind. Aufgrund des
hohen Aufwands macht es jedoch mehr Sinn, alle Regressoren zu standardisieren
und eine einheitliche Bandbreite zu verwenden. Auch bei der Kernel-Regression hat
die Wahl der Bandbreite letztlich wieder größere Auswirkungen als die Wahl des
Kerns. Allgemein sind Kerne mit begrenztem Träger zu bevorzugen. Bei diesen fällt
die Verzerrung in den Grenzbereichen geringer aus. Punktweise Konﬁdenzbänder
können ebenfalls ausgewiesen werden, selbst wenn Heteroskedastizität vorliegt5. Da
eine mögliche Verzerrung in der Regressionsfunktion nicht unberücksichtigt bleiben
sollte, wählt man in der Regel jedoch ein eher kleines h.
5 Siehe Härdle (1990).
202.3.3. Lokale polynomiale Regression
Als Verallgemeinerung der Kernel-Schätzung muss noch die lokale polynomiale Re-
gression erwähnt werden. Der Schätzer r(x) aus der Kernel-Regression stellt einen
lokal konstanten Schätzer dar, da angenommen wird, dass er eine Konstante in der
lokalen Umgebung von x0 darstellt. Genauso kann man jedoch r(x) linear in der Um-
gebung von x0 darstellen, so dass in der Umgebung von x0 gilt: r(x) = a0+b0(x x0).






)(yi   a0   b0(xi   x0))
2 (40)
nach a0 und b0, wobei K(:) eine Kernel-Gewichtungsfunktion ist. Dann gilt b a0 +
b b0(x   x0) in der Umgebung von x0. Der Schätzer exakt bei x0 ist dann b r(x) = b a0
und b b0 liefert einen Schätzer für die erste Ableitung b r0(x0). Allgemein minimiert ein











was b m(s)(x0) = b a0;s liefert.
Der Hauptvorteil der lokalen polynomialen Regression besteht darin, dass die asym-
ptotische Verzerrung nicht von r0(x0) abhängt und dass sie durch die lokale, lineare
Anpassung an den Grenzbereichen der Bandbreite besser funktioniert. Möchte man
eine Ableitung der Ordnung s schätzen, so wählt man p am besten als p = s+1. Zur
Schätzung einer ersten Ableitung wählt man daher einen quadratischen Schätzer.
212.4. Beitrag von Hoderlein und White (2009)
2.4.1. Die Idee
Unbeobachtbare, individuenspeziﬁsche Merkmale korrelieren in mikroökonometri-
schen Anwendungen oft mit den Regressoren. Damit stellen sie eine unbeobachtbare
Quelle von Endogenität dar und können zur Verzerrung der geschätzten Eﬀekte der
Regressoren auf die unabhängige Variable führen.
Verfügt man über Paneldaten, so bieten sich Lösungsmöglichkeiten wie in Abschnitt
2.3 erläutert an. Persistente Einﬂussfaktoren werden typischerweise mit skalar ad-
ditiven Unbeobachtbaren modelliert (den Fixed Eﬀects). Durch Bildung der ersten
Diﬀerenzen kann für diese kontrolliert werden.
Hoderlein und White (2009) zeigen in ihrer Arbeit, dass bei vielen nichtseparablen
Modellen eine bestimmte Form des Diﬀerenzierens angewendet werden kann. Als
Spezialfall wird das Modell binärer Wahl mit additiv skalarem Fixed Eﬀect betrach-
tet. Im Allgemeinen haben nichtseparable Modelle die folgende Form:
Yt = (Xt;Zt;Ut;A); t = 1;:::;T: (42)
Yt = Yit 2 Y mit i = 1;2;:::; stellt einen beobachtbaren realwertigen Zufallsskalar
dar. (Xt;Zt) = (Xit;Zit) 2 X  Z  RK+L stellen beobachtbare realwertige Zu-
fallsvektoren der Dimensionen K und L dar. Beide stellen fehlerfrei beobachtbare
Einﬂussfaktoren für Yt dar. (Ut;A) = (Uit;Ai) 2 U A stellen dagegen unbeobacht-
bare Einﬂussfaktoren dar, die jeweils zeitvariabel (Ut) bzw. zeitkonstant (Ai) sind.
Beide können zählbar unendlich dimensional sein.
Der interessierende Eﬀekt sei der von Xt auf Yt. Für den Einﬂuss der anderen Va-
riablen möchte man lediglich kontrollieren. Ob diese beobachtet werden oder nicht,
spielt keine Rolle. Das konkrete Ausmaß der Eﬀekte ist nicht von Interesse.
Der Einfachheit halber wird der Fall T = 2 angenommen. Es liegen also nur zwei
Perioden vor. Es gilt damit: Y := Y2   Y1;X = (X0
1;X0
2)0, X := X2   X1;Z =
(Z0
1;Z0
2)0 und Z := Z2   Z1.
Das wichtigste Theorem der Arbeit lautet:
DE[Y jX = ;X1 = x;Z = 0;Z1 = z]j=0
= E[Dx(X1;Z1;U1;A)jX = 0;X1 = x;Z = 0;Z1 = z]:
(43)
Die erste Zeile enthält nur beobachtbare Einheiten. Die zweite Zeile entspricht der
lokalen durchschnittlichen strukturellen Ableitung (Local Average Structural De-
22rivative - LASD). Diese gilt für die Subpopulation, welche durch X = 0;X1 =
x;Z = 0;Z1 = z charakterisiert wird. Dabei spielen X und Z unterschiedliche
Rollen. Während nach den ersten Diﬀerenzen der X diﬀerenziert wird, wird für Z
lediglich bedingt. Ist Z bzw. sind seine Komponenten zeitkonstant, dann ist Z = 0
automatisch erfüllt.
Es kann gezeigt werden, dass die LASD bereits unter schwachen Annahmen iden-
tiﬁziert ist. Notwendig sind lediglich bedingte Unabhängigkeit zwischen Ut und Xt,
bedingt für A und Z sowie schwache Stationarität für den Fehler U. Betont sei da-
bei, dass Z beliebig korreliert sein kann mit A und U. Zwischen A und U selbst
sowie zwischen A und X ist ebenfalls beliebige Korrelation möglich. Der Ansatz er-
möglicht es damit in einer Vielzahl von Modellen den Einﬂuss potentiell endogener,
persistenter, unbeobachtbarer Heterogenität zu berücksichtigen.
Zwei Schwächen sind jedoch zu bemängeln: Zum einen ist es nicht möglich, eine
zeitlich verzögerte unabhängige Variable (zum Beispiel yi;t 1) zu verwenden. Zum
anderen sind selbst unter schwachen Annahmen lediglich Eﬀekte für die Subpopu-
lation zu identiﬁzieren, für die gilt: X = 0 und Z = 0.
Besitzt der datengenerierende Prozess jedoch eine Indexstruktur, wie (Xt;Zt;Ut;A)
=  (X0
t0;Z0
t0;Ut;A), dann reicht die Subpopulation für die Bestimmung relativer
marginaler Eﬀekte für die Gesamtstichprobe aus. Alternativ kann man die Annah-
men verstärken und die Korrelation zwischen X und A beschränken. Man erhält:
DE[Y jX = ;X1 = x;Z = 0;Z1 = z]j=0
= E[Dx(X1;Z1;U1;A)jX1 = x;Z1 = z]:
(44)
Dies bedeutet, dass auf die LASD für die gesamte Population geschlossen werden
kann, selbst wenn nur die Subpopulation mit X = 0 und Z = 0 betrachtet
wird. Die zweite Schwäche des Ansatzes muss daher nicht als große Einschränkung
betrachtet werden.
Dieser Ansatz kann auf das semiparametrische Paneldatenmodell binärer Wahl an-





t0 + Ut + A > 0g; t = 1;:::;T; (45)
wobei alle Variablen wie gehabt sind. Es ist nun lediglich U A  R2, was bedeutet,
dass A zur klassischen Notation der Fixed Eﬀects korrespondiert. I bezeichnet eine
Indikatorfunktion und  und  stellen unbekannte Koeﬃzienten dar.
23Behält man T = 2 bei, so kann man zeigen, dass unter recht unrestriktiven Annah-
men gilt:
0 / E[fDE[Y jX = ;X1;Z = 0;Z]j=0gb(X;Z)]: (46)
Dabei stellt b eine nutzerspeziﬁsche Gewichtungsfunktion dar, die sich lediglich auf
die Proportionalität auswirkt. Wie in semiparametrischen Indexmodellen üblich, ist
leider nur die Identiﬁkation von relativen Eﬀekten möglich. Allgemein erhält man
die Identiﬁkationsergebnisse bei unbeobachtbarer Heterogenität durch ersetzen von
0 durch (A).
2.4.2. Angrenzende Literatur
Die Analyse nichtlinearer Paneldatenmodelle hat eine lange Tradition und geht zu-
rück auf den bedingten ML-Ansatz von Rasch (1960,1961). Parametrische Panelda-
tenmodelle wurden seitdem eingehend analysiert. Ein Überblick zu Modellen diskre-
ter Wahl ﬁndet sich bei Arellano (2003).
Eng verbunden mit der Arbeit von Hoderlein und White (2009) ist der Ansatz
von Manski (1987). In diesem wird die semiparametrische Schätzung nicht dyna-
mischer Paneldatenmodelle binärer Wahl über eine Median-Restriktion betrachtet.
Chamberlain (2010) behandelt die Identiﬁkation im dynamischen Paneldatenmodell
binärer Wahl und klärt warum die Annahme der logistischen Verteilung zur Identi-
ﬁkation von 0 in der Regel benötigt wird. Nichtlineare Fixed Eﬀects Modelle ﬁnden
sich außerdem bei Hausmann, Hall und Griliches (1984) für ein Panel mit Zähldaten,
bei Honoré (1992) für ein Panel mit zensierten Daten und bei Kyriazidou (1997) für
ein Panel mit einem Modell zur Stichprobenselektion.
Wie in all diesen anderen Arbeiten auch, wird im Ansatz von Hoderlein und White
(2009) eine ﬁxe Zahl von Zeitperioden angenommen. Das besondere ist, dass nur
zwei Perioden benötigt werden. Dies ist ein entscheidender Unterschied zu anderen
Ansätzen, die oft nicht nur mehr Perioden benötigen, sondern auch nur Aussagen für
sehr begrenzte Subgruppen ermöglichen.6 In einigen Ansätzen wird sogar verlangt,
dass die Zahl der Zeitperioden gegen unendlich geht.7 Eine interessante Möglichkeit
zum Umgang mit der in zahlreichen dynamischen Modellen mit ﬁxem T auftreten-
den Verzerrung, zeigen Honoré und Tamer (2006). Ein allgemeiner Überblick kann
Chamberlain (1984) sowie Arellano und Honoré (2001) entnommen werden.
6 Siehe beispielsweise Honoré und Kyriazidou (2000).
7 Siehe Arellano und Hahn (2007) sowie Hahn und Newey (2004).
24Alle erwähnten Ansätze behandeln ein bestimmtes semiparametrisches Modell wie
das dynamische Modell binärer Wahl. Eine von der Grundidee dem Ansatz von Ho-
derlein und White (2009) ähnliche Arbeit, stellt die Arbeit von Chernozhukov et al.
(2009) dar. In dieser wird der Fall diskreter Variablen betrachtet. Ebenfalls ähnlich
sind die Ansätze von Graham und Powell (2009) sowie von Arellano und Bonhomme
(2009). In beiden liegt der Fokus auf einer linear heterogenen Population und nicht
auf einer nichtseparablen Struktur. Beide benötigen mindestens so viele Zeitperi-
oden wie Regressoren. Das von Altonji und Matzkin (2005) behandelte Modell ist
ebenfalls interessant, liegt jedoch eher dem Random Eﬀects Modell nahe. Im Modell
von Bester und Hansen (2009) wird schließlich ein Fixed Eﬀects Modell behandelt,
in dem die Regressoren schwach separabel von den korrelierten Unbeobachtbaren
sind.
2.4.3. Identiﬁkation marginaler Eﬀekte in nichtseparablen Funktionen
Begleitet von einigen Anmerkungen und Beispielen, werden im Folgenden zunächst





Dabei sei Yt eine skalare Zufallsvariable und Xt und Zt seien Zufallsvektoren ﬁni-
ter Dimension K und L. Ut und A seien Zufallsvektoren für die unbeobachtbaren
Variablen mit beliebiger, jedoch abzählbar unendlicher Dimension. Angenommen
sei weiterhin eine ausreichend reguläre bedingte kumulative Verteilungsfunktion.8
Damit ist abgesichert, dass FAjX;X1;Z;Z1(aj;x;0;z) eine Dichte der Form
f(aj;x;0;z)(dajx;0;z) (48)
besitzt. f wird als Radon-Nikodým Ableitung verstanden.9 Ist A stetig, dann ent-
spricht diese einer bedingten Dichtefunktion. A ist dann absolut stetig im Hinblick
auf das Lebesgue-Maß .10 Ist A jedoch diskret, dann entspricht sie einer bedingten
Wahrscheinlichkeit von A.  ist dann Zählmaß.11
8 Die Funktion ist dann lokal integrierbar und es gilt F(1) = 1.
9 Der Satz von Radon-Nikodým verallgemeinert die Ableitung einer Funktion auf Maße. Unter
einem Maß wird in der Maßtheorie eine Zuordnung von reellen oder komplexen Zahlen zu einem
Teilmengensystem über einer Grundmenge verstanden. Näheres siehe Elstrodt (2005), S. 279 ﬀ.
10 Ein Maß, welches geometrischen Objekten ihren Inhalt (beispielsweise die Länge oder Fläche)
zuordnet. Näheres siehe Elstrodt (2005), S. 279 ﬀ.
11 Eine Funktion, die jeder Menge die Anzahl ihrer Elemente zuordnet. Näheres siehe Elstrodt
(2005), S. 29.
25Unter dem Ausdruck, dass die Bedingungen „fast überall-“ gelten, wird im Fol-
genden verstanden, dass diese im Hinblick auf (:jx;0;z) gelten. Außerdem sei
(u;ajx;z), das Produktmaß, deﬁniert durch F(uja;0;z)(ajx;0;z).12 Funktionen
die „-integrierbar“ sind, werden verstanden als integrierbar nach (:;:jx;z). kk :=
[0]1=2 stellt die Euklidische Norm dar und die Umgebung sei N = f : kk < g.
Schließlich stehe jMj := maxijjMi;jj für jede Matrix M := [Mi;j].
Nun aber zu den Annahmen, die es ermöglichen, die LASD zu identiﬁzieren:
Annahme 1:
Es sei (
;F;P) ein vollständiger Wahrscheinlichkeitsraum auf dem folgende Zu-
fallsvektoren deﬁniert sind: A : 
 ! A;A  R1 und (Yt;Xt;Zt;Ut) : 
 !
Y X Z U;Y  R;X  RK;Z  RL;U  R1, t = 1;2; mit K und L endlichen
ganzen Zahlen. Für t = 1;2 gilt erstens E(Yt) < 1, zweitens Yt = (Xt;Zt;Ut;A),
wobei  : X  Z  U  A ! Y eine Borel-messbare Funktion ist und drittens die
Realisationen von (Yt;Xt;Zt) beobachtbar sind, während die von (Ut;A) unbeob-
achtbar sind.13
Diese Annahme speziﬁziert formal den datengenerierenden Prozess, der bereits im
Vorangegangenen diskutiert wurde. Dadurch, dass  zeitkonstant ist, werden unbe-
schränkte Zeittrends ausgeschlossen. Es gibt jedoch bestimmte Möglichkeiten, diese
dennoch zu berücksichtigen. Dies wird an späterer Stelle erläutert.
12 Entspricht einem Maß auf dem Produkt zweier Maßräume. Näheres siehe Elstrodt (2005), S. 163
ﬀ.
13 Borel-Messbarkeit siehe Elstrodt (2005), S. 86 ﬀ. sowie Bierens (2005), S. 37.
26Annahme 2:
Es existiert ein  > 0, so dass
Ut?(IfkXk < gX;X1)jA;IfkZk = 0gZ;Z1 t = 1;2: (49)
Diese Annahme speziﬁziert die Art der Exogenität von X. Bedingt für A, Z1 und
Z = 0, ist U1 unabhängig von X1 und X (für U2 analog). Für die Diﬀerenzen
X muss die Unabhängigkeitsbedingung jedoch lediglich für geringe Änderungsbe-
träge gelten, während Diﬀerenzen von größerem Ausmaß außer Acht bleiben. Des
Weiteren können Z1 und Z beliebig korreliert sein mit Ut, wobei der Ut-Prozess
prinzipiell Autokorrelation aufweisen kann.
Diese Annahme kann ökonomisch interpretiert werden. Man nehme an, man habe
einen Datensatz mit individuenspeziﬁschen Informationen für verschiedene Grup-
pen von Individuen. Erfasst sei die Nachfrage nach einem bestimmten Gut, die Höhe
der Haushaltseinkommen sowie weitere Haushaltscharakteristika. Zur Vereinfachung
seien letztere im Zeitverlauf unveränderlich. Außerdem sei angenommen, dass der
Eﬀekt der Haushaltscharakteristika nicht von Interesse ist (diese spielen die Rolle
von Z). Für den Einﬂuss der Haushaltscharakteristika auf das Einkommen X möch-
te man lediglich kontrollieren. Der Eﬀekt des Einkommens auf die Nachfrage soll
möglichst unverzerrt wiedergegeben werden. Nun sei angenommen, A und Zt seien
diskret und man unterteile die Grundgesamtheit anhand der individuellen Kriterien
(z;a), welche hier als „Zelle“ bezeichnet seien. Dann verlangt Annahme 2, dass die
Fehler (z.B. die transitorischen Schocks) U1 und U2 marginal aber nicht zwingend
gemeinsam unabhängig vom Einkommen X1 sind und dessen Änderungen X in-
nerhalb jeder Zelle.
Hätte man nun Daten über das Geschlecht und die Branche in der ein Individuum
arbeitet in Z enthalten und in A steckten unbeobachtete Fähigkeiten, dann wür-
de dies bedeuten, dass Ut unabhängig verteilt sein müsste vom Einkommen und
von kleinen Einkommensänderungen und zwar für zum Beispiel alle weiblichen Ar-
beiterinnen mit bestimmten Fähigkeiten, die in der metallverarbeitenden Industrie
arbeiten. Würden die (z;a) Werte ignoriert, so könnten Einkommen und transitori-
sche Schocks Ut jedoch abhängig sein.
Interessiert man sich für die Eﬀekte sämtlicher Regressoren, so gibt es leider keine Z
für die man bedingen kann. Annahme 2 rückt dann der strikten Exogenitätsbedin-
gung aus den Lehrbüchern für lineare Paneldatenmodelle näher. Der einzige große
Unterschied ist dann, dass Korrelation zwischen A und U erlaubt ist und dass A und
27U beliebig große Dimensionen annehmen können. Diese bereits schwache Bedingung
kann noch weiter abgeschwächt werden, indem zusätzliche bedingende Instrumente
wie zum Beispiel Vergangenheitswerte von X herangezogen werden.
Annahme 3:
Ut ist bedingt stationär: FU1jA;IfkZk=0gZ;Z1 = FU2jA;IfkZk=0gZ;Z2.
Diese Annahme entspricht einer schwachen Stationaritätsannahme für die unbeob-
achtbaren Einﬂussfaktoren. Die Hauptaussage ist, dass die bedingte Verteilung von
Ut zeitkonstant ist. Wie im Folgenden deutlich wird, schließt diese Annahme die Be-
rücksichtigung zeitlich verzögerter Werte der abhängigen Variablen als Regressoren
aus.
Annahme 4:
X ist eine oﬀene konvexe Menge und für jedes (z;u;a) 2 Z  U  A ist (:;z;u;a)
zweifach stetig diﬀerenzierbar auf X. Außerdem sei E[Dx(X1;Z1;U1;A)] < 1 und
E[Dxx(X1;Z1;U1;A)] < 1.
In dieser Annahme wird speziﬁziert, dass die Funktion  diﬀerenzierbar ist und zwar
nach denjenigen Variablen die von Interesse sind. Die Bedingungen sichern ab, dass
die benötigten Erwartungswerte deﬁniert sind.
Annahme 5:
Für jedes (x;z) 2 X  Z gibt es ein  - endliches Maß (:jx;0;z), welches absolut
stetig ist im Hinblick auf F(:j;x;0;z) für alle  2 N, so dass eine Radon-Nikodým
Dichte f existiert und somit für jedes (a;) 2 A  N gilt, dass F(daj;x;0;z) =
f(aj;x;0;z)(dajx;0;z).
Damit darf die bedingte Wahrscheinlichkeit von A und Z abhängen von realisierten
Werten von X und X1. Es ist jedoch nicht erlaubt, dass die möglichen Werte für
A und Z von den realisierten Werten X und X1 abhängen.
28Annahme 6:
Für jedes (x;z) 2 X  Z; existiertDf(aj;x;0;z) „fast überall - “ für alle  2 N.
Diese Annahme fordert, dass f(aj;x;z) stetig diﬀerenzierbar ist für  = 0. Die Dif-
ferenzierbarkeit in Kombination mit der Tatsache, dass man für X eine Umgebung
von null Änderungen betrachtet, bedeutet dass X stetig verteilt sein muss. Diskrete
Zufallsvariablen X sind damit ausgeschlossen. Angemerkt werden muss jedoch, dass
nicht bedingt werden muss für die Kovariate Z und dass keine Restriktion für die
Korrelation von Z mit den unbeobachtbaren Variablen aufgestellt wird.
Annahme 7:










Diese Annahme kann ebenso wie Annahme 5 als Regularitätsbedingung aufgefasst
werden und ermöglicht die entsprechenden Auf- und Ableitungen.
Annahme 8:
A?(IfkXk < gX;IfkZk = 0gZ)jX1;Z1.
Diese letzte Annahme beschränkt die Korrelation zwischen den Inkrementen der Xt
und Zt Prozesse und A bedingt für X1;Z1. Es sei lediglich erwähnt, dass diese Ein-
schränkung nicht generell gelten muss und für das Hauptresultat der Arbeit nicht
benötigt wird. Erwähnt werden muss jedoch, dass sie auch mit korrelierten A erfüllt
wird, wenn der Einﬂuss von A additiv separabel ist von anderen Einﬂussfaktoren
von X, wie zum Beispiel bei Xt =  (Xt 1;Zt;Ut) + (A).
Die eingeführten Annahmen erlauben nun die Identiﬁkation der LASD. Das Hauptre-
sultat lautet folgendermaßen:
29Theorem 1:14
Sind die Annahmen 1 bis 7 erfüllt, so gilt
DE[Y jX = ;X1 = x;Z = 0;Z1 = z]j=0
= E[Dx(X1;Z1;U1;A)jX = 0;X1 = x;Z = 0;Z1 = z]
(51)
mit einer Wahrscheinlichkeit von eins. Ist zusätzlich Annahme 8 erfüllt, dann gilt:
DE[Y jX = ;X1 = x;Z = 0;Z1 = z]j=0
= E[Dx(X1;Z1;U1;A)jX1 = x;Z1 = z]
(52)
mit einer Wahrscheinlichkeit von eins.
Das Hauptresultat besagt, dass bestimmte bedingte Durchschnitte der Ableitungen
identiﬁziert sind. Die jeweils obere Zeile enthält nur beobachtbare Variablen: Sie
stellt die Ableitung der nichtparametrischen Regression von Y auf X;X1;Z;Z1
nach den ersten Argumenten (also X) berechnet für beliebige Werte von X1 =
x;Z1 = z und für X = 0;Z = 0 dar. Die untere Zeile entspricht in (44) exakt
der bereits eingeführten LASD.
Um die ökonomische Relevanz des Theorems zu verdeutlichen, sei wieder das Bei-
spiel der Konsumentennachfrage angeführt. Zusätzlich seien nun noch die zeitlich
variablen Bildungsjahre der Personen verfügbar. Laut dem ersten Teil von Theo-
rem 1 wäre dann der durchschnittliche marginale Eﬀekt des Einkommens auf die
Nahrungsmittelnachfrage bestimmt und zwar beispielsweise für die Gruppe weibli-
cher Arbeiterinnen in der metallverarbeitenden Industrie mit zehn Bildungsjahren
und einem Einkommen von mehr als 50.000 Euro. Vorausgesetzt wird jedoch, dass
sich Einkommen und Bildungsjahre nicht über die Perioden hinweg verändern. Für
einzelne, individuelle Frauen lassen sich keine marginalen Eﬀekte bestimmen. Unbe-
rücksichtigte persistente Faktoren wie zum Beispiel Präferenzen stellen jedoch kein
Problem dar. Diese dürfen beliebig mit dem Einkommen, der Beschäftigung oder
den Bildungsjahren korreliert sein.
Im zweiten Teil des Theorems kommt die stärkere Annahme 8 hinzu. Ist diese zu-
sätzlich erfüllt, so ist beispielsweise der durchschnittliche marginale Eﬀekt für alle
weiblichen Arbeiterinnen in der metallverarbeitenden Industrie mit 10 Bildungsjah-
ren und einem Einkommen von mehr als 50.000 Euro Einkommen bestimmbar. Ob
14 Für die Herleitung sei auf den Anhang in Hoderlein und White (2009) verwiesen.
30sich das Einkommen ändert oder die Bildungsjahre im Zeitverlauf zunehmen, spielt
keine Rolle mehr.
Ein möglicher Kritikpunkt am obigen Theorem ist, dass es lediglich für eine kleine
Subpopulation gültig ist. Nimmt man jedoch an, dass die zweiten Ableitungen von
 und Df(aj;x;0;z) uniform beschränkt sind, dann folgt daraus, dass die Verzer-
rung am meisten von der Diﬀerenz  abhängt. Ist  gering (bzw. annähernd null),
so ist zu erwarten, dass nur eine geringe Verzerrung vorliegt.
Ausgehend von Theorem 1 sind einige interessante Erweiterungen möglich. Diese
werden im Folgenden betrachtet.
Erweiterung 1: Zeitverzögerte Variablen und Trends
Erstens ist es prinzipiell doch möglich, zeitlich verzögerte Regressoren zu berück-





Die bisherige Identiﬁkationsstruktur funktioniert genauso, wenn man Zeitdiﬀeren-
zen in der abhängigen Variable einsetzt, die weiter reichen als die Zeitverzögerungen
der abhängigen Variable. Schreibt man um: X2 = (X 0
3;X 0
2)0;X1 = (X 0
1;X 0
0)0;Y2 =
Y3;Y1 = Y1;U2 = U3 und U1 = U1, dann passt dies genau zum Bisherigen. Man
verwendet also e Y = Y2   Y1 = Y3   Y1 und X = (X 0
3   X 0
1;X 0
2   X 0
0)0. Unter
lediglich geringfügigen Modiﬁkationen kann damit das bisherige Resultat aufrecht
erhalten bleiben.
Zweitens können auch die bisher ausgeschlossenen unbeschränkten Zeittrends einge-
schlossen werden. Dazu muss angenommen werden:
Yt = (t;Xt;Zt;Ut;A) = 0(Xt;Zt;Ut;A) + 1(t;Ut;Zt): (54)
Xt;A und t sind additiv separabel. Dies stellt eine Verallgemeinerung des allgemein
verwendeten additiven Zeittrends dar, ist jedoch in so weit restriktiv, als dass die
marginalen Eﬀekte Dx nicht von t abhängen dürfen.
31Zu diesen Betrachtungen ähnliche Analysen erlauben nicht nur die Identiﬁkation
der durchschnittlichen marginalen Eﬀekte bei Vorliegen von generalisierten Fixed
Eﬀects, sondern auch die Identiﬁkation marginaler kausaler Eﬀekte bezüglich ver-
schiedenster interessierender Aspekte der bedingten Antwort-Verteilung. Dies ist vor
allem im Rahmen der Politikevaluation von Interesse.
Das obige Resultat ist zudem auf bekannte, diﬀerenzierbare Transformationen von
Y anwendbar. Zum Beispiel sei g(y) = FY(y), wobei FY die bedingte Verteilungs-
funktion von Y darstellt. Dann folgt aus der Argumentation in Theorem 1:
DE[g(Y )jX = ;X1 = x;Z = 0;Z1 = z]j=0
E[Dx(g[(X1;Z1;U1;A))jX = 0;X1 = x;Z = 0;Z1 = z]
E[Dx(X1;Z1;U1;A)g
0(Y )jX = 0;X1 = x;Z = 0;Z1 = z]:
(55)
Damit sind gewichtete Durchschnitte der Form E[DxfY(Y )j:] identiﬁziert. Genauso
aber auch Gewichtungsschemata, die es erlauben, dass man eine Untergruppe von
Y allein betrachtet. Insbesondere in der Politikevalutation ist dies von Interesse, da
hier in der Regel nicht bloß die durchschnittlichen marginalen Eﬀekte von Interesse
sind, sondern die marginalen Eﬀekte an bestimmten Punkten der Y -Verteilung.
Tatsächlich muss g nicht einmal diﬀerenzierbar sein. Betrachtet werde die bedingte
Verteilungsfunktion, welche man durch gy() = If  yg erhält. Diese ist nicht
diﬀerenzierbar. Das Ergebnis lässt sich jedoch genauso herleiten wie im folgenden
Abschnitt bei Vorhandensein einer binären Variable. Man erhält:
DE[gy(Y )jX = ;X1 = x;Z = 0;Z1 = z]j=0






= P[Y1  yjX1 = x;Z1 = z;Z = 0;A = a]
(57)
annahmegemäß nach x diﬀerenzierbar ist. Der Ausdruck ermöglicht wieder eine
LASD-Interpretation. Die interessierende strukturelle Ableitung ist Dx y(x;z;a).
Der Durchschnittseﬀekt für die gegebenen Kovariate entspricht exakt dem erhalte-
nen Eﬀekt.
32Erweiterung 2: Bedingte Endogenität von X
Selbst wenn man die interessierenden marginalen Eﬀekte vom Einﬂuss individu-
enspeziﬁscher persistenter Heterogenität isoliert hat, kann theoretisch immernoch
Abhängigkeit zwischen Ut und Xt bestehen. Es könnte sein, dass Annahme 2 nicht
erfüllt ist, wenn man lediglich für die vorab speziﬁzierten Variablen bedingt. Ist
Xt beispielsweise eine binäre Entscheidungsvariable und stellt Ut ganz neue Infor-
mationen für den Entscheidungsträger dar, dann könnte ein Endogenitätsproblem
auftreten.
Lösen lässt sich dies, indem man zusätzliche Kontrollvariablen einführt. Man nehme
an, Xt sei strukturell generiert als
Xt = X(Wt;Vt;A);t = 1;2; (58)
wobei Wt und Vt beobachtbare und unbeobachtbare Faktoren für Xt darstellen und
X eine unbekannte messbare Funktion darstellt. X sei ausreichend invertierbar in Vt.
Der Vorteil von Paneldaten liegt normalerweise darin, dass es einfache Kandidaten
für Wt gibt: zum Beispiel vergangene Xt’s. Liegt Endogenität vor, weil gleiche Infor-
mationen in die Entscheidungen für Xt und Yt einﬂießen, dann kann angenommen
werden, dass vergangene Entscheidungsvariablen auch nur vergangene Informatio-
nen enthalten und von künftigen Informationen unabhängig sind.
In einer passenden Struktur kann Vt jedoch als Kontrollvariable wiederhergestellt
werden. Nimmt man beispielsweise Xt = X0(Wt) + X1(Wt;A)Vt mit Vt?(Wt;A) an
und führt die Normalisierungen E(Vt) = 0;V ar(Vt) = 1 ein, dann ermöglicht dies,
nach Vt aufzulösen, da Vt = V ar(XtjWt) 1=2[Xt   E(XtjWt)], und E(XtjWt) und
V ar(XtjWt) einfach geschätzt werden können.
Unter Exogenitätsbedingungen für Wt, analog zu solchen die die Validität von Standard-
Instrumenten-Variablen absichern, können nun V1 und V := V2   V1 als Kontroll-
variablen verwendet werden. Insbesondere kann angenommen werden, dass
(Ut;V;V1)?(W1;W2)jA;IfjjZjj = 0gZ;Z1 t = 1;2: (59)
33Dies kann erweitert werden zu15
Ut?(IfjjXjj < gX;X1)jA;IfjjZjjg = 0gZ;Z1;V;V1 t = 1;2 (60)
und stellt eine Abwandlung von Annahme 2 dar, in der Z1 um die Kontrollvariablen
V und V1 angereichert wird.
Erweiterung 3: Chamberlain’s Unmöglichkeitstheorem
Wie bereits erwähnt, deckt Theorem 1 den Fall zeitlich verzögerter abhängiger Va-




Auf den ersten Blick erscheint es so als ob die Möglichkeit bestünde, lokale durch-
schnittliche strukturelle Eﬀekte zu identiﬁzieren, indem man Yt 1 als einen zusätz-
lichen interessierenden Einﬂussfaktor betrachtet. Dabei verstößt man jedoch gegen
Annahme 2. Eine Alternative wäre es, Yt 1 als zusätzliche bedingende Variable zu
verwenden (zum Beispiel Zt = Yt 1). Doch auch dies ist nicht möglich. Man verstößt
gegen die sonst eher hintergründige Annahme 3. Insbesondere ist es nicht möglich,
dass
U2jA;Y1;Y0  U1jA;Y1;Y0; (62)
denn obwohl U2 plausiblerweise als unabhängig von Y1 und Y0 angenommen wird
(zum Beispiel wenn es keinerlei serielle Korrelation zwischen den Ut gibt), wird die
Annahme nicht erfüllt, weil U1 dabei hilft, Y1 zu bestimmen.
Erweiterung 4: Schätzung
Grundsätzlich ist die Schätzung der interessierenden Größen relativ unkompliziert.
Standardmäßige nonparametrische Regressionsverfahren können angewendet wer-
den. Liegt das Interesse auf bestimmten partiellen Ableitungen oder einer Reihe von
partiellen Ableitungen für bestimmte Werte der bedingenden Variablen (zum Bei-
spiel deren Durchschnitte), so ist die Kernel-Regression besonders zu empfehlen.
15 Siehe Dawid (1979).
34Die lokale polynomiale Regression wie sie beispielsweise von Cleveland (1979) vor-
geschlagen wurde, stellt jedoch eine brauchbare Alternative dar. Die Methoden sind
relativ leicht nachvollziehbar und liefern selbst unter schwachen Annahmen Bedin-
gungen konsistente und asymptotisch normale Schätzer für die Ableitungen.16 Au-
ßerdem lässt sich der empirisch bedeutsame Fall gemischter Daten (einige Variablen
sind stetig, andere diskret) behandeln und die Probleme an den Grenzbereichen, wie
sie bei der Kernel-Regression auftauchen, können vermieden werden.
Verfügt man über ein Panel der Individuen i = 1;:::;n, von dem der Einfachheit
halber angenommen wird, dass die Beobachtungen unabhängig und identisch ver-
teilt (iid) sind, dann erhält man die Parameterschätzer aus der lokalen Polynom-
Regression als:





2Khn(Wi   w); (63)
wobei gp(W;) ein Polynom vom Grad p deﬁniert in W := (X0;X0
1;Z0;Z0
1)0 mit
Parametern ; Khn ist ein multivariater Kern mit passend gewählter Bandbreite hn,
zum Beispiel dem Produktkern









wobei d := 2K + 2L,  ein univariater Kern ist und Wi die Elemente Wi;l besitzt
und w0 := (;x;0;z); 2 N die interessierenden Kovariate deﬁniert. Es handelt
sich damit um reine Standardverfahren.
Hat man den Schätzer b n, so bestimmt man den Eﬀekt, der von Interesse ist:

(x;z) := DE[Y jX = ;X1 = x;Z = 0;Z1 = z]j=0
E[Dx(X1;Z1;U1;A)jX = 0;X1 = x;Z = 0;Z1 = z];
(65)
da
b n(x;z) := Dgp(w0; b n(w0))j = 0: (66)
Unter schwachen Annahmen17 resultiert
p






16 Siehe Fan (1992), Ruppert und Wand (1994), Fan und Gijbels (1996).
17 Siehe zum Beispiel Fan und Gijbels (1996) oder Hoderlein (2005).
35wobei B(x;z) und
P
(x;z) die asymptotische Verzerrung und die Kovarianzmatrix
darstellen.
Erweiterung 5: Durchschnittliche Eﬀekte
Von Interesse können auch die Durchschnitte der bedingten Eﬀekte sein. Insbeson-




E[Dx(x;z;U1;A)jX = x;Z = z]F(dx;dz) (68)
zu identiﬁzieren, wobei F eine Dichte darstellt, die für den Anwender von Interesse





DE[Y jX = ;X1 = x;Z = 0;Z1 = z]j=0F(dx;dz)
=: EF[Dx(X;Z;U1;A)];
(69)
was dem Gesamt-Durchschnittseﬀekt über die Grundgesamtheit entspricht, für wel-
che X = 0 und Z = 0 gilt. Diese Größe entspricht einem partiellen Durchschnitt
und kann daher geschätzt werden über den Durchschnitt





wobei fXi;Zig iid ist mit gemeinsamer Verteilung, für die Newey (1994) Bedingun-











wobei  eine Konstante ist, die von den Dimensionen von X und Z abhängt.
P
0
ist eine Kovarianzmatrix, deren speziﬁsche Form von der Wahl von gp abhängt. Im
Anhang der Arbeit von Hoderlein und White (2009) wird der Schätzer für
P
0 für
das lokale lineare Polynom g1 hergeleitet. Die Ableitung für p > 1 geht daraus ein-
fach hervor.
362.4.4. Endogenes Modell binärer Wahl mit Heterogenität
Nun sei explizit der Fall mit einer binären abhängigen Variable Yt betrachtet. Außer-
dem sei Xt möglicherweise mit Ut und A korreliert. Um aussagekräftige Ergebnisse zu
erhalten, müssen die vorangegangenen Annahmen erweitert bzw. modiﬁziert werden:
Annahme 9:





t0 + Ut + (A) > 0g; (72)
wobei  : A ! R und  : A ! Rk unbekannte messbare Funktionen sind, 0 ist ein
unbekannter endlicher L  1 Vektor und Ut ist ein Zufallsskalar.
Dies reduziert sich auf das Lehrbuch-Modell binärer Wahl mit Fixed Eﬀects, wenn
für alle a 2 A;(a) = 0, wobei 0 ein unbekannter Vektor ist.
In dieser Annahme wird wieder der datengenerierende Prozess formal speziﬁziert.
Betrachtet wird eine latente Variable, die von einer linearen Struktur bestimmt
wird. Die Koeﬃzienten variieren über die Population hinweg als eine Funktion der
persistenten unbeobachtbaren Einﬂussfaktoren A (A stellt zum Beispiel wieder in-
dividuelle Präferenzen dar). Ut ﬂießt auf eine additiv separable Weise ein.
Annahme 10:
Annahme 3 gilt und für jedes (a;z) 2 A  Z, ist u ! FUjA;IfjjZjj=0gZ;Z1(uja;0;z)
zweifach stetig diﬀerenzierbar nach u für alle u 2 U mit
sup
u2U
jDuFUjA;IfjjZjj=0gZ;Z1(uja;0;z)j  Ka;z < 1: (73)
Hier werden die Diﬀerenzierbarkeitsannahmen aus Annahme 3 modiﬁziert für den
Fall der binären Wahl. Obwohl die Indikatorfunktion oﬀensichtlich nicht diﬀerenzier-
bar ist, wird Diﬀerenzierbarkeit der bedingten Verteilungsfunktion von Ut verlangt.
Die Regularitätsbedingungen sichern ab, dass die Erwartungswerte existieren und
dass die entsprechenden Auf- und Ableitungen möglich sind.
37Annahme 11:
Es sei S := fs 2 R : s = (x + )0(a);x 2 X; 2 N;a 2 Ag und für jedes
(s;a;z) 2 S  A  Z sei
	(s;a;z) := 1   FUjA;IfjjZjj=0gZ;Z1( [s + z
00 + (a)]ja;0;z): (74)











Hier werden die Dominanzbedingungen von Annahme 7 modiﬁziert um den speziel-
len Gegebenheiten des binären Modells gerecht zu werden.
Annahme 12:







In dieser Annahme wird formal die Gewichtungsfunktion speziﬁziert. Dies sichert
ab, dass diese ausreichend integrierbar ist.
Annahme 13:




0(a);z;a)f(aj0;x;0;z)(dajx;0;z) < 1 (77)




0(a);z;a)    (x;z)j  Kx;z < 1: (78)
38Annahme 14:




0(a);z;a)b(x;z)    bj  Kb < 1: (79)
Die letzten beiden Annahmen erlauben es, Grenzen für die marginalen Eﬀekte her-
zuleiten.
Um das nichtparametrische Identiﬁkationsergebnis für diese Struktur aufzustellen,
sei (x;z) := DE[Y jX = ;X1 = x;Z = 0;Z1 = z]j=0 und 
b := E[(X1;Z1)
b(X1;Z1)]. Beide enthalten nur die Verteilung beobachtbarer Zufallsvariablen und
sind deshalb empirisch verfügbar.
Theorem 2:18
Es gelten Annahmen 2, 5, 6 und 9-11.
(i) Dann gilt
DE[Y jX = ;X1 = x;Z = 0;Z1 = z]j=0











18 Für die Herleitung sei auf den Anhang in Hoderlein und White (2009) verwiesen.
39(iii) Stattdessen sei angenommen, dass Annahme 13 zusätzlich gelte. Dann gilt
j








(iv) Stattdessen sei weiterhin angenommen, dass Annahme 12 und Annahme 14 zu-
sätzlich gelten. Dann gilt
j

b    bj  KbE(j(A)   j); (84)
wobei  = E((A)).
Damit ist die Identiﬁkation der durchschnittlichen marginalen Wahrscheinlichkeiten
für den allgemeinen Fall einer Grundgesamtheit mit heterogenen Zufallskoeﬃzienten
möglich. In Teil (i) wird gezeigt, dass die Ableitung des bedingten Erwartungswertes
die beste Annäherung für die Ableitung der heterogenen Wahrscheinlichkeit für ein
Individuum liefert, für welches die Informationen (X1;X;Z1;Z;A) vorliegen.
Dies hat Ähnlichkeit mit der durchschnittlichen strukturellen Funktion von Blun-
dell und Powell (2004), die das Problem der endogenen binären Wahl über eine
Kontrollfunktion lösen. Zu beachten ist, dass hier nur gewichtete Durchschnitte der
zu Grunde liegenden Koeﬃzienten (A) identiﬁziert werden, wobei auch partiell un-
bekannte positive Gewichte Ds	(X0
1(A);Z1;A)b(X1;Z1) enthalten sind (siehe Teil
(ii)). Da das Interesse normalerweise auf den durchschnittlichen marginalen Wahr-
scheinlichkeiten liegt, ist dies jedoch nur als kleinere Einschränkung zu betrachten.
Die in (iii) gegebenen Grenzen bilden eine bedeutende Form der Stetigkeit. Insbe-
sondere die letzte Grenze zeigt, dass kleine Mengen von unbeobachteter Koeﬃzi-
entenheterogenität, wie von E(j(A)   ) zu kleinen Abweichungen führen von 
b
von einer skalierten Version von  = E((A)), nämlich  b. Dieses Resultat sichert
ab, dass die kleinen Mengen von unbeobachtbarer Heterogenität nicht zu zu großen
Abweichungen der identiﬁzierten 
b vom ungewichteten Koeﬃzientendurchschnitt
führen. Dennoch ist der mittlere Zufallskoeﬃzient nur teilweise identiﬁziert.
40Ist die Grundgesamtheit jedoch homogen in den marginalen Eﬀekten, mit einem
additiv korrelierten Fixed Eﬀect, so verschwindet die Einschränkung komplett. Das
genaue Ergebnis sieht dann folgendermaßen aus:
Theorem 3:19
Unter den Annahmen 2, 5, 6 und 9-11 und wenn die Population homogen ist, das
heißt für alle a 2 A;(a) = 0, dann ist 0 identiﬁziert als:
0 = DE[Y jX = ;X1 = x;Z = 0;Z1 = z]j=0= (x;z) (85)
für jedes (x;z) und infolgedessen auch über die durchschnittliche partielle Ableitung
0 / E[DE[Y jX = ;X1;Z = 0;Z1]j=0b(X1;Z1)]: (86)
Dieses Ergebnis liefert die Identiﬁkation der Koeﬃzienten 0 im Paneldatenmodell
binärer Wahl. Zu beachten ist, dass die Indexstruktur lediglich eine Identiﬁkation
der relativen Eﬀekte zweier Koeﬃzienten ermöglicht. Prinzipiell sind wieder beliebi-
ge Abhängigkeiten zwischen den beobachtbaren Variablen und den unbeobachtbaren
Komponenten möglich. Die Annahmen sind sogar schwächer als die standardmäßi-
gen Annahmen zur strikten Exogenität in der Literatur für nichtlineare Modelle. Die
Schlüsselschritte für den Beweis des Ergebnisses sind den Schritten im allgemeinen
nichtseparablen Fall recht ähnlich. Außerdem ist zu beachten, dass die Erweiterun-
gen, die vorher diskutiert wurden weiterhin möglich sind, insbesondere die Einfüh-
rung zeitlich verzögerter Regressoren und bedingter Endogenität von Xt.
Erweiterung: Durchschnittseﬀekte
In Abwesenheit von Zufallskoeﬃzienten ist ein Natural Sample Counterparts-Schätzer
zu










19 Für die Herleitung sei auf den Anhang in Hoderlein und White (2009) verwiesen.
41wobei b n der gleiche lokale Polynom-basierte Schätzer ist, wie in (65) deﬁniert. Dieses
b 0;n ist ein Partieller Durchschnitts-Schätzer, analog zu b 0;n, außer dass nun eine
Gewichtung durch b(Xi;Zi) explizit auftaucht. Wie oben, sichern die Bedingungen











wobei  eine Konstante ist, die von den Dimensionen von X und Z abhängt und
P
0;b
eine Kovarianz-Matrix ist, deren speziﬁsche Form von der Wahl von gp abhängt. Die
Ableitung für
P
0 im Anhang lässt sich unter oﬀensichtlichen Modiﬁkationen an-
wenden um einen Schätzer für
P
0;b zu erhalten.
Selbst in Gegenwart von Zufallskoeﬃzienten liefert dieser Koeﬃzient nützliche In-
formationen über das Vorzeichen des gesuchten Eﬀekts.
423. Empirieteil
3.1. Immobilienkrise und Liquiditätsbeschränkung der
Haushalte
3.1.1. Wirtschafts- und Finanzkrise von 2007
Als Ursprung für die im Jahr 2007 begonnene Wirtschafts- und Finanzkrise gilt der
Markt für Wohnimmobilien in den USA: Banken und sonstige Kreditﬁnanzierer han-
delten zu unvorsichtig bei der Vergabe von Hypotheken an Haushalte mit geringer
Kreditwürdigkeit. Dies ermöglichte es, dass der Häuserbestand in den USA stärker
wachsen konnte als die Bevölkerung.20
Begünstigt wurde die Entwicklung zum einen durch die expansive Zinspolitik der
amerikanischen Notenbank, denn durch die historisch niedrigen Zinsen fühlten sich
viele Haushalte regelrecht zur Kreditaufnahme genötigt. Zum anderen lag es im
ausdrücklichen Interesse der amerikanischen Politik, dass möglichst viele Haushalte
Zugang zu Wohneigentum erhielten. Um die „ownership society“ verwirklicht zu se-
hen, wurden staatsnahe Unternehmen wie Fannie Mae und Freddie Mac unterstützt
und gezielt Subventionen vergeben.
Zudem befanden sich sowohl die Banken, als auch die breite Öﬀentlichkeit im Glau-
ben, dass sich der Boom der US-Wirtschaft und insbesondere die positive Entwick-
lung auf dem Häusermarkt auf längere Zeit fortsetzen würden.21 Viele amerikanische
Haushalte wähnten sich allein schon durch ihr Wohneigentum für ihr Alter abgesi-
chert. Die Sparquote nahm ab und das Rechtssystem ermöglichte die zusätzliche
Beleihung der Wohnimmobilien, so dass der Konsum der Haushalte schneller an-
stieg, als es die laufenden Einkommen sonst erlaubt hätten. Diese vom Markt für
Wohnimmobilien ausgehende, veränderte Risikoeinstellung verbreitete sich schnell
weiter, bis schließlich riskante Häuserkredite im Rahmen der Verbriefung marktfähig
gemacht wurden und zwischen den Banken sowohl national als auch international
gehandelt wurden.
Die Ergebnisse sind allgemein bekannt: Mitte 2006 platzt die Blase auf dem Immo-
bilienmarkt. Die Preise sinken bis April 2009 im Durchschnitt um ca. 34%. Allein
im Bereich der Wohnimmobilien beziﬀert sich der Verlust auf etwa acht Billionen
Dollar.22 Der Preisverfall der Immobilien, die in vielen Haushalten fehlenden Ein-
kommen und die ab Ende 2004 wieder steigenden Zinsen sorgen dafür, dass tausende
20 Für Abschnitt 3.1 vergleiche Gordon (2008), Weber (2009) und vor allem Sinn (2010).
21 Und das obwohl der Anstieg der Häuserpreise bereits weit über dem lag, was man bisher in der
Vergangenheit beobachten konnte (siehe Case-Shiller-Index in 3.1.2).
22 Bei den gewerblichen Immobilien ist der Verlust noch größer!
43von Haushalten in die Überschuldung geraten und ihre Hypotheken nicht mehr zu-
rückzahlen können.23
Infolgedessen müssen zahlreiche namhafte Banken und Versicherer Insolvenz anmel-
den oder von Regierungen gerettet werden. Auf den Aktienmärkten kommt es zu
Verwerfungen. Durch die globale Vernetzung weitet sich die Krise auf fast alle be-
deutenden Volkswirtschaften der Welt aus. Unter Immobilienkrisen leiden in Euro-
pa vor allem Spanien, Irland und Großbritannien. Produktionssenkungen, steigende
Arbeitslosigkeit und Unternehmenszusammenbrüche sind auf der ganzen Welt zu
beobachten.24 Der Welthandel bricht ein, einige Staaten ergreifen protektionistische
Maßnahmen und Konjunkturprogramme in Milliardenhöhe werden beschlossen. Die
Schuldenproblematik einzelner Staaten verschärft sich...
3.1.2. Bisherige Risikomaße für den Immobilienbereich
Bereits vor der Wirtschafts- und Finanzkrise von 2007 existierten einige Indikatoren
zur Messung gesamtwirtschaftlicher Risiken aus dem Immobiliensektor. Diese setz-
ten in der Regel an den Immobilienpreisen an. Mittlerweile populär geworden ist
der bereits in den 80er Jahren entwickelte Case-Shiller-Index (siehe Abbildung 1).
Dieser stellt die Entwicklung der Hauspreise in zehn bzw. zwanzig Metropolregio-
nen in den USA dar.25 Längst schon vor Beginn der Krise zeigten sich anhand dieses
Index Hinweise auf das Vorliegen einer Immobilienblase, da die Preise weit über ih-
re historischen Werte hinausgewachsen waren, bei gleichzeitig gesamtwirtschaftlich
wesentlich geringerem Wachstum.
Grundsätzlich gibt es viele weitere Möglichkeiten, Risiken im Immobilienbereich auf-
zudecken.26 Allgemein herrscht zwar die Auﬀassung vor, Immobilienpreise seien vor
allem durch speziﬁsche regionale und institutionelle Faktoren bestimmt.27 Die Un-
tersuchung des Einﬂusses von Faktoren wie der Kreditmenge oder dem Geldvolumen
ist jedoch zunehmend im Kommen.28
Das Hauptproblem bei den meisten empirischen Untersuchungen stellt die Vielzahl
der teilweise nur schwer fassbaren, zu berücksichtigenden Einﬂussfaktoren dar. Öko-
nometrische Modelle zur Bestimmung von Fundamentalpreisen versuchen auf der
Nachfrageseite Faktoren wie das Pro-Kopf-Einkommen, den Realzins oder demogra-
23 Allein im August 2008 waren rund 12 Millionen US-Haushalte überschuldet.
24 Laut einer Studie von Deutsche Bank Research beläuft sich die krisenbedingte Minderung der
Weltproduktion auf vier Billionen US-Dollar (Vgl. Gräf und Schneider (2009), S. 6).
25 Die Einzelindizes von 10 bzw. 20 Metropolregionen in den USA werden aggregiert.
26 Vgl. Girouard et al. (2006), S.3ﬀ.
27 Hiermit beschäftigt sich beispielsweise der Bereich „spatial econometrics“.
28 Eine Vorreiterstudie für Deutschland stellt die Studie von Belke (2009) dar.
44Abbildung 1: Preisentwicklung der US-Immobilien (Case-Shiller-Index, Januar
2000-September 2010).
Quelle: Standard and Poor’s, S&P/Case-Shiller Home Price Indices, abgerufen am
9.12.2010.
ﬁsche Entwicklungen zu berücksichtigen und auf der Angebotsseite Faktoren wie
die Knappheit von Baugrund. Zwischen bestimmten Variablen werden Kointegrati-
onsbeziehungen aufgestellt und die anderen Variablen ﬂießen in einen Fehlerkorrek-
turterm ein. Die errechneten Schätzungen für die langfristigen Fundamentalpreise
können dann mit aktuellen, tatsächlichen Preisen verglichen werden.
Problematisch ist jedoch, dass die Kointegrationsbeziehungen zwischen den Varia-
blen im Zeitverlauf oft nicht stabil sind. Außerdem resultieren je nach Speziﬁkation
ganz unterschiedliche Fundamentalwerte. Die Frage, was ein korrekter Fundamen-
talwert ist, kann nicht objektiv beantwortet werden und bleibt letztlich immer auch
Ermessenssache des Betrachters.
Ein Maß zur Beurteilung der Erschwinglichkeit von Wohneigentum ist die soge-
nannte Price-to-Income-Ratio.29 Übersteigt diese ihren langfristigen Durchschnitt,
so kann dies ein Hinweis auf eine Überbewertung im Immobilienbereich sein. Kurz
vor der jüngsten Krise lieferte auch dieser Indikator deutliche Hinweise auf vor-
handene Risiken. Dennoch hat auch dieses Maß einige Schwächen, denn langfristig
ist die Beziehung zwischen Hauspreisen und Einkommen nicht stabil. Die Kosten
für Kredite variieren im Zeitverlauf, außerdem ist das verfügbare Einkommen ein
29 Immobilienpreise im Verhältnis zum durchschnittlich verfügbaren Einkommen.
45Durchschnitt über alle verfügbaren Einkommen. Die Teilnehmer auf dem Immobili-
enmarkt haben jedoch oft höhere Einkommen als der Durchschnitt.
Die Price-to-Rent-Ratio versucht, die Kosten von Wohneigentum ins Verhältnis zu
den Mietkosten zu setzen.30 Der Grundgedanke ist, dass ein Gleichgewicht auf dem
Häusermarkt genau dann besteht, wenn die erwarteten jährlichen Kosten für ein
Haus in Eigentum den Mietkosten für das gleiche Objekt entsprechen. Sind die Kos-
ten für Miete geringer, so ist dies ein Hinweis auf Überbewertung des Wohneigen-
tums. Auch dieses Maß erreichte kurz vor Beginn der Krise in den entsprechenden
Ländern historische Höchststände, doch auch hier hängen die Ergebnisse ab von den
gewählten Fundamentaldaten, Annahmen über Zinsen und vielen weiteren Faktoren.
Oft ﬁndet man daher zusätzlich argumentative Ausführungen zur Begründung von
Immobilienpreisen. Nur schwer fassbare Faktoren werden dann einfach in die Argu-
mentationsketten aufgenommen. Über die exakten Auswirkungen solcher Faktoren
können jedoch lediglich Mutmaßungen getroﬀen werden.
Was Deutschland insgesamt angeht, so kann festgehalten werden, dass die angespro-
chenen Indikatoren im Gegensatz beispielsweise zu den USA, bisher keine Hinweise
auf Immobilienpreisblasen lieferten. Im Durchschnitt ist in Deutschland etwa seit
den 70er Jahren eine Stagnation der realen Immobilienpreise zu verzeichnen.31 Zu-
rückführen lässt sich diese Entwicklung auf den in Deutschland vergleichsweise nur
geringen Zuwachs der realen verfügbaren Pro-Kopf-Einkommen, das geringe Bevöl-
kerungswachstum und den relativ geringen Urbanisierungsgrad. Hinzu kommen die
bereits angesprochenen institutionellen Rahmenbedingungen auf dem Immobilien-
markt.32
3.1.3. Rolle der Haushalte
Anstatt bei den Immobilienpreisen, besteht jedoch auch die Möglichkeit, direkt bei
den Haushalten anzusetzen. Deren wichtige Rolle wurde bereits weit vor den jüngs-
ten Ereignissen erkannt. Insbesondere seit der Deregulierung der Finanzmärkte in
den 80er Jahren und dem allgemeinen Rückgang der Zinsen in Folge der niedrigen
Inﬂationsraten, stieg in vielen entwickelten Ländern die private Haushaltsverschul-
dung an.33 Daher stellte sich die Frage ob diese Entwicklung eine höhere Sensitivität
30 Berücksichtigt werden sollten dabei sämtliche Risiken, Steuervorteile, Grundsteuern, Instand-
haltungen etc.
31 Auch wenn dies in einigen Großstädten anders ist.
32 Vgl. Kholodilin, Menz und Siliverstovs (2008), S. 214ﬀ.
33 Die Finanzierung von Wohneigentum macht in der Regel den größten Anteil an der Haushalts-
verschuldung aus.
46der Haushalte gegenüber Zins-, Einkommens- und Vermögenspreisänderungen nach
sich ziehen würde und ob sich hieraus Gefahren für die Finanzmarktstabilität erge-
ben würden.34
Zudem ist die ﬁnanzielle Situation der privaten Haushalte ein wichtiger Faktor für
die Dauer einer Wirtschaftskrise. Verfügen die Haushalte über ausreichend ﬁnanzi-
elle Mittel und sind wenig verschuldet, so müssen sie in Krisenzeiten ihre Ausgaben
weniger stark reduzieren. Außerdem ist das Ausfallrisiko sowohl für Immobilien-, als
auch für Verbraucherkredite geringer.
Alles in allem ist daher das Interesse am Thema Haushaltsverschuldung für die
verschiedensten Seiten relevant. Die Deutsche Bundesbank führt im Moment eine
großangelegte, länderübergreifende Längsschnittstudie mit der Bezeichnung „Private
Haushalte und ihre Finanzen“ durch. Diese soll Aufschluss geben zu Themen wie
Sparverhalten oder Altersvorsorge und wertvolle Informationen liefern für die Geld-
und Stabilitätspolitik. Aus Sicht der Europäischen Geldpolitik ist zudem die unter-
schiedliche Sensitivität in den einzelnen Euro-Mitgliedsländern gegenüber ökonomi-
schen Schocks von großem Interesse. Für die Wirksamkeit der monetären Transmissi-
onsmechanismen spielen zudem die institutionellen Unterschiede im Wohnungswesen
eine wichtige Rolle.35
Vergleicht man die deutschen Haushalte mit ausländischen Haushalten, zum Bei-
spiel aus den USA, Großbritannien oder den Niederlanden, so kommt man zum
Schluss, dass die deutschen Haushalte eine vergleichsweise hohe ﬁnanzielle Wider-
standskraft aufweisen.36 In Punkto Verschuldung im Verhältnis zum Einkommen
stehen die deutschen Haushalte besser da, genauso bei der Verschuldung relativ
zum Haushaltsvermögen. Des Weiteren ist die Sparquote in Deutschland im Ge-
gensatz beispielsweise zu Großbritannien oder den USA mit stets knapp über zehn
Prozent traditionell recht hoch. Trotz allem gibt es jedoch auch in Deutschland hohe
Belastungen vor allem bei jüngeren Haushalten im geringverdienenden Bereich. Die
Verschuldung dieser Haushalte muss aufmerksam verfolgt werden.
Ferner zeigt sich bei Vergleichen dieser Art der Zusammenhang zwischen den unter-
schiedlichen Finanzierungssystemen und der Haushaltsverschuldung. Im marktba-
sierten System in den USA wurden Immobilien bisher teilweise bis zu 100 Prozent
beliehen. Eine private Haftung der Schuldner über die Immobilien hinaus gab es
34 Vgl. Debelle (2004), S. 59ﬀ.
35 Näheres zum Beispiel bei Maclennan, Muellbauer und Stephens (1998).
36 Vgl. Badunenko, Barasinska und Schäfer (2009), S. 127ﬀ.
47nicht. Die tendenziell mit variablen Zinsen ausgestatteten Kreditverträge führten zu
einer hohen Sensitivität gegenüber makroökonomischen Schocks. Im bankbasierten
deutschen System dagegen war die Vollbeleihung von Immobilien bisher äußerst sel-
ten. Der Durchgriﬀ der Gläubiger auf das Privatvermögen der Schuldner war und ist
möglich. Zudem hatten die meisten Kredite bisher über längere Zeit ﬁxierte Zins-
sätze bei einem generell hohen Stellenwert der Eigenﬁnanzierung. Hohe rechtliche
Anforderungen sowie Regelungen wie die Spekulationsfrist von 10 Jahren kommen
hinzu. Aus institutioneller Sicht ist damit die vergleichsweise geringere Haushalts-
verschuldung in Deutschland nicht verwunderlich. Im Gegensatz zu den USA, kann
in Deutschland für die letzten Jahre keine starke Zunahme der Wohneigentumsquote
festgestellt werden. Von 1998 bis 2006 nahm diese lediglich um 0,7 Prozentpunkte,
von 40,9% auf 41,6% zu.37
Insgesamt wurden bereits viele wichtige Aspekte im Zusammenhang mit der jüngs-
ten Wirtschafts- und Finanzkrise geklärt. Sowohl auf nationaler als auch auf globaler
Ebene wurden Konsequenzen gezogen.38 Für die Forschung bleiben jedoch nach wie
vor viele Fragestellungen oﬀen, deren Untersuchung gerade im Hinblick auf künftige
gesamtwirtschaftliche Entwicklungen, von Bedeutung ist. Hierzu gehört zum Beispiel
die Frage, warum in manchen Ländern Immobilienkrisen entstanden sind und in an-
deren Ländern nicht. Es gibt zwar einige eher argumentative Begründungsansätze,
datenbasierte Untersuchungen sind jedoch Mangelware. Zudem ist es geradezu ver-
wunderlich, dass es für die oben als sehr wichtig dargestellte Haushaltsebene kaum
ökonometrische Untersuchungen zu den Ursachen und Wirkungen der Verschuldung
gibt.39
3.1.4. Beitrag dieser Arbeit
Die vorliegende Arbeit versucht, diese Lücke zu füllen und setzt auf der Haushalt-
sebene am Zusammenhang zwischen laufendem Haushaltseinkommen und dem Er-
werb von Wohneigentum an. Da für den Wohneigentumserwerb in der Regel eine
Verschuldung notwendig ist, sollte dem laufenden Einkommen der Haushalte eigent-
lich eine wichtige Rolle zukommen: Sowohl Kreditgeber als auch die Haushalte selbst
können anhand dieser Größe einschätzen, inwieweit die Bewältigung des Schulden-
dienstes realistisch erscheint.
37 Statistisches Jahrbuch (2010), S. 295.
38 Siehe Weber (2009).
39 Brown und Taylor (2008), S. 642.
48Mit Hilfe der im Theorieteil ausführlich dargestellten ökonometrischen Methoden
kann der durchschnittliche marginale Eﬀekt des laufenden Einkommens auf die
Wahrscheinlichkeit dafür, dass ein Haushalt Wohneigentum besitzt, bestimmt wer-
den.40 Entscheidend ist dabei, dass der ökonometrische Ansatz es ermöglicht, für
sämtliche zeitkonstante Einﬂussfaktoren zu kontrollieren. Es spielt keine Rolle, ob
diese beobachtbar sind oder nicht. Der Einﬂuss des laufenden Einkommens lässt
sich isolieren. Dies ist von großer Bedeutung, da die Anschaﬀung von Wohneigen-
tum natürlich nicht nur vom laufenden Einkommen abhängt, sondern auch von einer
Vielzahl weiterer Faktoren. Eine direkte Regression der laufenden Haushaltseinkom-
men auf eine Wohneigentumsvariable wäre erwartungsgemäß stark verzerrt.
Zusätzliche Einﬂussfaktoren für den Erwerb von Wohneigentum stellen beispielswei-
se das Alter der Personen im Haushalt, die Kredithistorie des Haushaltes oder das
Vermögen des Haushalts dar. Da das Alter in den für diese Arbeit vorliegenden Da-
ten erfasst ist, kann es zusätzlich zum Haushaltseinkommen berücksichtigt werden.
Dies ist vor allem deshalb von Bedeutung, weil davon auszugehen ist, dass jüngere
Haushalte mobiler sind und sich erst im Laufe der Zeit auf den Erwerb von Wohnei-
gentum einlassen wollen. Bei älteren Haushalten dagegen ist zu erwarten, dass das
Interesse am Erwerb von Wohneigentum altersbedingt irgendwann nachlässt, bis es
dann irgendwann nicht mehr vorhanden ist.
Die Kredithistorie eines Haushalts ist ein wichtiges Entscheidungskriterium für Kre-
ditgeber. Sie zeigt, inwieweit ein Haushalt in der Vergangenheit fähig war, seine
Schulden zu bewältigen und wird zur Prognose künftigen Verhaltens herangezo-
gen. Im Rahmen dieser Analyse ist die Kredithistorie eine unbeobachtbare Variable.
Dies stellt jedoch keine Einschränkung dar, denn es handelt sich um einen ziemlich
zeitkonstanten Faktor, so wie bereits erläutert. Für die Kredithistorie kann damit
kontrolliert werden.
Ebenfalls eine Variable dieser Art ist das ursprüngliche Vermögen eines Haushalts.
Dieses kann als konstant angenommen werden und ist somit berücksichtigbar. Wäre
dies nicht der Fall, so müsste man mit einer starken Verzerrung der Regressions-
ergebnisse rechnen, denn beim (ursprünglichen) Haushaltsvermögen handelt es sich
um eine Größe, die in der Regel mit dem laufenden Hauhaltseinkommen hoch kor-
reliert ist.
40 Im Folgenden oft auch abkürzend lediglich als marginale Wahrscheinlichkeit oder als marginaler
Eﬀekt bezeichnet.
49Inwieweit spielt nun jedoch die marginale Wahrscheinlichkeit, Wohneigentum zu be-
sitzen eine Rolle im Zusammenhang mit der US-Immobilienkrise?
Da angenommen werden kann, dass Haushalte mit geringem bis mittlerem Einkom-
men normalerweise eher schwer Zugang zu Krediten und damit zu Wohneigentum
erhalten, sollte die marginale Wahrscheinlichkeit, Wohneigentum zu besitzen gerade
für diese Haushalte positiv sein: Zusätzliches laufendes Einkommen sollte mit einer
steigenden Wahrscheinlichkeit, in den Besitz von Wohneigentum zu gelangen, ver-
bunden sein. Bei Hocheinkommenshaushalten dagegen ist zu erwarten, dass diese
in Bezug auf ihr laufendes Einkommen wenig liquiditätsbeschränkt sind. Die mar-
ginale Wahrscheinlichkeit für den Besitz von Wohneigentum sollte kaum signiﬁkant
von null verschieden sein. Zugewinne beim laufenden Einkommen dürften keine Rol-
le mehr spielen für den Erwerb von Wohneigentum, wenn das Einkommen bereits
hoch genug ist.
Der durchschnittliche marginale Eﬀekt des Einkommens auf die Wahrscheinlichkeit
dafür, dass ein Haushalt sich im Besitz von Wohneigentum beﬁndet, kann damit
als Indikator dafür gesehen werden, wie vorsichtig die Kreditvergabe erfolgt. Ände-
rungen dieses Indikators zeigen an, ob sich die Risikoeinschätzung der Wirtschafts-
subjekte bei der Kreditvergabe ändert. Ein Absinken des marginalen Eﬀekts im
Zeitverlauf stellt somit ein Indiz dafür dar, dass das laufende Einkommen als Ent-
scheidungskriterium für die Kreditvergabe an Bedeutung verliert. Dies kommt einer
sich verringernden, wenn nicht gar verschwindenden, Liquiditätsbeschränkung der
Haushalte gleich.
Der Nachweis einer solchen verschwindenden Liquiditätsbeschränkung gelingt Ho-
derlein und White (2009) in ihrer Forschungsarbeit. Da in der vorliegenden Arbeit
eine analoge Untersuchung erfolgt, ist die entscheidende Frage, ob sich der Sachver-
halt in Deutschland anders darstellt oder nicht. Die im vorherigen Abschnitt erläu-
terten Fakten und die Tatsache, dass in Deutschland keine größere Immobilienkrise
zu verzeichnen war, sprechen zwar dafür, dass für Deutschland keine verschwinden-
de Liquiditätsbeschränkung gefunden werden kann.41 Die Frage ob jedoch vielleicht
nur eine Verringerung der Liquiditätsbeschränkung deutscher Haushalte nachweis-
bar ist, bleibt oﬀen und ist gerade im Hinblick auf künftige Risiken im Bereich der
privaten deutschen Wohnimmobilien von größtem Interesse.
41 Ein solches Ergebnis würde die Unterschiede zwischen der amerikanischen und der deutschen
Kreditvergabepraxis verdeutlichen und wäre gleichzeitig mit ein Erklärungsansatz dafür, weshalb
Deutschland bisher von einer größeren Immobilienkrise verschont geblieben ist.
503.2. Betrachtung von Hoderlein und White (2009) für die
USA
3.2.1. Ökonometrische Umsetzung
Bevor in Abschnitt 3.3 im Detail auf die ökonometrische Untersuchung für Deutsch-
land eingegangen wird, muss zunächst die empirische Arbeit von Hoderlein und
White (2009) für die US-Daten knapp dargestellt werden.
Diese schätzen den durchschnittlichen marginalen Eﬀekt des Einkommens auf die
Wahrscheinlichkeit, Wohneigentum zu besitzen für die beiden Zwei-Perioden-Panel
1999/2001 und 2003/2005. Über den Vergleich der Eﬀekte zeigen sie, in wie weit
sich die Einstellung gegenüber dem laufenden Einkommen, als Risikomaß für die
Kreditvergabe, verändert hat.
Die theoretische Grundlage stellt Theorem 2 dar:
DE[Y jX = ;X1 = x;Z = 0;Z1 = z]j=0






Für den Besitz von Wohneigentum wird die Binärvariable Y verwendet.42 X1 steht
für das Haushalts-Bruttoeinkommen in der ersten Periode des Panels, X steht für
dessen Änderung von 1999 auf 2000 bzw. von 2003 auf 2005. Z1 ist die Variable für
das Alter des Haushaltsvorstands in der ersten Periode des jeweiligen Panels, Z
stellt dessen Änderung von 1999 auf 2000 bzw. von 2003 auf 2005 dar.
Laut Theorem 2 müssen sowohl Haushalts-Bruttoeinkommen, als auch das Alter des
Haushaltsvorstands im betrachteten Zeitraum konstant sein (X = 0 und Z = 0).
Tatsächlich ist dies jedoch nicht der Fall. Die Haushalts-Bruttoeinkommen ändern
sich im Zeitverlauf. Da diese Änderungen jedoch für den Großteil der Bevölkerung
nur sehr gering sind, stellt dies kein größeres Problem dar. Das Alter des Haus-
haltsvorstands ist ebenfalls nicht konstant: Am Ende des jeweiligen Panels ist jeder
Haushaltsvorstand um exakt zwei Jahre älter als am Anfang. Dennoch ist es möglich,
als Regressor das Alter in der ersten Periode zu verwenden (alternativ wäre auch das
42 Y=1: Haushalt besitzt Wohneigentum in der Periode.
Y=0: Haushalt besitzt kein Wohneigentum in der Periode.
Abgeleitet wird die Variable aus Angaben darüber ob ein Haushalt Grundsteuer zahlt oder nicht.
51im betrachteten Zeitraum durchschnittliche Alter denkbar), denn dieses ändert sich
lediglich auf eine deterministische Art und Weise, so dass kein Informationsverlust
entsteht. Angenommen werden muss jedoch, dass die Altersänderung in Bezug auf
den Erwerb von Wohneigentum einen über alle Altersgruppen hinweg gleichen Eﬀekt
hat. Dies ist unrealistisch, da davon auszugehen ist, dass beispielsweise bei einem
30-jährigen die zwei Jahre mehr an Alter zu einer Steigerung der Wahrscheinlichkeit,
Wohneigentum zu erwerben führt.43 Bei einem über 50-jährigen dagegen wäre ein
viel geringerer Eﬀekt zu erwarten.44 Da jedoch nur kleine Zeitintervalle betrachtet
werden, lässt sich rechtfertigen, dass man diese Schwäche vernachlässigt. Hierfür
spricht zusätzlich, dass der Eﬀekt des Alters des Haushaltsvorstands gar nicht von
direktem Interesse ist. Das Alter stellt lediglich eine Kontrollvariable dar.
Insgesamt lässt sich daher Theorem 2 anwenden und es gilt Z = 0 und X = 0.
Damit kann die Variable für die Änderung des Wohneigentums regressiert werden
auf das Alter des Haushaltsvorstands sowie das Haushalts-Bruttoeinkommen.
Konkret geschätzt wird unter Einsatz von Kernel-Methoden die folgende Gleichung:
DE[Y jX = ;X1 = x;Z = 0;Z1 = z]j=0: (91)
Zur Verwendung kommt ein lokaler quadratischer Schätzer mit einem Standard-
Epanechnikov-Kern. Die Bandbreite wird so gewählt, dass sie etwas kleiner ist als
das kreuzvalidierte Optimum. Änderungen der Bandbreite beeinﬂussen die Ergeb-
nisse laut Hoderlein und White (2009) jedoch nur marginal. Die Punktschätzer ver-
ändern sich kaum.
Für individuenspeziﬁsche, jedoch zeitinvariante Variablen (A: z.B. Bildung, Ras-
se etc.) wird durch die Diﬀerenzenbildung kontrolliert. Ebenso wird für persistente
Einﬂussfaktoren, wie zum Beispiel eine schlechte Kredithistorie kontrolliert. Es zeigt
sich der Vorteil des nichtparametrischen Ansatzes: Da die Eﬀekte der unbeobacht-
baren Variablen nicht von Interesse sind, können viele Variablen ausgelassen werden
und der Rechenaufwand sinkt, ohne dass sich die Ergebnisse für die eigentlich inter-
essierenden Variablen verschlechtern.
43 Bei einem jüngeren Menschen sollte mit zunehmendem Alter die Wahrscheinlichkeit, Wohnei-
gentum zu erwerben steigen.
44 Bei einem älteren Menschen ist davon auszugehen, dass das Interesse an Wohneigentum alters-
bedingt irgendwann abnimmt.
523.2.2. Resultate
Für 1999/2001 ergibt sich Abbildung 2:
Abbildung 2: Marginale Wahrscheinlichkeit für den Besitz von Wohneigentum bei
gegebenem Einkommen (Zeitraum: 1999/2001).
Quelle: Hoderlein und White (2009).
Der marginale Eﬀekt wird dargestellt für ein Alter von z = 40. Dieses liegt nahe
am PSID-Stichprobendurchschnitt. Mit dem gewählten Darstellungsbereich für die
x-Achse sind die Werte der logarithmierten Einkommen für 95% der im Datensatz
enthaltenen Individuen erfasst. Die durchgezogene Kurve stellt den Punktschätzer
des marginalen Eﬀekts dar. Mit den gestrichelten Linien werden 95%-Bootstrap-
Konﬁdenzbänder ausgewiesen. Klar ersichtlich ist, dass der marginale Eﬀekt im ge-
samten Bereich (außer evtl. am rechten Rand) positiv und statistisch signiﬁkant von
null verschieden ist. Außerdem ist er laut Hoderlein und White (2009) unsensibel
in Bezug auf Änderungen der Bandbreite innerhalb plausibler Intervalle. Egal von
welchem Haushalts-Bruttoeinkommen man ausgeht, ein höheres Einkommen führt
immer zu einer Erhöhung der Wahrscheinlichkeit dafür, dass jemand Wohneigen-
tum besitzt. Alles deutet jedoch darauf hin, dass der positive Eﬀekt bei den unteren
bis mittleren Einkommen ausgeprägter ist, denn die Kurve nimmt in diesen Ein-
53kommensbereichen einen steigenden Verlauf an. Einkommenszuwächse scheinen sich
hier also stärker auf die Wahrscheinlichkeit, Wohneigentum zu erwerben auszuwir-
ken. Bei den höheren Einkommen scheint sich der Eﬀekt abzuschwächen. Die Kurve
für die marginalen Eﬀekte nimmt einen fallenden Verlauf an.
Alles in allem entspricht dieses Resultat exakt den theoretischen Vorhersagen, nach
denen vor allem die Individuen der unteren und mittleren Einkommensschichten
bei der Finanzierung von Wohneigentum einer Liquiditätsbeschränkung unterliegen
sollten. Das Resultat liefert somit Evidenz dafür, dass die Vergabe von Hypothe-
ken an Haushalte mit niedrigen bis mittleren Einkommen im Betrachtungszeitraum
vorsichtiger erfolgte, als für Haushalte im oberen Einkommensbereich. Zu beachten
ist dabei, dass diese Aussage nur im Durchschnitt gelten kann. Im Einzelfall kann
sich der Zusammenhang bei einer heterogenen Grundgesamtheit natürlich anders
darstellen.
Für den Betrachtungszeitraum 2003/2005 ergibt sich ein etwas anderes Bild (siehe
Abbildung 3).
Der Eﬀekt des Einkommens auf die marginale Wahrscheinlichkeit, ein Haus zu besit-
zen, unterscheidet sich nun nicht mehr signiﬁkant von null. Die durchgezogene Linie
beﬁndet sich zwar im positiven Bereich, die beiden 95%-Konﬁdenzbänder umschlie-
ßen jedoch über das gesamte Einkommensspektrum hinweg sowohl die null, als auch
die durchgezogene Linie. Die einzige mögliche Aussage ist daher, dass sich im be-
trachteten Zeitraum die durchschnittliche Wahrscheinlichkeit, ein Haus zu besitzen,
über das Einkommensspektrum hinweg nicht ändert, wenn man für unbeobachtbare
Variablen, wie zum Beispiel eine schlechte Kredithistorie, kontrolliert.
Insgesamt hat laut Hoderlein und White (2009) die Wohneigentumsrate in den
USA zwischen 1999 und 2005 von 0,64 auf 0,69 zugenommen. Nimmt man an, dass
Haushalte aus den höheren Einkommensschichten ihre Häuser nicht verkauft haben
um zur Miete zu wohnen, dann bedeutet dies, dass während des Betrachtungszeit-
raums insbesondere bei den Haushalten mit niedrigem bis mittlerem Einkommen ein
„Catching-up“ in Sachen Wohneigentum stattgefunden hat. Dieses lässt sich damit
erklären, dass das laufende Einkommen als Entscheidungsgrundlage für die Kredit-
vergabe an Bedeutung verloren hat.
In Anhang A3 werden die Unterschiede zwischen den beiden Betrachtungszeiträu-
men nochmal verdeutlicht. Auf dem 90%-Signiﬁkanzniveau liegt die Funktion für
1999/2001 außerhalb der punktweisen Konﬁdenzbänder der Funktion für 2003/2005.
54Abbildung 3: Marginale Wahrscheinlichkeit für den Besitz von Wohneigentum bei
gegebenem Einkommen (Zeitraum: 2003/2005).
Quelle: Hoderlein und White (2009).
55Für das 95%-Niveau ist die Evidenz nicht ganz klar. Zu beachten ist jedoch, dass es
sich um punktweise Tests handelt, deren Schwächen allgemein bekannt sind. Vermu-
tet werden kann damit, dass beispielsweise L2-Distanztests die Nullhypothese, die
Funktionen seien nicht signiﬁkant voneinander verschieden, auf sämtlichen Signiﬁ-
kanzniveaus verwerfen würden, wenn bereits die punktweisen Tests hierzu Anlasss
liefern.
Insgesamt bestätigen die Ergebnisse die theoretischen Vorüberlegungen voll und
ganz. Die sich ändernde Einstellung in den USA, einerseits der Verbraucher bezüg-
lich der Verschuldung, andererseits der Kreditinstitute in Bezug auf die Kreditver-
gabe, wird von den Daten klar und deutlich widergegeben. Auf dem Weg in eine
„ownership society“ spielten Einkommensdiﬀerenzen und Einkommensrisiken keine
Rolle mehr für die Kreditvergabe. Die Liquiditätsbeschränkung der Haushalte hat
sich gelockert. Betont sei jedoch, dass sich diese Aussage lediglich in Bezug auf das
laufende Einkommen treﬀen lässt. Dieses wurde durch den ökonometrischen Ansatz
von sämtlichen anderen zeitkonstanten Faktoren isoliert.
Des Weiteren sei erwähnt, dass Hoderlein und White (2009) mit einigen Datenverän-
derungen experimentieren. Sie untersuchen beispielsweise die Auswirkungen davon,
keine Außreißerdaten mit einzubeziehen oder lediglich eine Stichprobe von Indivi-
duen mit konstant guter Gesundheit zu betrachten. Insgesamt ergeben sich jedoch
keine bedeutsamen Ergebnisänderungen. Lediglich bei der Betrachtung der Unter-
gruppe der nicht-afro-amerikanischen Bevölkerung scheinen sich geringere Eﬀekte zu
ergeben. Aufgrund mangelnder Beobachtungen ist dies jedoch laut Hoderlein und
White (2009) sehr vage.
563.3. Vergleichende Untersuchung für Deutschland
3.3.1. Datengrundlage
Wie bereits eingangs erwähnt, stammen die in der Analyse für Deutschland verwen-
deten Daten aus dem Sozio-ökonomischen Panel. Dieses wird bereits seit 1984 vom
deutschen Institut für Wirtschaftsforschung (DIW) in Berlin betrieben und besteht
aus jährlichen, repräsentativen Befragungen unter privaten deutschen Haushalten,
wobei die befragten Personen über 17 Jahre alt sein müssen. Die erfassten Daten
reichen von Persönlichkeitsmerkmalen, über Einkommensdaten, bis hin zu ganzen
Familienbiograﬁen.45 Die bisher erfasste Datenmenge ist enorm. Allein für das Jahr
2008 liegen 297 verfügbare Datensätze vor. Diese umfassen knapp fünf Millionen
Daten-Zeilen mit 39.550 Beobachtungen. Das SOEP stellt damit eine hervorragen-
de Grundlage für die unterschiedlichsten Forschungsarbeiten dar. Die Themenfelder
entstammen hauptsächlich den Wirtschafts- und Sozialwissenschaften, denn gesell-
schaftliche Fragestellungen lassen sich mit Hilfe des SOEP besonders gut unter-
suchen. Ein großer Teil der durchgeführten Studien ist damit auch höchst politi-
krelevant und liefert wertvolle Erkenntnisse und Lösungsmöglichkeiten für aktuelle
Probleme.46 Nicht zu vernachlässigen ist jedoch, dass mittlerweile auch viele andere
Fachgebiete, wie zum Beispiel die Energie- oder Umweltwissenschaften, mehr und
mehr vom SOEP Gebrauch machen. Die Gesamtzahl der SOEP-Studien lag bis zum
Jahr 2008 bei rund 5.000.47
Besonders reizvoll für die Forschung ist, dass sich das Potenzial des SOEP mit je-
dem weiteren Jahr, in dem Befragungen durchgeführt werden, noch mehr entfalten
kann. Die bisherigen Forschungsansätze können auf der sich stetig vergrößernden
Datengrundlage immer wieder neu angewendet werden. Durch zahlreiche Erweite-
rungen und Ergänzungen der Stichproben (siehe Tabelle 1) können außerdem zu-
sätzliche Analysen bestimmter gesellschaftlicher Gruppen erfolgen (beispielsweise
Hocheinkommenshaushalte48). In Zukunft soll die Verfolgung der kompletten Le-
bensverläufe ganzer Kohorten ermöglicht werden. Ein weiterer interessanter Aspekt
ist die Einbettung des SOEP in eine weltweite Forschungsinfrastruktur mit Panel-
45 Genaueres zu den Variablen beispielsweise bei Haisken-DeNew und Frick (2005).
46 Siehe beispielsweise SOEP Wave Report (Headey und Holst (2008)): Die behandelten Themen
reichen von Kinderarmut über Arbeitsmarktreformen und Lebenszufriedenheit bis hin zu Lohn-
unterschieden zwischen Mann und Frau.
47 Vgl. Wagner et al. (2008), S. 301ﬀ.
48 Eine in diesem Zusammenhang noch laufende Studie, für die das SOEP relevant ist, wird im
Moment vom Institut für angewandte Wirtschaftsforschung in Tübingen durchgeführt. Der Ti-
tel lautet: Möglichkeiten und Grenzen der Reichtumsberichterstattung. Auftraggeber ist das
Bundesministerium für Arbeit und Soziales.
57daten zu Haushalten und Personen. Um internationale Vergleiche zu ermöglichen,
wurde das „Cross National Equivalent File“ (CNEF) geschaﬀen. Insgesamt sind in
diesem bis dato rund zwei Millionen Beobachtungseinheiten erfasst, die über die Zeit
und über die Länder hinweg verglichen werden können. Die beteiligten Länder sind
Großbritannien (British Household Panel Survey), die USA (Panel Study of Income
Dynamics), Kanada (Survey of Labour and Income Dynamics), Australien (House-
hold Income and Labour Dynamics Survey), die Schweiz (Schweizer Haushaltspanel)
und Deutschland (SOEP).49
Tabelle 1: Stichproben im SOEP
Stichprobe A (Deutsche) Haushalte in der BRD
Hauptstichprobe, Start 1984
N=4.528 realisierte Haushalte
Stichprobe B Ausländische Haushalte in der BRD
Start 1984
N=1.393 realisierte Haushalte
Stichprobe C Privathaushalte in der DDR
Start im Juni 1990
N=2.179 realisierte Haushalte
Stichprobe D Zuwanderer-Privathaushalte in Deutschland
Start 1994/95
N=374 realisierte Haushalte
Stichprobe E Haushalte in Deutschland
Ergänzungsstichprobe, Start 1998
N=1.056 realisierte Haushalte
Stichprobe F Haushalte in Deutschland
Ergänzungsstichprobe, Start 2000
N=6.052 realisierte Haushalte
Stichprobe G Hocheinkommens-Privathaushalte in Deutschland
Hocheinkommensstichprobe, Start 2002
N=1.224 realisierte Haushalte
Stichprobe H Haushalte in Deutschland
Ergänzungsstichprobe, Start 2006
N=1.506 realisierte Haushalte
Quelle: Wagner et al. (2008).
49 Vgl. Frick et al. (2008), S. 110ﬀ.
583.3.2. Datenaufbereitung
Tabelle 2: Die wesentlichen Variablen
Variable Mögliche Ausprägungen
Änderung des Wohneigentums 0: keine Änderung
innerhalb des betrachteten Zeitraums 1: Erwerb von Wohneigentum
-1: Verlust von Wohneigentum
(benötigt für jedes betrachtete Panel)
Alter des Haushaltsvorstands im beliebige Werte ab 18 Jahren
ersten Jahr des betrachteten Zeitraums (benötigt für jedes betrachtete Panel)
Jährliches Haushalts-Nettoeinkommen beliebige Werte ab 0 Euro aufwärts
(benötigt für jedes einzelne Jahr)
Quelle: Eigene Darstellung.
Für die ökonometrischen Schätzungen werden zwei Datensätze gebildet: Ein Zwei-
Perioden-Panel für die Jahre 1999/2001 und eins für die Jahre 2003/2005.50 Die
Individuen entstammen damit den Stichproben A bis E. Die gewählten Jahre ent-
sprechen genau denen, die auch Hoderlein und White (2009) wählen. Vergleiche mit
deren Ergebnissen werden so erleichtert.
Zunächst werden aus den ursprünglichen SOEP-Daten die Daten für die Haushalts-
Nettoeinkommen der Jahre 1999, 2001, 2003 und 2005 entnommen. Bei Hoderlein
und White (2009) werden zwar die Haushalts-Bruttoeinkommen verwendet, jedoch
sind diese im SOEP nicht direkt verfügbar. Es bleibt daher nichts anderes übrig, als
die Netto-Werte zu verwenden. Da das Ziel dieser Analyse eher auf dem Nachweis
grundsätzlicher Eﬀekte liegt und weniger auf der Berechnung marginaler Eﬀekte auf
ganz bestimmten Einkommensniveaus, ist dies jedoch nicht als große Einschränkung
zu betrachten. Für exakte Vergleiche mit den Ergebnissen von Hoderlein und White
(2009) müsste dies jedoch berücksichtigt werden.
Des Weiteren ist problematisch, dass im SOEP für jedes Jahr nur ein monatliches
Nettoeinkommen pro Haushalt ausgewiesen wird. Da jedoch das jährliche Netto-
einkommen benötigt wird, müssen die Monatswerte mit zwölf multipliziert werden.
Vernachlässigt wird dabei jedoch, dass die Befragungen, in denen die Einkommen er-
fasst werden, nicht nur an einem Tag im Jahr, sondern über mehrere Monate hinweg
50 Die benötigten Variablen sind in Tabelle 2 dargestellt.
59erfolgen. Damit wäre es theoretisch möglich, dass die mit zwölf multiplizierten mo-
natlichen Einkommen, die am Anfang des Jahres erfasst werden, das durchschnittli-
che jährliche monatliche Einkommen unterschätzen, während Einkommenswerte, die
am Ende des Jahres erfasst werden dieses überschätzen. Da man jedoch von einer
Zufallsstichprobe ausgeht und lediglich durchschnittliche Eﬀekte von Interesse sind,
kann dieses Problem ignoriert werden: Man geht davon aus, dass die Einkommens-
werte im Mittel korrekt erfasst sind.
Für die späteren Regressionen werden die jährlichen Haushalts-Nettoeinkommen
außerdem logarithmiert. Die Verteilung der Werte ist dann der Normalverteilung
näher (siehe Abbildung 4). Dies ist für die späteren Analysen günstiger. Was die
Verteilung der Einkommen betriﬀt, so zeigt sich wenig überraschend, dass im Jahr
1999 der absolute Großteil der logarithmierten Haushalts-Nettoeinkommen zwischen
neun und elf lag. Dies entspricht dem Bereich von 10.000 bis 60.000 Euro.51
(a) Verteilung der Haushalts-
Nettoeinkommen im Jahr 1999 (auf-
bereitete Daten).
(b) Verteilung der logarithmierten Haushalts-
Nettoeinkommen im Jahr 1999 (aufberei-
tete Daten).
Abbildung 4: Verteilung der Haushalts-Nettoeinkommen 1999.
Quelle: Eigene Darstellung.
Für die Altersvariable werden die im SOEP vorhandenen Daten zu den Geburts-
jahren der jeweiligen Haushaltsvorstände verwendet. Anhand dieser Daten können
die jeweiligen Alterswerte berechnet werden. Als Bezugsjahre werden 1999 und 2003
gewählt. Dies sind die jeweils ersten Jahre der beiden Zwei-Perioden-Panel. Denkbar
wäre jedoch genauso das mittlere oder letzte Jahr des jeweiligen Panels. Da Hoder-
lein und White (2009) auch das erste Jahr wählen, wird hier deren Methodik gefolgt.
51 Für die restlichen Jahre ist dies ganz ähnlich (siehe Anhang A1).
60Bei der Verteilung der Altersvariable fällt auf, dass zwar der Mittelwert 1999 in etwa
bei 48 Jahren liegt.52 Die meisten Werte liegen jedoch innerhalb zweier Bereiche, die
grob etwa zwischen 25 und 40 Jahren sowie 50 und 70 Jahre liegen (siehe Abbildung
5).
(a) Verteilung Alter im Jahr 1999 (Original-
daten).
(b) Verteilung Alter im Jahr 2003 (Original-
daten).
Abbildung 5: Verteilung der Variable Alter.
Quelle: Eigene Darstellung.
Was das Wohneigentum angeht, so gibt es im SOEP für jedes Jahr eine Variable,
die Angaben über die Wohnsituation des Haushalts liefert: Zwischenmiete, Haupt-
miete oder Eigentum. Hieraus kann die benötigte Binärvariable generiert werden,
die anzeigt ob Eigentum vorliegt oder nicht. Um nun die Änderung des Eigentums-
status während des Betrachtungszeitraums darzustellen, wird die Diﬀerenz für die
Eigentumsvariable zwischen der letzten und der ersten Periode des jeweiligen Pa-
nels berechnet. Die resultierende Variable gibt dann an, ob der jeweilige Haushalt
im Betrachtungszeitraum Eigentum erworben oder verloren hat, bzw. ob sich nichts
geändert hat (Siehe Tabelle 3 und 4).
Die Zusammenführung der jeweiligen Daten erfolgt anhand eines gemeinsamen Iden-
tiﬁkators. Verwendet wird die für das Jahr 1999 gegebene aktuelle Haushaltsnum-
mer53. Durch Elimination aller Beobachtungen, für die in einer der Perioden Wer-
te fehlen, wird sichergestellt, dass eine Stichprobe vorliegt, für die die benötigten
Variablen auch in allen vier Perioden vorhanden sind. Insgesamt verbleiben 4.787
Haushalte.
52 Das Durchschnittsalter liegt somit im SOEP um etwa acht Jahre höher als im PSID.
53 Nicht zu verwechseln mit der Ursprungshaushaltsnummer. Diese entspricht nur im ersten Jahr
der aktuellen Haushaltsnummer.
61Tabelle 3: Änderung des Eigentumsstatus zwischen 1999 und 2001






Tabelle 4: Änderung des Eigentumsstatus zwischen 2003 und 2005






Was die Repräsentativität der ursprünglichen Daten angeht, so kann davon ausge-
gangen werden, dass diese weitgehend gewährleistet ist. Da jedoch keine Hochrech-
nung der Daten auf die Grundgesamtheit aller Personen in Deutschland erfolgt, sind
kleinere Verzerrungen nicht auszuschließen.54 Da es in dieser Arbeit jedoch mehr um
durchschnittliche Eﬀekte für die Gesamtbevölkerung und weniger um die Eﬀekte für
einzelne Gruppen geht, kommt diesem Aspekt nur eine untergeordnete Rolle zu.
Bei der Aufbereitung der Daten fallen allerdings zahlreiche Beobachtungen heraus,
denn nicht für alle Individuen liegen Werte über alle vier Perioden vor. Teilweise gibt
es auch unplausible Fehlangaben, für die bereinigt werden muss. Aus dem Vergleich
der deskriptiven Statistiken für die ursprünglichen Daten aus den jeweiligen Perioden
des SOEP mit den deskriptiven Statistiken der aufbereiteten Daten, kann jedoch
geschlossen werden, dass sich durch die Bearbeitung der Daten keine tiefgreifenden
Veränderungen in den Verteilungen der Variablen ergeben.55 Lediglich die Rolle von
Ausreißern scheint sich etwas zu verringern, da einige dieser Werte wegfallen (siehe
beispielsweise Einkommen in 2003 oder 2005). Ansonsten sind sich die Verteilungen
54 Theoretisch können mit Hilfe spezieller Verfahren unterschiedliche Auswahlwahrscheinlichkeiten
für verschiedene Merkmale in den jährlichen Stichproben berücksichtigt werden.
55 In Anhang A1 sind die deskriptiven Statistiken für die ursprünglichen Daten dargestellt. Die
Statistiken für die aufbereiteten Daten können Anhang A2 entnommen werden.
62sehr ähnlich. Dies ist ein wichtiges Ergebnis, denn somit wurden bei der Aufbereitung
der Daten keine unbeabsichtigten selektiven Änderungen vorgenommen. Es kann
also davon ausgegangen werden, dass die aufbereiteten Daten weitgehend genauso
repräsentativ sind wie die ursprünglich gegebenen Daten.
3.3.3. Schätzung
Die Untersuchung der deutschen Daten erfolgt, wie bereits erwähnt, ganz analog
zur Untersuchung bei Hoderlein und White (2009).56 Dennoch ergeben sich einige
Unterschiede, die erläutert werden müssen. Mit Hilfe von Kernel-Methoden wird für
die deutschen Daten ebenfalls folgende Gleichung geschätzt:
DE[Y jX = ;X1 = x;Z = 0;Z1 = z]j=0: (92)
Regressiert wird nun die Binärvariable für die Änderung des Wohneigentums (Y )
auf das Haushalts-Nettoeinkommen in der ersten Periode des Panels (X1) sowie
auf das Alter des Haushaltsvorstands, ebenfalls in der ersten Periode (Z1). Für in-
dividuenspeziﬁsche, konstante und persistente Variablen A wird wieder über die
Durchschnittsbildung kontrolliert. Wie bei Hoderlein und White (2009) wird ein lo-
kaler quadratischer Schätzer mit einem Standard Epanechnikov-Kern gewählt. Für
die Bandbreite werden allerdings nun die jeweils optimalen Werte gewählt, da sich
Experimente mit verschiedenen Bandbreiten als wenig nützlich gezeigt haben.
Da streng genommen wieder X = 0 und Z = 0 gelten muss, fragt sich, wie die
in 3.2.1 erläuterte Problematik bei den deutschen Daten gehandhabt wird.
Was das Alter des Haushaltsvorstands angeht, so behilft man sich mit der gleichen
Annahme wie bei Hoderlein und White (2009) und verwendet einfach das Alter in
der ersten Periode des Panels. Per Deﬁnition legt man fest, dass gilt Z = 0.
Um zu untersuchen, inwieweit sich die Ergebnisse für verschiedene Altersgruppen
unterscheiden, werden verschiedene Altersgruppen für die Regressionen gebildet (sie-
he Tabelle 5).57
Bei den Haushalts-Nettoeinkommen bietet es sich an, nicht nur diejenigen Haushalte
zu betrachten, deren Einkommen innerhalb der jeweiligen Panel-Zeiträume konstant
bleiben,58 sondern auch Haushalte mit Einkommensänderungen innerhalb gewisser
Bandbreiten (siehe Tabelle 6). Zwar kann hierdurch Theorem 2 nicht mehr exakt
56 Vgl. Abschnitt 3.2.1.
57 Näheres dazu in 3.3.4.
58 Für das Panel 1999/2001 sind dies 401 Haushalte, für das Panel 2003/2005 sind es 457 Haushalte.
63erfüllt werden, jedoch kann dies in Kauf genommen werden, da sich zum einen
die Zahl der Beobachtungen erhöht und zum anderen die späteren Untersuchungen
zeigen, dass sich die Ergebnisse selbst dann kaum verändern, wenn Haushalte mit
starken Einkommensänderungen mit einbezogen werden.59
Tabelle 5: Untersuchte Altersgruppen
Altersgruppe „jung“ „alt“ „um den Durchschnitt“ „alle“
Alter 25-40 50-70 41-55 0-...
Quelle: Eigene Darstellung.
Tabelle 6: Untersuchte Einkommensänderungen
Änderung Haushalts-Nettoeinkommen 1. 2. 3. 4.
Bandbreite in Euro +=   0 +=   750 +=   3:000 alle
Quelle: Eigene Darstellung.
3.3.4. Ergebnisse
Eine ausführliche Darstellung der Ergebnisse in graﬁscher Form, ﬁndet sich für das
Panel 1999/2001 in Anhang A.5. und für das Panel 2003/2005 in Anhang A.6.
Da eine Vielzahl von Graﬁken ausgewiesen wird, fasst Anhang A.4. mit zwei Tabel-
len die wesentlichen Informationen noch einmal zusammen.
Da die ausführliche Erläuterung aller einzelnen Graﬁken wenig zielführend ist, wer-
den im Nachfolgenden einzelne Graﬁken exemplarisch herausgegriﬀen. Anhand die-
ser werden die Ergebnisunterschiede verschiedener Varianten der ökonometrischen
Schätzung erläutert und es wird versucht, inhaltliche Schlussfolgerungen zu ziehen.
Was die Graﬁken für die deutschen Schätzergebnisse angeht, so ist zu beachten, dass
der Darstellungsbereich (bzw. das angezeigte Einkommensspektrum) nicht für alle
Graﬁken gleich ist. Bei direkten Vergleichen zwischen einzelnen Graﬁken ist Vorsicht
geboten. Der Bereich, innerhalb dessen die meisten Haushalts-Nettoeinkommen lie-
gen, liegt zwischen 9 und 11 (logarithmierte Einkommenswerte). Dies entspricht in
59 Bei nichtparametrischen Verfahren ist eine große Zahl von Beobachtungen besonders wichtig.
64etwa 10.000 bis 60.000 Euro. Die durchgezogene Kurve stellt wie bei Hoderlein und
White (2009) den Punktschätzer für die durchschnittliche marginale Wahrschein-
lichkeit für den Besitz von Wohneigentum dar. Die grau eingefärbte Fläche stellt
den von den 95%-Konﬁdenzbändern umschlossenen Bereich dar. Deutlich erkennbar
ist die Weitung der Konﬁdenzbänder an den äußeren Rändern der Darstellungsbe-
reiche. Diese ist damit zu erklären, dass es nur wenige Haushalte mit Einkommen
in diesen Bereichen gibt. An den Rändern liegen weniger Beobachtungen. Dies geht
zu Lasten der Präzision der Schätzung innerhalb dieser Bereiche. Wirklich Aussa-
gekräftig ist die Kurve für die durchschnittliche marginale Wahrscheinlichkeit daher
lediglich in Bereichen, in denen die Konﬁdenzbänder relativ nahe an den Kurven
liegen. Ist im Folgenden von einem signiﬁkant positiven Eﬀekt bzw. einer signiﬁkant
positiven marginalen Wahrscheinlichkeit die Rede, so ist damit gemeint, dass die
Kurve der marginalen Wahrscheinlichkeit samt ihren Konﬁdenzbändern auf dem re-
levanten Einkommensbereich an mindestens einem Punkt oberhalb von null liegt.
Bezüglich der Kontrollvariable „Alter des Haushaltsvorstands“ ist anzumerken, dass
die Schätzung mit den deutschen Daten es leider nicht erlaubt, die marginale Wahr-
scheinlichkeit für lediglich ein bestimmtes Alter auszuweisen.60 Verwendet man nur
die Daten von Haushalten, die das Durchschnittsalter der Haushaltsvorstände in der
Stichprobe aufweisen, so bleiben nur noch wenige Beobachtungen für die Regression
übrig. Selbst bei Wahl des häuﬁgsten Alters bleibt dieses Problem bestehen. Mit der
gewählten Regressionsmethode kann leider nur eine erklärende Variable verwendet
werden. Hinzu kommt, dass für die ökonometrischen Schätzungen noch die Band-
breiten bezüglich der Einkommensänderungen berücksichtigt werden müssen. Damit
sinkt die Zahl der Beobachtungen noch weiter.
Als Ausweg bietet sich die Verwendung der bereits im vorangegangenen Abschnitt
eingeführten Altersgruppen an. Dies hat den positiven Nebeneﬀekt, dass Vergleiche
über die Altersgruppen hinweg ermöglicht werden. Der Nachteil liegt jedoch auf der
Hand: Möchte man den durchschnittlichen marginalen Eﬀekt schätzen, so muss man
implizit annehmen, dass dieser für alle Individuen einer Altersgruppe gleichermaßen
gilt. Dies stellt eine starke Vereinfachung dar, denn für einen Haushalt mit einem
30-jährigen Vorstand stellt sich der durchschnittliche marginale Eﬀekt mit Sicher-
heit anders dar, als für einen Haushalt mit einem 40-jährigen Vorstand. Da das Alter
des Haushaltsvorstands jedoch weiterhin lediglich als Kontrollvariable dient und nur
die grundsätzlichen Eﬀekte von Interesse sind, kann diese Vereinfachung gerechtfer-
60 Hoderlein und White (2009) wählen z=40.
65tigt werden. Die im Folgenden ausgewiesenen durchschnittlichen marginalen Eﬀekte
beziehen sich somit nur auf die einzelnen Altersgruppen und sollten nicht auf ein-
zelne Altersstufen bezogen werden. Was die Auswahl der Altersgruppen angeht, so
wurde hierzu die Verteilung der Altersvariable untersucht. Die Intervalle wurden
so gewählt, dass innerhalb der Gruppen möglichst viele Beobachtungen vorhanden
sind.61
Alles in allem liegt bei der Untersuchung der deutschen Daten stets der Trade-Oﬀ
zwischen dem genauen Erfüllen der theoretischen Voraussetzungen aus Theorem 2
und der Verwendung einer möglichst großen Beobachtungszahl vor. Wie die späteren
Untersuchungen jedoch zeigen, ist dies meist weniger problematisch, als zu Beginn
angenommen. Die Schätzungen unter Verwendung unterschiedlich vieler Beobach-
tungen führt meist zu ganz ähnlichen Ergebnissen.
(a) 99/01, Alter: 41-55, X : +=   0. (b) 99/01, Alter: 41-55, X : alle.
Abbildung 6: Ergebnisse für die Gruppe „um Durchschnitt“ 1999/2001.
Quelle: Eigene Darstellung.
Am ehesten vergleichbar mit den Ergebnissen von Hoderlein und White (2009), soll-
ten die Ergebnisse für die Gruppe „um den Durchschnitt“ (von 41 bis 55 Jahren)
sein. Betrachtet man die Ergebnisse für 1999/2001 in Abbildung 6, so zeigt sich, dass
unter Berücksichtigung der Bedingung, dass das Haushalts-Bruttoeinkommen kon-
stant bleibt (X : += 0), kein signiﬁkant von null verschiedener marginaler Eﬀekt
des Einkommens auf die Wahrscheinlichkeit, Wohneigentum zu besitzen, gefunden
werden kann (siehe Abbildung 6a). Das Konﬁdenzband umschließt auf dem gesam-
ten dargestellten Einkommensspektrum die x-Achse. Zu beachten ist jedoch, dass
für diese Regression lediglich knapp über hundert Beobachtungen verwendet werden
können. Das Ergebnis kann damit zwar in die Analyse mit einbezogen werden, sollte
61 Siehe Tabelle 5 sowie Anhang A2.
66jedoch als kritisch betrachtet werden. Lässt man beliebige Einkommensänderungen
zu, so lässt sich eine positive marginale Wahrscheinlichkeit ﬁnden (siehe Abbildung
6b). Die Zahl der genutzten Beobachtungen liegt hier mit 1.328 wesentlich höher.
Streng genommen verstößt man jedoch wieder gegen die theoretischen Vorgaben aus
Theorem 2.
Insgesamt ist das Hauptproblem bei der Gruppe „um den Durchschnitt“, dass sich
die meisten Beobachtungen leider nicht direkt um den Durchschnitt herum beﬁnden.
Die Altersgruppe ist damit eher weniger geeignet für die Analyse, da entweder ein
Verstoß gegen die theoretischen Vorgaben oder eine sehr geringe Zahl von Beobach-
tungen in Kauf genommen werden müssen.
(a) 99/01, Alter: 25-40, X : alle. (b) 99/01, Alter: 50-70, X : alle.
Abbildung 7: Ergebnisse für die Gruppen „jung“ und „alt“ 1999/2001.
Quelle: Eigene Darstellung.
Bei den Gruppen „alt“ und „jung“ sind die im Vorangegangenen erläuterten Proble-
me ebenfalls vorhanden. Die Situation stellt sich jedoch insgesamt als für die Analyse
günstiger dar. Interessanterweise zeigt sich, dass für die Altersgruppe „jung“ die ge-
schätzte Funktion inklusive ihrer Konﬁdenzbänder in jeder Schätzvariante zumindest
teilweise oberhalb von null liegt. Ein signiﬁkanter Eﬀekt des laufenden Einkommens
auf die Wahrscheinlichkeit, Wohneigentum zu besitzen, kann also gefunden werden,
egal welche Einschränkung man bezüglich der Einkommensänderungen wählt. Bei
der Gruppe „alt“ dagegen ist eine leicht positive marginale Wahrscheinlichkeit nur
dann feststellbar, wenn man sämtliche Einkommensänderungen zulässt (siehe Ab-
bildung 7).
Dieses Ergebnis spricht für die Hypothese, dass das laufende Einkommen für jüngere
Haushalte einen größeren Eﬀekt auf die Wahrscheinlichkeit, Wohneigentum zu besit-
67zen hat. Bei älteren Haushalten ist der Eﬀekt geringer, da das Interesse am Erwerb
von Wohneigentum altersbedingt abnimmt. Einkommenszuwächse haben geringere
Auswirkungen. Die unterschiedliche Wirkung von Einkommenszuwächsen bei jun-
gen und älteren Haushalten kann damit als erstes wichtiges Ergebnis festgehalten
werden.
(a) 99/01, Alter: alle, X : +=   0. (b) 99/01, Alter: alle, X : +=   750.
Abbildung 8: Ergebnisse für die Gruppe „alle“ 1999/2001.
Quelle: Eigene Darstellung.
Vernachlässigt man die Kontrolle für das Alter ganz und verwendet die Daten zu
Haushalten aller Altersgruppen, so muss man zwar den stärksten Verstoß gegen
die theoretischen Vorgaben in Kauf nehmen, jedoch hat man dann die größte Zahl
an Beobachtungen zur Verfügung. Ohne Einschränkung bezüglich der Einkommens-
änderungen kann man auf die Beobachtungen sämtlicher Haushalte zurückgreifen
(4.787). Es ergibt sich ein durchweg positiver durchschnittlicher marginaler Eﬀekt
des Einkommens auf die Wahrscheinlichkeit, Wohneigentum zu besitzen (Siehe Ab-
bildung 8).
Insgesamt kann damit für die deutschen Daten ebenfalls davon ausgegangen werden,
dass ein höheres laufendes Einkommen zu einer Erhöhung der Wahrscheinlichkeit
dafür führt, dass jemand Wohneigentum besitzt. Dies gilt umso mehr für jüngere
Haushalte. Für ältere Haushalte ist der Eﬀekt weniger bedeutsam.
Bei Hoderlein und White (2009) kann der Zusammenhang für 1999/2001 über alle
Einkommensbereiche hinweg festgestellt werden. Dies ist bei den deutschen Daten
nicht der Fall, muss jedoch auch im Zusammenhang mit den geringeren Beobach-
tungszahlen in den Randbereichen der Einkommensverteilung gesehen werden. Für
die häuﬁgen Einkommen (Bereich zwischen 9 und 11) haben die geschätzten Funk-
68tionen in der Regel einen steigenden Verlauf und unterscheiden sich insbesondere
für die jüngeren Haushalte signiﬁkant von null.
Ähnlich wie bei Hoderlein und White (2009), deutet alles darauf hin, dass der po-
sitive Eﬀekt in Deutschland vor allem bei den mittleren Einkommen ausgeprägter
ist. Für die unteren Einkommensschichten lässt sich der positive Eﬀekt kaum bestä-
tigen, denn wenn der Eﬀekt positiv wird, dann in der Regel erst etwa ab Werten
um 10. Für die höheren Einkommen zeigt sich, dass sich ein abnehmender Verlauf
der Kurve in der Regel erst ab Werten von 11 ergibt. Insgesamt scheint es so als ob
in Deutschland zunächst ein gewisses Mindesteinkommen gegeben sein muss, bevor
ein Zuwachs an laufendem Einkommen die Wahrscheinlichkeit, Wohneigentum zu
besitzen, erhöhen kann. Außerdem scheint das laufende Einkommen auch in den
Hocheinkommensbereichen noch von Bedeutung zu sein. Beides spricht für eine in
Deutschland vergleichsweise besonders vorsichtige Kreditvergabe. Insgesamt liefern
die Ergebnisse für das Panel 1999/2001 somit deutliche Evidenz für das Vorhanden-
sein einer Liquiditätsbeschränkung der deutschen Haushalte bezüglich des Erwerbs
von Wohneigentum. Insbesondere für jüngere Haushalte scheint das laufende Ein-
kommen eine besonders wichtige Rolle zu spielen.
(a) 99/01, Alter: alle, X : alle. (b) 03/05, Alter: alle, X : alle.
Abbildung 9: Ergebnisse für die Gruppe „alle“ 1999/2001 im Vergleich zu 2003/2005.
Quelle: Eigene Darstellung.
Fraglich ist nun, ob sich diese Ergebnisse ändern, wenn man das Panel 2003/2005
betrachtet.
Die Antwort lautet klar: Nein, nicht wesentlich, die Ergebnisse bleiben sehr ähnlich
(Siehe Abbildung 9).62 Ein wesentlicher Unterschied ergibt sich lediglich für die als
bereits wenig aussagekräftig identiﬁzierte Altersgruppe „um den Durchschnitt“. Für
62 Vgl. Anhang A5 mit A6, bzw. betrachte Anhang A4.
69die Einkommensschwankungen +=   0 und +=   750 kann nun ebenfalls ein signi-
ﬁkant von null verschiedener, positiver Eﬀekt des Einkommens auf die marginale
Wahrscheinlichkeit, Wohneigentum zu besitzen, gefunden werden. Zudem kann für
die Altersgruppe „alt“ kein Eﬀekt mehr für über sämtliche Einkommensänderungen
hinweg gefunden werden.
Mit Ausnahme der Gruppe „um den Durchschnitt“ lassen sich somit insgesamt für
das Panel 2003/2005 bezüglich der verschiedenen Altersgruppen die gleichen Aussa-
gen treﬀen. Für jüngere Haushalte spielt das laufende Einkommen eine größere Rolle.
Was bedeutet dies nun für die Liquiditätsbeschränkung der Haushalte?
Um auf eine Lockerung der Liquiditätsbeschränkung deutscher Haushalte schließen
zu können, hätten sich die gefundenen positiven Eﬀekte des laufenden Einkommens
auf die Wahrscheinlichkeit, Wohneigentum zu besitzen, deutlich abschwächen müs-
sen. Bei Hoderlein und White (2009) ist dies der Fall: die ursprünglich positive
marginale Wahrscheinlichkeit, Wohneigentum zu besitzen wird in 2003/2005 insigni-
ﬁkant. Die Liquiditätsbeschränkung verschwindet. Hiervon kann bei den deutschen
Daten keine Rede sein. Weder ein Verschwinden der Liquiditätsbeschränkung, noch
eine sich verringernde Liquiditätsbeschränkung kann gefunden werden: Ein allgemei-
nes Absinken der marginalen Wahrscheinlichkeiten innerhalb des positiven Bereichs
kann nicht festgestellt werden. Der Eﬀekt des Einkommens auf die Wahrscheinlich-
keit, ein Haus zu besitzen, bleibt positiv und signiﬁkant von null verschieden, wenn
er dies auch schon im vorangegangenen Panel war.63
Für Deutschland kann somit geschlossen werden, dass es keine nennenswerten Än-
derungen bezüglich der Einstellung gegenüber dem laufenden Einkommen als Ent-
scheidungsgrundlage für die Kreditvergabe gab. Die theoretischen Vorüberlegungen
können bestätigt werden. Sowohl Verbraucher, als auch Kreditgeber räumen dem
laufenden Einkommen nach wie vor eine wichtige Rolle ein. Einkommensdiﬀerenzen
und Einkommensrisiken bleiben entscheidend für die Vergabe von Hypotheken und
den Erwerb von Wohneigentum.
63 Vergleicht man die beiden Tabellen in Anhang A4, so ergibt sich nur einmal eine Änderung von
„ja“ zu „nein“ und zwar bei der Gruppe „alt“.
704. Fazit
Im Theorieteil dieser Diplomarbeit wurde eine neue ökonometrische Methode von
Hoderlein und White (2009) dargestellt. Diese ermöglicht den Umgang mit persis-
tenter, unbeobachtbarer Heterogenität in allgemeinen nichtseparablen und nonpa-
rametrischen Konstellationen. Der Vorteil der Methode liegt in ihrer Flexibilität,
den zahlreichen Erweiterungen und in der einfachen Anwendbarkeit im Binärmo-
dell. Prinzipiell lässt sich der Ansatz überall dort nutzen, wo individuenspeziﬁsche
Eﬀekte, wie zum Beispiel Präferenzen, eine Rolle spielen.
Das Besondere an der Anwendung im Kontext des Wohneigentumserwerbs ist, dass
nur eine sehr geringe Zahl von Variablen benötigt wird, da für sämtliche unbeobacht-
bare konstante Faktoren kontrolliert werden kann. Der marginale Eﬀekt des laufen-
den Haushaltseinkommens auf die Wahrscheinlichkeit, Wohneigentum zu besitzen,
kann somit lediglich unter Zuhilfenahme einer einzigen Kontrollvariable, dem Alter
des Haushaltsvorstands, geschätzt werden. Als ein Indikator für allgemeine Risiken
im Bereich des Wohnimmobiliensektors bietet der Ansatz somit gewisse Vorteile ge-
genüber bisherigen Ansätzen. Außerdem setzt er nicht an den Immobilienpreisen,
sondern auf Ebene der Haushalte an.
Während Hoderlein und White (2009) in ihrer Arbeit für die USA kurz vor der Im-
mobilienkrise ein Verschwinden der Liquiditätsbeschränkung der Haushalte feststel-
len, liegen hierzu für die deutschen Daten keinerlei Hinweise vor. Es ergibt sich weder
Evidenz für ein Verschwinden, noch für eine Reduktion der Liquiditätsbeschränkung
deutscher Haushalte. Es ergibt sich ein in der Regel über die Zeit hinweg konstanter,
positiver durchschnittlicher marginaler Eﬀekt des Einkommens auf die Wahrschein-
lichkeit, Wohneigentum zu besitzen. Im Gegensatz zu den USA, lässt sich dieser
Eﬀekt in Deutschland jedoch nicht über alle Einkommensbereiche hinweg, sondern
nur im Bereich der mittleren Einkommen feststellen: Dort zeigt sich ein signiﬁkant
positiver marginaler Eﬀekt mit steigendem Verlauf. Besonders ausgeprägt ist dieser
für jüngere Haushalte.
Insgesamt spiegeln die Ergebnisse die in Deutschland im Betrachtungszeitraum im
Vergleich zu den USA wesentlich vorsichtigere Kreditvergabe wider. Das laufende
Einkommen spielt eine durchweg wichtige Rolle. Von einer veränderten Risikoein-
stellung kann keine Rede sein. Für Deutschland scheint der Ausdruck „No boom - no
bust!“ zuzutreﬀen, so dass sich bisher noch kein gesamtwirtschaftliches Risiko aus
dem Markt für Wohnimmobilien ergab.
71Für die Zukunft wäre es jedoch interessant, den vorgestellten ökonometrischen An-
satz im Laufe der Zeit immer wieder neu anzuwenden und die gefundenen Eﬀekte
zu vergleichen. Etwaige Risiken könnten so unter Zuhilfenahme weiterer Indika-
toren frühzeitig aufgedeckt werden. Denkbar wäre außerdem ein weiterführender,
länderübergreifender Vergleich, denn die Anwendung des ökonometrischen Ansat-
zes für zusätzliche Länder erscheint aufgrund der wenigen benötigten Daten relativ
unkompliziert. Unter Einbeziehung institutioneller Faktoren der jeweiligen nationa-
len Immobilienmärkte könnten weitere Einblicke in Bezug auf die Entstehung von
Immobilienkrisen gewonnen werden. Als zu untersuchende Länder würden sich eu-
ropäische Länder mit Immobilienkrisen, wie zum Beispiel Spanien, Großbritannien
oder Irland, anbieten.
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IXA. Anhang
A.1. Deskriptive Statistiken für die Originaldaten
Abbildung A1: Verteilung Alter 99.
Quelle: Eigene Darstellung.
Abbildung A2: Verteilung der Haushalts-Nettoeinkommen 1999.
Quelle: Eigene Darstellung.
Abbildung A3: Verteilung der Haushalts-Nettoeinkommen 2001.
Quelle: Eigene Darstellung.
XAbbildung A4: Verteilung Alter 2003.
Quelle: Eigene Darstellung.
Abbildung A5: Verteilung der Haushalts-Nettoeinkommen 2003.
Quelle: Eigene Darstellung.
Abbildung A6: Verteilung der Haushalts-Nettoeinkommen 2005.
Quelle: Eigene Darstellung.
XIA.2. Deskriptive Statistiken für die aufbereiteten Daten
Abbildung A7: Verteilung Alter 1999 (links),
Verteilung der Haushalts-Nettoeinkommen 1999 (rechts).
Quelle: Eigene Darstellung.
Abbildung A8: Verteilung der logarithmierten
Haushalts-Nettoeinkommen 1999.
Quelle: Eigene Darstellung.
Abbildung A9: Verteilung der Haushalts-Nettoeinkommen 2001 (links),
Verteilung der logarithmierten Haushalts-Nettoeinkommen 2001 (rechts).
Quelle: Eigene Darstellung.
XIIAbbildung A10: Verteilung Alter 2003 (links),
Verteilung Haushalts-Nettoeinkommen 2003 (rechts).
Quelle: Eigene Darstellung.
Abbildung A11: Verteilung der logarithmierten
Haushalts-Nettoeinkommen 2003.
Quelle: Eigene Darstellung.
Abbildung A12: Verteilung der Haushalts-Nettoeinkommen 2005 (links),
Verteilung der logarithmierten Haushalts-Nettoeinkommen 2005 (rechts).
Quelle: Eigene Darstellung.
XIIIA.3. Resultate für die USA
Abbildung A13: Marginale Wahrscheinlichkeit für den Besitz von Wohneigentum bei
gegebenem Einkommen (Zeitraum: 1999/2001 und 2003/2005).
Quelle: Hoderlein und White (2009).
XIVA.4. Übersicht Ergebnisse Deutschland
Tabelle A1: Ergebnisübersicht Panel 1999/2001
Altersgruppe: alle Zahl der Haushalte Eﬀekt signiﬁkant?
X = +=   0 401 ja
X = +=   750 575 ja
X = +=   3:000 1.493 ja
X = alle 4.787 ja
Altersgruppe: „jung“ (25-40) Zahl der Haushalte Eﬀekt signiﬁkant?
X = +=   0 106 ja
X = +=   750 143 ja
X = +=   3:000 376 ja
X = alle 1.790 ja
Altersgruppe: „alt“ (50-70) Zahl der Haushalte Eﬀekt signiﬁkant?
X = +=   0 154 nein
X = +=   750 227 nein
X = +=   3:000 606 nein
X = alle 1.711 ja
Altersgruppe: „um Durchschnitt“ (41-55) Zahl der Haushalte Eﬀekt signiﬁkant?
X = +=   0 109 nein
X = +=   750 132 nein
X = +=   3:000 349 nein
X = alle 1.328 ja
Anmerkung: Mit „Eﬀekt signiﬁkant“ ist hier gemeint:
Die Funktion ist bei einem Signiﬁkanzniveau von 5% an mindestens einem Punkt
innerhalb des betrachteten Einkommensspektrums von null verschieden.
Quelle: Eigene Darstellung.
XVTabelle A2: Ergebnisübersicht Panel 2003/2005
Altersgruppe: alle Zahl der Haushalte Eﬀekt signiﬁkant?
X = +=   0 457 ja
X = +=   750 1.065 ja
X = +=   3:000 2.415 ja
X = alle 4.787 ja
Altersgruppe: „jung“ (25-40) Zahl der Haushalte Eﬀekt signiﬁkant?
X = +=   0 105 ja
X = +=   750 180 ja
X = +=   3:000 548 ja
X = alle 1.337 ja
Altersgruppe: „alt“ (50-70) Zahl der Haushalte Eﬀekt signiﬁkant?
X = +=   0 210 nein
X = +=   750 468 nein
X = +=   3:000 976 nein
X = alle 1.795 nein
Altersgruppe: „um Durchschnitt“ (41-55) Zahl der Haushalte Eﬀekt signiﬁkant?
X = +=   0 124 ja
X = +=   750 226 ja
X = +=   3:000 637 nein
X = alle 1.496 ja
Anmerkung: Mit „Eﬀekt signiﬁkant“ ist hier gemeint:
Die Funktion ist bei einem Signiﬁkanzniveau von 5% an mindestens einem Punkt
innerhalb des betrachteten Einkommensspektrums von null verschieden.
Quelle: Eigene Darstellung.
XVIA.5. Ergebnisse für Deutschland 1999/2001 im Detail
(a) 99/01, Alter: alle, X : +=   0. (b) 99/01, Alter: alle, X : +=   750.
(c) 99/01, Alter: alle, X : +=   3:000. (d) 99/01, Alter: alle, X : alle.
Abbildung A14: Ergebnisse 99/01, alle Altersgruppen.
Quelle: Eigene Darstellung.
(a) 99/01, Alter: 25-40, X : +=   0. (b) 99/01, Alter: 25-40, X : +=   750.
XVII(c) 99/01, Alter: 25-40, X : += 3:000. (d) 99/01, Alter: 25-40, X : alle.
Abbildung A15: Ergebnisse 99/01, Altersgruppe „jung“.
Quelle: Eigene Darstellung.
(a) 99/01, Alter: 50-70, X : +=   0. (b) 99/01, Alter: 50-70, X : +=   750.
(c) 99/01, Alter: 50-70, X : += 3:000. (d) 99/01, Alter: 50-70, X : alle.
Abbildung A16: Ergebnisse 99/01, Altersgruppe „alt“.
Quelle: Eigene Darstellung.
XVIII(a) 99/01, Alter: 41-55, X : +=   0. (b) 99/01, Alter: 41-55, X : +=   750.
(c) 99/01, Alter: 41-55, X : += 3:000. (d) 99/01, Alter: 41-55, X : alle.
Abbildung A17: Ergebnisse 99/01, Altersgruppe „um Durchschnitt“.
Quelle: Eigene Darstellung.
XIXA6: Ergebnisse für Deutschland 2003/2005 im Detail
(a) 03/05, Alter: alle, X : +=   0. (b) 03/05, Alter: alle, X : +=   750.
(c) 03/05, Alter: alle, X : +=   3:000. (d) 03/05, Alter: alle, X : alle.
Abbildung A18: Ergebnisse 03/05, alle Altersgruppen.
Quelle: Eigene Darstellung.
(a) 03/05, Alter: 25-40, X : +=   0. (b) 03/05, Alter: 25-40, X : +=   750.
XX(c) 03/05, Alter: 25-40, X : += 3:000. (d) 03/05, Alter: 25-40, X : alle.
Abbildung A19: Ergebnisse 03/05, Altersgruppe „jung“.
Quelle: Eigene Darstellung.
(a) 03/05, Alter: 50-70, X : +=   0. (b) 03/05, Alter: 50-70, X : +=   750.
(c) 03/05, Alter: 50-70, X : += 3:000. (d) 03/05, Alter: 50-70, X : alle.
Abbildung A20: Ergebnisse 03/05, Altersgruppe „alt“.
Quelle: Eigene Darstellung.
XXI(a) 03/05, Alter: 41-55, X : +=   0. (b) 03/05, Alter: 41-55, X : +=   750.
(c) 03/05, Alter: 41-55, X : += 3:000. (d) 03/05, Alter: 41-55, X : alle.
Abbildung A21: Ergebnisse 03/05, Altersgruppe „um Durchschnitt“.
Quelle: Eigene Darstellung.
XXII