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61. Постановка задачи
Сигнал xt, сообщение на выходе канала переда-
чи zt и сообщение на выходе дискретного канала





т. е. наблюдаемые процессы zt и η(tm) обладают
фиксированной памятью единичной кратности
(N=1, τ1=τ) с наличием мгновенной бесшумной
обратной связи по процессу zt.
Используемые обозначения: P{⋅} – вероятность со-
бытия; M{⋅} – математическое ожидание; N{a;b} –
плотность нормального распределения с параме-








найти функционалы h0(⋅) и g0(⋅), обеспечивающие
относительно задачи фильтрации минимальную
ошибку декодирования ∆0(t)=inf∆(t), где
∆(t)=M{[xt–x
(t,z,η)]2}  является ошибкой оценки
фильтрации x(t,z,η) процесса xt, которая соответству-
ет принятому сообщению {z0
t;η0m} при заданных h{⋅},
g{⋅}. Так как при заданных h{⋅} и g{⋅} оптимальной в
среднеквадратическом смысле оценкой фильтрации
является апостериорное среднее µ(t)=M{xt|z0t,η0m},
то ∆(t)≥M{γ(t)}, где γ(t)≥M{[xt–µ(t)]2|z0t,η0m}. Таким об-
разом, ∆0(t)=infM{γ(t)}.
2. Основные результаты
Замечание 1. Считается, что до момента τ пере-
дача шла оптимальным способом.
Теорема 1. На классе Kl={Hl;Gl} линейных функ-
ционалов
(4)
1) оптимальные кодирующие функционалы h0(⋅),
g0(⋅) имеют представления
(5)
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ОПТИМАЛЬНАЯ НЕПРЕРЫВНО-ДИСКРЕТНАЯ ПЕРЕДАЧА СИГНАЛА ПО КАНАЛАМ 




Рассматривается задача оптимальной передачи стохастических процессов по непрерывно-дискретным каналам с памятью при
наличии бесшумной обратной связи в наблюдениях. Доказываются экстремальные свойства оптимальных кодирований в смы-
сле максимизации количества информации.
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3) оптимальное декодирование µ0(t) и минималь-











µ0(tm–0)=limµ(t), ∆0(tm–0)=lim∆(t) при t≤tm.
Доказательство:
При заданных {h(⋅);g(⋅)}∈Kl на интервалах tm≤t≤tm+1








Пусть до момента tm передача шла оптимальным
способом. Тогда из (16), (17)
(18)
где
Для t<tm по неравенству Коши–Буняковского
[2] относительно M{⋅|z0t,η0m–1} получаем γ(t)γ11(τ,t)–
–γ201(τ,t)≥0. Так как
то W(tm,z)≥0. Таким образом из (18)
По неравенству Иенсена [2]
Тогда для ∆(tm)=M{γ(tm)} из (17), (19) следует
(20)
Так как M{⋅}=M{M{⋅|z0tm,η0m–1}} [2], то использо-
вание (4) в (3) дает
(21)
Из (20), (21), (12)
(22)
Использование (6) в (18) дает
0 0 1
( ) ( ) ( 0)[ ( ) ( )] .
m m m m m
t V t t V t g tγ −= ∆ − + ɶ
0 1 0
( ) ( ) ( 0)[ ( ) ( )] ( ).
m m m m m m
t V t t V t g t t











( , ) ( , ) ( 0)
( , ) ( , 0)
( , ) ( 0)
( , ) ( , 0) ( ).







g t z G t z t
G t z t
G t z t
G t z t g t







 + − +  
= +  + −   
 − +
 
+ − + ≤ 












( ) ( ) ( 0)
( , ) ( 0)
( ) ( , ) ( , 0) .





t V t t
G t z t
V t G t z t




∆ ≥ ∆ − ×
  ∆ − +
  
× + + ∆ − +  
  ∆ −   
M
0 1 0 1
{( ( , )) } [ { ( , )}] .
m m
W t z W t z
− −≥M M
0 0 1
( ) ( ) ( 0)( ( , )) .
m m m m








( , ) ( 0) ( , ) ( , 0)
2 ( , ) ( , ) ( , 0)
( , )( ( 0))
, 0,
( , )( ( , 0))
m
m m m m
m m m
m t m t m
m m
G t z t G t z t
G t z G t z t
G t z x t
z







− + − +
+ − =
 − − +  
= ≥  










( , ) ( ) ( , ) ( 0)
( , ) ( , 0)
( , ) ( , 0)
2 ( , ) ( , ) ( , 0).




W t z V t G t z t
G t z t
G t z t




= + ∆ − +
+ ∆ − +








( ) ( ) ( 0)( ( , ))
( 0) ( , 0)
( , )
( ( , 0))
( ( , )) ,















= ∆ − +
 ∆ − ∆ − −
+ × 





1 11 1 01
0 1 01
( , ) ( ) ( , ) ( 0)
( , ) ( , 0) ( , ) ( , 0)
2 ( , ) ( , ) ( , 0).
m m m m
m m m m
m m m
W t z V t G t z t
G t z t G t z t
G t z G t z t
γ
γ τ γ τ
γ τ
= + − +






( , ) { , },
( , ) {[ ( )][ ( , )] , },






t x t x t z





γ τ µ µ τ η










( ) ( 0)
( , ) ( 0)
( ),






G t z t
W t













( , ) ( 0)
( ) ( 0)
( , ) ( , 0)
( ) ( , )
( ) ( , ) ( 0) ,







G t z t
t t
G t z t
t g t z
W t G t z t









= − + × + − 
− − 
 × − − − 
 − − 
1 2
0 1 01
( ) 2 ( ) ( )
( )[ ( , ) ( ) ( , ) ( , )] ( ),
d t dt F t t








( ) ( ) ( )
( )[ ( , ) ( ) ( , ) ( , )]
[ ( ( , ) ( , ) ( ) ( , ) ( , )) ],
t
d t F t t dt
R t H t z t H t z t







× − + +
0 1 0
( ) ( )[ ( ) ( )] ( 0),
m m m m m
t V t V t g t t
−∆ = + ∆ −ɶ
0 0 0 1 2
1 0
( ) ( 0) [ ( ) ( 0)]
[ ( ) ( )] ( ),
m m m m
m m m
t t g t t
V t g t t
µ µ
η−




0 1 0( ) [2 ( ) ( ) ( )] ( ) ( )d t dt F t R t h t t Q t−∆ = − ∆ +ɶ
0 0 1 0 1 2 0( ) ( ) ( ) ( )[ ( ) ( )] ,
t
d t F t t dt R t h t t dzµ µ −= + ∆ɶ
0 0 1 2
0
3
( ) [ ( ) ( 0)]
[ ( 0)] ( ) ( );
m
m m m
t m m m
t g t t
x t dt t t
η
µ ξ
= ∆ − ×
× − − +Φ
ɶ
0 0 1 2 0
2
[ ( ) ( )] [ ( )] ( ) ,
t t t
dz h t t x t dt t dvµ= ∆ − +Φɶ
0 0
1
( , ) 0;
m
G t z =
0 0
1
0 0 0 0 0
0
0 0 0 1 2
0
( , ) 0,
( , ) ( , ) ( 0),




g t z G t z t






Управление, вычислительная техника и информатика
7
Совпадение γ0(tm) с нижней границей (22) для
∆(tm) доказывает оптимальность кодирования (6),
а (8), (11), (12) следуют в результате подстановки
(6) в (2), (15), (16) при
Прибавление и вычитание в правой части (14)
R–1(t) H1
2(t,z) γ11(τ,t) дает для tm≤t<tm–1, с учетом того,
что в момент tm используется оптимальный функцио-
нал g0(⋅), эквивалентное (14) интегральное уравнение
(23)
справедливость которого устанавливается диффе-
ренцированием по t. Так как M{⋅}=M{M{⋅|z0tm,η0m}}
[2], то использование (4) в (3) дает
(24)
По неравенству Коши–Буняковского относитель-
но M{⋅|z0t,η0m} получаем γ(t)γ11(τ,t)–γ201(τ,t)≥0. Тогда ис-
пользование неравенства Иенсена M{ϕ(ξ)}≥ϕ(M{ξ})
для выпуклой функции ϕ(ξ)=exp{ξ} в (23) приводит
с учетом (24) для ∆(t)=M{γ(t)} к неравенству
(25)
Использование (5) в (14) приводит для tm≤t<tm+1
к уравнению
(26)
Пусть ∆0(t) – правая часть (26). Тогда дифферен-
цирование ∆0(t) по приводит к уравнению (10) с
начальным условием ∆0(tm). Очевидно, что решения
(10), (26) совпадают, т. е. γ0(t)=∆0(t). Совпадение
γ0(t) с нижней границей (25) для ∆(t) доказывает оп-
тимальность кодирования (5), а (7), (9), (10) следу-
ют в результате подстановки (5) в (2), (13), (14).
Справедливость данного результата для произволь-
ного интервала времени τ≤tm≤t<tm+1 следует по ин-
дукции с учетом Замечания 1.
Замечание 2. Согласно (5), (6), в классе Kl при
ограничениях (3) в задаче фильтрации вся энергия
{h
~
(t); g~(tm)} сообщения {h
0(⋅);g0(⋅)} сосредоточена от-
носительно сигнала xt в текущий момент времени,
т. к. H1
0(t,z)=0, G1
0(tm,z)=0. Таким образом, Теорема 1
дает решение и на начальном интервале времени
[0, τ], когда память отсутствует, и Замечание 1 те-
ряет свою актуальность. Задача непрерывной пере-
дачи процесса xt вида (1) при отсутствии памяти ре-
шена в [2. Теорема 16.6].
Теорема 2. Кодирующие функционалы, опти-
мальные в классе Kl линейных функционалов (4),
являются оптимальными в общем классе K нели-
нейных функционалов.
Доказательство:
Идея доказательства заключается в следующем.
Пусть ∆0(t) – ошибка декодирования, достигаемая
на {h(⋅);g(⋅)}∈K. Так как Kl⊂K, то ∆0(t)≤∆0(t), где ∆0(t)
определена в Теореме 1. Аналогично Теореме 16.5 в
[2] доказательство проводится от противного путем
доказательства неравенства ∆0(t)≥∆0(t). Тогда про-
тиворечие исключается только при условие
∆0(t)=∆0(t).
Так как при условиях (1) p(t,x)=N{x;a(t),D(t)} [2],
то при произвольном кодировании {h(⋅);g(⋅)}∈K
Согласно [3] для tm≤t<tm+1
(27)
где
Есть условное информационное количество
Фишера [4]. Так как
то
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Таким образом,
и с использованием неравенства Фишера
M{J[xt]}≥∆–1(t) [4] из (27) следует
(28)
Пусть передача проходила в соответствии с коди-
рованием {h0(⋅);g0(⋅)} вида (5), (6). Так как в этом слу-
чае pt(x)=N{x;µ0(t),∆0(t)}, то из (27) с учетом [3], (5), (6)
(29)
Так как [∆–1–D–1]=[∆–1–(∆0)–1]+[(∆0)–1–D–1(σ)],
то при передаче на интервале t∈[0,tm] в соответ-
ствии с кодированием (5), (6), из (28), (29) следует
(30)
Так как, согласно [1, 2] (неравенство Ихары),
(31)
то из (29), (31)
(32)
Так как Kl⊂K, то ∆0(t)≤∆0(t), т. е. ∆0–1(t)≥(∆0(tm))–1.
Из [3] при p(t,x)=N{x,a(t),D(t)}, pt(x)=N{x,µ0(t),∆0(t)}
следует It
0[⋅]=(1/2) ln[D(t)/∆(t)]. Таким образом,
(32) при ∆(t)=∆0(t) приводит к требуемому проти-
воречию ∆0(t)≥∆0(t). Завершается доказательство
теоремы выводом противоречивого неравенства
∆0(tm)≥∆0(tm) в предположении, что на интервале
t∈[0,tm) передача происходила в соответствии с ко-
дированием {h0(⋅);g0(⋅)} вида (5), (6). Из (31) с уче-






{h(⋅);g(⋅)}={h0(⋅);g0(⋅)}, то I 0tm–0[⋅]=(1/2)ln[D(tm)/∆
0(tm–0)]
и, таким образом, ∆(tm)≥∆0(tm–0)exp{–2∆Itm[⋅]}. Умно-
жение слева и справа последнего неравенства на
V(tm)[V(tm)+g
~(tm)]
–1 дает с учетом (12)
(33)
Из [3] с использованием неравенства Иенсена и
учетом того, что exp{–y}≤(1–y)–1, ln{y}≤y–1 следует
(34)
Использование (34) в (33) приводит при
∆(tm)=∆0(tm) к требуемому противоречию ∆0(tm)≥∆0(tm).
Справедливость доказанного результата для произ-
вольного интервала τ≤tm≤t≤tm+1 следует по индук-
ции с учетом Замечания 2.




ство информации, достигаемое на кодирующих
функционалах (5), (6). Тогда имеет место свойство
(35)





Из (27) с учетом [3] для τ≤ti≤tm≤t следует
(37)
где J[xσ] – упомянутое выше условное информа-
ционное количество Фишера. Использование (28),
(30), (34) в (37) дает, что It[xt;z0
t,η0m]≤It0[⋅], где It0[⋅]
определяется правой частью формулы (36). Ис-
пользование [3], (5), (6), (12), (16) в (37) дает, что
верхняя граница It
0[⋅] для It [⋅] достигается на коди-
рующих функционалах h0(⋅) и g0(⋅) вида (5), (6).
Следовательно (35) доказано для τ≤tm≤t. Справед-
ливость результата и для начального интервала
времени [0,τ] следует с учетом Замечания 2.
Заключение
Полученные результаты могут быть использова-
ны для анализа пропускной способности каналов
в задаче оптимальной передачи сигналов, и в част-
ности непрерывно-дискретных сигналов, реализа-
циями которых являются случайные процессы.
Работа выполнена при поддержке ФЦП «Научные и науч-
но-педагогические кадры инновационной России» на
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1. Постановка задачи
Сигнал xt, сообщение на выходе канала переда-
чи zt и сообщение на выходе дискретного канала





0≤t0<τ≤tm≤t, т. е. в отличие от [1] в данной работе
рассматривается случай непрерывно-дискретной
передачи с запаздыванием, когда в непрерывном
и дискретном каналах передаются прошлые значе-
ния xτ процесса xt при наличии мгновенной бес-
шумной обратной связи по процессу zt.
Используемые обозначения: P{⋅}   – вероятность
события; M{⋅} – математическое ожидание; N{a;b}
– плотность нормального распределения с параме-








найти функционалы h0{⋅} и g0{⋅}, обеспечивающие
относительно задачи фильтрации минимальную
ошибку декодирования ∆0(t)=inf∆(t), где
∆(t)=M{[xt–x
(t,z,η)]2} является ошибкой оценки
фильтрации x(t,z,η)  процесса xt, которая соответству-
ет принятому сообщению {z0
t; η0m} при заданных h{⋅},
g{⋅}. Так как при заданных h{⋅} и g{⋅} оптимальной
в среднеквадратическом смысле оценкой фильтра-
ции является апостериорное среднее µ(t)=M{xt|z0t,η0m}
[2], то ∆(t)≥M{γ(t)}, где γ(t)≥M{[xt–µ(t)]2|z0t,η0m}. Таким
образом, ∆0(t)=infM{γ(t)}.
2. Основные результаты
Замечание 1. Очевидно, что до момента τ, где
0≤t0<τ≤tm≤t, мы имеем h(⋅)=h(t,xt,z), g(⋅)=h(tm,xtm,z),
т. е. передаются текущие значения процесса xt,
справедливо Замечание 2 из [1]. Считаем, что при
τ<t передача шла оптимальным способом согласно
этому Замечанию.
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ОПТИМАЛЬНАЯ НЕПРЕРЫВНО-ДИСКРЕТНАЯ ПЕРЕДАЧА СИГНАЛА 




Рассматривается задача оптимальной передачи стохастических процессов по непрерывно-дискретным каналам с запаздывани-
ем. Доказываются экстремальные свойства оптимальных кодирований в смысле максимизации количества информации.
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