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Abstract
Over 80% of human cancers originate from the epithelium, which covers the outer
and inner surfaces of organs and blood vessels. In stratified epithelium, the bottom
layers are occupied by stem and stem-like cells that continually divide and replenish the
upper layers. In this work, we study the spread of premalignant mutant clones and cancer
initiation in stratified epithelium using the biased voter model on stacked two-dimensional
lattices. Our main result is an estimate of the propagation speed of a premalignant mutant
clone, which is asymptotically precise in the cancer-relevant weak-selection limit. We use
our main result to study cancer initiation under a two-step mutational model of cancer,
which includes computing the distributions of the time of cancer initiation and the size of
the premalignant clone giving rise to cancer. Our work quantifies the effect of epithelial
tissue thickness on the process of carcinogenesis, thereby contributing to an emerging
understanding of the spatial evolutionary dynamics of cancer.
Keywords: Spatial cancer models, evolutionary dynamics, field cancerization, biased voter
model, branching coalescing random walks.
MSC classification: 60G50, 60J27, 60K35, 92B05, 92C50, 92D25.
1 Introduction
According to the widely held multi-stage model of cancer, cancer arises due to the accumu-
lation of genetic mutations that culminate in malignant cells characterized by uncontrolled
proliferation [1, 2, 3, 4]. Under the multi-stage model, the early mutations can each afford
a small selective advantage that allows premalignant cells to expand into clones or “fields”
that are further along the evolutionary pathway to cancer than normal cells and thus pre-
disposed to becoming cancerous [5]. This notion that cancer initiation is preceded by the
spread of premalignant fields, referred to as “field cancerization” or “the cancer field effect”,
has important clinical implications, since tumors surrounded by premalignant patches are at
increased risk of recurrence following cancer treatment [6, 7]. These premalignant fields often
appear histologically normal, making them difficult to distinguish from healthy tissue. This
suggests that a mathematical understanding of the spatial evolutionary dynamics of can-
cer initiation can yield valuable insights into treatment decision-making, including optimal
surgical excision margins and post-treatment surveillance protocols.
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Figure 1: (a) In the stratified squamous epithelium of the esophagus, a basal layer of stem
cells and 2-3 layers of proliferative basaloid cells form the basal zone, which continually
replenishes the upper layers with differentiated cells. Recreated and adapted from Figure
8.28 of [8]. (b) Normal stratified squamous epithelium of the esophagus with a tightly-
packed basal layer and a few additional layers of basaloid cells that comprise less than 30%
of total epithelial thickness. Figure 4.6 on page 78 of [9].
Over 80% of human cancers originate from the epithelium, which lines the outer and inner
surfaces of most organs and blood vessels [10]. Simple epithelium consists of a single layer
of proliferating cells, whereas in stratified epithelium, stem and stem-like cells proliferate
along the bottom layers and continually replenish the upper layers with differentiated cells
that lose their ability to proliferate. For example, in the stratified squamous epithelium of
the esophagus, a basal layer of stem cells and 2-3 layers of proliferative basaloid cells form
the basal zone, which accounts for less than 30% of total epithelial thickness. As cells move
upward, they become terminally differentiated keratinocytes with small nuclei that flatten
out and eventually get shed at the top layer (Fig. 1) [9, 11]. Since the accumulation and
spread of mutations is driven by the proliferating basal and basaloid cells, the basal zone is
the appropriate setting to study the process of carcinogenesis in stratified epithelium.
In this work, we study the spread of premalignant mutant fields in epithelial basal zones,
and we examine the effect of the basal zone geometry on cancer initiation and field cancer-
ization. Our main result determines the propagation speed of a premalignant mutant clone
as a function of a small mutant selective advantage and the number of layers in the basal
zone, which enables comparison of cancer evolution between different types of epithelial can-
cer. We employ a spatially explicit model of cell division and replacement, where cells live
on a set of stacked two-dimensional integer lattices, representing a multilayered basal zone.
The model dynamics are as follows: Cells of two types, normal and mutant, are arranged
on the stacked lattices, with mutant cells dividing more frequently than normal cells. Upon
cell division, one daughter cell stays put, and the other replaces a neighboring cell chosen
uniformly at random. This model was originally suggested by Williams & Bjerknes [12] in the
context of a single two-dimensional epithelial basal layer, and it arose independently within
the field of interacting particle systems as the biased voter model. Bramson and Griffeath
[13, 14] showed in 1980-1981 that under this model, an advantageous mutant clone eventually
assumes a convex, symmetric shape whose diameter grows linearly in time. The Bramson-
Griffeath shape theorem extends naturally to our stacked-lattice setting, and it plays a key
role in the derivation of our main result.
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Once we have determined how premalignant mutants spread in basal zones, we consider
the implications of our result for cancer initiation. The process of carcinogenesis under the
multi-step model of cancer has already been well-studied in the non-spatial, homogeneously
mixed setting (see e.g. Nowak [15] and Wodarz and Komarova [16]). In the spatial setting,
Komarova [17] has analyzed the time of cancer initiation on a one-dimensional lattice under a
two-step model of cancer, assuming a neutral or deleterious first-step mutation. Durrett and
Moseley [18] extended Komarova’s work to two and three dimensions assuming a neutral first
step. Durrett, Foo and Leder [19] considered the case of a small selective advantage (weak
selection), and they derived the distribution of the time of cancer initiation under a two-step
model of cancer for certain parameter regimes. Foo, Leder and Schweinsberg obtained more
complete results in [20], where they also studied cancer initiation under a general k-step
model in certain regimes. In [21], Foo, Leder and Ryser studied field cancerization under
a two-step model, which included computing size-distributions of premalignant fields at the
time of cancer initiation. With our main result of premalignant cell propagation in hand,
we will adapt analysis from [19] and [21] to gain insights into how cancer initiation and field
cancerization is affected by the specific geometric setting of a multilayered basal zone.
The rest of the paper is organized as follows. In Section 2, we propose a model of the
spread of premalignant mutant fields along epithelial basal zones and state our main result of
their long-run propagation speed. In Section 3, we present an outline of the proof of the main
result, in which we exploit a duality between the biased voter model and a system of branching
coalescing random walks. We use coupling to set up an approximation scheme, based on a
pruning procedure of Durrett and Za¨hle [22], which culminates in simple, coalescence-free,
branching random walks that are more readily analyzed. We state ten technical lemmas,
most important of which are Lemmas 7 and 10 that provide lower and upper bounds for the
propagation speed of a premalignant mutant clone. In Section 4, we show how our main
result follows from these two lemmas, and in Section 5, we discuss the implications of our
main result for cancer initiation and field cancerization in multilayered epithelial basal zones.
Finally, in Section 6, we present proofs of the ten lemmas.
Notation. In our exposition, we make use of the following asymptotic notation:
f(x) = o(g(x)) and g(x) = ω(f(x)) if f(x)/g(x)→ 0 as x→ 0.
f(x) = O(g(x)) and g(x) = Ω(f(x)) if lim supx→0 |f(x)/g(x)| < +∞.
f(x) = Θ(g(x)) if f(x) = O(g(x)) and f(x) = Ω(g(x)).
f(x) ∼ g(x) if f(x)/g(x)→ 1 as x→ 0.
2 Model of spread of premalignant fields and main result
Let Zw := Z mod w denote the additive group of integers modulo w ≥ 1. We represent an
epithelial basal zone as the set Z2 × Zw of w layers of two-dimensional integer lattices, with
a periodic boundary condition along the third dimension. For each site x ∈ Z2 × Zw, we
define its neighborhood as N (x) := {x ± ei : i = 1, 2, 3}, where ei is the i-th unit vector,
and addition along the third dimension is carried out modulo w. To model the spread of
premalignant fields, we define the biased voter model on Z2 × Zw as follows: Each site in
Z2 × Zw is occupied by either a type-0 cell, representing a normal cell, or a type-1 cell,
representing a premalignant mutant cell. Type-1 cells have fitness advantage β > 0 over
3
Figure 2: (a) Model dynamics for the w = 3 case (basal zone consists of three layers).
When the black cell divides, one daughter cell stays put, and the other replaces one of six
neighboring cells chosen uniformly at random. A cell on the top (resp. bottom) layer can
replace a cell on the same layer, the layer immediately below (resp. above) or on the bottom
(resp. top) layer. (b) Simulation of the model for w = 3 and β = 0.1, stopped at 50,000
cells. By the Bramson-Griffeath shape theorem (2), the premalignant population eventually
takes on a convex, symmetric shape, and representative simulations suggest that this limiting
shape is a set of stacked two-dimensional disks.
type-0 cells, meaning that type-1 cells divide at exponential rate 1 + β, while type-0 cells
divide at rate 1. Upon cell division at site x ∈ Z2 × Zw, one daughter cell stays put, while
the other daughter cell replaces a neighboring cell at a site y ∈ N (x) chosen uniformly at
random (Fig. 2a). We will assume that the fitness advantage β is small. In [23], for example,
Bozic et al. show that data on multiple cancer types (glioblastoma, pancreatic cancer and
colon cancer) is consistent with an average selective advantage of β = 0.004 per mutational
step. They further argue that this estimate should be more broadly relevant across cancer
types, given the considerable overlap of pathways through which the selective mutations act.
A few comments are in order on the biological significance of our modeling assumptions.
First, we allow cells on the top layer of Z2 × Zw to replace cells in the bottom layer, and
vice versa (Fig. 2a). This assumption simplifies the analysis, as it means that the top and
bottom layers have the same neighborhood structure as the intermediate layers, but it is not
biologically realistic. In Appendix A, we use simulation to show that this assumption does
not significantly affect our main result when β is small. Secondly, our model dynamics are
driven by cell division, with cell division preceding cell death, and we assume that type-0
and type-1 cells are equally likely to be replaced by a dividing cell. For small β, we expect
that the exact dynamics of cell division and cell death are not important, and we plan to
discuss this in future work. Finally, we assume that cells are arranged on the lattice Z2×Zw
throughout, whereas in real tissue, the underlying lattice may be different, and its structure
may change as the premalignancy progresses. As with any model of biological or physical
phenomena, our model is simplified and not intended to capture the full complexity of the
system. Importantly, the model is parametrized by (i) the fitness advantage β of mutant
cells, and (ii) the tissue thickness w ≥ 1, which allows us to gain mathematical insights into
how cancer evolution is affected by these two characteristics.
Let ξAt denote the set of sites in Z2×Zw occupied by type-1 cells at time t, given the initial
condition ξA0 = A with A ⊆ Z2 × Zw. Our baseline assumption is that the system starts out
with a single type-1 cell at the origin, i.e. A = {0}. The discrete-time jump process embedded
in (|ξ0t |)t≥0, with | · | denoting cardinality, is a simple, biased random walk on the nonnegative
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integers that moves up with probability (1 +β)/(2 +β) and down with probability 1/(2 +β).
It follows by the gambler’s ruin formula that a type-1 mutant started at the origin expands
into a successful type-1 clone with probability
P(τ0∅ =∞) = β/(1 + β), (1)
where τ0∅ = τ
0
∅(β) := inf{t ≥ 0 : ξ0t = ∅} and inf ∅ = +∞. If the mutant is successful, a
straightforward extension of the Bramson-Griffeath shape theorem to Z2×Zw shows that the
mutant clone eventually assumes a convex, symmetric shape whose diameter grows linearly
in time [13, 14]. More precisely, for any ε > 0,
P
(∃t∗ <∞ : (1− ε)tD ∩ (Z2 × Zw) ⊆ ξ0t ⊆ (1 + ε)tD, t ≥ t∗ | τ0∅ =∞) = 1, (2)
where D = D(β) is a convex and symmetric set, defined in [14] as a unit ball under a norm
induced by ξ0t . The exact nature of D is unknown, but representative simulations suggest
that on Z2 × Zw, it becomes a set of stacked two-dimensional disks (Fig. 2b).
To determine the rate of expansion of the mutant clone ξ0t in (2), we denote the radius of
D = D(β) by cw(β), and define it in terms of the projection of D onto the x-axis as
{x ∈ R : (x, y, z) ∈ D} =: [−cw(β), cw(β)] e1, (3)
where e1 = (1, 0, 0). We further define
pw :=

1, w = 1,
4/5, w = 2,
2/3, w > 2,
(4)
as the probability that a cell giving birth on Z2×Zw replaces a cell occupying the same layer.
The difference between the w = 2 and w > 2 cases lies in the fact that for w = 2, any cell
has five neighbors, while for w > 2, any cell has six neighbors.
Our main result determines cw(β) as a function of a small selective advantage β > 0 and
tissue thickness w ≥ 1. Intuitively, it is clear that cw(β)→ 0 as β → 0. In order to determine
cw(β) for small β, we compute its rate of decrease as β → 0.
Theorem 1. Let cw(β) be the radius of the asymptotic shape D = D(β) of (ξ
0
t )t≥0, condi-
tioned on the event that it does not die out, as defined by (2) and (3). Then, as β → 0,
cw(β) ∼ pw
√
piwβ
/√
log(1/β) = aw
/√
h(β),
where pw is defined as in (4), aw := pw
√
piw and h(β) := 1/β · log(1/β).
For the w = 1 case, our result is in agreement with Theorem 1 of [19]. We note that if
ξ0t , conditioned on {τ0∅ =∞}, is a set of stacked disks with radius cw(β)t at time t, the total
area across all w layers is (cw(β))
2t2piw (Fig. 3a). Thus, given N sufficiently large, the time
it takes for the type-1 population to reach size N is approximately
tw(N) = (pwpiw)
−1h(β)1/2N1/2. (5)
This implies that going from w = 1 layer to w ≥ 2 layers accelerates population growth by
pww. For example, population growth is twice as fast for w = 3 layers as for w = 1 layer, and
over three times as fast for w = 5 layers (Fig. 3b). In Section 5, we discuss the implications
of these results for cancer initiation and field cancerization in stratified epithelium under a
two-step mutational model of cancer.
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Figure 3: (a) For sufficiently large t, the population size of ξ0t at time t is approximately
(cw(β))
2t2piw, where cw(β) is the radius of the asymptotic shape D = D(β). (b) The ratio
cw(β)/c1(β) shows how the radius of the asymptotic shape of ξ
0
t changes with increasing w,
and the ratio t1(N)/tw(N), with tw(N) defined as in (5), shows how much more quickly the
population reaches a given size N as w increases. The latter ratio grows according to pww.
3 Outline of proof of main result
3.1 Duality
The biased voter model (ξAt )t≥0 admits a simple graphical construction, which allows us to
define the entire system {(ξAt )t≥0 : A ⊆ Z2 × Zw} on a common probability space, using a
countable family of Poisson processes. For a detailed description of this construction, see
e.g. Section 2 of [24] or Section 3 of [25]. By tracing the ancestry of particles in ξAt backwards
in time, the biased voter model gives rise to a system of branching coalescing random walks
(ζ˜Bt )t≥0 on Z2 × Zw which satisfy the duality relation
P(ξAt ∩B 6= ∅) = P(ζ˜Bt ∩A 6= ∅), A,B ⊆ Z2 × Zw. (6)
The process ζ˜Bt can be described as follows: Each particle performs a simple, symmetric
random walk (SSRW) on Z2 × Zw with jump rate 1, i.e. each particle jumps to a randomly
chosen neighboring site at rate 1. Furthermore, each particle gives birth to a new particle at
rate β, with the parent particle staying put and the daughter particle placed at a randomly
chosen neighboring site. Any time two particles meet, they coalesce into a single particle.
The following elementary properties of ξAt and ζ˜
B
t are easily verified:
• Additivity: For each A,B ⊆ Z2 × Zw and t ≥ 0,
ξA∪Bt = ξ
A
t ∪ ξBt and ζ˜A∪Bt = ζ˜At ∪ ζ˜Bt . (7)
• Monotonicity: For A ⊆ B and t ≥ 0,
ξAt ⊆ ξBt and ζ˜At ⊆ ζ˜Bt . (8)
• Translation invariance: For each A ⊆ Z2 × Zw and x ∈ Z2 × Zw,
(ξAt )t≥0
d
= (x+ ξA−xt )t≥0 and (ζ˜
A
t )t≥0
d
= (x+ ζ˜A−xt )t≥0. (9)
• Symmetry: For each A,B ⊆ Z2 × Zw:
(ξAt )t≥0
d
= (−ξ−At )t≥0 and (ζ˜At )t≥0 d= (−ζ˜−At )t≥0. (10)
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Due to (6), we can use the dual process ζ˜t to study the propagation speed of the biased
voter model ξt. Direct analysis of ζ˜t is complicated by its coalescing nature. However, it
turns out that when β is small, most coalescence events in ζ˜t will be between parent and
daughter shortly after the daughter’s birth, which simplifies the analysis. Before elucidating
this property further, we need to establish some fundamental properties of the dual process.
3.2 Fundamental properties of dual process
We begin our analysis of the dual process ζ˜t by determining the long-run position of individual
particles. In the following lemma, we extend the local central limit theorem (LCLT) on Z2
to the multilayered setting Z2×Zw. Since our argument applies to Zd×Zw for any d ≥ 1, we
state and prove the result for the general case. The proof is simple and proceeds as follows:
First, we decompose the SSRW on Zd × Zw into walks on Zd and Zw, respectively, and use
large deviations estimates to bound the number of steps in each direction. We then apply the
LCLT on Zd to determine the asymptotic behavior of the Zd-walk (Theorem 2.1.3 of [26]),
and a mixing result for finite Markov chains to analyze the Zw-walk (Proposition 15 of [27]).
Lemma 1 (Local Central Limit Theorem on Zd×Zw). Let (Zt)t≥0 be the SSRW on Zd×Zw,
d ≥ 1, with jump rate α. Then
limt→∞ (αt)d/2 P(Zt = x) = 1/w ·
(
d/(2pipw,d)
)d/2
, x ∈ Zd × Zw,
where pw,d is the probability that the random walk takes a step in the Zd-direction,
pw,d :=
{
2d/(2d+ 1), w = 2,
d/(d+ 1), w > 2.
(Note that pw,2 = pw as defined in (4).)
Proof. Section 6.1.
Whenever a new particle is born into the dual process ζ˜t, the parent and daughter perform
independent SSRW’s Z1t and Z
2
t on Z2 × Zw with jump rate 1, started at neighboring sites.
We next determine the asymptotic tail of T0, the time at which Z
1
t and Z
2
t first meet, which
is also the time of first visit to the origin of the SSRW Z¯t := Z
1
t − Z2t with jump rate 2.
Due to the recurrence of the SSRW in two dimensions, the two walks are guaranteed to meet
in finite time, and in the following lemma, we compute the rate of decrease of P(T0 > t) as
t → ∞. The proof combines a classic result of Dvoretzky and Erdo¨s for the SSRW on Z2
(expression (2.15) in [28]) with the LCLT on Z2 × Zw as stated in Lemma 1 above.
Lemma 2 (Asymptotic tail of T0). Let (Zt)t≥0 be the SSRW on Z2 × Zw with jump rate α,
started at a randomly chosen neighbor of the origin. Set T0 := inf{t ≥ 0 : Zt = 0} and define
µw := pwpiw =
{
4piw/5, w = 2,
2piw/3, w > 2,
where pw is the probability given by (4). Then
P(T0 > t) ∼ µw/ log t, t→∞.
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Proof. Section 6.2.
Recall that each particle in ζ˜t gives birth to a new particle at rate β, so the mean time
between births along a particular lineage is 1/β. Set
τ(β) := 1/β · 1/
√
log(1/β). (11)
By Lemma 2, a new particle avoids coalescence with its parent particle during the first τ(β)
time units of its existence with probability
P(T0 > τ(β)) ∼ µw/ log(1/β), β → 0.
Thus, most particles coalesce with their parents before time τ(β), and since τ(β) = o(1/β),
they are unlikely to produce their own offspring before coalescing. Ignoring such particles
should simplify the process considerably without affecting its long-run growth. This is the
basic idea of a pruning procedure suggested by Durrett and Za¨hle [22], which we use to set
up an approximation scheme to prove our main result (see Sections 3.4 and 3.5 below). The
specific form of τ(β) in (11) ensures not only that inconsequential particles are ignored, but
also that new particles that do avoid coalescence up until time τ(β) are neither too far away
from nor too close to their parent particles at that time.
It turns out that a separate approximation scheme is required for establishing an upper
bound and a lower bound on the propagation speed of ζ˜t. Before describing the scheme in
detail, we discuss it at a high level and provide some intuition for our main result.
3.3 Overview of approximation scheme and intuition for main result
Since particles in ζ˜t branch at rate β, branching events become less and less frequent as β → 0,
and most events produce particles that coalesce with their parent particles shortly after birth.
If we “reject” branching events where new particles are lost to coalescence quickly, the rate
of “accepted” events along a particular lineage is asymptotically of order
β · µw/ log(1/β) = µw/h(β), β → 0,
where h(β) := 1/β · log(1/β). Assume for the moment that particles in ζ˜t are sufficiently
spread out that we can ignore other coalescence events. We then obtain a branching random
walk with branching rate µw/h(β) and average number of particles exp
(
µw/h(β) · t) alive at
time t. If we project onto the x-axis, each particle performs a SSRW on Z with jump rate
pw/2, where pw is defined as in (4). For large t, its position has approximate distribution
1/(
√
pwpi t) · exp
(−|x|2/(pwt)), x ∈ Z,
and the particle intensity (average number of particles) at x ∈ Z is approximately
1/(
√
pwpi t) · exp
(
µw/h(β) · t− |x|2/(pwt)
)
.
If we set |x| = ct for c > 0, this quantity is nonzero in the t → ∞ limit as long as c2 <
pwµw/h(β) i.e. c < aw/
√
h(β), since aw = pw
√
piw =
√
pwµw. This suggests a long-run
expansion rate of aw/
√
h(β) per unit time, which is our main result.
To make this argument rigorous, we need to show that for small β, the dual process ζ˜t
sufficiently resembles a branching random walk (BRW) with branching rate µw/h(β). Since
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ξt Biased voter model Section 2
Type-0 particles divide at rate 1, type-1 at rate 1 + β.
A neighbor selected uniformly at random is replaced.
ζ˜t Dual process Section 3.1
Branching coalescing random walk (BCRW).
Particles jump at rate 1, branch at rate β.
φ¯t Unaltered BRW Section 3.4.1
Branching random walk (BRW) obtained by
ignoring all coalescence events in ζ˜t.
φ˚t
Pruned BRW,
Section 3.4.1
BRW obtained by ignoring new particles in φ¯t
upper bound that coincide quickly with their parent particles.
φt
Simple BRW,
Section 3.4.4
BRW obtained by modifying particle paths in φ˚t
upper bound to uncondition movement at branching events.
ζˆt
Pruned dual,
Section 3.5.1
BCRW obtained by ignoring new particles
lower bound that coalesce quickly with any particle in ζˆt.
ψ˚t
Pruned BRW,
Section 3.5.2
BRW obtained by ignoring new particles in φ¯t
lower bound that coincide quickly with their parent particles.
ψt
Simple BRW,
Section 3.5.3
BRW obtained by modifying particle paths in ψ˚t
lower bound to uncondition movement at branching events.
Table 1: List of the particle processes used in the proofs of Lemmas 3 to 10.
the time between branching events is of order h(β) → ∞ as β → 0, and in this time,
fluctuations in the movement of individual particles are of order
√
h(β), it makes sense to
speed up time by h(β) and reduce space by
√
h(β). We therefore introduce the scaled process
ζ˜βt := h(β)
−1/2 · ζ˜h(β)t, (12)
and our goal is to show that for small β, this process sufficiently resembles a BRW with
branching rate µw. For the upper bound case, the main work resides in identifying which
branching events to accept, and analyzing parent-daughter interactions under the accepted
events. For the lower bound case, we can only approximate ζ˜βt with a branching random
walk on finite time intervals. We therefore discretize time and space and apply a percolation
argument to obtain the long-run propagation speed.
3.4 Upper bound argument
For the upper bound case, we couple the dual process ζ˜t with a pruned branching random
walk φ˚t, which we in turn couple with a simpler BRW φt. We then analyze the propagation
speed of φt to obtain an upper bound on the propagation speed of ζ˜t. For reference, we list
the processes used in the proof our main theorem along with a short description in Table 1.
3.4.1 Definition of pruned BRW φ˚t
Consider the branching random walk φ¯t obtained from ignoring all coalescence events in the
dual process ζ˜t. In other words, particles in φ¯t jump at rate 1 and branch at rate β, and
whenever two particles meet, both are retained. One particle follows the path of the coalesced
particle in the dual process, and the other performs a new SSRW on Z2 × Zw independently
of all other particles. By construction, each particle path in ζ˜t also appears in φ¯t, but φ¯t
contains additional paths. Since φ¯t allows multiple particles to occupy the same site, it should
9
Figure 4: Categorization of branching events in the unaltered BRW φ¯t and definition of
the pruned process φ˚t. (a) If a new particle in φ¯t coincides quickly with its parent, it is not
introduced to φ˚t. (b) If the new particle produces its own offspring quickly, it gets introduced
to φ˚t at that time and location. (c) If the new particle neither coincides with its parent nor
has its own offspring too quickly, it gets introduced to φ˚t at time τ(β) after birth at the
location it then occupies.
be viewed as a sequence of sites in Z2×Zw (as opposed to a subset of Z2×Zw). We will call
φ¯t the unaltered BRW to distinguish it from the pruned BRW φ˚t, which we define now.
For a given branching event in φ¯t, let T0 be the time at which the new particle first
coincides with its parent, and let S be the time at which the new particle first produces its
own offspring. Recall that S is exponentially distributed with mean 1/β, and it is independent
of T0. We categorize the branching events in φ¯t as follows:
• Type-0: T0 ≤ min{S, τ(β)}: The new particle quickly coincides with its parent.
• Type-1: S ≤ min{T0, τ(β)}. The new particle quickly produces its own offspring.
• Type-2: τ(β) ≤ min{S, T0}: The new particle neither coincides with its parent nor
produces its own offspring before time τ(β).
We refer to [0, T0], [0, S] and [0, τ(β)], respectively, as the decision period for each type of
event. The pruned BRW φ˚t is defined as follows (Fig. 4):
• A new particle born through a type-0 branching event in φ¯t is ignored.
• A new particle born through a type-1 event is introduced to φ˚t at time S after birth in
φ¯t, at the location it then occupies. Its offspring is viewed as a new branching event in
φ¯t and is evaluated according to the same rules as outlined here.
• A new particle born through a type-2 event is introduced to φ˚t at time τ(β) after birth
in φ¯t, at the location it then occupies.
Once a new particle is introduced to φ˚t, it follows the same path as in φ¯t. Let φ˚
(k)
t for
k = 0, 1, 2 be the subprocess of φ¯t containing offsprings of particles in φ˚t that have just been
born through a type-k branching event and whose decision period has not yet passed. Then
ζ˜t ⊆ φ˚t ∪ φ˚(0)t ∪ φ˚(1)t ∪ φ˚(2)t , (13)
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i.e. φ˚t upper bounds the dual process ζ˜t if we add newborn particles whose fate has not been
decided yet. Expression (13) allows us to relate the propagation speed of ζ˜t to that of φ˚t.
Before doing so, we need more information on the branching dynamics of φ¯t and φ˚t.
3.4.2 Branching in φ¯t and φ˚t
In the following lemma, we show that in the β → 0 regime, almost all branching events of the
unaltered BRW φ¯t are type-0. In other words, only a small proportion of branching events
is accepted to produce the pruned BRW φ˚t. We also show that type-2 branching events are
much more frequent than type-1 events for small β, meaning that most particles introduced
to φ˚t neither coincide with their parent nor produce their own offspring by time τ(β). We
finally produce moment bounds on the distance traveled by a new particle during its decision
period, as well the separation between parent and daughter throughout the decision period.
Lemma 3. Let (Z1t )t≥0 and (Z2t )t≥0 be independent SSRW’s on Z2 × Zw with jump rate α,
started at 0 and a nearest neighbor of 0. Set T0 := inf{t ≥ 0 : Z1t = Z2t }, and let S be an
exponential random variable with mean 1/β, independent of (Z1t )t≥0 and (Z2t )t≥0. Then
(1) α0(β) := P(T0 ≤ min{S, τ(β)})→ 1 as β → 0.
(2) α1(β) := P(S ≤ min{T0, τ(β)}) = Θ
(
1/(log(1/β))3/2
)
as β → 0,
(3) α2(β) := P(τ(β) ≤ min{S, T0}) ∼ µw/ log(1/β) as β → 0,
Furthermore, there exists C > 0 so that for sufficiently small β,
(4) E
[
supt≤τ(β) |Z1t |j
∣∣T0 ≤ min{S, τ(β)}] ≤ Cjj!(τ(β))j/2, j ≥ 1,
(5) E
[
supt≤τ(β) |Z1t |j
∣∣S ≤ min{T0, τ(β)}] ≤ Cjj!(log(1/β))1/2(τ(β))j/2, j ≥ 1,
(6) E
[
supt≤τ(β) |Z1t |j
∣∣ τ(β) ≤ min{S, T0}] ≤ Cjj!(log(1/β))1/2(τ(β))j/2, j ≥ 1.
Each of (4)-(6) continues to hold if Z1t is replaced by Z
2
t or Z¯t = Z
1
t − Z2t .
Proof. Section 6.3.
3.4.3 From dual ζ˜t to pruned BRW φ˚t
Using (13) and Lemma 3, we can obtain the following relationship between the propagation
speed of the dual process ζ˜t and the pruned BRW φ˚t (Lemma 4). By (13), φ˚t upper bounds ζ˜t
if we add newborn particles whose fate has not been decided yet. By (4)-(6) in Lemma 3, these
newborn particles will not be too far from their parent particles in φ˚t, so adding them should
not materially affect the propagation speed of φ˚t. As motivated in Section 3.3, we perform
our analysis using the scaled processes ζ˜βt := h(β)
−1/2ζ˜h(β)t and φ˚
β
t := h(β)
−1/2φ˚h(β)t.
Lemma 4. Fix a > 0 and 0 < ρ < 1, and define Ar := [r,∞)× R2. Then, for any t0 > 0,
P
(
ζ˜β,0t ∩Ab+at 6= ∅
) ≤ 4P(φ˚β,0t ∩Ab+ρat 6= ∅)+ o(1), t ≥ t0, b ∈ R,
where o(1)→ 0 as β → 0.
Proof. Section 6.4.
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Figure 5: The simple BRW φt is obtained from the pruned BRW φ˚t by making modifications
to the paths followed by parent and daughter at each branching event of φ˚t. In the figure, we
show the procedure for a type-1 branching event. Two new independent SSRW’s are started
at the parent’s location at the beginning of the decision period, which replace the paths of
parent and daughter during the decision period. From the end of the decision period onward,
the paths followed by parent and daughter in φ˚t are shifted to meet the two new walks.
3.4.4 Definition of simple BRW φt
At each accepted branching event of the pruned BRW φ˚t (type-1 or type-2), the new particle
is introduced with a time delay, and the location at which it is introduced is conditioned on
it not coinciding too quickly with its parent. The parent’s path during the decision period
is likewise influenced by this conditioning. We next couple φ˚t with a simpler BRW φt where
we modify particle paths as follows:
• At each accepted branching event of φ˚t, we start two independent SSRW’s at the
parent’s location that we run through the end of the decision period. From that point
onward, the two walks make the same transitions as parent and daughter, respectively,
make in φ˚t. In the simple BRW φt, the two new walks replace the paths followed
by parent and daughter in φ˚t from the beginning of the decision period onward. An
illustration of this procedure is shown in Figure 5, and a more formal mathematical
description can be found in the proof of Lemma 5 below (Section 6.5).
With these modifications, both parent and daughter follow independent, unconditioned paths
at each branching event of φt. We must make further modifications, however, since the path
followed by the parent at a type-0 branching event in φ˚t, in which case the daughter is not
introduced to φ˚t, is conditioned on coinciding quickly with the daughter. This conditioning
will affect particle paths in φt if not addressed. We therefore make the following modifications:
• At a given type-0 branching event in φ˚t, the parent follows a path (Z1t )t≥0 conditioned
on {T0 ≤ min{S, τ(β)}} during [0, τ(β)], in the notation of Lemma 3.
– With probability α0(β), with α0(β) defined as in Lemma 3, we make no modifica-
tion to the parent’s path.
– With probability α1(β), we replace the parent’s path on [0, τ(β)] with a path
(Z1t )t≥0 conditioned on {S ≤ min{T0, τ(β)}}. From time τ(β) onward, the new
path makes the same transitions as the parent in φ˚t.
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– With probability α2(β), we replace the parent’s path on [0, τ(β)] with a path
(Z1t )t≥0 conditioned on {τ(β) ≤ min{S, T0}}. From time τ(β) onward, the new
path makes the same transitions as the parent in φ˚t.
With these modifications, we remove any effect of daughter particles not introduced to φ˚t on
the paths followed by particles in the simple BRW φt. By the above construction, φt has the
following three simplifying properties:
• Particles follow independent, unconditioned SSRW’s at all times.
• Time between branching events is exponentially distributed.
• New particles are born to their parents’ locations.
3.4.5 From pruned BRW φ˚t to simple BRW φt
Working with the scaled versions φ˚βt := h(β)
−1/2φ˚h(β)t and φ
β
t := h(β)
−1/2φh(β)t, we show
in the following lemma that the path followed by an arbitrary particle in φβt is never too
far away from the corresponding path in φ˚βt for small β. Since φ
β
t is defined by perturbing
particle paths in φ˚βt at branching events, we need to show that the accumulated perturbation
up until time t is not too large. To do so, we first establish an upper bound on the number
of perturbations by time t, and we then use the moment bounds established in (4)-(6) of
Lemma 3 to bound the accumulated perturbation.
Lemma 5. For a particle chosen uniformly at random from φβt , let (Y
β
s )s≤t be the path
followed by this particle and its ancestors, and let (Y˚ βs )s≤t be the corresponding path in φ˚
β
t .
Then, for any r > 0 and δ > 0, there exist M > 0 and β0 > 0 so that
P
(
sups≤t |Y βs − Y˚ βs | > rt
) ≤Me−δt, β ≤ β0, t > 0.
Proof. Section 6.5.
Using Lemma 5, we can obtain the following relationship between the propagation speed
of φ˚βt and φ
β
t (Lemma 6). In the proof, we use that the mean number of particles alive
at time t in φβt is exp((µw + o(1))t), and that the error in approximating φ˚
β
t with φ
β
t on a
particle-by-particle basis is sufficiently small by Lemma 5 to ensure a small total error.
Lemma 6. Fix a > 0 and 0 < ρ < 1, and define Ar := [r,∞) × R2. Then, for each δ > 0,
there exist M > 0 and β0 > 0 so that
P
(
φ˚βt ∩Ab+at 6= ∅
) ≤ P(φβt ∩Ab+ρat 6= ∅)+Me−δt, β ≤ β0, t > 0, b ∈ R.
Proof. Section 6.6.
3.4.6 Upper bound result for ξt
With the above ingredients, we can establish the following upper bound result on the prop-
agation speed of the biased voter model (ξ0t )t≥0 on Z2 × Zw conditioned on non-extinction
(Lemma 7). The proof is split into three key steps. First, we remove the conditioning on
non-extinction by waiting until ξ0t has covered a sufficiently large box. We then introduce
duality using (6) and use Lemmas 4 and 6 to pass from the dual process ζ˜t to the simple
BRW φt. We finally obtain the desired result by analyzing the tail of φt.
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Lemma 7. Define τA∅ := min{t ≥ 0 : ξAt = ∅} for A ⊆ Z2 × Zw. Then for each κ > 1, there
exists a family of random variables (Sβ)β>0, with P(Sβ <∞) = 1 for each β > 0, so that
limβ→0 lim inft→∞ P
(dκawh(β)1/2tee1 /∈ ξ0Sβ+h(β)t ∣∣ τ0∅ =∞) = 1,
where aw := pw
√
piw.
Proof. Section 6.7.
3.5 Lower bound argument
In the lower bound case, we couple the dual process ζ˜t with a pruned dual process ζˆt and
a pruned BRW ψ˚t, which we in turn couple with a simpler BRW ψt. Unfortunately, as
mentioned previously, the scaled versions of these processes only behave similarly on finite
time intervals. We therefore discretize time and space and apply a percolation argument to
determine the propagation speed of ψt in the discretized spacetime.
3.5.1 Definition of pruned dual ζˆt
To define the pruned process ζˆt, we start with the dual process ζ˜t. Then, for a given branching
event in ζˆt, let T
′
0 be the time at which the new particle coalesces with any other particle
in ζˆt, and let S be the time at which the new particle first produces its own offspring. We
categorize the branching events in ζˆt as follows:
• Type-0: T ′0 ≤ min{S, τ(β)}: The new particle quickly coalesces with another particle.
• Type-1: S ≤ min{T ′0, τ(β)}: The new particle quickly produces its own offspring.
• Type-2: τ(β) ≤ min{T ′0, S}: The new particle neither coalesces with another particle
nor produces its own offspring before time τ(β).
The pruned process ζˆt is obtained by only accepting type-2 branching events. A new particle
is introduced to ζˆt at time τ(β) after birth in ζ˜t, at the location it then occupies. From
the time of introduction to ζˆt, the new particle follows the same path as in the dual process
ζ˜t, and it coalesces with other particles in ζˆt. By construction, the pruned process ζˆt lower
bounds ζ˜t in the following sense:
ζ˜t ⊇ ζˆt. (14)
3.5.2 From pruned dual ζˆt to pruned BRW ψ˚t
As in the upper bound case, we consider the unaltered BRW φ¯t obtained from ignoring all
coalescence events in the dual process ζ˜t. We classify its branching events into type-0, type-1
and type-2 as in Section 3.4.1, using T0, the time at which a new particle first coincides with
its parent particle. We then define the pruned BRW ψ˚t by only accepting type-2 branching
events. Note that the difference between ζˆt and ψ˚t is that the latter process includes any new
particle that coincides with a particle other than its parent particle before time τ(β), and it
ignores any coalescence that occurs after the new particle has been introduced.
The pruned BRW ψ˚t may not appear useful for determining a lower bound on the prop-
agation of ζˆt, as its growth is not checked by coalescence. However, working with the scaled
14
Figure 6: (a) Graphical depiction of the percolation construction embedded in Lemma 9.
(b) Illustration of the sets Iθk for k ∈ {−1, 0, 1} and the set Iθ∆ in Lemma 9.
versions ζˆβt := h(β)
−1/2ζˆh(β)t and ψ˚
β
t := h(β)
−1/2ψ˚h(β)t, we can show that if ζˆ
β
t is started
with sufficient spacing between the initial particles, then as β → 0, the only coalescence on
any finite time interval will be between parent and daughter during the decision period of
the daughter. In other words, ζˆβt behaves like ψ˚
β
t on finite time intervals. We obtain the
following lemma, whose proof follows with minor adjustments from an argument given on
pages 1758-1759 of Durrett and Za¨hle [22].
Lemma 8. Set d(β) := β−1/2
(
log(1/β)
)−1
. Let A = A(β) denote the collection of finite
subsets of Z2 × Zw in which points are pairwise separated by at least d(β), and set Aβ :=
h(β)−1/2A. Then for any A ∈ A with Aβ := h(β)−1/2A and any T > 0,
P
({(ζˆβ,Aβt )t≤T 6= (ψ˚β,Aβt )t≤T } ∪ {ζˆβ,AβT /∈ Aβ})→ 0, β → 0.
Proof. Section 6.8.
3.5.3 Propagation of pruned dual ζˆt
In the following lemma (Lemma 9), we show that for any 2/3 < θ < 1, we can find L and
K so that if ζˆβt is started with K particles in a box of diameter θawL, then at time L, there
will be at least K particles in an adjacent box of diameter θawL with high probability. This
suggests that up until time L, the propagation speed of ζˆβt is at least θaw, which translates
into the desired lower bound of θaw/
√
h(β) in the unscaled spacetime. The specific form of
the result (15) of Lemma 9 enables us to define a lower-bounding percolation process (Fig. 6a)
using a comparison theorem from Section 4 of [24], in which we discretize time into blocks
of length L and space into boxes of diameter θawL. A similar construction is carried out in
Durrett and Za¨hle [22], except we must shorten their time blocks from length L2 to length
L to obtain a tight lower bound on the propagation speed of ζˆβt . To prove Lemma 9, we use
Lemma 8 to approximate ζˆβt with ψ˚
β
t , and we then approximate ψ˚
β
t with a simpler BRW ψ
β
t
as in the upper bound case. We finally analyze ψβt to obtain the result.
Lemma 9. For θ < 1 and L > 0, define (Fig. 6b)
Iθ0 := [−θawL/2, θawL/2]2,
Iθk := I
θ
0 + k · θawLe1, k ∈ Z,
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and
Aβ,θ,K,k := {Aβ ∈ Aβ : |Aβ ∩ (Iθk × R)| ≥ K},
with Aβ defined as in Lemma 8. Then, for any 2/3 < θ < 1 and ε > 0, there exist L =
L(θ) > 0, K = K(θ, ε) > 0 and β0 = β0(θ, ε) such that for any A
β ∈ Aβ,θ,K,0 with |Aβ| = K,
and any β ≤ β0,
P(ζˆβ,A
β ,θ
L ∈ Aβ,θ,K,k) ≥ 1− ε, k ∈ {−1, 1}. (15)
Here, (ζˆβ,A
β ,θ
t )t≥0 denotes a pruning of (ζˆ
β,Aβ
t )t≥0 with particles killed as soon as they exit
the box Iθ∆ × R with Iθ∆ := [−2θawL, 2θawL]2.
Proof. Section 6.9.
3.5.4 Lower bound result for ξt
With the above ingredients, we can establish the following lower bound on the propagation
speed of the biased voter model (ξ0t )t≥0 on Z2 × Zw conditioned on non-extinction (Lemma
10). The proof is split into three key steps. In the first two steps, we remove the conditioning
on nonextinction and introduce duality. In the final step, we use Lemma 9 to define a lower-
bounding percolation process, which we then analyze using results from [29].
Lemma 10. Define τA∅ := min{t ≥ 0 : ξAt = ∅} for A ⊆ Z2×Zw. Then for each 2/3 < ρ < 1,
there exists a constant L > 0 and a family of random variables (Sβ)β>0, with P(Sβ <∞) = 1
for each β > 0, so that
limβ→0 lim infn→∞ P
(
ξ0Sβ+2nLh(β) ∩
[
2nρawLh(β)
1/2,∞)e1 6= ∅ ∣∣ τ0∅ =∞) = 1,
where aw := pw
√
piw.
Proof. Section 6.10.
Note that due to the discretization involved in the proof, Lemma 10 only addresses the
propagation of (ξt)t≥0 along a subsequence of timepoints. This turns out to be sufficient
when combined with the Bramson-Griffeath shape theorem (2), as we show next.
4 Proof of main result
In this section, we complete the proof of our main theorem (Theorem 1) by showing how it
follows from the lower and upper bound results of Lemmas 7 and 10.
Proof of Theorem 1. Fix 0 < δ < 1 and let (βi)i≥1 be a sequence of real numbers converging
to 0. Define the events
Aδn,i := {d(1 + δ)awh(βi)1/2nee1 /∈ ξ0Sβi+h(βi)n}, n ≥ 1, i ≥ 1.
By Lemma 7, we can find finite random variables (Sβi)i and an integer i0 so that for i ≥ i0,
lim infn→∞ P(Aδn,i | τ0∅ =∞) ≥ 1/2,
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which implies
P(Aδn,i occurs infinitely often in n | τ0∅ =∞) ≥ 1/2. (16)
Fix i ≥ i0. By the shape theorem (2),
P
(∃t∗ <∞ : q−b(1− δ)cw(βi)tc, b(1− δ)cw(βi)tcye1 ⊆ ξ0t , t ≥ t∗ | τ0∅ =∞) = 1, (17)
where cw(βi) is the radius of the asymptotic shape D = D(βi) as defined in (3), and Jm,nK =
{m,m+ 1, . . . , n} for integers m < n. Assume now, by way of contradiction, that
cw(βi) ≥ (1 + 2δ)/(1− 2δ) · awh(βi)−1/2.
For sufficiently large n (which depends on the outcome ω),
d(1 + δ)awh(βi)1/2ne/(Sβi + h(βi)n) ≤ (1 + 2δ)awh(βi)−1/2,
b(1− δ)cw(βi)(Sβi + h(βi)n)c/(Sβi + h(βi)n) ≥ (1− 2δ)cw(βi),
which implies
d(1 + δ)awh(βi)1/2ne ≤ b(1− δ)cw(βi)(Sβi + h(βi)n)c.
Conditional on {τ0∅ =∞}, we must then have d(1 + δ)awh(βi)1/2nee1 ∈ ξ0Sβi+h(βi)n for all but
finitely many n by (17), which contradicts (16). We can therefore conclude that
cw(βi) ≤ (1 + 2δ)/(1− 2δ) · awh(βi)−1/2, i ≥ i0.
Sending i→∞, and noting that the subsequence {βi}i≥1 is arbitrary, we obtain
lim supβ→0 cw(β)/
(
awh(β)
−1/2) ≤ (1 + 2δ)/(1− 2δ).
Sending δ → 0 then yields lim supβ→0 cw(β)/(awh(β)−1/2) ≤ 1. Applying a similar argument
to the lower bound result of Lemma 10 will show that
lim infβ→0 cw(β)/
(
awh(β)
−1/2) ≥ 1,
and we can conclude that cw(β) ∼ awh(β)−1/2 as desired. 2
5 Application to cancer initiation and field cancerization
We now use our main result to explore the dynamics of cancer initiation and field cancerization
under a two-step mutational model of cancer. In this section, as in [18], [19] and [21], we
assume finite tissue of the form Z2L × Zw, where L is chosen so that the total number of
cells in the tissue is N , with N typically of order at least 106. We impose the same periodic
boundary condition along the first two dimensions as along the third dimension.
Suppose each site in Z2L ×Zw is initially occupied by a normal cell (type-0). Each type-0
cell mutates to a premalignant type-1 cell, with fitness advantage β1 > 0 over normal cells,
at exponential rate u1. Any type-1 cell gives rise to a successful type-1 clone (one that does
not go extinct) with probability β1/(1 +β1) by (1), in which case its long-run expansion rate
cw(β1) is given by our main theorem (Theorem 1). Each type-1 cell mutates to a cancer cell
(type-2), with fitness advantage β2 > 0 over type-1 cells, at rate u2 (Fig. 7). As before, any
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Figure 7: In the two-step mutational model of cancer (Section 5), the mutation rates are u1
and u2 for type-0 and type-1 cells, respectively. Type-1 cells have fitness advantage β1 over
type-0 cells, and type-2 cells have advantage β2 over type-1 cells.
type-2 cell gives rise to a successful clone with probability β2/(1 + β2). We let σ2 denote the
time at which the first successful type-2 cell arises in the population, which we consider the
time of cancer initiation. To simplify the following discussion, we assume that β1 = β2 =: β.
In [21], Foo, Leder and Ryser analyze an approximated version of the above model for the
w = 1 case. They assume that cells occupy a spatial continuum, and that type-1 clones grow
deterministically with radial growth rate c1(β) =
√
piβ/
√
log(1/β). Under this simplified
model, the dynamics of cancer initiation are governed by the value of the metaparameter
Γ := N3(u1β)
3cw(β)
−2(u2β)−1. (18)
When Γ is small, the first successful cancer cell typically arises within the first successful
type-1 clone. As Γ increases, cancer may initiate from one of several successful type-1 clones,
and for large values of Γ, it may even arise from an unsuccessful type-1 clone before it goes
extinct (Fig. 8). A more detailed description can be found in [19], [21] and [20].
Fortunately, the analysis in [21] carries over to the more general w > 1 case, with the
assumption that type-1 clones grow deterministically as a set of stacked disks (Fig. 2b) with
radial growth rate cw(β) = pw
√
piwβ
/√
log(1/β). We begin by considering the metaparame-
ter Γ. Note first the asymmetric role of the mutation rates u1 and u2: Increasing u1 increases
the likelihood that multiple successful type-1 clones arise prior to cancer initiation (large-Γ
regime), whereas increasing u2 has the reverse effect (small-Γ regime). Note next the asym-
metric role of β and w: As β increases, Γ increases according to β log(1/β) for small β, while
as w increases, Γ decreases according to 1/(p2ww). Both parameters affect how quickly type-1
clones expand, but β also affects the success probability of a type-1 clone by (1). Thus,
whereas a larger w means faster type-1 clonal expansion and a greater chance that cancer
initiates within the early clones (small-Γ regime), a larger β means more successful clones
arise, which turns out to outweigh faster clonal expansion.
We next consider the distribution of σ2, the time of cancer initiation. Its density is given
by (4) in [21], with the substitution γ2 := piw (area of stacked unit disks in Z2 × Zw) and
Figure 8: The dynamics of cancer initiation on Z2L×Zw under the two-step mutational model
of Section 5 are determined by the metaparameter Γ as defined in (18). For small Γ, the first
successful cancer cell (type-2) arises from the first successful premalignant clone (type-1), but
as Γ increases, cancer may originate from one of several successful type-1 clones (intermediate
Γ), or even an unsuccessful type-1 clone before it goes extinct (large Γ).
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Figure 9: The density of the cancer initiation time σ2 for a few values of the tissue thickness
w. Other parameter values are N = 106, u1 = 10
−6, u2 = 10−5 and β = 0.01.
cw(β) = pw
√
piwβ
/√
log(1/β). Predictably, as the tissue thickness w increases, faster type-1
expansion translates into earlier cancer initiation (Fig. 9). In Figure 3b of Section 2, we
noted that premalignant population growth is over three times as fast on w = 5 layers as on
w = 1 layer, whereas cancer initiation speeds up around twofold over this range according
to Figure 9. To see why, note that the probability of the event {σ2 ∈ dt} depends on the
“total mass” or “spacetime volume” of type-1 particles up until time t, i.e. the time-integral
of the size of the type-1 population. Under our deterministic growth assumption, a successful
type-1 clone that originates at time 0 grows to size (cw(β))
2s2piw by time s, and it reaches
spacetime volume V by time
tw(V ) = 3
1/3(pwpiw)
−2/3h(β)1/3V 1/3.
Thus, going from w = 1 to w ≥ 2 layers should accelerate cancer initiation by around
(pww)
2/3, which is consistent with a twofold increase from w = 1 to w = 5. Of course, while
these calculations give us some idea of what to expect, the dynamics are generally more
complex. For small β or small u1, for example, it may take a long time for the first successful
type-1 clone to arise, and for larger values, cancer may originate from one of several successful
type-1 clones originating at distinct times.
We finally consider the size Xl of the local field, the premalignant clone from which the first
successful cancer cell arises, at the time of cancer initiation. The density of Xl, conditioned
on the event {σ2 ∈ dt}, is given by (8) in [21]. We focus here on the case t = E[σ2] when
cancer initiates at its expected time. In Figure 10, we show how the conditional distribution
of Xl changes with tissue thickness w, given fitness advantage β = 0.01 (Fig. 10a) and
β = 0.05 (Fig. 10b). Since we condition on {σ2 ∈ dt}, and type-1 clones are assumed to
grow deterministically, the support of Xl is finite and reflects the maximum possible size of
a type-1 clone at time t, which is (cw(β))
2t2piw.
In Figure 10, we see that as w increases, the local field size Xl increases and varies across a
wider range. This reflects the fact that increasing w pushes the dynamics toward the small-Γ
regime, in which cancer initiates within one or a few large clones. The increase in local field
size is furthermore commensurate with the speedup in premalignant population growth as w
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Figure 10: Distribution of the local field size Xl, conditioned on {σ2 ∈ dt} with t = E[σ2], for
(a) β = 0.01 and (b) β = 0.05. Other parameters are N = 106, u1 = 10
−6 and u2 = 10−5.
increases (Fig. 3b): For example, the average local field size is around three times as large
for w = 5 layers as for w = 1 layer. When Figures 10a and 10b are compared, we see that
increasing β results in a smaller local field, and the local field size appears much less sensitive
to β than to w. As noted above, increasing β both leads to faster expansion of type-1 clones
and improved viability of these clones, with counteracting effects on the metaparameter Γ.
The fact that Xl decreases with increasing β is consistent with Γ increasing, moving the
dynamics toward a greater number of smaller premalignant fields.
The above discussion reveals how our main result enables prediction of the geometry of
premalignant fields at the time of cancer initiation, given information on tissue thickness w
and fitness advantage β. We have seen how the number of premalignant patches, the time of
cancer initiation σ2 and the local field size Xl is significantly affected by w, and how w and β
affect the dynamics in distinct ways that would be difficult to anticipate without the aid of a
mathematical model. These insights are furthermore clinically relevant, since premalignant
fields often appear histologically normal, making them difficult to distinguish from normal
tissue. Thus, the capability to make quantitative predictions on the spatial evolutionary
history of the tumor can yield valuable insights into e.g. optimal excision margins under
surgery, and when and where recurrence can be expected to occur following treatment.
6 Proofs of lemmas
6.1 Proof of Lemma 1
Lemma 1 (Local Central Limit Theorem on Zd×Zw). Let (Zt)t≥0 be the SSRW on Zd×Zw,
d ≥ 1, with jump rate α. Then
limt→∞ (αt)d/2 P(Zt = x) = 1/w ·
(
d/(2pipw,d)
)d/2
, x ∈ Zd × Zw,
where pw,d is the probability that the random walk takes a step in the Zd-direction,
pw,d :=
{
2d/(2d+ 1), w = 2,
d/(d+ 1), w > 2.
(Note that pw,2 = pw as defined in (4).)
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We begin by establishing the result for the embedded discrete-time random walk (Sn)n≥0,
defined as Sn := Zτn where τn is the time of the n-th jump of (Zt)t≥0. Let Nˆ(n) denote the
number of steps taken along the first d dimensions of Zd×Zw by time n. Given Nˆ(n) = k, we
can decompose Sn as Sn = (Sˆk, S
w
n−k), where (Sˆj)j≥0 and (S
w
j )j≥0 are independent SSRWs
on Zd and Zw, respectively. Then, for any x ∈ Zd × Zw with x = (xˆ, xd+1),
P(Sn = x|Nˆ(n) = k) = P(Sˆk = xˆ)P(Swn−k = xd+1).
Thus, given Nˆ(n) = k, the large-n asymptotics of Sn can be determined by analyzing the
two random walks (Sˆj)j≥0 and (Swj )j≥0 separately.
We start with the latter process (Swj )j≥0 on Zw. Note first that (Swj )j≥0 is aperiodic if
w is odd, while it is periodic with period 2 if w is even. For the w odd case, the transition
matrix Pw for (S
w
j )j≥0 is irreducible, aperiodic and symmetric, so by Proposition 15 of [27],
|P(Swj = xd+1)− 1/w| ≤
√
w · |λw|j ≤
√
w · |λw|j−1, xd+1 ∈ Zw,
where λw ∈ R with |λw| < 1 is the second largest eigenvalue of Pw. For the w even case, by
rearranging the state space into odds and evens, we can write P 2w as a block diagonal ma-
trix consisting of two identical irreducible, aperiodic and symmetric blocks Qw of dimension
(w/2) × (w/2) with the same eigenvalues as P 2w. If (Sj)j≥0 starts at an even number and
xd+1 is even, we can apply the same proposition as above to Qw to see that
|P(Sw2j = xd+1)− 2/w| ≤
√
w/2 · λ2jw ≤
√
w/2 · |λw|2j−1,
where λw ∈ R with |λw| < 1 is the second-largest eigenvalue of Pw. If xd+1 is odd, we
condition on the first step and then apply the same argument as above to obtain
|P(Sw2j+1 = xd+1)− 2/w| ≤
√
w/2 · λ2jw .
We thus obtain the following:
Lemma 1.1. Set bw := 2− (w mod 2) for w ≥ 2. There exists λw ∈ R with |λw| < 1 so that
for each xd+1 ∈ Zw with P(Swj = xd+1) > 0,
bw/w −
√
w/bw · |λw|j−1 ≤ P(Swj = xd+1) ≤ bw/w +
√
w/bw · |λw|j−1.
We now turn to the random walk (Sˆj)j≥0 on Zd. Setting
pj(xˆ) :=
(
d/(2pij)
)d/2
exp
(−d|xˆ|2/(2j)), xˆ ∈ Zd, j ≥ 1,
where | · | is the Euclidean norm, we can write by Proposition 2.1.3 of [26], for some c <∞:
|P(Sˆj = xˆ) + P(Sˆj+1 = xˆ)− 2pj(xˆ)| ≤ c/j(d+2)/2
(
(|xˆ|4/j2 + 1)e−d|xˆ|2/(2j) + 1/j1/2
)
.
Since (Sˆj)j≥0 is periodic with period 2, either P(Sˆj = xˆ) or P(Sˆj+1 = xˆ) will be 0. For j and
xˆ such that P(Sˆj = xˆ) > 0, we obtain
jd/2P(Sˆj = xˆ) = 2
(
d/(2pi)
)d/2
+ fxˆ,d(j), (19)
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where fxˆ,d(j)→ 0 as j →∞. Before proceeding to the proof of the local central limit theorem
for (Sn)n≥0, we need to establish bounds on Nˆ(n), the number of steps taken along the first
d dimensions by time n. Since Nˆ(n) is binomially distributed with success probability pw,d,
we obtain by Hoeffding’s inequality for any ν > 0,
P(|Nˆ(n)− npw,d| > n1/2+ν) ≤ 2 exp(−2n2ν). (20)
For each n and each ν ∈ (0, 1/2), define the neighborhoods
An(ν) := {1 ≤ k ≤ n : |k − npw,d| ≤ n1/2+ν},
and note that by the above, Nˆ(n) takes values in An(ν) with high probability for n large.
We are now ready to state and prove the LCLT for (Sn)n≥0:
Lemma 1.2. If P(Sn = x) > 0, then
nd/2P(Sn = x) = bw/w · (d/(2pipw,d))d/2 + o(1),
where o(1)→ 0 as n→∞.
Proof. Fix ν ∈ (0, 1/2). Note first that
nd/2P(Sn = x) = nd/2P(Sn = x|Nˆ(n) ∈ An(ν))P(Nˆ(n) ∈ An(ν))
+ nd/2P(Sn = x|Nˆ(n) /∈ An(ν))P(Nˆ(n) /∈ An(ν)).
Write x = (xˆ, xd+1). Since P(Nˆ(n) /∈ An(ν)) ≤ 2 exp(−2n2ν) by (20), and nd/2 = o(exp(−2n2ν)),
it suffices to study the large-n asymptotics of
nd/2P(Sn = x|Nˆ(n) ∈ An(ν))
= nd/2
∑
k∈An(ν) P(Sˆk = xˆ)P(S
w
n−k = xd+1)P(Nˆ(n) = k|Nˆ(n) ∈ An(ν)).
Note that P(Sˆk = xˆ) > 0 for every other element of An(ν). Without loss of generality, we
can assume that P(Sˆk = xˆ) > 0 (and thus P(Swn−k = xd+1) > 0) for k even, and define
A2n(ν) := {k ∈ An(ν) : k even}.
For k ∈ A2n(ν), we can write kd/2P(Sˆk = xˆ) = 2(d/(2pi))d/2 + fxˆ,d(k) with fxˆ,d(k) → 0 as
k →∞ by (19). By the definition of An(ν), we further have
1/pw,d · 1/(1 + p−1w,dnν−1/2) ≤ n/k ≤ 1/pw,d · 1/(1− p−1w,dnν−1/2),
which implies n/k = 1/pw,d + gν(n), where gν(n)→ 0 as n→∞. Therefore,
nd/2P(Sn = x|Nˆ(n) ∈ An(ν))
=
∑
k∈A2n(ν)(n/k)
d/2 · kd/2P(Sˆk = xˆ) · P(Swn−k = xd+1) · P(Nˆ(n) = k|Nˆ(n) ∈ An(ν))
=
∑
k∈A2n(ν)
(
1/pw,d + gν(n)
)d/2(
2(d/(2pi))d/2 + fxˆ,d(k)
)
P(Swn−k = xd+1)P(Nˆ(n) = k|Nˆ(n) ∈ An(ν))
= 2(d/(2pipw,d))
d/2∑
k∈A2n(ν) P(S
w
n−k = xd+1)P(Nˆ(n) = k|Nˆ(n) ∈ An(ν)) + o(1).
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Now, for k ∈ A2n(ν), Lemma 1.1 implies that there exists λw ∈ R with |λw| < 1 such that
bw/w −
√
w/bw · |λw|n(1−pw,d)+n1/2+ν ≤ P(Swn−k = xd+1)
≤ bw/w +
√
w/bw · |λw|n(1−pw,d)−n1/2+ν ,
so P(Swn−k = xd+1) = bw/w + hν,w,d(n) with hν,w,d(n)→ 0 as n→∞. We thus obtain
nd/2P(Sn = x|Nˆ(n) ∈ An(ν))
= 2bw/w · (d/(2pipw,d))d/2
∑
k∈A2n(ν) P(Nˆ(n) = k|Nˆ(n) ∈ An(ν)) + o(1),
where o(1) depends on x, ν, w and d. The remaining sum is the probability that Nˆ(n) is even
given that Nˆ(n) ∈ An(ν). Since forX ∈ Bin(n, p), we have P(X is even) = 1/2+1/2·(1−2p)n,
and the probability that Nˆ(n) ∈ An(ν) approaches 1 as n→∞, the sum converges to 1/2 as
n→∞, and the result follows.
We now use Lemma 1.2 to prove the continuous-time version of the local central limit
theorem on Zd × Zw, Lemma 1 as stated above.
Proof of Lemma 1. Let Nt denote the number of jumps (Zt)t≥0 makes by time t. Then Nt
is Poisson distributed with mean αt, and for any ν > 0 and t > 0,
P(|Nt − αt| > t1/2+ν) ≤ 2 exp
(− t2ν/(2(α+ tν−1/2))) (21)
by Theorem 1 of [30]. Fix ν ∈ (0, 1/2) and define the neighborhood
Bt(ν) := {n ≥ 1 : |n− αt| ≤ t1/2+ν}.
Writing
(αt)d/2P(Zt = x) = (αt)d/2P(Zt = x,N(t) ∈ Bt(ν))
+ (αt)d/2P(Zt = x,N(t) /∈ Bt(ν)),
and applying (21), we see that it suffices to study the large-t asymptotics of
(αt)d/2P(Zt = x,N(t) ∈ Bt(ν)) = (αt)d/2
∑
n∈Bt(ν) P(Sn = x)P(N(t) = n)
=
∑
n∈Bt(ν)(αt/n)
d/2 · nd/2P(Sn = x) · P(N(t) = n).
For n ∈ Bt(ν), we can write αt/n = 1 + gν,α(t), where gν,α(t)→ 0 as t→∞, and by Lemma
1.2, we can write nd/2P(Sn = x) = bw/w ·
(
d/(2pipw,d)
)d/2
+ hx,ν,w,d(n) with hx,ν,w,d(n) → 0
as n→∞ whenever P(Sn = x) > 0. For w odd, in which case (Sn)n≥0 is aperiodic, we obtain
(αt)d/2P(Xt = x,N(t) ∈ Bt(ν)) = bw/w ·
(
d/(2pipw,d)
)d/2 · P(N(t) ∈ Bt(ν)) + o(1),
which is the desired result. For w even, we can assume without loss of generality that
P(Sn = x) > 0 for n even. Setting B2t (ν) := {n ∈ Bt(ν) : n even}, we obtain in this case
(αt)d/2P(Xt = x,N(t) ∈ Bt(ν)) = bw/w ·
(
d/(2pipw,d)
)d/2 · P(N(t) ∈ B2t (ν)) + o(1).
Since for X ∼ Poi(λ), we have P(X is even) = 1/2 + e−2λ/2, and so P(N(t) ∈ B2t (ν))→ 1/2
as n→∞, which yields the desired result. 2
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6.2 Proof of Lemma 2
Lemma 2 (Asymptotic tail of T0). Let (Zt)t≥0 be the SSRW on Z2 × Zw with jump rate α,
started at a randomly chosen neighbor of the origin. Set T0 := inf{t ≥ 0 : Zt = 0} and define
µw := pwpiw =
{
4piw/5, w = 2,
2piw/3, w > 2,
where pw is the probability given by (4). Then
P(T0 > t) ∼ µw/ log t, t→∞.
Proof. As in the proof of Lemma 1, we begin by looking at the embedded discrete time walk
(Sn)n≥0 on Z2 × Zw. Let τ0 := min{n > 0 : Sn = 0} be the time of first visit to 0. We can
use Lemma 1.2 and a classic result of Dvoretzky and Erdos [28] on the return time to the
origin for the SSRW on Z2 to see that
P(τ0 > n) ∼ µw/ log n, n→∞.
Fix ε > 0. Let T0 = inf{t > 0 : Xt = 0} be the time of first visit of (Zt)t≥0 to the origin and
let N(t) denote the number of jumps Zt makes by time t. Then
P(T0 > t) = P(τ0 > N(t))
≤ P (τ0 > αt(1− ε)) + P (N(t) < αt(1− ε)) .
By a similar argument,
P (T0 > t) ≥ P (τ0 > αt(1 + ε))− P (N(t) > αt(1 + ε)) .
Since (N(t))t≥0 is a Poisson process with rate α, we have N(t)/(αt) → 1 almost surely as
t→∞. The result follows.
6.3 Proof of Lemma 3
Lemma 3. Let (Z1t )t≥0 and (Z2t )t≥0 be independent SSRW’s on Z2 × Zw with jump rate α,
started at 0 and a nearest neighbor of 0. Set T0 := inf{t ≥ 0 : Z1t = Z2t }, and let S be an
exponential random variable with mean 1/β, independent of (Z1t )t≥0 and (Z2t )t≥0. Then
(1) α0(β) := P(T0 ≤ min{S, τ(β)})→ 1 as β → 0.
(2) α1(β) := P(S ≤ min{T0, τ(β)}) = Θ
(
1/(log(1/β))3/2
)
as β → 0,
(3) α2(β) := P(τ(β) ≤ min{S, T0}) ∼ µw/ log(1/β) as β → 0,
Furthermore, there exists C > 0 so that for sufficiently small β,
(4) E
[
supt≤τ(β) |Z1t |j
∣∣T0 ≤ min{S, τ(β)}] ≤ Cjj!(τ(β))j/2, j ≥ 1,
(5) E
[
supt≤τ(β) |Z1t |j
∣∣S ≤ min{T0, τ(β)}] ≤ Cjj!(log(1/β))1/2(τ(β))j/2, j ≥ 1,
(6) E
[
supt≤τ(β) |Z1t |j
∣∣ τ(β) ≤ min{S, T0}] ≤ Cjj!(log(1/β))1/2(τ(β))j/2, j ≥ 1.
Each of (4)-(6) continues to hold if Z1t is replaced by Z
2
t or Z¯t = Z
1
t − Z2t .
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Proof. Define
a(β) := 1/β · 1/(log(1/β))3/2 = o(τ(β)),
where we recall that τ(β) = 1/β · 1/√log(1/β).
(1) Follows from (2) and (3).
(2) Since S is independent of T0, we can write
P(S ≤ min{T0, τ(β)})
=
∫ τ(β)
0 P(s ≤ T0) · βe−βsds
=
∫ a(β)
0 P(s ≤ T0) · βe−βsds+
∫ τ(β)
a(β) P(s ≤ T0) · βe−βsds.
For the former integral, it is easy to see that∫ a(β)
0 P(s ≤ T0) · βe−βsds ≤
∫ a(β)
0 βe
−βsds
= 1− e−βa(β) ∼ 1/(log(1/β))3/2, β → 0.
For the latter integral, we can write∫ τ(β)
a(β) P(s ≤ T0) · βe−βsds
≤ (τ(β)− a(β)) · βe−βa(β) · P(a(β) ≤ T0). (22)
Now (τ(β) − a(β)) ∼ τ(β) = 1/β · 1/√log(1/β) as β → 0, e−βa(β) → 1 as β → 0, and
by Lemma 2, P(a(β) ≤ T0) ∼ µw/ log(1/β). The right-hand side of (22) is therefore of
order 1/(log(1/β))3/2 as β → 0. Thus,
P
(
S ≤ min{T0, τ(β)}
)
= O
(
1/(log(1/β))3/2
)
.
On the other hand, by independence,
P(S ≤ min{T0, τ(β)}) ≥ P(S ≤ τ(β) ≤ T0)
= P(S ≤ τ(β)) · P(τ(β) ≤ T0)
∼ µw/(log(1/β))3/2,
since P(S ≤ τ(β)) = 1 − e−βτ(β) ∼ 1/√log(1/β) as β → 0, and P(τ(β) ≤ T0) ∼
µw/ log(1/β) by Lemma 2. Therefore,
P(S ≤ min{T0, τ(β)}) = Θ
(
1/(log(1/β))3/2
)
,
and we have established (2).
(3) By independence,
P(τ(β) ≤ min{S, T0}) = P(τ(β) ≤ S) · P(τ(β) ≤ T0)
= e−βτ(β) · P(τ(β) ≤ T0)
∼ µw/ log(1/β), β → 0,
which follows from exp(−βτ(β)) → 1 as β → 0, and P(τ(β) ≤ T0) ∼ µw/ log(1/β) as
β → 0 by Lemma 2.
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(4) Note that we can write Z1t = (Z
1
1,t, Z
1
2,t, Z
1
3,t), where Z
1
1,t and Z
1
2,t are SSRW’s on Z with
jump rate pw/2 each, and Z
1
3,t is the SSRW on Zw with jump rate 1 − pw, where pw is
defined as in (4). All walks are started at 0. We begin by noting that by (1), we have
P(T0 ≤ min{S, τ(β)}) ≥ 1/2 for sufficiently small β, which implies
P
(
τ(β)−1/2 supt≤τ(β) |Z1t | > x
∣∣T0 ≤ min{S, τ(β)})
≤ 2P(τ(β)−1/2 supt≤τ(β) |Z1t | > x). (23)
Then note that for x > 0 and any β > 0 so that τ(β)−1/2 ≤ 1/w,
P
(
τ(β)−1/2 supt≤τ(β) |Z1t | > x
)
≤ 4P(τ(β)−1/2 supt≤τ(β) Z11,t > (x− 1)/2), (24)
since Z11,t and Z
1
2,t have the same distribution and |Z13,t| ≤ w. Now, Z11,t takes steps ±1
with equal probability at rate pw/2. The steps have moment generating function
φ(θ) = (eθ + e−θ)/2,
so Z11,t has moment generating function
ψt(θ) = E
[
exp(θZ11,t)
]
=
∑∞
n=0 e
−pw/2·t · (pw/2 · t)n/n! · φ(θ)n
= exp
(
pw/2 · t · (φ(θ)− 1)
)
. (25)
For x > 0 and θ > 0, we obtain by Doob’s inequality,
P(τ(β)−1/2 supt≤τ(β) Z11,t > (x− 1)/2)
= P
(
supt≤τ(β) exp(θτ(β)−1/2Z11,t) > exp(θ(x− 1)/2)
)
≤ exp(pw/2 · τ(β) · (φ(θτ(β)−1/2)− 1)) · exp(θ/2) · exp(−θx/2).
Take θ = 1. Then φ(θτ(β)−1/2) = 1 + τ(β)−1/2 + · · · , so we can find C1 > 0 so that for
sufficiently small β,
pw/2 · τ(β) · (φ(θτ(β)−1/2)− 1) + θ/2 ≤ logC1,
which implies
P(τ(β)−1/2 supt≤τ(β) Z11,t > (x− 1)/2) ≤ C1 exp(−x/2). (26)
Now fix j ≥ 1 and write, by (23), (24) and (26),
τ(β)−j/2E
[
supt≤τ(β) |Z1t |j
∣∣T0 ≤ min{S, τ(β)}]
=
∫∞
0 P
(
τ(β)−1/2 supt≤τ(β) |Z1t | > x1/j |T0 ≤ min{S, τ(β)})dx
≤ C2
∫∞
0 exp(−x1/j/2
)
dx.
Using the substitution u = x1/j/2, x = 2juj , dx = 2jjuj−1du, we obtain
τ(β)−j/2E
[
supt≤τ(β) |Z1t |j
∣∣T0 ≤ min{S, τ(β)}] ≤ C22jj ∫∞0 e−uuj−1du = C22jj!, (27)
since
∫∞
0 e
−uuj−1du = Γ(u) = (u− 1)!. The result follows.
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(5) We begin by noting that for any x > 0, by independence and Cauchy-Schwarz,
P
(
τ(β)−1/2 supt≤τ(β) |Z1t | > x, S ≤ min{T0, τ(β)
)
=
∫ τ(β)
0 P
(
τ(β)−1/2 supt≤τ(β) |Z1t | > x, s ≤ T0
) · βe−βsds
≤
√
P
(
τ(β)−1/2 supt≤τ(β) |Z1t | > x
) · ∫ τ(β)0 √P(s ≤ T0) · βe−βsds.
By same analysis as in (2), the integral is O
(
log(1/β)
)
. Since P(S ≤ min{T0, τ(β)}) =
Θ
(
1/(log(1/β))3/2
)
by (2), we obtain for sufficiently small β,
P
(
τ(β)−1/2 supt≤τ(β) |Z1t | > x
∣∣S ≤ min{T0, τ(β)})
≤ C3(log(1/β))1/2
√
P
(
τ(β)−1/2 supt≤τ(β) |Z1t | > x
)
. (28)
The same argument as in (4) now yields the desired result. The only modification is that
the square root causes the right-hand side in (26) to be C
1/2
1 exp(−x/4), which ultimately
leads to 2j being replaced by 4j in (27), and the constant C2 being different.
(6) We begin by writing for any x > 0, by Cauchy-Schwarz,
P
(
τ(β)−1/2 supt≤τ(β) |Z1t | > x, τ(β) ≤ min{S, T0}
)
≤
√
P
(
τ(β)−1/2 supt≤τ(β) |Z1t | > x
) ·√P(τ(β) ≤ min{S, T0}),
and the same argument as in (5) yields the desired result, the only difference being that
we appeal to the result of (3) instead of (2).
6.4 Proof of Lemma 4
Lemma 4. Fix a > 0 and 0 < ρ < 1, and define Ar := [r,∞)× R2. Then, for any t0 > 0,
P
(
ζ˜β,0t ∩Ab+at 6= ∅
) ≤ 4P(φ˚β,0t ∩Ab+ρat 6= ∅)+ o(1), t ≥ t0, b ∈ R,
where o(1)→ 0 as β → 0.
Proof. As in Section 3.4.1, let φ˚
(k)
t for k = 0, 1, 2 be the subprocess of the unaltered BRW φ¯t
obtained by gathering offsprings of particles in φ˚t that have just been born through a type-k
branching event and whose decision period has not yet passed. Then recall that by (13),
ζ˜t ⊆ φ˚t ∪ φ˚(0)t ∪ φ˚(1)t ∪ φ˚(2)t .
It follows that
P
(
ζ˜βt ∩Ab+at 6= ∅
) ≤ P(φ˚βt ∩Ab+ρat 6= ∅)+∑2k=0 P(φ˚(k),βt ∩Ab+at 6= ∅),
where we use that ρ < 1. To analyze the latter sum, consider P
(
φ˚
(k),β
t ∩Ab+at 6= ∅
)
for k = 0.
We begin by writing
P
(
φ˚
(0),β
t ∩Ab+at 6= ∅
)
≤ P(φ˚βt ∩Ab+ρat 6= ∅)+ P(φ˚(0),βt ∩Ab+at 6= ∅, φ˚βt ∩Ab+ρat = ∅).
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We then want to prove that for any t0 > 0,
P
(
φ˚
(0),β
t ∩Ab+at 6= ∅, φ˚βt ∩Ab+ρat = ∅
)
= o(1), t ≥ t0.
Let (Y 1s )s≥0 and let (Y 2s )s≥0 denote the paths followed by (i) an arbitrary particle from
φ˚
(0)
t ∩ Ab+at 6= ∅ and (ii) its parent (in the unscaled spacetime), measured from the time of
birth of the former particle in the dual process. Let V denote the age of the particle and let
T ′0 denote the time at which it first meets its parent. Since the parent belongs to φ˚t, and
since V ≤ T ′0 by the definition of φ(0)t , we obtain for any t0 > 0,
P
(
φ˚
(0),β
t ∩Ab+at 6= ∅, φ˚βt ∩Ab+ρat = ∅
)
≤ P(|Y 1V − Y 2V | > (1− ρ)at√h(β))
≤ P( sups≤T ′0 |Y 1s − Y 2s | > (1− ρ)at0√h(β)), t ≥ t0.
Now let (Z1s )s≥0 and (Z2s )s≥0 denote independent SSRW’s on Z2×Zw and let T0 be the time
at which they first meet. By the definition of φ˚
(0)
t , the walks (Y
1
s , Y
2
s )s≤T ′0 have the same joint
distribution as (Z1s , Z
2
s )s≤T0 conditioned on T0 ≤ min{S, τ(β)}, where S is an exponential
random variable with rate β, independent of (Z1s , Z
2
s )s≥0. Part (4) of Lemma 3 yields
E
[
sups≤T0 |Z1s − Z2s |
∣∣T0 ≤ min{S, τ(β)}] = o(√h(β)),
so it follows by Markov’s inequality,
P
(
sups≤T ′0 |Y 1s − Y 2s | > (1− ρ)at0
√
h(β)
)
= P
(
sups≤T0 |Z1s − Z2s | > (1− ρ)at0
√
h(β)
∣∣T0 ≤ min{S, τ(β)})
≤ ((1− ρ)at0√h(β))−1E[ sups≤T0 |Z1s − Z2s | ∣∣T0 ≤ min{S, τ(β)}]
= o(1).
Since the argument is analogous for k = 1, 2, we obtain the desired result.
6.5 Proof of Lemma 5
Lemma 5. For a particle chosen uniformly at random from φβt , let (Y
β
s )s≤t be the path
followed by this particle and its ancestors, and let (Y˚ βs )s≤t be the corresponding path in φ˚
β
t .
Then, for any r > 0 and δ > 0, there exist M > 0 and β0 > 0 so that
P
(
sups≤t |Y βs − Y˚ βs | > rt
) ≤Me−δt, β ≤ β0, t > 0.
Proof. Consider the pruned BRW (φ˚s)s≥0 (in the unscaled spacetime). Type-1 and type-2
branching events occur at total rate ∼ µw/h(β) as β → 0 by Lemma 3, where we recall that
h(β) = 1/β ·log(1/β). In the simple BRW (φs)s≥0, we modify the path of parent and daughter
at each type-1 and type-2 event as outlined in Section 3.4.4. Type-0 branching events, when
the daughter is not introduced to (φ˚s)s≥0, occur at rate ∼ β as β → 0 by Lemma 3. In
the simple BRW (φs)s≥0, we modify the parent’s path at a type-0 event with probability
1−α0(β) ∼ µw/ log(1/β), so the modification rate for type-0 events is ∼ µw/h(β). The total
rate of modifications for type-0, type-1 and type-2 events is therefore ∼ 2µw/h(β) as β → 0,
which translates into ∼ 2µw in the scaled spacetime.
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Now consider a type-1 branching event in (φ˚s)s≥0. Let (Z1t )t≥0 and (Z2t )t≥0 be the SSRW’s
followed by parent and daughter from the time of branching, let T0 be the time at which they
first meet, and let S be the time at which the daughter first branches. Note that the two
paths are conditioned on {S ≤ min{T0, τ(β)}}. Next, let (Z3t )t≥0 and (Z4t )t≥0 be independent
SSRW’s that are independent of (Z1t )t≥0, (Z2t )t≥0 and S, both started at 0. Define
Z¯1t :=
{
Z3t , t ≤ S,
Z3S + (Z
1
t − Z1S), t ≥ S,
and
Z¯2t :=
{
Z4t , t ≤ S,
Z4S + (Z
2
t − Z2S), t ≥ S.
In the simple BRW (φs)s≥0, we replace (Z1t )t≥0 and (Z2t )t≥0 with (Z¯1t )t≥0 and (Z¯2t )t≥0, re-
spectively. To connect the paths of (Z3t )t≥0 and (Z1t )t≥0 at time S, as we do in the definition
of (Z¯1t )t≥0, we need to perturb (Z1t )t≥S by Z3S − Z1S , conditioned on {S ≤ min{T0, τ(β)}}.
Call this perturbation X. By part (5) in Lemma 3, there exists C > 0 so that for small β,
E
[
supt≤S |Z1t |j |S ≤ min{T0, τ(β)}
] ≤ (C/2)jj!(log(1/β))1/2τ(β)j/2, j ≥ 1.
Since (Z3s )s≥0 is independent of (Z1s )s≥0, (Z2s )s≥0 and S, the same argument as in part (4) of
Lemma 3 will show that for sufficiently small β,
E
[
supt≤S |Z3t |j |S ≤ min{T0, τ(β)}
] ≤ E[ supt≤τ(β) |Z3t |j] ≤ (C/2)jj!τ(β)j/2, j ≥ 1.
It follows that the moments of the perturbation X obey the upper bound
E|X|j = E[|Z3S − Z1S |j |S ≤ min{T0, τ(β)}] ≤ Cjj!(log(1/β))1/2τ(β)j/2, j ≥ 1.
The perturbation of (Z2t )t≥S has the same upper bound by Lemma 3, and a similar argument
will show that this upper bound also holds for type-2 perturbations. For type-0 perturbations,
(Z1t )t≥0 and (Z2t )t≥0 will be conditioned on {T0 ≤ min{S, τ(β)}}, and by (4) in Lemma 3,
E
[
supt≤τ(β) |Z1t |j |T0 ≤ min{S, τ(β)}
] ≤ (C/2)jj!τ(β)j/2, j ≥ 1.
Here, (Z3t )t≥0 and (Z4t )t≥0 will be conditioned on {S′ ≤ min{T ′0, τ(β)}} or {τ(β) ≤ min{S′, T ′0}},
with S′ and T ′0 defined in terms of (Z3t )t≥0 and (Z4t )t≥0. By (5) and (6) in Lemma 3,
E
[
supt≤τ(β) |Z3t |j |S′ ≤ min{T ′0, τ(β)}
] ≤ (C/2)jj!(log(1/β))1/2τ(β)j/2, j ≥ 1,
E
[
supt≤τ(β) |Z3t |j | τ(β) ≤ min{S′, T ′0}
] ≤ (C/2)jj!(log(1/β))1/2τ(β)j/2, j ≥ 1.
Thus, if we switch from Z3t to Z
1
t at time τ(β), the perturbation X obeys
E|X|j ≤ Cjj!(log(1/β))1/2τ(β)j/2, j ≥ 1,
as for the type-1 and type-2 perturbations.
Now select a particle uniformly at random from the scaled version φβt of the simple BRW.
Let (Y βs )s≤t be the path followed by this particle and its ancestors, and let (Y˚
β
s )s≤t be the
corresponding path in φ˚βt . Let G
β
t denote the number of perturbations between (Y˚
β
s )s≤t and
(Y βs )s≤t up until time t. By our earlier observations, G
β
t is the generation number of a particle
selected uniformly at random from a binary branching process with exponential branching
rate ∼ 2µw for small β. To obtain an upper bound on Gβt , we establish the following lemma.
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Lemma 5.1. Let (ϕs)s≥0 be a binary branching process with exponential branching rate α
and no deaths, started with finitely many particles. Let Gt be the generation number of a
particle selected uniformly at random from ϕt. Then for any c > 2,
P(Gt > cαt) ≤ exp
(
(−c2 + 6c− 4)/(2c) · αt), t > 0.
Proof. Let |ϕj,t| be the number of particles that belong to the j-th generation of ϕt. Then
P(Gt > cαt) = E
[
1/|ϕt| ·
∑
j>cαt |ϕj,t|
] ≤∑j>cαt E|ϕj,t|,
since |ϕt| ≥ 1. Note next that E|ϕj,t| = 2jP(Rt = j), where Rt is Poisson distributed with
mean αt. We therefore obtain
P(Gt > cαt) ≤
∑
j>cαt 2
jP(Rt = j)
= exp(αt) · P(Rˆt > cαt), t > 0, (29)
where Rˆt is Poisson distributed with mean 2αt. Then, by Theorem 1 of [30], for c > 2,
P(Rˆt > cαt) ≤ exp
(−(c− 2)2/(2c) · αt) t > 0.
The result then follows from (29).
For small β, the branching rate associated with Gβt is ≤ 3µw. For given δ > 0, we can
then select c > 0 so that for sufficiently small β,
P(Gβt > ct) ≤ exp(−δt), t > 0,
which implies
P
(
sups≤t |Y βs − Y˚ βs | > rt
)
≤ P( sups≤t |Y βs − Y˚ βs | > rt,Gβt ≤ ct)+ e−δt, t > 0. (30)
To analyze the probability in (30), note that by the above observations, we can write
Y βt = Y˚
β
t +
∑Gβt
k=1X
β
k , (31)
where Xβ1 , X
β
2 , . . . is the (independent) sequence of scaled perturbations, and we assume for
simplicity that the time point t does not occur during a decision period. It follows that
P
(
sups≤t |Y βs − Y˚ βs | > rt,Gβt ≤ ct
)
≤ P( supm≤ct ∣∣∑mk=1Xβk ∣∣ > rt). (32)
To estimate this probability, we begin by noting that for β > 0 so that h(β)−1/2 ≤ 1/w,
P
(
supm≤ct
∣∣∑m
k=1X
β
k
∣∣ > rt)
= P
(
supm≤ct h(β)−1/2
∣∣∑m
k=1Xk
∣∣ > rt)
≤ 4P( supm≤ct h(β)−1/2∑mk=1X1,k > 1/2 · rt− 1/2), (33)
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where we write Xk = (X1,k, X2,k, X3,k) and note that supm≤ct
∣∣∑m
k=1X3,k
∣∣ ≤ w. We next
consider the moment generating function
E
[
exp
(
νh(β)−1/2
∑bctc
k=1X1,k
)]
=
∏bctc
k=1 E
[
exp(νh(β)−1/2X1,k)
]
.
Since for some C > 0 and sufficiently small β,
E|X1,k|j ≤ Cjj!(log(1/β))1/2τ(β)j/2, k ≥ 1, j ≥ 1,
we obtain, with τ(β) = 1/β · 1/√log(1/β) and h(β) = 1/β · log(1/β),
h(β)−jE|X1,k|2j ≤ C2j(2j)!(log(1/β))(1−3j)/2 ≤ C2j(2j)!(log(1/β))−j , k ≥ 1, j ≥ 1,
where we use that (1− 3j)/2 ≤ −j whenever j ≥ 1. Using that X1,k d= −X1,k by symmetry,
we obtain for sufficiently small β,
E
[
exp(νh(β)−1/2X1,k)
]
=
∑∞
j=0 1/(2j)! · ν2jh(β)−jE|X1,k|2j
≤∑∞j=0 1/(2j)! · ν2j · C2j(2j)!(log(1/β))−j
= 1 + C2ν2(log(1/β))−1 + oC,ν
(
(log(1/β))−1), k ≥ 1.
For given ν > 0, take β0 = β0(ν) > 0 so that E
[
exp(νh(β)−1/2X1,k)
] ≤ exp(1/4 · rν/c),
k ≥ 1, which implies for β ≤ β0,∏bctc
k=1 E
[
exp(νh(β)−1/2X1,k)
] ≤ exp (1/4 · rνt).
We then obtain by Doob’s martingale inequality for β ≤ β0,
P
(
supm≤ct h(β)−1/2
∑m
k=1X1,k > 1/2 · rt− 1/2
)
≤ exp(ν/2) · exp(−1/4 · rνt), t > 0.
Choosing ν appropriately, we obtain by (33) for M1 := 4 exp(ν/2) and sufficiently small β,
P
(
supm≤ct
∣∣∑m
k=1X
β
k
∣∣ > rt) ≤M1e−δt, t > 0.
Finally, combining with (30) and (32), we obtain the desired result.
6.6 Proof of Lemma 6
Lemma 6. Fix a > 0 and 0 < ρ < 1, and define Ar := [r,∞) × R2. Then, for each δ > 0,
there exist M > 0 and β0 > 0 so that
P
(
φ˚βt ∩Ab+at 6= ∅
) ≤ P(φβt ∩Ab+ρat 6= ∅)+Me−δt, β ≤ β0, t > 0, b ∈ R.
Proof. We begin by writing
P
(
φ˚βt ∩Ab+at 6= ∅
)
≤ P(φβt ∩Ab+ρat 6= ∅)+ P(φ˚βt ∩Ab+at 6= ∅, φβt ∩Ab+ρat = ∅).
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Enumerate the particles in φβt as Y
β,1
t , Y
β,2
t , . . ., where N
β
t is the number of particles in φ
β
t ,
and let Y β,it := ∆ for i > N
β
t be placeholders for particles that have not been born yet. For
each Y β,it , let Y˚
β,i
t denote the position of the same particle or its ancestor in φ˚
β
t . Then
P
(
φ˚βt ∩Ab+at 6= ∅, φβt ∩Ab+ρat = ∅
)
≤ P(⋃∞i=1({Y˚ β,it ∈ Ab+at} ∩ {Y β,it /∈ Ab+ρat} ∩ {Y β,it 6= ∆}))
≤ ∑∞i=1 P(Y˚ β,it ∈ Ab+at, Y β,it /∈ Ab+ρat ∣∣Y β,it 6= ∆)P(Y β,it 6= ∆). (34)
Take an arbitrary index i and consider the probability
P
(
Y˚ β,it ∈ Ab+at, Y β,it /∈ Ab+ρat |Y β,it 6= ∆
) ≤ P(|Y˚ β,it − Y β,it | > (1− ρ)at |Y β,it 6= ∆).
By Lemma 5, we can find M > 0 so that for sufficiently small β,
P
(
Y˚ β,it ∈ Aat, Y β,it /∈ Aρat |Y β,it 6= ∆
) ≤Me−(δ+2µw)t, t > 0.
Then, by (34), for sufficiently small β,
P
(
φ˚βt ∩Ab+at 6= ∅, φβt ∩Ab+ρat = ∅
)
≤ e−(δ+2µw)t ·∑∞i=1 P(Y β,it 6= ∆)
= Me−(δ+2µw)t · E∣∣φβt ∣∣, t > 0.
Now, φβt branches at rate γ(β) = µw + o1(β), with mean number of new particles `(β) =
1 + o2(β) introduced per birth event. Therefore, E|φβt | ≤ exp(2µwt) for sufficiently small β
and all t > 0. The desired result follows.
6.7 Proof of Lemma 7
Lemma 7. Define τA∅ := min{t ≥ 0 : ξAt = ∅} for A ⊆ Z2 × Zw. Then for each κ > 1, there
exists a family of random variables (Sβ)β>0, with P(Sβ <∞) = 1 for each β > 0, so that
limβ→0 lim inft→∞ P
(dκawh(β)1/2tee1 /∈ ξ0Sβ+h(β)t ∣∣ τ0∅ =∞) = 1,
where aw := pw
√
piw.
Proof. Take ε > 0. We segment the proof into three main steps.
Step 1: Remove conditioning on nonextinction. Let Br denote a box in Z2 × Zw
centered at 0 with radius r, i.e.
Br := {(x1, x2, x3) ∈ Z2 × Zw : max{|x1|, |x2|} ≤ r}.
If we set r = r(β) = O(h(β)1/2), then by the gambler’s ruin formula,
P(τBr∅ <∞) ≤ (1 + β)−r
2
= exp
(−O(h(β)) · log(1 + β)) = o(1), β → 0,
since h(β) = 1/β · log(1/β) and log(1 + β) = β + o(β). Define σr,R = σr,R(β) as
σr,R := inf{t ≥ 0 : Br ⊆ ξ0t ⊆ BRt}.
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By (3) and (7) in Bramson & Griffeath [14] (i.e. corresponding results for Z2 ×Zw), we have
P(σr,R <∞| τ0∅ =∞) = 1
for some R > 0, which implies P(τ0∅ = ∞) ≤ P(σr,R < ∞). We then get by the Markov
property and the monotonicity property (8) of ξt, for any t > 0 and m ≥ 1 and sufficiently
small β,
P
(dκawh(β)1/2tee1 /∈ ξ0σr,R+h(β)t, τ0∅ =∞)
≥ P(dκawh(β)1/2tee1 /∈ ξ0σr,R+h(β)t, τ0∅ =∞, σr,R ≤ m)
=
∑
Br⊆Λ⊆BmR P
(dκawh(β)1/2tee1 /∈ ξΛh(β)t, τΛ∅ =∞)P(σr,R ≤ m, ξ0σr,R = Λ)
≥ P(dκawh(β)1/2tee1 /∈ ξBmRh(β)t, τBr∅ =∞)P(σr,R ≤ m)
≥ (P(dκawh(β)1/2tee1 /∈ ξBmRh(β)t)− P(τBr∅ <∞))P(σr,R ≤ m)
≥ (P(dκawh(β)1/2tee1 /∈ ξBmRh(β)t)− ε/2)P(σr,R ≤ m).
If we can establish that for sufficiently small β,
lim inft→∞ P
(dκawh(β)1/2tee1 /∈ ξBmRh(β)t) ≥ 1− ε/2, m ≥ 1,
then sending m→∞ will yield for sufficiently small β,
lim inft→∞ P
(dκawh(β)1/2tee1 /∈ ξ0σr,R+h(β)t, τ0∅ =∞)
≥ (1− ε)P(σr,R <∞),
and the desired result follows from P(σr,R < ∞) ≥ P(τ0∅ = ∞). Equivalently, it is sufficient
to show that for sufficiently small β,
lim supt→∞ P
(dκawh(β)1/2tee1 ∈ ξBmRh(β)t) ≤ ε/2, m ≥ 1. (35)
Step 2: Introduce duality and apply approximation scheme. Using the additivity
property (7) of ξt, we begin by noting
P
(dκawh(β)1/2tee1 ∈ ξBmRh(β)t)
≤ ∑x∈BmR P(dκawh(β)1/2tee1 ∈ ξxh(β)t)
≤ (2mR+ 1)2 · supx∈BmR P
(dκawh(β)1/2tee1 ∈ ξxh(β)t). (36)
For x ∈ BmR, we obtain using the duality relation (6) between ξt and ζ˜t, the translation
invariance (9) and symmetry property (10) of the dual process ζ˜t, and the definition (12) of
the scaled dual process ζ˜βt ,
P
(dκawh(β)1/2tee1 ∈ ξxh(β)t)
= P
(
x ∈ ζ˜dκawh(β)1/2tee1h(β)t
)
= P
(
(−x+ dκawh(β)1/2tee1) ∈ ζ˜0h(β)t
)
= P
((− xβ + h(β)−1/2dκawh(β)1/2tee1) ∈ ζ˜β,0t ), (37)
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where xβ := h(β)−1/2x. Now letAr := [r,∞)×R2 and take κ1 and κ2 so that 1 < κ2 < κ1 < κ.
Since |x| ≤ mR and R > 0 is constant, we can choose β sufficiently small so that |xβ| ≤ m.
Using the approximation Lemmas 4 and 6, we obtain for sufficiently small β,
lim supt→∞ P
((− xβ + h(β)−1/2dκawh(β)1/2tee1) ∈ ζ˜β,0t )
≤ lim supt→∞ P
(
ζ˜β,0t ∩A−m+κawt 6= ∅
)
≤ o(1) + 4 lim supt→∞ P
(
φ˚β,0t ∩A−m+κ1awt 6= ∅
)
≤ o(1) + 4 lim supt→∞ P
(
φβ,0t ∩A−m+κ2awt 6= ∅
)
. (38)
We have now reduced the problem to analyzing the tail of φβ,0t , which is straightforward.
Step 3: Analyze simple BRW. We begin by using Markov’s inequality to write
P
(
φβ,0t ∩A−m+κ2awt 6= ∅
) ≤ E∣∣φβ,0t ∩A−m+κ2awt∣∣. (39)
Recall that φβ,0t has branching rate γ(β) = µw + o1(1), and on average, 1 + o2(1) particles
are added per branching event. Therefore,
E
∣∣φβ,0t ∩A−m+κ2awt∣∣
= exp
(
(µw + o(1))t
) · P(h(β)−1/2Sh(β)t ≥ −m+ κ2awt), (40)
where (Ss)s≥0 is the path of the SSRW on Z started at 0 with jump rate pw/2, where pw is
defined as in (4). By (25), its moment generating function is
ψs(θ) = exp
(
pw/2 · s · (φ(θ)− 1)
)
,
where φ(θ) = (eθ + e−θ)/2. Set θ0 := 2
√
piwκ2 and write
ψh(β)t(θ0h(β)
−1/2) = exp
(
pw/2 · h(β)t · (φ(θ0h(β)−1/2)− 1)
)
.
Since φ(θ0h(β)
−1/2) = 1 + 1/2 · θ20h(β)−1 + o(h(β)−1) and µw = pwpiw, we get
ψh(β)t(θ0h(β)
−1/2) = exp
(
(pwpiwκ
2
2 + o(1))t
)
= exp
(
(µwκ
2
2 + o(1))t
)
.
Now, since aw = pw
√
piw, θ0 = 2
√
piwκ2 and µw = pwpiw, we have κ2awθ0 = 2µwκ
2
2. We
therefore obtain by Markov’s inequality:
P(h(β)−1/2Sh(β)t ≥ −m+ κ2awt)
= P
(
exp(θ0h(β)
−1/2Sh(β)t) ≥ exp(−mθ0 + κ2awθ0t)
)
≤ exp ((µwκ22 + o(1))t) · exp (− 2µwκ22t) · eθ0m
= exp
(
(−κ22µw + o(1))t
) · eθ0m.
Combining with (40), we obtain
E
∣∣φβ,0t ∩A−m+κ2awt∣∣ ≤ exp (((1− κ22)µw + o(1))t) · eθ0m.
Take κ3 such that 1 < κ3 < κ
2
2. Then for sufficiently small β,
E
∣∣φβ,0t ∩A−m+κ2awt∣∣ ≤ exp ((1− κ3)µwt) · eθ0m.
Combining this with (36), (37), (38) and (39), we obtain (35), as desired.
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6.8 Proof of Lemma 8
Lemma 8. Set d(β) := β−1/2
(
log(1/β)
)−1
. Let A = A(β) denote the collection of finite
subsets of Z2 × Zw in which points are pairwise separated by at least d(β), and set Aβ :=
h(β)−1/2A. Then for any A ∈ A with Aβ := h(β)−1/2A and any T > 0,
P
({(ζˆβ,Aβt )t≤T 6= (ψ˚β,Aβt )t≤T } ∪ {ζˆβ,AβT /∈ Aβ})→ 0, β → 0.
Proof. Recall that the pruned dual process ζˆt includes any particle from the dual process ζ˜t
that has not coalesced with any other particle in the process by time τ(β). To show that
(ζˆβ,A
β
t )t≤T = (ψ˚
β,Aβ
t )t≤T
with high probability for sufficiently small β, we will show that any particle in the dual
process ζ˜t that does not coalesce with its parent by time τ(β) will, with high probability, (i)
not coalesce with any other particle before time τ(β), and (ii) neither coalesce with its parent
nor another particle in the process after time τ(β).
On pages 1758-1759 of [22], Durrett and Za¨hle establish the following for the w = 1 case,
i.e. for Z2:
• For any ε > 0, there exists M = M(ε, T ) and β0 > 0 such that
P(|ζˆβ,AβT | > M) ≤ ε, β ≤ β0, (41)
i.e. with high probability, the total number of particles introduced to the scaled, pruned
dual process by time T is finite.
• If Z1t and Z2t with Z¯t := Z1t −Z2t are independent SSRW’s on Z2 with jump rate 1, and
x = x(β) ∈ Z2 with |x| > d(β), then for any K > 0,
P(|Z¯t| ≤ K for some t ≤ h(β)T | Z¯0 = x)→ 0, β → 0. (42)
• If Z1t and Z2t are started at nearest neighbors, and T0 denotes the time at which they
first meet, then by the local central limit theorem on Z2,
P(|Z¯τ(β)| ≤ d(β) |T0 > τ(β)) = o(1), β → 0. (43)
All statements continue to be true for the general w > 1 case. Following the same argument
as used to establish (43), we add here that if Z1t and Z
2
t are independent SSRW’S on Z2×Zw
with Z¯t = Z
1
t − Z2t , then for any x ∈ Z2 × Zw, we have by the local central limit theorem on
Z2 × Zw (Lemma 1), as long as g(β) = ω
(
d(β)2):
P
(|Z¯g(β)| ≤ d(β) | Z¯0 = x) = ∑y:|y|≤d(β) P(Z¯g(β) = y | Z¯0 = x)
≤ w(2d(β) + 1)2 · 2/w · (1/(pipw)) · (2g(β))−1
= o(1). (44)
The fact that the scaled, pruned dual is equal to the scaled, pruned BRW on any finite time
interval with high probability will now follow from an induction argument similar to the one
presented on pages 1758-1759 of [22]. Since we also want to show here that ζˆβ,A
β
T ∈ Aβ with
high probability, we outline the argument briefly.
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Set k := |A|. Since A ∈ A, the initial particles of (ζ˜At )t≥0 (the unscaled dual process) are
pairwise separated by at least d(β). By (42) with K := M + 1 and M chosen as in (41), each
pair of particles will not come within a distance of M + 1 from one another by time h(β)T
with high probability (w.h.p.) given sufficiently small β. By (44), the initial particles will be
pairwise separated by at least d(β) at time h(β)T w.h.p., since h(β) = ω
(
d(β)2
)
.
Suppose one of the initial particles in ζ˜t gives birth to a daughter that does not coalesce
with its parent by time τ(β). By (2)-(3) in Lemma 3, the daughter does not produce its own
offspring by time τ(β) w.h.p. Note that if we modify the parent’s path so that it makes the
same transitions as the daughter from its time of birth in ζ˜t, the distribution of the parent’s
path remains unchanged, and it is still independent of the other initial particles. By the
above, the modified path does not come within a distance of M + 1 from the other initial
particles by time h(β)T w.h.p. Since the daughter’s path is one lattice location removed
from the modified path, the daughter’s path does not come within a distance of M from
the other initial particles by time h(β)T w.h.p. Also, since τ(β) time units after birth, the
parent is separated from the daughter by at least d(β) w.h.p. by (43), it will not come within
a distance of M from its parent by the end of the period w.h.p. by (42). Finally, since the
birth event takes place at least τ(β) before the end of the time interval [0, h(β)T ] w.h.p., and
τ(β) = ω
(
d(β)2
)
, (44) shows that the daughter particle is separated from the other initial
particles by at least d(β) at time h(β)T w.h.p.
Applying the same argument for each new particle that does not coalesce with its parent
by time τ(β), and noting that with high probability, we only need to apply this argument
finitely many times by (41), we obtain the desired result.
6.9 Proof of Lemma 9
Lemma 9. For θ < 1 and L > 0, define (Fig. 6a)
Iθ0 := [−θawL/2, θawL/2]2,
Iθk := I
θ
0 + k · θawLe1, k ∈ Z,
and
Aβ,θ,K,k := {Aβ ∈ Aβ : |Aβ ∩ (Iθk × R)| ≥ K},
with Aβ defined as in Lemma 8. Then, for any 2/3 < θ < 1 and ε > 0, there exist L =
L(θ) > 0, K = K(θ, ε) > 0 and β0 = β0(θ, ε) such that for any A
β ∈ Aβ,θ,K,0 with |Aβ| = K,
and any β ≤ β0,
P(ζˆβ,A
β ,θ
L ∈ Aβ,θ,K,k) ≥ 1− ε, k ∈ {−1, 1}.
Here, (ζˆβ,A
β ,θ
t )t≥0 denotes a pruning of (ζˆ
β,Aβ
t )t≥0 with particles killed as soon as they exit
the box Iθ∆ × R with Iθ∆ := [−2θawL, 2θawL]2.
Proof. Fix L > 0, K > 0 and Aβ ∈ Aβ,θ,K,0 with |Aβ| = K. By Lemma 8, we have for
sufficiently small β,
P(ζˆβ,A
β ,θ
L ∈ Aβ,θ,K,k)
≥ P(|ψ˚β,Aβ ,θL ∩ (Iθk × R)| ≥ K, (ζˆβ,Aβt )t≤L = (ψ˚β,Aβt )t≤L, ζˆβ,AβL ∈ Aβ)
≥ P(|ψ˚β,Aβ ,θL ∩ (Iθk × R)| ≥ K)− P({(ζˆβ,Aβt )t≤L 6= (ψ˚β,Aβt )t≤L} ∪ {ζˆβ,AβL /∈ Aβ})
≥ P(|ψ˚β,Aβ ,θL ∩ (Iθk × R)| ≥ K)− ε/4, k ∈ {−1, 1}, (45)
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where (ψ˚β,A
β ,θ
t )t≥0 denotes a pruning of (ψ˚
β,Aβ
t )t≥0 with particles killed as soon as they exit
Iθ∆ × R. Now take θ1 so that 2/3 < θ1 < θ and consider the event
{|ψβ,Aβ ,θ1L ∩ (Iθ1k × R)| ≥ K}, k ∈ {−1, 1},
where (ψβ,A
β ,θ1
t )t≥0 denotes a pruning of (ψ
β,Aβ
t )t≥0 with particles killed as soon as they exit
Iθ1∆ × R. (ψβt is defined in terms of ψ˚βt analogously to how φβt is defined in terms of φ˚βt in
Section 3.4.4.) On the above event, pick K particles from ψβ,A
β ,θ1
L ∩ (Iθ1k × R) and consider
one such particle Y βL . Lemma 5 implies that the distance between the path of this particle
(and its ancestors) and the corresponding particle Y˚ βL in φ˚
β
L (and its ancestors) up until time
L is upper bounded by (θ − θ1)awL/2 with high probability given sufficiently small β. This
implies that w.h.p., Y˚ βL and its ancestors stay within I
θ
∆ × R during [0, L], and Y˚ βL ends up
in Iθk × R. Thus, for sufficiently small β,
P
(|ψβ,Aβ ,θ1L ∩ (Iθ1k × R)| ≥ K) ≤ P(|ψ˚β,Aβ ,θL ∩ (Iθk × R)| ≥ K) + ε/4, k ∈ {−1, 1},
which yields by (45) for sufficiently small β,
P(ζˆβ,A
β ,θ
L ∈ Aβ,θ,K,k)
≥ P(|ψβ,Aβ ,θ1L ∩ (Iθ1k × R)| ≥ K)− ε/2, k ∈ {−1, 1}. (46)
We now wish to estimate the probability on the right-hand side of (46). Recall first that the
branching rate of ψβt is µw+o(1) by Lemma 3. Then, for any z
β ∈ (Iθ10 ×R)∩h(β)−1/2(Z2×Zw),
E
∣∣ψβ,zβ ,θ1L ∩ (Iθ1k × R)∣∣
= exp
(
(µw + o(1))L
) · P(Zβ,zβ ,θ1L ∈ (Iθ1k × R)), k ∈ {−1, 1}, (47)
where (Zβ,z
β
t )t≥0 denotes the scaled version of the SSRW (Zzt )t≥0 on Z2×Zw with jump rate
1 and (Zβ,z
β ,θ1
t )t≥0 denotes a pruned version where the particle is killed if it exits I
θ1
∆ ×R (see
e.g. (7.5) of [24] for why (47) is true). For the probability on the right-hand side, note that
P
(
Zβ,z
β ,θ1
L ∈ (Iθ1k × R)
)
= P
(
Zβ,z
β
L ∈ (Iθ1k × R), Zβ,z
β
t ∈ (Iθ1∆ × R) for all t ≤ L
)
, k ∈ {−1, 1}.
Without loss of generality, set k := 1. Take δ > 0 so that for any zβ = (zβ1 , z
β
2 , z
β
3 ) ∈
(Iθ10 × R) ∩ h(β)−1/2(Z2 × Zw) with zβ1 ≥ 0 and zβ2 ≥ 0,
(zβ + ([−δ, 0]2 × R)) ⊆ Iθ10 × R.
For such δ > 0 and zβ and Jθ1∆ := [−3/2 θ1awL, 3/2 θ1awL]2,
P
(
Zβ,z
β ,θ1
L ∈ (Iθ11 × R)
)
= P
(
Zβ,z
β
L ∈ (Iθ11 × R), Zβ,z
β
t ∈ (Iθ1∆ × R) for all t ≤ L
)
≥ P(Zβ,0L ∈ ([−δ, 0]2 × R) + θ1awLe1, Zβ,0t ∈ (Jθ1∆ × R) for all t ≤ L)
≥ P(Zβ,0L ∈ ([−δ, 0]2 × R) + θ1awLe1)− P(Zβ,0t /∈ (Jθ1∆ × R) for some t ≤ L) (48)
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by the translation invariance of Zβt . Consider the latter term in (48). Write Zt = (Z1,t, Z2,t, Z3,t),
where Z1,t and Z2,t are i.i.d. copies of the SSRW on Z, with jump rate pw/2 each, and Z3,t is
the SSRW on Zw with jump rate 1− pw, where pw is defined as in (4). Then note that
P(Zβ,0t /∈ (Jθ1∆ × R) for some t ≤ L)
≤ 2P(Zβ,01,t /∈ [−3/2 θ1awL, 3/2 θ1awL] for some t ≤ L)
≤ 4P(h(β)−1/2 supt≤h(β)L Z01,t > 3/2 θ1awL).
By assumption, 3/2 θ1 > 1. The same argument we used to analyze (40) in the proof of
Lemma 7 (take κ2 := 3/2 θ1 > 1 and m := 0, and use Doob’s inequality to handle the
supremum) will show that we can take γ2 > 0 so that for sufficiently small β,
exp
(
(µw + o(1))L
) · P(h(β)−1/2 supt≤h(β)L Z01,t > 3/2 θ1awL) ≤ exp(−γ2µwL). (49)
To compute the former term in (48), note that an argument similar to the one carried out in
the proof of Lemma 1, using the local central limit theorem on Z2, will show that for y ∈ Z2,
P
(
(Z01,h(β)L, Z
0
2,h(β)L) = dh(β)1/2Lye
)
=
(
pwpih(β)L
)−1
exp
(− L|y|2/pw)+ oL(h(β)−1),
where h(β) · oL
(
h(β)−1
)→ 0 as β → 0. Thus, for some C > 0,
P
(
Zβ,0L ∈ ([−δ, 0]2 × R) + θ1awLe1
)
= P
(
(Z01,h(β)L, Z
0
2,h(β)L) ∈ ([−δh(β)1/2, 0]2 + θ1awh(β)1/2Le1)
)
≥ C/L · exp(−θ21µwL) + oL(1),
where we use that a2w/pw = µw since aw = pw
√
piw and µw = pwpiw. Since θ1 < 1, we can
find γ1 > 0 so that for sufficiently small β,
exp
(
(µw + o(1))L
) · P(Zβ,0L ∈ ([−δ, 0]2 × R) + θ1awLe1) ≥ C/L · exp(γ1µwL). (50)
Combining (49) and (50) with (48) and (47), we obtain for sufficiently small β,
E|ψβ,zβ ,θ1L ∩ (Iθ11 × R)| ≥ C/L · exp
(
γ1µwL
)− 4 exp (− γ2µwL),
with γ1, γ2 > 0. Since the former term approaches ∞ as L → ∞ and the latter term
approaches 0 as L→∞, we can select L = L(θ1) large enough so that
E|ψβ,zβ ,θ1L ∩ (Iθ11 × R)| ≥ 2, zβ ∈ (Iθ10 × R) ∩ h(β)−1/2(Z2 × Zw), zβ1 ≥ 0, zβ2 ≥ 0.
The same is true for k = −1, as well as zβ in the second, third or fourth quadrant of
(Iθ10 ×R)∩h(β)−1/2(Z2×Zw). Now, using the same argument as in Durrett and Za¨hle ([22],
p. 1760-1761), for the given L and any ε > 0, we can select K = K(θ1, ε) > 0 large enough
so that for all Aβ ∈ Aβ,θ,K,0 with |Aβ| = K and sufficiently small β,
P(|ψβ,Aβ ,θ1L ∩ (Iθ1k × R)| < K) ≤ ε/2, k ∈ {−1, 1}.
Combining with (46), which holds for sufficiently small β given fixed K and L, we obtain the
desired result.
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6.10 Proof of Lemma 10
Lemma 10. Define τA∅ := min{t ≥ 0 : ξAt = ∅} for A ⊆ Z2×Zw. Then for each 2/3 < ρ < 1,
there exists a constant L > 0 and a family of random variables (Sβ)β>0, with P(Sβ <∞) = 1
for each β > 0, so that
limβ→0 lim infn→∞ P
(
ξ0Sβ+2nLh(β) ∩
[
2nρawLh(β)
1/2,∞)e1 6= ∅ ∣∣ τ0∅ =∞) = 1,
where aw := pw
√
piw.
Proof. Take ε > 0. We segment the proof into three main steps.
Step 1: Remove conditioning on nonextinction. Let Cr denote a box in Z2 × Zw,
centered at 0 with side lengths 10r and 2r, i.e.
Cr := {(x1, x2, x3) ∈ Z2 × Zw : |x1| ≤ 5r, |x2| ≤ r},
and set σr := inf{t ≥ 0 : Cr ⊆ ξ0t }. As in the proof of Lemma 7, we note that if r =
r(β) = O(h(β)1/2), then P(τCr∅ < ∞) = o(1) as β → 0 and P(σr < ∞| τ0∅ = ∞) = 1, so
P(σr <∞) ≥ P(τ0∅ =∞). Let L > 0 and ρ < ρ1 < 1, and set
γ := ρ1awL/2 and r := γh(β)
1/2.
We then get by the Markov property and the monotinicity property (8) of ξt, for any n ≥ 1
and sufficiently small β,
P
(
ξ0σr+2nLh(β) ∩
[
2nρawLh(β)
1/2,∞)e1 6= ∅, τ0∅ =∞)
=
∑
Cr⊆Λ
∫
s P
(
ξΛ2nLh(β) ∩
[
2nρawLh(β)
1/2,∞)e1 6= ∅, τΛ∅ =∞)P(σr ∈ ds, ξ0σr = Λ)
≥ P(ξCr2nLh(β) ∩ [2nρawLh(β)1/2,∞)e1 6= ∅, τCr∅ =∞)P(σr <∞)
≥ (P(ξCr2nLh(β) ∩ [2nρawLh(β)1/2,∞)e1 6= ∅)− P(τCr∅ <∞))P(σr <∞)
≥ (P(ξCr2nLh(β)) ∩ [2nρawLh(β)1/2,∞)e1 6= ∅)− ε)P(τ0∅ =∞),
from which it follows that
P
(
ξ0σr+2nLh(β) ∩
[
2nρawLh(β)
1/2,∞)e1 6= ∅ ∣∣ τ0∅ =∞)
≥ P(ξCr2nLh(β) ∩ [2nρawLh(β)1/2,∞)e1 6= ∅)− ε. (51)
Step 2: Introduce duality. Let K > 0 be a constant, to be selected later, and set
d(β) := β−1/2(log(1/β))−1 as in Lemma 8. Define
A0 = A0(β) := dd(β)e · J−K + 1, 0K · e1,
Aβ0 := h(β)
−1/2A0,
with Jm,nK = {m,m+ 1, . . . , n} for integers m < n (with possibly n = +∞). Note that for
any Aβ0 ∈ Aβ,ρ1,K,0 for sufficiently small β, with Aβ,ρ1,K,0 defined as in Lemma 9. Also define
g(n) = g(n, β) := (2ρ1awLh(β)
1/2)−1d2nρawLh(β)1/2e,
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and note that for fixed β, g(n)/n→ ρ/ρ1 < 1 as n→∞. Continuing on from (51), we obtain
using the duality relation (6) between ξt and ζ˜t, the translation invariance (9) and symmetry
property (10) of the dual process ζ˜t, the definition (12) of the scaled dual process ζ˜
β
t ,
P
(
ξCr2nLh(β) ∩
[
2nρawLh(β)
1/2,∞)e1 6= ∅)
= P
(
ζ˜
Jd2nρawLh(β)1/2e,∞Ke1
2nLh(β) ∩ Cr 6= ∅
)
≥ P(ζ˜−A0+d2nρawLh(β)1/2ee12nLh(β) ∩ Cr 6= ∅)
= P
(
ζ˜A02nLh(β) ∩ (Cr + d2nρawLh(β)1/2ee1) 6= ∅
)
= P
(
ζ˜
β,Aβ0
2nL ∩
(
([−5γ, 5γ]× [−γ, γ]× R) + 2g(n) · ρ1awLe1
) 6= ∅)
≥ P(ζ˜β,Aβ02nL ∩ ((Iρ10 × R) + 2dg(n)e · ρ1awLe1) 6= ∅)
≥ P(ζˆβ,Aβ02nL ∩ (Iρ12dg(n)e × R) 6= ∅), (52)
where Iρ10 := [−γ, γ]2 and Iρ1k := Iρ10 + k · 2γe1 are as defined in Lemma 9 (recall that
γ = ρ1awL/2). In the last step, we use the lower-bounding property (14) of the pruned dual
process ζˆt. We are now ready to apply the percolation construction of Lemma 9.
Step 3: Compare with oriented percolation. Note first that for any K > 0,
P
(
ζˆ
β,Aβ0
2nL ∩
(
Iρ12dg(n)e × R
) 6= ∅) ≥ P(ζˆβ,Aβ0 ,ρ12nL ∈ Aβ,ρ1,K,2dg(n)e), (53)
where ζˆ
β,Aβ0 ,ρ1
t is a pruning of ζˆ
β,Aβ
t with particles killed as soon as they exit I
ρ1
∆ × R with
Iρ1∆ := [−2ρ1awL, 2ρ1awL]2. By assumption, 2/3 < ρ1 < 1, so by Lemma 9, we can choose K
and L so that for any Aβ ∈ Aβ,ρ1,K,0 with |Aβ| = K and sufficiently small β,
P(ζˆβ,A
β ,ρ1
L ∈ Aβ,ρ1,K,k) ≥ 1− ε/2, k ∈ {−1, 1}.
Now set
Xn := {k ∈ Z : k + n even and ζˆβ,A
β
0 ,ρ1
nL ∈ Aβ,ρ1,K,k}, n ≥ 0.
By Theorem 4.3 of [24], Xn dominates a one-dependent oriented percolation process {ω0n}n≥0
with density ≥ 1 − ε and ω00 = {0}, i.e. ω0n ⊆ Xn for all n. Let Ω0∞ denote the event
{|⋃n ω0n| = ∞}, i.e. percolation occurs, and let l0n = minω0n (resp. r0n = maxω0n) denote the
left (resp. right) edge of the process. Take ρ2 so that ρ/ρ1 < ρ2 < 1. By Theorem 4.1 of [24],
we have for sufficiently small ε,
P(Ω0∞) ≥ 1− 55ε1/9, (54)
and by Theorem 3.21 on page 300 of [31], we have for sufficiently small ε,
P (r0n/n ≥ ρ2 |Ω0∞) ≥ 1− 3−n+1. (55)
Since for fixed β, g(n)/n→ ρ/ρ1 as n→∞, we further have for sufficiently large n,
dg(n)e/n ≤ ρ2. (56)
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Continuing on from (53), we obtain for sufficiently small β and sufficiently large n,
P
(
ζˆ
β,Aβ0 ,ρ1
2nL ∈ Aβ,ρ1,K,2dg(n)e
)
≥ P(2dg(n)e ∈ ω02n)
≥ P(2dg(n)e ∈ ω02n, r02n ≥ 2ρ2n,Ω0∞)
= P(2dg(n)e ∈ ω02n, r02n ≥ 2ρ2n
∣∣Ω0∞) · P(Ω0∞).
On Ω0∞, we have ω0n = ω2Zn ∩ Jln, rnK (see Section 8 of [29]). By (56), we can therefore write
for sufficiently large n,
P(2dg(n)e ∈ ω02n, r02n ≥ 2ρ2n |Ω0∞) = P(2dg(n)e ∈ ω2Z2n , r02n ≥ 2ρ2n |Ω0∞)
≥ P(2dg(n)e ∈ ω2Z2n) + P(r02n ≥ 2ρ2n |Ω0∞)− 1.
Furthermore, ω0n is self-dual (see Section 8 of [29]), so
P(2dg(n)e ∈ ω2Z2n) = P(ω2dg(n)e2n 6= ∅) = P(ω02n 6= ∅) ≥ P(Ω0∞).
By (54) and (55), we obtain for sufficiently small β and sufficiently large n,
P
(
ζˆ
β,Aβ0 ,ρ1
2nL ∈ Aβ,ρ1,K,2dg(n)e
)
≥ (1− 55ε1/9 − 3−2n+1) · (1− 55ε1/9).
Combining this with (51), (52) and (53), we finally obtain for sufficiently small β and suffi-
ciently large n,
P
(
ξ0σr+2nLh(β) ∩
[
2nρawLh(β)
1/2,∞)e1 6= ∅ ∣∣ τ0∅ =∞)
≥ (1− 55ε1/9 − 3−2n+1) · (1− 55ε1/9)− ε,
and the result follows.
A Boundary condition comparison
Here, we use simulation to compare the propagation speed of the biased voter model on w
layers of two-dimensional integer lattices, given two different boundary conditions along the
third dimension. On the one hand, we consider Z2×Zw with a periodic boundary condition,
and on the other hand, we consider Z2×J0, w−1K with a reflecting boundary condition, i.e. in
which cells on the top (resp. bottom) layer can only replace cells on the same layer and the
layer immediately below (resp. above). In Figure 11, we show results of simulations of these
two processes given tissue thickness w = 2, 3, 4, 5 and fitness advantage β = 0.01, 0.05, 0.1.
We ran at least 30 simulations for each set of parameters and recorded the propagation speed
when the process reached (100, 0, 0) or (−100, 0, 0). We then used this data to determine an
average speed and 95% confidence interval for each set of parameters.
We note first that two boundary conditions are equivalent for w = 2 two layers. When
w > 2, equipping the model with a reflecting boundary condition along the third dimension
will result in a smaller propagation speed than for the periodic case, which is to be expected
due to the decreased ability of type-1 cells on the top and bottom layers to spread out.
However, the difference is small, especially for smaller values of the fitness advantage β,
which indicates that our modeling decision to equip the third layer with a periodic boundary
condition is a reasonable approximation (recall that in [23], β = 0.004 is estimated to be a
typical value).
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Figure 11: Simulation comparison of propagation speed on Z2×Zw, with the third dimension
equipped with a periodic boundary condition, and on Z2×J0, w−1K, with the third dimension
equipped with a reflecting boundary condition. In (a), we show propagation speed as a
function of β for w = 2 to w = 5. In (b), we show propagation speed as a function of w for
β = 0.01, 0.05, 0.1. Error bars indicate 95% confidence intervals.
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