Introduction
The multi-agent systems are the dynamically developing branch of science which is deeply explored now days because of its big potential of usage. Systems like these can be used both in supporting of life science and humanistic science and widely understood informatics. The usage of those systems in modern informatics allows upgrading computer systems performance, upgrading of their parameters and resolving very complex problems which without the usage of those systems would be very difficult to resolve. The most important field where multi-agent systems can be used is robotics, where are using to creation and controlling of the group of robots. In this case single robot is able to work independently. It can communicate with other robots sharing information about surrounding environment and to realize specified goal. This allows for replacing or relieve humans protecting our health and live for instance in emergency situations, industry or battlefield.
The goal of the following paper is to present the achieved results of the simulation allowing for examine of the abilities of the usage and evaluation of the efficiency of the proposed algorithms of controlling the multi-agent system supporting library which allows for choosing the most optimal organization of this system. The multi-agent system [1] is a form of complex computer applications which realize in parallel and distribute specified tasks with decentralized data containing [2] :
• A set of agents A = a 1 , a 2 , . . . , a n , where a x is an agent which does not have complete information and is autonomous,
• Environment V , that is the place of performance of the algorithm, in which agents are located. The environment contains some ingredients that are processed by the agent,
• A set of R rules defining the relationships and interactions of agent -environment.
K. Centarowicz in his work [3] laid down the expectations of a new approach to information systems, such as multi-agent systems:
• Increase the flexibility in systems -systems can be easily adapted to carry out new tasks under varying conditions to a much greater extent than in systems that do not use agents;
• Increase the reliability of systems -enabling the creation and use of new tools that allow for better protection of complex computer systems;
• Improving the efficiency of systems -improving the time parameters, the implementation of new capabilities -combining features of different systems and obtaining new properties (eg. self-organization, selfadaptation).
The application of multi-agent systems will allow the creation of systems that enable the development of construction technology systems that will create and use systems difficult or impossible to achieve without the use of an agent (e.g. due to the complexity or to work under conditions of incomplete information about the problem), and the process creation of decentralized systems (problem analysis, design, programming and implementation) may be simpler, cheaper and more reliable [3] .
Multi-agent systems are used in areas such as: support for solving optimization tasks and tasks that require the use of constraint programming, software engineering, computer networks, such as network management, security for information systems, robotics, modeling and simulation aspects of the natural sciences and the humanities [2] .
The term agent is understood as a computer program in a sufficiently precise operating environment, which is the active component, with the necessary information about his condition, the ability to use certain resources and the ability to make independent decisions, adapted to current conditions, taking steps to achieve that goal. Agents to make decisions are using the decisionmaking functions. Depending on the implementation of the architecture these are as follows [4] :
• Logic-based architecture -is characterized by clarity, simplicity approach and high computational complexity, which is often the result of prolonged decision-making. Agent receives information about the environment stored in a symbolic way, which then updates, and all decisions are made on the basis of logical deduction.
• Reactive architecture -this architecture abandoned token entry environment, all decisions are made on the basis of direct communication agent -the environment, and the final behavior is the sum of simple agent behaviors.
• The BDI (Belief Desire Intention) type architecture is intuitive. Its main objective is to decide what you want to achieve and how. According to this architecture, an agent at each step determines what must to do to carry out their task goal.
• Layered architectures -these are all types of architectures that have at least two layers. There are of two types: parallel and serial. In the parallel architectures all layers receive and process the signals appearing at the input, and generate an output signal. Operations using this method are fast, but they need a special mechanism for deciding which layer at a time should do its decision function. In the serial type, data are received by one layer, and then sent to the next layer, which results that the system is simpler, does not require a master decision mechanism, but because of the elongated path of information flow is slower.
In multi-agent systems there are many ways to implement the decision-making mechanism. In terms of the decision-making multi-agent systems are divided into [5] :
• Centralized structure, where decisions are taken by one agent, designated as the leader (coordinator).
Coordinator has full information about the environment, it can collect and store and transmit orders to other agents. In this way it is easy to implement predictive and optimization functions. An additional advantage of this system is to simplify the decisionmaking -there is no negotiations mechanism. The main disadvantages of this solution is its low reliability (failure of the coordinator causes the crash of whole system) and the dependence of the reaction rate on the size of the system.
• Hierarchical structure, where the structure of the sys- system is its low scalability (even small changes in the environment may require intervention at several levels of the hierarchy), the difficulty of access to higher levels of hierarchy and limited fault tolerance.
• Hybrid structure which combines the features of hierarchical and centralized structures. In this system, the system distinguishes agents whose task is to optimize decisions, and other agents of limited influence on decision making. The advantages of this structure are usually all the positive features of both architectures (centralized and hierarchical). The major disadvantages include quite small scalability and limited resistance to a system crash.
• Distributed structure, where each agent has full decision-making capacity, and by the relevant transactions with other agents can realize their goals. The main advantage of this architecture is a high resistance to failure -in case of failure of the agent, the rest of the system continues to run, because other agents can take over tasks undone by faulty agent.
Taking into account the software implementation, the system is easier to develop, because the software will be similar for each of the agents. Good scalability and ease of deployment of self-organization, are characteristic of this architecture. The main disadvantage of this solution is difficult to achieve the objective imposed on the system due to the need for continuous exchange of information between agents who speak about their immediate environment. Without this exchange of such data, complicating the construction of an agent, the system could not perform the tasks previously assigned.
The decision on the next step and about how to meet this target, the agent takes on the basis of observations of the environment. So the agent to be able to act in accordance with their algorithm needs to be placed in the environment. Environment can be classified as follows [4] :
• Available / unavailable -the availability of environmental says the number of the information about it.
Determines the level of accessibility to the complexity of the construction of the agent, the more information, the easier it is to build an agent;
• Deterministic / non-deterministic, if the environment is deterministic, it means that all actions of the agent environment responds uniquely;
• Episodic / non episodic. Episodic environment means that the changes that occur in the environment of the particular agent it does not depend on the actions of other agents on the other stages;
• Static / dynamic -static environment allows the agent to perform only a finite number of actions;
The environment can be divided into different parts because of its availability [3] :
• Far environment -a collection of data that is indirectly within the perception of the agent.
• Close environment -an environment that the agent using the procedures of perception is only within his observation.
• Surrounding -part of the environment (close), in which the causative agent is not possible, for which the agent can act, process it and change it.
• The neighborhood is part of the surrounding in which the agent can act with more power than the other agents.
• Own environment -the part of the neighborhood, which can only be modified by the algorithm, socalled owner and other algorithms can make changes to this part of the environment only through and with the consent of the owner. 
51
When creating multi-agent system it is very important to choose the right environment for agents and their activities. A very practical application to the environment based on graphs, called graph similar environments [5] .
They are characterized by the simplicity of the implementation and large and highly complex theoretical background. Due to the large number of available algorithms to find paths in the graph, the agents in the environment, moving around the nodes of a graph may find be the most optimal route to get there.
The use of multi-agent systems in robotics
Robots are found in many areas of human life, often replacing humans and doing various jobs for him. With the development of science, which is the robotics, you need to control not only the individual robots, but also a group of robots. One of the main applications of multi-agent systems is to use them in a distributed robotics, which may be understood as directing a group of autonomous robots working together to carry out tasks with varying (dynamic) parameters, and the environment [6, 7, 8] .
Tasks performed by a team of robots can be divided into two main groups [4] . The first one has a task that can be successfully performed by a single robot, but the use of several robots significantly shorten the duration of the entire task or the use of one agent will be less effective. The second group consists of tasks that cannot be performed by a single robot, and only allow the use of several agents to perform the activity.
The three main areas of application of the team of robots are: transport -in the case of items that prevent transport from one robot (with large size, high weight) or when one robot performs the task more slowly, the exploration -gathering information about the area -a group of robots will do the job faster, furthermore it is possible to start exploring the different places in different directions, inspection -patrolling the area, an example may be searching for minutes by robots, collecting scattered elements -in this case, a team of agents has undoubted advantages over a single robot, because a group of robots can search a much larger area than a single robot, so that patrolling will be done accurately.
Multi-agent systems can be used to perform diverse types of tasks [3] . Examples are as follows:
• Sweep -understood to perform certain activities in certain areas (vacuuming, painting, cleaning, inspection);
• Search of the environment, quite similar to the pre- Multi-agent systems are not only used in robotics for scientific and industrial, but also for entertainment, for example, to popularize the issues related to robotics and artificial intelligence created RoboCup competitions [4, 9] .
Summing up, groups of robots can be used in many ways to perform various operations and solving various problems.
In the further part of this article is present an analysis using a group of robots, controlled by multi-agents algo-
rithms that support virtual library [10] .
The results of the use of a team of robotic control algorithms will be presented in terms of evaluation of the following parameters:
• The number of iterations of the algorithm, i.e. the number of actions that robots have to perform to achieve the goal;
• Average customer service time, i.e. the number of units of time in which the client gave and received all the books;
• Average customer waiting time to the entrance to the library, i.e. the number of units of time, during which customer waited from the entering the queue to until the start of its operation.
Description of proposed algorithms
The subject of this paper is to present the possibility of using multi-agent systems to control the group of robots team on the example of a group that supports virtual library.
For the analysis the following assumptions ware undertaken: clients coming to the library put in exchange points (system inputs) books for return and a list of "wishes" In each simulation step the robot can perform one action, such as changing the position, download books, waiting for a job.
Robots use Dijkstra's algorithm to find the shortest path. The main aim of authors was to select the algorithm for working robots, which will output with a shortest time of customer service.
Non collision algorithms were analyzed, namely those in which the robots will not be able to detect a collision, i.e. simultaneously occupy the same graph node, and the same path, which corresponds to the situation that exists independent of the road on which the robots move. It was assumed that there is a possibility of free parameters matching the library:
• Number of robots servicing the library;
• Transport capacity of the robot, the number of books • Number of positions available to customers;
• Limit of books that can be put on the point;
• Number of rows of books;
• Number of segments in the bilateral row;
• Number of shelves on one side of the segment.
Among couple of algorithms which have considered, after analysis [11] for further tests one algorithm with distributed structure and two algorithms with hybrid structure were chosen. Below are characteristics and description of every one of each.
Environment and algorithms have been implemented using the Java programming technology.
RI Algorithm
When developing the RI algorithm, the following assump- 
H1 Algorithm
The H1 algorithm is characterized by a hybrid structure -assignment of jobs is the coordinator responsibility, and each robot can decide what steps to do to achieve the goal.
Coordinator allocates the robot to handle a specific job Locating the list starts downloading procurement phase of the shelves, which lasts up to fill robots pocket or handle all of the books that the customer wants to borrow. In the next step, the robot carries owned books, and when they are delivered the task is assumed as completed and reports the coordinator the transition to the stand-by mode (Fig. 3 ).
H2 Algorithm
The H2 algorithm is hybrid structure algorithm. Like the The algorithm of the robot at the beginning retrieves information about a task that coordinator assigned. In the algorithm has been used flags -these are variables which can store information about the task details. Initially, each robot has set its variable in the "WAIT". When the robot performs the next step it is checked the number of bibliographic position, which the agent has not yet handled.
If the size of the list is equal to one, the robot changes the flag to the next task in the queue, doing task which it found earlier. Finishing the job, after all books are delivered, robot reports it to coordinator, which changes the information status of the robot -set it as available to assign tasks (Fig. 4) .
Coordinator its algorithm starts with operation of finding robots ready to take the books from the exchange points. It then searches the exchange points, in search of tasks, and when it detects a new job reported by the exchange point algorithm terminates its action, selects free agent and assigns him the task type, titles of books and number of positions (Fig. 5) .
5 Simulation analysis of the proposed algorithms
The above-described algorithms were tested determining the number of iterations, the average customer service In the charts presented below is shown the results of the simulation.
Number of iterations
From presented above diagrams (Fig. 6, 7) it results that (Fig. 8, 9 ). the library (Fig. 10, 11 ).
Based on the obtained results, it was found that the parameters of the algorithm on a distributed structure signif- • Number of iterations The chart presented above (Fig. 12 ) confirms previous results and observations but we can see that if library is served by more than one robot than the difference of number of iterations using H1 and H2 algorithms impacts the number of exchange points.
• Average customer service time (Fig. 13) given above it can conclude that if library is served by more than one robot than the average customer service time together with the increase of number of exchange points is similar no matter what type of algorithm was used.
• Service awaiting time (Fig. 14) . can carry a larger number of books also the number of iterations necessary to handle the task.
It should be noted that the analysis of collision algorithms, which do not detect a collision occurring during the movement in the libraries, can simultaneously occupy the same exchange point, and the path of the graph. This problem is similar to the problem described in [12] .
The second type of multi-agents control systems are collision algorithms, in which environment is implemented mechanism of collision detection, booking paths and predictions of interdependence when choosing routes.
This type of algorithms will be the subject of further re- search conducted by the authors of this paper.
