Modulation and coding for quantized channels by Shao, Xiaoying & Cronie, Harm S.
MODULATION AND CODING FOR QUANTIZED CHANNELS
Xiaoying Shao and Harm S. Cronie
x.shao@ewi.utwente.nl, h.s.cronie@ewi.utwente.nl
University of Twente, Faculty of EEMCS, Signals and Systems Group
P.O. box 217 - 7500 AE Enschede - The Netherlands
ABSTRACT
We investigate reliable communication over quantized channels
from an information theoretical point of view. People seldom
consider the effect of quantization in conventional coded modu-
lation systems since Analog-to-Digital (AD) converters used in
these systems always have high resolution, e.g. 2/3 source bits
are often quantized into 10/12 bits. However, AD converters
with a high resolution are power consuming. In this paper, we
present a scheme to design an optimum quantizer with low res-
olution which can be used to communicate over the quantized
channel. Moreover, we show that reliable transmission over the
Additive White Gaussian Noise (AWGN) channel at a rate of R
bit/use is possible with R + 1 or R + 2 quantized bits.
Key words: quantized channels, quantization, coded modula-
tion system, AD converter, AWGN channel
1. INTRODUCTION
In this paper we investigate reliable and bandwidth effi-
cient communication over quantized channels. Quantized
channels arise in practical communication systems where
AD converters are used to sample analog signals corre-
sponding to the transmitted data. Conventional coded mod-
ulation systems usually do not take quantization into ac-
count, which is reasonable since a large number of quan-
tization levels are used. In this case the difference be-
tween the quantized and unquantized channel can be ne-
glected. However, for e.g. mobile communication sys-
tems the power consumption at the receiver is proportional
to the resolution of the AD converter. Hence it is of inter-
est to lower the resolution of the AD converter.
In this paper we consider quantized channels from an in-
formation theoretical point of view. We investigate infor-
mation theoretical limits of transmission over quantized
channels. The main question we try to answer is as fol-
lows. If we wish to transmit reliably at a rate of R bit/use,
do we actually require more than R quantization bits? In
this paper we show that for the AWGN channel, reliable
transmission at a rate of R bit/use is possible with R + 1
or R+2 quantization bits without sacrificing transmission
power.
The organization of the paper is as follows. First, we in-
troduce the system model in section 2. Second, we inves-
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Figure 1: The system model
tigate the effect of quantization from an information theo-
retical point of view in section 3. Furthermore, we present
a scheme which can be used to communicate over the
quantized channel in this section. In addition, we find out
an optimum quantization scheme which makes the theo-
retical limits of the quantized AWGN channel as close to
the limits of the unquantized AWGN channel as possible.
We end with conclusions in section 4.
2. SYSTEM MODEL
We consider communication over the memoryless time-
discrete AWGN channel which is defined by:
Y = X +N (1)
where the channel input X is disturbed by additive noise
N which has a Gaussian distribution with variance σ2. To
communicate over this channel we map a sequence of d
bits X1, . . . ,Xd to a channel input symbol X:
X = φ(X1, . . . ,Xd) (2)
where φ(· · · ) is defined as:
φ : GF (2)d → R (3)
We refer to φ as the modulation map and it defines the sig-
nal constellation S and mapping from bits to constellation
symbols:
S = {x ∈ R : x = φ(X1, . . . ,Xd)} (4)
The energy expended per channel use is defined as the
mathematical expectation of X2:
Es = E[X
2] (5)
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The channel output is quantized by a quantization map Q
which is defined as:
Q : R → A (6)
where A ⊂ N and represents the output of the quantized
channel. As we will see later it is not necessary to asso-
ciate the elements of A with the real numbers. The ele-
ments just represent the channel outputs. A quantization
map is surjective and Q also defines an inverse quantiza-
tion map which is defined as the set function Q−1:
Q−1(i) = {x ∈ R : Q(x) = i, i ∈ A} (7)
We restrict ourselves to quantizers where each Q−1(i) is
of the form Ii = (a, b] for a, b ∈ R. In this case {Ii}
partitions R and the quantizer is defined by the set of in-
tervals {Ii}. The goal is to make |A| as small as possible
and still achieve a reasonable mutual information between
the input bits and the quantized channel output. With these
definitions the quantized channel is defined as:
Z = Q(φ(X1, . . . ,Xd) +N) (8)
where Z is the quantized channel output and takes values
from A. Figure 1 shows an overview of the system model
we have defined so far. In the next section we study this
system from an information theoretical point of view and
derive a scheme to communicate reliable over the quan-
tized channel.
3. QUANTIZATION AND MUTUAL
INFORMATION
In this section we study the effect of quantization from
an information theoretical point of view. Moreover, in
this section we consider the AWGN channel as an ex-
ample where we restrict ourselves to uniform quantizers
and conventional pulse amplitude modulation (PAM) sig-
nal constellations. Also, we consider the case of design-
ing non-uniform quantizers for the communication over
the AWGN channel with conventional PAM modulation.
In later section we find out which is the optimum design
of the quantization scheme.
We are interested in the mutual information between (X1,
. . . ,Xd) and Z. First, note that the following sequence of
random variables forms a Markov chain:
(X1, . . . ,Xd) → X → Y → Z (9)
We can express I((X1, . . . ,Xd),X;Z) as:
I((X1, . . . ,Xd),X;Z) =
I(X;Z) + I((X1, . . . ,Xd);Z|X) =
I((X1, . . . ,Xd);Z) + I(X;Z|(X1, . . . ,Xd)) (10)
where we have used the chain rule of mutual information.
Since (X1, . . . ,Xd) → X → Z forms a Markov chain as
well it follows that:
I((X1, . . . ,Xd);Z|X) = 0 (11)
Moreover, X is a function of (X1, . . . ,Xd) which implies
that:
I(X;Z|(X1, . . . ,Xd)) = 0 (12)
With (10) we have the following equality:
I((X1, . . . ,Xd);Z) = I(X;Z) (13)
which shows that the mutual information of interest is
fully defined by the signal constellation and the distribu-
tion of the quantized symbols. Next, we consider the mu-
tual information between X and Z. From the chain rule
of mutual information it follows that:
I((Y,Z);X) = I(Y ;X) + I(Z;X|Y )
= I(X;Z) + I(Y ;X|Z) (14)
Since X → Y → Z forms a Markov chain I(Z;X|Y ) =
0 from which follows that:
I(X;Z) = I(Y ;X)− I(Y ;X|Z) (15)
Given a channel there exists a distribution which achieves
the maximum value C of I(Y ;X). For the AWGN chan-
nel this distribution is the Gaussian distribution. A par-
ticular choice of modulation leads to a certain I(Y ;X).
Moreover, when the output of the channel is quantized,
the quantity of interest is I(X;Z) which is upperbounded
I(X;Y ) by (15). In this paper we assume the transmit-
ted signal is PAM-modulated and consider the design of
quantization schemes for the AWGN channel for which
I(X;Z) is as close to the capacity of the AWGN channel
as possible. Furthermore, the number of quantization bits
is only slightly larger than R, where R is the rate at which
we transmit.
3.1. Uniform Quantization for AWGN with PAM Con-
stellations
Now we consider uniform quantization for the AWGN
channel where conventional PAM constellations are used.
A PAM constellation with 2d constellation symbols is de-
fined as:
SPAM2d = {−(2n− 1), . . . ,−(2i− 1), . . . ,
−1, 1, . . . , 2i− 1, . . . , 2n− 1} (16)
where i = 1, 2, . . . , n and n = 2d−1. In this case the
constellation symbols are selected with equal probability
and Es is given by:
Es =
4d − 1
3
(17)
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One can normalize these constellation such that Es = 1.
We define a uniform interval quantizer with 2m levels and
spacing q as an interval quantizer for which the set of
quantization levels is given by:
{Ii : i = 1 . . . 2
m} =
{(−∞,−nq], . . . , (−iq,−(i− 1)q], . . . , (−q, 0],
(0, q], . . . , ((i− 1)q, iq], . . . , (nq,+∞)} (18)
where i = 1, 2, . . . , n and n = 2m−1 − 1.
Given these definitions we can expressed the mutual infor-
mation between the channel input and the quantized chan-
nel output as:
I(X;Z) =
∑
x∈S
∑
i∈A
P (Z = i,X = x) log2
P (Z = i|X = x)∑
x′∈S P (Z = i,X = x
′)
(19)
where P (Z = i,X = x) is given by:
P (Z = i,X = x) =
P (Z = i|X = x)P (X = x) = 2−dP (Z = i|X = x) (20)
and P (Z = i|X = x) can be computed as follows:
P (Z = i|X = x) = P (y ∈ Q−1(i)|X = x)
=
∫
Q−1(i)
dyfY |X(y|x) (21)
where fY |X(y|x) is the channel transition probability den-
sity function (pdf).
Consider the case that Es/σ2 is equal to 5 dB and we
transmit source bits over the AWGN channel using a PAM-
4 constellation which is defined as S = {−3,−1, 1, 3}.
Suppose that we use a uniform interval quantizer to quan-
tize the channel output into 2m levels where m is equal to
2, 3 or 4. Figure 2 shows a plot of I(X;Z) as a function
of q for these values of m and the case where no quanti-
zation is used. The figure also shows the capacity of the
AWGN channel. We observe that there is a loss compared
to the case where no quantization is used. However, with
a proper spacing q and an m slightly larger than d the loss
in rate can be made small. Furthermore, one does not have
to use a uniform interval quantizer. The quantization lev-
els can be chosen in such a way to give a higher value of
I(X;Z).
3.2. Non-uniform Quantization for AWGN with PAM
Constellations
Here we consider non-uniform quantization for the AWGN
channel and conventional PAM constellations. In this case,
we define a non-uniform interval quantizer with 2m levels
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Figure 2: Uniform quantized interval q with d = 2, PAM
constellation and SNR=5dB
and non-equal spacing as an interval quantizer for which
the set of quantization levels is given by:
{Ii : i = 1 . . . 2
m} =
{(−∞,−qn], . . . , (−qi,−qi−1], . . . , (−q1, 0],
(0, q1], . . . , (qi−1, qi], . . . , (qn,+∞)} (22)
where i = 1, 2, . . . , n and n = 2m−1 − 1.
From (19) ∼ (21), we see that I(X;Z) determined by
(22). In other words, we can optimize the {q1, q2, . . . , qn}
which make I(X;Z) as close to I(X;Y ) as possible. We
can optimize the values of qi by a numerical maximization
of the mutual information between the channel input and
the quantized channel output.
As an example, we assume that Es/σ2 is equal to 13
dB and we transmit bits over the AWGN channel using a
PAM-8 constellation which is defined asS = {−7,−5,−3,
− 1, 1, 3, 5, 7}. Suppose that we use a non-uniform inter-
val quantizer to quantize the channel output into 2m levels
where m is equal to 4 or 5. The result of the optimization
is as follows:
{qi} = {0.75, 1.58, 2.55, 3.52, 4.5, 5.44, 6.55}
for m = 4 (23)
{qi} = {0.55, 1.11, 1.51, 1.87, 2.28, 2.73, 3.42,
3.72, 4.4, 5.05, 5.39, 5.91, 6.47, 7.07, 7.34}
for m = 5 (24)
Figure 3 shows the quadrature signal constellation and op-
timum non-uniform quantization scheme which are gener-
ated by using each dimension independently.
3.3. Comparisons
In this section, we show the quantization effect from an
information theoretical point of view and find out the opti-
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mum quantization scheme by comparing the uniform quan-
tization scheme and the non-uniform quantization scheme.
We map the source bits into a conventional PAM signal
constellation symbol as defined in (16). We do the com-
parison in two situations as follows. First, we choose
d = 2 and SNR = 10 dB, and optimize the set of quan-
tization levels for the two schemes as described in section
3.1 and 3.1 when m is equal to 3 or 4. The optimum spac-
ing q for the uniform quantization is:
q = {
1 for m = 3
0.5 for m = 4 (25)
and the optimum set of quantization levels {qi} for the
non-uniform quantization is:
{qi} = {0.64, 1.71, 2.37} for m = 3 (26)
{qi} = {0.31, 0.79, 1.29,
1.75, 2.06, 2.38, 2.87} for m = 4 (27)
For the second case, we choose d = 3 and SNR = 13
dB and find out the optimum set of quantization levels for
each scheme for m = 4 or 5. The optimum results for the
uniform quantization when d = 3 are:
q = {
1 for m = 4
0.5 for m = 5 (28)
and the optimum set for the non-uniform quantization is
shown in (23).
Suppose the channel in figure 1 is an AWGN channel. By
using the quantization scheme we define in section 3.1 and
3.1, we calculate the theoretical channel capacity limits
for the quantized channel, which are shown in figure 4.
This figure shows the constrained capacity of the quan-
tized channel I(X;Z) as a function of the bit signal-to-
noise ratio Eb
N0
of the channel for each d, m and quantiza-
tion scheme. The figure also shows the capacity limit of
the AWGN channel and the Shannon limit.
Figure 4 shows the non-uniform quantization scheme works
slightly better than the uniform one, especially in the lower
m. In this figure, we observe that there is a loss in capac-
ity limit and transmitting power due to the quantization,
but the loss is small comparing to the unquantized chan-
nel. From an information theoretical point view, the rate
difference between the quantized channel and the unquan-
tized channel can be neglected for m = d+ 2. So, for the
AWGN channel reliable transmission at a rate of R bit/use
requires at most R+ 2 quantized bits.
4. CONCLUSIONS
We have investigated the quantized channel from an in-
formation theoretical point of view. We have shown an
optimum quantized scheme which can be used in the re-
liable communication over the quantized channel. Fur-
thermore, we have shown that R + 2 quantized bits is
already enough for reliable communication at rate of R
bit/use over the AWGN channel. Therefore, it is possible
to lower the resolution of AD converter, which means the
power consumption at the receiver can be lowered.
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Figure 3: The quadrature PAM signal constellation with
64 symbols and optimum non-uniform quantization with
d = 3 and SNR = 13 dB.
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Figure 4: The capacity limit of the quantized channel with
PAM constellation
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