The main aim of this paper is to discuss about, Chebyshev wavelets based approximation solution for linear and non-linear differential equations arising in science and engineering. The basic idea of this method is to obtain the approximate solution of a differential equation in a series of Cheybyshev wavelets. For this purpose, operational matrix for Cheybyshev wavelets is derived. By applying this technique in the underlying problem, the differential equation is converted into a system of linear or non-linear algebraic system of equations. Some examples are included to demonstrate the validity and applicability of the method. Moreover, to our best of our knowledge, Cheybyshev wavelets method is found to be simple, efficient, accurate and computationally attractive for solving linear and non-linear problems.
Introduction
Many physical problems appears in the various disciplines such as fluid mechanics, fluid dynamics, elasticity, quantum mechanics, can be modelled by either nonlinear ODE or singular ODE's. The solution of above ODE exhibit a multiscale character, that is, there are thin layers where the solution varies rapidly, while away from the layer(s) the solution behaves regular and varies slowly. Therefore accurate and efficient numerical methods are often necessary for the solution of such type of nonlinear ODE's. In the literature there are several techniques are available. Due to behaviour of the solution we need a basis function which often exhibit multiscale structure. Wavelets are basis functions which find a suitable place for the above problems, as it was mentioned by G.Beylkin et al [1] . Wavelet theory is a relatively new and an emerging area in mathematical research. It has been applied in a wide range of engineering disciplines such as in signal analysis, optimal control, numerical analysis as in [2] . Wavelets are well localized, oscillatory functions which provide an unconditional basis to L 2 (R), the set of all square integrable functions [3] . Unlike the Fourier basis, a wavelet basis can define a sparse representation of piecewise signals, and it is able to identify the singularities in efficient manner [4, 5] . Since then a number of wavelet functions have been developed in the literature as it is mentioned in [6, 7] . Most popular properties of wavelet basis are orthogonality, compact support, symmetry, and number of vanishing moments. References such as [8, 9, 10] provide excellent detail about the construction and theory behind a wide range of popular wavelets. In literature, several wavelets with different properties have been derived. The details can be found in [11] . Some of the wavelet families and their properties are as follows:
1. Haar wavelets with compact support.
Daubechies wavelets with different compact support.
3. Block spline semi-orthogonal wavelets.
4. Biorthogonal wavelets of Cohen.
Battle-Lemarie wavelets.
Depending upon the applications, different wavelet families are used. Many researchers have paid attention to wavelet analysis in solving differential equations. Wavelets provide a robust and accurate alternate to traditional methods. Their advantages are really appreciated when they are applied to the problems having locally singular behaviour. The numerical methods of complex process in science and technology are mainly based on differential equations which are treated in various ways by wavelets [12] . Usually wavelets are used as basis functions for well known variational methods as in Galerkin, collocation as approached by Vasilev [13] . Because of the close similarties between the scaling function, and the finite elements, both functions with compact support, it seems natural to try wavelets where traditional finite elements are used. Generally, Daubechies wavelets are used as basis functions to solve linear as well as non-linear differential equations. These wavelets are orthogonal, sufficiently smooth and have a compact support. Their short coming is that it, does not have an exact analytical expression. This obstacle makes it difficult to differentiate, and integrate the Daubechies wavelets in usual sense. The above observation is motivated by Lepik [14, 15, 16] is that, to apply wavelets in differential equations it must atleast have an analytic expression, like Haar wavelets. Lepik introduced so called, Haar wavelet method, for ordinary and partial differential equations. The drawback of Haar wavelets is that, it has jump discontinuity at x = 1 2 . This forces him to difficult, to express differential operators in terms of Haar wavelet series. Thus he had introduced the concept of operational matrices for solving differential equations. Later, Victoria Vampa [17] , has introduced the concept of hybrid wavelets. In that method boundary conditions are treated in Collocation approach and interior domain are treated in Galerkin approach, by using basic Cubic Spline wavelets as basis function for solving boundary value problems. Thus Victoria Vampa claims the better convergence, by comparing the results of various methods. Hence, finding innovative methods to solve and analyze these equations has been an interesting subject in the field wavelets. The aim of this paper is to develop a new second kind algorithm for solving second-order two point boundary value problems based on shifted second kind Chebyshev wavelets. Thus, by introducing the operational matrix for Cheybyshev wavelets and there by using it to find the derivative matrix. By constructing the derivated matrix, the highest order appears in the differential equation are expressed in terms of Chebyshev operational wavelet matrix, the inital and boundary conditions in terms of Chebyshev wavelets. Finally, the differential equation has converted to non-linear algebraic system of equations. By solving the non-linear system of equations, we arrive the solution of the differential equations. Thus, computational time is reduces and it perfectly matches with exact results. The structure of the paper is as follows. In Section 2, we give some background of Multiresolution Analysis (MRA), and their properties. In Section 3, the concept of Second kind of Chebyshev wavelets operational matrices of derivates is introduced. In Section 4, shifted second kind Cheybyshev wavelet matrix is introduced which is used for numerical solution of second order linear and non-linear two point boundary value problems. Error bounds are discussed in Section 5. In Section 6 a general method for solving differential equation are proposed. Numerical examples are illustrated in Section 7 and concluding remarks are given in Section 8.
Multiresolution analysis
In this section, we first briefly review the multiresolution analysis which is the basic tool for constructing the orthonomal wavelets and then introduce Cheybyshev wavelets type of orthonormal wavelets [18, 19] .
Multiresolution Analysis(MRA)
Multiresolution is a decomposition of the Hilbert Space L 2 (R) on series of closed subspaces {V j } j∈Z such that
The function ϕ j,k called scaling functionon scale of resolution 'j' and location 'k' they are the dilation and translation of a single function ϕ. More precisely ϕ j,k = 2 −j 2 ϕ(2 −j x−k), j ∈ Z forms the Reisz basis for the space V j . Moving from the spaces V j−1 to the space V j certain details are lost due to the reduction in resolution. The lost details remain conserved in the orthogonal complement of the subspace V j−1 . This orthogonal complement is called the Wavelet space and we shall mark it as W j on the scale J. Thus we have
where ⊕ denotes the orthogonal sum. The relationship yield an important property of MultiResolution Analysis. The wavelet spaces W j are differences of the approximation spaces V j . The approximation spaces V j are sums of the wavelet spaces W j . From equation (1) we have
By substituting the first relation in the second one, we represent the space V j−2 as a sum of three mutually orthogonal subspaces
By further decomposing the approximation spaces in accordance with the same algorithm, we arrive at the space V j−1 .
All spaces W k , k ≥ j are orthogonal to the space W j−1 because it is orthogonal to the space V j−1 , which contains them.Thus as a consequence of the above relation we arrive at the orthogonality of the spaces W j W k ⊥W j where k, j Z and k = j (2.6) when j → −∞, we have the decomposition
and another one, j → ∞
The function ϕ is the solution of the scaling relation
where c(k) are known as filter coefficients that determine the scaling function of the particular wavelet system. In addition the function ϕ(x) must satisy the following properties 1. The function ϕ has compact support or decays sufficiently fast such that it can be truncated.
2. There is a p N (where N is the set of natural numbers) which depends on the particular ϕ, such that polynomials less than degree p can be written as linear combination of {ϕ 0,k } where k Z Simlarly as in equation (9) called dilation equation we have also "wavelet equation" given by
The relationship between scaling coefficients and wavelet coefficient is give by
where N is even. For more details and other properties about wavelets refer [20, 21] .
Second kind Chebyshev polynomials
It is well known that the second kind Chebyshev polynomials are defined on [−1, 1] by
These polynomials are orthogonal on [-1,1].
The following properties of second kind Chebyshev polynomials are of fundamental importance in the sequel. They are eigenfunctions of the following singular Sturm-Lioville equation [22] (
and may be generated by using the recurrence relation,
Starting from U 0 (x) = 1 and U 1 (x) = 2x, or from Rodrigues formula
Theorem 3.1. The first derivative of second kind Chebyshev polynomials is given by
Shifted second kind Chebyshev polynomials
The shifted second kind Chebyshev polynomials are defined on [0, 1] by U * n (x) = U n (2x−1). All results of second kind Chebyshev polynomials can be easily transformed to give the corresponding results for their shifted forms. The orthogonality relation with respect to weight function (x − x 2 ) is given by 
If the infinite series is truncated, then it can be written as T . (4.5) Theorem 4.1. Let ψ(x) be the second kind Chebyshev wavelets vector defined in (17) .Then the first derivative of the vector ψ(x) can be expressed as
where D is 2 k (M + 1) square operational matrix of derivative and is defined by
in which F is an (M + 1) square matrix and its (r, s)th element is defined by F r,s = 2 k+2 s, if r ≥ 2, r > s and (r + s) is odd, 0, otherwise.
(For a detailed proof see [24] ).
Corollary 4.1. The operational matrix for the nth derivative can be obtained from
5 Error bounds Proof can be found in [24] . 
Proof can be found in [24] .
The proposed method
In this section, we apply the second kind Cheybyshev wavelets operational matrices for some general linear and non-linear differential equations.
Consider the linear second-order differential equation
subject to the initial conditions
or the boundary conditions
or the general mixed boundary conditions
If we approximate y(x), f 1 (x), f 2 (x) and g(x) in terms of the second kind Chebyshev wavelets basis, then one can write
where
and G T are defined similarly as in above. Relations enable us to approximate as y (x) and y (x)
Now, substitution of relations (27) into equation, (22) enable us to define the residual, R(x) of this equation as
and application of the Tau method [25] , yields the following (2 k (M + 1) − 2) linear equations in the unknown expansion coefficients, c nm , namely
Moreover, the initial conditions (22) , the boundary conditions (23) and the mixed boundary conditions (25) lead respectively, to the following equations
and
Thus equation (22) with the two equations (23) or (24) or (25) generate 2 k (M + 1) a set of linear equations which can be solved for the unknown of the vector C, and hence an approximate wavelets solution y(x) can be obtained.
Non-linear second order two-point boundary value problems.
Consider the non-linear differential equation
If we follow the same procedure of the above section, approximate y(x) as in (26) and make use of (19) and (20), then we obtain
To find an approximate solution y(x), we calculate (32) at the first 2
(x). These equations with the two equations (33) , (34) and (35) generate 2 k (M + 1) non-linear equations in the expansion coefficients, c nm , which can be solved with the aid of Newton's iterative methods.
Numerical results and discussions
In this section, we check our proposed method by applying in linear and non linear second order initial and boundary value problems. Example 1. Consider the following non-linear boundary value problem [26] y (x) + 2(y (x)) 2 + 8y(x) = 0 0 < x < 1, y(0) = y(1) = 0, (7.1) whose exact solution y(x) = x − x 2 . We solve the equation (37) using the algorithm described in Section (6.1) for the case corresponds to M=2, k= 0 to obtain an approximate solution y(x). First, if we make use of equations (19) and (20) 
Furthermore, the use of boundary conditions in (37) leads to the two equations.Thus we have three equations in three unknowns which is of non-linear type. On solving the non-linear system of equations we arrive the unknowns as c 0,0 = 0.09375, c 0,1 = 0, c 0,2 = −0.03125. Consequently we have
which is same as the exact solution. Example 2. Consider the linear initial value problem
3)
We solve the equation (39) using the algorithm described in Section (6.1) for the case corresponds to M = 2, M = 3, M = 4 and k = 0. Example 3. Consider the linear boundary value problem. [17] y (x) + 3(y (x)) + 2y(x) = 2x + 3 0 < x < 1, y(0) = 1 y(1) = 0, 
whose boundary condition is given by y(0) = 1, y(1) = 0 and exact solution is 
with the initial conditions y(0) = 1 and y (0) = 1, whose exact solution is given by y(x) = 1 + x. By applying the technique described in section (6.1) with M = 2, k = 0, we approximate y( with the boundary conditions y(0) = 0 and y(1) = 1 whose exact solution y(x) = x 2 − x. The above problem is solved using the algorithm specified in section (6.1) and utilising the matrix in Example (6). Thus we have obtained the following graph. 
Conclusions
In this paper, Cheybyshev wavelets is used to obtain the numerical solution of linear, non-linear and fractional type ordinary different equations. Our results shows that Cheybyshev wavelets can matches with exact solution very efficitively with few calculations. Also it is very simple to implement in the problem. It provides more realistic solutions that convey very rapid convergence towards the exact solution.
