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THE BESSEL PERIOD FUNCTIONAL ON SO5: THE NONTEMPERED
CASE
YANNAN QIU
Abstract. For automorphic representations in the nontempered cuspidal spectrum of SO5,
we establish a precise Bessel period formula, in which the square of the global Bessel period
is decomposed as an Euler product of regularized local Bessel period integrals of matrix
coefficients.
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The global Gan-Gross-Prasad conjecture [11, 12, 6] predicts a deep relation between the
non-vanishing of periods of automorphic forms and the non-vanishing of special values of
automorphic L-functions. For arithmetic application and for the theory itself, it is important
to refine this relation into a precise formula.
Let F be a number field and A := AF be the ring of F -adels. The original global Gross-
Prasad conjecture is about an F -embedding SOm →֒ SOm+1 and the SOm-period of a cuspidal
automorphic SOm+1(A)× SOm(A)-representation Π⊠ Π′. Waldspurger [25] first established
the precise period formula for m = 2 and his formula was later extended to m = 3 [15]
after many people’s work. Based on these two cases, Ichino and Ikeda [16] conjectured a
period formula for general m by supposing Π ⊠ Π′ in the tempered cuspidal spectrum. In
their formulation, the square of the global period is an Euler product of normalized local
integrals of matrix coefficients and one role of the tempered condition is to ensure the absolute
convergence of the local integrals. When n ≥ 5, nontempered cuspidal representations appear
in the discrete spectrum of SOn(A). To handle the nontempered cuspidal spectrum, we suggest
that the local integral of matrix coefficients be regularized by meromorphic continuation via
a local height function with parameter s. This idea was used by the author in [22] to obtain
a period formula when Π is in the Saito-Kurokawa packets of SO(3, 2).
The SOm-period can be regarded as the corank-0 case of Bessel type periods. Gener-
ally, when the F -rank of SOm+2r+1 is greater than or equal to r, there are corank-r Bessel
subgroups R = Ur⋊SOm, where Ur is certain unipotent subgroup. One chooses a (nonimpor-
tant) generic character ψr of [Ur] and defines the Bessel period functional P on an irreducible
1
2 YANNAN QIU
cuspidal SOm+2r+1(A)× SOm(A)-representation Π⊠Π′ by
P (f, f ′) =
∫
[Ur⋊SOm]
f(uh)f ′(h)ψr(u)dudh, f ∈ Π, f ′ ∈ Π′.
Obviously, P belongs to the space HomR(A)(Π⊗ (Π′⊠ψr),C). When Π⊠Π′ is tempered, the
global Gross-Prasad conjecture [6, Conj. 24.1, 26.1] says that
(i) P is nonzero if and only if L(12 ,Π⊠Π
′) is nonzero and the local homomorphism space
HomR(Fv)(Πv ⊗ (Π′v ⊠ ψr,v),C) is nonzero at every local place,
(ii) When L(12 ,Π⊠Π
′) is nonzero, the local root numbers ǫ(12 ,Πv⊠Π
′
v) select out a unique
inner form of SOm+2r+1 × SOm so that the transfer of Π⊠ Π′ to this inner form has
nonzero global Bessel period.
On the local side, for tempered local representations, one can define a local Bessel period
functional on Πv ⊗ Πv ⊗ Π′v ⊗ Π′v by integrating matrix coefficients [16, 19], which is an
element of HomR(Fv)(Πv ⊗Πv ⊗ (Π′v ⊠ ψr,v)⊗ (Π′v ⊠ ψ−1r,v ),C). It is expected that
(iii) When Πv⊠Π
′
v is tempered irreducible unitary, the space HomR(Fv)(Πv⊗(Π′v⊠ψr,v),C)
is nonzero if and only the local Bessel period functional is nonzero.
In this framework, the period formula problem is to express the nonzero global Bessel period
functional as a product of local Bessel period integrals with explicit proportion constant.
When Π⊠Π′ is nontempered, the phenomenon appears different and this paper is written
for a better understanding of the situation. We consider SO5 × SO2, the case in which one
first encounters Bessel periods that do not degenerate to classical SOm-periods or Whittaker
periods. According to our study in this case, we generally expect:
(1) The assertion in (i) holds with L(12 ,Π⊠Π
′) replaced by L(0,Π,Π′), where L(s,Π,Π′) :=
L(s+ 1
2
,Π⊠Π′)
L(s+1,Π,ad)L(s+1,Π′,ad) .
(2) The assertion in (ii) fails. When L(0,Π,Π′) 6= 0, there may have more than one inner
forms and more than one global representations in the global packet with nonvanishing
global Bessel periods.
(3) In order that HomR(Fv)(Πv ⊗ (Π′v ⊠ ψr,v),C) is nonzero, one needs to have both
ords=0L(s,Πv ,Π
′
v) ≤ 0 and nonvanishing regularized local Bessel period integrals.
The former condition can be interpreted as L(0,Πv ,Π
′
v) 6= 0.
We treat the whole nontempered cuspidal spectrum of SO5. For SO(3, 2) ∼= PGSp4, the
classification of the discrete spectrum is presented in [1] and established in the recent book
[2], conditional on the stabilization of the twisted trace formula for GLn. According to this
classification, the nontempered cuspidal representations fall in the Saito-Kurokawa packets
and the Soudry packets (which include the Howe-Piatetski-Shapiro packets); these are CAP
representations and were first constructed by the method of theta lifting [20, 14, 24]. For the
inner forms SO(4, 1), the classification theorem is not established yet but these nontempered
Arthur packets have been directly constructed by using theta correspondence in [7] and a
recent preprint [13]. We study the Bessel period functional on these packets.
Now let (V, q) be a 5-dimensional quadratic space over F with positive Witt index and
of determinant 1 · F×2. Decompose V = Fv+ ⊕ U ⊕ Fv−, where v+, v− are isotropic with
q(v+, v−) = 1 and U is their orthogonal complement. Decompose further U = Fv0 ⊕ V0,
where v0 is non-isotropic and orthogonal to V0. The Bessel subgroup associated to v0 is
R = U ⋊ SO(V0).
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It is embedded into SO(V ) via the parabolic subgroup P stabilizing v+ (see Sect. 1.1). There
is SO(V0) ∼= E×1 with E = F (
√
q(v0)) and SO(V ) is of type SO(3, 2) or SO(4, 1).
Let Π be an irreducible cuspidal automorphic representation of SO(V )A and χ be a char-
acter of [SO(V0)]. Choose a nontrivial character ψ of A/F and let ψv0(u) := ψ
(
q(v0, u)
)
be
the associated character on [U ]. The global Bessel period functional P on Π with respect to
χ⊠ ψv0 is
(0.1) P (f) :=
∫
[U⋊SO(V0)]
f(uh)χ(h)ψv0(u)dudh, f ∈ Π.
Locally, consider the formal integral of matrix coefficients,
Pv(f1,v, f2,v) =
∫
U(Fv)⋊SO(V0)Fv
(Πv(uvhv)f1,v, f2,v)ψv0(uv)χv(hv)duvdhv, fi,v ∈ Πv.
When Πv is square-integrable and V0(Fv) is nonsplit, the local integral is absolutely convergent
and defines an element of HomR(Fv)(Πv⊗
(
ψv0,v⊠χv
)
,C). In all other situations, it is divergent
and needs a suitable regularization that respects the action of R(Fv). We suggest that this
R(Fv)-integral be regarded as an iterated integral, with the SO(V0)Fv -integration after the
U(Fv)-integration, and that the two integrations be regularized separately according to the
different natures of their divergence. Consider an s-family:
Pv(s; f1,v, f2,v) =
∫
SO(V0)Fv
[ ∫
U(Fv)
(Πv(uvhv)f1,v, f2,v)ψv0(uv)duv
]
χv(hv)∆(hv)
sdhv,
where ∆(hv) is a height function on SO(V0)Fv derived from the doubling method (See Sect. 2.2).
(a) We use the Fourier transform of tempered distributions to regularize the inner integral
over U(Fv), for all irreducible unitary Πv and for general V . (See Sect. 2.3.)
(b) The outer SO(V0)Fv -integral is absolutely convergent when Re(s) >> 0 because of
the height function ∆(h) and it has meromorphic continuation to s ∈ C. When
Πv is the local component of a global representation in the Saito-Kurokawa packets
or Soudry packets, we find (b1) ords=0L(s,Πv , χv) ≤ 0 is a necessary condition for
HomR(Fv)(Πv⊗
(
ψv0,v⊠χv
)
,C) to be nonzero, (b2) when ords=0L(s,Πv, χv) ≤ 0, there
is ords=0Pv(s; f1,v, f2,v) ≥ ords=0L(s,Πv, χv) and the regularized local Bessel period
functional on Πv ⊗Πv,
(0.2) P♯v(f1,v, f2,v)
△
=
Pv(s; f1,v, f2,v)
ζFv(2)ζFv (4)L(s,Πv , χv)
∣∣
s=0
,
respects the action of R(Fv)× R(Fv). These properties are put as a local conjecture
for general corank-1 Bessel subgroup in Section 2.3.2.
Now we state the main theorem. Let π be an irreducible cuspidal automorphic representa-
tion of PGL2(A), µ be a quadratic character of A
×/F×, K/F be a quadratic extension with
Gal(K/F ) = {1, ι}, and η be a character of A×K/K× with η|A× = 1. Let Π be an irreducible
automorphic representation in the discrete spectrum of SO(V ). We say Π belongs to the Saito-
Kurokawa packet SK(π, µ) if its partial L-function LS(s,Π) is LS(s, π)LS(s+ 12 , µ)L
S(s− 12 , µ).
The Soudry packet So(η) consists of those Π with LS(s,Π) = LS(s+ 12 , η)L
S(s− 12 , η).
Theorem. Suppose that Π is a cuspidal member of SK(π, µ) or So(η).
(1) HomR(Fv)
(
Πv ⊗ (ψv,v0 ⊠ χv),C
)
is nonzero if and only if ords=0L(s,Πv , χv) ≤ 0 and
P♯v is nonzero on Πv ⊗Πv.
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(2) P is nonzero on Π if and only if HomR(Fv)(Πv ⊗
(
ψv,v0 ⊠ χv
)
,C) is nonzero for all v
and L(0,Π, χ) is nonzero.
(3) Suppose that P is nonzero on Π, then P ⊗ P = 2βζF (2)ζF (4)L(0,Π, χ)
∏
v 2
−βvP♯v.
When π ∈ SK(π, µ), the constants β, βv are 1; when π ∈ So(η), the constants are
β =
{
1, ηι 6= η,
2, ηι = η.
, βv =
{
1, ηιvv 6= ηv,
2, ηιvv = ηv.
For decomposable vectors f1, f2 ∈ Π, there is P♯v(f1,v, f2,v) = 2βv for almost all v.
The proof of the theorem is based on the theta lifting construction of the packets. First, the
Saito-Kurokawa packets are constructed from the Waldspurger packets on S˜L2 by using theta
correspondence for (S˜L2,SO(V )). In this case, we transfer both the global and (regularized)
local Bessel periods to integrals on SL2 and compare them there. The local period transfer
is the more difficult part because one needs to carefully change the order of integration for a
multivarible iterated integral; our tool is the inner product formula and the isometry property
of quadratic Fourier transform established in Section 3. The global period formula in this
case is reduced to the Whittaker period formula for cuspidal S˜L2(A)-representations, which
was proved in [5] for totally real F and extended by the author with a different method to
all number fields in [21].
Second, the Soudry packets are constructed with the theta lifting from GO2 to GSp4
when SO(V ) = SO(3, 2) and from a skew-Hermitian GU1(D) to a Hermitian GU2(D) when
SO(V ) = SO(4, 1), where D is a nonsplit quaternion algebra over F . We transfer the global
and local periods to integrals over GO2, GU1(D) and compare them there. The tool for
transferring local periods is the inner product formula and the Fourier inversion formula
with the help of a local measure decomposition in Section 1.5.2. When η = ηι, the packet
So(η) is the Howe-Piatetski-Shapiro packet and contains CAP representations with respect
to the Borel subgroup. When η 6= ηι, the packet So(η) is the genuine Soudry packet and
contains CAP representations with respect to the Klingen parabolic subgroup. We treat
them uniformly in this paper.
In the end, we mention that Liu obtained in the preprint [19] the Bessel period formula
when Π is in the (tempered) endoscopic packets of SO(3, 2). Thus, the remaining study
for the Bessel period functional on SO(3, 2) is about the (general) tempered packets whose
Arthur parameters are of stable semisimple type; this may better be approached by harmonic
analysis on kernel functions, say via the method of relative trace formula or tools alike.
The author would like to thank Gan Wee Teck for a number of very helpful conversations
concerning the topic.
1. Preliminaries
In this section, let (V, q) be a non-degenerate m-dimensional quadratic space over a field k
of characteristic zero. Set q(x, y) := q(x+ y)− q(x)− q(y) and let Symn denote the space of
symmetric n× n-matrices. We also use q to denote the map
q : V n → Symn, ~x = (x1, · · · , xn)→ q(~x) := (q(xi, xj))n×n.
Set Sym◦n := Symn ∩GLn and V n,◦ = q−1(Sym◦n); specifically, put V ◦ = V 1,◦.
Let ψ be a nontrivial character of k when k is a local field of characteristic zero and a
character of A/F when k = F is a number filed. For a ∈ k×, let ψa be the a-twist of ψ and
χa =< a, · > be the associated quadratic character, where <,> denotes the Hilbert symbol.
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1.1. Corank-1 Bessel subgroup. When m ≥ 3 and V has positive Witt index, choose a
pair of isotropic vectors v+, v− with q(v+, v−) = 1, let U be their orthogonal complement,
and write the decomposition V = Fv+ ⊕ U ⊕ Fv−. For a non-isotropic vector v0 ∈ U , let V0
denote its orthogonal complement in U and define the Bessel group associated to v0,
R := U ⋊ SO(V0).
The embedding Rv0 →֒ SO(V ) is via the parabolic subgroup P = U ⋊M stabilizing Fv+,
where M ∼= GL1 × SO(U) and U is identified with the unipotent radical of P by sending
u ∈ U to the following element,
v+ → v+, u′ ∈ U → −q(u, u′)v+ + u′, v− → −q(u)v+ + u+ v−.
1.2. SO(3, 2) and its inner forms. A group of type SO(m1,m2) (m1 ≥ m2) refers to the
group SO(V ) over any quadratic space (V, q) of dimension m1 +m2 and Witt index m2. In
this paper, we study SO(3, 2), SO(4, 1) and will uitilize their alternative realizations in terms
of symplectic groups and quaternion unitary groups.
1.2.1. SO(3, 2). The following 5-dimensional quadratic space is of Witt index 2 and determi-
nant 1 · k×2,
V =
{
Y =
(
X x′J1
−x′′J1 tX
)
∈M4×4(k) | x′, x′′ ∈ F,Tr(X) = 0
}
,(1.1)
q(Y ) =
1
4
Tr(Y 2) = x′x′′ − detX,
Set Jn =
(
1n
−1n
)
and define GSp2n :=
{
g ∈ GL2n : gJntg = ν(g)Jn
}
, then GSp4 acts on V
by g ◦ Y = gY g−1 and this action leads to an isomorphism PGSp4 ∼−→ SO(V ) = SO(3, 2).
1.2.2. The inner forms SO(4, 1). Given a quaternion algebra D over k with the main involu-
tion X → X, one associates a 5-dimensional quadratic space of determinant 1 · k×2,
VD =
{
Y =
(
X x′1D
x′′1D X
)
∈M2×2(D) | x′, x′′ ∈ F,TrD/k(X) = 0
}
,
qD(Y ) =
1
4
TrD/k
[
Tr(Y 2)
]
= x′x′′ −NmD/k(X).
The space VD is of Witt index 2 (resp. 1) when D is split (resp. non-split). When D varies,
the groups SO(VD) are distinctive and exhaust all groups of type SO(3, 2) and SO(4, 1).
Define the quaternion unitary group
GU2(D) :=
{
g ∈ GL2(D) : tg¯
(
1D
1D
)
g = ν(g)
(
1D
1D
)
, ν(g) ∈ k×
}
.
It acts on VD by g ◦Y = gY g−1 and there is an induced isomorphism PGU2(D) ∼−→ SO(VD).
Remark 1. When D =M2×2(F ), the group GU2(D) naturally sits inside GL4 and is equal to
the similitude symplectic group defined as
{
g ∈ GL4 : g
(
J1
J1
)
tg = ν(g)
(
J1
J1
)}
.
1.3. O2 and Skew-Hermitian GU1(D). They are used lated to define Soudry packets .
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1.3.1. O2. For a quadratic algebra k
′ of k, let (Vk′ , qk′) = (k
′,Nmk′/k) denote the associ-
ated quadratic space. There is SO(Vk′) = k
′
1
× and O2(Vk′) = SO(Vk′) ⋊ Gal(k
′/k). Write
Gal(k′/k) = {1, ι}, then Hilbert’s Theorem 90 yields a short exact sequence 1→ k× → k′× pr→
k′1
× → 1, where pr(x′) = x′ι/x′ is the projection map.
Generally, for a 2-dimensional quadratic space V over k, write k′ = k(
√− detV ) and
consider the associated fiberation q : V 2 → Sym2. Set ΣT := {X ∈ V 2 : q(X) = T}; for
T ∈ q(V 2,◦), there is ΣT ∼= O(V ) = k′1×. Furthermore,
qk′(V
2,◦
k′ ) ={T : ∃ g ∈ GL2(k) s.t. gT tg =
(
1
disc(k′)
)
},
⊔a∈k×/Nm(k′×)aqk′(V 2,ok′ ) ={T : detT ∈ −disc(k′) · k×
2}.(1.2)
1.3.2. Skew-Hermitian GU1(D). Let D be a quaternion algebra over k with the main involu-
tion x→ x¯. An ǫ-Hermitian space over D is a right D-module V with a pairing V × V → D
satisfying (y, x) = ǫ(x, y) and (xa, yb) = a(x, y)b. Define
GU(V) = {g ∈ GLD(V) : (gx, gy) = ν(g)(x, y), ν(g) ∈ k×}
and set U(V) = {g ∈ GU(V) : ν(g) = 1}, PGU(V) = GU(V)/k×.
Let D0 be the set of trace zero elements in D. For e ∈ D0 with nonzero norm, let Ve
denote the 1-dimensional skew-Hermitian space over D whose underlying space is D and
whose pairing is given by (1, 1) = e. To describe GU(Ve) and U(Ve), we put k′ = k ⊕ ke,
choose e′ ∈ D0 with nonzero norm and satisfying ee′ = −e′e, and write
D = k′ ⊕ k′e′ = k · 1⊕ ke⊕ ke′ ⊕ kee′,
There is
GU(Ve) = k′× ⊔ k′×e′, U(Ve) =
{
k′1
×, D is nonsplit,
k′1
×
⋊ µ2, D is split.
Note the ν(GU(Ve)) = Nm(k′×) ∪ e′2Nm(k′×).
Remark 2. D is split if and only if e′2 ∈ Nm(k′×). When D is split, choose he′ ∈ k′× satisfying
Nm(he′) = −e′2, then the group µ2 occuring above can be realized as µ2 = {1, he′e′}. Note
that U(Ve) is a non-connected k-group and that it has the same set of k-rational points as its
connected component U(Ve)c when D is nonsplit.
Consider the associated fiberation q˜e : Ve → D0, x → (x, x) = x¯ex. Put V◦e = {x ∈ Ve :
(x, x) 6= 0}, D◦ = {x ∈ D : Nm(x) 6= 0} and D◦0 = D◦ ∩D0. Set Σy := {x ∈ Ve : (x, x) = y};
for y ∈ q˜e(V◦e ), there is Σy ∼= U(Ve). Furthermore,
(1.3) ⊔a∈k×/ν(GU(Ve)) aq˜e(V◦e ) := {y ∈ D◦0 : Nm(y) ∈ Nm(e)k×
2}.
1.4. Tamagawa Measure. For a reductive group G over a number field F , we write [G] =
G(F )\G(A) and always use the Tamagawa measure dg on G(A).
(i) The Tamagawa measure on A andA× are dt =
∏
v dtv and d
×t = 1Ress=1 ζF (s)
∏
v ζFv(1)
dtv
|tv |
respectively, where dtv is the Haar measure on Fv that is self-dual with respect to ψv.
(ii) For (V, q) over F , the Tamagawa measure on V (A) is dx =
∏
v dxv, where dxv is the
Haar measure on V (Fv) that is self-dual with respect to the character of second degree ψv ◦qv.
(iii) For a quadratic algebra E over F , let cE be L(1, χE/F ) when E is nonsplit and
Ress=1 ζF (s) when E is split. The Tamagawa measure over SO(VE)A = E
×
1,A
∼= A×E/A× is
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dh = c−1E
∏
v L(1, χEv/Fv )d
♯hv, where d
♯hv =
dev
|ev|
/dtv|tv| is the natural quotient measure on
E×v,1
∼= E×v /F×v and dev,dfv are self-dual measures on Ev, Fv as in (i).
Write Om = SOm ⋊ µ2. Extend the local measure dhv on SOm(Fv) to Om(Fv) by giving
µ2(Fv) the probability measure 1, then the product of the extended local measures is the
Tamagawa measure on Om(A). There is Vol([Om]) = 1 when m ≥ 2 and Om 6= O1,1.
(iv) Suppose that D is a nonsplit quaternion algebra over F and e ∈ D0 has nonzero norm.
Let SD denote the set of nonsplit places of D and write K = F ⊕ Fe, then
U(Ve)A =
∏
v
U(Ve)Fv = (
∏
v∈SD
K×1,v)×
( ∏
v 6∈SD
K×1,v ⋊ µ2
)
We follow [9, Sect. 10.7] to specify the Tamagawa measure on the non-connected group
U(Ve). Let d♯h1,v be the natural quotient measure on K×1,v. When v ∈ SD, U(Ve)Fv = K×1,v
and we set d♯hv =
1
2d
♯h1,v; when v 6∈ SD, U(Ve)Fv = K×1,v ⋊ µ2 and we let d♯hv be the
extension of d♯h1,v by giving µ2 the probability measure. The Tamagawa measure on U(Ve)A
is dh = c−1K
∏
v L(1, χKv/Fv)d
♯hv . There is Vol([U(Ve)]) = 21−|SD|.
1.5. Measure decomposition. We describe three measure decompositions.
1.5.1. The fiberation V → k. Define the r-sphere Sr = {x ∈ V : q(x) = r}, r ∈ k.
Now let k be a local field and dx, dr be the self-dual Haar measures on V , k respectively.
The map q : V → k induces O(V )-invariant measures dσr on Sr (r ∈ k×) such that
(1.4)
∫
V
f(x)dx =
∫
k×
∫
Sr
f(x)dσr|r|
m−2
2 dr, f ∈ L1(V ).
There is
∫
V f(X)dX =
∫
k× f˜(r)dr, where f˜(r) := |r|
m−2
2
∫
Sr
f(x)dσr, r ∈ k×.
We describe the measure dσr for r ∈ q(V ) ∩ k×:
(i) dimV = 1. Sr ∼= O1(k) and dσr = 2|2|−1k dh, where dh is the probability measure on
O1(k).
(ii) dimV = 2. Sr ∼= SO(V ) and dσr = dh♯, where d♯h denotes the natural quotient
measure on SO(V ) = k′1
× ∼= k′×/k× and k′ = k(√− detV ).
1.5.2. The fiberation V 2 → Sym2. Assume dimV = 2. Write k′ = k(
√− detV ) and consider
the fiberation q : V 2 → Sym2(k) in Section 1.3.1.
Suppose that k is a local field. Let dt be the self-dual Haar measure on k and dT = dt1dt2dt3
be the according measure at T =
(
t1 t3
t3 t2
) ∈ Sym2(k). Let dx be the self-dual Haar measure on
V and dX = dx1dx2 be the according measure at X = (x1, x2) ∈ V 2. Recall that d♯h1 denotes
the quotient measure dx
′
|x′|
/
dt
|t| on SO(V )
∼= k′1× ∼= k′×/k×. Write O(V ) = k′×1 ⋊Gal(k′/k) and
extend dh♯1 to a measure dh
♯ on O(V ) by giving Gal(k′/k) the probability measure 1.
Lemma 1. There exist O(V )-invariant measures dσT on ΣT such that
(1.5)
∫
V 2
F (X)dX =
∫
Sym◦2(k)
∫
ΣT
F (X)dσT |detT |− 12dT, F ∈ L1(V 2).
For T ∈ q(V 2,◦), there is dσT = 2d♯h with respect to the identification ΣT ∼= O(V ).
Proof. The lemma means that with regard to the fiberation O(V )→ V 2,◦ → q(V 2,◦), there is
(1.6) dX = 2|det T |− 12d♯hdT.
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Because Equality (1.6) is compatible with the action of GL2(k) on V
2,◦ and q(V 2,◦), it suffices
that we prove (1.6) over U = {(x1, x2) ∈ V 2,◦ : q(x1) 6= 0}. Equality (1.6) is also compatible
with the scaling of the quadratic form q, whence one may suppose (V, q) = (Vk′ , qk′).
Write k′ = k ⊕ ke with Tr(e) = 0 and Nm(e) = d ∈ disc(k′)k×2. For x = a+ be ∈ k′, there
is dx = |2||d|1/2dadb, where da,db are the self-dual Haar measures on k. Consider the map
p : U → V ◦ × k × k, X = (x1, x2)→ (x1, t2, t3) = (x1, q(x2, x2), q(x1, x2))
Write x1 = a1+ b1e, x2 = a2 + b2e. Set y1 = x1e = −b1d+ a1e, then x1, y1 are orthongal and
form a frame of V . It is easy to see that for X ∈ p−1(x1, t2, t3), there is x2 = a′x1+ b′y1 with
a′ =
t3
q(x1, x1)
, b′
2
=
t23 − t2q(x1, x1)
dq(x1, x1)2
.
By changing the coordinates (x1, x2) on U to (x1, a′, b′), we have
dX = dx1dx2 = |2||d|1/2dx1da2db2 = |2||d|1/2|Nm(x1)|dx1da′db′.
Set r′ = b′2. By Section 1.5.1 (i), there is db′ = 2|2|−1|r′|−1/2dh0dr′, with dh0 being the
probability measure on O(x⊥1 ). Hence
dX = 2|d|1/2|Nm(x1)||r′|−1/2dx1da′dh0dr′ = 2|t23 − t2q(x1, x1)|−1/2dx1dh0dt2dt3.
Consider the fiberation V ◦ → 2q(V ◦) ⊂ k, x1 → t1 = q(x1, x1), for which the fibers are
homeomorphic to SO(V ). By Section 1.5.1 (ii), there is dx1 = d
♯h1dt1. Therefore,
dX = 2|t23 − t1t2|−1/2d♯h1dt1dh0dt2dt3 = 2|detT |−1/2d♯hdT.
Here the measure d♯h1 on SO(V ) is combined with dh0 to get the measure d
♯h on O(V ). 
Now let k = F be a number field and write K = F (
√− detV ). For T ∈ q(V 2,◦), there is
Σv,T ∼= O(V )Fv at each local place; let dh =
∏
v dhv be the Tamagawa measure on O(V )A
and write dσv,T = 2cKvdhv. The following lemma is a direct consequence of Lemma 1.
Lemma 2. cKv = L(1, χKv/Fv )
−1 for almost all v and
∏
v cKvL(1, χKv/Kv) = cK
1.5.3. The fiberation Ve → D0. Consider the fiberation q˜e : Ve → D0, x → x¯ex in Sec-
tion 1.3.2. Recall the decomposition D = k′ ⊕ k′e′ with k′ = k ⊕ ke and ee′ = −e′e.
Suppose the k is a local field. Let dx be the self-dual Haar measure on the quadratic
space (Ve,Nm) with respect to ψ and dy be the restricted measure on the subspace D0. For
y ∈ q˜e(V◦e ), there is identification Σy ∼= U(Ve) and we let dh♯ be the local measure on U(Ve)
as chosen in Section 1.4 (iv).
Lemma 3. There exist U(Ve)-invariant measures dσy on Σy such that∫
Ve
F (x)dx =
∫
D◦0
∫
Σy
f(x)dσy|Nm(y)|−1/2dy, F ∈ L1(Ve).
For y ∈ q˜e(V◦e ), there is dσy = 2|4Nm(e)|−1dh♯ with respect to the identification Σy ∼= U(Ve).
Proof. Put e2 = −δ and e′2 = δ′. Write elements in Ve as x = z1 + z2e′ with z1, z2 ∈ k′,
then dx = |δ′|dz1dz2; write elements in D0 as y = te + zee′ with t ∈ k and z ∈ k′, then
dy = |δ|3/2|δ′|dtdz. Accordingly, the map q˜e(x) = x¯ex is expressed as
q˜e : Ve → D0, x = (z1, z2)→ y = (t, z) =
(
Nm(z1) + δ
′Nm(z2), 2z¯1z2
)
.
It suffices that we verify the measure decomposition dx = 2dh♯dy over the open subset
U = {z1 + z2e′ ∈ V◦e : z1, z2 ∈ k′×}.
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Over U , we change coordinates and write x = z1 + z1z2e′; ffurthermoe, consider the fib-
eration k′× → Nm(k′×) ⊂ k, z1 → r1 = Nm(z1), for which the fibers are homeomorphic to
k′1
×, then dx = |δ′||Nm(z1)|dz1dz2 = |δ′||r1|d♯h1dr1dz2, where d♯h1 is the natural quotient
measure on k′1
×. On the other hand, the smooth map q˜e|U is given by
x = (h1, r1, z2)→ y = (t, z) = (r1(1 + δ′Nm(z2)), 2r1z2).
The differential form |Nm(y)|−1/2dy is pulled back to |4δδ′||r1|dr1dz2.
q˜e|U factors through p˜ : Nm(k′×) × k′× → D◦0 , (r1, z2) → y = (r1(1 + δ′Nm(z2)), 2r1z2).
When δ 6∈ Nm(k′×), p˜ is injective and D is nonsplit, whence (h1, y) can be used as coordinates
of x and dx = |4δ|−1d♯h1|Nm(y)|−1/2dy. Therefore, dσy = |4δ|−1d♯h1 = 2|4δ|−1d♯h. When
δ ∈ Nm(k′×), D is split and each nonempty fiber of p˜ is a two-point set: if (r1, z2) is on a
fiber, then (r1δ
′Nm(z2),
1
δ′z¯2
) is also on the fiber. We identify the nontempty fibers with µ2,
then |r1|dr1dz2 = 2|4δδ′|−1dh0dy, where dh0 is the probability measure on µ2. It follows that
dx = 2|4δ|−1d♯h1dh0|Nm(y)|−1/2dy, whence dσy = 2|4δ|−1d♯h1dh0 = 2|4δ|−1d♯h. 
Remark 3. Let k = F be a number field and write K = F ⊕ Fe. For y ∈ q˜e(V◦e ), there is
Σv,y ∼= U(Ve) at every place; let dh =
∏
v dhv be the Tamagawa measure on U(Ve)A as chosen
in Section 1.4 and write dσv,y = 2cKvdhv. Lemma 3 implies that the constants cKv satisfy
the assertions in Lemma 2.
1.6. Theta correspondence. We review the notion of theta correspondence for the dual
pair (Sp2n,O(V )).
1.6.1. Local theta correspondence. Suppose that k is a local field of characteristic zero. We
briefly recall the notation of abstract Howe duality (c.f. [23]). Let G and H be reductive
groups over k and ρ be a smooth representation of G × H. For any smooth irreducible
representation τ of G (resp. H), the maximal τ -isotypic component of ρ has the form π⊗θ0(π)
for some smooth representation θ0(π) of H (resp. G). We say that the Howe duality holds for
the triplet (ρ,G,H) if the maximal semisimple quotient θ(π) of θ0(π) is irreducible whenever
θ0(π) is nonzero.
Classical Howe duality concerns the situation that ρ is the Weil representation ω. Let
S˜p2n(k) be the 2-fold metaplectic cover of Sp2n(k). Let (V, q) be a quadratic space over F of
dimensionm and choose a non-trivial additive character ψ of k. There is a Weil representation
ω := ωψ,V of O(V )× S˜pn(F ) on S(V n), the space of Bruhat-Schwartz functions on V n:
ω(h)φ(X) = φ(h−1X), h ∈ O(V ),
ω
( (
1n N
1n
)
, ǫ
)
φ(X) = ǫmψ
(
2−1 Tr(Nq(X))
)
φ(X), N ∈ Symn×n(F ),
ω
( (
A
tA−1
)
, ǫ
)
φ(X) = ǫmχψ,V (detA)|detA|
m
2 φ(XA), A ∈ GLn(F ),
ω(
(
1n
−1n
)
, ǫ)φ(X) = ǫmγ(ψ, V )
∫
V n(F )
φ(Y )φ(q(X,Y ))dY.
HereX ∈ V n is written as a row vector (x1, · · · , xn) with xi ∈ V , γ(ψ, V ) is a constant of norm
1 and χψ,V : F
× → S1 is a function satisfying χψ,V (a1a2) = χψ,V (a1)χψ,V (a2) < a1, a2 >m.
We use the notions ωψ, ωV , ωψ,V to denote the Weil representations, depending on the context.
The Howe duality for the triplet (ω, S˜p2n,O(V )) holds in general when k is archimedian
and when k is nonarchimedean but not dyadic. For n = 1 with m ≤ 5 and for n = 2 with
m ≤ 2, the Howe duality is also known for dyadic fields.
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Remark 4. By Conservation Principle, the Howe duality for the pair (S˜L2,Om) is actually for
the pair (S˜p2,SOm) when m ≥ 3.
When m is even, the action of S˜p2n via ω factors through Sp2n and the Howe duality is
actually between (Sp2n,O(V )). Furthermore, let ν denote the similitude characters of GSp2n,
GO(V ) and define GSp+2n = {g ∈ GSp2n : ν(g) ∈ ν(GO(V ))}. The Weil representation can
naturally extend to the group R := {(g, h) ∈ GSp+2n ×GO(V ) : ν(h) = ν(g)},
(1.7) ω(g, h)φ(X) = |ν(h)|−mn4 ωψ,V
(
g
(
1
ν(g)−1
) )
φ(h−1X), (g, h) ∈ R.
Put Ω+ = Ind
GSp+2n×GO(V )
R ω. By [23], the Howe duality for (Ω
+,GSp+2n,GO(V )) follows from
the Howe duality for (ω,GSp2n,O(V )). Specifically, the Howe duality for (GSp
+
4 ,GO2) holds.
1.6.2. Global theta lifting. Suppose that k = F is a number field. Let ω := ωψ,V = ⊗ωψv,V be
the Weil representation of S˜p2n(A)×O(V )A on S(V nA ), the space of Bruhat-Schwartz functions
on V nA . For φ ∈ S(V nA ), the associated theta kernel function
θφ(g, h) =
∑
ξ∈V n(F )
ωψ,V (g, h)φ(ξ).
is a slowly increasing function on [S˜p2n] × [O(V )]. When m is even, ω can be extended to
R(A) = GSp+2n(A)×O(V )A and the function θφ is defined on [R].
For rapidly decreasing automorphic forms ϕ(g) on [S˜p2n] and F (h) on [O(V )], we generally
define their global theta lifts via φ by
Θφ(ϕ)(h) =
∫
[Sp2n]
ϕ(g)Θφ(g, h)dg, Θφ(F )(h) =
∫
[O(V )]
F (h)Θφ(g, h)dh.
Specifically, for the pair (S˜L2,O(V )) with m = 3 or 5, we lift a rapidly decreasing form F (h)
on [SO(V )] to S˜L2(A) by setting Θφ(F )(h) =
∫
[SO(V )] F (h)Θφ(g, h)dh.
2. Regularized Local Bessel Period Integral
Let k be a local field of characteristic zero and (V, q) be a quadratic space over k of
dimension m ≥ 3 and positive Witt index. Recall from Section 1.1 the decomposition of V
V = kv+ ⊕ U ⊕ kv− = kv+ ⊕ (kv0 ⊕ V0)⊕ kv−,
the Bessel subgroup R = U ⋊ SO(V0), and the parabolic subgroup P = U ⋊M stabilizing v0.
Let Π and Π′ be irreducible unitary representation of SO(V ) and SO(V0) respectively. Let
ψ a be nontrivial character of k and ψv0(u) = ψ(q(v0, u)) be the associated character on U .
For f1, f2 ∈ Π and f ′1, f ′2 ∈ Π′, the local Bessel period functional on R is formally defined as
P(f1, f2, f ′1, f ′2) =
∫
U⋊SO(V0)
(Π(uh)f1, f2)(Π
′(h)f ′1, f
′
2)ψv0(u)dudh.
We describe in this section a method to regularize the above integral and condense the ex-
pected properties into Conjecture 1.
2.1. Tempered distributions.
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2.1.1. Definition. The space of Bruhat-Schwartz function S(km) consists of rapidly decreasing
functions when k is archimedean and of locally constant compactly supported functions when
k is nonarchimedean. It carries a standard complete topology when k is archimedean.
Let S ′(km) denote the space of continuous linear maps T : S(km)→ C when k is archimedean
and the space of linear maps when k is nonarchimedean. It is called the space of tempered
distributions on km. (When k is archimedean, this is the classical notion.)
A functional T ∈ S ′(km) is said to be represented over an open subset U ⊂ km by a
function f ∈ L1loc(U) if T (φ) =
∫
U f(X)φ(X)dX for all φ ∈ C∞c (U). When f is required to
be continuous, it is unique if it exists.
2.1.2. Application to quadratic spaces. The Fourier transform on L1(V ) is extended to S ′(V )
by setting FT := T ◦ F . For Ψ ∈ C∞c (k× × SO(V )) and φ ∈ S(V ), T ∈ S ′(V ), set
Ψ ⋄ φ(X) =
∫
k××SO(V )
Ψ(a, h)φ(a−1h−1X)d×adh,
Ψ ⋄ T (φ) = T (Ψ∨ ⋄ φ), where Ψ∨(a, h) = Ψ(a−1, h−1).
Proposition 1. Ψ ⋄ T is represented over V ◦ by a smooth function.
Proof. Write H˜ = k×× SO(V ); for h˜ = (a, h), set |h˜| = |a|m. It suffices to find an open cover
of V ◦ so that Ψ ⋄ T is represented over each member of the cover by a smooth function.
(1) k is nonarchimedean. Ψ is left invariant under certain compact open subgroup W of
H˜. Write SuppΨ = ⊔ℓi=1Wh˜i and V ◦ = ⊔jWvj as the disjoint union of W -orbits. Observe
that each Wvj is open in V
◦ and they form an open cover of V ◦. By definition,
Ψ∨ ⋄ φ(v) =
∫
k××SO(V )
Ψ(h˜)φ(h˜v)dh˜ =
ℓ∑
i=1
Ψ(h˜i)
∫
W
φ(wh˜iv)dw
For φ ∈ C∞c (Wvj), there is
∫
W φ(wh˜iv)dw =
[ ∫
W φ(wvj)dw
] · 1h˜−1i Wvj(v), whence
Ψ ⋄ T (φ) = T (Ψ∨ ⋄ φ) = [ ℓ∑
i=1
Ψ(h˜i)T (1h˜i
−1
Wvj
)
] ∫
W
φ(wvj)dv
Therefore Ψ ⋄ T is represented over Wvj by the constant Vol(W )Vol(Wvj)
∑ℓ
i=1Ψ(h˜i)T (1h˜i
−1
Wvj
).
(2) k is archimedean. Given v0 ∈ V ◦, we will find an open neighborhood U0 of v0 in V ◦
such that Ψ ⋄ T is represented over U0 by a smooth function.
Let V ′0 be the orthogonal complement of v0 in V . Observe that the orbit map H˜ → V ◦,
h˜→ h˜v0 has a Jacobian of rank m at the identity element of H˜. By implicit function theorem,
there is an open neighborhood U of v0 in V ◦, an open neighborhood U ′ of 1V ′0 in SO(V ′0), and a
smooth map ϕ : U×W ′ → H˜ such that (i)W := ϕ(U×W ′) is open in H˜ and ϕ : U×W ′ → W
is a diffeomorphism, (ii) ϕ(v, h′)v0 = v for u ∈ U , h′ ∈ W ′. Choose an open neighborhood
U0 of v0 in U and an open neighborhood W0 of 1H˜ in W such that the closure of W−10 U0 is
contained in U .
We first show that there exists a function η ∈ C∞c (H˜) such that Ψ⋄T (φ) =
∫
H˜ η(h˜)φ(h˜v0)dh˜
for φ ∈ C∞c (U0). Using partition of unity, one can write Ψ =
∑ℓ
i=1Ψi, with each Ψi be-
ing smooth and supported in W0h˜i for some h˜i. Suppose φ ∈ C∞c (U0), then Ψ∨i ⋄ φ(v) =∫
H˜ Ψi(wh˜i)φ(wh˜iv)dw is supported in h˜
−1
i W
−1
0 U0 ⊂ h˜−1i U1. Let λ(v) be a smooth function
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that takes value 1 on W−10 U0 and vanishes outside U ; set ϕ1(v) = ϕ(1V ′0 , v) for v ∈ U , then
Ψ∨i ⋄ φ(v) =λ(h˜iv)
∫
H˜
Ψi(wh˜i)φ(wh˜iv)dw
=λ(h˜iv)
∫
H˜
Ψi(wh˜i)φ
(
wϕ1(h˜iv)v0
)
dw
=
∫
H˜
λ(h˜iv)Ψi(w[ϕ1(h˜iv)]
−1h˜i)φ
(
wv0
)
dw.
Set Φi(w, v) = λ(h˜iv)Ψi(w[ϕ1(h˜iv)]
−1h˜i) ∈ C∞(H˜×V ◦), then Ψ∨i ⋄φ =
∫
H˜ Φi(h˜, v)φ(h˜v0)dh˜0.
By the continuity of T on S(V ) or by the Schwartz representation theorem for tempered
distributions, one gets
Ψi ⋄ T (φ) = T (Ψ∨i ⋄ φ) = T
( ∫
H˜
Φi(h˜, v)φ(h˜v0)dh˜
)
=
∫
H˜
ηi(w)φ(wv0)dw,
where ηi(h˜) = T (Φi(h˜, ·)) ∈ C∞c (H˜). Hence the function η =
∑ℓ
i=1 ηi meets the requirement.
We next show the existence of a function φ0 ∈ C∞(U0) such that Ψ ⋄T (φ) =
∫
V ◦ φ0(v)φ(v)
for φ ∈ C∞c (U0). Consider an open subset W1 = ϕ(U1×W ′1) of W , with U1,W ′1 being open in
V ◦,SO(V ′0) respectively and U1 ⊂ U , W ′1 ⊂W ′. Let λ1 ∈ C∞c (U), λ2 ∈ C∞c (W ′) be functions
such that λ1|U1 = 1 and λ2|W ′1 = 1. With respect to the diffeomorphism ϕ : U ×W ′ → W ,
there is a smooth non-zero function J(v, h′) such that the Haar measure dh˜ is pulled back to
be J(v, h′)dvdh′.
Using partition of unity, one can write η =
∑ℓ′
j=1 η˜j as a finite sum, where each η˜j ∈ C∞c (H˜)
is supported in tjW1 for certain tj . So Ψ ⋄ T (φ) =
∑
j
∫
H˜ η˜j(h˜)φ(h˜v0)dh˜. Observes that∫
H˜
η˜j(h˜)φ(h˜v0)dh˜ =
∫
W1
η˜j(tj h˜)φ(tj h˜v0)dh˜
=
∫
V ◦×W ′
λ1(v)λ2(h
′)η˜j(tjϕ(v, h
′))φ(tjv)dvdh
′,
where one makes a change of variable h˜ = ϕ(v, h′) at the second equality and uses the fact
ϕ(v, u′)v0 = v. Note that φ˜j(v, h
′) := λ1(v)λ2(h
′)η˜j(tjϕ(v, h
′)) ∈ C∞c (V ◦ ×W ′). Hence∫
H˜
η˜j(h˜)φ(h˜v0)dh˜ =
∫
V ◦
φj(v)φ(v)dv,
with φj(v) =
∫
W ′ φ˜j(t
−1
j v, h
′)|tj |−1dh′ ∈ C∞c (V ◦). φ0 =
∑ℓ′
j=1 φj meets the requirement. 
2.2. Local height function on O(V ). Let (V˜ , q˜) = (V, q)⊕(V,−q) be the doubled quadratic
space and consider the natural embedding i : O(V )×O(V ) →֒ O(V˜ ). Let P˜ be the parabolic
subgroup of O(V˜ ) stabilizing the isotropic subspace V d := {(v, v) : v ∈ V }. Let K and K˜ be
maximal compact subgroups of O(V ) and O(V˜ ) respectively such that i(K ×K) ⊂ K˜. Let
Ind
O(V˜ )
P˜
| · |s denote the representation of O(V˜ ) (unitarily) induced from the quasi-character
p˜→ |det p˜|V d |s. Write the modulus character of P˜ as δP˜ (p˜) = |det p˜|V d |2ρP˜ .
Definition 1. [22] Choose a spherical section fs ∈ IndO(V˜ )
P˜
| · |s with value 1 on K˜. Define
∆O(V )(h) = f−ρP˜+1(h, 1).
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The local height function ∆O(V )(h) is biinvariant by K and tends to zero when h → ∞.
When the group is apparent, we omit the subscript O(V ).
Now suppose dimV0 = 2 and we explicitly describe the height functionon on SO(V0).
When V0 is anisotropic, ∆(h) takes constant value 1 on SO(V0). When V0 is isotropic, there
is SO(V0) ∼= k× and, for a ∈ k×,
∆(a) =
{
min{|a|, |a|−1}, k is nonarchimedean,[
(1 + |a|2)(1 + |a|−2)]−1/2, k is archimedean.
2.3. Local Bessel period integral. We consider an iterated integral with parameter s:
(2.1) P(s; f1, f2, f ′1, f ′2) =
∫
SO(V0)
[ ∫
U
(Π(uh)f1, f2)ψv0(u)du
]
(Π′(h)f ′1, f
′
2)∆(h)
sdh,
where f1, f2 ∈ Π, f ′1, f ′2 ∈ Π′ and ∆(h) is the local height function on SO(V0). The inner
U -integral is interpreted according to Definition 2 below.
2.3.1. The U -integration. Because Π is unitary, the matrix coefficient (Π(h)f1, f2) is bounded
and smooth on SO(V ), whence the associated functional T(Π(u)f1,f2) on S(U) belongs to S ′(V ),
T(Π(u)f1,f2)(φ) :=
∫
U
(Π(u)f1, f2)φ(udu.
The integral
∫
U (Π(u)f1, f2)ψv0(u)du is the formal expression for the value of F(Π(u)f1, f2)
at v0. We shall interpret F(Π(u)f1, f2) from the view of FT(Π(u)f1,f2).
Proposition 2. FT(Π(u)f1,f2) is represented over U◦ by a unique smooth function Wf1,f2,ψ.
Proof. (ii) k is nonarchimedean. f1, f2 are invariant under certain compact open subgroup
W˜ of SO(V ). Note that M+ = k× × SO(U) and set W = W˜ ∩ (k× × SO(U)). Then
(Π(u)f1, f2) =
1
Vol(W )1W ⋄ (Π(u)f1i, f2i) and FT(Π(u)f1,f2) = 1Vol(W )1W ⋄ FT(Π(u)f1i,f2i). The
assertion then follows from Proposition 1.
(ii) k is archimedean. Applying Dixmier-Malliavin theorem to the smooth action of k× ×
SO(U) to Π ⊗ Π, one sees that there exist smooth vector f1i, f2i ∈ Π and functions Ψi ∈
C∞c (k
× × SO(U)) such that
f1 ⊗ f2 =
ℓ∑
i=1
∫
k××SO(U)
Ψi(a, h) ·
[
Π(a, h)f1i ⊗Π(a, h)f2i
]
d×adh.
Hence (Π(u)f1, f2) =
∑ℓ
i=1Ψi ⋄ (Π(u)f1i, f2i) and therefore
FT(Π(u)f1,f2) =
ℓ∑
i=1
Ψ′i ⋄ FT(Π(u)f1i,f2i),
with Ψ′i(a, h) = Ψi(a
−1, h). The assertion then follows from Proposition 1. 
Definition 2. For v0 ∈ U◦, define
∫
U (Π(u)f1, f2)ψv0(u)du
△
=Wf1,f2,ψ(v0).
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2.3.2. The local conjecture. Set L(s,Π,Π′) :=
L(s+ 1
2
,Π×Π′)
L(s+1,Π,ad)L(s+1,Π′,ad) and define
∆V =
{∏(m−1)/2
i=1 ζk(2i), m is odd,
L(m2 , χdisc(V ))
∏m/2−1
i=1 ζk(2i), m is even.
Recall that disc(V ) = (−1)m2 detV when m is even.
Conjecture 1. (i) P(s; f1, f2, f ′1, f ′2) absolutely converges when Re(s) >> 0 and has
meromorphic continuation to C.
(ii) When ords=0L(s,Π,Π
′) ≤ 0, there is ords=0P(s; f1, f2, f ′1, f ′2) ≥ ords=0L(s,Π,Π′).
The (possibly zero) functional P♯(−) := P(s;−)∆V L(s,Π,Π′)
∣∣
s=0
respects the action of R× R:
for u1, u2 ∈ U and h1, h2 ∈ SO(V0), there is
P ♯(u1h1 ◦ f1, u2h2 ◦ f2, h1 ◦ f ′1, u2h2 ◦ f ′2) = P ♯(f1, f2, f ′1, f ′2)ψv0(u2 − u1).
(iii) HomR
(
Π⊗ (ψv0 ⊠Π′)
)
is nonzero if and only if ords=0L(s,Π,Π
′) ≤ 0 and P ♯ 6= 0.
Recall from [6, Coro. 15.3] and [17] that HomR
(
Π⊗ (ψv0 ⊠Π′)
)
is at most 1-dimensional.
Based on Conjecture 1, when ords=0L(s,Π,Π
′) ≤ 0, we call P ♯ the regularized local Bessel
period functional on Π⊗Π⊗Π′ ⊗Π′. Furthermore, when HomR
(
Π⊗ (ψv0 ⊠Π′)
)
is nonzero
and Π,Π′ are unitary spherical with f ∈ Π, f ′ ∈ Π′ being spherical of norm 1, we expect
P ♯(f, f, f ′, f ′) = 2−β , where β is an integer depending on the Arthur packets of Π,Π′.
2.4. An s-parameterized SO2-integral. When dimV = 5, the outer integral in P(s;−) is
a special SO2 integral and we discuss it her for later use. Let k
′ be a quadratic algebra over
k and χ be a character of k′1
× = k′×/k×. Define
(2.2) P(s, χ) :=
∫
k′1
×
χ(h)∆(h)sdh, P♯(χ) := ζk(2s)
L(s, χ)
P(s, χ)∣∣
s=0
.
Lemma 4. P(s, χ) is absolutely convergent when Re(s) >> 0 and has meromorphic contin-
uation to C with ords=0P(s, χ) ≥ ords=0L(s,χ)ζk(2s) . The space HomSO(V0)(χ, 1) is nonzero if and
only if χ = 1, which happens if and only if ords=0
L(s,χ)
ζk(2s)
≤ 0.
Lemma 4 is easy to verify and we omit the proof. When χ = 1, we define a local constant
c′k′ = P♯(1k′1×), whose value depends on the local measure.
Lemma 5. Let E be a quadratic algebra over a number field F and dh =
∏
v dhv be the
Tamagawa measure on A×E,1, then c
′
Ev
= 1 for almost all v with
∏
v c
′
Ev
= c−1E .
Proof. For a local field k of characteristic zero, let da be the Lebesgue measure when k = R
and twice the Lebesgue measure when k = C; let da be the Haar measure with Vol(Ok) = 1
when k is nonarchimedean. Let dfv and dev be the local measures on Fv and Ev thus chosen,
then
∏
v dfv and
∏
v dev are the Tamagawa measures on A and AE. The Tamagawa measure
on A×E,1 is c
−1
E
∏
v d
∗hv, where d
∗hv := L(1, χEv/Fv)
dev
|ev|
/ dfv|fv| on E
×
v,1
∼= E×v /F×v . Hence∏
v
cEv = c
−1
E
∏
v
[ζFv(2s)
ζEv(s)
∫
E×v,1
∆(hv)
sd∗hv
]
s=0
.
One computes that
[ ζFv (2s)
ζEv (s)
∫
E×v,1
∆(hv)
sd∗hv
]
s=0
= 1 for all v, whence the lemma follows. 
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3. Quadratic Fourier Transform
We discuss the isometry property of quadratic Fourier transform, which is one key tool for
computing the local Bessel period integrals of Saito-Kurokawa representations.
Suppose that k is a local field of characteristic zero and let dr be the self-dual Haar measure
on k. Define the standard Fourier transform F and quadratic Fourier transform F2 by
Fϕ(t) =
∫
k
ϕ(t)ψ(rt)dr, F2ϕ(t) =
∫
k
ϕ(r)ψ(r2t)dr, ϕ ∈ L1(k).
For a quadratic space (V, q) over k, let dX be the self-dual Haar measure on V and define
the Fourier transform F and quadratic Fourier transform Fq on L1(V ) as
Ff(X) =
∫
V
f(Y )ψ(q(X,Y ))dY, Fqf(t) =
∫
V
f(X)ψ(t · q(X))dX, f ∈ L1(V ).
By the measure decomposition in (1.4), there is Fqf(t) = F f˜(t).
We will derive the isometry property of Fq from the isometry property of F by establish-
ing certain asymptotic estimates for f˜ . The estimates are in two steps: first for bounded
compactly supported functions and then for rapidly decreasing functions that vanish near 0.
Lemma 6. If f ∈ L1(V ) is bounded and vanishes outside a compact set D, then there exists
δ, c such that (i) f˜(r) vanishes when |r| > δ, (ii) |f˜(r)| is bounded by c|r|m−22 when V is
anisotropic and bounded by c(| ln |r||+ 1) when V is isotropic.
Proof. For (i), the number δ = maxX∈D |q(X)| meets the requirement. For (ii), we Put
A = supX∈D |f(X)| and distinguish two cases.
(iia) V is anisotropic. Each Sr (r ∈ k×) in V is compact with a finite measure dependent
on the coset rk×
2
. Set a = max{m(Sr) : r ∈ k×2/k×} and c = Aa, then |f˜(r)| ≤ c|r|m−22 .
(iib) V is isotropic. We prove the estimate for |f˜ | by induction on dimV .
When dimV = 2, choose an isomorphism V ∼= k2 so that q(X) = x1x2, then f˜(r) =∫
k× f(x1, rx
−1
1 )d
×x1. Choose ǫ such that D is contained in the set {|x1|, |x2| ≤ ǫ}, then
|f˜ | ≤ A
∫
|r|−1ǫ≤|x1|≤ǫ
d×x1 ≤ Aa1(| ln |r||+ 1)
for some constant a1 depending on ǫ. Thus one can choose c = Aa1.
If dimV > 2, write V = V0 ⊕ V1, where V1 is isotropic and V0 is a non-isotropic line
orthogonal to V1. Choose non-negative compactly supported continuous functions f0, f1 on
V0, V1 so that |f | ≤ f0 ⊗ f1. Then
|f˜(r)| ≤
∫
k
f˜0(r − r1)f˜1(r1)dr1
As argued, there exist δ, δ1 such that f˜(r) vanishes when |r| > δ and f˜1(r1) vanishes when
|r1| > δ1; because V0 is anisotropic, there exists c0 so that |f˜0(r0)| ≤ c0|r0|− 12 ; V ′ is isotropic,
by induction, there exists c1 such that |f˜1(r1)| ≤ c1(| ln |r1||+ 1). Thus
|f˜(r)| ≤ c0c1
∫
|r1|≤δ1
|r − r1|−1/2(| ln |r1||+ 1)dr1.
When |r| < δ, thre exists a constant c′ depending on δ1, δ such that∫
|r1|≤δ1
|r − r1|−1/2(| ln |r1||+ 1)dr1 ≤ c′(| ln |r||+ 1)
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Set c = c0c1c
′, then |f˜(r)| ≤ c(| ln |r||+ 1). 
Lemma 7. Suppose that k is archimedean and write V = km, q(X) =
∑m
i=1 cix
2
i with |ci| = 1.
For ǫ ∈ R+, n ∈ N, let fǫ,n(X) be the function taking vlaue |x1 · · · xm|−n when |x1|, · · · , |xm| ≥
ǫ and value 0 elsewhere. There exist constants B,b, δ ∈ R+ depending on ǫ, n, ci(1 ≤ i ≤ m)
such that f˜ǫ,n(r) is bounded by B and, furthermore, f˜ǫ,n(r) ≤ b|r|−n+12 when |r| ≥ δ.
Proof. We prove it by induction on m. When m = 1, the statement obviously holds. Now
suppose m > 1. Let e = deg(k/R) and |x|′ = |x|2/e be the adjusted norm on k. Write
V = Vi⊕V ′i = k⊕ km−1, where Vi is the i-th copy of k and V ′ the orthogonal complement of
Vi. One observes that if q(X) = r, then there must be some i so that |x2i |′ ≤ 1m |r|′; for this
i, there is |q(xi)| ≤ m−e|r| and |q(X) − q(xi)| ≥ (1 − 1m )e|r|. This observation means that
SV,r = ∪iSV,r ∩ Ui,r, where SV,r is the r-sphere in V and Ui,r = {X ∈ V : |q(xi)| ≤ m−e|r|}.
Hence
f˜ǫ,n(r) = |r|
m−2
2
∫
SV,r
fǫ,n(X)dσV,r ≤
∑
i
|r|m−22
∫
SV,r∩Ui,r
fǫ,n(X)dσV,r.
With respect to the projection SV,r → xi, there is measure decomposition |r|m−22 dσV,r =
|r|m−32 dσV ′i ,r−q(xi)dxi. Also, fǫ,n(X) = fǫ,n,Vi(xi)fǫ,n,V ′i (X ′i) for X = (xi,X ′i), where we add
subscripts of underlying spaces to distinguish the functions. Hence
gi(r) := |r|
m−2
2
∫
SV,r∩Ui,r
fǫ,n(X)dσV,r =
∫
|q(xi)|≤m−e|r|
fǫ,n,Vi(xi)f˜ǫ,n,V ′i (r − q(xi))dxi
=
∫
ǫ2≤|q(xi)|≤m−e|r|
|xi|−nf˜ǫ,n,V ′i (r − q(xi))dxi.
By induction, there exist constants Bi, bi, δi ∈ R+ such that f˜ǫ,n,V ′i (r) is bounded by Bi and
f˜ǫ,V ′i (r) ≤ bi|r|−
n+1
2 when |r| ≥ δi.
Observe that the integral
∫
ǫ2≤|q(xi)|≤m−e|r|
|xi|−ndxi is bounded by a constant a independent
of i. Hence gi(r) is bounded by aBi. Recall that when |q(xi)| ≤ m−e|r|, there is |q(X) −
q(xi)| ≥ (1− 1m)e|r|. Hence when |r| ≥ (1− 1m)−eδi,
gi(r) ≤ bi
[
(1− 1
m
)e|r|]−n+12 ∫
ǫ2≤|q(xi)|≤m−e|r|
|xi|−ndxi ≤ abǫ,i(1−m−1)−
(n+1)e
2 |r|−n+12 .
Set B = a
∑
iBi, δ = (1 − 1m )−emax{δi : i}, b = a(1 −m−1)−
(n+1)e
2
∑
i bi, then f˜ǫ.n(r) ≤∑
i gi(r) is bounded by B and, if |r| ≥ δ, further bounded by b|r|−
n+1
2 . 
Lemma 8. Suppose that k is archimedean and f ∈ S(V ) vanishes in an open neighborhood
of 0, then f˜(r) is bounded on k× and decreases faster near ∞ than |r|−n for all n ∈ N.
Proof. Choose an isomorphism V = km so that q(X) =
∑m
i=1 cix
2
i with |ci| = 1; let k(i) be
the i-th copy of k. For a subset I of {1, · · · ,m}, put VI = ⊕i∈Ik(i) and V ′I = ⊕j 6∈Ik(j).
Because f vanishes in an open neighborhood of 0, there exists ǫ ∈ R+ so that f(X) = 0
when all |xi| ≤ ǫ. Put DI,ǫ = {XI ∈ VI : |x(i)| ≤ ǫ, i ∈ I}, then the condition f ∈ S(V )
implies that given n ∈ N, there exist constants {cI,ǫ,n : I ⊂ {1, · · · ,m}} so that
|f | ≤
∑
I
cI,ǫ,n1DI,ǫ(XI)fǫ.n,V ′I (X
′
I)
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Thus,
|f˜(r)| ≤ |˜f |(r) ≤
∑
I
cI
∫
DI,ǫ
f˜ǫ,n,V ′I (r − q(XI))dXI .
Applying the estimates for f˜ǫ,n,V ′I (r), one easily sees that |f˜(r)| is bounded and that there
exist δ0, b0 ∈ R+ so that |f˜(r)| ≤ b0|r|−n+12 when |r| ≥ δ0. Because this works for all n ∈ N,
f˜(r) decreases faster near ∞ than |r|−n for all n ∈ N. 
Proposition 3. If φ ∈ S(V ) and dimV ≥ 2, then φ˜(r) ∈ L2(k).
Proof. When k is p-adic, it follows from Lemma 6. When k is archimedean, one writes
φ = φ1 + φ2, with φ1 ∈ C∞c (V ) and φ2 vanishing in an open neighborhood of 0, then
φ˜1(r) is square-integrable by Lemma 6 and φ˜2(r) is square-integrable by Lemma 8, whence
φ˜(r) = φ˜1(r) + φ˜2(r) is also square-integrable. 
Proposition 4. Suppose that W (x) ∈ L1(k) is an even function and φ ∈ S(V ). For δ ∈ k×,
set V[δ] = {X ∈ V : q(X) ∈ δk×2}. If W 2(x)|x|−1 ∈ L1(k) and dimV ≥ 2, then
(3.1)
∫
k
F2W (δt)Fqφ(−t)dt = 2|2δ|−1
∫
V[δ]
W (
√
δ−1q(X))φ(X)|q(X)|− 12dX.
Proof. One has
∫
k F2W (δt)Fqφ(−t)dt =
∫
k FW˜ (δt)F φ˜(−t)dt. Because dimV ≥ 2, the func-
tion φ˜(r) ∈ L2(k) by Proposition 3. On the other hand, the condition W 2(x)|x|−1 ∈ L1(k)
means that W˜ (r) ∈ L2(k). Since FW˜ (δ·) = |δ|−1F(W˜ (δ−1·)), we apply the L2-isometry
property of F to get∫
k
FW˜ (δt)F φ˜(−t)dt =
∫
k
|δ|−1W˜ (δ−1r)φ˜(r)dr = |δ|−1
∫
V
W˜ (δ−1q(X))φ(X)dX.
Note that W˜ (δ−1q(X)) takes value 2|2|−1W (√δ−1q(X))|q(X)|− 12 when q(X) ∈ V[δ] and van-
ishes when X ∈ V ◦ − V[δ]. Hence the proposition follows. 
Remark 5. When dimV = 1, the function φ˜(r) associated to φ ∈ S(V ) is square-integrable
if and only if φ(0) = 0. Thus, extra conditions are needed to make Equality (3.1) hold. It is
proved in [21] that W 2(x)|x|−1,W (x)|x|−1,F2W (t)|t|− 12 ∈ L1(k) are sufficient conditions.
4. Saito-Kurokawa Packets
Now let (V, q) be a 5-dimensional quadratic space over a number field F with positive
Witt index and determinant 1 · F×2 as in the introduction. Recall from Section 1.1 the
decomposition
V = Fv+ ⊕ U ⊕ Fv− = Fv+ ⊕ (Fv0 ⊕ V0)⊕ Fv−
the Bessel subgroup R, and the parabolic subgroup P stabilizing Fv+.
We will use the Weil representation of S˜L2(A)× SO(V )A on the mixed model S(UA ⊕A2).
The intertwining map between the Schro¨dinger model S(VA) and the mixed model is the
partial Fourier transform given by
S(VA)→ S(UA ⊕ A2), φ(X) −→ φ̂(u;x, y) =
∫
A
φ(zv+ + u+ xv−)ψ(zy)dz.
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4.1. Saito-Kurokawa packets of SO(V ). Suppose that π ⊂ Acusp(PGL2) is irreducible.
The Saito-Kurokawa packet SK(π) of SO(V )A is constructed from the Waldspurger packet
Wdψ(π) of the metaplectic group S˜L2(A).
(i) Identify PGL2 with SO(U
′, q′), where U ′ = {X ∈ M2×2(F ) : Tr(X) = 0}, q′(X) =
− detX and PGL2 acts on U ′ by g ◦X = g−1Xg. Consider the Weil representation
ωψ,U ′ of S˜L2(A)× PGL2(A) on S(U ′A) and the associated global theta lifting. Define
Wdψ(π) = {ΘS˜L2×PGL2(π ⊗ χa, ψa) : a ∈ F
×}.
(ii) Consider the Weil representation ωψ,V of S˜L2(A)× SO(V )A on S(VA). Define
SK(π) = {Θ
S˜L2×SO(V )
(σ, ψ) : σ ∈Wdψ(π)}.
Remark 6. For σ ∈ Wdψ(π), the lift ΘS˜L2×SO(V )(σ, ψ) is irreducible and in the discrete
spectrum of SO(V ). It is cuspidal when Θ
S˜L2×SO(U)
(σ, ψ) = 0; it is the residue representation
of the Eisenstein series associated to Ind
SO(V )
P (| · |s⊠ π) at s = 32 when ΘS˜L2×SO(U)(σ, ψ) 6= 0.
Note that by the inner product formula (See Proposition 5) and the knowledge of degenerate
principle series, one knows that Θ
S˜L2×SO(V )
(σ, ψ) 6= 0 if and only if θ
S˜L2×SO(V )
(σv, ψv) 6= 0
for all v. Let SU be the set of places v such that U(Fv) is anisotropic. For v 6∈ SU , there
is always θ
S˜L2×SO(V )
(σv, ψv) 6= 0. For v ∈ SU , θS˜L2×SO(V )(σv, ψv) 6= 0 happens when (a) σv
is not the odd or even Weil representation, if v is finite, (b) σv is not the odd or even Weil
representation or local theta lifts of discrete series on PGL2(Fv), if v is real (c.f. [7, Prop.
6.2]).
In general, for a quadratic character µ of A×/F×, define the packet
SK(π, µ) := {Π⊗ µ : Π ∈ SK(π ⊗ µ)}.
For Π ∈ SK(π, µ), its partial L-function is LS(Π) = L(s, π)L(s + 12 , µ)L(s − 12 , µ). We will
study the Bessel period functional on the packet SK(π) = SK(π, 1) in details; the according
properties of SK(π, µ) follow quickly and we skip the according discussion.
4.1.1. Inner product formula. Define the inner product pairing on L2([SO(V )]) by (F1, F2) =∫
[SO(V )] F1(h)F2(h)dh and the pairing on L
2([S˜L2]) by (ϕ1, ϕ2) =
∫
[SL2]
ϕ1(g)ϕ2(g)dg.
Proposition 5. Suppose that σ ∈ Wdψ(π) and Π = ΘS˜L2×SO(V )(σ, ψ) is cuspidal. For
ϕi ∈ σ, φi ∈ S(VA) (i=1,2), there is(
Θ(φ1, ϕ1),Θ(φ2, ϕ2)
)
=
2L(32 , π)
ζF (4)
∏
v
ζFv(4)
L(32 , πv)
∫
SL2(Fv)
(σ(gv)ϕ1,v , ϕ2,v)(ωv(gv)φ1,v , φ2,v)dgv .
When V is of Witt index 2, the formula is proved in [22] using regularized Siegel-Weil
formula. When V is of Witt index 1, it follows from the Siegel-Weil formula proved in [18].
One may interpret Proposition 5 in an alternative way. For Π = Θ
S˜L2×SO(V )
(σ, ψ) ∈ SK(π)
with σ ∈Wdψ(π), one chooses a local theta lifting θv : S(V (Fv))⊗ σv → Πv at each place so
that Θ(φ,ϕ) = ⊗vθv(φv, ϕv). Then for fi,v = θv(φi,v, ϕi,v) ∈ Πv, there is
(4.1) (f1,v, f2,v) = Cσv ,Πv
∫
SL2(Fv)
(σv(gv)ϕ1,v, ϕ2,v)(ωv(gv)φ1,v, φ2,v)dgv ,
where Cσv ,Πv =
ζFv (4)
L( 3
2
,πv)
almost everywhere. The Proposition 5 says
∏
v
Cσv,ΠvL(
3
2
,πv)
ζFv (4)
=
2L( 3
2
,π)
ζF (4)
.
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4.1.2. Whittaker functionals on S˜L2. Let B ⊂ SL2 be the Borel subgroup of upper triangular
matrices and N be its unipotent radical. N(A) can be lifted to S˜L2(A) and we denote its lift
by the same notation. For a ∈ A×, write a for (( a a−1 ) , 1) ∈ S˜L2(A).
Let K =
∏
v Kv be a maximal compact subgroup of SL2(A). With respect to the Iwa-
sawa decomposition g = ( 1 n1 ) (
a
a−1 ) k, we do the according measure decomposition dg =
|a|−2dnd×adk, where dk =∏v dkv with ∫Kv 1dkv = 1 for almost all v.
Define the ψ-Whittaker functional on Acusp(S˜L2) by
ℓψ(ϕ) =
∫
N(A)/N(F )
ϕ(n)ψ(−x)dx
Suppose that σ ⊂ Acusp(S˜L2) be an irreducible S˜L2(A)-representation. Write σ = ⊗σv
as a restricted tensor product and, for spherical σv, let ϕv,0 denote the spherical vector in
σv used to construct the restricted tensor product. There is decomposition (, )σ =
∏
v(, )σv ,
where (, )σv are local inner product pairings on σv and (ϕv,0, ϕv,0)σv = 1 for almost all v. If
ℓψ|σ 6= 0, there is decomposition ℓψ|σ =
∏
v ℓψv , where ℓψv are local ψv-Whittaker functionals
on σv and ℓψv(ϕv,0) = 1 for almost all v.
For each local place v, choose a set of representatives {δv,i} of F×v /F×v 2 with δv,1 = 1. For
each δv,i, choose a non-zero Whittaker functional ℓψv,δv,i on σv with respect to ψv,δv,i if such
functionals exist, or set ℓψv,δv,i = 0. For ϕv ∈ σv, put Wϕv,ψv,δv,i (gv) = ℓψv,δv,i (σv(gv)ϕv). It
is known from [3, 4, 21] that there are real constants cσv ,ψv,δv,i such that
(4.2) (ϕ1,v , ϕ2,v)σv =
∑
i
2−1|2|vcσv ,ψv,δv,i
∫
F×v
Wϕ1,v ,ψv,δv,iWϕ1,v,ψv,δv,i (av)d
×av.
The constant cσv ,ψv,δv,i is determined by ℓψv,δv,i and (, )σv ; it is zero when ℓψv,δv,i = 0 and
positive when ℓψv,δv,i 6= 0.
Proposition 6. [21] Suppose that σ ∈ Wdψ(π) and ℓψ is non-zero on ψ. Then cσv ,ψv =
L( 1
2
,πv)ζFv (2)
L(1,πv,ad)
for almost all v and
∏
v
cσv,ψvL(1,πv,ad)
L( 1
2
,πv)ζFv (2)
= L(1,π,ad)
L( 1
2
,π)ζF (2)
4.2. Global Bessel periods. Suppose Π ∈ SK(π) is cuspidal. Write σ = Θ
S˜L2×SO(V )
(Π, ψ),
then Θ
S˜L2×SO(U)
(σ, ψ) = 0 and ℓψ|σ = 0 because Π is cuspidal. Recall the global Bessel
period functional in (0.1).
Proposition 7. P (·) vanishes on Π if q(v0) ∈ F×2 or χ 6= 1. When q(v0) 6∈ F×2 and χ = 1,
for f = Θ(φ,ϕ) ∈ Π with φ ∈ S(VA) and ϕ ∈ σ, there is
(4.3) P (f) = 2
∫
N(A)\SL2(A)
Wϕ,q(v0)(g)ω(g)φ̂(v0; 0, 1)dg.
Proof. Suppose f = Θ(φ,ϕ) ∈ Π. Observe that the theta kernel Θφ(g, h) is a sum,
(4.4) Θφ(g, h) =
∑
γ∈N(F )\SL2(F )
∑
ξ′∈U(F )
ω(γg, h)φ̂(ξ′; 0, 1) +
∑
ξ′∈U(F )
ω(g, h)φ̂(ξ′; 0, 0).
Because Θ
S˜L2×SO(U)
(σ, ψ) = 0, ϕ(g) is orthogonal to the second summand, whence
f(h) =
∫
[SL2]
ϕ(g)Θφ(g, h)dg =
∫
N(F )\SL2(A)
ϕ(g)
∑
ξ′∈U(F )
ω(γg, h)φ̂(ξ′; 0, 1)dg.
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It follows that∫
[U ]
f(uh)ψv0(u)dn
=
∫
[U ]
∫
N(F )\SL2(A)
ϕ(g)
∑
ξ′∈U(F )
ω(γg, h)φ̂(ξ′; 0, 1)ψ(q(u, v0 − ξ′))dgdu
=
∫
N(F )\SL2(A)
ϕ(g)ω(γg, h)φ̂(v0; 0, 1)dg
=
∫
N(A)\SL2(A)
Wϕ,ψq(v0)(g)ω(g, h)φ̂(v0; 0, 1)dg.
When q(v0) ∈ F×2, the above integral is zero becauseWϕ,ψq(v0)(g) is zero, whence PΠ,χ = 0.
When q(v0) 6∈ F×2, the h-function
∫
[U ] f(uh)ψv0(u)du is constant on [SO(V0)], whence P (f)
is always zero when χ 6= 1 and is equal to the following expression when χ = 1,
P (f) =
∫
[SO(V0)]
∫
[U ]
f(uh)ψv0(u)dudh
=2
∫
N(A)\SL2(A)
Wϕ,q(v0)(g)ω(g)φ̂(v0; 0, 1)dg.

We define a local functional Iv on S(V (Fv))⊗ σv:
Iv(φv, ϕv) :=
∫
N(Fv)\SL2(Fv)
Wϕv,ψv,q(v0)(gv)ωv(gv)φ̂v(v0; 0, 1)dgv .
4.3. The Local Bessel period. Suppose Π ∈ SK(π) is cuspidal. For f1,v, f2,v ∈ Πv , we
follow the regularization method in section 2.3 and consider
Pv(s; f1,v, f2,v) :=
∫
SO(V0)Fv
[ ∫
U(Fv)
(Πv(uvhv)f1,v, f2,v)ψv,v0(uv)duv
]
χv(hv)∆v(hv)
sdhv,
where the U(Fv)-integration is interpreted in terms of distribution as in section 2.3.1.
In the current situation, the L-function L(s,Π, χ) is equal to
(4.5)
L(s+ 12 , π ⊠ χ)L(s + 1, χ)L(s, χ)
L(s+ 1, π, ad)L(s+ 32 , π)L(s+
1
2 , π)ζF (s+ 2)ζF (s+ 1)ζF (s)L(s + 1, χE/F )
Accordingly, the regularized local Bessel period integral is
P♯v(−) :=
ζEv(1)L(
1
2 , πv)L(
3
2 , πv)L(1, πv , ad)
ζFv(4)L(1, χv)L(
1
2 , πv ⊠ χv)
· ζFv(s)Pv(s,−)
L(s, χv)
∣∣
s=0
.
4.3.1. The U(Fv)-integration. To compute the U(Fv)-integration, one needs to find the smooth
function Wf1,v,f2,v,ψv(xv) on U(Fv)
◦ such that for all f ∈ C∞c (U(Fv)◦),
(4.6)
∫
U(Fv)
(Πv(uv)f1,v, f2,v)f̂(uv)duv =
∫
U(Fv)
Wf1,v,f2,v,ψv(xv)f(xv)dxv.
For φv ∈ S(V (Fv)) and ϕv ∈ σv, define
(4.7) Iv(xv;φv, ϕv) :=
∫
N(Fv)\SL2(Fv)
Wϕv,ψv,q(xv)(gv)ωv(gv)φ̂v(xv ; 0, 1)dgv , xv ∈ U(Fv)◦.
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Proposition 8. If fi,v = θv(φi,v, ϕi,v), the following function satisfies equation (4.6),
(4.8) Wf1,v ,f2,v,ψv(xv) = Cσv ,Πvcσv ,ψv,q(xv)cv|q(xv)|−1Iv(xv;φ1,v , ϕ1,v)Iv(xv;φ2,v, ϕ2,v).
As a consequence,
(4.9)
∫
U(Fv)
(Πv(uv)f1,v, f2,v)ψv0(uv)duv = Cσv ,Πvcσv ,ψv,q(v0)cvIv(φ1,v, ϕ1,v)Iv(φ2,v, ϕ2,v).
We will prove Proposition 8 after preparing two lemmas. Recall the local constants Cσv,Πv
in (4.1) and cσv ,ψv,δv,i in (4.2). With respect to the right translation action of SL2(Fv) on
Fv⊕Fv and the quotient measure dg˙v on N(Fv)\SL2(Fv), there is a constant cv such that for
all λ ∈ L1(F 2v ),
(4.10)
∫
F 2v
λ(yv, zv)dyvdzv = cv
∫
N(Fv)\SL2(Fv)
λ
(
(0, 1)g˙v
)
dg˙v .
One has
∏
v cv = 1 with cv =
1
ζFv (2)
for almost all v.
For each rv ∈ F×v 2, choose one of its two square-roots and denote it by (rv)1/2. For rv ∈ F×v ,
define the ψv,rv -Whittaker functional σv as ℓψv,rv (ϕv) = ℓψv,δv,i
(
σv(av)ϕv
)
if rv ∈ δv,iF×v 2 and
av = (δ
−1
v,i rv)
1/2. Set Wϕ,ψv,rv (gv) = ℓψv,rv
(
σv(gv)ϕv
)
.
Lemma 9. For fi,v = θv(φi,v, ϕi,v), there is
(f1,v, f2,v) =Cσv ,Πvcv
∫
SL2(Fv)×Kv
∫
U(Fv)×F
×
v
(σv(gv)ϕ1,v , kvϕ2,v)
ωv(gv)φ̂1,v(xv; 0, a
−1
v )
kvφ̂2,v(xv; 0, a
−1
v )|av|−2dxvd∗avdgvdkv.
Proof. By (4.10), we have
(φ1,v, φ2,v) =
∫
U(Fv)×Fv×Fv
φˆ1,v(xv; yv, zv)φˆ2,v(xv; yv, zv)dxvdyvdzv
=cv
∫
U(Fv)×(N(Fv)\SL2(Fv))
φˆ1,v(xv; (0, 1)g
′
v)φˆ2,v(xv; (0, 1)g
′
v)dxvdg˙
′
v
=cv
∫
Kv
∫
U(Fv)×F
×
v
kvφˆ1,v(xv; 0, a
−1
v )
kvφˆ2,v(xv ; 0, a
−1
v )|av |−2dxvd∗avdkv .
Here one writes g˙′v =
(
av
a−1v
)
kv with kv ∈ Kv and dg˙′v = |av|−2d∗avdkv in the last step.
Using the above to rewrite the local inner product formula in equation (4.1), we get
(f1,v, f2,v) = Cσv,Πvcv
∫
SL2(Fv)
∫
Kv
A(gv , kv)dgvdkv ,
where
A(gv , kv) =
∫
U(Fv)×F
×
v
(ωv(gv)ϕ1,v , ϕ2,v)ωv(kvgv)φˆ1,v(xv ; 0, a
−1
v )
kvφˆ2,v(xv; 0, a
−1
v )|av|−2dxvd∗av.
Because σv is unitary, one can use the asymptotic estimate of the matrix coefficient of σv to
show that
∫∫
SL2(Fv)×Kv
A(k−1v gv, kv)dgvdkv absolutely converges, whence
(f1,v, f2,v) = Cσv,Πvcv
∫
SL2(Fv)×Kv
A(k−1v gv , kv)dgvdkv .
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This is exactly the equation in the lemma. 
Lemma 10. For ϕ1,v , ϕ2,v ∈ σv and Φ ∈ S(U(Fv)), there is∫
N(Fv)
∫
U(Fv)
(σ(n)ϕ1, ϕ2)Φ(xv)ψv(nvq(xv))dxvdnv
=
∑
i
cσv,ψδv,i
∫
U(Fv)[δv,i]
ℓψv,q(xv)(ϕ1,v)ℓψv,q(xv)(ϕ2,v)Φ(xv)|q(xv)|−1dxv ,
where U(Fv)δv,i = {xv ∈ U(Fv) : q(xv) ∈ δv,iF×v 2}.
Proof. Set Wi(av) =Wϕ1,v ,ψv,δv,iWϕ1,v,ψv,δv,i (av)|av|−1, av ∈ F×v . By equation (4.2),
(σv(nv)ϕ1,v , ϕ2,v) =
∑
i
2−1|2|cσv ,ψv,δi
∫
k
Wϕ1,v,ψv,δv,iWϕ2,v,ψv,δv,i (av)ψ(−δi,vnva
2
v)d
×av
=
∑
i
2−1|2|cσv ,ψv,δv,iF2Wi(−δv,inv),
Hence the LHS of the equation in lemma is∑
i
2−1|2|cσv ,ψv,δv,i
∫
Fv
F2Wi(−δv,inv)FqΦ(nv)dnv.
Because σv is unitary, one can uses the asymptotic estimate of the Whittaker functions
Wϕv,ψv,δi (a) (c.f. [21], remark 5) to show thatW
2
i (a)|a|−1 ∈ L1(Fv). Hence, by Proposition 4,∫
N(Fv)
F2Wi(−δv,inv)FqΦ(nv)dnv
=2|2δv,i|−
1
2
∫
U(Fv)[δv,i]
Wi(
√
δ−1v,i q(xv))Φ(xv)|q(xv)|−
1
2dxv
=2|2|−1
∫
V[δv,i]
ℓψv,q(xv)(ϕ1)ℓψv,q(xv)(ϕ2)Φ(xv)|q(xv)|−1dxv.
Here we use the observation that when q(xv) = δv,ia
2
v, the function Wi(
√
δ−1v,i q(xv)) takes
value Wi(av) = |δv,i| 12 ℓψv,q(xv)(ϕ1,v)ℓψv,q(xv)(ϕ2,v)|q(xv)|−
1
2 . Now the equation in the lemma
follows. 
Proof of Proposition 8. By Lemma 9, the LHS of equation (4.6) is equal to
LHS of (4.6) = Cσv,Πvcv
∫
U(Fv)
∫
SL2(Fv)×Kv
∫
U(Fv)×F
×
v
(σv(gv)ϕ1,v, kvϕ2,v)
· ωv(gv)φ̂1,v(xv; 0, a−1v )kvφ̂2,v(xv; 0, a−1v )fˆ(uv)|av|−2ψv(−q(uv, a−1v xv))dxvd∗avdgvdkvduv .
We observe that the inner integration with respect to dxvd
∗av on U(Fv)×F×v yields a func-
tion of (uv, gv , kv) that is absolutely integrable on U(Fv)×SL2(Fv)×Kv , whence the outer iter-
ated integral
∫
U(Fv)
∫
SL2(Fv)×Kv
can be replaced by
∫
SL2(Fv)×Kv
∫
U(Fv)
and the full order of in-
tegration is
∫
SL2(Fv)×Kv
∫
U(Fv)
∫
U(Fv)×F
×
v
. Furthermore, the iterated integral
∫
U(Fv)
∫
U(Fv)×F
×
v
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is equal to the absolutley convergent multiple integral
∫
U(Fv)×U(Fv)×F
×
v
. Thus, one can inte-
grate with respect to duv on U(Fv) first; this yields
LHS of (4.6) =Cσv,Πvcv
∫
SL2(Fv)×Kv
∫
U(Fv)×F
×
v
(σv(gv)ϕ1,v , kvϕ2,v)
· ωv(gv)φ̂1,v(xv; 0, a−1v )kvφ̂2,v(xv; 0, a−1v )f(a−1v xv)|av |−2dxvd∗avdgvdkv.
We use the decomposition gv = nv
(
bv
b−1v
)
k′v , dgv = |bv |−2dnvd∗bvdk′v to turn the outer
integral
∫
SL2(Fv)×Kv
into an iterated integral
∫
Kv×Kv
∫
F×v
∫
N(Fv)
. We also rewrites the inner
integral
∫
U(Fv)×F
×
v
as an iterated integral
∫
U(Fv)
∫
F×v
. Then
LHS of (4.6) = Cσv ,Πvcv
∫
Kv×Kv
∫
F×v
∫
N(Fv)
∫
U(Fv)
∫
F×v
(σv(nvbv)
k′vϕ1,v, kvϕ2,v)
· ωv(nvbv)k′vφ̂1,v(xv; 0, a−1v )kvφ̂2,v(xv; 0, a−1v )f(a−1v xv)|avbv|−2dxvd∗avdnvd∗bvdk′vdkv .
We now analyze inner part
∫
N(Fv)
∫
U(Fv)
∫
F×v
in the above expression. For convenience, set
ϕ˜1,v = σv(bvk
′
v)ϕ1,v, ϕ˜2,v = σv(kv)ϕ2,v, Φ1,v = ωv(bvk
′
v)φ1,v, Φ2,v = ωv(kv)φ2,v and
Φv(xv) =
∫
F×v
Φ1,v(xv; 0, a
−1
v )Φ2,v(xv ; 0, a
−1
v )f(a
−1
v xv)|av |−2d∗av.
Then the inner integral
∫
N(Fv)
∫
U(Fv)
∫
F×v
with respect to nv, xv, av is turned into
|bv|−2
∫
N(Fv)
∫
U(Fv)
(σv(nv)ϕ˜1,v, ϕ˜2,v)Φv(xv)ψv(q(xv)nv)dxvdnv,
Which is further equal to the following by Lemma 10,
cσv ,ψv,q(xv) |bv|−2
∫
U(Fv)
ℓψv,q(xv)(ϕ˜1,v)ℓψv,q(xv)(ϕ˜2)Φv(xv)|q(xv)|−1dxv
It follows that
LHS of (4.6)
=Cσv ,Πvcvcσv ,ψv,q(xv)
∫
Kv×Kv
∫
F×v
∫
U(Fv)
∫
F×v
ℓψv,q(bvxv)(
k′vϕ1,v)ℓψv,q(xv)(
kvϕ2,v)
· ωv(bv)k′vφ̂1,v(xv; 0, a−1v )kvφ̂2,v(xv; 0, a−1v )f(a−1v xv)|a−1v b−1v |2|q(xv)|−1d∗avdxvd∗bvdkvdk′v
=Cσv ,Πvcvcσv ,ψv,q(xv)
∫
Kv×Kv
∫
F×v
∫
U(Fv)
∫
F×v
ℓψv,q(avbvxv)(
k′vϕ1,v)ℓψv,q(avxv)(
kvϕ2,v)
· ωv(avbv)k′vφ̂1,v(xv; 0, 1)ωv(av)kvφ̂2,v(xv; 0, 1)f(xv)|a4vb2v|−1|q(xv)|−1d∗avdxvd∗bvdkvdk′v,
Here we make a change of variable xv = avxv for the second “=”.
The above integral is absolutely convergent and the change of variable bv = a
−1
v bv turns it
into
Cσv ,Πvcvcσv ,ψv,q(xv)
∫
U(Fv)
∫
Kv×Kv
∫
F×v ×F
×
v
Wϕ1,v,ψv,q(xv)(bvk
′
v)Wϕ2,v,ψv,q(xv)(avkv)·
· ωv(bvk′v))φ̂1,v(xv ; 0, 1)ωv(avkv)φ̂2,v(xv; 0, 1)|bvav|−2f(xv)|q(xv)|−1d∗bvd∗avdkvdk′vdxv .
This is equal to the RHS of equation (4.6) with Wf1,v ,f2,v,ψv(xv) given in Proposition 8. 
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4.3.2. The regularized local period integral. The hv-function
∫
U(Fv)
(Πv(uvhv)f1,v, f2,v)ψv0(uv)duv
is trivial on SO(V0)Fv by Proposition 8, whence
P♯v(f1,v, f2,v) =
ζEv(1)L(
1
2 , πv)L(
3
2 , πv)L(1, πv , ad)
ζFv(4)L(1, χv)L(
1
2 , πv ⊠ χv)
· ζFv(s)P(s, χv)
L(s, χv)
∣∣
s=0
· Cσv,Πvcσv ,ψv,q(v0)cvIv(φ1,v, ϕ1,v)Iv(φ2,v, ϕ2,v).(4.11)
Here P(s, χv) =
∫
SO(V0)Fv
χv(hv)∆(hv)
sdhv is as defined in Section 2.4. We observe that
ζFv (s)P(s,χv)
L(s,χv)
=
ζFv (s)
ζFv (2s)
· P♯(s, χv) is holomorphic at s = 0.
Proposition 9. The following statements are equivalent:
(i) HomRv(Fv)(Πv ⊗
(
ψv,v0 ⊠ χv
)
,C) 6= 0,
(ii) χv = 1 and σv has a non-zero ψv,q(v0)-Whittaker functional,
(iii) ords=0L(s,Πv , χv) ≤ 0 and P♯v is non-vanishing on Πv ⊗Πv.
Proof. The equivalence of (i) and (ii) follows from [8, Thm. 9.1]. We now argue for the equiv-
alence of (ii) and (iii). By the expression of L(s,Π, χ) in (4.5), there is ords=0L(s,Πv, χv) =
ords=0
L(s,χv)
ζFv (2s)
, whence ords=0L(s,Πv , χv) ≤ 0 if and only χv = 1. With equation (4.11) and
Lemma 4, one sees that P ♯ is nonzero if and only χv = 1, cσv ,ψv,q(v0) 6= 0, and Iv is non-zero
on S(V (Fv))⊗ σv. Because cσv ,ψv,q(v0) 6= 0 if and only if σv has a non-zero ψv,q(v0)-Whittaker
function, it suffices to show Iv is nonzero on S(V (Fv))⊗ σv when σv has a non-zero ψv,q(v0)-
Whittaker functional.
Recall the decomposition V (Fv) = Fvv+ ⊕ U(Fv) ⊕ Fvv−. Consider φv ∈ S(V (Fv)) of the
shape φv = φ
′
v ⊗ φ′′v , with φ′v ∈ S(U(Fv)) and φ′′v ∈ S(Fvv+ ⊕ Fvv−). There is
Iv(φv , ϕv) =
∫
N(Fv)\SL2(Fv)
Wϕv,ψq(v0)(gv)ωv(gv)φ
′
v(v0)φ̂
′′
v((0, 1)gv)dgv .
Identify N(Fv)\SL2(Fv) with {(yv, xv) ∈ F 2v : yv 6= 0} via the map β : g˙v → (0, 1)
(
−1
1
)
gv
and recall dg˙v =
1
cv
dyvdxv (c.f. Section 4.3.1 (iii)), then
(4.12)
Iv(φv , ϕv) =
1
cv
∫
F×v ×Fv
Wϕv,ψq(v0)(β
−1(yv, xv))ωv(β
−1(yv, xv))φ
′
v(v0)φ̂
′′
v(yv, xv)dyvdxv.
Because σv has a non-zero ψv,q(v0)-Whittaker functional, the function Wϕv,ψq(v0)(β
−1(yv, xv))
is nonzero. One can choose φ′v ∈ S(U(Fv)) so thatWϕv,ψq(v0)(β−1(yv, xv))ωv(β−1(yv, xv))φ′v(v0)
is not identically zero, then there exists a suitable φ̂′′v ∈ S(F 2v ) so that the integral in (4.12)
is nonzero. This shows that Iv is nonzero on σv ⊗ S(V (Fv)). 
Theorem 1. When Π ∈ SK(π) is cuspidal, Conjecture 1 holds for Πv.
Proof. Part (i) of Conjecture 1 follows from Lemma 4. When ords=0L(s,Πv , χv) ≤ 0, there is
χv = 1, whence P♯v(f1,v, f2,v) is a nonzero scalar multiple of cσv ,ψv,q(v0)Iv(φ1,v, ϕ1,v)Iv(φ2,v, ϕ2,v)
for fi,v = θ(φi,v, ϕi,v) and the invariance property in Part (ii) of Conjecture 1 obviously holds.
Part (iii) of Conjecture 1 is exactly Proposition 9. 
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4.4. The Global formula. Suppose that Π ∈ SK(π) is cuspidal with σ = Θ
S˜L2×SO(V )
(Π, ψ).
Proposition 10. P is non-vanishing on Π ⊠ χ if and only if (ia) HomR(Fv)(Πv ⊗
(
ψv,v0 ⊠
χv
)
,C) 6= 0 for all places v and (ib) L(0,Π ⊗ χ) 6= 0. Equivalently, the conditions can be
stated as (iia) q(v0) 6∈ F×2, (iib) χ = 1, (iic) L(12 , π ⊗ χE/F ) 6= 0 and (iid) each σv has a
non-zero ψv,q(v0)-Whittaker functional. As a consequence, there exists at most one cuspidal
member Π ∈ SK(π) such that P is nonzero on Π
Proof. We explain the equivalance of the conditions. By [8, Thm. 9.1], (ia) is equivalent
to (iib)+ (iid). Supposing (iib) and (iid), we show that (ib) is equivalent to (iia)+(iic).
Actually, when χ = 1, (ib) means L(12 , π ⊗ χq(v0))L(0, χq(v0)) 6= 0. So (iia)+(iic) implies
(ib). For the inverse direction, it suffices to prove (iia)⇒(ib). If (iia) does not hold, then
U is split and L(s, χq(v0)) = ζF (s) has a simple pole at s = 0. In this situation, (ib) forces
that ords=1/2L(s, π ⊗ χq(v0)) = 0 or 1. Because (iid) implies ǫ(12 , π ⊗ χq(v0)) = 1, there is
ords=1/2L(s, π ⊗ χq(v0))) 6= 1, whence L(12 , π ⊗ χq(v0)) 6= 0. Combining this with (iid), we
see that that σ has non-zero ψ-Whittaker coefficient and hence has non-zero theta lifting to
PGL2(A) ∼= SO(U)A, a contradiction to the assumption that Π is cuspidal.
Now suppose that P is non-vanishing on Π. By Proposition 7, we have (iia), (iib) and that
σ has non-vanishing ψq(v0)-Whittaker functional. The latter impliees (iic) and (iid).
Conversely, supposing (iia), (iib), (iic), and (iid), then Proposition 7 tells that P (F ) =
2
∏
v Iv(φv , ϕv) for F = Θ(φ,ϕ). As argued in the proof of Proposition 9, Iv(−) is non-
vanishing on S(V (Fv))⊗ σv, whence P is non-vanishing on Π. 
Remark 7. With Conditions (iia), (iib), (iic), the only member of Wdψ(σ) satisfying Consid-
tion (iid) is σ = Θ
S˜L2×PGL2
(π ⊗ χq(v0), ψq(v0)). So P is nonzero on certain cuspidal member
of SK(π) if and only if Θ
S˜L2×SO(V )
(σ, ψ) 6= 0 and Θ
S˜L2×SO(U)
(σ, ψ) = 0.
Theorem 2. Suppose that Π ∈ SK(π) is cuspidal and that q(v0) 6∈ F×2, χ = 1, then
P ⊗ P = 2ζF (2)ζF (4)L(0,Π, χ)
∏
v
2−1P♯v.
In other words, for decomposable f1, f2 ∈ Π, there is P♯v(f1,v, f2,v) = 2 for almost all v and
(4.13) P (f1)P (f2) =
2ζF (4)L(
1
2 , π ⊗ χE/F )L(0, χE/F )
L(32 , π)L(1, π, ad)
∏
v
P♯v(f1,v, f2,v),
Proof. Write fi = Θ(φi, ϕi). When χ = 1, there is
P♯v(f1,v, f2,v) =
2Cσv ,Πvcσv ,ψv,q(v0)cvc
′
Ev
L(32 , πv)L(1, πv , ad)
ζFv(4)L(
1
2 , πv ⊗ χEv/Fv)
· Iv(φ1,v , ϕ1,v)Iv(φ1,v, ϕ1,v).
For almost all places, one has Iv(φi,v, ϕi,v) = 1 and
Cσv ,Πv =
ζFv(4)
L(32 , πv)
, cσv ,ψv,q(v0) =
L(12 , πv ⊗ χEv/Fv)ζFv(2)
L(1, πv , ad)
, cv =
1
ζFv(2)
, c′Ev = 1,
whence P♯v(f1,v, f2,v) = 2 for almost all places.
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Furthermore, because
∏
v
Cσv,ΠvL(
3
2
,πv)
ζFv (4)
=
2L( 3
2
,π)
ζF (4)
,
∏
v
cσv,ψv,q(v0)
L(1,πv,ad)
L( 1
2
,πv⊗χEv/Fv
)ζFv (2)
= L(1,π,ad)
L( 1
2
,π⊗χE/F )ζF (2)
,∏
v cv = 1, and
∏
v c
′
Ev
= 1L(1,χE/F )
, we have
(4.14)
∏
v
2−1P♯v(f1,v, f2,v) =
2L(32 , π)L(1, π, ad)
ζF (4)L(
1
2 , π ⊗ χE/F )L(1, χE/F )
∏
v
Iv(φ1,v , ϕ1,v)Iv(φ1,v, ϕ1,v).
On the other hand, Proposition 7 tells that
(4.15) P (F1)P (F2) = 4
∏
v
Iv(φ1,v, ϕ1,v)Iv(φ1,v, ϕ1,v).
Comparing equations (4.14), (4.15) and noticing L(1, χE/F ) = L(0, χE/F ), we obtain (4.13).

From Theorem 1, Proposition 10 and Theorem 2, one sees easily that the main theo-
rem in the introduction holds for a cuspidal member Π of a general Saito-Kurokawa packet
SK(π, µ) = SK(π ⊗ µ)⊗ µ.
5. Soudry Packets on SO(3, 2)
In this section, we prove the main theorem for Soudry packets on SO(3, 2). Recall the
explicit quadratic space (V, q) of Witt index 2 and determinant 1 · F×2 in Section 1.2.1 and
the isomorhism PGSp4
∼= SO(V ). We adopt the following notations:
(i) Write V = Fv+ ⊕ U ⊕ Fv−, where
v+ =
(
0 J1
0 0
)
, v− =
(
0 0
−J1 0
)
, U = {X ∈M2×2(F ) : Tr(X) = 0}
U is embedded into V by X → (X tX ) and q(x′v+ +X + x′′v−) = x′x′′ − detX.
(ii) Let P denote the Siegel parabolic subgroup of PGSp4, N its unipotent radical, and M
its Levi subgroup consisting of block diagonal matrices. Recall from Section 1.1 the
parabolic subgroup P = U ⋊M of SO(V ) that stabilizes the line Fv+. With respect
to PGSp4
∼= SO(V ), ( 12 N12 ) ∈ N corresponds to u = −NJ1 ∈ U and [(A xtA−1 )] ∈ M
corresponds to the following element m(A, x) ∈M
v+ → x−1 detA · v+, X ∈ U → AXA−1 ∈ U, v− → x(detA)−1 · v−.
(iii) Identify N with Sym2. For T ∈ Sym◦2(F ), write v0 = J1T ∈ U◦(F ). The character
ψT (N) := ψ(Tr(TN)) on [N] corresponds to the character ψv0(u) on [U ].
(iv) Write U = Fv0⊕V0. SO(V0) is identified with T via the map [A]→ [
(
A
(detA)tA−1
)
],
SO(V0) ={[A] ∈ PGL2 ∼= SO(U) : A−1v0A = v0} ⊂M,(5.1)
T :=
{
[
(
A
(detA)tA−1
)
] : tATA = (detA)T
}
⊂ M
When T = ( c cδ ) is diagonal, there is SO(V0) = {
(
a −bδ
b a
) ∈ GL2}/F×12.
The Soudry packets on SO(V ) are of the form So(η), where η is a character of A×K/K
× for
a quadratic extension K/F and is trivial on A×. Consider (VK , qK) = (K,NmK/F ) and the
Weil representation ωψ of GSp
+
4 (A)×O(VK)A on S(V 2K(A)).
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5.1. Packets on GO(VK). Write K = F ⊕ Fe with Tr(e) = 0 and Nm(e) = dK . Set
Gal(K/F ) = {1, ι}, then GO(V0) = GSO(V0)⋊µ2, with GSO(VK) = K× and µ2 = Gal(K/F ).
Let SF denote the set of places of F . For a character η of A
×
K/K
×, let Sη denote the set of
places of F such that ηιvv 6= ηv, where ιv is the image of ι in Gal(Kv/Fv) and ηιvv (xv) = ηv(xιvv ).
Sη = ∅ happens only when ηι = η, that is, when η|A×K,1 = 1. Set
β =
{
1, ηι 6= η,
2. ηι = η.
, βv =
{
1, ηιvv 6= ηv,
2. ηιvv = ηv.
(i) For v ∈ Sη, set η+v = IndGO(VK)FvGSO(VK)Fv ηv, which is irreducible. When v 6∈ Sη, ηv has two
irreducible extensions to GO(VK)Fv ; let η
+
v denote the extension with value 1 at ιv and set
η−v = η
+
v sgn, where sgn is the sign character factoring through µ2. Define the local packet
Pa(ηv) =
{
{η+v }, v ∈ Sη,
{η+v , η−v }, v 6∈ Sη.
(ii) For ǫ = (ǫv) with almost all ǫv = 1, set η
ǫ =
∏
v η
ǫv
v . Define the Eisenstein series
E(Φ) := Φ(h) + Φ(ιh) for Φ ∈ ηǫ and set E(ηǫ) := {E(Φ) : Φ ∈ ηǫ}. E(ηǫ) is zero only when
Sη = SF with sgn(ǫ) = −1. Define the global packet
Pa(η) =
{
{ηǫ : ǫ}, η 6= ηι,
{ηǫ : sgn(ǫ) = 1}, η = ηι.
(iii) L2(K×A×\A×K) is the Hilbert space direct sum of characters η satisfying η|A× = 1.
As a consequence, L2(GO(VK)FA
×\GO(VK)A) is the Hilbert space direct sum of E(ηǫ), with
ηǫ ∈ Pa(η) and η|A× = 1.
(iv) Given µ2(A) the probability measure. For Φ1,Φ2 ∈ ηǫ and ϕ1, ϕ2 ∈ E(ηǫ), define
(Φ1,Φ2) =
∫
µ2(A)
Φ1(h0)Φ2(h0)dh0, (ϕ1, ϕ2)GO(VK) =
∫
[PGO(VK)]
ϕ1(h)ϕ2(h)dh.
When ϕi = E(Φi) with Φi ∈ ηǫ, there is (ϕ1, ϕ2) = 2β(Φ1,Φ2).
5.2. Soudry packets on GSp4. Set GSp
+
4 = {g ∈ GSp4 : ν(g) ∈ Nm(K×)}. Recall from
(1.7) the expression for the Weil representation of R(A) := {(g, h) ∈ GSp+4 (A) ×GO(VK)A :
ν(g) = ν(h)} on S(V 2K(A)),
(5.2) ωψ(g, h)φ(X) = |ν(h)|−1ωψ
(
g
(
1
ν(g)−1
) )
φ(h−1X), (g, h) ∈ R(A).
The action of Sp4(A)×O(VK)A is according to Section 1.6.1.
For an automorphic form ϕ(h) on [GO(VK)] and φ ∈ S(V 2K(A)), define
Θψ(φ,ϕ)(g) =
∫
[O(VK)]
Θφ,ψ(g, h1h
′)ϕ(h1h′)dh1, g ∈ GSp+4 (A),
where h′ ∈ GO(VK)A is an element satisfying ν(h′) = ν(g).
For ηǫ ∈ Pa(η), define the global theta lift of E(ηǫ) with respect to ψ,
Θψ(η
ǫ) = Θ(ηǫ, ψ) := {Θψ(φ,ϕ) : φ ∈ S(V 2K(A)), ϕ ∈ E(ηǫ)}.
It has central character η|A× and is a nonzero irreducible GSp+4 (A)-representation in the
discrete spectrum of GSp+4 . There is Θψ(η
ǫ) ∼= ⊗vθ(ηǫvv , ψv) by local Howe duality and it is
cuspidal unless Sη = SF and ǫ = (1).
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We view functions in Θψ(η
ǫ) as functions on [GSp4] according to two observations:
(i) GSp◦4(A) := {g ∈ GSp4(A) : ν(g) ∈ NmK/F (A×K) · F×} is open and of index 2 in
GSp4(A). Write GSp4(A) = GSp
◦
4(A) ⊔ GSp◦4(A)gι. A function F on GSp◦4(A) is
regarded as a function on GSp4(A) by setting F |GSp◦4(A)gι = 0. .
(ii) GSp4(F )\GSp◦4(A) = GSp+4 (F )\GSp+4 (A), whence a function on [GSp+4 ] is naturally
a function on GSp4(F )\GSp◦4(A).
Let Πǫη be the GSp4(A)-representation generated by functions f ∈ Θψ(ηǫ). It does not depend
on the choice of ψ, following Lemma 11 and 12 below. Define the global packet
So(η) = {Πǫη : ηǫ ∈ Pa(η)}.
When η|A× = 1, Πǫη has trivial central character and the packet So(η) is on PGSp4 ∼= SO(V ).
Remark 8. When η = ηι, η is trivial on A×K,1 and it leads to a character of Nm(A
×
E)/Nm(E
×)F×,
which is of index 2 in A×/F×. So there exists a unique couple (χ1, χ2) of characters on
A×/F× with χ1χ2 = χE/F such that η = χi ◦ Nm. The packet So(η) is the Howe-Piatetski-
Shapiro packet HPS(χ1, χ2) that consists of irreducible representations Π in the discrete
spectrum with LS(Π) = LS(s + 12 , χ1)L
S(s + 12 , χ2)L
S(s − 12 , χ1)LS(s − 12 , χ2). There is
HPS(χ1, χ2) = HPS(1, χE/F ) ⊗ χ1 and HPS(1, χE/F ) can be alternatively constructed by
lifting elementary theta series from S˜L2(A) to SO(V )A (c.f. [20]).
Now we discuss the structure of Πǫη. First is the local aspect. At a nonsplit place v of
E/F , GSp+4 (Fv) is of index 2 in GSp4(Fv) and we comment that Ind
GSp4(Fv)
GSp+4 (Fv)
θ(ηǫvv , ψv) is
irreducible. Actually, choose av ∈ F×v −Nm(K×v ) and gav ∈ GSp4(Fv) with ν(gav ) = av, one
can show that the local theta lift θ(ηǫvv , ψv) and its twist θ(η
ǫv
v , ψv)
gav are non-isomorphic.
This is because the local theta lift of θ(ηǫvv , ψv)
gav to GO(VK(Fv), avq) with respect to ψv is
ηǫvv , while the local theta lift of θ(η
ǫv
v , ψv) to GO(V0(Fv), avq) is zero by the conservation
principle.
Second is the global aspect. For a space H of functions on GSp4(A) and g′ ∈ GSp4(A),
define Hg′ := {f(·g′) : f ∈ H}. Let Πǫ◦η be the the GSp◦4(A)-representation spanned by
functions in Θ(ηǫ). Observe that GSp+4 (A)\GSp◦4(A) = F×/Nm(K×).
Lemma 11. For each a ∈ F×/Nm(K×), choose ga ∈ GSp4(F ) with ν(ga) = a, then
(5.3) Θψ(η
ǫ)ga = Θψa(η
ǫ).
Proof. We do a sketch of the proof. First, suppose Θψ(η
ǫ) is cuspidal, then Θψ(η
ǫ)is also
cuspidal. Because the local representations θ(ηǫvv , ψv)
ga, θ(ηǫvv , ψv,a) are isomorphic and
Θψa(Θψa(η
ǫ)) = E(ηǫ), one knows from inner product formula and the nonvanishing of local
zeta integrals that Θψa(Θψ(η
ǫ)ga) is nonzero. There must be Θψa(Θψ(η
ǫ)ga) = E(ηǫ) because
their local representations are isomorphic by local Howe duality and there is multiplicity one
on GO(VK). Therefore, (5.3) holds.
Second, when Θψ(η
ǫ) is noncuspidal, then it belongs to the case ηι = η with ǫ = (1). Θψ(η
ǫ)
is the residue representation of an explicit Borel-type Eisenstein series. Both Θψ(η
ǫ)ga and
Θψa(η
ǫ) can be seen explicitly and compared to be equal. 
Lemma 12. (i) Πǫ
◦
η = ⊕a∈F×/Nm(E×)Θψa(ηǫ) as a GSp+4 (A)-representation.
(ii) Πǫη = Ind
GSp4(A)
GSp◦4(A)
Πǫ
◦
η = ⊗vΠǫvηv with Πǫvηv = IndGSp4(Fv)GSp+4 (Fv) θ(η
ǫv
v , ψv). Π
ǫ
η is irreducible.
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Proof. First, Πǫ
◦
η =
∑
a∈Nm(E×)\F× Θ(η
ǫ)ga . It is a direct sum because Θ(ηǫ)ga are distinctive
GSp+4 (A)-representations. Actually, if a1 6= a2 in Nm(E×)\F×, then there is a nonsplit place
v of E/F such that a1 6= a2 in F×v /Nm(E×v ), whence the local representations θ(ηǫvv , ψv)ga1
and θ(ηǫvv , ψv)
ga2 are distinctive. This proves (i).
Recall that GSp4(A) = GSp
◦
4(A) ⊔GSp◦4(A)gι. The same argument as for (i) shows that
Πǫη =
(⊕a∈F×/Nm(K×) Θ(ηǫ)ga)⊕ (⊕a∈F×/Nm(K×) Θ(ηǫ)gιga) = Πǫ◦η ⊕ (Πǫ◦η )gι .
So Πǫη = Ind
GSp4(A)
GSp◦4(A)
Πǫ
◦
η . Combining this with (i), one sees that Π
ǫ
η
∼= ⊗v IndGSp4(Fv)GSp+4 (Fv) θ(η
ǫv
v , ψv)
because the elements ga, gagι form a complete set of representatives of GSp
+
4 (A)\GSp4(A).
Πǫη is irreducible because each local representation Ind
GSp4(Fv)
GSp+4 (Fv)
θ(ηǫvv , ψv) is irreducible. 
Third is about the inner product formula. We present the inner product formula for the
lift E(ηǫ) → Πǫη. The inner product formula for the inverse direction is not used in the
computation of Bessel periods and skipped. For irreducible unitary representations Π (resp.
Π+) of GSp4(A) (resp. GSp
+
4 (A)) in the discrete spectrum and fi ∈ Π, f+i ∈ Π+, define
(f1, f2)GSp4 =
∫
[PGSp4]
f1(g)f2(g)dg, (f
+
1 , f
+
2 )GSp+4
=
∫
[PGSp+4 ]
f1(g)f2(g)dg,
Proposition 11. Suppose ηǫ ∈ Pa(η) and Πǫη is cuspidal. For ϕi ∈ E(ηǫ), φi ∈ S(V 2K(A))
and fi = Θψ(φi, ϕi), there is
(f1, f2)GSp4 =
L(2, η ◦ pr)
ζF (4)
∏
v
ζFv(4)
L(2, ηv ◦ pr)
∫
O(VK)Fv
(hv ◦ ϕ1,v , ϕ2,v)(ωψv(hv)φ1,v, φ2,v)dhv.
Proof. f1, f2 are functions on [GSp
+
4 ]. They are supported on GSp
◦
4(A) when regarded as
functions on GSp4(A), whence (f1, f2)GSp4 = (f1, f2)GSp+4
. Equip the compact space C =
Nm(A×K)/A
×2Nm(K×) with the probability measure 1, then
(f1, f2)GSp+4
=
∫
C
∫
[Sp4]
f1(g1gc)f2(g1gc)dg1dc,(5.4)
(ϕ1, ϕ2)GO(VK) =
∫
C
∫
[O(VK)]
ϕ1(h1hc)ϕ2(h1hc)dh1dc,
where gc ∈ GSp+4 (A) and hc ∈ O(VK)A satisfy ν(hc) = ν(gc) = c. Write φi,c = ω(hc, gc)φi,
ϕi,c(h1) = ϕi(h1hc), and fi,c = Θ(φi,c, ϕi,c), then fi(g1gc) = fi,c(g1), whence (f1, f2)GSp+4
=∫
C(f1,c, f2,c)Sp4dc and (ϕ1, ϕ2)GO(VK) =
∫
C(ϕ1,c, ϕ2,c)O(VK)dc.
By [26, Thm. 11.4],
(f1,c, f2,c)Sp4 =
∫
O(VK )A
(h1 ◦ ϕ1,c, ϕ2,c)O(VK )(ω(h1)φ1,c, φ2,c)dh1.
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Note that the above integral is absolutely convergent. Also note that (ω(h)φ1,c, φ2,c) =
(ω(h)φ1, φ2) because the pairing on S(V 2K(A)) is unitary with respect to ω. Therefore,(
f1, f2)GSp+4
=
∫
C
∫
O(VK)A
(h1 ◦ ϕ1,c, ϕ2,c)O(VK)(ω(h1)φ1, φ2)dh1dc
=
∫
O(VK)A
[∫
C
(h1 ◦ ϕ1,c, ϕ2,c)O(VK )dc
]
(ω(h1)φ1, φ2)dh1
=
∫
O(VK)A
(h1 ◦ ϕ1, ϕ2)GO(VK)(ω(h1)φ1, φ2)dh1.
At almost all places, there is
∫
O(V )Fv
(h1,v ◦ ϕ1,v, ϕ2,v)(ωv(h1,v)φ1,v, φ2,v)dh1,v = L(2,ηv◦pr)ζFv (4) ,
whence the formula in the proposition follows. 
Remark 9. Choose local theta liftings θv : S(V 2K(Fv))⊗ηǫvv → θ(ηǫvv , ψv) such that Θψ(φ,E(Φ)) =
⊗θv(φv ,Φv). Proposition 11 combined with Section 5.1 (iv) then implies that for fi,v =
θψv(φv,Φv), there are
(f1,v, f2,v) = cηv
∫
O(VK)Fv
(hv ◦ Φ1,v,Φ2,v)(ωψv (hv)φ1,v, φ2,v)dhv,
where cηv are equal to
ζFv (4)
L(2,ηv◦pr)
for almost all v with
∏
v
cηvL(2,ηv◦pr)
ζFv (4)
= 2
βL(2,η◦pr)
ζF (4)
.
5.3. Global Bessel periods. Suppose η|A× = 1 and Πǫη ∈ So(η) is cuspidal. We now
compute the global Bessel period functional P on Πǫη. In terms of PGSp4, there is P (f) =∫
[SO(V0)]
ℓT (Π
ǫ
η(g)f)dg, where T = −J1v0 and
ℓT (f) :=
∫
[N]
f(N)ψT (N)dN.
For Φ ∈ ηǫ, φ ∈ S(V 2E(A)) and ξ ∈ V 2,◦K (F ), we introduce
P (φ,Φ, ξ) :=
∫
O(VK )A
Φ(h)φ(h−1ξ)dh, Pv(φv ,Φv, ξ) :=
∫
O(VK)Fv
Φv(hv)φv(h
−1
v ξ)dhv.
To compute the global Bessel period functional, we make two observations: first, ℓT is zero
on
(
Πǫ
◦
η
)gι because functions in (Πǫ◦η )gι are supported on GSp◦4(A)gι; second, by (1.2), there
is a unique element aT ∈ F×/Nm(E×) with T ∈ −aT2 qE(V 2,◦E (E)) because detT = −q(v0).
Let δ(χ, η) be the Dirac symbol, which takes value 1 when χ = η and value 0 when χ 6= η.
Proposition 12. (i) When E 6= K, ℓT is zero on Πǫη
(ii) When E = K, ℓT is zero on
(
Πǫ
◦
η
)gι and Θψa(ηǫ) for a 6= aT .
(iii) Suppose E = K and f = ΘψaT (φ,E(Φ)) with φ ∈ S(V 2K(A)) and Φ ∈ ηǫ, choose ξT ∈
V 2K with qK(ξT ) = −2T/aT , then ℓT (f) = P (φ,Φ, ξT ) + P (φ,Φ, ξιT ). Furthermore,
when T = −aT
(
1
δ
)
and ξT = (1, e), there is
P (f) =
{
2βδ(χ, η)P (φ,Φ, ξT ) + 2
βδ(χ, ηι)P (φ,Φ, ξιT ), η 6= ηι,
2βδ(χ, η)P (φ,Φ, ξT ), η = η
ι.
(iv) P is nonzero if and only if E = K and χ ∈ {η, ηι}.
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Proof. For a ∈ F×/Nm(K×) and f = Θψa(φ,ϕ) ∈ Θψa(ηǫ) with ϕ = E(Φ), there is
ℓT (F ) =
∫
[N]
∫
[O(VK)]
ϕ(h1)
∑
ξ∈V 2K(F )
ωψa(N,h1)φ(ξ)ψT (N)dh1dN
=
∫
[O(VK)]
ϕ(h1)
∑
ξ∈V 2K(F )
φ(h−11 ξ)
∫
[N]
ψ
(
Tr[(
bqK(ξ)
2
+ T )N ])
)
dNdh1.
In order that the above expression is nonzero, it is necessary that T ∈ − b2q(V 2K(F )). When
E 6= K, this can not happen. When E = K, this happens only when a = aT is the class such
that −2T ∈ aqK(V ◦K(F )). This proves (i) and (ii).
Now suppose a = aT . The set Σ−2T/a(F ) = {ξ ∈ V 2K(F ) : qK(ξ) = −2T/a} is homeomor-
phic to O(VK)F . Choosing one ξT ∈ Σ−2T/aT (F ), one can write ℓT (f) as∫
[O(VK)]
ϕ(h1)
∑
γ∈O(VK)F
φ(h−11 γ
−1ξT )dh1 =
∫
O(VK)A
(Φ(h1) + Φ(ιh1)) · φ(h−11 ξT )dh1.
This proves the part about ℓT (f) in (iii).
Recall (5.1). For the given special diagonal T and special ξT , there is
SO(V0) = {[
(
a −bδ
b a
)
] ∈ PGL2} ∼= T =
{
[
(
A
(detA)tA−1
)
] : A =
(
a −bδ
b a
)}
For g = [
(
a −bδ
b a
)
] ∈ SO(V0)A, set hg = a+ be ∈ A×K = GSO(VK)A, ϕhg(·) = ϕ(·hg), and
fg = Θ(ωψa(hg, g)φ,ϕhg ).
There is f(ug) = fg(u). The previous calculation for ℓT yields
P (f) =
∫
[SO(V0)]
ℓT (fg)χ(g)dg
=
∫
[SO(V0)]
∫
O(VK)A
χ(g)ϕ(h1hg)ωψaT (hg, g)φ(h
−1
1 ξT )dhdg.
Set A =
(
a −bδ
b a
)
, then ξTA = hgξT . By the expression of Weil representation, there is
ωψa(hg, g)φ(h
−1
1 ξ0) = φ(hg
−1h−11 ξTA) = φ(hg
−1h−11 hgξT ).
Hence
P (f) =
∫
[SO(V0)]
∫
O(VK)A
χ(g)ϕ(h1hg)φ(hg
−1h−11 hgξT ).
By making a change of variable h1 → hgh1hg−1, we see that
P (f) =
∫
[SO(V0)]
∫
O(VK)A
χ(g)ϕ(hgh1)φ(h
−1
1 ξT )dh1dg
=
∫
O(VK)A
∫
[SO(V0)]
[
χ(g)η(hg)Φ(h1) + χ(g)ηι(hg)Φ(ιh1)
]
φ(h−11 ξT )dh1dg.
When η 6= ηι, we observe ∫O(VK)A Φ(ιh1)φ(h−11 ξT )dh1 = ∫O(VK)A Φ(h1)φ(h−11 ξιT )dh1 by making
a change of variable h1 → ιh1, then the formula for P (χ) follows. When η = ηι, there is
Φ(ιh1) = Φ(h1) and the formula for P (f) in this case follows. So (iii) is proved.
We now verify (iv). By (i), E = K is a necessary condition for P 6= 0. Suppose E = K,
we show that χ = η or ηι is a sufficient condition. One may assume that the associated
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T = J−11 v0 is of the shape −aT
(
1
δ
)
. This is because there always exists h ∈ SO(U) such
that J−11 h ◦ v0 is of such a shape; also, if the assertion holds for h ◦ v0, then it also holds for
v0. Now the “only if” part follows from the formula for P (f) in (iii) . For the other direction,
it suffices to show that for ξ = (ξ1, ξ2) ∈ V 2K(F ) with ξ1, ξ2 linearly independent, P (φ,Φ, ξ) is
nonzero for certain Φ ∈ ηǫ and φ ∈ S(V 2K(A)). Look at
Pv(φv,Φv, ξ) =
∫
O(VK)Fv
Φv(h1,v)φv(h
−1
1,vξ)dh1,v, Φv ∈ ηǫvv , φv ∈ S(V 2K(Fv)).
It is 1 almost everywhere.It suffices to show that Pv(·, ·, ξ) is noznero at the remaining finitely
many places. When ηιvv 6= ηv, choose Φv with Φv(1) = 1 and Φv(ιv) = 0, then the local
integral is
∫
SO(VK)Fv
ηv(hv)φv(h
−1
v ξ)dhv, which is is obviously nonzero for certain φv. When
ηιvv = ηv, we use the fact that ξ, ξ
ι are linearly independent over Kv and choose φv of the
shape φv(x1ξ + x2ξ
ι) = φ1(x1)φ2(x2), x1, x2 ∈ Kv, φ1, φ2 ∈ S(Kv), then Pv(φv,Φv, ξ) is∫
SO(VK)Fv
ηv(hv)φ1(h
−1
v )dhφ2(0) + ηv(ιv)
∫
SO(VK)Fv
ηv(hv)φ2(h
−1)dhφ1(0)
One can certainly make the above expression to be nonzero. 
5.4. Regularized local Bessel periods. When Πǫη ∈ So(η) is cuspidal with η|A× = 1,
(5.5) L(s,Πǫη , χ) =
L(s, πη ⊠ πχ)L(s+ 1, πη ⊠ πχ)
L(s+ 1, χK/F )L(s + 1, χE/F )
∏2
i=0
(
ζF (s+ i)L(s+ i, η ◦ pr)
) .
If E = K and χ ∈ {η, ηι}, it is further reduced to
(5.6) L(s,Πηǫ , χ) =
L(s, χK/F )
ζF (s + 2)L(s + 1, χK/F )L(s + 2, η ◦ pr)
.
Here πη, πχ refer to the local functorial lifts of η, χ to GL2(A) and η ◦ pr : A×K
pr→ A×K,1 →֒
A×K
η→ C is a character of A×K/K×.
Recall the integral P(s, χv) defined in Section 2.4. There is
Pv(s; f1,v, f2,v) =
∫
SO(V0)Fv
ℓv,T (hv ◦ f1,v, f2,v)χv(hv)∆(hv)sdhv,
where ℓv,T (f1,v, f2,v) :=
∫
N(Fv)
(Πv(Nv)f1,v, f2,v)ψv,T (Nv)dNv for f1,v, f2,v ∈ Πǫvηv . Recall that
Πǫvηv =
{
θ(ηǫvv , ψv), Kv is split,
⊕av∈F×v \Nm(K×v )θ(ηǫvv , ψv,av ), Kv is nonsplit.
For given T , there is a unique av,T ∈ F×v /Nm(K×v ) such that T ∈ −av,T2 qE(V 2,◦E (Fv)).
Proposition 13. Suppose fi,v = θψv,av (φi,v,Φi,v) ∈ θ(ηǫvv , ψv,av ). (i) When Ev 6= Kv or
Ev = Kv with av 6= av,T , ℓv,T is zero on θ(ηǫvv , ψv,av ). (ii) When Ev = Kv and av = av,T ,
choose ξv,T ∈ V 2K(Fv) with qK(ξv,T ) = −2T/av,T , then ℓv,T (f1,v, f2,v) is equal to
2βv−1|av,T ||2 det T |−
1
2 cηvcEv ·
{∑
τv∈Gal(Kv/Fv)
Pv(φ1,v,Φ1,v, ξ
τv
v,T )Pv(φ2,v,Φ2,v, ξ
τv
v,T ), η
ιv
v 6= ηv,
Pv(φ1,v,Φ1,v, ξv,T )Pv(φ2,v ,Φ2,v, ξv,T ), η
ι
v = ηv.
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Furthermore, when T = −av,T
(
1
δ
)
and ξv,T = (1, e), Pv(s; f1,v, f2,v) is equal to
2βv−1|av,T ||2 det T |− 12 cηvcEv ·
{∑
τv=1,ιv
P(s, χvητvv )Pv(φ1,v,Φ1,v, ξτvv,T )Pv(φ2,v,Φ2,v, ξτvv,T ), ηv 6= ηιv,
P(s, χvηv)Pv(φ1,v ,Φ1,v, ξv,T )Pv(φ2,v,Φ2,v, ξv,T ), ηv = ηιv.
Proof. To compute ℓv,T (f1,v, f2,v), we need to calculate
∫
N(Fv)
(Πv(Nv)f1,v, f2,v)λ̂(Nv)dNv,
where λ ∈ C∞c (Sym◦2(Fv)) and λ̂(Nv) =
∫
Sym2(Fv)
λ(N ′v)ψ(Tr(NvN
′
v))dN
′
v.
Temporarily set ρ(hv,Xv) = φ1,v(h
−1
v Xv)φ2,v(Xv). By Remark 9,
(f1,v, f2,v) = cηv
∫
O(VK)Fv
(h1,v ◦ Φ1,v,Φ2,v)
∫
V 2K(Fv)
ρ(hv,Xv)dXv
It follows that
∫
N(Fv)
(Πv(Nv)f1,v, f2,v)λ̂(Nv)dNv is equal to
cηv
∫
Sym2(Fv)
∫
O(VK)Fv
(h1,v ◦ Φ1,v,Φ2,v)λ̂(Nv)
∫
V 2K(Fv)
ρ(hv,Xv)ψ(av Tr(q(Xv)Nv)/2)dXvdhvdNv.
After the innermost integration over V 2K(Fv), the integrand is absolutely convergent on
Sym2(Fv)×O(VK)Fv , so one can change the order of integration to
∫
O(VK)Fv
∫
Sym2(Fv)
∫
V 2K(Fv)
.
One can further change the order to
∫
O(VK)Fv
∫
V 2K(Fv)
∫
Sym2(Fv)
because λ̂(Nv)ρ(hv ,Xv) is
absolutely integrable concerning (Nv,Xv). Applying Fourier inversion formula to the Nv-
integration, we get∫
N(Fv)
(Πv(Nv)f1,v, f2,v)λ̂(Nv)dNv
=cηv
∫
O(VK)
∫
V 2K(Fv)
(hv ◦ Φ1,v,Φ2,v)ρ(hv,Xv)λ(−avq(Xv)/2)dXvdhv
=
cηv
|2|1/2
∫
O(VK)
∫
Sym2(Fv)
∫
Σ−2Nv
(hv ◦Φ1,v,Φ2,v)ρ(hv ,Xv)dσv,−2Nv/avλ(Nv)|detNv|−1/2dNvdhv.
Here in the second equality, we use the measure decomposition in Lemma 1. One can move
the Nv-integration to the outside because λ(Nv) ∈ C∞c (Sym◦2(Fv)).
According to Definition 2, ℓv,T (f1,v, f2,v) =
∫
N(Fv)
(Πv(Nv)f1,v, f2,v)ψv,T (Nv)dNv is
cηv |av||2 det T |−1/2
∫
O(VK)
∫
Σv,−2T
(hv ◦ Φ1,v,Φ2,v)ρ(hv,Xv)dσv,−2T/av
When Ev 6= Kv or Ev = Kv with T 6∈ −av2 q(V 2K(Fv)), the set Σv,−2T/av is empty, whence
the above expression is zero. Otherwise, choose ξv,T ∈ V 2K(Fv) with q(ξv,T ) = −2T/av, write
Xv = h
′
v
−1ξv,T and recall dσv,−2T/av = 2cKvdh
′
v from Section 1.5.2. We have
ℓv,T (f1,v, f2,v) =
2|av |cηvcEv
|2 det T |1/2
∫
O(VK)
2
Fv
(hv ◦ Φ1,v,Φ2,v)φ1,v(hv−1h′v−1ξv,T )φ2,v(h−1v ξv,T )dhvdh′v
=
2|av |cηvcEv
|2 det T |1/2
∫
O(VK)2Fv
(hv ◦ Φ1,v, h′vΦ2,v)φ1,v(hv−1ξv,T )φ2,v(h′v−1ξv,T )dhvdh′v.
Note that
(hv ◦ Φ1,v, h′vΦ2,v) =
1
2
Φ1,v(hv)Φ2,v(h′v) +
1
2
Φ1,v(ιvhv)Φ2,v(ιvh′v).
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When ηv = η
ιv
v , there is (hv ◦ Φ1,v, h′vΦ2,v) = Φ1,v(hv)Φ2,v(h′v), whence
ℓv,T (f1,v, f2,v) = 2|av ||2 detT |−
1
2 cηvcEvPv(φ1,v ,Φ1,v, ξv,T )Pv(φ2,v,Φ2,v, ξv,T ).
When ηv 6= ηιvv , there is
∫
O(VK)
2
Fv
Φ1,v(ιvhv)Φ2,v(ιvh
′
v)φ1,v(hv
−1ξv,T )φ2,v(h′v
−1ξv,T )dhvdh
′
v =
Pv(φ1,v ,Φ1,v, ξ
ιv
v,T )Pv(φ2,v,Φ2,v, ξ
ιv
v,T ), whence
ℓv,T (f1,v, f2,v) = |av ||2 detT |−
1
2 cηvcEv
∑
τv∈Gal(Kv/Fv)
Pv(φ1,v ,Φ1,v, ξ
τv
v,T )Pv(φ2,v,Φ2,v, ξ
τv
v,T )
This proves the assertion about ℓv,T . When when T = −av,T
(
1
δ
)
and ξv,T = (1, e), the
formula for Pv(s, f1,v, f2,v) follows from the fact
Pv(gv ◦ φ1,v,Φ1,v, ξτvv,T ) = ηιvv (gv)Pv(gv ◦ φ1,v,Φ1,v, ξτvv,T ), gv ∈ SO(V0)Fv .

The above proposition tells that Pv(s,−) is zero on Πǫvv ⊗ Πǫvv when Ev 6= Kv and factors
through θ(ηǫvv , ψv,av,T )⊗ θ(ηǫvv , ψv,av,T ) when Ev = Kv. Now consider
P♯v(f1,v, f2,v) =
Pv(s; f1,v, f2,v)
ζFv(2)ζFv (4)L(s,Π
ǫv
ηv , χv)
∣∣
s=0
, f1,v, f2,v ∈ Πǫvηv .
When Ev = Kv and χv ∈ {ηv , ηιvv }, we may assume T = −av,T
(
1
δ
)
and ξv,T = (1, e), then
for fi,v = θψv,av (φi,v,Φi,v) ∈ θ(ηǫvv , ψv,av ), there is
P♯v(f1,v, f2,v) =
2βv |av,T |cηv cKvL(1, χKv/Fv )L(2, ηv ◦ pr)
|2 detT | 12 ζFv(4)
·
·
{∑
τv=1,ιv
P♯(χvηιvv )Pv(φ1,v,Φ1,v, ξτvv,T )Pv(φ2,v,Φ2,v, ξτvv,T ), ηv 6= ηιvv ,
P♯(χvηv)Pv(φ1,v,Φ1,v, ξv,T )Pv(φ2,v,Φ2,v, ξv,T ), ηv = ηιvv .
(5.7)
For a character χ′v of SO(V0)Fv , the symbol P♯(χ′v) is defined in Section 2.4 and takes a
nonzero value only when χ′v = 1. Recall that P♯(1v) is denoted by c′Kv .
Proposition 14. The following statements are equivalent:
(i) HomR(Fv)(Π
ǫv
ηv ⊗ (χv ⊠ ψv0,v),C) 6= 0,
(ii) Ev = Kv and χv ∈ {ηv , ηιvv }
(iii) ords=0L(s,Π
ǫv
ηv , χv) ≤ 0 and P♯v is nonzero on Πǫvηv ⊗Πǫvηv .
Proof. The equivalence of (i) and (ii) follows from the structure of the twisted Jacquet module
of Πǫvηv with respect to ψv0,v = ψv,Tv , as described in Proposition 7.6 of [13].
We now argue for the equivalence of (ii) and (iii). Observe that ords=0L(s,Π
ǫv
ηv , χv) =
ords=0
L(s,πηv⊠πχv )
ζFv (s)L(s,ηv◦pr)
. Suppose (ii), then ords=0L(s,Π
ǫv
ηv , χv) = ords=0L(s, χEv/Fv) ≤ 0 and
Pv(s;−) factors through θ(ηǫvv , ψv,av,T )⊗θ(ηǫvv , ψv,av,T ), on which P♯v is given by (5.7). Because
Pv(φ1,v ,Φ1,v, ξ
τv
v,T ) (τv ∈ Gal(Kv/Fv)) is nonzero on S(V 2K(Fv))⊗ ηǫvv (as argued in the end of
the proof for Proposition 12), one sees that P♯v is nonzero. Thus, (iii) holds.
Conversely, we suppose (iii), then Ev must be equal to Kv; otherwise, Pv(s;−) is identifi-
cally zero and hence P♯v is zero. With Ev = Kv, the condition ords=0L(s,Πǫvηv , χv) ≤ 0 implies
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ords=0L(s, πηv ⊠ πχv) < 0, which further forces χv ∈ {ηv, ηιvv }. Actually, if Kv is split, then
χv, ηv as characters of K
×
v = F
×
v × F×v are of the shape µv ⊠ µ−1v and µ′v ⊠ µ′v−1, whence
L(s, πχv ⊠ πηv) = L(s, µvµ
′
v)L(s, µ
−1
v µ
′
v)L(s, µvµ
′
v
−1
)L(s, µvµ
′
v
−1
),
which has a pole at s = 0 only when µ′v = µv or µ
−1
v , that is, when χv = ηv or η
ιv
v . If
Kv is nonsplit and nonarchimedean, one can similarly verify the relation when πχv , πηv are
induced representations; when one of them is supercuspidal, we apply [10, Prop. 1.2] to see
that πχv
∼= πηv , whence χv ∈ {ηv, ηιvv }. Finally, when Kv is nonsplit and archimedean, there
must be Kv = C and Fv = R, for which the relation can be checked directly because one can
numberate all cases of πχv , πηv . 
Theorem 3. When Π ∈ So(η) is cuspidal, Conjecture 1 holds for Πv.
Proof. We verify Part (i) and (ii) of Conjecture 1; Part (iii) is exactly Proposition 14.
When Ev 6= Kv, Pv(s; f1,v, f2,v) is zero for all f1,v, f2,v ∈ Πǫvηv , whence the assertions in Part
(i) and (ii) of Conjecture 1 automatically hold.
Now suppose Ev = Kv. We may assume T = −av,T
(
1
δ
)
, then Pv(s;−) factors through
θ(ηǫvv , ψv,av,T )⊗θ(ηǫvv , ψv,av,T ) and is given in Proposition 13. It has meromorphic continuation
because P(s;χ′v) is so for any character χ′v of SO(V0)Fv . When ords=0L(s,Πǫvηv , χv) ≤ 0, there
is χv ∈ {ηv, ηιvv } as shown in the proof of Proposition 13. Hence ords=0L(s,Πǫvηv , χv) =
ords=0L(s, χEv/Fv ). By Lemma 4, ords=0Pv(s; f1,v, f2,v) ≥ ords=0L(s, χEv/Fv). Therefore,
ords=0Pv(s; f1,v, f2,v) ≥ ords=0L(s,Πǫvηv , χv). It is obvious that the functional P♯v given in
(5.7) respects the actions of R(Fv)× R(Fv). 
5.5. The period formula. In Theorem 4 below. We see that P is nonzero on a cuspidal Πηǫ
if and only if the local homomorphism space is nonzero at every local place. This accords with
our main theorm in the introduction because in this situation there is E = K and χ ∈ {η, ηι},
whence L(0,Π, χ) = ζF (4)L(2,η◦pr) is automatically nonzero.
Theorem 4. Suppose Πǫη ∈ So(η) is cuspidal. (i) P is nonzero on Πǫη if and only if
HomR(Fv)(Π
ǫv
ηv ⊗ (χv ⊠ ψv0,v),C) is nonzero for all v, (ii) if so, then P ⊗ P = 2β
∏
v 2
−βvP♯v.
Proof. By Proposition 12, P is nonzero if and only E = K and χ ∈ {η, ηι}. By Proposition 14,
HomR(Fv)(Π
ǫv
ηv⊗(χv⊠ψv0,v),C) is nonzero for all v if and only if E = K and χv ∈ {ηv, ηιvv } for
all v. So for (i), it suffices to show that if a global character χ of [SO(V0)] has χv ∈ {ηv , ηιvv }
for all v, then χ ∈ {η, ηι}. This is easy to see, say for example, from Lemma 10.3 of [13].
Supposing E = K and χ = {η, ηι}, we now prove (ii). We may assume χ = η and
T = J−11 v0 is −
(
1
δ
)
. Put ξT = (1, e). Consider two vectors fi = Θψ(φi, E(Φi)) ∈ Πǫη,
φi ∈ S(V 2K(A)) and Φi ∈ ηǫ. By Proposition 12, there is
P (f1)P (f2) = 2
2β
∏
v
Pv(φ1,v,Φ1,v, ξT )Pv(φ1,v,Φ1,v, ξT ).
On the other hand, by (5.7), there is
2−βvP♯v(f1,v, f2,v) =
cηvcKvc
′
Kv
L(1, χKv/Fv )L(2, ηv ◦ pr)
ζFv(4)
Pv(φ1,v,Φ1,v, ξT )Pv(φ1,v,Φ1,v, ξT )
For almost all v, there are cηv =
ζFv (4)
L(2,ηv◦pr)
, cKv = L(1, χKv/Fv), c
′
Kv
= 1. So 2−βvP♯v(f1,v, f2,v) =
1 almost everywhere. By Lemma 2, Lemma 5, and Remark 9, we further have
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∏
v
2−βvP♯v(f1,v, f2,v) =
2βL(2, η ◦ pr)
ζF (4)
∏
v
Pv(φ1,v,Φ1,v, ξT )Pv(φ1,v,Φ1,v, ξT ).(5.8)
Therefore P (f1)P (f2) =
2βζF (4)
L(2,η◦pr)
∏
v 2
−βvP♯v(f1,v, f2,v). 
6. Soudry Packets on SO(4, 1)
The inner forms SO(4, 1) over F are classified as SO(VD) ∼= PGU2(D) in Section 1.2.2,
with D running over nonsplit quaternion algebras over F . The Soudry packets on GU2(D)A
are constructed with the theta correspondence between GU1(D) of skew-Hermitian type and
GU2(D). The study of the Bessel period functional on these Soudry packets is essentially the
same as for the Soudry packets on SO(3, 2)A. The major difference is that when D is nonsplit,
U1(D) is non-connected and has the same set of F -rational points as its connected component
U1(D)
c. This affects the choice of the Tamagawa measure on U1(D)A (See Section 1.4) and
the construction of the packet slightly (See Sect. 6.4), but the qualitative assertions about
Bessel period functionals and the global period formula remain the same. We briefly treat
SO(4, 1) with emphasis on the issues for which SO(4, 1) differs from SO(3, 2). The Soudry
packet So(η) on GU2(D) will be put as SoD(η) in this section, to emphasize the role of D.
6.1. The groups. Let D be a nonsplit quaternion algebra over F . For a nonzero element
e ∈ D0, recall from Section 1.3.2 that Ve denotes the space D with the skew-Hermitian
pairing satisfying (1, 1) = e. Set G = GU2(D), H = GU(Ve), G1 = {g ∈ G : ν(g) = 1},
H1 = {h ∈ H : ν(h) = 1}, PG = G/F×, PH = H/F×, and K = F ⊕ Fe. Let SD denote the
set of places v such that D(Fv) is nonsplit. Let H
c and Hc1 be the identity components of H
and H1 respectively.
(i) Write D = K ⊕Ke′ with e′ ∈ D0(F ) satisfying ee′ = −e′e. Put e2 = −δ and e′2 = δ′,
then δ 6∈ F×2 and δ′ 6∈ Nm(K×) because D is nonsplit. There are H(F ) = K× ⊔ K×e′,
H1(F ) = K
×
1 , and ν(H(F )) = Nm(K
×) ⊔ δ′Nm(K×).
(ii) Locally, δ′ ∈ Nm(K×v ) if and only if v 6∈ SD; for v 6∈ SD, choose hv ∈ K×v satisfying
δ′ = Nm(hv) and set µ2(Fv) = {1, hve′}. There are Hv(Fv) = K×v ⊔K×v e′ and
H1(Fv) =
{
K×v,1 ⋊ µ2(Fv), v 6∈ SD,
K×v,1, v ∈ SD.
, ν(H(Fv) =
{
Nm(K×v ), v 6∈ SD,
F×v , v ∈ SD.
(iii) Set A×K,D := {(tv) ∈ A× : tv ∈ Nm(K×v ) when v 6∈ SD}, then ν(H(A)) = A×K,D. Ac-
cordingly, set G+ = {g ∈ G : ν(g) ∈ ν(H)}. There is G+(A) =∏v G+(Fv) with
G+(Fv) =
{{
gv ∈ G(Fv) : ν(gv) ∈ Nm(K×v )
}
, v 6∈ SD,
G(Fv), v ∈ SD,
and G+(F ) = {g ∈ G(F ) : ν(g) ∈ ν(H(F ))}. Additionally, set G†(F ) = {γ ∈ G(F ) : ν(γ) ∈
Nm(K×)} and G‡(F ) = G(F ) ∩G+(A)
Lemma 13. (i) F×A×K,D = A
×. Numerate the quaternion algebras D′ with SD′ ⊆ SD as
Di, 1 ≤ i ≤ 2|SD|−1. Write Di = K ⊕ Kei with Tr(ei) = 0, eei = −eei and e2i = δi,
then F ‡ := F× ∩ A×K,D = ⊔iδiNm(K×). (ii) G(F ) · G+(A) = G(A). For each Di, choose
γδi ∈ G‡(F ) with ν(γδi) = δi, then G+(F ) = G†(F ) ⊔G†γδ′ and G‡(F ) = ⊔2
|SD|−1
i=1 G
†(F )γδi .
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Proof. (i) Observe that the group F× · Nm(A×K), as the kernel of the quadratic character
χK/F , is contained in A
×
K,D and is of index 2 in A
×. To prove A×K,D = A
×, it suffices to show
that χK/F is nontrivial on A
×
K,D. Because D is nonsplit, SD is nonempty. Choose v
′ ∈ SD
and consider the element t′ = (tv) with tv′ = δ
′ and tv = 1 for v 6= v′, then t ∈ A×K,D and
tv′ 6∈ Nm(K×v′ ), whence χK/F (t) = −1.
For the asssertion about F×∩A×K,D, we notice that χKv/Fv(δi) is −1 for v 6∈ SDi and is 1 for
v 6∈ SDi . For two Di,Dj , there is v such that χKv/Fv(δiδ−1j ) = −1, whence δiδ−1j 6∈ Nm(K×) ;
this shows that δiNm(K
×) are disjoint. Second, for a ∈ F×∩A×K,D, there is χK/F (a) = 1 and
χKv/Fv (a) = 1 for v 6∈ SD, whence
∏
v∈SD
χKv/Fv (a) = 1. The set of places with χKv/Fv(a) =
−1 is of even cardinality and is equal to SDi for certain Di. There is χKv/Fv(a) = χKv/Fv(δi)
for all v, whence a ∈ δiNm(K×). Assertions in (ii) directly follow from (i). 
With Lemma 13 (ii), one sees that G(F )\G(A) = G‡(F )\G+(A). The Tamagawa measure
on G(A) induces a measure on G+(A), with respect to which there is Vol(G+(F )A×\G+(A)) =
2|SD|−1 because Vol(G(F )A×\G(A)) = 2 and G+(F ) is of index 2|SD|−2 in G‡(F ).
6.2. Weil representation. Fix a character ψ of A/F and let ω := ωψ,Ve be the Weil repre-
sentation of G1(A)×H1(A) on S(Ve(A)), the space of Bruhat-Schwartz functions on Ve(A):
ω(h)φ(x) = φ(h−1x), h ∈ H1(A),
ω ( a a¯−1 )φ(x) = χKe/F (NmD(a))|NmD(a)|φ(xa), a ∈ D×(A),
ω ( 1 u1 ))φ(x) = φ(x)ψ
(1
2
TrD(u(x, x))
)
, u ∈ D0(A),
ω ( 11 )φ(x) =
∫
Ve(A)
φ(y)ψ(TrD(x, y))dy.
Set R(A) := {(g, h) ∈ G+(A)×H(A) : ν(g) = ν(h)}. The extension of ω from G1(A)×H1(A)
to R(A) is given below and we write ω+ = ind
G+(A)×H(A)
R(A) ω.
(6.1) ωψ(g, h)φ(X) = |ν(h)|−1ωψ
(
g
(
1
ν(g)−1
) )
φ(h−1X), (g, h) ∈ R(A).
Locally, it is known that the local Howe duality holds for the triplets (ωv, G1(Fv),H1(Fv))
and (ω+v , G
+(Fv),H(Fv)) at every place. Globally, for an automorphic form ϕ on [H] and
φ ∈ S(Ve(A)), define
Θψ(φ,ϕ)(g) =
∫
[H1]
Θφ,ψ(g, h1h
′)ϕ(h1h′)dh1, g ∈ G+(A),
where h′ ∈ H(A) is an element satisfying ν(h′) = ν(g).
6.3. The packet PaD(η). Let η be a character of A
×
K/K
× and Sη = {v : ηιvv 6= ηv}. Set
β =
{
1, ηι 6= η,
2. ηι = η.
, βv =
{
1, ηιvv 6= ηv,
2. ηιvv = ηv.
(i) For v ∈ Sη, set η+v = IndH(Fv)K×v ηv. For v 6∈ Sη, ηv has two irreducible extensions to
H(Fv); let η
+
v denote the extension with value 1 at ιv and set η
−
v = η
+
v sgn, where sgn :
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H(Fv)/K
×
v → {±1} is the sign character. Define the local packet
PaDv(ηv) =
{
{η+v }, v ∈ Sη,
{η+v , η−v }, v 6∈ Sη.
(ii) For ǫ = (ǫv) with almost all ǫv = 1, set η
ǫ =
∏
v η
ǫv
v . Define the global packet
PaD(η) =
{
{ηǫ : ǫ}, η 6= ηι,
{ηǫ : sgn(ǫ) = 1}, η = ηι.
The representation ηǫ ∈ PaD(η) is embedded into the space of automorphic forms on [H] via
the Eisenstein series map Φ ∈ ηǫ → E(Φ) := Φ(h) + Φ(e′h). Put E(ηǫ) := {E(Φ) : Φ ∈ ηǫ},
then E(ηǫ) ∼= ηǫ as H(A)-representations for ηǫ ∈ PaD(ǫ). Furthermore, L2(H(F )A×\H(A))
is the Hilbert space direct sum of E(ηǫ), with ηǫ ∈ PaD(η) and η|A× = 1.
(iii) Equip Hc(A)\H(A) with the probability measure. For Φi ∈ ηǫ and ϕi = E(Φi), define
(Φ1,Φ2) =
∫
Hc(A)\H(A)
Φ1(h1)Φ2(h0)dh0, (ϕ1, ϕ2)H =
∫
H(F )A×\H(A)
ϕ1(h)ϕ2(h)dh.
There is (ϕ1, ϕ2)H = 2
β(Φ1,Φ2).
6.4. The packet SoD(η). For η
ǫ ∈ Pa(η), define the global theta lift of E(ηǫ) as
Θψ(η
ǫ) = Θ(ηǫ, ψ) := {Θψ(φ,ϕ) : φ ∈ S(Ve(A)), ϕ ∈ E(ηǫ)}.
It has central character η|A× and is a nonzero irreducible G+(A)-representation in the discrete
spectrum of G+(F )\G+(A). There is Θψ(ηǫ) = ⊗vθ(ηǫvv , ψv).
Now we define a representation Πǫη from Θ(η
ǫ, ψ). First, recall from Section 6.1 that
G(F )\G(A) = G‡(F )\G+(A). For a function f on G+(F )\G+(A), we associate a function
f˜(g) =
∑
γ∈G+(F )\G‡(F )
f(γg), g ∈ G+(A),
which is defined on G‡(F )\G+(A) and hence naturally regarded as a function on G(F )\G(A).
Define
Θ˜ψ(η
ǫ) := {f˜ : f ∈ Θψ(ηǫ)},
which consists of functions onG(F )\G(A) and is isomorphic to Θψ(ηǫ) as anG+(A)-representation.
Second, let Πǫη be the G(A)-representation generated by Θ˜ψ(η
ǫ) and define
SoD(η) = {Πǫη : ηǫ ∈ PaD(η)}.
Πǫη and Θψ(η
ǫ) are cuspidal unless η = ηι and {v : ǫv = −1} ⊆ SD. (see [13, Thm. 12.1]).
The strcuture of Πǫ is similar to the split case. Locally, for v ∈ SD, θ(ηǫvv , ψv) is an
irreducible G(Fv)-representation; for v 6∈ SD, IndG(Fv)G+(Fv) θ(ηǫvv , ψv) is irreducible. Globally, for
a space H of functions on G(A) and g′ ∈ G(A), set Hg′ := {f(·g′) : f ∈ H}; notice that
G+(A)\G(A) = G‡(F )\G(F ) = F×/F ‡. The lemma below is parallel to Lemma 11 and 12.
Lemma 14. (i) For a ∈ F×/F ‡, choose ga ∈ G‡(F )\G(F ) with ν(ga) = a, then Θ˜ψa(ηǫ) =
Θ˜ψ(η
ǫ)ga , a ∈ F×/F ‡. (ii) Πǫη = ⊕a∈F×/F ‡Θ˜ψa(ηǫ) ∼= ⊗v IndG(Fv)G+(Fv) θ(ηǫvv , ψv).
Proof. The proof is the same the proofs of Lemma 11 and 12 in the split case. 
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6.5. The inner product formula. For functions f1, f2 on G
+(F )\G+(A) in the discrete
spectrum and with the same central characters, define
(6.2) (f1, f2)G+ :=
∫
G+(F )A×\G+(A)
f1(g)f2(g)dg.
Proposition 15. Suppose Πǫη is cuspidal. For ϕi ∈ E(ηǫ), φi ∈ S(Ve(A)) and fi = Θψ(φi, ϕi),
there is
(f1, f2)G+ =
L(2, η ◦ pr)
ζF (4)
∏
v
ζFv(4)
L(2, ηv ◦ pr)
∫
H1(Fv)
(hv ◦ ϕ1,v, ϕ2,v)(ωψv (hv)φ1,v , φ2,v)dhv.
Proof. For functions ϕ′1, ϕ
′
2 on [H1], define (ϕ
′
1, ϕ
′
2)H1 =
∫
[H1]
ϕ′1(h1)ϕ
′
2(h1)dh1. For functions
f ′1, f
′
2 on [G1], define (f
′
1, f
′
2)G1 =
∫
[G1]
f ′1(g1)f
′
2(g1)dg1. From the regularized first-term SW-
formula in [27, Thm. 3.3], one can apply the standard method to deduce an innner product
concerning the lift from H1 to G1: for automorphic forms ϕ
′
1, ϕ
′
2 on [H1], there are
(6.3)
∫
[G1]
Θψ(φ1, ϕ
′
1)(g1)Θψ(φ2, ϕ
′
2)(g1)dg1 =
∫
H1(A)
(h1 ◦ ϕ′1, ϕ′2)H1(h1 ◦ φ1, φ2)dh1.
Give the compact space C := A×K,D/A×2ν(H(F )) the Haar measure dc with total volume
2|SD|−1. For each c ∈ C, choose gc ∈ G+(A) and hc ∈ H(A) with ν(gc) = ν(hc), then
(f1, f2)G+ =
∫
C
∫
[G1]
f1(g1gc)f2(g1gc)dg1dc,
(ϕ1, ϕ2)H =
∫
C
∫
[H1]
ϕ1(h1hc)ϕ2(h1hc)dh1dc.
The remaining argument is the same as in the proof of Proposition 11. (In the proof of
Proposition 11, C is defined as Nm(A×K)/A×2Nm(K×) and given the total volume 1.) 
Remark 10. Choose local theta liftings θv : S(Ve(Fv)) ⊗ ηǫvv → θ(ηǫvv , ψv) ⊂ Πǫηv such that
Θ(φ,E(Φ)) = ⊗θv(φv ,Φv). Proposition 15 implies that for fi,v = θψv(φv ,Φv), there are
(f1,v, f2,v) = cηv
∫
H1(Fv)
(hv ◦Φ1,v,Φ2,v)(ωψv(hv)φ1,v, φ2,v)dhv,
where cηv are equal to
ζFv (4)
L(2,ηv◦pr)
for almost all v with
∏
v
cηvL(2,ηv◦pr)
ζFv (4)
= 2
βL(2,η◦pr)
ζF (4)
.
For functions f1, f2 in the discrete spectrum of G(F )\G(A) and with the same central
character, define
(f1, f2)G =
∫
G(F )A×\G(A)
f1(g)f2(g)dg =
∫
G‡(F )A×\G+(A)
f1(g)f2(g)dg.
Recall the map Θψ(η
ǫ)→ Θ˜ψ(ηǫ), f → f˜ .
Lemma 15. Suppose Θψ(η
ǫ) is cuspidal and f1, f2 ∈ Θψ(ηǫ), then (f˜1, f˜2)G = (f1, f2)G+ .
Proof. By unfolding, there is (f˜1, f˜2)G =
∑
γ∈G+(F )\G‡(F )(f1, f2,γ)G+ , where f2,γ(g) = f2(γg).
It suffices to show that (f1, f2(γ·))G+ = 0 when γ 6= [1].
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Suppose γ 6= [1]. We may suppose γ = ( 1 a ), where a is in F ‡ but not in ν(H(F )). Choose
ha ∈ H(A) with ν(ha) = a. Suppose fi = Θψ(φi, E(Φi)), with φi ∈ S(Ve(A)) and ϕi ∈ E(ηǫ).
The value of fi on the unipotent subgroup {( 1 u1 )} ⊂ G(A) is
fi ( 1 u1 ) =
∑
ξ∈Ve(F )
∫
[H1]
ωψ(u)φi(h
−1
1 ξ)ϕi(h1)dh1 =
∑
ξ∈V◦e (F )
∫
[H1]
ψ(
1
2
TrD(u(ξ, ξ)))φ(h
−1
1 ξ)ϕi(h1)dh1.
Here the summand for ξ = 0 because fi are cuspidal. Similarly, with (6.1), one computes that
(6.4) fi
(
γ ( 1 u1 )
)
=
∑
ξ∈V◦e (F )
∫
[H1]
ψ(
1
2
TrD(a
−1u(ξ, ξ)))φ(h−1a h
−1
1 ξ)ϕi(h1ha)dh1
So f1 ( 1 u1 ) is a sum of characters of shape ψ(
1
2 TrD(u(ξ, ξ))) and f2
(
γ ( 1 u1 )
)
is a sum of
characters of the shape ψ(12 TrD(ua
−1(ξ, ξ))), ξ ∈ V◦e (F ). Because a 6∈ ν(H(F )), these two
families of characters have no intersection (c.f. equation (1.3)), whence∫
D0(F )\D0(A)
f1 ( 1 u1 ) f2
(
γ ( 1 u1 )
)
du = 0.
It follows that (f1, f2,γ)G+ = 0. 
6.6. The isomorphism SO(VD) ∼= PG. One needs to utilize the isomorhism SO(VD) ∼= PG.
Write VD = Fv+⊕U ⊕Fv−, where v+ =
(
0 1D
0 0
)
, v− =
(
0 0
1D 0
)
and U = D0 is embedded into
VD by X →
(
X
X
)
. There is q(x′v+ +X + x
′′v−) = x
′x′′ − detX.
Let P = U ⋊M of SO(VD) be the parabolic subgroup that stabilizes the line Fv+. Let P
denote the Siegel parabolic subgroup of PG, N be its unipotent radical, and M be its Levi
subgroup consisting of diagonal matrices. The element u ∈ U correponds to ( 12 u12 ) ∈ N
and thus we identify U with N. The element [
(
A
xA
−1
)
] ∈ M corresponds to the element
m(A, x) ∈M that acts by
v+ → x−1Nm(A) · v+, X ∈ U → AXA−1 ∈ U, v− → xNm(A)−1 · v−.
For v0 ∈ U◦(F ), there is ψv0(u) := ψ(Tr(v0u)) for u ∈ [U ]. Write U = Fv0 ⊕ V0 and put
E = F ⊕ Fv0 ∼= F (
√
q(v0)), then there is the following identification,
SO(V0) = E
×/F× ⊂ SO(U) ∼−→ T :=
{
[
(
A
Nm(A)A¯−1
)
] : A¯TA = Nm(A)T
}
⊂ M,
[A]→ [
(
A
Nm(A)A¯−1
)
]
6.7. The global Bessel period functional. On Πǫη, the computation of the global Bessel
period functional P with respect to ψv0 and a character χ of [SO(V0)] is analogous to the
split case. Write E = F ⊕ F · v0.
(i) For a function f on G+(F )\G+(A), there is P (f) = ∫[SO(V0)] ℓv0(h ◦ f)χ(h)dh, where
ℓv0(f) =
∫
[D0]
f ( 1 u1 )ψ(TrD(uv0))du.
(ii) For Φ ∈ ηǫ, φ ∈ S(Ve(A)) and ξ ∈ V◦e (F ), we introduce
P (φ,Φ, ξ) :=
∫
H1(A)
Φ(h)φ(h−1ξ)dh, Pv(φv ,Φv, ξ) :=
∫
H1(Fv)
Φv(hv)φv(h
−1
v ξ)dhv.
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(iii) Recall the map q˜e : D → D0, x → x¯ex in Section 1.3.2. Given v0 ∈ U◦(F ) = D◦0(F ),
there is a unique class [av0 ] ∈ F×/(Nm(E×)∪δ′Nm(E×)) such that v0 ∈ −av02 q˜v0(V◦v0). Recall
that D = K ⊕Ke′ and H(F ) = K× ⊔ e′K×.
(iv) For φ ∈ S(Ve(A)), Φ ∈ ηǫ and h′ ∈ H(A), write h′φ(x) = φ(h′−1x) and h′Φ(h) = Φ(hh′).
(v) When constructing Πǫη, we introduced a map Θψ(η
ǫ) → Θ˜ψ(ηǫ) and the latter space
generates Πǫη. We need a relation between P (f˜) and P (f) for f ∈ Θψ(ηǫ).
Lemma 16. Suppose a ∈ F× and Θψa(ηǫ) is cuspidal. When E 6∼= K or E ∼= K with
a 6= av0 in F×/F ‡, then ℓv0 is trivial on Θψa(ηǫ) and Θ˜ψa(ηǫ). When E ∼= K and a = av0 in
F×/F ‡, let [a′] be a class in F ‡/ν(H(F )) satisfying a = av0a
′, then for f ∈ Θψa(ηǫ), there is
ℓv0(f˜) = ℓv0(fγa′ ) and P (f˜) = P (fγa′ ), where fγa′ (g) = f(γa′g) and γa′ =
(
1
a′
)
.
Proof. Choose a set of representations {ai : 1 ≤ i ≤ 2|SD |−2} of F ‡/ν(H(F )) and write
γai =
(
1
ai
)
. Choose hai ∈ H(A) satisfyng ν(hai) = ai. By definition,
ℓv0(f˜) =
∑
i
∫
[D0]
f
(
γai (
1 u
1 )
)
ψ(TrD(v0u))du =
∑
i
ℓv0(fγi),
Here fγai (g) = f(gγai). As we derive (6.4) in the proof of Lemma 15, there is
f
(
γai (
1 u
1 )
)
=
∑
ξ∈V◦e (F )
∫
[H1]
ψa(
1
2
TrD(a
−1
i u(ξ, ξ)))φ(h
−1
ai h
−1
1 ξ)ϕi(h1ha)dh1.
Note that (ξ, ξ) is q˜e(ξ). So ℓv0(fγi) is zero if v0 6∈ −aa
−1
i
2 q˜e(V◦e (F )). From here, one easily
deduces the lemma. 
Proposition 16. Suppose Πǫη ∈ SoD(η) is cuspidal.
(i) When E 6∼= K, ℓv0 is zero on Πǫη
(ii) When E ∼= K and a ∈ F×/F ‡, ℓv0 is zero on Θ˜ψa(ηǫ) if a 6= av0 in F×/F ‡.
(iii) Suppose E ∼= K and f ∈ Θψav0 (φ,E(Φ)) with φ ∈ S(Ve(A)) and Φ ∈ η
ǫ, choose
ξv0 ∈ Ve(F ) with q˜e(ξv0) = −2v0/av0 , then
ℓv0(f˜) = ℓv0(f) = P (φ,Φ, ξv0) + P (
e′φ, e
′
Φ, e′ξv0).
Furthermore, when v0 = −av02 · e and ξv0 = 1, there is
P (f˜) = P (f) =
{
2βδ(χ, η)P (φ,Φ, ξv0 ) + 2
βδ(χ, ηι)P (e
′
φ, e
′
Φ, e′ξv0), η 6= ηι,
2βδ(χ, η)P (φ,Φ, ξv0 ), η = η
ι.
(iv) P is nonzero on Πǫη if and only if E
∼= K and χ ∈ {η, ηι}.
Proof. The proof is completely analogous to the proof of Proposition 12. 
6.8. The regularized local Bessel period integral. The computation of the regularized
local Bessel period integral is completely analogous to Proposition 13; we have the same inner
product formulas (c.f. Prop. 11 and Prop. 15) and the same type of measure decompositions
(c.f. Section 1.5.2 and 1.5.3).
There is Πǫvηv = ⊕av∈F×v \ν(H(Fv))θ(ηǫvv , ψv,av ) and
Pv(s; f1,v, f2,v) =
∫
SO(V0)Fv
ℓv,T (hv ◦ f1,v, f2,v)χv(hv)∆(hv)sdhv,
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where ℓv,v0(f1,v, f2,v) :=
∫
N(Fv)
(Πv(Nv)f1,v, f2,v)ψv,v0(Nv)dNv for f1,v, f2,v ∈ Πǫvηv . For given
v0, there is a unique class [av,v0 ] ∈ F×v /ν(H(Fv)) such that v0 ∈ −av,v02 q˜v0(V◦v0(Fv)).
Proposition 17. Suppose av ∈ F×v and fi,v = θψv,av (φi,v,Φi,v) ∈ θ(ηǫvv , ψv,av ) with φi,v ∈S(Ve(Fv)), Φi,v ∈ ηǫvv .
(i) When Ev 6= Kv or Ev = Kv with av 6= av,v0 , ℓv,v0 is zero on θ(ηǫvv , ψv,av ).
(ii) When Ev = Kv and av = av,v0 , choose ξv,v0 ∈ Ve(Fv) with q˜e(ξv,v0) = −2v0/av,v0 and
set Cv = 2
βv−1|av,v0 ||2Nm(v0)|−
1
2 cηvcEv , then ℓv,v0(f1,v, f2,v) is equal to
Cv ·
{∑
hv∈{1,e′}
Pv(
hvφ1,v,
hvΦ1,v, hvξv,v0)Pv(
hvφ2,v, hvΦ2,v, hvξv,v0), η
ιv
v 6= ηv,
Pv(φ1,v,Φ1,v, ξv,v0)Pv(φ2,v ,Φ2,v, ξv,v0), η
ι
v = ηv.
Furthermore, when v0 = −av,v02 · e and ξv,v0 = 1v, Pv(s; f1,v, f2,v) is equal to
Cv ·
{∑
hv∈{1,e′}
P(s, χvητvv )Pv(hvφ1,v, hvΦ1,v, hvξv,v0)Pv(hvφ2,v, hvΦ2,v, hvξv,v0), ηv 6= ηιv,
P(s, χvηv)Pv(φ1,v,Φ1,v, ξv,v0)Pv(φ2,v ,Φ2,v, ξv,v0), ηv = ηιv.
Proof. The proof is the same as the proof of Proposition 13. 
The above proposition tells that Pv(s,−) is zero on Πǫvv ⊗ Πǫvv when Ev 6= Kv and factors
through θ(ηǫvv , ψv,av,v0 )⊗ θ(ηǫvv , ψv,av,v0 ) when Ev = Kv . We then set
P♯v(f1,v, f2,v) =
Pv(s; f1,v, f2,v)
ζFv(2)ζFv (4)L(s,Π
ǫv
ηv , χv)
∣∣
s=0
, f1,v, f2,v ∈ Πǫvηv .
6.9. The conclusion. Proposition 14, Theorem 3, and Theorem 4 hold for a cuspidal member
Π of SoD(η); with Proposition 16 and 17, the arguments are the same as in the split case and
hence are skipped here. We only note that when deducing the Bessel period formula on Πǫη,
one uses Lemma 15 and 16 to reduce the question to a Bessel period formula on Θψ(η
ǫ) and
the remaining argument is the same as in the proof of Theorem 4. This reduction is necessary
because when D is nonsplit, Πǫη is generated by Θ˜ψ(η
ǫ) but not Θψ(η
ǫ).
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