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Abstract: In lensless microscopy, spatial resolution is usually provided by the pixel density of
current digital cameras, which are reaching a hard-to-surpass pixel size / resolution limit over 1
µm. As an alternative, the dependence of the resolving power can be moved from the detector to
the light sources, offering a new kind of lensless microscopy setups. The use of continuously
scaled-down Light-Emitting Diode (LED) arrays to scan the sample allows resolutions on order
of the LED size, giving rise to compact and low-cost microscopes without mechanical scanners
or optical accessories. In this paper, we present the operation principle of this new approach to
lensless microscopy, with simulations that demonstrate the possibility to use it for super-resolution,
as well as a first prototype. This proof-of-concept setup integrates an 8× 8 array of LEDs, each
5× 5 µm2 pixel size and 10 µm pitch, and an optical detector. We characterize the system using
Electron-Beam Lithography (EBL) pattern. Our prototype validates the imaging principle and
opens the way to improve resolution by further miniaturizing the light sources.
© 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement
1. Introduction
Nowadays, lensless microscopy is a relevant competitor to the classical optical approach. Taking
advantage of the electronics downscaling as well as of the increased availability of processing
power, lensless arrangements appeared as an effort to reduce the complexity of optical setups.
They made available simpler, inexpensive and more flexible microscopes, thanks to the lack
of optical elements [1–6], even enabling the integration of microfluidics directly on dedicated
microscopes [7]. With these capabilities, lensless microscopes evolved to become widely used
for example in disease diagnosis [8], tracking of biological samples [9] or microbial observation
[10].
In parallel, conventional microscopy kept improving until it finally met a fundamental limit:
the diffraction inherent to all optical systems [11]. The observation of objects with dimensions
below this limit remained only accessible to electronic microscopy techniques, but at the price
of becoming bulky and expensive, as well as excluding the possibility to observe live samples
due to the preparation processes involved [12]. The development of super-resolution techniques
(STED [13], STORM [14], PALM [15]) opened up the direct observation of objects at scales
where molecular processes are important, and offered the possibility to look inside of the living
cells [16,17]. As these techniques kept improving, new uses have been found, moving towards
the chemical world for single molecule tracking [18–20] or offering information about chemical
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reactions [21,22]. Nevertheless, these methods did not escape the need for relatively large and
expensive setups [23].
One of the problems of trying to apply the lensless microscopy approach to super-resolution in
order to simplify the setups is the ultimate resolution achievable. In its standard configuration,
the sample is illuminated from a known and controlled light source while a CCD or CMOS
camera records the shadow image, which is used to reconstruct the object. In this case, lensless
microscopes are limited by the pixel size of the camera, which is restricted by the microelectronic
technology used and its noise levels. Currently this size is constrained to around 1 µm [24]. This
limitation can be mitigated using additional techniques such as pixel super-resolution, though at
the expense of additional mobile parts and complex setups [25] .
Another approach capable of providing resolutions below the diffraction limit are the methods
within the Scanning Near-field Optical Microscopy (SNOM) family. These methods consist on
scanning the zone of interest with a point light source, which is then scattered by the sample
and recovered on a far field regime, providing information about the topology of the illuminated
area. Lateral resolutions of 20 nm and vertical resolutions of 2–5 nm have been demonstrated
by these means [26–30]. SNOM and its variations are being used in diagnosis [31], nanoscale
electro-magnetic field mapping with biosensing or quantum optics applications [32], development
of new photonic metamaterials and subwavelength confinement structures [33] or protein structure
imaging [34].
As an alternative approach, we propose to use spatially resolved light sources to scan the
sample by switching on and off, one after the other, the Light Emitting Diodes (LEDs) on a single
chip. As we demonstrate in this work, a microscope can be built by measuring the intensity
of light reaching the sensor from every individual LED as it passes through a sample, in what
one could call Nano Illumination Microscopy (NIM). At present, high luminosity GaN LEDs
arrays can be fabricated with pixel sizes in the micrometer range [35], and research results on
even smaller devices are promising [36]. Following the approach proposed here it is thus feasible
to use, in the future, arrays of nanoLEDs with a pitch smaller than Abbe’s diffraction limit to
potentially render super-resolution images. Since no bulky lenses nor mobile parts are involved in
such a device and since the components are exclusively based on mass producible microelectronic
technologies, these new lensless microscopes have the potential for making super-resolution
microscopy on a chip ubiquitous and accessible to everyone. This would open the possibility to
integrate microscopes into much smaller devices than the conventional lensless approach and
without the expensive scanning setups needed for SNOM measurements [37].
In this context, this work presents the basis of this new operation principle, with simulations
that predict its operation in super-resolution conditions for an LED array with a pitch of 100 nm.
We also present the first proof-of-concept prototype to investigate the imaging capabilities of this
new NIM approach to lensless microscopy, with the corresponding simulations. This microscope
is composed of an array of 8 × 8 LEDs with 5 µm size and 5 µm spacing, and a CMOS Single
Photon Avalanche Photodiode (SPAD) detector. The results obtained thanks to this prototype
confirm the abilities of the proposed setup for super-resolution.
2. NIM operation principle
The principle behind NIM is similar to that of SNOM, but without the need for mobile parts nor
scanning tips. Instead, the sampling is done by switching on and off alternatively the LEDs in an
array close to the sample. Figure 1 shows a schema of the image acquisition process for a single
line of the LED array. When the same process is repeated for every row of the array, the result is
a direct map of the sample according to the light it blocks from each LED. This means that for
this method, the microscope sensor only needs to capture the light/shadow cone from every LED
in the array to operate properly, hugely relaxing the impact of its fill factor or pixel size.
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Fig. 1. Operation principle of the NIM microscope: the sample is scanned by illuminating
alternatively with different LEDs, and the sensor on top records the intensity of light reaching
it.
In a general lensless setup, the field of view and the resolution depend on the distances between
the light emitter, the sample and the sensor. For a NIM setup this influence has been analyzed
by means of calculations. Figure 2 shows the distribution and results of ray tracing simulations
comparing three fundamental operating conditions with a single LED row –since the process
will be the same for each one. In this case, the sensor is 10 µm in diameter, and the samples are
four completely opaque, 12 µm wide objects at different distances from the LEDs and the sensor.
Fig. 2. Detail and results for the ray tracing simulation of the microscope operation, for a
single LED row. The red surfaces on the top part of each figure are the 10 µm sensor, while
the test samples are in black and are 12 µm wide patterns. The LEDs (in blue at the lower
part of each figure) switch on and off sequentially, creating shadow patterns on the sensor.
The figure at the bottom shows the relative illumination received on the sensor with each
LED. (a) Shadow imaging case: the samples are close to the sensor, far from the LED. (b)
Intermediate case: the increased distance makes proper sampling more difficult (c) Ideal
NIM scan mode: the samples are very close to the LEDs, creating large shadow patterns.
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In Fig. 2 a) the setup would operate in the conventional lensless microscopy approach. Samples
are placed far from the light sources, creating the same shadows on the sensor plane when
illuminated by different LEDs. This is due to the small pitch of the LEDs in comparison to the
distance to the sample (note the difference in scale between the x and y axis). In shadow imaging,
it is important to keep the sample as close to the imager as possible, in order to have both maxiµm
resolving power and field of view [19], so that the resolution is limited by the sensor pixel pitch.
It is the opposite in NIM setups, since the distance, which should be minimized, is between
sample and light sources.
The process of creating a NIM image is shown in Figs. 2 b) and c) for a single row of the LED
array, and consists on switching on and off a single LED to illuminate a small piece of the sample.
The amount of light reaching the sensor gives information about the object geometry, and the
closer the object to the light source, the better in order to produce sharper contrasted images.
The ultimate resolution of a NIM microscope, i.e. the capability to resolve sample features, is
related to the pitch of the LEDs, and objects less spaced than the LEDs cannot be resolved. In
the particular case of a pattern of the same periodicity as the LEDs, the same signal would be
measured while scanning (i.e. all samples would equally cover the LEDs). Single objects with
the same pitch than the LEDs can be detected, although it is a limit case which depends on the
relative positions of the samples and the sensor. Nevertheless, to properly resolve two objects
their pitch has to be larger than twice the LEDs pitch, in accordance to sampling theory. For
objects below that limit, aliasing occurs and information is lost. As visible in the example in
Fig. 2 b), the opaque squares with a pitch of 12.8 µm and a length of 6.4 µm are not properly
imaged in the central area because they are aliased together. This figure simulates the distances
involved in the prototype built and shown later. Besides that, Fig. 2 c) simulates the ideal case
with the object very near to the LED array, which creates large shadow areas easily detected by
the sensor and whose field of view is the size of the array itself.
Figure 3 shows the evolution of contrast as the system moves from bad operating distances
(sample much closer to the sensor than to the LED array) to NIM conditions. It has been obtained
from ray tracing simulations, with the intensities measured on the sensor while scanning with the
LEDs of a single row from the array, varying the D distances between sample and sensor. The
Fig. 3. Contrast detected from scanning with a single row of the LED array as a function of
the distance D between sample and sensor. Results obtained from ray tracing simulation,
with the rest of the parameters fixed and chosen to reproduce the experimental setup.
Research Article Vol. 28, No. 13 / 22 June 2020 / Optics Express 19048
rest of the parameters have been selected equal to those of the prototype setup, that is d = 300
µm, L = 5 µm and xdet = 10 µm. For completion, the samples used are 11 µm squares. We see
the improvement in contrast as the sensor moves away from the sample, shifting into proper NIM
operation conditions. As distance D grows the contrast increases as expected, in agreement also
to the design conditions given in following sections.
3. Discussion of super-resolution capabilities
In order to demonstrate that this method is viable for super-resolution measurements and depends
only on the development of miniaturized LED arrays, full field electromagnetic simulations
on the range of the hundreds of nanometers were calculated. These simulations used Finite
Difference Time Domain method (FDTD) implemented in software CST studio. A schematic
of the simulated array and sample can be seen in Fig. 4. Al bar periodicities (Pb in Figs. 4 and
5) were changed between 100 nm and 300 nm and distances between bars and light spots (D
in Figs. 4 and 5) from 50 nm to 400 nm. The pitch of the LED array was kept constant at 100
nm, and the width of the Al bars is W = Pb/2 at each simulation. As expected, the simulations
result in no contrast when the Al grating pitch is equal to the LED pitch, due to aliasing. Figure 5
presents the intensity of the z component of the Poynting vector integrated over the surface above
the Al bars, and normalized to the corresponding intensity without bars present. The dielectric
function for Al was taken from [38].
Fig. 4. Schema of the near field model for electromagnetic simulations. The rectangle
limited by red lines indicates the part of the array presented in the simulations. In all cases
the LED array period is Pa = 100 nm, and Pb is the period of the Al bars.
Simulations also show the distance between LEDs and sample to be important for the contrast
of the received signal, as expected and demonstrated on the raytracing simulations. In Fig. 5, the
simulated far-field intensity from each dipole –simulating a nanoLED as an ensemble of 8 nm
dipoles– is drawn over the representation of the aluminum bars. The bars have a periodicity of 210
nm, and are properly sampled as shown by the different responses for polarization perpendicular
o parallel to the bar axis. The contrast of the received signal depends on the distance between
the light sources and the sample, as shown for the far-field case before. These simulations show
that NIM would be able to resolve objects below the Abbe limit, achieving super-resolution.
Moreover, this study demonstrates that NIM setups can be more compact than traditional lensless
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Fig. 5. Far-field light intensity outgoing from an Al bar grating for a dipole array spaced
100 nm normalized to the intensity of a single dipole source. Different distances between
bars and dipoles (D) are simulated using FDTD, for a periodicity Pb of the Al bars of 210
nm. The dipole source is polarized in x direction (perpendicular to the bar axis) in the left
image, and in y direction (along bar axis) on the right side. The gray areas indicate the
positions of the Al bars.
microscopes, since the distance of the sample to the LED array is necessarily minimized, and the
distance between sample and camera can be kept small as long as it is several times larger than
the LED – sample distance.
To better approximate realistic sizes for the future LEDs, simulations where also carried with
bigger ensembles of 50 nm dipoles. The simulations in Fig. 6 show how the size of the dipole
ensembles (and thus the simulated nanoLEDs) is not a critical influence on the contrast of the
NIM setup, with differences only showing up at distances closer than the 100 nm. This supports
the idea that for NIM microscopes, the performance is mainly affected by the distances and the
LED pitch, more than the actual LED sizes. The contrast is defined by Eq. (1).




To complete this simulation study, Fig. 7 shows the Fast Fourier Transform (FFT) obtained
when bars with different periodicities are sampled with LEDs spaced 100 nm. The FFT should
have a peak on the bar periodicity, but it can be seen that it is only properly sampled for Pb larger
than 200 nm, as expected from sampling theory. For lower periods, aliasing appears, such as for
periodicity Pb = 150 nm, which generates a response that is almost the same as for periodicity
Pb = 300 nm. For Pb = 100 nm, there is no way to properly reconstruct the bar distribution.
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Fig. 6. Contrast obtained by the different dipole models, ensemble of 8 and 50 nm dipoles
forming square patterns to simulate the nanoLEDs. Results obtained from the FDTD
simulations.
Fig. 7. FFT of the far-field intensity signals obtained for different Al bar periods (Pb) on the
EM simulations for an extended LED array. Results obtained from the FDTD simulations.
4. NIM design principles
Discussion about the requirements on the design of a NIM microscope is illustrated with the
help of Fig. 8, where d is the distance between LEDs and sample, and D is the distance between
sample and sensing area. Figure 8 a) shows the field of view (FOV) of a NIM setup, and how it
depends on the LED – sensing area distance , as well as the width of the sensing area itself and
the width of the nanoLED array. When the distance D is much larger than the distance d, that is,
the microscope operates in ideal NIM conditions, the field of view is the width of the LED array,
as long as the effect of the angle of incidence for the light can be compensated (for example, by
adjusting the current through the LEDs). A way to remove any dependence on the angle from
the FOV could be to make the optical detector as wide as the LED array, but this would result
in a reduced contrast for the microscope as illustrated in Figs. 8 b) and 8 c). In Fig. 8 b) it is
shown the worst case in which the shadows from different LEDs overlap. That would happen
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if the sensor at a distance D from the sample crossed the dashed red lines. To avoid this, the





Fig. 8. General schematics of the NIM microscope. In blue, LEDs from the array. In red,
sensing area or sensor. a) shows the field of view for an arbitrary large LED array and sensor
(grey shaded region). b) shows the shadow cones projected by a single sample (in black)
from different LEDs and how they may overlap, which would mean the same area of the
sample would be sampled by different LEDs, reducing the contrast of the microscope. The
dashed red lines show the limits of that overlap zone c) shows the shadow cones projected
by different samples while illuminated by the same LED, and how they may be integrated
together by a sensor too large.
This relationship confirms that there is a minimal distance between sample and detector.
Moreover, to relax the requirements on the sensor the distance D should be kept larger than d as
necessary. For the prototype built and presented below (D = 600 µm, d = 300 µm) the maxiµm
size for the sensor to avoid the shadow overlapping problem is 20 µm in diameter.
At the same time, Fig. 8 c) illustrates another situation to be considered. In it, the sensor
pictured integrates the shadows projected by different regions of the sample being illuminated by
the same LED. If we remember that only samples spaced twice the LED pitch can be observed,
the condition follows Eq. (3). This relationship is less restrictive than the previous one (for the






While for small LED arrays such as the integrated in the prototype presented below the dependence
of the recovered light on the angle of incidence is corrected by a calibration process, this might
be difficult to do for arbitrary large LED arrays. In that case, it would be useful to add additional
sensor pixels or take new sensing areas in parallel, each with their own FOV. The spacing between
pixels required for this is very low (in the current experimental setup, one pixel each 100 µm
is enough), and easily met with any camera. Since trying to sample a large array with a single
sensor would get in the way of contrast, this strategy would serve both purposes, keeping contrast
as sharp as possible while recovering the maxiµm amount of light, since arbitrarily sized sensing
areas placed directly above a group of nanoLEDs can be used for that purpose.
5. Microscope components and setup
Nowadays, Gallium nitride (GaN) LED technology is developing beyond solid-state lightning,
leading to highly efficient micro- and nanodevices for applications such as point light sources for
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optical communications, imaging and sensing [39]. In particular, the nanoLEDs used in this
work were obtained from standard blue LED structure, based on InGaN/GaN quantum wells
grown on a sapphire wafer [40]. Their design granted individual access to each one of the pixels
of the array by defining individual contacts (top) to the p side of each LED and an n-type contact
(bottom) common to all pixels. This is a major factor limiting the number of LEDs in the array,
because the driving electronics must access the LEDs through a metallic interconnection. The
low number of LEDs sets the field of view of the microscope, which is only as large as the
array itself. The entire chip for our prototype, including the LED array and contact pads, is
1 × 1cm2 in size. The LEDs are distributed in an 8 × 8 matrix of 5 µm LEDs (spaced also 5 µm),
which makes them smaller than any commercially available GaN LED array (Fig. 9). The metal
contacts are produced by deposition of Cr/Au, and light is emitted through the 300 µm thick
sapphire substrate. The different illumination levels between LEDs were corrected by adjusting
the driving current for each one to equalize the response measured in the optical detector, which
removes the dependence with the angle of incidence too. The LED array is driven by a digitally
controlled current source, supplying from 27 muA up to 3 mA through 8 × 8 channel analog
demultiplexers, implemented with discrete components.
Fig. 9. The NIM light source: a GaN nanoLED array chip with 64 (8 × 8) pixels sized 5
µm. (a) 3D sketch of the chip. (b) Image of the microLED array chip.
As commented before, the NIM microscope effectively relaxes any requirements on the optical
detector, which could be any conventional CCD or CMOS camera. For the prototype, a custom
SPAD camera was implemented because of its adequate form factor (low profile when mounted
on the PCB, no additional optical components), as well as to prepare for future fluorescence
experiments with the NIM technique. Moreover, the SPAD sensors are useful as a benchmark
for the possibility that future miniaturized LEDs present a much lower emission power, which
other sensors could have problem detecting, and could help for example confronting shot noise.
For all these reasons, the camera consists on a circular SPAD sensor integrated on a 0.35 µm
CMOS process and with a 10 µm diameter. The dark noise for this pixel configuration is 200 Hz,
while the PDP at 450 nm (dominant wavelength emitted by the LED) is around 10% [41]. In
our demonstrator, creating an image frame in the NIM mode requires scanning through the 64
different LEDs, and their switching speed limits the framerate to 20 frames per second.
The LED chip is ball-bonded on the exposed contacts of a PCB containing its driving electronics
and control connections. Opposite to the LEDs, the imaging chip is mounted on its own PCB,
with its wire bonds protected with spin coated SU-8 [42]. Positioning stagers are used for both the
sample and the SPAD sensor, to allow studying the images obtained at different relative positions
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between sample, LEDs and sensor. They provide flexibility for testing different alignments and
setups, but they are not an essential part of the microscope. Additionally, a sample holder is used
to position and move the sample over the LED array, in direct contact with the surface of the
sapphire layer, in order to obtain the maxiµm resolving power. A general schematic of the setup
can be seen in Fig. 10, while Fig. 11 shows a close view photography of the actual construction.
Fig. 10. General scheme of the microscope. The LED array is ball-bonded over the driver
PCB. The sample is placed over the LEDs as close as allowed by the sapphire layer. The
light transmitted through the sample reaches the SPAD sensor, opposite the LEDs.
Fig. 11. Close up photography of the microscope setup. The sample holder presents an
opening where the sample is placed and the SPAD imager is directly above it.
6. Experimental results
In order to test the capabilities of the setup, 40 nm of Cr was deposited on a fused silica wafer
patterned by Electron-Beam Lithography (EBL) with features from 50 µm down to 50 nm in size.
The dies resulting after wafer dicing were used as samples for the system. These were placed over
the sapphire layer of the LED chip, with a holder ring around it to allow for positioning, as shown
in Figs. 10 and 11. The sample was at a distance of around 300 µm from the LED array and from
the sensor, to obtain the images shown in Fig. 12. Note that the colors are inverted between the
microscope picture and the NIM image because the picture is taken from a reflection microscope,
while the NIM setup operates by transmission. Each pixel from the images in the right part of
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Fig. 12 corresponds to the light intensity measured from turning on the corresponding LED of
the array, the sensor being the same in all cases, and each pixel of the image representing the
sample (or lack of) right above the corresponding pixel. Before taking the image of the sample,
each LED is characterised and calibrated so that for each one the sensor receives the same light
intensity.
Fig. 12. EBL patterns, with the focused zone marked by the square (left) and shadow
images from nano illumination microscopy method for each (right). (a) 20 µm side squares,
separated 20 µm. (b) 6.4 µm side squares, separated 6.4 µm
With the current LED array, the smallest resolved patterns are the 6.4 µm squares, as can
be seen in Fig. 12(b). This can be considered a limit case, because the aliasing predicted by
simulations causes that the central squares to not be properly resolved and to be sampled as a
single object. Features down to isolated 5 µm separator lines can also be observed, depending on
the relative positioning of the parts, but it would not be possible to resolve two side by side. Still,
this could be useful for detecting the presence or passage of particles of sizes down to the LED
pitch for example.
7. Conclusion
In this work, we have demonstrated a new approach to shadow imaging microscopy, Nano
Illumination Microscopy (NIM), which bases its resolving power on miniaturized light sources
instead of the sensor geometry, while avoiding the use of any moving parts or optics. Simulations
in different scales for the imaging process are presented. An experimental demonstrator validates
the imaging principle, and opens the way to improve resolution by further miniaturizing the light
sources. A key issue for the image formation is the distance between the light sources and the
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sample, which should be kept as low as possible. For future nanometric setups, it can prove
difficult to be able to guarantee the planarity of an entire sample over the LED array, although for
biological ones such as cells, with their membrane resting just above the insulation layer, this still
would be possible.
Together with the low requirements on the distance between sample and optical detector, NIM
setups are very compact, which will result in smaller microscopes when compared with optical or
conventional lensless shadow imaging setups. As an example, the total height of the experimental
prototype is 1 mm. It is worth noting that since the process to build an image requires to scan
through all the LEDs in the array, capturing enough photons from each, building an image with
this method will be slower than conventional lensless shadow imaging.
The NIM method provides a resolution of two times the periodicity of the light source and
a field of view of the same size as the LED array used. Therefore, the resolution will improve
with the technological progress of GaN LED emitters, with sizes and pixel to pixel distances
moving into the nanoscale. Additionally, a reduction of the distance between illumination source
and sample will also allow for higher frequency components to be sampled correctly. The same
technological improvements will also increase the number of pixels in an array, directly increasing
the field of view available. Additionally, the high brightness of inorganic GaN LEDs makes them
a good technological choice for size reduction.
Since the resolving power depends on the light sources, NIM relaxes the requirements on the
sensors. As shown in the paper, using a single SPAD detector is enough to obtain images for the
small LED array used. Nevertheless, for bigger arrays additional sensors positioned to cover
the whole LED array have to be used. This opens the field to play with other CMOS or CCD
commercial sensors. Future areas of study could be to use this new microscopy method, NIM,
together with other resolution enhancement methods, such as pixel super-resolution. Since the
illumination technique consists on using nanoLEDs and each one from the array is individually
controllable and addressable, it could also have direct applications for structured illumination
microscopy, since it is possible to create a diversity of patterns with them.
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