Ion Coulomb crystals are currently establishing themselves as a highly controllable test-bed for mesoscopic systems of statistical mechanics. The detailed experimental interrogation of the dynamics of these crystals however remains an experimental challenge. In this work, we show how to extend the concepts of multi-dimensional nonlinear spectroscopy to the study of the dynamics of ion Coulomb crystals. The scheme we present can be realized with state-of-the-art technology and gives direct access to the dynamics, revealing nonlinear couplings even in systems with many ions and in the presence of thermal excitations. We illustrate the advantages of our proposal showing how two-dimensional spectroscopy can be used to detect signatures of a structural phase transition of the ion crystal, as well as resonant energy exchange between modes. Furthermore, we demonstrate in these examples how different decoherence mechanisms can be identified. Two-dimensional (2D) spectroscopy was first proposed [1] and realised in the context of nuclear magnetic resonance (NMR) experiments [2] and has proven to be a very valuable tool in the investigation of complex spin systems [3]. By properly designed pulse sequences complicated spectra can be unravelled by the separation of interactions originating from different physical mechanisms to different frequency axes. The method allows for the estimation of spin-spin couplings in complex spin systems and the identification of different sources of noise. 2D spectroscopy has been adapted with remarkable success to other fields, facilitating the investigation of anharmonic molecular vibrational spectra in the infrared [4, 5], and electronic dynamics in molecular aggregates [6, 7] and photosynthetic pigment-protein complexes [8, 9].
Ion Coulomb crystals are currently establishing themselves as a highly controllable test-bed for mesoscopic systems of statistical mechanics. The detailed experimental interrogation of the dynamics of these crystals however remains an experimental challenge. In this work, we show how to extend the concepts of multi-dimensional nonlinear spectroscopy to the study of the dynamics of ion Coulomb crystals. The scheme we present can be realized with state-of-the-art technology and gives direct access to the dynamics, revealing nonlinear couplings even in systems with many ions and in the presence of thermal excitations. We illustrate the advantages of our proposal showing how two-dimensional spectroscopy can be used to detect signatures of a structural phase transition of the ion crystal, as well as resonant energy exchange between modes. Furthermore, we demonstrate in these examples how different decoherence mechanisms can be identified.
Two-dimensional (2D) spectroscopy was first proposed [1] and realised in the context of nuclear magnetic resonance (NMR) experiments [2] and has proven to be a very valuable tool in the investigation of complex spin systems [3] . By properly designed pulse sequences complicated spectra can be unravelled by the separation of interactions originating from different physical mechanisms to different frequency axes. The method allows for the estimation of spin-spin couplings in complex spin systems and the identification of different sources of noise. 2D spectroscopy has been adapted with remarkable success to other fields, facilitating the investigation of anharmonic molecular vibrational spectra in the infrared [4, 5] , and electronic dynamics in molecular aggregates [6, 7] and photosynthetic pigment-protein complexes [8, 9] .
Here we propose and analyze the application of 2D spectroscopy for the precise experimental characterization of nonlinear dynamics in few-or many-body systems of interest for quantum optics, in particular, in trapped-ion Coulomb crystals. The excellent control over the internal and motional degrees of freedom make trapped atomic ions a versatile tool to study statistical mechanics of systems in and out of equilibrium [10] [11] [12] . A paradigmatic example is provided by the linear-to-zigzag structural transition [13, 14] . In the vicinity of the transition, the usual harmonic treatment of the motion breaks down and nonlinear terms in the potential are essential for understanding the dynamics of the Coulomb crystal. Nonlinearities added to the trap potential have also been proposed for the implementation of the Frenkel-Kontorova model [15] and the Bose-Hubbard model [16] . The scheme we present can be used for the analysis of nonlinear dynamics, and, more generally, it represents a new appproach for the interrogation of (complex quantum systems constructed from) ion crystals. Some features of 2D spectroscopy are especially appealing in this context: it can provide information that is not accessible in 1D Ramsey-type experiments, it can filter out the contribution from purely harmonic terms, and it allows to distinguish dephasing and relaxation due to environmental dynamical degrees of freedom from fluctuations between subsequent experimental runs. We note that, as opposed to a related scheme [17] , our proposal requires neither the technically demanding individual addressing of ions in the Coulomb crystal nor ground-state cooling. Furthermore, a purely harmonic evolution produces no 2D spectroscopic signal in our protocol [18] . We expect that these properties constitute key elements for the investigation of nonlinear dynamics in large crystals [19, 20] . After a brief review of the general formalism of 2D spectroscopy we illustrate its usefulness in ion-trap experiments with two case examples.
2D spectroscopy [3, 5, 7] . After state initialization, a general multidimensional spectroscopy experiment consists of a sequence of n electromagnetic pulses on the system under investigation separated by intervals of free evolution. The action of the kth pulse on the system's density matrix is described by a superoperatorP k . It is followed by a period of time t k in which the system evolves under a Hamiltonian H k , with an associated superoperatorĤ k , and additional dissipative processes described byΓ k resulting in a Lindblad superoperator L k = −iĤ k −Γ k . The temporal variables t k are scanned over an interval [0,t max k ] and at the end of every experiment an operator M is measured giving a signal:
where ρ 0 is the initial state and we assume for simplicity that L k is time-independent. The frequency-domain signal, which contains spectral information of the Liouvillians governing the free evolution periods, is extracted by a Fourier transform of the signal s(t 1 , . . . ,t n ) in one or several time variables. A two-dimensional spectrum displays the signal as a function of two of the time or frequency variables.
In the implementation we propose, the pulses correspond to phase-controlled displacementsP k ρ = D(α k )ρD(α k ) † on one of the motional modes of the ion crystal. Here D(α k ) = exp[α k a † − α * k a] with α k = |α k |e iφ k and a the annihilation operator of the mode. We consider sequences involving four such pulses, followed by a measurement of the mode population. For small α k , the displacement operators can be approximated with a Taylor expansion in powers of α k . With the help of such an expansion and using phase cycling, one can identify the coherence transfer pathways that contribute to the final signal [3] . This allows for an understanding of the physical origin of each spectral peak.
Nonlinear terms in the Coulomb interaction between trapped ions. We consider N singly-charged ions of mass m in a linear Paul trap described by an effective harmonic confining potential. Taking into account the mutual Coulomb repulsion between ions the Hamiltonian of the system reads
Here {ω µ } µ=x,y,z denote the trap frequencies, r iµ (p iµ ) the position (momentum) of ion i in spatial direction µ, and ε 0 the vacuum permittivity. If ω x , ω y ω z , cold ions arrange on a string along the z-axis and perform small oscillations δ r iµ (t) = r iµ (t) − r 0 iµ about their equilibrium positions r 0 iµ . The Hamiltonian expanded to second order in δ r iµ (t) can be diagonalized so that the motional degrees of freedom are described by a set of 3N uncoupled harmonic oscillators:
Here, z 0 = h/(2mω z ) is the spread of the ground-state wavefunction for the axial center-of-mass mode and l z = [e 2 /(4πε 0 mω 2 z )] 1/3 is a length scale set by the axial trapping, while D (3) nmp and D (4) nmpq depend on the dimensionless equilibrium positions and normal-mode coefficients. We report only terms involving modes in x-direction [18] .
Under typical operating conditions z 0 /4l z ≈ 10 −3 for any ion species as ω z usually lies in the MHz range. This implies that third-order contributions of the perturbation expansion represent small corrections to the harmonic Hamiltonian H 0 . However, the trap frequencies can be tuned to resonances so that there is coherent energy transfer between modes [21] . In this regime, nonlinear terms cannot be neglected. We note that such resonances become generic in systems with many ions. Sufficiently far from resonances, the dominant effect of the third-order terms is given by Kerr-type energy shifts of the mode frequencies found in second-order perturbation theory [22] . The fourth-order contributions in the Taylor expansion of the Coulomb potential also result in such shifts. Both contributions are smaller than the harmonic terms by roughly a factor (z 0 /4l z ) 2 ≈ 10 −6 . These small cross-Kerr nonlinearities can become important in quantum information experiments where shifts of the order of 1 − 20 Hz were found to affect the achieved fidelity [23] . Moreover, fourth-order contributions of the Coulomb potential are fundamental for the description of structural transitions such as the linear-tozigzag transition [13] .
In the following we analyze how to access the nonlinear dynamics of the ions by means of 2D spectroscopy. To this end we consider a linear string of N = 3 ions, which displays the essential characteristics of nonlinear mode coupling, while the reduced complexity of the 2D spectra permits their immediate interpretation. With increasing system size the linear spectrum becomes more crowded, resonances may appear without being deliberately tuned, and ground-state cooling of all modes becomes harder, thus making cross-Kerr energy shifts more problematic. As 2D spectroscopy can deal with all of these problems it becomes increasingly useful with increasing system size. Starting from a population all pathways have to end in a population in order to be observable. In path (a) the coherences oscillate with the same frequency during the evolution period t 3 as during t 1 thus giving rise to diagonal peaks in the spectrum. In paths (b) the oscillation frequency during t 3 is shifted vertically by −Ω SI with respect to t 1 leading to off-diagonal peaks below the main diagonal.
Signatures of the onset of a structural transition from 2D spectroscopy. The linear-to-zigzag transition occurs when the confining potential in one radial direction is reduced below a critical value at which the ions break out of the linear struc- Table I : Simulation parameters for the 2D spectrum in the neighbourhood of the linear-to-zigzag transition. Definitions are given in the main text. ture. We consider a case in which the potential in x-direction is lowered approaching, but not crossing, the linear-to-zigzag transition. On approach to the structural transition, the zzmode frequency ω zz = √ γ x zz ω z approaches zero as γ x zz goes to zero. This leads to an increase of the fourth-order terms in Eq. (6) involving γ x zz . The increase is fastest for the term whose coefficient scales as 1/γ x zz which contains non-rotating terms ∝ (a † zz ) 2 a 2 zz and ∝ a † zz a zz . The former corresponds to a self-interaction of the zz-mode that introduces an energy penalty when placing more than one phonon in the mode, while the second term shifts the zz-mode frequency.
The effects of the third-order Hamiltonian Eq. (5) are comparable to the contributions of the fourth-order terms, but carry opposite signs so partial cancelations occur. In an interaction picture with respect to the normal modes, we obtain an effective Hamiltonian H (4)
and a dephasing part arising from cross-Kerr couplings:
The correction ∆ω zz to the zz-mode frequency is mainly due to selfinteraction [18] .
In order to determine the self-interaction strength, we consider a sequence of four small displacements on the zz-mode. A measurement of the zz-mode population completes the experimental cycle. We choose pathways carrying the phase signature φ 2 − φ 3 − φ 4 ; two example coherence transfer pathways are illustrated in Fig. 1 . We are interested in the dynamics during t 1 and t 3 . Thus, our signal is given by Eqs. (1 -2) with M = a † zz a zz , t 2 = t 4 = 0, and α k = |α k |e iφ k for k = 1, 2, 3, 4 and
The praticality of our scheme is demonstrated by the simulation of the measurement of Ω SI for a realistic experimental setting using 40 Ca + ions. The motional states of the ions can be initialized close to their ground states by Doppler and sideband cooling [24] and the displacements of the modes can be implemented by state-dependent optical dipole forces [25] . Our parameters, summarized in Table I , are sufficiently far from the structural transition so that a perturbative expansion remains valid and effective cooling of the zigzag mode is still possible. In Table I we also give the effective dephasing rates Table I , including up to fourth-order terms in the Hamiltonian, in the neighbourhood of the linear-to-zigzag transition. The diagonal peaks are due to paths of type (a) in Fig. 1 . They are blurred because of static dephasing caused by thermal populations of the spectator modes leading to the diagonal line. The dominant off-diagonal (path (b) in Fig.1 ) is shifted by −Ω SI along the ω 3 -axis and can thus be used to infer the self-interaction of the zigzag mode. The small plots along ω 1/3 show the spectra obtained by integrating along the other frequency direction. This is the result that would be obtained by a 1D experiment with only one free evolution period
for our choice of trap frequencies. For these parameters we expect dephasing due to cross-Kerr coupling to be the dominant source of noise, and neglect heating in our simulations. The main contributions to the dephasing originate from the zigzag mode in y-direction and from the Egyptian mode, which we include in the simulations. We make N φ k = 4 phase cycles for each phase and take all |α k | = 0.25. We choose the initial state as a product of thermal states for the modes with mean phonon numbers ofn zz = 1 for the zigzag and n th = 4 for the other two modes. The motional Hilbert spaces are truncated including nine energy levels for the zigzag and 15 for the other two modes which includes 99% and 97% of the respective populations.
The resulting 2D spectrum presented in Fig. 2 shows two dominant lines: one along the principal diagonal, and one shifted below it. The principal diagonal is due to coherence transfer pathways where the coherences oscillate at the same frequency during t 1 and t 3 . Example pathways are given in part (a) of Fig. 1 . The off-diagonal line is due to paths where the oscillation frequency during t 3 is shifted by an amount −Ω SI with respect to the first free evolution period t 1 , exemplified in part (b) of Fig. 1 . Therefore, this line shift gives direct access to the self-interaction strength Ω SI . In sharp contrast, a 1D-spectroscopy experiment with only one free evolution period would yield the information obtained by projecting the spectrum along one of the two frequency axes, so that Ω SI could not be obtained (cf. Fig. 2 ). Note that the coherence transfer pathways in Fig. 1 would give rise to a series of separated peaks; dephasing due to thermal occupation of the other modes blurs the maxima in diagonal direction giving rise to the observed lines. All modes, except for the centerof-mass modes, contribute to this dephasing (though some of them quite weakly). Hence, by ground-state cooling of the modes contributing to dephasing one would obtain sharp and well-separated resonances in the spectrum. This, however, is experimentally very demanding for large ion crystals.
Resonant energy exchange between normal modes investigated by 2D spectroscopy. As a further example we consider a parameter regime where the fourth-order terms are negligible and the dominant nonlinear effect in the dynamics is coherent energy exchange between two modes due to a resonance in the third-order Hamiltonian H (3) . For a trap anisotropy (ω z /ω x ) 2 = 20/63 we obtain a resonant coupling between the stretch mode c 2 = c str and the zigzag mode, of the form [21] :
Here we have used a rotating-wave approximation in the frame rotating with the normal mode frequencies. For the subspaces with the lowest phonon numbers, the eigenvectors and eigenvalues of H
res can be found analytically [18]; eigenvalues for higher occupation numbers may be found numerically. We emphasize that a Hamiltonian up to third order is an approximation valid only for low numbers of excitations, and fourth-order terms are necessary to guarantee a lowerbounded energy spectrum.
For an axial frequency ω z /2π = 2 MHz we obtain a coupling Ω T /2π = 5.9 kHz. The nonlinear dynamics induced by H (3) res can be probed in a 2D experiment with the same pulse sequence as described before, i.e. |α k | = 0.25, N φ k = 4 and t max 1/3 = 2 ms, reducing the time increment to ∆t 1/3 = 10.6 µs. For our simulation parameters dephasing due to other modes is negligible and the dominant source of decoherence is expected to be heating of the motional modes. Accordingly, we model the modes as damped harmonic oscillators coupled to thermal reservoirs at room temperature and assume heating ratesṅ zz/str = 0.2/0.1 quanta · ms −1 which is a conservative estimate for macroscopic traps [24] . Furthermore, we take the initial state to be a product of thermal states with residual phonon occupation numbersn zz/str = 0.7/0.2. The Hilbert spaces are truncated at six and nine excitations for the stretch and zigzag modes, respectively, thus leaving out a fraction of 10 −4 of the populations.
The resulting spectrum shown in Fig. 3 shows two bright 
res , Eq. (9), in the Coulomb potential. Simulation parameters are given in the main text. A strong peak at ω 1 = ω 3 = −ω zz was removed from the spectrum for clarity. Eigenvalues of H (3) res for low phonon numbers are identified and the effect of homogeneous broadening is clearly visible as broadening of the peaks in vertical and horizontal directions.
peaks above and below the central peak, which correspond to pathways starting in the ground state. Their vertical coordinates are shifted by ± √ 2Ω T , the eigenvalues of H
res for the lowest levels showing coherent energy transfer between the two modes. All peak coordinates are shifted with respect to −ω zz by an eigenvalue of H (3) res or a linear combination thereof, from which further eigenvalues can be inferred [18] . Offdiagonal peaks, moreover, are an evidence of coherence transfer [3] . The figure clearly shows homogeneous broadening of the peaks along the frequency axes due to the coupling to the thermal reservoirs. This illustrates how 2D spectroscopy allows for a distinction between homogeneous and inhomogeneous broadening, since the latter leads to broadening of the peaks along the diagonal as in Fig. 2 .
In summary, we have shown how to extend 2D spectroscopy for the investigation of nonlinear dynamics of crystals of trapped ions. The method offers significant advantages: it does not produce any signal for purely harmonic evolution and it allows for the separation of signals which would appear superposed in a linear spectrum. It also facilitates the characterization of noise in the system: while effective static disorder gives rise to diagonal lines, dephasing and heating occuring during each experimental run manifest in broadening in horizontal and vertical directions. Furthermore, the protocol does not require ground-state cooling, a feature which is particularly appealing for the study of large ion crystals. Note that it is well-known how to achieve significant reductions in the number of measurements required to obtain 2D spectra by employing techniques from the field of matrix completion [26] . The 2D spectroscopy methods presented form a versatile new diagnostic toolbox that may be applied well beyond the two case studies presented here to cover all manybody models that may be realized in ion traps including spin models as well as models in which spin and vibrational degrees of freedom are coupled and the structural dynamics of large ion crystals.
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The motional Hamiltonian in the harmonic approximation
We start by considering N singly charged atomic ions of mass m confined in a linear Paul trap. We assume the trapping potential to be harmonic such that we can write
where ω µ is the (pseudopotential) trapping frequency in spatial direction µ and r iµ is the spatial coordinate µ of ion i. The Coulomb interaction between the ions is given by:
with ε 0 the vacuum permittivity and e the elementary charge. The full potential is then:
Adding the kinetic energy of the ions we arrive at the full Hamiltonian for the motional degrees of freedom:
Assuming the trap axis along the spatial z-direction and ω x , ω y ω z , the ions arrange on a string along z and the radial equilibrium positions are given by x 0 i = y 0 i = 0 while the axial equilibrium positions are determined by
Introducing the charateristic length scale
the axial equilibrium positions z 0 i may be written as
where the u 0 i are usually termed the dimensionless equilibrium positions of the ion string [1] . Eq. (14) can then be written in terms of the u 0 i which has the advantage that the result is independent of the specific ion mass and trapping frequency. The values of the z 0 i for a specific setup are readily calculated with the help of l z . A collection of the values of u 0 i for up to ten ions may be found in [1] . If the ions are sufficiently cold they perform only small excursions δ r jµ (t) around their equilibrium positions such that their spatial coordinates can be expressed as r jµ (t) = r 0 jµ + δ r jµ (t).
Expanding the full potential in Eq. (12) to second order in these small displacements from equilibrium one obtains
where the constant energy shift due to the zeroth order contribution has been omitted. For a linear string of ions there are no couplings between the motion in different spatial directions, so that the potential is given by
Before giving the expression for the V µ i j let us define the trap anisotropies
Note that small values of α x/y imply that the confinement in the radial directions is much tighter than in the axial direction.
With these definitions at hand we can write the Hessian matrices of the potential at the ions' equilibrium positions as [2]
and
Here, the u 0 i are the dimensionless equilibrium positions defined in Eq. (16) and δ i j is the Kronecker delta.
In the harmonic approximation the Hamiltonian Eq. (13) may be written as
For each direction µ, the matrix V µ i j is real and symmetric. As is apparent from Eqs. (21) and (22) all Hessians are diagonalized by the same orthogonal matrix M. The system is then described by N uncoupled normal modes in every spatial direction [3] . Physically, the entries M jn of the matrix can be understood as the normalized amplitude of normal mode n at ion j [1, 3] . Quantizing the motion according to
the Hamiltonian Eq. (23) can be cast into the form
which corresponds to Eq. (4) of the main text. Note that we have seth = 1 and omitted the ground state energy. The axial normal mode frequencies are given by
where ω z,n is the frequency of mode n and the λ n (n = 1, . . . , N) are the eigenvalues of V z i j , ordered such that they increase with increasing n. Similarly, the radial normal mode frequencies read
where the γ x/y n are the eigenvalues of V x/y i j which can be written as
Hence, the eigenvalues in the radial directions decrease with increasing n. Note, however, that the eigenvalues in the axial and radial directions with equal index n correspond to the same eigenvector and thus mode. It can be shown [1] that the smallest eigenvalue of V z i j is λ z 1 = 1 and corresponds to the center-of-mass mode. Thus, the center-of-mass mode is the energetically lowest lying mode in the axial direction while it is the energetically highest lying mode in the radial directions. Conversely, the energetically highest lying mode in the axial direction, corresponding to the eigenvalue λ z N , is the mode where neighboring ions perform out-of-phase oscillations. In the radial directions this mode is called the zigzag mode and is the energetically lowest lying mode.
Approaching the linear-to-zigzag structural transition the zigzag mode is particularly relevant as it is the soft mode in this transition for the case of infinitely many ions [4] and numerical simulations show this behavior also emerges for chains of finite size. The instability of the linear chain below a critical value of the transverse confinement can be seen from Eq. (28). If the radial confinement is lowered in one direction, e.g. the x-direction, while the axial confinement is held constant, the value of α x increases. Accordingly, the eigenvalues γ x n become smaller and for a certain anisotropy α x we have γ x N = 0. Lowering the potential further would yield γ x N < 0, an indicator that the linear configuration is not stable anymore. Indeed, in this parameter regime the ions break away from the linear configuration and arrange in a planar zigzag structure. This behavior is well-known and critical anisotropies have been estimated and experimentally tested for different numbers of ions [5] . In Fig. 4 we show the scaling of the eigenvalues and mode frequencies for the transverse modes in x-direction as a function of the trap anisotropy for a crystal of three 40 Ca + ions and an axial trapping frequency ω z /2π = 2 MHz.
Third-order terms in the Coulomb potential
In Eq. (10) we have assumed that the trapping is harmonic which is a very good approximation in a Paul trap, unless non- linearities are deliberately added to the trapping potential, e.g. by means of optical fields [6] . The next order corrections to the potential in Eq. (18) stem from the Coulomb interaction and are obtained by evaluating
Inserting the dimensionless equilibrium positions from Eq. (16) into the above expression, after some algebra we obtain [2] 
with the tensor C
Quantizing the coordinates according to Eq. (24) and using a x,n = a n , a y,n = b n and a z,n = c n we arrive at the third-order correction Hamiltonian [2]
where D (3) nmp is defined as
and z 0 = 1/(2mω z ) is the spread of the longitudinal centerof-mass ground state wave packet. We note that all D
nmp involving the center-of-mass modes, i.e. all D (3) nmp with at least one index equal to one, vanish. Physically, this is due to the fact that transferring excitations to or from the center-of-mass modes would change the momentum of the crystal as a whole. This, however, would require the application of an external force [2] .
Transforming the quantized interaction Hamiltonian Eq. (32) to an interaction picture with respect to the time-independent Hamiltonian H 0 , Eq. (25), it can be inspected for resonances. This has been done in detail in [2] , where a list of possible resonances, i.e. involved modes and according values of α x/y , is provided for up to N = 10 ions. Two types of resonances can occur: a radial phonon is created while one longitudinal and one radial phonon are annihilated or two transverse phonons are created upon the annihilation of one longitudinal phonon. Considering the case of N = 3 ions only the latter resonance is possible. For our simulations we assumed that the degeneracy between the radial modes is lifted such that a resonance involves only one radial mode and the other mode is sufficiently far off-resonant. We chose to consider the x-direction for the transverse modes. For α x = 20/63 one obtains a resonat coupling between the x-zigzag mode and the stretch mode. In this case the resonant part of the Hamiltonian in Eq. (32) reads
Setting
) as well as a 3 = a zz , c 2 = c str we recover Eq. (9) of the main text.
Fourth-order terms in the Coulomb potential
The fourth-order corrections to the potential in Eq. (18) due to the Coulomb potential are obtained by evaluating the expression
δ r iµ δ r jβ δ r kγ δ r lδ .
(35) After a rather lengthy but straightforward calculation we arrive at
where
The indices of C
i jkl can be interchanged at will. Thus, the above definition covers all entries of the tensor. Using Eq. (24) we obtain the quantized form of the fourthorder expansion of the Coulomb potential. The calculation is straightforward and yields Table III : Dephasing rates due to fourth-order effects of the Coulomb interaction for a crystal of N = 3 ions with ω z /2π = 2 MHz and ω x /2π = 3.1012 MHz, ω y /2π = 5 MHz and we use the index zz (instead of 3) to denote the x zigzag mode. Note the we omitted the self-interaction of the x tilt mode as it does not involve γ x zz . Numerical values for the frequency shifts and mode couplings for the parameters used in our simulations can be found in Tables II and III. Following the same procedure we obtain
332 are the only non-zero elements of D involving the x zigzag mode means that only states that differ in the quantum numbers n x,2 , n x,3 , n z,2 , n z,3 = n t , n zz , n str , n eg are coupled and contribute to the energy shifts. More precisely, one finds that the state |{n} = |n t , n zz , n str , n eg is coupled to the states |{n } = |n t ± 1, n zz ± 1, n str , n eg ± 1 , |{n } = |n t , n zz ± 2, n str ± 1, n eg and |{n } = |n t , n zz , n str ± 1, n eg by H
x . Note that in the states where various "±" appear all possible combinations of plus and minus signs are relevant. The numerical values for the coupling rates and frequency shifts obtained from Eq. (50) are summarized in Tables II and III. Finally, the effective coupling rates and frequency shifts are obtained by summing the third-and fourth-order contributions and can be found in the last rows of Tables II and III. The frequency shifts due to higher-order corrections of the Coulomb potential are 10 −4 or smaller for all modes except the x zigzag mode and are therefore neglected for these modes. From Eqs. (46) and (48) we see that a thermal occupation of the y and z modes, with the exception of the center-of-mass modes, causes shifts of the x zigzag mode frequency and leads to effective dephasing. Therefore, we refer to the mode couplings Ω µ d,n also as dephasing rates. The numbers in Table III show that the coupling of the x zigzag mode to other modes is strongest for the y zigzag and the Egyptian mode. Accordingly, a thermal population of these modes yields the strongest contribution to the effective dephasing of the x zigzag mode. The other dephasing contributions are considerably smaller. Combining these considerations with Eqs. (44), (46) and (48) we arrive at the effective Hamiltonian used for the simulations presented in the main text
Coherence transfer pathways and phase cycling
In this section we briefly summarize the ideas of coherence transfer pathways and phase cycling [9] which provide a means of postselecting only a certain set of contributions to the signal measured in a 2D experiment. We follow the treatment in [9] . Let us consider the simplest 2D experiment with trapped ions following the scheme introduced in the main text consisting of two displacement pulses followed by free evolutions. The time-evolution operator reads
The concept of coherence transfer pathways in this context is the following: each of the displacements is written as a Taylor series in powers of α k and we pick only one operator term acting on the density matrix from each side for each displacement. Every possible combination of these terms forms a coherence transfer pathway. However, only pathways that end up in a population contribute to the measured signal. A simple example of a pathway for an experiment described by the sequence in Eq. (52) is illustrated in Fig. 5 (a) .
In the illustrated sequence, the first displacement sets a phase reference such that all subsequent displacements can be applied with a well-defined phase, in this case α 2 = |α 2 |e iφ 2 . The phase of the second displacement is "imprinted" on the final state; for example, the contribution to the signal from the pathway shown in Fig. 5 (a) is proportional to e −iφ 2 and therefore we say it carries a phase signature −φ 2 . There are other pathways with different phases that end in the same population |n + 1 n + 1|. Measuring the population we can then write the signal as
(53) (we note that the result is a real number). Now, we want to select the signal due to the pathway illustrated in Fig. 5 (a) corresponding to p = ∆p = −1. In order to achieve this, one performs N φ 2 experiments varying the phase φ 2 systematically as
The signal obtained from each of these experiments is made up of a superposition as in Eq. (53). Thus, we can obtain the contribution that stems from the pathway with the phase signature −φ 2 by a discrete Fourier analysis of the signal obtained in the N φ 2 experiments
This procedure is called phase cycling. However, in this way one does not only obtain the contribution with the phase factor ∆pφ 2 but also all contributions with (∆p + qN φ 2 )φ 2 where q ∈ Z. Thus, after phase cycling the signal is made up of all selected contributions
The unwanted but selected contributions in the second part of Eq. (56) are due to terms of higher orders in the α i in the expansion of the displacements. Hence, one must choose |α i | sufficiently small so that only the first few terms of the Taylor expansion are non-negligible. Then, for large enough N φ 2 only the desired pathway contributes to the signal. This defines what we mean by a "small" displacement for a given N φ 2 . Note that phase cycling requires an increase in the number of experiments performed by a factor N φ 2 . This procedure can be generalized to more than one phase. In Fig. 5 (b) we illustrate a pathway for a sequence of four displacements interleaved by two free evolutions as in the experiments proposed in the main text. The full time evolution operator then reads
where we have also set t 2 = t 4 = 0. Here we can write
for i ≥ 2. In the case illustrated in Fig. 5 (b) the phase φ 2 − φ 3 − φ 4 is imprinted on the final population |n + 1 n + 1|. If we are interested in selecting the pathway with this phase signature we can perform phase cycling for each of these phases performing N φ i experiments for each phase. Defining ∆ ∆ ∆p = (∆p 1 , ∆p 2 , ∆p 3 ) = (1, −1, −1) and φ k = (φ 2,k 2 , φ 3,k 3 , φ 4,k 4 ) we obtain the desired signal through
Note that this increases the number of experiments one needs to perform by a factor N tot . Manifold |n str , n zz Eigenvalues
is proportional to the identity. This line of reasoning can also be extended to systems in contact with thermal baths, or subject to other non-unitary dynamics leading to linear evolution. This is done by including the environmental degrees of freedom within the system, so that the total evolution becomes unitary and the above argument can be applied.
Identification of peaks in the third-order spectrum
In this section we will identify the peaks that appear in the spectrum shown in Fig. 3 of the main text. To this end let us briefly recall that the spectrum is due to dynamics induced by the third-order corrections of the Coulomb potential. In the particular case considered the dynamics is governed by the Hamiltonian in Eq. (9) 
Note once again that this Hamiltonian is not bounded from below and therefore only valid in the regime of low phonon numbers or, equivalently, small oscillation amplitudes. For high excitation numbers the fourth-order terms must be taken into account. In the regime of low phonon numbers one can find a few of the eigenvectors and eigenvalues of the third-order Hamiltonian in Eq. (68) analytically. We start by realizing that H (3) res commutes with the operator n zz + 2n str . Taking into account that ω str = 2ω zz we see that H (3) res only induces transitions between states which are degenerate with respect to the harmonic Hamiltonian in Eq. (25) . In Table IV the eigenvalues of H (3) res can be found together with the Fock states of which the eigenstates are linear combinations.
The time evolution of the full experimental sequence for the obtention of the 2D spectrum is given in Eq. (60) with the free evolution governed by H (3) res . An experimental cycle is completed by a measurement of the zigzag mode population. In Fig. 6 we show the spectrum obtained by the aforementioned time evolution starting in a thermal state with mean phonon numbersn zz = 0.7 andn str = 0.2 for the zigzag and stretch mode, respectively. The time evolution includes heating of the modes with heating ratesṅ zz/str = 0.2/0.1quanta · ms −1 . The Hilbert spaces were truncated at n str,max = 6 and n str,max = 9. The remaining parameters used in the simulations can be found in the main text. Note that we have substracted the bright maximum at (−ω zz , −ω zz ) in the center of the spectrum in order to enhance the contrast of the figure.
We will now identify the peaks appearing in the spectrum. We start by noting that the peaks in the spectrum can be related by reflections with respect to the origin. Therefore, we will only identify the peaks a)-f) marked in the figure, which is enough to infer the coordinates of all other peaks. In Fig. 7 we illustrate the two pathways leading to the dominant peaks in the spectrum located at a) and b) (and its symmetric counterpart). Both pathways lead to contributions which oscillate at frequency −ω zz during the free evolution period t 1 . During the second free-evolution period, the contribution from the left pathway also oscillate with −ω zz while the right pathway has time dependences −ω zz ± √ 2Ω T . The two frequencies in the second time evolution of the right path appear because the state |n zz = 2, n str = 0 may be written as a superposition of the eigenstates corresponding to the eigenvalues ± √ 2Ω T of H (3) res .
The peaks identified so far correspond to the possible pathways starting from the motional ground state. In the same way, one can find the pathways which reveal the time dependence during the free evolution periods for contributions where the initial state contains motional excitations, leading to the understanding of the origin of the remaining spectral peaks. The labelled peaks are then found to correspond to the 
