Abstract. The small butterfly shaped structure of spinal cord (SC) gray matter (GM) is challenging to image and to delinate from its surrounding white matter (WM). Segmenting GM is up to a point a trade-off between accuracy and precision. We propose a new pipeline for GM-WM magnetic resonance (MR) image acquisition and segmentation. We report superior results as compared to the ones recently reported in the SC GM segmentation challenge and show even better results using the averaged magnetization inversion recovery acquisitions (AMIRA) sequence. Scan-rescan experiments with the AMIRA sequence show high reproducibility in terms of Dice coefficient, Hausdorff distance and relative standard deviation. We use a recurrent neural network (RNN) with multi-dimensional gated recurrent units (MD-GRU) to train segmentation models on the AMIRA dataset of 855 slices. We added a generalized dice loss to the cross entropy loss that MD-GRU uses and were able to improve the results.
Introduction
Cervical spinal cord (SC) segmentation in magnetic resonance (MR) images is a viable means for quantitatively assessing the neurodegenerative effects of diseases in the central nervous system. While conventional MR sequences only allowed differentiation of the boundary between SC and cerebrospinal fluid (CSF), more recent sequences can be used to distinguish the SC's inner gray matter (GM) and white matter (WM) compartments. The latter task, however, remains challenging as state-of-the-art MR sequences only achieve an in-slice resolution of around 0.5 mm while maintaining a good signal-to-noise ratio (SNR) and an acceptable acquisition time. This resolution is barely enough to visualize the SC's butterfly-shaped GM structure. results while consuming less memory than its LSTM counterpart when applied to image segmentation and hence allows for larger images to be processed [1] .
We directly feed the 2D version of MD-GRU the 8-channel AMIRA images (cf. Sec. 3.1) to train AMIRA segmentation models, but only use the single channel images of the SCGM dataset (cf. Sec. 3.2) for the challenge models. To address the high class imbalance between background, WM and GM, similar to [5] we added a GM Dice loss (DL), but also included DLs for all the other label classes using the generalized Dice loss (GDL) formulation of Sudre et al. [8] .
Dice Loss
A straightforward approximation of a DL for a multi-labelling problem is
with the image domain X, labels L, predictions p, raters r, and class weights ω. Sudre et al. [8] described a Generalized Dice Loss (GDL) L GD where they divide the weighted sum of the intersections of all labels by the weighted sum of all predictions and targets of all labels, instead of just linearly combining the individual Dice coefficients:
As stated in [2] , compared to the DL (1), the GDL (2) allows all labels to contribute equally to the overall overlap (denominator in (2)). The (squared) inverse volume weighting
as proposed in [2] , deals with the class imbalance problem: large regions only contribute very little to L D or L GD , whereas small regions are weighted more and thus are more important in the optimization process.
To avoid division by zero in ω l for image samples with absence of label l, we regularize the denominator of (3) and formulate the weighting we used:
The weighting (4) compared to (3) only slightly decreases its value as long as the object of interest has enough pixels. Note, that during training of a network, it is possible, that not all labels occur in a random subsample with random location. Finally, we combine DL or GDL with the cross entropy loss L C (CEL) with a factor λ ∈ [0, 1]: Histogram equalized sum of the first 5 inversion images in full view (left), weighted average with optimal CSF-WM contrast (middle), and optimal GM-WM contrast (right).
Data
In the following subsections, we describe the images used for the experiments: healthy subjects scan-rescan AMIRA dataset (own), which we call the AMIRA dataset, and the SCGM challenge dataset 1 [7] , which we refer to as SCGM dataset.
AMIRA Dataset
The first dataset used in this paper consists of 24 healthy subjects (14 female, 10 male, age 40 ± 11 years). Each subject was scanned 3 times, remaining in the scanner between the first and second scan, and leaving the scanner and being repositioned between the second and third scan. Each scan contains 12 axial cross-sectional slices of the neck acquired with the AMIRA sequence [9] that were manually aligned at acquisition time perpendicular to the SC's centerline with an average slice distance of 4 mm starting from vertebra C3 level in caudal direction.
Because of severe imaging artifacts some slices had to be discarded. For one scan the last three caudal slices, for two scans the last two slices and for another two scans the last slice, in total 9 out of the 864 slices were discarded.
The AMIRA sequence consists of 8 inversion images of the same anatomical slice captured at different inversion times after 180 degree MR pulses that have an in-slice resolution of 0.67 mm × 0.67 mm. Exemplary inversion images and different averages of an exemplary slice on vertebra C4 level are shown in Fig. 1 . For human raters, to manually segment the AMIRA images, different single channel projections of the 8 channel images are necessary. Weighted averages of the inversion images with e.g. optimal CSF-WM or GM-WM contrast, see Fig. 1 , were calculated with an approach that maximizes between-class intensity mean values and minimizes within-class intensity variances [4] .
In order to reduce the numerical errors for the calculated measures, we 10-fold upsampled all slices with Lanczos interpolation. Since all images were manually centered at the SC, we consequently trimmed one third of the image size on each side and thus cropped out the inner ninth to a size of 650 × 650 pixels for faster processing.
One experienced rater segmented all 855 images manually for WM and GM and segmented again 60 randomly chosen slices over all subjects, scans and slices, without knowledge of their origin, to enable an intra-rater comparison.
SCGM Dataset
The SCGM segmentation challenge data [7] consists of 40 training datasets and 40 test datasets acquired at 4 different sites. Both training and test datasets each have 10 samples of each site. The 4 sites have different imaging protocols with different field of view, size and resolution. Each dataset was manually segmented by 4 experts and to assess rater performance, with majority voting (more than 2 positive votes) a consensus segmentation of the 4 raters was calculated.
For training and testing of our MD-GRU models, we resampled all axial slices of all the datasets to the common finest resolution of 0.25 mm × 0.25 mm and center cropped or padded all datasets to a common size of 640 × 640 pixels. Before submitting the testing results for evaluation, we padded and resampled all slices to their original sizes and resolutions.
Experiments and Results
In the following subsections, we describe our experiments, the chosen MD-GRU options, and show their results.
AMIRA segmentation model
We split the 24 subjects into 3 groups of 8 subjects each for 3 cross-validations: training on two groups and testing on a third group. To handle over-fitting, of each training set we excluded one subject and used it for validation.
We used the standard MD-GRU 2 model with default settings and residual learning, dropout rate 0.5, and dropconnect on state. We chose the following problem specific parameters: Gaussian high pass filtering with variance 10, batch size 1, and window size 500 × 500 pixels. In each iteration of the training stage, for data augmentation, a subsample of the training data with random deformation field at a random location was selected. Random deformations included an interpolated deformation field on 4 supporting points with randomly generated deformations of standard deviation of 15, random scaling of a factor between 4 /5 and 5 /4, random rotation of ± 10 degrees, and random mirroring along the anatomical median plane. To prevent zero padding of the subsamples, we only allowed random sampling within a safe distance of 45 pixels from the image boundary and truncated the random deformation magnitudes to 45 pixels, which is 3 times the chosen standard deviation.
We trained the networks with Adadelta with a learning rate of 1 for 30'000 iterations, where one iteration approximately took 10 seconds on an NVIDIA GeForce GTX Titan X. Cross entropy and DSC on the evaluation set already reached their upper bounds after around 20'000 iterations, and dropconnect on state prevented from overfitting as we can see in Fig. 3 .
The time for segmenting a slice with the trained network approximately took 7 seconds.
Prior to the final model generation, we experimented in adding only a GM DL to the CEL with weightings λ = 0, 0.25, 0.5, 0.75, 1 and figured that 0.5 produced the best results. DL produces values close to -1 whereas CEL tends to have small values close to 0. Moreover, CEL holds the information of all labels, since it is calculated over all labels. Now, when adding only GM DL, because of the imbalance of the loss values, higher values of λ strongly weaken the information for WM and background that in this setup is carried only within CEL. The best weighting λ depends on the cross entropy and thus depends on the class imbalance and label uncertainty of each specific segmentation task.
We observed that the auxiliary DL produces sharper probability maps at the boundaries as compared to only using CEL, see Fig. 2 , and that DL helps to delineate weak contrasts e.g. between GM and WM. Further experiments showed, that the proposed automatic weightings ω l (4) for the DLs between all label classes is a good strategy to simplify the selection of λ. In our case, the evaluation scores did not show big differences for λ in a range from 0.25 to 0.75, when using the class weights ω l according to (4) for both DL and GDL. MD-GRU with the trivial linear combinations λ = 0 (only CEL) and λ = 1 (only GDL) did not perform as good as true combinations between the two losses. We show the improvement in the scores of GDL with λ = 0.5 in Fig. 3 and Tab. 1. Table 1 . Improvement between native MD-GRU with CEL and the proposed MD-GRU with GDL together with the manual segmentation's precision and intra-rater accuracy values. Intra-rater accuracy of the human expert was calculated for the 60 randomly chosen slices. Finally, comparisons between GM DL 0.5, auto-weighted DL 0.5 and GDL 0.5, all with λ = 0.5, are shown in Fig. 3 on the bottom row. As can be expected, the similarity of the terms DL (1) and GDL (2) is reflected in their almost identical segmentation performance.
GM DL 0.5 shows comparable WM segmentation performance to the losses that have WM DL included. This can be explained, because the GM boundary is part of the WM boundaries and thus influences the WM scores, and furthermore the outer WM boundary is already well delineated even without any DL through the good CSF-WM contrast. Choosing a DL as a surrogate for GM DSC only, as proposed in [5] , is thus justifiable. While the SCGM challenge results only provide GM segmentation accuracy, for the AMIRA dataset we additionally also provide WM segmentation results. For the statistics, we gathered all slice-wise test results of all cross-validations for the proposed method GDL 0.5 and compare it with those of CEL. Pairwise two-tailed Hotelling's T-tests for GM accuracy in DSC and labelmap Hausdorff distance (HD) show, that the test results of the MD-GRU models trained on the different groups are not significantly different from each other (p > 0.3 for both GDL and CEL).
In Fig. 6 and in Tab. 1 we show GM and WM accuracy and precision of all gathered slice results in DSC, HD and relative standard deviation of the areas (RSD), also known as coefficient of variation. With intra-and inter-session precision we compare segmentations of the same slice for different scans with and without repositioning, respectively. The proposed automatic segmentations shows better reproducibility as the manual segmentations. Additionally, we show the anatomical GM and WM areas wrt. the slice positions in Fig. 5 and show randomly chosen results in Fig. 4 . Training multiple networks with data from multiple human raters as ground truth data, as we did with the SCGM data, cf. Subsec. 4.2, might further improve the performance.
SCGM challenge model
To enable comparison with other methods, we tested MD-GRU on the SCGM dataset [7] . We trained four MD-GRU models, one for each expert rater's ground truth, and in the end performed majority voting on the individual test results to mimic the challenge's consensus segmentation. We used the same MD-GRU setup but with a window size of 200 × 200 pixels for a similar anatomical field of view as the AMIRA models. Random subsamples in each training iteration were drawn with a distance of 200 pixels from the image boundary. We trained the networks for 100'000 iterations and observed, that the scores reached their upper bounds after around 60'000 iterations. One training iteration took around 4 seconds and segmentation of one slice took less than 1 second.
In Tab. 2, the proposed model shows a new state-of-the-art in almost all metrics. This comparison shows MD-GRU's strong performance in learning the GM segmentation problem. In Tab. 3, we additionally show the improvement for the auto-weighted GDL, compared to the native MD-GRU approach with only CEL. Figure 7 shows randomly chosen results of the proposed model. 
Conclusion
We presented a new pipeline of acquisition and automatic segmentation of SC GM and WM. The AMIRA sequence produces 8 channel images for different inversion times which the proposed deep learning approach with MD-GRU used for segmentation. Using the 8 channels, tissue specific relaxation curves can be learned and used for GM-WM segmentation.
Comparing our segmentation results to the results of the ex-vivo high-resolution dataset of Perone et al. [5] , we show comparable accuracy for in-vivo data. The acquired AMIRA dataset in scan-rescan fashion, with and without repositioning in the scanner, shows high reproducibility in terms of GM area RSD. Thus we believe that the presented pipeline is a candidate for longitudinal clinical studies. Further tests with patient data have to be conducted.
We added a generalized multi-label Dice loss to the cross entropy loss that MD-GRU uses. We observed, that the segmentation performance was stable for a larger region of the weighting λ between the two losses. In a future work, we will study the effects of small λs that correspond well with the logarithmical magnitudes of CEL. Our proposed segmentation model outperforms the methods from the SC GM segmentation challenge. Training the MD-GRU models directly on the 3D data might further improve the performance compared to slice-wise segmentation.
Given the small and fine structure of the GM, we like to point out, that the achieved results of the metrics are near optimal. Higher resolutions of the imaging sequence will improve the accuracy more easily.
