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ABSTRACT 
 
 
Firms increasingly turn to their core business and IT service outsourcing as a means of lowering IT 
spending. IT service providers also outsource parts of their services to other providers. The nature of 
IT makes it possible to offer these services from anywhere in the world. This leads to chains of IT 
service providers spread over the globe. Supply chains for services, particularly IT service chain 
perspectives, are relatively new and therefore scarce, compared to supply chains in manufacturing 
industry (Baltacioglu, Ada, Kaplan, & Yurt, 2007). For manufacturing industry, there is a range of 
published studies on information visibility and performance in the supply of chain networks (Barratt & 
Oke, 2007). Caridi, Crippa, Perego, Saianesi, & Turmino (2009) present a theoretical framework to 
measure the correlation between performance and visibility, without presenting empirical results. From 
an IT outsourcing perspective, a rich body of published work exists focusing on dyadic relationships. 
Of particular note is the work of Blumenberg, Wagner, & Beimborn (2009), who analyzed the 
knowledge transfer processes in IT outsourcing relationships and their impact on shared knowledge 
and outsourcing performance between two nodes. Also noteworthy is the research of Lacity, Khan, & 
Willcocks (2009), which covers 357 published papers and articles on IT outsourcing, focusing on 
client-supplier relationships. However, none addresses the impact of information visibility on 
performance of a global IT service network. The goal of this research was to analyze the impact of 
visibility induced by global IT service networks on the performance of firms, particularly the banking 
industry. Theoretical insights were derived from the supply chain and IT outsourcing literature. 
 
A metaphor for information visibility is a driver who looks three cars ahead to adjust to the right speed 
in busy traffic. A driver who only looks one car ahead is less able to anticipate changes in speed. In 
this case, higher information visibility leads to higher performance of traffic. 
 
Supply chain workflow processes (Baltacioglu et al., 2007) and IT service processes were matched 
using the ITIL framework (van Bon et al., 2007). The contractual governance mechanisms of Poppo & 
Zenger (2002) formed the basis for measuring the performance of the IT service network. The 
categories resources, time and output are regarded as key in the literature, and were derived from the 
workflow processes financial management, incident management and change management. We built 
on the structured and quantitative approach of Caridi et al. (2009) to assess the visibility of the nodes 
in the supply network, in order to test two hypotheses. The first hypothesis was that visibility of own 
performance impacts positively the performance of an IT provider. The second hypothesis that 
visibility of the performance of other IT providers impacts the performance of the IT provider less 
positively than visibility of own performance. To further illustrate these hypotheses, the figure below 
shows an IT provider (A) which delivers an IT service to IT provider (B). IT provider (B) has visibility of 
its own performance and of its IT Provider (A). IT provider (A) has visibility of its own performance. 
 
 
Figure 1: Visibility and performance simplified 
IT Provider B 
 
IT Provider A 
Visibility Visibility Visibility 
Performance 
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A case study using performance data was carried out to verify the hypotheses quantitatively, split into 
a desk study and semi-structured interviews with 35 experts working in the banking industry, to 
analyze performance of one global IT service network covering five countries. Performance was 
evaluated by means of contracts and performance reports. Subsequently, a survey (including a 
pretest) of performance visibility was conducted among members of the global IT service network. A 
questionnaire was sent to 108 employees, yielding 94 responses that were included in the analysis to 
measure performance information visibility in the network. 
 
The results show that members of the IT service network have a low performance visibility of their own 
performance (53%) and a very low visibility of the best-known surrounding node of the IT service 
network (27%). Our findings, based on Pearson correlations, regression analysis and multilayer 
perceptron neural network (MLP) analysis support hypothesis 1, but provide mixed results for 
hypothesis 2. The Pearson analysis shows a significant correlation (P<0.05), but the regression 
analysis and the MLP analysis do not show a significant correlation (P>0.05).  
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The rationale for these mixed results is the very low visibility of surrounding nodes. The results 
encourage further research into the benefits of managing information and knowledge flows in global IT 
organizations consisting of virtual teams. From a social science perspective, the research could 
benefit managed organizational change by measuring the effects of interventions on visibility and thus 
performance. 
 
A limitation of this research is that it covers only one global IT service network. External validity can be 
increased by additional research on the impact of visibility on performance. Another possible line of 
research is to include non-contractual aspects of performance, such as employee and customer 
satisfaction. The study dependency on logged performance data is a limitation in its methodology. The 
measured visibility of the surrounding node was limited to the best-known surrounding node, which is 
a partial measurement of surrounding visibility. 
 
Keywords: IT service chain, network, supply chain, process, bank, banking 
Paper type: Master of Science Thesis 
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1 INTRODUCTION 
1.1 Background 
The world is becoming interdependent and globally organized, dominated by a select number of multi-
nationals (Arribas, Perez, & Tortosa-Ausiana, 2009). As a consequence, corporations are increasingly 
focusing on their core business and undertaking fundamental transformations of their business models 
in order to contend with global competitors (Hatonen & Eriksson, 2009; Lacity et al., 2009; Prahalad & 
Hamel, 1990). This shift leads to complex global business networks, in which professionals with 
different cultures, time zones and interests need to communicate via electronic channels. These 
electronic channels are a necessity, although they limit transfer of information (Arribas et al., 2009; 
Helper & Sako, 2010). In particular, vocal and nonverbal communication cues are filtered out, resulting 
in misunderstandings, misperceptions and incorrect assumptions (Shachaf, 2008). An increase in 
visibility and exchange of information strengthens such networks (Caridi, Crippa, Perego, Saianesi, & 
Turmino, 2010). Several scholars discuss the correlation between performance and a lack of intra-
organizational communication (Bhagwat & Sharma, 2007) or between performance and information 
visibility (Angerhofer & Angelides, 2006; Caridi et al., 2009). Alstrom et al. (2006) argue that 
insufficient communication between the partners leads to mistrust and misunderstandings, which can 
be seen as a lack of information visibility. We conclude that information visibility is an important 
element for successful global business networks.  
 
Global competition and increased financial pressure also force financial institutions to maximize 
efficiency and turn to cost reduction as the main driver to achieve this (Gartner, 2009a, 2009b). Banks 
increasingly resort to IT service outsourcing as a means of lowering IT spending (Beccalli, 2007; 
Wilson, Casu, Girardone, & Molyneux, 2010). In 2009 worldwide IT spending had grown to $3.2 trillion 
(Gartner, 2009a). The downside of outsourcing is that it exposes both clients and service providers to 
risks that can seriously affect their activities, as banks rely on information technology 24x7. Downtime 
of IT such as is used on trading floors and in direct banking environments has an immediate impact on 
the performance of banks (Brandas, 2010). 
 
We illustrate the need for information visibility with an everyday example. A service team supports 
24x7 IT applications for a number of business units of a bank. The service team is distributed over 
different geographical locations and has outsourced hosting services, authorization services and 
middleware. When the trading application goes offline, the users in the business unit immediately call 
the service desk of the service team. After analyzing the incident, the service team concludes that the 
middleware is offline. The service team calls the middleware group, which has outsourced hosting 
services. Due to a cost cutting strategy resources have been slimmed down, leading to diminished 
quality of service. There is nobody to pick up the phone as the supplier is working on another incident. 
In fact the supplier is unaware of the trading application dependency. After six hours of frustration and 
escalations, the business application service is restored, although the bank has lost business 
(Brandas, 2010; Mosco, 2006). 
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According to a survey conducted by Software Development Magazine in October 2003, 56% of the 
414 surveyed U.S. IT developers and managers claimed that the quality of the outsourced IT was 
inferior to in-house IT (Wang, Gwebu, Wang, & Zhu, 2008). It seems that outsourcing results in 
deterioration of the IT services to banks and that visibility is of primary importance for quality of service 
(Ahlstrom & Nordin, 2006; Mosco, 2006). 
 
The risk of deteriorating service quality has increased even more since banks changed to a multi-
sourcing strategy (Cohen & Young, 2006). In multi-sourcing strategies IT delivery is split up and 
divided over a combination of external and internal IT providers, to introduce competitive tension as a 
way to control the providers. Such IT providers tend to focus on efficiency, outsourcing non-core parts 
of their IT services, creating global IT service networks consisting of a constellation of providers 
varying in culture, location, time zone, legal entity and interests (Angerhofer & Angelides, 2006; 
Baltacioglu et al., 2007). The successful management of such service networks requires an integrated 
approach, including pro-active information management and close relations between each party, to 
gain synergetic advantage of cooperation in the chain (Baltacioglu et al., 2007; Niessink & van Vliet, 
2000). 
1.2 Knowledge gap 
To analyze the knowledge gap we conducted a preliminary review of the literature on IT service supply 
chains and IT service networks, which will be described in more detail in the next chapter.  Based on 
this review we concluded that perspectives on service supply chains and particularly IT service chains 
are relatively new and therefore scarce, compared to supply chains in manufacturing industry 
(Baltacioglu et al., 2007), The inductive nature of the studies reviewed confirms this premise of recent 
scholarly interest in the IT service industry (Blumenberg et al., 2009; Caridi et al., 2009). We therefore 
searched for literature on manufacturing and service supply chains and for studies of dyadic IT 
outsourcing relationships, so as to benefit from both perspectives. 
 
For manufacturing industry we found numerous published studies concerning information visibility and 
performance in supply chains (Barratt & Oke, 2007). Van Der Vaart & Van Donk (2008) conclude that 
there is little consensus on how to capture the essence of supply chain integration, or on how to 
measure the effects of supply chain integration on performance. In 2009 Caridi et al. published work 
reporting an impact of visibility on performance. The paper does not provide empirical evidence to 
support a significant correlation, but it does provide a quantitative way to measure information 
visibility. For IT outsourcing relationships we found a rich body of published work which focused on 
dyadic relationships. As mentioned earlier, of particular note is the work of Blumenberg et al. (2009) 
on knowledge transfer processes in IT outsourcing relationships and their impact on shared 
knowledge and outsourcing performance between two nodes. Also noteworthy is the research of 
Lacity et al. (2009), which covered 357 published papers on IT outsourcing, focusing on client-supplier 
relationships.  
 
None of the reviewed papers addresses the impact of information visibility on performance in a global 
IT service network, even though the research points to a need for the business world to understand 
the relationship between information visibility and performance. Caridi et al. (2009) mention the need 
for increased productivity and better planning possibilities, by looking at the complete chain instead of 
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only the client-supplier perspective. Recent related studies discuss the strategy of banks to increase 
efficiency and maximize IT utilization by investing in effective IT outsourcing (Previtali, 2010; Wilson et 
al., 2010). Other authors assess business value creation by IT (Beccalli, 2007; Lin, 2007), where Lin 
(2007) specifically underlines the need for knowledge exchange. Preliminary interviews with business 
and IT managers in banks and IT providers during the early stages of the present study confirmed the 
interest in the results of this research. 
1.3 Research objective 
Published work about supply chains and dyadic IT outsourcing relationships confirm the positive 
impact of information visibility on performance, such as Barratt & Oke (2007) and Blumenberg et 
al.(2009). Even though we found no empirical evidence in the scientific literature for the existence of 
this impact in global IT service supply networks, we hypothesize that the impact is present and that the 
performance of global IT service networks can be improved by increased information visibility. 
1.4 Problem statement 
Based on the background information, knowledge gap and research objective we formulated the 
following research question and derived a number of sub-questions. 
 
Main research question  
Does information visibility impact performance of global IT service networks? 
 
Sub-questions 
1. What is a global IT service network? 
2. How can performance in dyadic relationships be measured objectively? 
3. What information is required to increase information visibility in global IT service networks? 
4. What is a quantitative way of measuring information visibility in IT service networks? 
 
The first sub-question aimed to provide better understanding of global IT service networks. The 
second was to provide valid indicators to measure performance in an objective way and investigate 
how such performance indicators act as connectors in dyadic relationships. The third sub-question 
aimed to clarify which types of information should be visible in a performing global IT service network. 
The answer to sub-question four provided us with a valid way of measuring information visibility, 
based on Caridi et al. (2009). With the answers to the sub-questions we were able to formulate two 
hypotheses. 
1.5 Research plan 
The research was split into two stages. We first conducted a literature review to answer the four sub-
questions and build the hypotheses. Subsequently we performed empirical research to test the 
hypotheses. The next chapter provides the theoretical perspective on global IT service networks, 
quantitative performance measurement, information considered of high importance in a service 
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network and a quantitative way to measure information visibility, in order to develop the research 
model and two hypotheses. Empirical research was conducted by means of a case study to verify the 
hypotheses quantitatively and to answer the main research question. Performance indicators and 
necessary visibility information were evaluated from a workflow process perspective by means of 
contracts and performance reports; Caridi et al. (2010) was used to evaluate the visibility of 
information. Chapter 3 covers the research methodology, including a number of empirical research 
choices. Chapter 4 reports the results of the research. The thesis ends with conclusions, implications 
and future directions. 
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2 THEORY 
2.1 IT services 
In this section we identify services and IT services from a theoretical perspective, including data on the 
size of the service and IT service industries. Subsequently we discuss global IT service networks and 
provide an overview of present workflow processes required to provide such services. This section 
answers the first sub-question of the problem statement from a theoretical perspective. 
 
2.1.1 Services identified 
The structure of today’s economy depends largely on the nature of services. Statistical data reveals 
that the Gross World Product (GWP) in 2009 was estimated at $58.07 trillion, of which services 
accounted for 63.4% (CIA, 2010). The CIA statistics for 2007 show that 40.4% of the worldwide labor 
force was working in the service industry. Factors, such as governmental policies, social change, 
business trends, advances in information technology and internationalization contribute to this 
increase. Services constitute nearly two-thirds of total GDP in developed countries and at least half of 
GDP in emerging countries (Baltacioglu et al., 2007). 
 
Often, services are intertwined with physical products, for example, a mobile telephone as a product 
enables the service of communicating with others. Products can also be augmented with services, for 
example, a car with an add-on maintenance contract (Grönroos, 1994). We define three 
characteristics to distinguish services from products: (1) The principal characteristic of services is 
intangibility; services cannot be seen, touched, smelt or tasted, as they are ‘performances’ rather than 
‘things’ (Baltacioglu et al., 2007; Parasuraman, Zeithaml, & Berry, 1985). (2) Services are also 
considered to be simultaneous, reflecting the fact that customers must be present for the service to be 
provided (Niessink & van Vliet, 2000). (3) Services are perishable and therefore cannot be stored. If a 
service is not consumed when available, the unused capacity is lost. These characteristics imply the 
inapplicability of logistic functions in services (Baltacioglu et al., 2007; Niessink & van Vliet, 2000). 
Customers perceive the quality of a service in terms of how it is delivered and not solely the product. 
Many services have therefore to be delivered close to the customer, which leads to complex delivery 
networks (Ahlstrom & Nordin, 2006; Jackson, Neidell, & Lunsford, 1995). The intangible nature of 
services makes the evaluation of such networks difficult and the specification of the desired service 
less precise (Ahlstrom & Nordin, 2006). 
2.1.2 IT services identified 
Worldwide IT spending was on track to total $3.2 trillion in 2009 (Gartner, 2009a). After the decline in 
IT spending in 2009 due to the recession, press releases in 2010 indicate a strong rebound (Gartner, 
2010). Gartner identifies four categories of IT spending: computer hardware, software, IT services and 
telecom. The IT services industry accounts for approximately 25% of all IT spending. Table 1 shows 
actual IT service spending in 2006–2008 and a forecast for 2009. In 2008 core outsourcing (IT 
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`management and process management) was the highest area of growth in the market. At that time 
core outsourcing services represented 42% of total worldwide IT services end-user spending.  
 
Table 1: Worldwide IT services end-user spending by segment (millions of dollars) 
Segment 2006 2007 2008 2009 
Consulting 55,311 64,656 71,002 75,500 
Development & Integration 206,369 232,452 256,045 272,356 
IT Management 168,175 201,222 220,606 234,433 
Process Management 104,910 110,694 121,353 132,250 
Hardware Support 88,689 89,654 94,691 97,269 
Software Support 48,640 49,346 55,409 60,636 
Total Market 672,365 748,025 819,106 872,454 
Source: Gartner (2009a, 2009b, 2010) 
 
Gartner segments the market into six types of resource-based IT services: consulting, development & 
integration, IT management, process management, hardware support and software support (Gartner, 
2008). Other authors use a broader definition, as IT management and maintenance can very well be a 
mixture of product and service (Lindberg & Nordin, 2008; Niessink & van Vliet, 2000). For example, 
software maintenance is a product-service mixture in a situation where a software maintainer analyzes 
change requests for a fixed price per period and implements change requests for a price per change 
request. Here, the service is the possibility of having the change requests analyzed, and the product is 
the implemented change (Niessink & van Vliet, 2000). Many organizations provide information 
technology services, either to external or internal customers. They maintain software, operate 
information systems, manage and maintain workstations, networks or mainframes, or provide 
contingency services. An important question is how these services should be defined and managed 
(Niessink & van Vliet, 1998). Worthy of mention is the definition of the authors of the well-established 
Capability Maturity Model Integrated (CMMI) for Services: “services are useful intangible and non-
storable results delivered through the operation of a service system, which may or may not have any 
automated components” (Paulk, Curtis, & Chrissis, 1993; Team, 2009). 
 
Because of globalization IT service suppliers focus on core business, leading to global networks of 
suppliers which deliver IT services to one another (Prahalad & Hamel, 1990). IT service delivery 
evolves into networks of interacting IT providers, within and between enterprises (Yu, Suojapelto, 
Hallikas, & Tang, 2008); dyadic and linear IT supply chains do not reflect the true complexity (Caridi et 
al., 2009). Global IT service networks consist of a combination of interacting IT providers spread over 
the globe (Arribas et al., 2009; Carmel & Agarwal, 2001). In this study we define nodes as IT providers 
that deliver defined IT services to surrounding IT providers. The focal IT provider (focal node) is the IT 
provider which has visibility of its network. 
2.1.3 IT Processes identified 
Baltacioglu et al. (2007) has defined a set of workflow processes for service chains. These processes 
flow through the nodes of a service network. The ITIL v3 framework, which is ISO standardized, 
defines a set of processes for IT providers (van Bon et al., 2007). CMMI for Services defines a similar 
set of processes for IT providers. The following table gives a comparison of the workflow processes for 
the IT environment of this research.  
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Table 2: Comparison of workflow processes 
SCM Framework CMMI for Services ITIL v3 
Demand Management <Not included> Demand Management 
Capacity and Resource Management Service Delivery 
Capacity & Availability Management 
Capacity Management 
Availability Management 
Customer Relationship Management Service Delivery 
 
Service Level Management 
Supplier Relationship Management Supplier Agreement Management Supplier Management 
Order Process Management Service Resolution & Prevention Request Fulfillment 
Access Management 
Incident Management 
Service Performance Management <Not included> IT Operations Management 
<Not included> Project Planning 
Project Monitoring & Control 
Project Management 
<Not included> <Not included> Change Management 
<Not included> <Not included> Release & Deployment Management 
<Not included> <Not included> Service Validation  & Testing 
Source: Adapted from Baltacioglu et al. (2007), Team (2009) and van Bon, et al. (2007) 
 
The supply chain workflow processes of Baltacioglu et al. (2007) has been used as the starting point; 
the defined IT processes of ITIL v3 and CMMI for Services have been mapped as IT service 
equivalents. The mapping has been used for the research operationalization in Chapter 3 to combine 
the supply chain theory with the IT processes performed by the IT providers. Our approach is in line 
with the case study of Bhagwat & Sharma (2007), which showed that it is beneficial to build upon a 
standard framework. 
2.1.4 Relational stages 
Various authors have defined stages to describe the development of supply relationships. Alhstrom & 
Nordin (2006) analyzed the various stages proposed by earlier published studies and defined four 
stages, of which the relationship has to be in at least the third stage to have written contracts between 
them. During this third stage, the development stage, the focus shifts to service delivery and 
controlling the relationship with the customer. The fourth stage is the stability stage, in which service 
delivery proved to be the most frequently mentioned problem area, followed by controlling the 
relationship with the customer (Ahlstrom & Nordin, 2006). The stability state is a prerequisite for a 
dyadic relationship to measure performance, as discussed in the next section. 
2.2 Performance measurement 
In this section we examine possible locations of performance measurement and we show that the 
validity of objective measurements is influenced by the selected governance mechanisms. We 
introduce measurement systems and define which indicators are suitable for performance 
measurement of dyadic relationships. In this way we address the second sub-question of the problem 
statement from a theoretical perspective. 
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2.2.1 Measurement location 
Melville, Kreamer, & Gurbaxani (2004) derived an integrative model of IT business value. The 
business organization acquires and deploys IT resources - in the case of this study, the deployment of 
IT services. IT business value is generated by the usage of IT services which results in improved 
business processes. These processes lead to better business process performance and ultimately to 
higher organizational performance, as illustrated in Figure 2. 
 
Figure 2: Relationship between IT services and organizational performance 
Source: Snapshot from Melville, Kraemer, & Gurbaxani (2004) 
 
The business firm domain thus comprises IT services, business processes, business process 
performance, and organizational performance. Lin (2007) concluded that IT investments do not 
necessarily yield the anticipated results. Beccalli (2007) also found little relationship between total IT 
investment and improved bank profitability or efficiency. The difficulty of measuring Information 
System (IS) business value is due to the distance between IS investment and organizational 
performance. As a matter of fact, the impact of IS on business performance is mediated by 
intermediate processes (Melville et al., 2004; Perego, 2009). It seems rather optimistic to try to 
establish relationships between the attitude of a firm towards its suppliers and its financial 
performance since, for instance, the fact that a firm is loyal to its suppliers has no direct relationship 
with its ROI (Van Der Vaart & Van Donk, 2008). IT enhances organizational capabilities, resulting in 
improved product variety, quality and customer satisfaction, while enabling the streamlining of 
administrative processes and facilitating improved labor and management productivity (Beccalli, 
2007). Based on results of these studies, we decided to measure performance close to the IT 
provider. 
2.2.2 Governance mechanisms 
Two prevailing perspectives underlie most research in intra-organizational relationship management: 
formal contracts and relational governance (Poppo & Zenger, 2002). Most IT outsourcing literature has 
focused on relational governance for IT outsourcing success; however, most outsourcing relationships 
are governed by formal contracts. It is not enough to develop relational governance; the development 
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should be achieved in the context of a formal contract (Goo, Kishore, Rao, & Nam, 2009). Contracts 
narrow the domain and severity of risk to which an exchange is exposed, and thereby encourage 
cooperation and trust. Both parties have to work as a team to develop and negotiate the various 
provisions that will be incorporated in the service level agreement (SLA), including difficult aspects of 
the contract, such as acceptable service levels, penalties for noncompliance, and future contract 
changes. These joint efforts lead to the development of social relationships between the two parties 
(Goo et al., 2009). Argyres, Belcovitz, & Mayer (2007) found evidence that well-structured contracts in 
IT outsourcing arrangements enable collaboration between parties. Goo et al. (2009) analyzed the 
relationship between formal contracts and relational attributes and also provided evidence that well-
developed formal contracts foster these relational attributes. 
 
In this study we used the formal governance mechanism as a basis for measuring the objective 
performance of nodes. This made it necessary to have source data available, produced by IS 
management tools, such as the accountancy of IS costs, IS human resource management, project 
management systems, customer surveys and help desk automation. Recent research shows that only 
a few companies have all this data available (Perego, 2009). This issue has been addressed in the 
research methodology of this study. 
2.2.3 Measurement systems 
Service quality degradation has been documented as a major issue in IT outsourcing, such as poor 
response time, poor turnaround time, late updates of software and applications that do not meet 
requirements (Roses, Hoppen, & Henrique, 2009; Wang et al., 2008). In such an environment 
performance measurement is critical for companies to improve supply chains' effectiveness and 
efficiency (Beamon, 1999; Shepherd & Günter, 2006). Many metrics used in supply chain performance 
evaluation have been designed to measure operational performance, evaluate improved 
effectiveness, and examine strategic alignment of the whole supply chain management (Beamon, 
1999). Perego (2009) concluded that the set of measures is  the outcome of practical rather than 
theoretical studies. 
 
Measures of supply chain performance are usually classified into the categories quality (or output), 
time (Bolstorff, 2003; Shepherd & Günter, 2006), resources and flexibility (Cai, Liu, Xiao, & Liu, 2009). 
Quality refers to the quality of the product from the perspective of requirements (Beamon, 1999; 
Gunasekaran, Patel, & McGaughey, 2004; Shepherd & Günter, 2006); resources refers to the need to 
create and deliver the services (Bolstorff, 2003; Gunasekaran et al., 2004); time relates to the agreed 
and required timelines to deliver the service (Shepherd & Günter, 2006); and flexibility concerns the 
speed of change of the service supply chain based on evolved requirements (Angerhofer & Angelides, 
2006; Beamon, 1999). Authors adopt subjective assessment methods whereby perceptions are 
measured, which makes it difficult to compare results objectively. A small number of papers include 
objective measures such as percentage of on-time deliveries (Van Der Vaart & Van Donk, 2008). In 
this study we use the performance measurement categories resources, time and output as the basis 
for analyzing the performance indicators in contracts between nodes. 
2.2.4 Performance agreements and performance reporting 
Performance agreements by means of contracts are the foundation for the joint understanding 
between a service provider and customer (Poppo & Zenger, 2002). Goo et al. (2009) define foundation 
characteristics, change characteristics and governance characteristics for performance agreements. 
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Ahlstrom & Nordin (2006) suggest that there is a need to specify workflow processes clearly before 
bringing them to suppliers, and that this may be a difficult task (Ahlstrom & Nordin, 2006; Allen & 
Chandrashekar, 2000). In this study we use the workflow processes as the basis and map the 
performance indicators in the contracts onto these workflow processes. 
2.3 Information 
In this section we discuss the difference between knowledge and information, and the information 
flows identified by Caridi et al. (2009). We return to the workflow processes, measurement categories 
and information features identified by Caridi et al. (2009) and select which information is required for 
global IT service networks. In so doing, we deal with the third sub-question of the problem statement. 
2.3.1 Knowledge and information 
Knowledge can be seen as personalized information related to facts, judgments, ideas, observations, 
etc. Knowledge is also defined as justified true belief, which distinguishes explicit and tacit knowledge 
(Blumenberg et al., 2009). Tacit knowledge is linked to the individual and is very difficult, or even 
impossible, to articulate (Alavi & Leidner, 2001). Only through observation and doing something first-
hand is it possible to gain this type of knowledge (Blumenberg et al., 2009). Explicit knowledge can be 
articulated, codified, and easily transferred. Thus explicit or codified knowledge is transmittable in 
formal, systematic language (Rowney, 2007). If knowledge is made explicit it becomes information 
(facts, axiomatic propositions and symbols) that can be exchanged with other individuals (Blumenberg 
et al., 2009). For information to be transferred, it is necessary that its content be interpreted in the 
same way. This requires a common frame of reference defining how content should be interpreted. 
Blumenberg et al. (2009) show that common frames of reference is achieved through workflow 
process descriptions, standards, SLAs, and contracts, designed to manage information exchange in 
the supply chain. 
2.3.2 Information flows 
The information exchange between two nodes of the supply chain consists of different information 
types. Caridi et al. (2009) consider four types of information flows: (1) transactions/events - information 
that has to be communicated when an event takes place (e.g. order confirmation, order modification, 
Advanced Shipping Notice, payment notice, and sales reporting); (2) status information - information 
that describes the status of some resources or of a process (e.g. order status, stock level, sent orders, 
stocking capacity, residual shelf-life, work-in-progress, backlog, machine saturation, and production 
residual capacity); (3) master data - information linked to the features of products (e.g. basic technical 
features, extended technical features, commercial information, residual product life-cycle, bill of 
materials, managerial product information, and stock keeping unit features); (4) operational plans - 
information about the company’s future plans (e.g. distribution plan, production plan, strategic sales 
forecast, operational sales forecast, and promotions plan). Caridi et al. (2009) point out the need to 
distinguish these information flows and map them onto the transfer processes for diagnostic purposes.  
 
In section  2.2 we discussed performance agreements and performance measurements. These 
performance indicators form the basis for the information flows. Master data and operational plans are 
directly related to contracts and delivery plans. Status information and transaction/events are directly 
related to the actual performance, including performance reports. In this study we used the 
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performance indicators of the formal contracts as main information attributes which need to be visible. 
For example, we identified four performance indicators in the contracts available, which we used to 
measure visibility in the network under study. 
2.4 Information visibility 
Following Caridi et al. (2009), we developed a quantitative measurement for visibility of IT service 
networks and thus addressed sub-question four of the problem statement (see paragraph  3.2.2 and 
beyond). We refer to the original paper of Caridi et al. (2009) for their quantitative measurement.. 
2.4.1 Visibility needs  
Common aims to improve performance are to reduce reaction times, to increase one’s visibility in the 
chain and to enhance communication. (Van Der Vaart & Van Donk, 2008). Many researchers have 
analyzed the relations within visibility in the supply chain, such as the bullwhip effect (Caridi et al., 
2010; Lee, Padmanabhan, & Whang, 1997). Lee et al. (1997) mentions the availability of the right data 
at the right place and the right time in the right format, i.e., visibility of appropriate information in the 
supply chain, as one of the fundamental requirements for optimizing supply chain performance. The 
lack of information sharing and coordination among the partners in a supply chain is recognized as 
one of the major causes of decreased supply chain performance (Caridi et al., 2009). In a supply chain 
where enhanced information sharing, coordination and a resulting synergy between firms are present, 
lead times are decreased and inventory levels reduced; this, in turn, decreases costs. As market data 
is more efficiently monitored, changing consumer needs and demands are easily accessed and 
satisfied through appropriate process changes. By providing the right services at the right time and 
place, customer satisfaction may be increased, which has a positive effect on sales and revenues 
(Hsu, Chiu, Chen, & Liu, 2009). Blumenberg et al. (2009)  show that information sharing has also a 
positive influence on IT outsourcing performance. 
 
Most authors either focus on simplified supply chains (i.e. dyad, two-level supply chain or linear supply 
chain), which are far removed from the complexity of real environments, or provide only ‘‘partial’’ 
measurements, which do not consider the different dimensions of visibility. Other authors rely on 
empirical studies, mostly based on surveys, although examples of qualitative research methodologies, 
i.e. case studies, do exist. These contributions mainly explore the relationship among the many 
dimensions of visibility, without providing a comprehensive quantitative measure of visibility itself 
(Caridi et al., 2009). Caridi et al. (2009) bridged this gap by providing a structured and quantitative 
approach to assess the visibility that a node has of its supply chain.  Their method measures visibility 
in terms of both the quantity and the quality of the information flowing between the supply chain leader 
and the suppliers at different tiers. This method was very appropriate to our approach to measuring 
visibility in IT service networks. 
2.4.2 Measure node visibility 
Caridi et al. (2009) define visibility as the weighted sum of the visibility that the focal node (fn) has on 
the nodes (n) of its inbound supply chain; the outbound supply chain is not covered by Caridi et al. 
(2009). In the next chapter we show that the method can also be used to measure the visibility of the 
outbound nodes. Each node of the network is characterized by the information that should be shared.  
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Visibility is measured on the basis of the quantity and quality of the information known by members of 
the focal node. The judgment about the exchanged information is based on three qualitative scales: 
one for measuring the quantity of the exchanged information, and two for measuring its quality, in 
terms of both freshness and accuracy. In this study four ordered response levels, from 1 (low rate) to 4 
(best rate), are defined. Caridi et al. (2009) argue that the visibility of nodes close to the focal node 
contributes more to performance than visibility of more distant nodes. As visibility is known by human 
members in the focal node and this node is part of the IT service network, we hypothesize that the 
visibility of own (=focal) node is the closest of all nodes, instead of the first-tier node, and thus include 
this node in determining performance visibility of the focal node.  
2.5 Synthesis 
Economic factors lead to complex IT service networks where visibility seems to be a determinant of 
the performance of such networks. The size of the IT industry and the trend to service-oriented 
delivery makes further research in this area worthwhile (Gartner, 2009a, 2009b). By combining supply 
chain theory and IT outsourcing theory it is possible to develop a quantitative method for performance 
and visibility measurement. IT processes are well defined and by combining this with the four 
performance categories it is possible to look for performance indicators in contracts and link them to 
quantitative measurements objectively (Melville et al., 2004; Poppo & Zenger, 2002; Shepherd & 
Günter, 2006; van Bon et al., 2007). To use this method effectively, both nodes should be in the 
stability state, and there is a dependency on logged performance data (Perego, 2009).   
 
Based on theoretical grounds we showed that contractual information should be shared between 
nodes to increase information visibility (Goo et al., 2009). The quantitative approach of Caridi et al. 
(2009) measures visibility objectively in a global network and own node should be included in this 
visibility measurement. The recent paper by Caridi et al. (2010) indicates that compensating for node 
weight is only useful in networks with high visibility of second and higher tier nodes (Caridi et al., 
2010). No literature was found which provides empirical evidence regarding the impact of visibility on 
performance of global IT service networks. Hence, drawing on the theory covered in the literature 
review, we defined the following hypothesis for global IT service networks. 
 
Hypothesis 1: Visibility of own performance impacts positively the performance of an IT provider. 
 
Caridi et al. (2009) assume that the visibility of nodes close to the focal node contributes more to 
performance than visibility of more distant nodes. In our research we verify this by defining the second 
hypothesis. 
 
Hypothesis 2: Visibility of the performance of other IT providers impacts the performance of the IT 
provider less positively than visibility of own performance. 
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2.6 Research model 
Based on these hypotheses we defined the model for the empirical research, which led to the three 
main research variables: VisOwn, VisSur and Perf. 
• VisOwnfn: the quantitative visibility of the focal node on own node 
• VisSurfn: the quantitative visibility of the focal node on the surrounding nodes 
• Perffn:  the quantitative measurement of the performance of the focal node 
 
We refer to paragraph  2.1.2 for the relationship between nodes and IT providers. 
 
The research model below provides a graphical representation of the three variables, including the two 
hypotheses. 
 
Figure 3: Conceptual model with hypotheses 
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3 METHODOLOGY 
Building on the literature review presented in the previous chapter we developed a research 
methodology to test our hypotheses. We defined objective performance measures close to the IT 
provider and thus ruled out noise on the customer side, such as cultural differences and economic 
fluctuations (Melville et al., 2004). We combined measurement categories and workflow processes 
and compared the actual with the agreed performance measures. 
3.1 Research strategy and methods 
Figure 4 shows that the Single Point of Contact (SPOC) node (colored red) delivers services to a 
business unit (colored green). The performance has been agreed by performance contracts. A 
business unit receives regular reports on the achieved performance related to the contractual 
agreements. Internal and external nodes (colored blue) deliver IT services to the SPOC node and to 
each other, hence forming an IT service network. 
 
Figure 4: Abstract form of an IT service network 
Source: Adapted from Melville, Kraemer, & Gurbaxani (2004) 
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3.1.1 Case study research 
We decided to use a case study for the empirical research, as the phenomenon under study was not 
really distinguishable from its context. The inclusion of context was a major part of the study (RK Yin 
2009). The case study was split into a desk study (including semi-structured interviews) for 
performance and a survey (including a pretest) for performance visibility. To verify the feasibility of the 
research method and particularly the collection of valid performance information, we conducted 
verification sessions with IT managers, IT professionals and process managers. During these 
sessions we explained the research objective and the variables under study, and utilized the IT 
practitioner perspective by requesting and using feedback to improve research quality. 
 
For performance we used an explanatory case study approach to collect both qualitative and 
quantitative data. This approach limited the risk of missing important information about the network 
under study. A node was considered the unit of analysis (RK Yin 2009). For each of the nodes we 
determined whether the relationship had reached the stability stage (Ahlstrom & Nordin, 2006). 
Through the case study we confirmed the feasibility of the methodology; we found usable SLAs and 
service level reports. The empirical research model is shown in Figure 5. During the empirical 
research feasibility phase and the survey pretest visibility we refined the methodology. 
 
Figure 5: Empirical research model 
 
We conducted a survey with questionnaires, based on the collected performance information, in order 
to measure visibility. The methods are detailed in the following sub-sections. By varying the focal node 
we were able to refine the analysis of the impact of own and surrounding visibility on performance 
(Murray, 1998).  
3.1.2 Desk study method 
Yin (2009) identified six sources of evidence in case study research. For the data collection of 
performance information we used documented sources and archival reports. The feasibility test of the 
case study helped us to manage the weaknesses of this kind of data collection (RK Yin 2009). 
Evidence came from documents, archival records, interviews and physical artifacts from various desk 
study and survey data collection methods (RK. Yin 1981; RK Yin 2009). We collected current 
performance agreements and performance reports, and examined how the performance data was 
stored and communicated, and how the supply network per case was constructed. We used the 
results to refine the research and data collection methods. We conducted 35 semi-structured 
interviews to model the global network and to identify the data sources. The semi-structured setup 
provided the necessary guidance and limited the risk that important information was missed. We used 
the roles defined in the organization and the name register to find the key informants. We constructed 
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the questions in such a way as to limit the influence on performance visibility. For example, we did not 
refer to any contracts during the interviews. Based on the interviews and agreements, we modeled the 
service network with the nodes needed to deliver the service. The desk study was supported by 
service managers who were not directly involved in the IT operation. This approach further limited the 
influence on performance visibility. 
3.1.3 Survey method 
We used a survey method to measure the visibility in the service network, by means of an online 
questionnaire based on the collected performance information. We included the whole population of 
108 members and received responses from 94 members (see also Appendix B). The survey was 
conducted in three sequential steps: (1) initial contact with the head of the node, (2) sending of the 
survey to all node members, tracking its progress and (3) collecting, anonymizing and delivering the 
results to the head. During the initial contact we explained the survey to the departmental head and 
requested a list of members contributing to the network. We pretested the questionnaire by asking 10 
members of non-participating nodes to complete the questionnaire, while we shadowed the process. 
We requested feedback during the completion process which triggered clarification of a number of 
questions and options before sending the questionnaire to the target population (Green, Tull, & 
Albaum, 1988). The interview guidelines and the questionnaire are included in Appendix A. 
3.2 Operationalization and data collection 
3.2.1 Performance information 
We found performance indicators for the workflow processes of financial management, incident 
management and change management in the contracts. ITIL v3 was used as definition of the workflow 
processes (van Bon et al., 2007), covering the agreed and realized performance information of the 
foundation services and change services (Goo et al., 2009). We structured and collected the data per 
node per workflow process. The workflow processes were mapped onto the performance categories: 
resources (R), time (T) and output (O) (Shepherd & Günter, 2006).  
 
Table 3: Performance categories and IT processes 
Workflow process Category Description 
Financial Management Resources Realized versus agreed costs per service 
Incident Management Time Realized versus agreed time for incident handling 
Change Management Output Realized versus agreed output for changes 
 
Information from contracts was used as the source for data on agreed performance. Logged 
performance data was used as the source for realized performance information (see section  2.3.2). 
We collected performance data over the period of seven months. To minimize measurement bias in 
information visibility, we collected the performance information only via support staff who played no 
role in the execution of the IT processes. Our analysis included only raw, unprocessed logged 
performance information used for reports and we processed all the data ourselves to ensure the 
validity of the data transformation. We compared the data transformations with the current 
performance reports and discussed differences with the departments delivering the reports. 
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3.2.2 Information visibility 
For the evaluation of visibility we used the quantitative approach of Caridi et al. (2009), as discussed 
in paragraph  2.4. Caridi et al. (2009) based their quantity and quality measures of visibility on semi-
quantitative judgments given by supply chain managers. In this study we used the contracts between 
nodes and defined a measurement for judging the quantity, freshness and accuracy of the information. 
The theory of Poppo & Zenger (2002) and Goo et al. (2009) provided the theoretical grounding for this 
operationalization, as discussed in section  3.3,  
 
We derived accurate quantity and accuracy measures from the contractual agreements. For each 
performance indicator the quantity and accuracy of the agreed and realized performance were 
collected on dichotomous scales: (1) ‘no, don’t know the value’, and (2) 'yes, the answer is value (x)’. If 
the respondent indicated ‘yes….’, the accuracy of the information was measured by means of multiple-
choice questions in which one of five answers was correct. Perceived freshness was measured on a 
five-point Poisson-distributed scale, with predefined answers (see Appendix B).  
 
For each focal node we collected data on visibility of own node (part 1 of the survey) and the chosen 
node (part 2 of the survey). To prevent influencing interventions from the head of the node, we 
explained that we were measuring agreed performance and logged realized performance. Realized 
performance cannot be altered, as this is logged in read-only databases. We increased buy-in by 
ensuring anonymity and the agreement that the results would be sent to the head of the node only. 
For further details of the mapping of the questions onto the variables, see the next section, and 
Appendix A for the questionnaire. 
 
We used census sampling in each of the nodes involved in the delivery (Green et al., 1988). To 
determine a reliable sample size we used the proportion sample formula, including correction for finite 
populations (Cochran, 1977), 
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where N is the population, n the sample size, Z the abscissa that cuts off the normal curve (we used 
1.96 for 95% required precision), p (=1-q) the estimated proportion in the population (we used 0.5) and 
c the required precision. Following Cochran (1977), we determined the precision based on the 
population and the actual response from the nodes (c<0.1). 
3.3 Data processing 
We first cleaned the data by removing nodes which were not part of the research, based on the 
modeled IT service network. We built a model with the different entities within the scope of the 
research by means of the Unified Modeling Language (UML) (Fowler & Scott, 1997), as shown in 
Figure 6. The data processing was based on this model. 
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Figure 6: UML diagram entities within the scope of the research 
 
Each entity, represented as a rounded rectangle, has a number of attributes, such as ‘Identifier’ and 
‘Visibility’ for the entity ‘IT member’. A line represents an association between two entities, where a 
line with a rhombus at the end represents an aggregation as a specific association. An arrow 
represents the direction of the association. The unit of analysis is the node entity, which has been 
colored red. The IT service network consists of nodes. Each node has performance indicators 
(resources, time, and output) and IT members.  An IT member has visibility indicators. A link (dotted 
line) to the performance indicator is required to determine the accuracy of the visibility. The original 
and new values were stored in duplicate datasets or under different variable names, to allow data 
alterations to be undone. Alterations to the original dataset were documented in transformation logs. 
3.3.1 Resources 
For the resource data we compared the agreed funding (Rc) with the actual cost (Ru) per node per 
month. Delivery within the agreed resources (Ro<=0) was considered high performance (RPer1), 
delivery with more resources than agreed (Ro>0) was considered low performance (RPer0). 
 
Figure 7: Resources boundary 
For the performance per node we calculated the straight average of RPer. We discovered that IT 
members of different departments could be part of an assignment group. We decided to merge the 
results of these departments into one node (e.g. three departments delivering Windows platform 
services). 
3.3.2 Time 
For the time data we compared the agreed time (Tc) with the used time (Tu) per node per incident. 
Handling the incident within the agreed time (To<=0) was considered high performance (TPer1), 
delivery with more time than agreed (To>0) was considered low performance (TPer0). 
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Figure 8: Time boundary 
For the performance per node we calculated the straight average per incident priority (TPrioXPer) and 
the straight average of the overall time performance (TPer) per node. 
3.3.3 Output 
For the output we cleaned up the data by removing two IT changes without a final state and three IT 
changes with an erroneous state. We then compared the agreed output (Oc) with the realized output 
(Ou) per node per planned change. Successful delivery of the service (Og<=0) was considered high 
performance (OPer1), delivery with incidents worse (OPer2/3), a not executed change even 
worse (OPer1/3) and a failure the worst performance (OPer0). For the performance per node we 
calculated the straight average of OPer. 
 
Figure 9: Output boundary 
For the overall performance (Perf) per node we calculated the average of the performance of the 
resources, time per priority and output. 
3.3.4 Information visibility 
For each focal node (n) we evaluated for each performance indicator the visibility of own node 
(VisOwn) and of surrounding node (VisSur), following the quantitative approach of Caridi et al. (2009). 
The quantity (q) and quality (a,f) of the known information were assessed separately, and then 
combined to calculate the visibility index VIS for the node (3). 
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 (3) 
 
As mentioned earlier Caridi et al. (2009) argue that nodes directly connected to the focal node 
contribute more to the network than more distant nodes. Thus the contribution (Wlocn) of each 
connection is weighted according to its location from the focal node viewpoint. Our study shows that 
the average visibility of second-tier nodes is less than 5% of the visibility of first-tier nodes. 
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Direct connections are weighted as 1. Ik is the set of nodes belonging to the path from node n to the 
focal node; n is a node belonging to Ik; AVn is the financial added value of the node (n); m is the first-
tier node belonging to Ik; Sm is the volume of sales of the first-tier node in Ik. The recent paper by 
Caridi et al. (2010) introduces the variables’ significance and criticality for refining the weight. These 
variables have been excluded from the research, as performance information is already considered 
significant and critical (Goo et al., 2009).  
 
Finally, the overall visibility of focal node (fn) in its supply network is assessed. The contribution of 
each node (n) is weighted on the basis of the node distance from the focal company (5). 
 
∑
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With the responses to questions 13 and 14 we determined the resource visibility of own node 
(VisOwnR) and, with questions 16, 24 and 25 the resource visibility of the best-known surrounding 
node (VisSurR). With the responses to questions 1-4 (agreed) and 6-10 (realized) we determined, for 
each incident priority, the time visibility of own node (VisOwnT) and, with questions 16 and 17-21 the 
time visibility of the best-known surrounding node (VisSurT). With the responses to questions 11 and 
12 we determined the output visibility of own node (VisOwnO) and, with questions 16, 22 and 23 the 
output visibility of the best-known surrounding node (VisSurO). The freshness questions for each 
performance category are 10, 12, 14, 21, 23 and 25. 
 
We calculated the average visibility of own node (VisOwn) and surrounding nodes (VisSur) for each 
performance indicator separately, as shown in Figure 10. We also calculated the average visibility of 
the network for each performance indicator. The pretest of the research methodology showed that the 
visibility of surrounding nodes was very low. We therefore decided to simplify the methodology by 
making no distinction between first-tier and x-tier (x>1) nodes. 
 
 
Figure 10: Focal node visibility of own node and surrounding nodes 
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For quantity we evaluated, for each respondent and for each question, whether the response was 
given as known (quantity1 else quantity0). We calculated the average of the known performance 
information for the focal node, based on the total quantity of information. For accuracy we evaluated, 
for each question and for each respondent, whether the response corresponded to the correct 
performance (accuracy1 else accuracy 0). We calculated the average of the total accurate known 
performance information for the focal node, based on performance information classified as known by 
the respondent. For freshness we translated the subjective measure for each respondent and the 
answers given to each question into a linear scale from 0.2-1 (in steps of 0.2), where 1 was the 
highest freshness and we calculated the average for each focal node for each performance indicator. 
3.4 Data analysis 
For performance we split the nodes into high performers and low performers (Perf). For visibility we 
split the nodes into high visibility and low visibility of own node (VisOwn) and surrounding nodes 
(VisSur). We performed a T-test to assess whether the means of high and low performance were 
statistically different. For visibility we performed a Mann-Whitney test to assess the statistical 
difference between high and low visibility. 
For the analysis we compiled a dataset from the performance and visibility data for each performance 
indicator. We used Pearson correlation analysis to assess the correlation between (PerfX), the 
visibility of own node (VisOwnX) and the visibility of surrounding nodes (VisSurX), at a significance 
level of 5%. Missing values were removed pairwise.  
 
We modeled a regression relationship between the dependent and the independent variables. Missing 
values were removed listwise. 
 
NvisSNvisNNper 21 ββα ++=  (6) 
 
The T-test was used to assess the significance of the regression coefficients and the F-test to assess 
the significance of the interception, both at a significance level of 5%. Multicolinearity of the variables 
was tested using the correlations between the parameters, based on a criterion of <0.80 and 
significance level of 5%. 
 
We used radial basis function (RBF) and MLP analysis to evaluate the non-linear impact of 
performance visibility on performance (Ripley, 2008). For the partitions, we used 70% of the dataset 
for training and 30% for testing the neural network. We achieved the best result with a MLP analysis 
by using a customized architecture with one hidden layer with a hyperbolic tangent activation function 
and a sigmoid output activation function. 
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4 RESULTS 
4.1 Researched IT service network 
We used a global IT service network operating in five countries as a case study. This global network 
delivers a service to more than xxx locations. During the data analysis we discovered that a number of 
nodes do not take part in the workflow processes within the scope of this research and we therefore 
excluded these nodes at an early stage of the empirical research. The exploitation model revealed that 
the SPOC IT provider delivering to the business partners directly uses six nodes. Four of these units 
use services of two nodes A and B. The complete service network is represented in the figure below. 
 
 
Figure 11: IT service network of the case study 
Note: Grey and green nodes are beyond the scope of this research 
4.2 Performance 
This section analyzes performance data for the categories resources, time and output, collected 
during the desk study. These categories have been operationalized in the form of the workflow 
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processes of financial management, incident management and change management. For these three 
processes, contracts were agreed and performance was measured and logged. 
4.2.1 Resource performance 
For each node we extracted the agreed monthly budget and monthly cost per cost center for delivering 
the IT services from the financial systems. We used these figures to determine the monthly budget 
overrun. The table below shows the number of budget figures of each node, the straight average of 
overrun, the standard deviation and the straight average of the resource performance (RPer), with a 
weighted average performance of 51%. The bottom row shows the total (T) or the weighted average 
(A). 
 
Table 4: Analysis of agreed and actual financial resources per node 
 
Node 
Budget 
figures 
Average* 
Overrun (k€) 
σ of 
Overrun (k€) 
RPer 
A  -19,6 122,4 0.71 
B  -36,5 59,5 0.71 
C  307,7 739,9 0.43 
D  67,5 111,7 0.14 
E  -11,3 184,1 0.71 
F  -5,1 5,7 0.71 
G  -3,2 9,0 0.71 
H  61,6 135,5 0.43 
I  13,1 146,3 0.43 
J  111,7 14,3 0.00 
K  -26,5 321,7 0.76 
Total (T), Average (A)  (A) 50,4 (A) 311,3 (A) 0.51 
* The analysis showed that overrun and the standard deviation of overrun have a correlation of 0.73 
Note: Data removed in accordance with non-disclosure regulation 
 
For example, node E had a weighted average overrun of -€11.3k (=underrun), a standard deviation of 
€184,1k and a performance (RPer) of 0.71, which indicates that no budget overrun occurred in five out 
of seven months. 
4.2.2 Time performance 
We extracted more than xxx closed incidents in five priorities per node. Additional statistics are given 
in Appendix B, including descriptive statistics for the logged incidents. These show that high 
performers handle incidents six times faster than low performers (average of three days for high 
performers and 20 days for low performers). The graphs in this appendix also show that high 
performers have much more control over incident handling than low performers. We found that priority 
5 incidents were often not logged and node G had not yet reached the stability state (see section 
 2.1.4). Therefore priority 5 incidents and node G (colored grey in Table 5) were excluded from the 
remainder of the analysis.  
 
The contracts contain the maximum duration per incident priority to evaluate the performance per 
incident category, standardized for all agreed contracts in the network.  
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Table 5: Number of incidents per node 
Node  Prio 1  Prio 2  Prio 3 Prio 4 Prio 5 Total 
A       
B       
C       
D       
E       
F       
G       
H       
I       
J       
K       
Total incidents       
Note: Data removed in accordance with non-disclosure regulation 
 
The incident data was processed according to this maximum duration and the research methodology 
to determine the average performance per node per incident category (shown in Table 6). The right-
hand column shows the weighted average performance of all handled incidents per node (TPer). 
 
Table 6: Performance per priority per node 
Node TPerPrio1 TPerPrio2 TPerPrio3 TPerPrio4 TPer 
A 0.29 0.61 0.83 0.87 0.77 
B None* 0.68 0.86 0.60 0.79 
C 0.00 0.42 0.76 0.78 0.68 
D 0.33 0.70 0.84 0.93 0.84 
E 0.20 0.82 0.90 0.00 0.83 
F None* 1.00 1.00 0.15 0.16 
H 0.36 0.53 0.69 0.83 0.67 
I 0.21 0.56 0.88 0.70 0.83 
J 0.00 0.20 0.18 0.69 0.25 
K 0.20 0.60 0.90 0.82 0.85 
Weighted average 0.22 0.59 0.74 0.61 0.70 
* No priority 1 incidents were logged for this node 
 
The weighted average performance (TPer) is 0.70 - hence 70% of all incidents are handled within the 
time constraints of the contracts. The worst performer is node F, with only 16% of incidents being 
handled within time, while the best performer is node K, which handles 85% of the incidents in time. 
4.2.3 Output performance 
We extracted more than xxx completed changes from the change management database. The results 
show that the overall handling of changes has a performance of 88% and the deviation in performance 
between the teams is low. Although node C has only performed one IT change, we decided not to 
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define specific inclusion criteria. The bottom row shows the total changes and the weighted average of 
OPer. 
 
Table 7: Number of changes and performance per node 
Node Changes OPer 
A  0.89 
B  0.89 
C  1.00 
D  0.92 
E  0.94 
F  None* 
H  0.78 
I  0.88 
J  None* 
K  0.85 
Total (T), Average (A)  (A) 0.88 
* No IT changes were logged for the nodes F and J 
Note: Data removed in accordance with non-disclosure regulation 
4.2.4 Overall performance per node 
To determine the overall performance (Perf) per node we used the performance indicators of the three 
performance categories RPer, TPer and Oper, as mentioned earlier. The nodes were split between 
high and low performers for the T-test analysis of reliability.  
 
Table 8: Overall performance per node 
Node DPerf* RPer TPer OPer Perf 
A High 0.71 0.77 0.89 0.79 
B High 0.71 0.79 0.89 0.80 
C Low 0.43 0.68 1.00 0.70 
D Low 0.14 0.84 0.92 0.63 
E High 0.71 0.83 0.94 0.83 
F Low 0.71 0.16 None* 0.44** 
H Low 0.43 0.67 0.78 0.63 
I High 0.43 0.83 0.88 0.71 
J Low 0.00 0.25 None* 0.12** 
K High 0.76 0.85 0.85 0.82 
(Weighted) average  (W) 0.51 (W) 0.70 (W) 0.88 (A) 0.70 
* Split overall performance (Perf) for T-test (p<0.05) 
** No output measurements available, average based on performance of resources and time 
 
The second column (DPerf) identifies high and low performers. The right-hand column shows the 
straight average of resource, time and output performance. For example, the overall performance 
(Perf) of node H is the straight average of 0.43, 0.67 and 0.78, hence 0.63, which indicates that 63% 
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of the agreements are honored by this node. The overall performance of the IT service network is 
70%. Nodes J and F have a much lower overall performance, due to the non-availability of output 
performance data (OPer). This negatively impacts on overall performance. We overcame this problem 
in the final analyses by using the individual performance indicators. The bottom row gives the 
weighted average performance (W), except for the figure in the right-hand column (Perf), which is the 
straight average (A). The table below shows the correlation between the performance indicators to 
determine multicolinearity ≥0.80, with Pearson correlation analysis. 
 
Table 9: Correlation between the performance indicators 
Correlation*  RPer TPer OPer Perf 
RPer 1    
TPer 0.26 1   
OPer -0.11 0.06 1  
Perf 0.69* 0.86** 0.16 1 
* Correlation is significant at the 0.05 level (2-tailed) 
** Correlation is significant at the 0.01 level (2-tailed) 
4.3 Visibility 
This section examines performance visibility per node for the dimensions resources, time and output, 
for which we collected survey data. The pretest of the survey showed that node B was part of the 
global network, but did not engage in workflow processes which were within the scope of this study. 
The heads of the nodes A and D declined to participate in the research, due to fear of reorganization 
in their departments. The achieved precision of the sample per node is shown in Appendix B. Node C 
did not match the criterion of c<0.1, although this was caused by the small size of the team and one 
missing respondent. We therefore decided to include this node in the analysis. We excluded the other 
three departments and performed the remainder of the analysis with seven instead of 10 nodes. 
4.3.1 Visibility of resource performance 
Table 10 shows the visibility of the resource category of own node (VisOwnR) and the best-known 
surrounding nodes (VisSurR).  
 
Table 10: Visibility of resources of own node and surrounding nodes 
Node VisOwnR VisSurR VisR 
C 0.00 0.00 0.00 
E 0.40 0.00 0.20 
F 0.48 0.39 0.43 
H 0.00 0.00 0.00 
I 0.21 0.16 0.19 
J 0.00 0.00 0.00 
K 0.23 0.17 0.20 
Weighted Average 0.24 0.16 0.20 
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The average visibility of the network for both variables is weighted by the number of respondents per 
node. The visibility of resources (VisR) is the straight average of own and surrounding visibility. Node 
E has, for example, 40% visibility of own node and 0% of surrounding node, based on the analysis of 
our survey data on quantity, accuracy and freshness. The average visibility of this node of resources 
(VisR) was calculated by taking the straight average of 40% and 0%, hence 20% is the visibility of 
resources for node E. The overall visibility of 24% for own node is low and for surrounding node is 
even lower, at 16%. 
 
4.3.2 Visibility of time performance 
The table below shows the visibility of the time category of own node per priority (OwnTPrioX) and the 
average for own node (VisOwnT).  
 
Table 11: Visibility of time of own node 
Node  OwnTPrio1 OwnTPrio2 OwnTPrio3 OwnTPrio4 VisOwnT 
C 0.00 0.34 0.29 0.00 0.16 
E 0.30 0.30 0.48 0.00 0.27 
F 0.80 0.46 0.40 0.36 0.51 
H 0.45 0.29 0.17 0.38 0.32 
I 0.33 0.62 0.66 0.62 0.56 
J 0.21 0.41 0.38 0.47 0.37 
K 0.39 0.62 0.67 0.69 0.59 
Weighted Average 0.52 0.59 0.61 0.58 0.58 
 
The overall visibility per variable is the weighted average based on visibility and number of employees 
per node. Each figure in the table is based on the straight average of the agreed and the realized 
performance visibility, as discussed in the research methodology. The right-hand column (VisOwnT) 
gives the straight average of the individual figures per node. For example, node I has a visibility of 
33% for priority 1 incident handling, based on the questionnaire data on quantity, accuracy and 
freshness. Table 12 shows the visibility of the best-known surrounding nodes (SurTPrioX) per priority 
and the average visibility of surrounding nodes (VisSurT). 
 
Table 12: Visibility of time of surrounding nodes and average visibility of time 
Node  SurTPrio1 SurTPrio2 SurTPrio3 SurTPrio4 VisSurT VisT 
C 0.00 0.00 0.20 0.00 0.05 0.10 
E 0.00 0.22 0.00 0.00 0.06 0.16 
F 0.61 0.27 0.56 0.27 0.43 0.47 
H 0.00 0.00 0.16 0.00 0.04 0.18 
I 0.16 0.20 0.20 0.18 0.19 0.37 
J 0.18 0.22 0.00 0.22 0.16 0.26 
K 0.16 0.17 0.20 0.18 0.18 0.39 
Weighted Average 0.26 0.28 0.29 0.27 0.27 0.42 
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The variable VisSurT is the straight average. The right-hand column (VisT) has been added to indicate 
the straight average of own and surrounding visibility. Node K, for example, has an average visibility of 
time of 39%, based on 59% own visibility and 18% surrounding visibility. The overall weighted visibility 
of time is 58% for own node, which is more than twice as high as for surrounding nodes, that is, 27%. 
4.3.3 Visibility of output performance 
The table below shows the output visibility of own node (VisOwnO) and the best-known surrounding 
nodes (VisSurO). The visibility of output (VisO) is the straight average of own and surrounding 
visibility. The overall weighted visibility of own node (64%) is significantly higher than the visibility of 
surrounding nodes (34%). 
 
Table 13: Visibility of output of own node and surrounding nodes 
Node VisOwnO VisSurO VisO 
C 0.46 0.00 0.23 
E 0.60 0.34 0.47 
F 0.73 0.00 0.36 
H 0.40 0.00 0.20 
I 0.68 0.35 0.51 
J 0.64 0.48 0.56 
K 0.65 0.32 0.49 
Weighted Average 0.64 0.34 0.49 
 
4.3.4 Summary of node visibility 
This section summarizes the results for visibility for each node. Table 14 gives an overview of own 
visibility per node. We used each individual performance indicator to calculate the straight average of 
own and surrounding visibility per node. We performed a T-test to establish whether high performers 
and low performers were statistically different. 
 
Table 14: Visibility of own node 
Node DVisOwn* VisOwnR OwnTPrio1 OwnTPrio2 OwnTPrio3 OwnTPrio4 VisOwnO VisOwn 
C Low 0.00 0.00 0.34 0.29 0.00 0.46 0.18 
E Low 0.40 0.30 0.30 0.48 0.00 0.60 0.35 
F High 0.48 0.80 0.46 0.40 0.36 0.73 0.54 
H Low 0.00 0.45 0.29 0.17 0.38 0.40 0.28 
I High 0.21 0.33 0.62 0.66 0.62 0.68 0.52 
J Low 0.00 0.21 0.41 0.38 0.47 0.64 0.35 
K High 0.23 0.39 0.62 0.67 0.69 0.65 0.54 
Weighted Average  0.24 0.52 0.59 0.61 0.58 0.64 0.53 
* Split surrounding visibility (DVisOwn) for T-test (p<0.01) 
 
This table shows, for example, that node I has a visibility of its own node of 52%. Improvement 
opportunities seem to be resource visibility (21%) and visibility of priority 1 incidents (33%), which 
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should improve performance of the node if hypothesis 1 is accepted. The T-test shows that high and 
low performers are statistically significantly different. Table 15 provides an overview of the surrounding 
visibility per node. 
 
Table 15: Visibility of the surrounding nodes 
Node DVisSur* VisSurR  SurTPrio1 SurTPrio2 SurTPrio3 SurTPrio4 VisSurO VisSur 
C Low 0.00 0.00 0.00 0.20 0.00 0.00 0.03 
E Low 0.00 0.00 0.22 0.00 0.00 0.34 0.09 
F High 0.39 0.61 0.27 0.56 0.27 0.00 0.35 
H Low 0.00 0.00 0.00 0.16 0.00 0.00 0.03 
I High 0.16 0.16 0.20 0.20 0.18 0.35 0.21 
J Low 0.00 0.18 0.22 0.00 0.22 0.48 0.19 
K High 0.17 0.16 0.17 0.20 0.18 0.32 0.20 
Weighted Average  0.16 0.26 0.28 0.29 0.27 0.34 0.27 
* Split surrounding visibility (DVisSur) for T-test (p<0.01) 
4.4 Impact of visibility on performance 
Table 16 shows, for each node, performance (Perf), visibility of own node (VisOwn) and visibility of 
surrounding nodes (VisSur). The overall weighted visibility of own node is 53%, which is twice as high 
as that of surrounding nodes (27%). The table also provides an overview of the correlations. Node J 
has low performance and low visibility of own and surrounding nodes, node K has the highest 
performance, highest own visibility and high surrounding visibility. Node C shows the opposite 
relationship (high performance and low visibility). 
 
Table 16: Resulting performance and visibility figures 
Node Perf VisOwn VisSur 
C 0.70 0.18 0.03 
E 0.83 0.35 0.09 
F 0.44 0.54 0.35 
H 0.63 0.28 0.03 
I 0.71 0.52 0.21 
J 0.12 0.35 0.19 
K 0.82 0.54 0.20 
Weighted Average 0.70 0.53 0.27 
4.4.1 Pearson correlation results 
Table 17 shows the Pearson correlation coefficients between the variables PerfX, VisOwnX and 
VisSurX.  These variables are built up from the list of performance indicators (RPer, TPerPrio1-4 and 
OPer) and the related visibility indicators. The value N represents the size of the dataset used, which 
is a subset of the total dataset of 54 performance indicators. 
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Table 17: Pearson correlation 
Correlation PerfX VisOwnX VisSurX 
PerfX 1   
VisOwnX 0.55** (N=39) 1  
VisSurX 0.39* (N=39) 0.52** (N=42) 1 
* Correlation is significant at the 0.05 level (2-tailed) 
** Correlation is significant at the 0.01 level (2-tailed) 
Regression analysis results 
The estimates from the regression analysis show that the coefficient on VisOwnX is statistically 
significant, while that on VisSurX is not significant (R2=0.32, F=8.567, P<0.01). The value of R2 
indicates that 32% of performance is explained by visibility and, consequently, 68% is explained by 
other variables which are not part of this research. 
 
Table 18: Regression coefficients  
Model (N=39) Coefficients t Significance 
(Constant) 0.25 2.89 0.006 
VisOwnX 0.73 3.03 0.004 
VisSurX 0.34 0.93 0.358 
 
The coefficient on performance without visibility is 0.25. Every unit increase of performance visibility of 
own node increases performance by 0.73 unit, ceteris paribus. The regression coefficient on VisSurX 
proved not to be significant within the constraint of P<0.05. Figure 12 shows two correlation plots. The 
diagram on the left shows the correlation between performance (PerfX) and own visibility (VisOwnX). 
The diagram on the right shows the correlation between performance (PerfX) and visibility of 
surrounding nodes (VisSurX). The six data points in the red ovals led to the non-significant estimate 
for surrounding visibility: two from node C, two from node H and two from node E. The six data points 
were based on a very small sample size. 
 
Figure 12: Correlation diagrams of the regression analysis 
Regression analysis after the removal of these six data points resulted in R2=0.51, F=15.831,  
α (P>0.05), β1=0.56 (P<0.05) β2=1.01 (P<0.01). 
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Neural analysis 
Performing the RBF and MLP analyses showed that the latter, with one hidden layer, normalized 
covariates, a hyperbolic tangent activation function and a sigmoid output function, led to the better 
result. The figure below shows the resulting MLP model with a sum of square error of 0.14 with 
VisOwnX and VisSurX; without VisSurX the error was 0.10. 
 
Figure 13: Resulting model from multilayer perceptron analysis 
 
Line thickness indicates the strength of the relationship. A blue line indicates a negative relationship, 
and a grey line a positive one (the arrows indicate blue lines). The result shows that VisOwnX has a 
positive impact on PerfX via the two hidden units. VisSurX has a negative impact via H(1.2) and a 
positive impact via H(1.1). The negative impact seems to be based on the negative trend shown by 
the blue line in Figure 12. Without the six data points the negative impact is removed from the model. 
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5 DISCUSSION 
To the best of our knowledge this is the first study that empirically quantifies the impact of information 
visibility on the performance of global IT service networks. Based on the literature review we defined 
two hypotheses: 
Hypothesis 1: Visibility of own performance impacts positively the performance of an IT provider. 
Hypothesis 2: Visibility of the performance of other IT providers impacts the performance of the IT 
provider less positively than visibility of own performance. 
To test the hypotheses we developed the methodology to measure performance objectively, based on 
contracts and performance data, and adapted the method of Caridi et al. (2010) to measure visibility 
objectively. As our case study we selected a global IT service network in the banking industry to test 
the hypotheses empirically. 
5.1 Summary of findings 
The literature reports that in 2009 worldwide spending on IT services was close to $900 billion and IT 
organizations are increasingly integrated into IT service networks. The IT service network under study 
shows an average visibility of 53% of own node and 27% of surrounding nodes. The performance of 
the nodes (Perf) varies between 12% and 82%, the visibility of own node (VisOwn) between 18% and 
54% and the visibility of surrounding nodes (VisSur) between 3% and 35%. During the pretest we 
discovered that reporting mechanisms such as incident reports were not available; data had to be 
downloaded from databases and processed with spreadsheet software by individual employees to 
achieve an overview of incident handling in the department. The average duration of an incident is 
three days for a high performer and more than 20 days for a low performer, as shown in Appendix B.  
 
The Pearson correlation coefficients show that performance and own visibility correlate at 0.55 
(p<0.01) and performance and surrounding visibility at 0.39 (p<0.05). There is also a correlation of 
0.52 between own and surrounding visibility (P<0.01). The regression analysis shows that the average 
performance without visibility is 0.25. Every unit increase of performance visibility of own node 
increases performance by 0.73 unit, ceteris paribus. The regression analysis also shows no 
significance for surrounding visibility. 
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However, after the removal of six data points the regression results improved significantly, producing 
R2=0.51, F=15.831, α (P>0.05), β1=0.56 (P<0.05) and β2=1.01 (P<0.01). 
 
The neural network analysis shows a significant positive impact of own visibility on the performance as 
the hidden unit (H1.2) has strong positive input and output relationships. The surrounding visibility has 
a negative impact on hidden unit (H1.1) and positive on H1.2. This indicates that the visibility of 
surrounding nodes has both a positive and a negative impact, as shown in Figure 12. The negative 
trend is caused by the six data points. 
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5.2 Conclusions 
Pearson correlation analysis supports both our hypotheses. The correlation of 0.55 supports 
hypothesis 1 and the lower, significant correlation confirms hypothesis 2. The regression analysis also 
confirms hypothesis 1, though only a small proportion of the variation is explained by information 
visibility. The regression variable for surrounding visibility (VisSurX) is not significant. After the removal 
of six data points, based on a small sample size, the R-squared increased to 0.51. We propose to 
refine the method of visibility measurement by setting constraints on standard deviations of the sample 
size between nodes. The neural network analysis confirms the results of the regression analysis. 
 
All three analyses support hypothesis 1 and, with the removal of the six data points, hypothesis 2 is 
also supported by all three analyses. These results confirm the statements on the positive impact of 
visibility on performance. Our quantitative approach bears out the qualitative findings of Van Der Vaart 
& Van Donk (2008). The measured low visibility of more distant nodes supports the recent quantitative 
findings of Caridi et al. (2010). We showed that sharing performance information in global IT service 
networks significantly improves the performance of IT organizations.  
5.3 Implications 
The confirmed hypotheses and the size of the IT service industry suggest potential improvement 
opportunities for this industry. In this information- and technology-dominated industry (Beccalli, 2007; 
Gartner, 2009a, 2009b; Wilson et al., 2010), it is remarkable that employees of the IT service network 
under study have 53% visibility of performance of their own node and 27% of surrounding nodes. Our 
results could encourage further research into the benefits of managing information and knowledge 
flows in global organizations with virtual teams (Blumenberg et al., 2009; Driedonks, Gevers, & van 
Weele, 2010; Goo et al., 2009; Poppo & Zenger, 2002). From a social science perspective the 
research has implications for organizational change (Jiacheng, Lu, & Francesco, 2010). Carefully 
selected interventions alter the level of visibility, which can trigger a series of improvement initiatives 
for this industry (Janhonen & Johanson, 2010; Weick & Quinn, 1999).  
 
Investing in information management, particularly contract-driven performance information, will benefit 
the performance of IT service networks and thus improve the competitiveness of global financial 
institutions. In particular, global teams with employees in locations with different time zones and 
different cultures should have access to performance information (Blumenberg et al., 2009). In this 
study we measured the visibility of the most essential information. Even though we have not 
researched all aspects of performance information, we assume that supporting information, like team 
objectives, resource planning, team issue lists and work processes should also be accessible and 
shared to improve performance (Caridi et al., 2009). Global teams will benefit from enhanced 
information visibility and be more able to achieve their outsourcing and efficiency objectives (Brandas, 
2010; W. Wang & Chan, 2009).  
 
The results of this research could lead to a new way of measuring performance in IT organizations, as 
51% of performance could be explained by visibility (R2=0.51 after removing the six data points). 
Performance measurement has inherent difficulties and requires considerable investments to be 
achieved successfully. Our study shows that performance visibility correlates with performance and is 
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far easier to measure. In particular, the measurement of the visibility of contracts is easy to accomplish 
and gives a fair indication of IT performance. We showed that both the scientific community and the IT 
industry can benefit from supply chain management and supply chain networks by using quantitative 
measurement methods (Caridi et al., 2009; Perego, 2009).  
 
We advocate bridging of the gap between process maturity frameworks and change theories. Process 
frameworks and process maturity frameworks, such as ITIL and CMMI for Services, contribute to the 
standardization of work processes and output. We argue that the implementation of such frameworks 
contributes to the visibility of information and performance and therefore to organizational performance 
(Niessink & van Vliet, 2000). Research in this area could lead to new theories, covering both 
organizational change and process maturity (Team, 2009). Client organizations could adopt the 
measurement methods of our study and create new possibilities for acquiring high-performing 
outsourcing partners, alongside CMMI and other process maturity appraisals (Cohen & Young, 2006; 
Hatonen & Eriksson, 2009).  
 
IT organizations should look for gaps in organizational information and improve information 
management practices, such as easy-to-use and easily accessible information cockpits, where 
stakeholders can find essential information, as for example, current team performance based on key 
metrics, including trends (Driedonks et al., 2010). Employees of IT organizations should be trained in 
the use of such information cockpits. The extremely large overrun of node J was not known by the 
employees. Based on our supported hypothesis 1, it seems worthwhile to improve information visibility 
in this node. Also the nodes C, E and I are likely candidates for improving visibility. 
5.4 Limitations 
There are various limitations to our study. First, the research covers only nodes of one global IT 
service network in the financial industry. To increase external validity, the research needs to be done 
at other banks, including other external parties. Second, external validity can be increased by 
investigating the correlations in other industries and including non-contractual aspects, such as 
customer and employee satisfaction. Third, this research uses only performance information directly 
linked to contracts, as an indicator of information visibility, following the premise of Goo et al. (2009). 
Information such as master data plans and operational plans, as defined by Caridi et al. (2010), could 
be added to supplement the measurement. Fourth, the measured visibility of each respondent is 
limited to the best-known surrounding node, which provides a limited view of the respondents’ visibility 
of surrounding nodes. Despite this limitation the results show a very low visibility of surrounding nodes 
which is in line with Caridi et al. (2010). 
 
A further limitation is the study’s dependence on logged performance information. We used incident 
management databases and several interviewees mentioned that not all incidents are logged. In 
particular, the handling of priority 1 incidents conflicts with the four minutes’ average logging time. 
Employees tend to spend this administrative time resolving the incident, rather than logging it first. 
Hence more priority 1 incidents are presumed to have occurred than were logged in the incident 
database. This tendency does not apply to cost and changes. Changes can only be carried out after a 
centralized department has approved them – a process which is controlled by a security department. 
All financial transactions at the cost centers are processed via the financial system from which the 
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research data was extracted. In this study visibility was measured cross-sectionally, which makes it 
impossible to assess the effect of the survey (Kirk, 1994; Solomon, 1949). The validity of the research 
could be enhanced by conducting a longitudinal research and correlating survey results with monthly 
logged performance figures. 
5.5 Future research 
The findings of our study suggest several opportunities for research. First, the low significance of 
surrounding visibility in the regression analysis shows that further research in this area is required. We 
propose case study research into the visibility of a number of surrounding nodes, in order to analyze in 
detail the impact on performance of the focal nodes (Caridi et al., 2009). Another potential area for 
research is to analyze the impact of focal node visibility on the performance of surrounding nodes. The 
hypothesis is that visibility on the surrounding node creates social pressure on the employees of the 
surrounding node and thus increase performance (Janhonen & Johanson, 2010). Second, our study 
shows a close link with process maturity and therefore we propose to investigate the correlation 
between process maturity and visibility. One possible research methodology is to combine 
performance visibility and process maturity measurements (e.g. CMMI) (Paulk et al., 1993). A third 
research opportunity is the relationship between performance visibility and the implementation of IT 
tooling to improve global team collaboration. One example is a dashboard which shows real-time 
performance of incident handling (Alavi & Leidner, 2001; Perego, 2009). A fourth avenue is to conduct 
research into organizational change (Janhonen & Johanson, 2010). When the performance visibility 
variable is altered deliberately, a powerful change lever could be introduced into organizational 
change (Janhonen & Johanson, 2010). The improvement of visibility may well converge expectations 
and increase focus, which should have a positive effect on IT service network performance (Ahlstrom 
& Nordin, 2006; Cheung, Wong, & Wu, 2010). 
 
From the performance perspective, research can be conducted by combining customer satisfaction, 
employee satisfaction and contractually based performance measurement. In this way the two 
measurement systems are combined to include a wider range of IT service performance (Goo et al., 
2009). Pyon (2010) has recently published work in this area. Research should also be conducted in 
other IT service networks at other companies, in the financial and other industries. Such additional 
research would lead to several improvement opportunities. First, it should lead to better supported 
hypotheses and thus more reliable results. Second, it should pave the way for more elaborate 
research methods of measuring performance and visibility. In particular, the difference in quantity and 
accuracy measurements needs to be tested more rigorously. Third, the quantitative results of the IT 
service networks under study can be compared, which could stimulate explorative research. For such 
research, more in-depth longitudinal case-study methods can be applied, promoting better 
understanding of the underlying performance improvement processes. 
 
For additional research in global networks, semi-structured interviews should also pay specific 
attention to the location of nodes, to ensure global coverage of the IT service network. Future research 
can also be carried out in the area of the relationship between performance visibility and cultural 
differences, for which Hofstede’s cultural framework (Hofstede, 1994; Jiacheng et al., 2010)  provides 
an appropriate starting point. 
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7 APPENDIX A: QUESTIONNAIRES 
7.1 Performance 
Generic questions nodes E, F and G 
1. Which customers are involved in the IT service? 
2. Which suppliers are involved in the IT service? 
3. Which IT locations are involved in the IT service? 
4. Which departments are involved in the IT service? 
 
Process managers nodes E, F and G 
5. Which Service Levels have been agreed with the customers? 
6. Is the realized performance being tracked against the agreements? 
7. How is reliability of data ensured? 
 
Generic questions nodes A, B, C, D, H, I, J, K 
8. Which customers are involved in the Infra-services? 
9. Which internal suppliers are involved in the Infra-services? 
10. Which IT locations are involved in the Infra-services? 
11. Which departments are involved in the Infra-services? 
 
Process managers nodes A, B, C, D, H, I, J, K 
12. Which Service Levels have been agreed with the customers? 
13. Is the realized performance being tracked against the agreements? 
14. How is reliability of data ensured? 
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7.2 Visibility  
Part 1.1: Agreed performance of your own group/department 
1. What (do you think) is the agreed maximum resolution time of a priority 1 incident for your 
group? 
(1 hr, 2 hrs, 4 hrs, 8 hrs, 16 hrs, don’t know) 
2. What (do you think) is the agreed maximum resolution time of a priority 2 incident for your 
group? 
(1 bus day, 2 bus days, 3 bus days, 4 bus days, 5 bus days, don’t know) 
3. What (do you think) is the agreed maximum resolution time of a priority 3 incident for your 
group? 
(1 bus day, 2 bus days, 3 bus days, 4 bus days, 5 bus days, don’t know) 
4. What (do you think) is the agreed maximum resolution time of a priority 4 incident for your 
group? 
(3 bus days, 7 bus days, 10 bus days, 15 bus days, 20 bus days, don’t know) 
5. What has been the average number of incidents per month which you have worked on in 
2010? 
(0-10, 10-25, 25-100, 100-250, 250+) 
 
Part 1.2: Realized performance of your own group/department 
6. What (do you think) is the average realized resolution time of a priority 1 incident of your 
group? 
(1-4 hrs, 4-8 hrs, 8-16 hrs, 16-32 hrs, more than 32 hrs, don’t know) 
7. What (do you think) is the average realized resolution time of a priority 2 incident of your 
group? 
(1-2 bus days, 2-3 bus days, 3-4 bus days, 4-5 bus days, more than 5 bus days, don’t know) 
8. What (do you think) is the average realized resolution time of a priority 3 incident of your 
group? 
(1-2 bus days, 2-3 bus days, 3-4 bus days, 4-5 bus days, more than 5 bus days, don’t know) 
9. What (do you think) is the average realized resolution time of a priority 4 incident of your 
group? 
(3-5 bus days, 5-10 bus days, 10-15 bus days, 15-20 bus days, more than 20 bus days, don’t 
know) 
10. How recent is your knowledge of the realized resolution time of incidents of your group? 
(1 hour-1 day old, 1 day-1 week old, 1 week- 1 month old, 1-3 months old, more than 3 
months old) 
11. What (do you think) is the average realized % of successful IT changes of your group? 
(0-20%, 20-40%, 40-60%, 60-80%, 80-100%, don’t’ know) 
12. How recent is your knowledge of the realized % of successful IT changes of your group? 
(1 hour-1 day old, 1 day-1 week old, 1 week- 1 month old, 1-3 months old, more than 3 
months old) 
13. What (do you think) is the average monthly % budget overrun/underrun of your 
department/cost center? 
(<30% underrun, 30%-5% underrun, -5 - +5%, overrun, 5-30% overrun, >30% overrun, don’t 
know) 
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14. How recent is your knowledge of the realized % budget overrun/underrun of your group?  
(1 hour-1 day old, 1 day-1 week old, 1 week- 1 month old, 1-3 months old, more than 3 
months old) 
 
Part 2.1: Agreed performance of your best known group/department 
15. Select the department/group for which you know the SLAs is best (other than your own). 
(Node A, Node B, Node C, Node D, Node E, Node F, Node G, Node H, Node I, Node J, Node 
K) 
16. Do the agreements (SLAs and OLAs) with that department differ from the agreements with 
your client? 
(only 0-20% differ, yes 20-40% differ, yes 40-60% differ, yes 60-80% differ, yes 80-100% 
differ, don’t know) 
 
Part 2.2: Realized performance of your best-known group/department 
17. What is the average realized resolution time of a priority 1 incident of that group? 
(1-4 hrs, 4-8 hrs, 8-16 hrs, 16-32 hrs, more than 32 hrs, don’t know) 
18. What is the average realized resolution time of a priority 2 incident of that group? 
(1-2 bus days, 2-3 bus days, 3-4 bus days, 4-5 bus days, more than 5 bus days, don’t know) 
19. What is the average realized resolution time of a priority 3 incident of that group? 
(1-2 bus days, 2-3 bus days, 3-4 bus days, 4-5 bus days, more than 5 bus days, don’t know) 
20. What is the average realized resolution time of a priority 4 incident of that group? 
(3-5 bus days, 5-10 bus days, 10-15 bus days, 15-20 bus days, more than 20 bus days, don’t 
know) 
21. How frequently do you receive/know the latest realized resolution time of incidents of that 
group? 
(hourly-daily, daily-weekly, weekly-monthly, monthly-quarterly, quarterly-never) 
22. What is the average realized % of successful IT changes of that group? 
(0-20%, 20-40%, 40-60%, 60-80%, 80-100%, don’t’ know) 
23. How recent is your knowledge of the realized % of successful IT changes of that group? 
 (hourly-daily, daily-weekly, weekly-monthly, monthly-quarterly, quarterly-never) 
24. What is the average monthly % budget overrun/underrun of that department/cost center? 
(<30% underrun, 30%-5% underrun, -5 - +5%, overrun, 5-30% overrun, >30% overrun, don’t 
know) 
25. How recent is your knowledge of the realized % budget overrun/underrun of that group? 
(hourly-daily, daily-weekly, weekly-monthly, monthly-quarterly, quarterly-never) 
26. What do you think is needed to increase the performance of incident handling and IT 
changes? 
<free text> 
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8 APPENDIX B: ADDITIONAL STATISTICS 
We used descriptive statistics to analyze the high and low performers based on data from the incident 
database. This shows that low performers take six times longer to handle incidents than high 
performers and have a four times higher standard deviation. 
 
Table 19: Descriptive statistics high and low time performance  
 High performers Low performers 
Mean 3.05 20.12 
Standard Error 0.05 0.36 
Median 1 7 
Standard Deviation 5.99 25.12 
Sample Variance 35.88 631.22 
Kurtosis 110.93 0.55 
Skewness 8.58 1.39 
Minimum 0 0 
Maximum 110 98 
Sum 44292 98397 
Count xxx xxx 
Confidence Level (95%) 0.10 0.70 
Closed incidents per day 96.1 32.4 
Closed Incidents per hour 12.0 4.0 
Note: Data removed in accordance with non-disclosure regulation 
 
Figure 13 shows the plotted number of incidents on an exponential time scale. We presume that 
incidents are handled according to the exponential Poisson-distribution and we therefore constructed 
a natural exponential scale for the x-axis. 
 
Note: Figure removed in accordance with non-disclosure regulation 
Figure 13: Histogram incident handling for high and low performance 
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Table 20 shows the population, the actual number of respondents and the achieved precision of the 
sample, determined by using Cochran (1977). 
 
Table 20: Number of employees, actual response and precision 
Node Employees Actual response Precision (c*) 
Node A Excluded Excluded Excluded 
Node B Excluded Excluded Excluded 
Node C 6 5 0.18 
Node D Excluded Excluded Excluded 
Node E 5 5 0.00 
Node F 6 6 0.00 
Node H 9 9 0.00 
Node I 36 26 0.09 
Node J 16 16 0.00 
Node K 37 27 0.08 
Total 108 94 0.07 
* Based on Cochran (1977) on a reliability (p) of 0.05 (lower is better precision) 
 
 
 
 
