Principal component analysis (PCA) is one of the most fundamental procedures in exploratory data analysis and is the basic step in applications ranging from quantitative finance and bioinformatics to image analysis and neuroscience. However, it is well-documented that the applicability of PCA in many real scenarios could be constrained by an "immune deficiency" to outliers such as corrupted observations. We consider the following algorithmic question about the PCA with outliers. For a set of n points in R d , how to learn a subset of points, say 1% of the total number of points, such that the remaining part of the points is best fit into some unknown r-dimensional subspace? We provide a rigorous algorithmic analysis of the problem. We show that the problem is solvable in time n
Introduction
Problem statement and motivation. Classical principal component analysis (PCA) is one of the most popular and successful techniques used for dimension reduction in data analysis and machine learning [18, 15, 9] . In PCA one seeks the best low-rank approximation of data matrix M by solving minimize M − L 2 F subject to rank(L) ≤ r.
Here ||A|| 2 F = i,j a 2 ij is the square of the Frobenius norm of matrix A. By the Eckart-Young theorem [9] , PCA is efficiently solvable via Singular Value Decomposition (SVD). PCA is used as a preprocessing step in a great variety of modern applications including face recognition, data classification, and analysis of social networks.
In this paper we consider a variant of PCA with outliers, where we wish to recover a lowrank matrix from large but sparse errors. Suppose that we have n points (observations) in ddimensional space. We know that a part of the points are arbitrarily located (say, produced by corrupted observations) while the remaining points are close to an r-dimensional true subspace. We do not have any information about the true subspace and about the corrupted observations. Our task is to learn the true subspace and to identify the outliers. As a common practice, we collect the points into n × d matrix M , thus each of the rows of M is a point and the columns of M are the coordinates. However, it is very likely that PCA of M will not reveal any reasonable information about non-corrupted observations-well-documented drawback of PCA is its vulnerability to even very small number of outliers, an example is shown in Figure 1 . Figure 1 : An illustration on how outliers impact PCA. The optimal approximation line (in dashed) of the given set of points without the evident outlier shows the linear structure of the dataset. However, when the outlier is present, the principal component (in solid) changes drastically.
Matrix formulation suggests the following interpretation: we seek a low-rank matrix L that, with an exception in few rows, approximates M best.
Input:
Data matrix M ∈ R n×d , integer parameters r and k. Task:
rank(L) ≤ r, and S has at most k non-zero rows.
PCA with Outliers
The geometric interpretation of PCA with Outliers is very natural: Given n points in R d , we seek for a set of k points whose removal leaves the remaining n − k points as close as possible to some r-dimensional subspace.
Related work. PCA with Outliers belongs to the large class of extensively studied robust PCA problems, see e.g. [21, 24, 3] . In the robust PCA setting we observe a noisy version M of data matrix L whose principal components we have to discover. In the case when M is a "slightly" disturbed version of L, PCA performed on M provides a reasonable approximation for L. However, when M is very "noisy" version of L, like being corrupted by a few outliers, even one corrupted outlier can arbitrarily alter the quality of the approximation. One of the approaches to robust PCA, which is relevant to our work, is to model outliers as additive sparse matrix. Thus we have a data d × n matrix M , which is the superposition of a low-rank component L and a sparse component S. That is, M = L + S. This approach became popular after the works of Candès et al. [4] , Wright et al. [23] , and Chandrasekaran et al. [6] . A significant body of work on the robust PCA problem has been centered around proving that, under some feasibility assumptions on M , L, and S, a solution to minimize rank(L) + λ S 0 (1) subject to M = L + S, where S 0 denotes the number of non-zero columns in matrix S and λ is a regularizing parameter, recovers matrix L uniquely. While optimization problem (1) is NP-hard [12] , it is possible to show that under certain assumptions on L and S, its convex relaxation can recover these matrices efficiently.
The problem strongly related to (1) was studied in computational complexity under the name Matrix Rigidity [13, 14, 20] . Here, for a given matrix M , and integers r and k, the task is to decide whether at most k entries of M can be changes so that the rank of the resulting matrix is at most r. Equivalently, this is the problem to decide whether a given matrix M = L + S, where rank(L) ≤ r and S 0 ≤ k. Fomin et al. [11] gave an algorithm solving Matrix Rigiity in time 2 O(r·k·log(r·k)) · (nd) O (1) . On the other hand, they show that the problem is W[1]-hard parameterized by k. In particular, this implies that an algorithm of running time f (k)·(rnd) O(1) for this problem is highly unlikely for any function f of k only.
A natural extension of the robust PCA approach (1) is to consider the noisy version of robust PCA: Given M = L + S + N , where L, S, and N are unknown, but L is known to be low rank, S is known to have a few non-zero rows, and noise matrix N is of small Frobenius norm, recover L. Wright et al. [23] studied the following model of noisy robust PCA:
Thus (2) models the situations when we want to learn the principal components of n points in d-dimensional space under the assumption that a small number of coordinates is corrupted. The study of the natural, and seemingly more difficult extension of (1) to the PCA with outliers, was initiated by Xu et al. [24] , who introduced the following idealization of the problem.
subject to M = L + S.
Here S 0,r denotes the number of non-zero columns in matrix S and λ is a regularizing parameter. Xu et al. [24] approached this problem by building its convex surrogate and applying efficient convex optimization-based algorithm for the surrogate. Chen et al. [7] studied the variant of the problem with the partially observed data. Similar as (2) is the noisy version of the robust PCA model (1), the PCA with Outliers problem studied in our work can be seen as a noisy version of (3).
Our results. Even though PCA with Outliers was assumed to be NP-hard, to the best of our knowledge, this has never been studied formally. While NP-hardness is a serious strike against the tractability of the problem, on the other hand, it only says that in the worst case the problem is not tractable. But since the complexity of the problem could be governed by several parameters like the rank r of L, the number of outliers k or dimension d of M , it is natural to ask how these parameters influence the complexity of the problem. For example, when k is a small constant, we can guess which points are outliers and run PCA for the remaining points. This will bring us to n k calls of PCA which is polynomial for constant k and is exponential when k is a fraction of n. In this paper we give an algorithm solving PCA with Outliers roughly in time |M | O(d 2 ) , where |M | is the size of the input matrix M . Thus for fixed dimension d, the problem is solvable in polynomial time. The algorithms works in polynomial time for any number of outliers k and the rank r of the recovered matrix L. Our algorithm strongly relies on the tools developed in computational algebraic geometry, in particular, for handling arrangements of algebraic surfaces in R d defined by polynomials of bounded degree.
We complement our algorithmic result by a complexity lower bound. Our lower bound not only implies that the problem is NP-hard when dimension d is part of the input, it also rules out a possibility of certain type of algorithms for PCA with Outliers. More precisely, assuming the Exponential Time Hypothesis (ETH), 1 we show that for any constant ω ≥ 1, PCA with Outliers cannot be ω-approximated in time
Our algorithm is, foremost, of theoretical interest, especially in the presense of the nearlymatching lower bound showing that doing something essentially better is next to impossible. In practice, PCA is often applied to reduce high-dimensional datasets, and for this task the running time exponential in d is not practical. However, there are cases where such an algorithm could still be useful. One example could be the visualization of low-dimensional data, where the number of dimensions, even if it is small already, needs to be lowered down to two to actually draw the dataset. Another example could be when we suspect a small subset of features to be highly correlated, and we want to reduce them to one dimension in order to get rid of the redundancy in data. This potential application is well illustrated by the popular PCA tutorial [19] , where essentially one-dimensional movement of a spring-mass is captured by three cameras, resulting in 6 features.
2 Polynomial algorithm for bounded dimension
Preliminaries
As a subroutine in our algorihm, we use a standard result about sampling points from cells of an arrangement of algebraic surfaces, so first we state some definitions and an algorithm from [1] .
We denote the ring of polynomials in variables X 1 , . . . , X d with coefficients in R by
, a sign condition is specified by a sign vector σ ∈ {−1, 0, +1} s , and the sign condition is non-empty over V with respect to P if there is a point x ∈ V such that σ = (sign(P 1 (x)), . . . , sign(P s (x))), where sign(x) is the sign function on real numbers defined as
The realization space of σ ∈ {−1, 0, +1} s over V is the set
If R(σ) is not empty then each of its non-empty semi-algebrically connected (which is equivalent to just connected on semi-algebraic sets as proven in [1] , Theorem 5.22) components is a cell of P over V .
For an algebraic set W its real dimension is the maximal integer d such that there is a homeomorphism of [0, 1] 
The following theorem from [1] gives an algorithm to compute a point in each cell of P over V .
where Q is a polynomial in R[X 1 , . . . , X d ] of degree at most b, and let P ⊂ R[X 1 , . . . , X d ] be a finite set of s polynomials with each P ∈ P also of degree at most b. Let D be a ring generated by the coefficients of Q and the polynomials in P. There is an algorithm which takes as input Q, d and P and computes a set of points meeting every non-empty cell of V over P. The algorithm uses at most
On the practical side, we note that a number of routines from [1] is implemented in the SARAG library [5] .
Algorithm
First, we emphasize on a folklore observation that geometrically the low-rank approximation matrix L is defined as orthogonal projection of rows of M on some r-dimensional subspace of R d . For the proof see e.g. [2] .
Proposition 2. Given a matrix M ∈ R n×d with rows m 1 , . . . , m n , the task of finding a matrix L of rank at most r which minimizes ||M − L|| 2 F is equivalent to finding an r-dimensional subspace of R d which minimizes the total squared distance from rows of M treated as points in
where proj U x is the orthogonal projection of x on U for x ∈ R d .
By Proposition 2, if we fix an r-dimensional subspace U containing the span of rows of L, then the outliers are automatically defined as k farthest points from U among {m i } n i=1 . In the next proposition, we give a precise statement of this.
Proposition 3. The optimization objective of PCA with Outliers for a given matrix M ∈ R n×d with rows m 1 , . . . , m n can be equivalently redefined as follows.
where S U has k non-zero rows which are k rows of M with the largest value of ||m i −proj U m i || 2 F , and L U is the orthogonal projection of the rows of (M − S U ) on U .
. . .
assuming that rows of M are ordered by descending
So for a fixed U we may determine S U easily and then solve the classical PCA for the matrix (M − S U ). The intuition behind our algorithm is that the set of k farthest points is the same for many subspaces, and solving PCA for (M − S U ) treats all these subspaces. The crucial point is to bound the number of different matrices S U we have to consider. There is of course a trivial bound of n k since S U is always obtained by choosing k rows of M . But the number of different S U is also geometrically limited, and exploiting this we are able to obtain another bound of n O(d 2 ) , resulting in the following theorem. Theorem 1. Solving PCA with Outliers is reducible to solving
instances of PCA. This reduction can be computed in the number of operations over R bounded by the expression above.
First, a note about the statement of Theorem 1. Our algorithm relies on solving the classical PCA, and since only iterative algorithms for PCA and SVD exist, we could not claim that our algorithm solves PCA with Outliers in some fixed number of operations. However, if we are only interested in solving the problem up to some constant precision, for example machine epsilon, then PCA is solvable in polynomial number of operations and so by Theorem 1, PCA with Outliers is solvable in n O(d 2 ) operations.
Proof of Theorem 1. We start with associating r-dimensional subspaces of R d with points of a certain algebraic set. Consider the matrix space R (d−r)×d , and for an element V ∈ R (d−r)×d , V = {v ij } i,j , the following polynomial conditions:
where condition Q O i,j (V ) = 0 requires rows i, j of V to be pairwise orthogonal and condition Q N j (V ) = 0 requires row j of V to have length 1. We may write all these conditions as a single polynomial condition Q(V ) = 0 by taking the sum of squares:
Thus Q(V ) = 0 if and only if each of
which is the orthogonal complement of the span of the rows of V . Since Q(V ) = 0, the rows of V are pairwise orthogonal and are of length 1. Then, the dimension of comp(V ) is r and for any point x ∈ R d the squared distance from x to comp(V ) is equal to
assuming that x is a row vector.
Each V ∈ W defines an r-dimensional subspace comp(V ) ⊂ R d and each r-dimensional subspace U ⊂ R d is of this form for some V ∈ W since there exists an orthonormal basis of the orthogonal complement of U . Then we can reformulate Proposition 3 in terms of elements of W as follows. min L,S∈R n×d rank L≤r S has at most k non-zero rows
where S comp(V ) and L comp(V ) are defined in accordance with notation in Proposition 3. Let m 1 , . . . , m n be the rows of the input matrix M ; S comp(V ) has k non-zero rows which are k rows of M with the largest value of
Now, consider the set of polynomials P = {P i,j } 1≤i<j≤n defined on W , where
Consider the partition C of W on cells over P. For each cell C, the sign condition with respect to P is constant over C, meaning that for every pair 1 ≤ i < j ≤ n, the sign of
is the same for all V ∈ C. So the relative order on
is also the same for all V ∈ C. Since ||V m T i || 2 F is exactly the squared distance from m i to V , k rows of M which are the farthest are also the same for all V ∈ C. Then S V is constant over V ∈ C, denote this common value as S C . We can rewrite (4) as
as for any (5) is still a valid choice of (S, L) for the original problem, and the optimum of the original problem is equal to the left-hand side of (5).
For a fixed C ∈ C computing right-hand side of (5) is equivalent to solving an instance (M − S C , r) of the classical PCA by Proposition 2:
By the reasoning above, the optimum of the original instance of PCA with Outliers is reached on one of the constructed instances {(M − S C , r)} C∈C of PCA. A toy example of an algebraic set W and its partitioning is shown in Figure 2 . Putting all together, our algorithm proceeds as follows.
1. Using the algorithm from Proposition 1, obtain a point V C from each cell C of W over P.
2. For each V C , compute the optimal S V C : select the k rows of M with the largest value of
3. The solution to the original instance of PCA with Outliers is the best solution among the solutions of all the constructed PCA instances. Since degrees of Q and polynomials from P are at most 4, |P| = n 2 , and the real dimension of W is at most (d−r)d, which is the dimension of R (d−r)×d ⊃ W , the algorithm from Proposition 1 does at most
operations and produces at most t points V C , and our algorithm produces one instance of PCA for each computed point. 2 We are also able to obtain a reduction to
instances of PCA by proceeding in the same manner for slightly different characterization of r-dimensional subspaces. Intuitively, now points on the algebraic set define the orthonormal basis of the subspace itself, and not of its orthogonal complement as in the previous part. Now the matrix space is R r×d , the conditions that an element V ∈ R r×d defines an orthonormal basis of size r are analogous:
Again, we may write them as a single polynomial conditionQ(V ) = 0 wherē
Consider an algebraic setW ⊂ R r×d defined as the set of zeroes ofQ(V ). Similarly, any V ∈W defines an r-dimensional subspace U ∈ R d which is the span of the rows of V . Since the rows of V form an orthonormal basis of U , for any point x ∈ R d the squared distance from x to U is equal to
The new distance formula leads to a slightly different set of polynomialsP = {P i,j } 1≤i<j≤n on W , comparing the distance from m i and from m j ,
Again, the k farthest points and the matrix S V are the same over any cell in the partition of W overP. So by the same reasoning as in the first part, it suffices to take a point V from each cell, compute the outlier matrix S V and solve PCA for (M − S V , r).
As we can choose the most effecient of the two subspace representations, we can reduce PCA with Outliers to n 2
instances of PCA. 3 
ETH lower bound
In this section we show that we cannot avoid the dependence on d in the exponent of the running time of a constant factor approximation algorithm for PCA with Outliers unless Exponential Time Hypothesis (ETH) is false. Recall that ETH is the conjecture stated by Impagliazzo, Paturi and Zane [16] in 2001 that for every integer k ≥ 3, there is a positive constant δ k such that the k-Satisfiability problem with n variables and m clauses cannot be solved in time O(2 δ k n · (n + m) O (1) ). This means that k-Satisfiability cannot be solved in subexponential in n time.
We need some additional notation and auxiliary algebraic results about rank of a perturbed matrix. For a positive integer r, we denote by I r the r × r identity matrix. For a n × m matrix A = (a ij ) and sets of indices I ⊆ {1, . . . , n} and J ⊆ {1, . . . , m}, we use A[I, J ] to denote the submatrix A = (a ij ) i∈I,j∈J and we say that A is the I × J -submatrix of A. By σ min (A) we denote the smallest singular value of a matrix A.
Let (M, r, k) be an instance of PCA with Outliers where M is an n × d matrix. We say that a pair of n × d matrices (L, S) is a feasible solution for (M, r, k) if rank(L) ≤ r and S has at most k non-zero rows. A feasible solution (L * , S * ) is optimal if M − L * − S * 2 F is minimum, and we denote Opt(M, r, k) = M − L * − S * 2 F . The following lemma is a well-known bound that follows from the early results of Weyl [22] .
Lemma 1 ([22]
). Let A and ∆ be r × r-matrices and assume that A has full rank. Then if ∆ F < σ min (A), then rank(A + ∆) = r. 3 As with W , the dimension ofW could be bounded more precisely as r(2d−r −1)/2, and with these dimension bounds PCA with Outliers reduces to Lemma 1 implies the next lemma.
Lemma 2. Let A = (a ij ) be a diagonal r × r matrix with non-zero diagonal elements and let B = (b ij ) be an r × r matrix such that for every i, j ∈ {1, . . . , r}, |b ij |/|a ii | < 1/r. Then rank(A + B) = r.
Proof. Observe that rank(A + B) = rank(I r + ∆) where ∆ = (δ ij ) is an r × r matrix with δ ij = b ij /a ii for i, j ∈ {1, . . . , r}. Then
and rank(A + B) = rank(I r + ∆) = r by Lemma 1.
We also need the following folklore observation about the norm of the inverse of a perturbed matrix; we provide a proof for completeness.
Lemma 3. Let ∆ be an r × r-matrix with ∆ F ≤ 1/2. Then rank(I r + ∆) = r and
Proof. Since σ min (I r ) = 1 > ∆ F , by Lemma 1, rank(I r + ∆) = r. Then
and we have that
where the last inequality holds because ∆ F < 1/2. Now we are ready to prove the main theorem. Proof. Let ω ≥ 1. We reduce from the Multicolored Clique problem:
Input:
A graph G with a partition V 1 , . . . , V r of the vertex set.
Task:
Decide whether there is a clique X in G with |X ∩ V i | = 1.
Multicolored Clique parameterized by r
This problem cannot be solved in time f (r) · |V (G)| o(r) for any computable function f unless ETH fails [8, 17] ). Let (G, V 1 , . . . , V r ) be an instance of Multicolored Clique. We assume without loss of generality that for i ∈ {1, . . . , r}, |V i | = n (otherwise, we can add dummy isolated vertices to insure the property; clearly, the claim that the problem cannot be solved in time f (r)·|V (G)| o(r) up to ETH remains correct) and each V i is an independent set. We denote v i 1 , . . . , v i n the vertices of V i for i ∈ {1, . . . , r} and let m = |E(G)|. We also assume that r ≥ 4.
We set a = 4(r + 1) 2 mn 2 ω and c = 9a. We define m × r matrices P = (p ij ) and Q = (q ij ) whose rows are indexed by the edges of G as follows: for every e = v s i v t j ∈ E(G),
• set q es = q et = ca,
• for h ∈ {1, . . . , r} such that h = i, j, set p ei = q ej = 0.
For e ∈ E(G), p e and q e denotes the e-th row of P and Q, respectively. We define the r × r matrix A = aI r . Let a 1 , . . . , a r be the rows of A. We construct 2m copies of A denoted by A i , A i for i ∈ {1, . . . , m}. We construct an (r + 1)m × 2r matrix M using P , Q and A i , A i for i ∈ {1, . . . , m} as blocks:
To simplify notation, we index the rows of M corresponding to (P | Q) by the edges of G and use integers for other indices. We follow the same convention of the matrices of similar structure that are considered further. We define k = m − 
Suppose that (G, V 1 , . . . , V r ) is a yes-instance of Multicolored Clique, that is, there is a clique X of G such that |X ∩ V i | = 1 for i ∈ {1, . . . , r}. Let X = {v 1
We define the m × r matrices P * and Q * by setting the elements of P and Q respectively that are in the rows for e ∈ E(G) \ R to be zero and the other elements are the same as in P and Q, that is, for e ∈ R, the rows of P * and Q * are p e and q e respectively and other rows are zero-rows. We define an r × r matrix B as follows:
that is, the diagonal elements of B are a−i 1 , . . . , a−i r and the other elements are zeros. Denote by b 1 , . . . , b r the rows of B. We construct m copies B 1 , . . . , B m of B and the (r + 1)m × 2k matrix L using P * , Q * and B i , A i for i ∈ {1, . . . , m} as blocks:
It is straightforward to verify that rank(L) ≤ r. Indeed, the rank of the each submatrix (B i | A i ) is r as only diagonal elements of B i and A i are non-zero. Also for each e = v s is v t it ∈ R, we have that p e = c(b is + b it ) and q e = c(a is + a it ), i.e., each row of L indexed by e ∈ R is a linear combination of two rows of (B 1 | A 1 ).
Let 0 be r × r zero matrix. We construct 2m copies 0 1 , . . . , 0 m and 0 1 , . . . , 0 m of 0 and define
Clearly, this matrix has at most k non-zero rows that are indexed by e ∈ R. Combining (7)- (9), we have that
where 0 is the m × r zero matrix, and Recall that S has at most k = m − r 2 non-zero rows, Hence, there is a set R ⊆ E(G) with |R| = m − k = r 2 such that the rows of S indexed by e ∈ R are zero-rows. We claim that the edges of R form the set of edges of a complete graph. More formally, we show the following. Claim 2. There are i 1 , . . . , i r ∈ {1, . . . , n} such that R = {v s is v t it | 1 ≤ s < t ≤ r}. To prove Claim 2, we need some auxiliary results. Let
We conclude that (L, S) is a feasible solution for the considered instance (M, r, k) of PCA with Outliers with
where each L i , L i , S i , S i is an r ×r submatrix of L and S respectively for i ∈ {1, . . . , m}. Since S has at most k non-zero rows and k < m, there is i ∈ {1, . . . , m} such that (S i , S i ) = (0 | 0). We assume without loss of generality that i = 1. Let P R and Q R be the R × {1, . . . , r}-submatrices of P and Q respectively, and denote by X and Y the R × {1, . . . , r}-submatrices of L m+1 and L m+1 respectively. Let
. Then, by Lemma 1 (substitute A = A 1 and ∆ = A 1 − L 1 in Lemma 1), we conclude that rank(L 1 ) = rank(−L 1 ) = rank(A 1 ) = r. Therefore, by (i), rank(L * ) = r and the first r rows of L * are linearly independent and form a row basis of L * . In particular, the rows of L * indexed by elements in R are linear combinations of the rows of this basis.
It is convenient for us to switch from the basis formed by the rows of (L 1 | L 1 ) to a more specific basis. Since rank(L 1 ) = r = rank(A), there is a unique r × r matrix Λ such that 
We have that Λ = AL 
We obtain that for every e ∈ E(G), the rows of L * indexed by e is a linear combination of the rows of Z = (A + ∆ | A) where ∆ F ≤ 2( √ r + 1) √ D . This property is crucial for the proof of Claim 2.
Let ∆ = (δ ij ). Note that we have that for every i, j ∈ {1, . . . , r}, |δ ij | ≤ 2( √ r + 1) √ D . Denote by Ξ = X − P R and Ξ = X − Q R . Let Ξ = (ξ ej ) and Ξ = (ξ ej ).
D for e ∈ R and j ∈ {1, . . . , r}.
Observe that now we can write that
To prove Claim 2, we first show the following claim.
. . , r} and s, s , t, t ∈ {1, . . . , n}, then i = i or j = j .
Proof of Claim 3. To obtain a contradiction, assume that there are i, j ∈ {1, . . . , r} and s, s , t, t ∈ {1, . . . , n} such that e = v i s v j t and e = v i s v j t are distinct edges of R. As either s = s or t = t , we can assume without loss of generality that s = s using symmetry. Let I = {1, . . . , r}∪{e, e } and J = {i} ∪ {1 + r, . . . , 2r}. We show that rank(L[I, J ]) ≥ r + 1. We can writeL[I, J ] as follows assuming that i < j (the case i > j is symmetric):
We subtract the i-th and j-th rows multiplied by c from the last two rows and obtain the matrix:
Then we subtract the last row from the previous and delete the last row:
Let also α h = ξ eh − ξ e h and β h = −β(ξ eh − ξ e h ) for h ∈ {1, . . . , r}. We subtract from the i-th row the last row multiplied by β and made the last row the first one. We obtain the following matrix:
Notice that U = W + W , where W is an (r + 1) × (r + 1) diagonal matrix. Since |c(s − s)| ≥ c > a, we have that the absolute value of each of the diagonal elements of W is at least a. Recall that |δ pq | ≤ 2(
. . , r}. This implies that the absolute value of each of the elements of W is at most 2(
By Claim 3, R has no two edges with their end-vertices in the same sets of the partition V 1 , V 2 , . . . , V r . In particular, this means that for each i ∈ {1, . . . , r}, R contains exactly r − 1 edges incident to vertices of V i . To prove Claim 2, we will argue that these edges are incident to the same vertex of V i . We need the following auxiliary claim. Proof of Claim 4. We show that for every i ∈ {1, . . . , r} and all pairs of distinct p, q ∈ {1, . . . , r} such that p, q = i, |δ pi + δ qi | < 1/8. The proof is similar to the proof of Claim 3. To obtain a contradiction, assume that for some i ∈ {1, . . . , r}, there are distinct p, q ∈ {1, . . . , r} such that p, q = i and |δ pi + δ qi | ≥ 1/8. By Claim 3, there is e = v p s v q t ∈ R for some s, t ∈ {1, . . . , n}. Let I = {1, . . . , r} ∪ {e} and J = {i} ∪ {1 + r, . . . , 2r}. We show that rank(L[I, J ]) ≥ r + 1. For this, we writeL[I, J ] assuming that i < p < q (the other cases are symmetric):
We subtract the i-th and j-th rows multiplied by c from the last row and obtain the matrix:
and let α h = αξ eh for h ∈ {1, . . . , r}. We add to the i-th row the last row multiplied by α and then make the last row the first one:
Denote by U the constructed matrix.
Recall that |δ ji | ≤ 2(
. . , r}. Since |δ pi + δ qi | ≥ 1/8 and c = 9a, |c(δ pi + δ qi ) − ξ ei | > a and, therefore, |α| < 1. Then |α h | ≤ √ D for h ∈ {1, . . . , r}. Then by Lemma 2, rank(U ) is the rank of the (r + 1) × (r + 1) diagonal matrix
≤ rank(L) = r; a contradiction. This proves that for every i ∈ {1, . . . , r} and all pairs of distinct p, q ∈ {1, . . . , r} such that p, q = i, |δ pi + δ qi | < 1/8. To show the statement of Claim 4, consider i ∈ {1, . . . , r}. Let j ∈ {1, . . . , r}, j = i, be such that |δ ji | = max{δ hi | 1 ≤ h ≤ r, h = i}. Clearly, it is sufficient to prove that |δ ji | < 1/4. For the sake of contradiction, assume that |δ ji | ≥ 1/4. Because r ≥ 4, there are distinct p, q ∈ {1, . . . , r} \ {i, j}. We have that |δ ji | ≥ |δ pi |. Hence, |δ ji + δ pi | = δ ji + δ pi if δ ji > 0 and |δ ji + δ pi | = −δ ji − δ pi otherwise. Suppose that δ ji > 0. Then because |δ ji + δ pi | < 1/8, we have 0 ≤ δ ji + δ pi < 1/8. By the same arguments, 0 ≤ δ ji + δ qi < 1/8. Because δ ji > 1/4, −δ pi > δ ji −1/8 ≥ 1/8 and −δ qi > δ ji −1/8 ≥ 1/8. Then |δ pi +δ qi | ≥ 1/4 > 1/8; a contradiction. Suppose δ ji < 0. Then |δ ji +δ pi | = −δ ji −δ pi and |δ ji +δ qi | = −δ ji −δ qi (because of the definition of j). Hence, we have that 0 ≤ −δ ji − δ pi < 1/8 and 0 ≤ −δ ji − δ qi < 1/8 and we obtain a contradiction in the same way. Now we are ready to make the final step of the proof of Claim 2.
. . , r} and s, s , t, t ∈ {1, . . . , n}, then s = s . Proof of Claim 5. To obtain a contradiction, assume that there are i, p, q ∈ {1, . . . , r} and s, s , t, t ∈ {1, . . . , n} such that s = s and e = v i s v p t and e = v i s v q t are edges of R. Note that by Claim 3, p = q. Let I = {1, . . . , r} ∪ {e, e } and J = {i} ∪ {1 + r, . . . , 2r}. We again show that rank(L[I, J ]) ≥ r + 1 using Gaussian elimination combined with Lemma 2. We writeL[I, J ] as follows assuming that i < p < q (the other cases are symmetric):
We subtract the p-th row and the q-th multiplied by c from the second last and the last row respectively and obtain the following matrix:
Let α h = ξ eh − ξ e h for h ∈ {1, . . . , r}. We subtract the last row from the previous and delete the last row: By Claim 4, |δ pi − δ qi | < 1/2. Hence, |c(s − s) + ξ ei − ξ e i − c(δ pi − δ qi )| > 0 as |ξ ei − ξ e i | < 2 √ D . We let β = a/(c(s − s) + ξ ei − ξ e i − c(δ pi − δ qi )) and define β h = −βα h for h ∈ {1, . . . , r}. We subtract from the i-th row the last row multiplied by β and then make the last row the first one: We obtain that (G, V 1 , . . . , V r ) is a yes-instance of Multicolored Clique. This proves Claim 1.
To complete the proof of Theorem 2, recall that M is (r + 1)m × 2r integer matrix and the absolute value of each element is at most c = O(r 2 mn 2 ). Therefore, the bitsize N of M is O(|V (G)| 4 log |V (G)|). Observe that, given (G, As Multicolored Clique is well-known to be W[1]-hard (see [10, 8] ), our reduction gives the following corollary based on the weaker conjecture that FPT = W [1] . We refer to the book [8] for the formal definitions of the parameterized complexity classes FPT and W [1] . Note that ETH implies that FPT = W [1] but not the other way around. 
