We demonstrate the suitability of a hydrodynamic description of the dynamics of a dense planetary ring considering as an example the viscous oscillatory instability. For the successful application of hydrodynamics the transport coefficients must be known as functions of surface mass density σ and the granular temperature T of the ring material. We arrange scaling laws for these quantities and use parameters determined from particle simulations of a planetary ring. With such a preparation, the theory predicts an oscillatory instability of a dense ring: waves of radial wavelengths λ ≈ 100m...200m evolve, driven by the combined effects of viscous momentum flux and Coriolis force. These predictions are confirmed by direct particle simulations: wavelengths of the unstable modes, their growth rates, as well as the properties of the eigenfunctions of the perturbations. This success bears the hope to explain a class of so-called fine-structure in Saturn's rings, which are poorly understood to date. The experiments of the Cassini-spacecraft in orbit around Saturn offer the unique chance to identify the predicted density features by analyzing the imaging and occultation data.
Introduction
Since the advent of space exploration in the second half of the 20th century the knowledge about and interest in planetary rings surrounding the giant planets of our Solar system increased dramatically. Before this time Saturn's rings had been considered as a beautiful but unique whim of nature. When James Elliot and his team observed a stellar occultation of Uranus in 1978 they found an unexpected significant reduction of the starlight intensity definitely away from the planet itself: The Uranian rings were detected. The exciting discoveries of the rings of Jupiter and Neptune by the Voyager space-probe then marked the beginning of a new branch of planetary sciences -the systematic study of planetary rings. It became clear that rings are common to giant planets just like their pronounced satellite systems. The planetary rings we observe in the Solar system have many physical properties in common with accretion disks around stars, proto-planetary disks, and with galactic disks.
Among the four ring systems Saturn's rings are by far the largest, most diverse and impressive ones. They show most of the features observed in the ring systems of the other giant planets, for instance narrowly confined rings (ringlets), as the F ring, or the ringlets in the Huygens or the Encke gap (see Fig. 2 ), akin to the rings of Uranus or Neptune. The faint dusty rings of Saturn (E -, G-, and F ring, not visible in the images) bear some resemblance to the rings of Jupiter, or dusty strands in the Neptunian system. Apart from all similarities, Saturn's main rings are unique in their appearance. While the rings of Uranus can be characterized as narrow rings among wide gaps, the rings of Saturn are rather the opposite: narrow voids among extended dense rings.
The large extent of the rings of Saturn, as well as their wealth of structure, is best adumbrated in the Cassini images ( Fig.1 and 2 ). The rings span a distance of about 80,000 kilometers, almost from Saturn's cloud tops at a distance of 60, 300 km from the planetary center, to the outer edge of the A ring at 137, 000 kilometers. In contrast to the huge lateral extent the vertical thickness of Saturn's rings is probably on the order of 100 meters only, perhaps even smaller. Thus, planetary rings are about 1000 times thinner than a razor blade, probably the flattest cosmic structures known to date.
The amazing flatness is a result of frequent dissipative collisions among the ring particles. Imagine a particle which is displaced out of the mean ring plane and released into an inclined orbit. Such a grain must cross the ring plane twice, and thus, it will probably suffer collisions with the other ring particles. In this way the vertical component of the relative speed between the ring and the displaced particle is damped out efficiently. The damping settles at a velocity . Here, G is the gravitational constant, M the mass of the planet, and a is the semi-major axis of the particle orbit between collisions. With this "random walk" speed the ring particles can only travel a few diameters out of the plane during one orbital period resulting in the amazingly low ring thickness, depending on the mean size of the ring particles. A hydrodynamic justification of this effect is given in Section 2.3.
The Saturnian main rings are composed of macroscopic particles ranging in size from micrometers to house-sized boulders. In the range of a few centimeters to a few meters the sizes of the ring particles satisfy approximately a power law distribution n ≈ (D 0 /D) 3 (D 0 -reference size), this size window being responsible for the optical properties of the dense A and B rings of Saturn. First measurements of the size distribution have been performed using the Voyager main gain antenna (RSS-experiment) and have been confirmed by stellar occultation data [15] .
Spectral investigations using Voyager-, Hubble-Space Telescope (HST), and recently by the Cassini data (UVIS, VIMS, CIRS) point to an icy composition (water ice contaminated with silicates) of the particles in the main rings. The mechanical properties of such "dirty", frost-covered ice at low temperature have been studied in the laboratory [5, 42] . It was found that small impact speeds, on the order of millimeters to centimeters per second, may lead to a fairly high energy loss in a collision, yielding restitution coefficients considerably smaller than one. The coefficient of restitution is defined as the ratio of the normal components of the A density wave (lower left corner of the image) excited by the Saturnian moon Prometheus and a bending wave caused by the moon Mimas, in an image taken with the Cassini-cameras. Bending waves are vertical distortions of the mean ring plane generated by an inclined orbit of the satellite. This causes a wave-like warping of the ring visible for the Cassini cameras. Right: Two density wave trains excited by the moon Janus (left and stronger wave) and shepherd Pandora (faint wave in the right part of the image). This image was processed using the UVIS-occultation data (described in the text).
relative velocity of the colliding particles after and before the collision, so that g N = g N . Visco-elastic particle models [6, 41] can be used to fit the function (g N ) in the velocity range of mm/sec to a few cm/sec found in the experiments. The contact dynamics of the particle collision may crucially influence the dynamics, transport processes, and the stability of the rings. In this paper we will use hydrodynamic balance equations to investigate ring instabilities. For more information on the kinetic theory of planetary rings we refer to the original papers [44, 18, 39, 3, 1, 2, 20] .
Dissipative collisions together with ring-satellite interactions, both causing radial transport of material and angular momentum, as well as cosmic erosion due to micrometeorites limit the life time of planetary rings to 10 7 ...10 8 years only. This is considerably smaller than the age of the Solar system, and thus, rings have probably not formed simultaneously with the planets and their satellites. The particulate nature, the composition of the rings, and the rapid cosmic erosion of the ring matter, all point to a relatively "recent" catastrophic disruption of a parent body -for instance a comet [10] or a satellite of the system [8] . Imagine that the comet Shoemaker-Levi 9 would not have hit the planet Jupiter but one of its icy satellites and shattered itself as well as the target satellite. The debris would form a particle cloud of an initially small radial and azimuthal extension. However, the small systematic differences in orbital velocity (Keplerian shear), radially across the particle cloud, would lead to a quick azimuthal spreading of the material. In this scenario a power law size distribution is expected with a few large remainders of the catastrophic disruption, which are almost of the order of the size of the parent bodies. This means, it is very likely that a rare number of moonlets in the size range of tens of meters to kilometers may exist among the majority of centimeter to meter-sized ring particles. The only example known to date is the satellite Pan in the Encke division of Saturn's A ring.
The armada of outer satellites as well as embedded moonlets modify the particle density of the rings with their gravity. The most impressive examples of disk satellite interactions are density and bending waves, originated by an interplay between the gravitational forces and the Coriolis force -structures which can be understood using hydrodynamic models. Waves are excited at resonances of outer satellites, locations in the ring where the orbital frequencies of the ring particles and the perturbing satellite form an integer ratio. This causes the gravitational perturbation to occur always a the same phase of the particle orbit, pumping up in this way eccentricities or inclinations, which leads finally to the wave excitation.
The left part of Fig. 3 shows an image taken with the Cassini cameras (imaging-sub-system, abbreviated as ISS) of such waves excited at the 12:11 resonance of the satellite Prometheus and the 5:3 vertical resonance of Mimas (a larger icy satellite farther away from the main rings). The vertical excitation of the ring due to Mimas generates a bending wave which is a vertical warping of the whole ring plane. The grazing sun light then casts shadows onto the ring plane which are nicely visible in the left panel (upper right corner) of Fig. 3 . Unlike bending waves, density waves are periodical modifications of the ring density. An example is seen in the lower left corner of Fig. 3 . The image has a spatial resolution of about 290 m per pixel. The right part of the figure shows two density wave trains recorded in an occultation experiment of the ultra-violet imaging spectrometer (UVIS) of Cassini. With this technique the light of a star shining through the ring is measured with the UVIS-photometer producing a one dimensional scan with a high resolution of about 10 meters only. The scan has been processed to show a ring-like appearance. These waves are generated by the satellites Janus and Pandora.
Apart from these perturbed regions and the corresponding structures, it is possible that structure may form through instability of the ring flow. Instabilities may bear the chance to explain the tiniest structures observed by Voyager and by Cassini in Saturn's rings. The instabilities are closely related to the transport properties of dense rings. A main topic of this review are the differences of the transport in a planetary ring from force free granular ensembles or granular matter under terrestrial conditions.
In the next section a brief description of the kinetic theory of granular matter and the related hydrodynamic approach is given. The stability of planetary rings is discussed in Section 3. Some consequences are adumbrated in the Conclusions.
Hydrodynamic description of dense rings

Elements of kinetic description
The analytical approach perhaps best suited for a description of the collisional dynamics of a planetary ring is the kinetic theory for dense systems of hard spheres. It is based on Boltzmann's equation for the evolution of the one particle distribution function f ( r, v, t), extended by Enskog to include effects of the finite particle volume [7, 28] .
The ultimate goal of the kinetic theory is to derive evolution equations for the mean density n(m, r, t), momentum m n(m, r, t) u(m, r, t), and energy T of the system (T -granular temperature; Boltzmann's constant is normalized to k B = 1). The Boltzmann equation employs aspects as different as the purely mechanical and deterministic two-body interaction of particles and probabilistic assumptions on the distribution function (DF) and the statistical properties of the particle ensemble. Boltzmann defines the one particle DF so that
is the number of particles of mass m at time t in the volume increment d 3 r about r and the velocity increment d 3 v about v. The 6N -dimensional space spanned by the coordinates r i and velocities v i of all N particles in the system is called Γ-space in statistical mechanics. In contrast, the one-particle phase space ( r, v) is called µ-space. The increment d 6 µ = d 3 rd 3 v is assumed to be small compared to the variations of macroscopic properties of the system but sufficiently large to contain a large number of particles. Additionally, a variable particle mass (adhesion and disruption of particles) can be taken into account. The distribution function can then be regarded as a smoothly varying function of the coordinates m, r and v, and the time evolution of f is governed by the Boltzmann equation
denotes the acceleration due to external forces. One might also expect a term containing the mass variationsṁ, but such changes only arise in particle collisions (by e.g. fragmentation or adhesion [40] ), which enter the collision term. Furthermore, in the following we consider only unbreakable identical hard spheres so that a collision does not change the particle number.
Perturbations arising from the gravitational forces of the ring on the ring particles and those exerted by the numerous satellites orbiting outside or embedded in the rings are important for the structure formation in dense planetary rings. The outer forces can be written as
including the gravity fields of the planet, the rings, and perturbing satellites, V P , V D , and V S , respectively. The gravitational potential is governed by the Poisson equation
with the mass densities ρ D of the ring and ρ P the planet, respectively, and the masses M S of the perturbing satellites. Dissipative forces F Dust , relevant for small particles (O(1µm)), are the Lorentz force, radiation forces and plasma-dust interactions (drag). Since we focus on the main rings consisting of macroscopic particles larger than a few centimeters in size, these effects are not considered in this review.
In the next section we give a sketch of the construction of the collision integral responsible for the establishment of the equilibrium and the transport processes in planetary rings.
The collision integral
In analogy to the master equation in statistical physics, the collision integral expresses the balance, [7] ,
of the number of particles scattered into (G) and those scattered out (L) of the phase space element d 6 µ under consideration. In order to specify these numbers, the following assumptions are beneficial i) "molecular chaos" apart from collisions;
ii) the ring particles form a dilute gas -i.e. collisions are binary;
iii) the ring particles are inelastic hard spheres.
Assumptions i) and ii) guarantee independent motions of all particles -apart from the collision itself. Thus, the two-particle distribution function can be written as
In other words, higher correlations do not play a role in a dilute gas. The second condition further means that the size of the particles D is negligible compared to the mean free path l , i.e. the location of the collision is well characterized by a point r.
Assumption iii) permits to simply describe the collision dynamics via the cross-section σ c = D 2 /4 and the coefficient of restitution
which measures the damping of the normal ( k) component of the relative velocity between the colliding partners g = v 2 − v 1 . The unit vector k labels the direction connecting the centers of either particles and the prime characterizes the post-collisional values.
With these assumptions, the number of collisions between particles per unit time can be written as
At this rate particles are leaving the interval d 6 µ 1 so that the expression for the loss L is found after the five dimensional integration over the velocities v 2 of the collision partners and over the sphere d 2 k. The gain term looks similar, with the only difference that one has to find pre-collisional conditions ( g * ; k) which lead to a scattering into the considered interval d 6 µ 1 . For this purpose, the normal relative impact velocity has to be larger to compensate the damping caused by the dissipation
Additionally one has to consider a pre-collisional phase space volume which is larger by the factor
than that for the loss; in this way we account for the dissipation in the system. 
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Having these differences in mind, the gain term looks like relation (10) 
so that the balance (7) reads now
The notation f * 1 is used to denote in short f ( µ * 1 ). The Heaviside function Θ g · k guarantees that only particle pairs are taken into account which are in the process to collide.
The integral (12) does not take into account the finite size of the particles D which become important for Knudsen numbers k n = D/ l ≈ 1, i.e. if the size D becomes comparable to the mean free path of the ring particles (assumption ii) is lifted). In such a case, the arguments of the function f of the collision partners must be taken at their true centers. So f 2 ( r) is replaced by f 2 ( r − D k) and correspondingly the gain term f *
accounting for an increase of the collision frequency caused by the reduced volume available for the particle motion. With these factors and the modified arguments, the Enskog collision integral reads
In this equation a serious complication appears which we will only reference for completeness. The Enskog factor Y E depends on the particle number density, i.e. on one of the moments of the DF f . This means that mathematically we have to deal with a functional in the integrand of an integro-differential equation. Usually an average value Y E [ n ] is taken which characterizes the whole system in order to avoid this considerable mathematical difficulty.
Hydrodynamic balances
The next step in the derivation of the macroscopic equations is to take mean values, derived from the one-particle DF f ( µ)
Here Φ( r, v) stands for certain physical quantities of a particle, e.g. the mass m or momentum m v. The corresponding collisional changes of the mean nΦ are obtained by applying the operator d 3 v Φ( r, v)... to the collision integral (12) to give, [28] ,
For the balances of mass and momentum this integral vanishes because in the model of hard, unbreakable spheres the particle number and momenta are not altered by the collision. With the definitions of mean values and their collisional changes one can formulate a general evolution equation for the mean of Φ( r, v) based on the kinetic equation (12) or (14) ∂nΦ ∂t
Then, for Φ = m; m v and 
The substantial derivative is defined by D Dt := ∂ t + u · ∇, and the particle number density n, the mean velocity u and the granular temperature T are given by
The crucial link is obtained by the constitutive relations -the connection between the momentum and energy fluxes, P and Q, and the gradients ∇ρ, ∇T , and
where the mass density is ρ = mn. These relations are necessary in order to properly close the system (17)- (19) . A term appearing in granular matter is the dissipation rate due to the inelasticity of the collisions
The constitutive relations are derived, for instance, by expansions of f about the quasiequilibrium (f 0 -Maxwellian). One method is found by the Chapman-Enskog expansion, carried out with respect to the thermodynamic "forces" -the gradients of the macroscopic state-variables: ∇n; ∇ u and ∇T . In this context, the zeroth and the first order approximations are named after Euler and Navier-Stokes, respectively. From the latter, e.g. the shear viscosity η can be derived.
In the next subsection, we will employ an empirical method [19, 21] in order to motivate a dependence of the shear viscosity η = mnν on the above state variables, rather than retracing very technical expansions of f or alternative approaches of comparable complexity.
Constitutive relations
The link between kinetics and hydrodynamics is given by the closure of the system of equations: i.e. the connection between the gradients ∇ u and ∇T and the related fluxes of momentum P (stress tensor) and energy Q. Linear relations -the Fourier and the Newton law -
correspond to the Navier-Stokes order of the Chapman-Enskog expansion [28] . As mentioned above, the linear coefficients, heat conductivity κ and the shear viscosity, η, can be deduced from kinetics by performing the Chapman-Enskog expansion up to the Navier-Stokes order (linear in ∇T and ∇ u) yielding Eqs. (23) and (24) . The bulk viscosity arises in a dilute system if rotational or vibrational degrees of freedom are taken into account in the DF f ( r, v, ω), or, in a dense system as a consequence of the finite particle volume [7] . In general, in a granular gas expressions are obtained for the viscosity η and the heatconductivity κ that differ considerably from those that are appropriate for a planetary ring. This means, that the form of the transport coefficients depends on the physical conditions of the system under consideration. This is different from fluid dynamics, where the transport coefficients are material properties. The major reason of the complexity in the case of granular matter is the lack of a clear separation between the interparticle scale D, the mean free path l , and the spatial dimension on which the state variables experience a considerable change. In the case of ordinary gases, or fluids, these length scales are separated by orders of magnitude. In granular gases and in dense planetary rings they may be all of the same order of magnitude. In view of the crucial differences between granular and usual molecular gases, we follow here the strategy by Hwang & Hutter [21] , who deduced relations for the transports using dimensional arguments for dense granular matter. We give an expression for the shear viscosity η and analogous relations for the bulk viscosity ζ and the heat conductivity κ.
Planet
Before presenting the procedure, we discuss the different contributions to the transports illustrated in Fig. 5 . There are basically two processes transporting energy and momentum over a characteristic radial distance l c . One is given by the mere "free" motion of a particle crossing an arbitrary radial location labeled here by the dashed line L. The particle carries momentum and energy over the characteristic radial distance, which is the mean free path in this case l c = l . This transport is simultaneously related to a transfer of matter crossing the line L. In the dynamics of planetary rings it is called the local contribution because the small distance of particle centers at the moment of the collision is not taken into account. In the literature on the kinetics of dense hard spheres the related transport is called molecular. The second process is transport of momentum and energy from particle center to particle center in a collision, over one particle diameter l c = D. In this case the transports are not related to mass transfer or particle motions, rather to internal stresses of the particle material. In the planetary community this transport contribution has been named non-local, in the literature on hard sphere kinetics it is labeled collisional transfer.
We introduce a rectangular coordinate system r = x e x + y e y + z e z , co-rotating with the ring material at a given radial distance r 0 from the planet. The radial coordinate x = r − r 0 is measured from r 0 radially outward and the y-axis points in the direction of a circular orbital motion ( e y = e φ , see Fig.5 ). This coordinate system is advantageous if small spatial distances are considered, i.e. |x| r. Using the Keplerian frequency Ω(r) = GM/r 3 we can then linearize the Keplerian velocity field u(r) = Ω(r) r e y in powers of x, so that
where Ω 0 = Ω(r 0 ). In what follows we restrict attention on axisymmetric ring configurations, so that all variables only depend on x.
The local transport is characterized by the amount of (angular) momentum transported radially outward by particles. Due to the systematic shear each particle coming from smaller distances to Saturn carries a bit excess momentum compared to those revolving further away from the planet. The coefficient of viscosity is defined as the factor of proportionality between the stress P xy and the shear rate −(3/2)Ω 0 . In order to estimate the number of particles crossing the line L per time unit we assume a given mean free path l and a dispersion velocity c = √ T , which will be specified later. The momentum density is given by p = m n(x) v(x) e y , so that the flux of momentum in the x−y component reads P xy ≈ c∆p, where the excess of momentum ∆p has to be calculated for the characteristic transport length l c = l . This momentum excess is obtained by expanding the momentum density and recalling that
implying for an unperturbed disk with ∂ x n(x) = 0
Recalling the dynamic viscosity η to be the factor of proportionality between momentum flux P xy and shear rate −(3/2)Ω 0 we are left with the classical expression
where ω c = c/ l is the collision frequency. For the local kinematic viscosity ν = η/ρ we recover the expression
However, this expression for the local viscosity is valid only for dense systems. In dilute systems the curved motion of particles between collisions has to be taken into account. In addition, the adjustment of the scale hight of a planetary ring with the velocity dispersion, or equivalently, the dependence of the collision frequency ω c on the density, or on the optical depth of the ring, has to be considered. The optical depth is defined as
To fix ideas we employ a Gaussian vertical profile. It can be derived from the stationary isothermal vertical (z) momentum balance
and the equation of state
to give finally
if the velocity dispersion c is assumed to be constant. With this the optical depth can be written as
in which the half-thickness of the ring is defined by
and the surface number density is given by n s = 2 n(0) H . With the latter the surface mass density is defined by σ = mn s . It is worth mentioning that the half-thickness of a planetary ring H is only about a few typical particle diameters, i.e. only a few meters compared to hundred-thousands of kilometers in lateral direction. Thus, in the following vertically integrated quantities will be considered 2 : mass density σ (optical depth τ ), pressure p, pressure tensor P, and transport coefficients η, ζ, and κ. As a consequence of this averaging the pressure p (dynamic viscosity η) measures a force (momentum) per unit length instead per unit area. Furthermore, only dimensional analyses are performed which will reproduce the results of very technical expansions of the kinetic equations [18, 3] with a rather simple treatment.
With the values (32)-(36) let us reconsider the expression for the kinematic shear viscosity from Eq. (31) ν ≈ ω c l
2
. First we estimate the collision frequency ω c , which can be approximated as the number of collisions per unit time
This is a very important result because the collision frequency ω c does not depend on the granular temperature c ∝ √ T due to a vertically balancing disk with H ∝ c/Ω. This is an important difference between usual gases/granular gases in a force-free environment and those composing a Keplerian disk around a central body. The second difference comes from the expression for the mean free path l which, under force-free conditions, diverges for n → 0. This is not the case for particles orbiting a central body. Since particles move on Keplerian ellipses their radial motion is principally restricted. Thus, the maximal radial excursion which a particle can make in the co-moving coordinate system is the epicyclic length l max ≈ c/Ω. Thus, in the dilute limit we obtain for the kinematic local viscosity
This expression can be combined with equation (31) to yield, [18] ,
The nonlocal contribution to the kinematic viscosity is somewhat simpler to describe (see Fig. (5 c)) . Instead of the mean-free path l , the transports have to bridge only the particle diameter D. Thus, instead of c l one may write ω c D 2 in Eq. (29), and then obtains with (38) 
This expression can easily be understood: the number of particles per unit area and time crossing L is nc, that fraction laying directly on this section is obtained by multiplying with a factor D/ l so that we have ncD/ l = nω c D. The second factor D comes from the expansion to obtain ∆p yielding finally Eq. (41) for the nonlocal kinematic viscosity.
Equations (40) and (41) can be combined into one equation for the total kinematic shear viscosity
with A and B as weighting factors.
For the purposes of a stability analysis (presented in Section 3) we will use a power law
for the vertically integrated dynamic viscosity. Expression (43) is then assumed to be valid locally in the vicinity of a given optical depth τ 0 , where the slope β can be regarded as constant. Consequently, only small or moderate deviations of the optical depth τ = τ − τ 0 can be treated (τ 0 -optical depth of the steady state). In a similar way, local and nonlocal contributions can be derived for the heat conductivity and the pressure, [7] , to give
with a constant C κ and
For the bulk viscosity ζ we simply assume the same functional dependence as for the shear viscosity but weighted with a factor C ζ
One term is left to be specified in the hydrodynamic equations -the granular cooling or dissipation rate. For mere translational motions this cooling is given by
where in force-free cases one obtains γ ∝ (1 − 2 )c 3 because ω c ∝ c. The latter dependence is different in cosmic disks due to the height adjustment explained above so that for planetary rings it follows
Finally, we include effects of self-gravity of the ring material using the solution of the Poisson equation for a thin disk. Assuming axisymmetry and ρ(x, z) = σ(x) δ(z) the Poisson equation (5) reduces to
For a surface mass density σ(x) ∝ exp[ı k x] the solution is straightforward, [4] ,
Stability of dense rings
A classical problem of ring dynamics is the stability of the ring flow. It addresses dynamical processes on time-scales that are small compared to the secular viscous evolution of the disc. Naturally, small perturbations of the stationary state are unavoidable (for instance through the gravitational force of the satellites of the planet). The question of stability theory is whether the perturbed ring will return to the stationary state, i.e. whether the ring is stable with respect to the perturbation, or, if the perturbation will grow. In the latter case the stationary state is called unstable. If the flow is unstable, the stationary state is destroyed by perturbations of arbitrary smallness. It will eventually be replaced by another configuration which is stable, and, in general more complex and structured. A strong motivation for the stability analysis of planetary rings was certainly the wealth of radial structures of Saturn's rings revealed by the Voyager observations and topped by the amazing Cassini images. However, many of these features are not correlated to external perturbations (i.e. satellites). This lack of an explanation in terms of external perturbations 3 stimulated the search for mechanisms of intrinsic instability, that could produce at least part of the observed structure. Prominent models proposed in the literature are the diffusion instability [25, 24, 45] , ballistic transport models [11, 13, 9, 12] , transport related to electromagnetic effects on small grains [17, 16, 38] , viscous overstability [36, 37, 33, 35] , or instability of the radial shear profile due to a certain dependence of shear stress on the shear rate of the flow [43] .
In the following section we give a brief account of the stability analyses of a thin granular disk in terms of the diffusion instability, also called viscous instability in the literature ( [25, 24, 45] ), and viscous overstability ( [36, 37, 33, 35, 34] ).
Linear Instability Analysis
Mathematically, unperturbed planetary rings can be modeled by the system of coupled, nonlinear, partial differential equations (16)- (19) , and the closures (23)- (24), (44)- (45), that describe the evolution of average properties of the flow, such as mass density, radial and tangential momentum, and the energy of the particles' random motion.
Usually the approximation of a thin disk is applied, i.e. a vertical integration is applied and the balance equations (16)- (19) are written for the surface mass density σ. The pressure and the transport coefficients are then vertically integrated quantities. We write the state variables as one vector, reading in our case
so that the set of model equations can be written in a compact form as
We assume the ring in a stationary state that is perturbed. The stationary state Ψ 0 is characterized by zero time-derivatives, so that
We are interested in the time evolution of a tiny deviation from the stationary solution
The dimensionless parameter δ is introduced to keep track of different orders of Ψ 1 when equation (54) is inserted in (52). At the level of linear stability it is not necessary to fix δ except that it is chosen sufficiently small so that orders δ 2 can be neglected. Using relation (53) we obtain for the first order in δ
where ∂F is the Jacobian matrix of the right-hand side F of equation (52) ∂F
For simplicity we restrict ourselves to axially symmetric perturbations and use the reduced radial coordinate x = r − r 0 . The value r 0 may be chosen to correspond to a given region in Saturn's rings, in which we are particularly interested.
If the Jacobian does not depend on t and x then equation (55) has solutions of the form
with the amplitude vector ψ (k)
, the real wavenumber k, the complex growth rate s (the symbol ı denotes the imaginary unit). Equation (55) then reduces to the eigenvalue problem
whereM (k) is the Jacobian matrix ∂F in Fourier space. The eigenvalue problem has nontrivial solutions s satisfying the 4-th order polynomial dispersion relation
The linear instability of the stationary solution Ψ 0 is determined completely by the eigenvalues s j . Since equations (52) are real, the coefficients of the dispersion relation (59) are also real. Consequently the eigenvalues s j are either real or they come as complex conjugate pairs.
If the real parts of all eigenvalues are negative for all values of the wavenumber k, then the stationary state Ψ 0 is stable. If at least one eigenvalue has a positive real part for a range of wavenumbers k, then the stationary state is unstable. The analysis of the eigenvalues of the 4-th order dispersion relation (59) is given in [35] and results are compared with direct particle simulations in [33] . The thermal excitations of the system are found to introduce no qualitatively new effects. They merely shift stability boundaries and modify growth-rates accordingly. To display the principles it suffices to consider an isothermal ring which leads to a considerable simplification of the analysis.
Isothermal Systems
For constant granular temperature the phase space is given by the surface mass density σ(x) and the velocities u(x), v(x). In this case the matrix of the eigenvalue problem readŝ
with the derivative p σ = ∂p/∂σ and g = 2πG. Here all quantities (ν, ζ, c 0 , Ω 0 , p σ ) are constants, characterizing the stationary state. For the dependences of shear-and bulk-viscosities on the surface density a parameterization ∝ τ β is assumed. We obtain the dispersion relation, first given in [36] ,
of third order in the complex growth-rates s. We discuss the solutions in terms of the parameter
labeling the density dependence of the kinematic viscosity. The value of β is fixed for a given system but it would vary for different ring regions depending on the background surface mass density. The dispersion relation has one real solution and a pair of complex conjugate roots. 
Viscous instability
The real solution of the dispersion relation (61) reads
corresponding to the so-called viscous instability. These modes become unstable for
The physical picture is that radial diffusion of material is directed towards enhancements of density, so that any density fluctuation is amplified. Equation (42) does not allow for β < −1 for a constant dispersion velocity c. However, if the equilibrium velocity dispersion is a decreasing function of optical depth τ , then the condition for viscous instability can in principle be fulfilled for an intermediate range of values of the optical depth. The dependence of the total shear viscosity on τ could qualitatively look like in Fig. (6) . In this case, if the particles are sufficiently elastic to maintain a fairly high dispersion velocity, for small optical depth the local component of the viscosity is dominant, but will decrease rapidly with increasing τ . The nonlocal component of the viscosity becomes dominant for large optical depth. For a ντ vs τ relation as shown in Fig. (6) all ring regions with optical depths between roughly 2 and 4 would be viscously unstable. The ring would evolve into a number of radial bands with a bimodal distribution of optical depth. It must be noted, that the scenario of viscous instability requires rather drastic assumptions on the elastic properties of the particles [25] , which are probably not fulfilled in Saturn's rings.
Viscous overstability
Besides a real solution the dispersion relation (61) has a pair of complex conjugate solutions
characterizing viscous overstability. The criterion for instability is in this case
with the kinematic shear viscosity ν and the kinematic bulk viscosity ζ.
In contrast to the viscous instability, viscous overstability is indeed observed in direct particle simulations for parameters that are realistic for the dense parts of the Saturnian ring system. Axisymmetric oscillating structures form spontaneously and start to grow exponentially. Eventually the growth of the amplitudes slows down and the amplitudes saturate. The wavelengths of the modes are typically on the order of 100 particle radii and the oscillation frequency is close to the Keplerian frequency (see imaginary part of equation (64)). The oscillations soon transform into traveling waves.
To investigate the stability properties theoretically we need to fix values for ν and ζ. To this end values for the unperturbed transport coefficients have been determined in direct particle simulations of a planetary ring [33] . For a description of the simulation method see [46, 29, 30, 31, 32] . In these simulations the fluxes of momentum and energy were tabulated for a system of identical meter-sized particles with a velocity dependent coefficient of restitution given by the relation
where g N is the normal component of the impact speed g. This relation was found in laboratory measurements with water ice by Bridges et al. [5] , giving a value of g c = 0.077mm s −1 . These simulations were carried out without direct particle self-gravity to suppress the simultaneous appearance of the so called gravitational wakes to study overstability separately. Gravitational wakes are non-axisymmetric structures that form by the tidal disruption of temporarily gravitationally bound clusters of particles (see Fig. (9) for simulational examples). One main effect of self-gravity would be an increase of the collision frequency of the particles. This effect has been taken into account by using in the particles' equations of motion an increased frequency of vertical oscillations Ω z /Ω > 1 compared to the Keplerian frequency. This amounts to an effective inclusion of the disk's mean self-gravity into the vertical component of the planet's gravity. The result is a flattening of the ring and an increase of the collision frequency similar to the one of direct self gravity. Results for the transport coefficients determined from the simulations are shown in Fig. (7) . For details see [33] .
Using values from Fig.(7) [33], theoretical growth-times of viscous overstability from the dispersion relation (61) and from a 4th-order dispersion relation of a non-isothermal hydrodynamic model have been compared to the growth-times of viscously overstable modes determined in direct simulations [35] .
The comparison is shown in Fig. (8) . The simulations were carried out for an enhanced vertical frequency Ω z = 3.6Ω. The plots on the left are for a system with τ = 1 those on the right for τ = 2. The upper panels show the areas of overstability in the plane spanned by the wavelength and the parameter β. The dashed horizontal line marks the value of β that was actually realized in the simulations, determined from the τ dependence of the viscosity of the unperturbed system (Fig. (7) . The 10-folding times for the amplitudes of oscillations are plotted in the lower panels as functions of the wavelength. Two cases are considered: the isothermal (dashed lines) and the non-isothermal (solid lines) model. 10-folding times of overstable modes observed in simulations are plotted as diamonds. Crosses correspond to the decay-times of stable modes that were imposed to the system with the initial values. In general a good agreement is found between the non-isothermal model and the simulations. In addition to the growth-times the correct stability boundary, on the order of 100m, is predicted by the theory. The properties of the eigenfunctions for the perturbed values (σ, u, v) have also been confirmed by numerical experiments [35] , and a weakly nonlinear analysis [34] has demonstrated the amplitude saturation and preference of traveling waves in the nonlinear state.
For the case of direct particle-particle gravity overstability generally coexists with the nonaxisymmetric so-called gravitational wakes [30, 32] . Gravitational wakes form spontaneously due to gravitational instability as a result of the competing effects of the clustering of ring particles due to self-gravity and disruption by shear. They are the analogues to spiral arms of a galactic disk [23] . The plot shows a series of simulations, each after the evolution of 50 orbital periods. The simulation parameters are τ = 1.4 ; σ = 840kg m −2 and Ω = 2 · 10
. The four rows correspond to different internal particle densities and particle radii. The values are given in the plot titles in SI -units. In order to keep τ and σ constant, particle numbers in the range N = 15, 000...60, 000 had to be simulated. Left column: Ring plane seen from above. The length in x-direction is about 580m and in y-direction 230m. The planet is in −x . Depending on the internal particle density wakes or overstability become dominant. For the densest particles (upper row of Fig. 9 ) Fourier analysis of the surface density field reveals a small but hardly visible amplitude of axisymmetric overstable modes.
In Saturn's dense main rings both types of structure, oscillations due to overstability and gravitational wakes, are expected to appear simultaneously. They might offer an explanation for the small scale structure found in the spacecraft images [27] and the density profiles obtained from occultation experiments [14] .
Conclusions
One of the major problems in the understanding of the behavior of granular matter is the derivation of a set of universal macroscopic equations. Difficulties arise from the lack of a separation of the scales involved: the interaction length, which is of the order of the granule size D, the mean free path l and those spatial scales relevant for changes of the state variables like density, velocities, and granular temperature. While in molecular gases these scales differ by orders of magnitude, they may be comparable for granular matter. Although kinetic theory can be formulated for granular gases and the corresponding moment equations can strictly be derived, problems arise in the formulation of the necessary closure of the system -the constitutive relations. Constitutive relations have to be re-derived for a given physical situation. For example, the transport coefficients for force-free granular matter [22, 26] differ substantially from those of Keplerian disks.
We have demonstrated a successful application of hydrodynamics, modeling the oscillatory instability in dense planetary rings -the so-called viscous overstability. The requirement for this success is a careful analytical and numerical study of the transport processes in a dense planetary ring. With this preparation we obtained good agreement between the theoretical stability analysis, based on the hydrodynamic equations (17)- (19) and (23)- (24), and direct particle simulations. This result cannot be applied directly to proto-planetary disks, however, a careful re-derivation of transport coefficients must be carried out before.
Our studies suggest that viscous effects may play a role in the formation of small scale structures in Saturn's rings. A unique chance to detect these structures is offered by the Cassini mission. For a search of instabilities three of the 12 different sub-systems aboard the spacecraft are suitable: The imaging-sub-system (ISS), and the occultation experiments carried out with ultra-violet-spectrometer (UVIS) and the radio gain antenna (RSS). Especially the UVIS-occultations should provide the density profile of the rings at a radial resolution of about 10 meters only. This provides a solid statistical base to search for oscillations in the range 100 to 200 meters. Nevertheless, the requirements of the theoretical predictions pose a challenge to the analysis of the Cassini data. Particle diameter, particle mass, particle mass density Ω, Ω z Keplerian frequency, vertical frequency f, f 0
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