A set of tasks has to be scheduled on three processors and each task requires that a set of the processors be available for a given processing time. The objective of the problem is to determine a nonpreemptive schedule with minimum makespan. The problem is known to be NP-hard in the strong sense. A normal schedule is such that all tasks requiring the same set of processors are scheduled consecutively. We show that, under a certain (uniform) probability distribution on the problem instances, in more than 95% of the instances the best normal schedule is optimal when the number of tasks grows to infinity. For the hard cases it is shown that the relative error produced by the best normal schedule is bounded by 45-. This result improves the bound of 4 known in the literature and the improved bound is shown to be tight.
I. Introduction
In classical scheduling problems, with typical applications in production scheduling, each task requires for its processing a single machine. However, several scheduling problems exist which cannot be modeled in the framework of the classical scheduling problems. Consider for instance the school timetabling problems, in which the tasks are lectures and the resources needed by each task are teachers and classrooms; the scheduling of parallel computer systems, in which the tasks are programs and each task requires a set of processors; or the scheduling of projects in which each activity must be carried out by a group of people. In all these cases each task requires for its processing a given set of discrete resources. In recent years this type of scheduling problems have gained considerable attention, namely problems in which each task requires a set of dedicated resources (see [2] [3] [4] [5] [6] [7] 13, 9, 12, 10] ).
In this paper we study a scheduling problem on three dedicated processors, in which each task requires a specified set of processors. We assume that no precedence constraints exist among the tasks. The problem is to find a nonpreemptive schedule of the tasks which minimizes the maximum completion time, that is the makespan. The problem, according to the three-field classification of [14] , is classified as P3]fixlCmax and has been dealt with in [4] in which in particular it was shown to be NP-hard in the strong sense and the concept of normal schedule was introduced. Normal schedules are such that all tasks requiring the same set of processors are scheduled consecutively and are of interest for several reasons. They are simple to obtain, are easy to implement and minimize the waste of time due to changes in the use of the resources. The best normal schedule can be obtained in linear time.
For the analysis of normal schedules, we adopt the graph theoretical formulation of the problem given in [2] , where the more general problem with any number of processors has been studied. The problem becomes that of finding an extension of the graph which represents the conflicts among the tasks to a comparability graph whose maximum weighted clique has minimum value. Using this formulation we present a simpler, and comprehensive, proof of some results of Blazewicz et al. [4] which identify a set of instances in which the best normal schedule is optimal. Assuming a certain uniform probability distribution on the problem instances, it is shown that, when the number of tasks grows to infinity, more than 95% of the instances belong to this set and thus are recognized as solvable in linear time. For the hard cases, one can see that the shortest processing time (SPT) and the longest processing time (LPT) heuristics are not very effective. (An obvious lower bound on their worst-case error is 3.) On the contrary, we prove that the best normal schedule is much better as regards its worstcase error which is shown to be bounded by 45-. This result improves the bound of 43 given in [4] and the improved bound is shown to be tight. It is remarkable that already the simplest heuristic based on the processor assignments (that is, the best normal schedule) has much better worst-case performance than schedules based on processing times. On the other hand, as it often happens in related problems, refinements in the partition of tasks may lead to further improvements. Such a heuristic, with performance ratio 7, has been recently developed by Goemans [10] .
The paper is organized as follows. In Sections 2 and 3 the problem definition and its graph theoretical formulation are given, respectively. In Section 4 the class of polynomial instances is defined through a set of simple inequalities on the processing times and the probabilistic analysis on the density of the polynomial instances is presented. Finally, in Section 5 the approximation result for the best normal schedule is shown. An alternative (more involved) proof which seems to have a wider range of applications is given in the Appendix.
Problem definition
Assume that a set .Y-" = {T1 .... , Tn} of tasks which need to be processed is given, with no precedence constraints among the tasks. A set ~ = {P1,Pz,P3} of three processors is given such that each processor Pj is always available and can be used by at most one task at a time. Each task ~ requires a nonempty set ~(Ti)C_ .~ of processors for a processing time equal to Pi. We say that the tasks Ti and Tk are in conflict if they share at least one processor, that is if ~(Ti)fq ~(Tk) ¢ O. The total processing time of the tasks requiting the same set of processors will be denoted by pa, where d is the set of the indices of the required processors. For instance, p12 is the total processing time of the tasks requiring the simultaneous availability of processors P1 and P2. We denote by s~ and by c~ = si + Pi the time at which the processing of task Ti begins and ends, respectively. A schedule of the tasks is a set {si[ T~ E ,Y--} of starting times. The problem consists in finding a schedule which minimizes the maximum task completion time, that is the makespan. We consider only those schedules which are locally optimal in the sense that each task is scheduled at its earliest starting time provided that the schedule of the other tasks is fixed. Moreover, without loss of generality, we ignore the set of tasks which require all the processors, as these tasks can be scheduled at the beginning of any schedule without influencing the solutions.
Graph theoretical formulation
In order to make the paper self-contained, in this section we recall the graph theoretical formulation given in [2] for the general problem with any number of processors. (For an introduction to graph theory and perfect graphs, the reader is referred to standard texts such as [ 11, 1 ] .)
A graph ~ = (V,E) can be associated to each problem instance, where V is associated with the set of tasks and E is the set of edges which represent conflicts among tasks. An unordered pair (i,j) is an edge, (i,j)CE, if and only if Ti and Tj are in conflict. The graph ~ is called constraint graph. The weight Pi is associated to vertex i.
As all tasks which require the same set of processors are mutually in conflict, the subgraph induced by them in the constraint graph is a clique. Therefore, according to the definition of composition graph (cf. e.g. [11] ; the operation in question is sometimes called substitution in the literature), the constraint graph of the problem can be represented as the composition graph ff = ff6(cgl, cg2, cg3, ~12, cg13, (6~23), where cgi is the clique of the tasks which require processor Pi and cgij is the clique of the tasks which require processors P~ and ~. The graph c~6 is shown in Fig. 1 is which will be the orientation of each edge (Ti, Tj) E E. In [2] it was shown that if (~ admits a transitive orientation (i.e. is a comparability graph), then to any of its transitive orientations we can associate a schedule whose makespan is equal to the value of the maximum weighted clique of f~. As the maximum clique weight in ff is a lower bound on the problem, all the solutions found in this way are optimal. In this case, the problem can be solved in polynomial time. If (~ is not a comparability graph, the problem can be redefined as that of finding an augmentation of ff to a comparability graph, obtained by adding edges to if, such that the value of the maximum weighted clique is as small as possible.
Graph theoretical formulation:
Find an augmentation of cg to a comparability graph (~+ such that the value of the maximum weighted clique is minimum.
We denote by M* such a minimum value, which coincides with the minimum makespan. In [4] it has been shown that the problem on three processors is NP-hard in the strong sense. Thus, in general the constraint graph ff is not a comparability graph. In fact, recalling the above composition formulation of (#, we note that, while all cliques can be obviously transitively oriented, the graph (~6 cannot and hence is not a comparability graph. However, if a single edge is added in (~6 between one vertex A and one vertex B or between two vertices A (see the notation of Fig. 1 ), the resulting graph ~+ admits a transitive orientation and the composition graph (~+= ~+(c6~1,c~2, c~3,c~12, c6~13, c6~23) is a comparability graph. In general, the optimal comparability graph which extends f# is not a composition graph of this form. We define normal schedule a schedule associated to such a transitive orientation of fq+ which is obtained by composition from a transitive orientation of (¢+. In scheduling terms, a normal schedule has all tasks requiring the same set of processors scheduled consecutively and therefore corresponds to the definition of normal schedule given in [4] .
Polynomial instances
In the previous section we mentioned that, if the constraint graph is a comparability graph, the problem can be solved in polynomial time. A number of classes of polynomial instances, which do not necessarily generate a comparability graph, were identified in [4] by means of a specific proof for each of the classes. We show here that a simple and comprehensive proof can be given for all the classes, based on the above graph theoretical formulation. In all cases, a normal schedule is optimal. Throughout, we denote by Cm~x the maximum weight of a clique in a constraint graph f#. ProoL The result follows from recalling that f~+ + = (~6 ((~1, (~2, (~3, (~12, (~13, (~23) is a comparability graph and that Cmax is a lower bound on M*. Thus, under the hypothesis, the minimum makespan is M* = Cmax which is found in O(n) time by calculating Cmax = max{p I + piE q_ p13, p2 -k-p12 q_ p23, p3 _+_ p13 q_ p23, pl2 + p13 + p23}.
[] Thus, if the makespan of the best normal schedule is equal to Cm~x, then it is optimum. In particular, if a f#~-exists in which the new clique generated by the addition of one edge has weight less than or equal to any clique of ~6, then M* = Cmax. For instance, adding one edge between vertex A1 and vertex A2, a new clique is generated whose vertices are A1,A2 and B12. If the weight of this new clique is less than or equal to the weight of any clique of the original f#, the hypothesis of Theorem 1 is satisfied. However, observing that the conditions (Ca) are implied by the combinations of the conditions (c3), and the conditions (c3) by the conditions (cl), it follows that the only effective conditions are the (cl) and the (c2), for a total number of nine conditions, obtained by varying the indices of the processors.
In order to evaluate the strength of the above conditions, we assume a probability distribution on the set of problem instances and evaluate the probability that at least one of the conditions which identify a polynomial instance holds. We consider the following probabilistic model:
• Each set of processors is equally likely to be assigned to each task (i.e., Prob(~(Ti) = {Pj})= Prob(~(Ti)= {Pj,Pk})= 1) for all i,j,k with l<<j<<,n, 1<~, k~<3, j # k) and the processor assignment is done for each task independently of the others.
• The processing time Pi of each task Ti can take one of the values h,t2 ..... ta and there is a fixed probability distribution such that Prob(pi = tr) = q,, 1 <~r<~a, independently of the other tasks.
Theorem 2. In the above model, the probability that none of the conditions (C 1 ), (C2), Proof. Notice first that the distribution of tasks among the (6~1 and cgjk is fairly uniform (each of them contains approximately the same number, n/6 + O(v/-n), of tasks). Thus, the six inequalities of type (c2) can hold with a very small probability only, because the expected value of the right-hand side is about half of the value of the left-hand side. Therefore, we concentrate on the three inequalities of type (cl). In this way we shall obtain a lower bound which will be asymptotically the same as the probability to be computed. If no (cl) is satisfied, then we have
(I)
In order to evaluate the probability of (1), we have to investigate relationships among three random variables pt and three random variables pjk. We introduce a different probabilistic model, equivalent --for our purposes --to the original one, which allows us to use only three random variables. Given the n/3 + o(n) tasks of a set c~1 LJ cg23, (~2 I--J(~13, or cg3 [.--)(~12, and keeping in mind that in each set (~1 U(~jk the probability that a task requires one (or two) resources is ½ (independently of the resources of the other tasks), in the new model the processing time of each task will take one of the values tl ..... ta,-tl ..... -ta and the probability distribution is such that Prob(pi = tr)= ½qr and Prob(pi = -tr) = ½q,, independently of the other tasks. The positive processing time identifies a task which requires one resource, while the negative processing time identifies a task which requires two resources. It follows that
:= ~

Pi = pl _ p23
TtEc~IU~23 and therefore we can consider only three variables = pl _ p23, q = p2 _ pl3, ( = p3 _ p12.
Thus, we calculate the probability that the following system of three inequalities is satisfied:
rt+~-~ > O.
Obviously, each Pi has zero mean. If each set cgl U (~jk had exactly n/3 elements, then the pi would have the same variance, which we now denote by tr 2. Let nl := Ic4t UCgjkl for l = 1,2, 3, {j, k, l} = {1,2, 3}. We disregard the cases where the difference of some nl and n/3 is larger than o(n), as the probability of such an event is exponentially small. In the remaining cases we consider each ordered triple (nl, n2, n3) separately, and also fix the nt tasks belonging to the set cg t U cgjk, for l = 1,2, 3. We are going to show that, for each such choice of triples and task distributions, the conditional probability of (2) tends to the asserted value. To avoid too complicated notation, we keep the symbols 4, r/, ( but from now on their meaning will also include these restrictions; hence, for each of them, the random experiment consists of deciding whether the tasks are assigned to one or two processors. The main advantage of these assumptions is that under them the random variables 4, r/, and ( become independent. Observe further that they are almost identically distributed (within a multiplicative factor 1 + o(1) as n gets large). Proof. In order to evaluate the probability, we transform to polar coordinates. We denote by T the correspondence between ~3 and the space f2 = (0, +c~) x (0, x) x (0,2tt) of (p,~k,O). (1) As n tends to infinity, the best normal schedule is optimal for about 95.613% of the problem instances.
Claim 1. As n ~ cx~, the distribution of each of 4, rl, ( tends to the normal distribution with zero mean and variance
Prob((x, y,z) ~ a~)= f f L f(x, y,z)dxdydz = f f i 1+0
An approximation result
On the basis of the graph theoretical formulation of the problem, the optimal solution has to be found in the space of the comparability graphs with minimal sets of edges which extend ~. In this section we investigate suboptimal solutions obtained if the search for the solution is restricted to the comparability graphs ~+, that is to normal schedules. Proof. The assertion can be proved by different methods. Here we give a short argument; an alternative (more involved) approach which seems to have a wider range of applications is presented in the Appendix.
We aim at proving the inequality 12N* ~<5(p 1 + p2 + p3) q_ 10(p12 + p13 -k-p23)~< 15M* from which the assertion follows. The right-hand side is implied by the fact that pl + p12 + pl3, p2 + pl2 + p23, p3 + p13 + p23 are lower bounds on M* as each of them is the weight of some clique in the constraint graph. To prove the left-hand side, we consider the six new graphs f¢+, three of them having type AA (created by drawing an edge between two vertices A, cf. This result improves the bound of 4 given in [4] for the best normal schedule. The following example shows that the bound of ~ is tight.
Example. Consider a problem instance with an odd number n = 5 + n' of tasks. The required sets of processors are ~(T1) = {P1,P2}, ~(T2) = {P1,P3}, ~(T3) = {P2,P3}, ~(T4) = {P1}, ~(Ts) = {P2}, and ~(Ti) = {P3}, for i = 6 ..... n. The processing times are pi = pl, for i = 1,2, 3, pi = 2P t, for i = 4, 5, and Pi = 2p'/n I, for i = 6 ..... n. It can easily be seen that an optimal solution can be obtained with M* = 4p 1, by partitioning the tasks requiring processor P3 in two sets of equal size and scheduling, for instance, one set before and one set after the task T2. Moreover,
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as the addition of any one new edge of ~6 generates a clique whose weight is 5p p, it follows that N* /M* = 2"
Conclusions
In this paper we studied a scheduling problem with dedicated processors by means of a graph theoretical approach. The best normal schedule, in which all tasks are scheduled consecutively, can be found in linear time. Although the problem is NP-hard in the strong sense, we showed that the best normal schedule is optimal in more than 95% of the problem instances generated under a uniform distribution, when the number of tasks grows to infinity. Moreover, for the hard cases the best normal schedule has a worst-case bound of ~ on the relative error. This bound is shown to be tight and improves the previous bound of 4 known in the literature.
In the paper we only investigated the case in which no precedence constraint is defined among tasks. The case in which precedence constraints exist would require a separate investigation, because only in simple situations can the obtained results be generalized easily. If, for instance, precedences exist only between tasks belonging to the same clique, the results on the polynomial instances and the approximation result for normal schedules still hold.
The graph theoretical formulation (Section 3) leads to many further questions. Some related results concerning complexity and approximation on particular classes of graphs are presented in [8] . In order to obtain a final contradiction, we distinguish among four cases, according as the value of t is attained in (A.3)-(A.5), or (A.6) in the definition of t.
Case of (A.3): Some of the Bij (1 ~<i < j~<3) has weight zero in c~-. Therefore, (A.7) cannot hold, by Claim A.1.
Case of(A.4): Some of the Ai (1 ~i~<3) has weight zero in fg-and a contradiction similar as in the case of (A.3) follows.
Case of (A.5): The leftmost equality of (A. contradicting the rightmost side of (A.7).
Case of (A.6): Assuming, e.g., t = pl _ p23, we obtain N*(f~-) ~< (p-)l + (p-)2 + (p-)12 = pl + p2 + p12 _ 5t 
