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Abstract 9 
This paper presents a new one-dimensional (1D) second-order Runge-Kutta discontinuous 10 
Galerkin (RKDG2) scheme for shallow flow simulations involving wetting and drying over 11 
complex domain topography. The shallow water equations that adopt water level (instead of 12 
water depth) as a flow variable are solved by an RKDG2 scheme to give piecewise linear 13 
approximate solutions, which are locally defined by an average coefficient and a slope 14 
coefficient. A wetting and drying technique proposed originally for a finite volume MUSCL 15 
scheme is revised and implemented in the RKDG2 solver. Extra numerical enhancements are 16 
proposed to amend the local coefficients associated with water level and bed elevation in order to 17 
maintain the well-balanced property of the RKDG2 scheme for applications with wetting and 18 
drying. Friction source term is included and evaluated using splitting implicit discretization, with 19 
a physical stopping condition to ensure stability. A number of steady and unsteady benchmark 20 
tests with/without friction effects are considered to demonstrate the performance of the present 21 
model. 22 
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1. Introduction 25 
Free-surface flows with a vertical scale that is much smaller than the horizontal dimensions 26 
may be mathematically described by the shallow water equations (SWE). In recent years, 27 
there have been increasing interests in developing robust numerical schemes for solving the 28 
shallow water equations for different engineering purposes [1-10,15-17,19-28,30-36,40-53] 29 
and Godunov-type schemes [18] have experienced a vigorous development in the last two 30 
decades (see [30,33,41] for informative reviews). A Godunov-type method generally solves 31 
the conservative form of the SWE and introduces the hyperbolic wave pattern to the 32 
discretization scheme (i.e. approximate Riemann solver [31]) to compute inter-cell fluxes. 33 
Numerical oscillations appearing in those high-order schemes [18,31] are controlled by 34 
incorporating a slope limiting procedure [37]. To cope with complex domain topography in 35 
practical simulations, various mathematical and numerical techniques have been proposed to 36 
effectively discretize the bed gradient source term and achieve well-balanced schemes (e.g. 37 
[1,2,22,24,34,26,27,42] and the references therein). Lots of real-world applications also 38 
require a model to be able to handle repeatedly wetting and drying over irregular domain 39 
topography [3-10,15-17,19,21,23,25,35,36] and to correctly represent friction effects [9,35 40 
,40,52]. These are the current active research topics in computational hydraulics and are 41 
investigated in this work in the context of a discontinuous Galerkin Godunov-type scheme. 42 
 It is not trivial to design a numerical approach to handling wetting and drying as it is 43 
essentially a moving boundary problem where the wet/dry interface continuously evolves 44 
along the problem domain. Various techniques have been reported to model wetting and 45 
drying, mainly in the family of the finite volume methods. Brufau et al. [6,7] presented a 46 
numerical technique that temporarily modifies ground elevation to approximate wetting and 47 
drying for both steady [6] and unsteady flows [7]. In [7], a numerical technique was 48 
implemented to control negative depth and eliminate the mass error by locally modifying the 49 
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flow variables in those cells with negative water depth (the flow variables in the direct 50 
neighbours of these cells might be also affected). Audusse et al. [1] initiated the work 51 
towards a general strategy for wetting and drying that avoids effective but sophisticated 52 
numerical treatments. The authors’ method of hydrostatic reconstruction is becoming 53 
increasingly popular and has been extended by Liang and Marche [35], and other researchers 54 
(e.g. [4,25,26]). Other finite volume wetting and drying algorithms include the work by 55 
Begnudelli and Sanders [3], Casulli [10] and Nikolos and Delis [23]. Efforts have also been 56 
made to include friction effect in a wetting and drying algorithm for more practical hydraulic 57 
simulations (e.g. [9,35,36,40,52]). 58 
 Runge-Kutta (RK) Discontinuous Galerkin (DG) methods have recently gained 59 
popularity in solving the SWE [5,8,15,20-22,28,32,43-49] due to their many advantages over 60 
the spectral finite volume (e.g. WENO schemes [55,57]) and the traditional finite element 61 
methods (i.e. continuous Galerkin method [56]). A DG space discretization naturally 62 
combines the well-established finite element theory (i.e. employing locally compactly-63 
supported shape functions) with those desirable finite volume tools (e.g. slope limiter, 64 
Godunov-type fluxes) for fluid computation [11,12,14,32]. It converts the system of 65 
conservation laws (e.g. the SWE) into a finite number of time-dependent systems of ordinary 66 
differential equations (ODE), which are then integrated by an explicit Runge-Kutta (RK) time 67 
integration method, in order to locally store and evolve the finite element degrees of freedom 68 
[11-14]. The solution may be of an arbitrary order of polynomial approximation in each 69 
element and fall discontinuous over inter-elemental boundaries. Therefore, RKDG methods 70 
preserve mass perfectly as the finite volume methods do, and meanwhile, have further 71 
appealing properties, e.g. ease to achieve high-order accuracy [12], scalability for parallel 72 
implementation [14], straightforward setup towards a well-balanced scheme [22,32] and 73 
suitability for adaptive discretizations with hp-refinement [46,47]. However, a main 74 
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disadvantage, compared with the conventional finite element and spectral methods, is that the 75 
RKDG methods normally involve a larger number of degrees of freedom, which 76 
consequently demands higher computational costs and stricter stability requirement based on 77 
the CFL condition (see [54-57] for details). This however is compensated by the inherent 78 
local structure of the method that facilities parallel computation. 79 
Few attempts have been devoted to the issue of wetting and drying in the context of a 80 
DG local approximation. Bokhove [5] used a transient moving-mesh method to locate the 81 
wet/dry interface. Ern et al. [15] proposed a less complicated fixed-mesh approach based on a 82 
slope modification technique. But like the scheme presented by Brufau et al. [7], the method 83 
required addition of water mass (i.e. removal of negative water depth) to ensure depth 84 
positivity. Another slope adaptation technique, which conserves mass, was recently delivered 85 
by Bunya et al. [8] by employing the thin water layer approach (i.e. to introduce small water 86 
depth in the dry cells to prevent direct calculation of wet/dry interface). The technique was 87 
also adopted by Gourgue et al. [21]. However, introduction of thin water depth into the 88 
computation essentially violates the momentum conservation and may therefore degrade the 89 
accuracy of a numerical method [8,31] (this approach also requires a careful treatment to 90 
avoid unphysical fluxes in dry areas [8]). To the writers’ best knowledge, no attention has yet 91 
been paid to the discretization of friction source term in the context of an RKDG method 92 
involving wetting and drying. 93 
In this paper, an alternative wetting and drying algorithm, which further considers the 94 
friction effects, is designed for a second-order RKDG model (RKDG2) [20,22]. The non-95 
negative reconstruction of the Riemann states, suggested by Liang and Marche [35] for a 96 
MUSCL-type scheme [50], is extended to the RKDG2 framework. In order to preserve the 97 
well-balanced property in the presence of wet/dry fronts, extra local amendments are made to 98 
the linear projection of the topography data [22] and the coefficients defining the RDKG2 99 
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local linear approximate solution. The friction source term is discretized using a splitting 100 
implicit approach that independently applies to both the average and the slope coefficients. 101 
The new RKDG2 scheme provides accurate predictions for frictional flows over complex 102 
topographies with moving wet/dry interfaces and ensures non-negative water depth and mass 103 
conservation. 104 
2. Shallow water equations (SWE) 105 
The SWE for long-wave propagation may be derived by integrating in depth the 3D Reynolds 106 
averaged Navier-Stokes equations by assuming negligible vertical particle acceleration and 107 
thus hydrostatic distribution. Including bed slope and friction effects, the SWE may be 108 
adequate for describing a wide range of 1D/2D shallow flow problems. In recent years, it has 109 
been generally accepted that the use of the surface water elevation ( ),x tη  instead of the 110 
water depth ( ),h x t  as a flow variable in the mathematical shallow water model may lead to a 111 
well-balanced numerical scheme that preserves the solution of lake at rest at the 112 
computational level [24,26,34,35]. Furthermore, adopting η  as a flow variable improve the 113 
quality of a slope limiting process for RKDG methods [22,32]. In a matrix form, the 1D 114 
conservation laws of the nonlinear hyperbolic SWE may be written as [24,35] 115 
U F St x+ =       (1) 116 
In which, [ ],U   qη Τ= . ( ),q x t  is the unit-width discharge. ( ) ( ) ( ), ,x t h x t z xη = +  with 117 
( )z x  being the ground elevation. ( ) ( ) ( ), , / ,u x t q x t h x t=  is the depth-averaged velocity. t  118 
and x  denotes, respectively, the time and space coordinate. 119 
( )2 2, / 2 / 2F   q q h g zη η Τ = + −   is the flux vector such that J F/ U= ∂ ∂  has two real 120 
eigenvalues 1,2 u cλ = ±  and two associated real eigenvectors 1,21 ,1,2e   λ Τ =    where c gh=  121 
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is the shallow wave speed and g  is the gravitational acceleration. Obviously, the system is 122 
strictly hyperbolic if 0h ≠  [31]. b fS S S= +  is the vector containing the bottom topography 123 
and friction source terms. [ ]0 ,bS   bS Τ=  with 0bS g Sη=  and 0 /S z x= −∂ ∂ . 0 ,fS   fS Τ =    124 
where f fS C u u= −  with 
2 1/3/f MC gn h=   and Mn  being the Manning’s roughness 125 
coefficient. 126 
3. RKDG2 scheme with wetting and drying 127 
Following, a general review of the RKDG2 scheme is firstly presented for solving the 1D 128 
SWE. Then the new wetting and drying algorithm is proposed, followed by the discretization 129 
of the friction source term. 130 
3.1 An overview of the RKGD2 method 131 
The 1D domain, on which the governing equations are solved, has a length of L and is 132 
divided by the interface points 1/ 2 3/ 2 1/ 20 ... Nx x x L+= < < < =  into N  uniform intervals 133 
(cells). The size of an arbitrary cell [ ]1/ 2 1/ 2;  i i iI x x− +=  is 1/ 2 1/ 2i ix x x+ −∆ = −  and the nodal 134 
point is at ( )1/ 2 1/ 2 / 2i i ix x x+ −= + . When solving the conservation laws of the SWE (1) using a 135 
finite element Galerkin method, a thk order approximation of the flow variables 136 
( ) ( ) ( ), , , ,hU   h hx t x t q x tη Τ=     is sought, which belongs to the finite dimensional space 137 
( ){ }:
i
k
h iIV p p P I= ∈  and ( )k iP I  is the polynomial space in iI  of degree at most k [13]. 138 
The approximation gives ( )1 thk +  order of accuracy in space. In order to derive the RKDG 139 
discretized governing equations, a test function h hv V∈  is introduced to (1), which is then 140 
integrated over iI . Subsequently, integrating by part the flux derivative term gives a weak 141 
form to (1) 142 
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( ) ( )( ) ( )( )
( )( ) ( )( )
1/ 2 1/ 2 1/ 2 1/ 2, ( ) , ( ) , ( )
, ( ) , ( )
h h h
h h
U  F U F U
F U  S U  
i
i i
t h i h i i h iI
h hI I
x t v x dx x t v x x t v x
x t v x dx x t v x dx
+ + − −
∂ + − −

=

∫
∫ ∫
 (2) 143 
A finite number of local basis functions are introduced using the 2L - orthogonal basis of 144 
Legendre polynomials [12] on iI  to locally expand the flow variables. The expanded flow 145 
variables are then substituted into the weak formulation (2) and a test function is chosen to 146 
specifically coincide with a basis function. As a result, the DG space discretisation of (1) 147 
reduces to an independent system of ODEs for the expansion coefficients [22]. In this work, a 148 
second-order accurate scheme is considered for practical simulations and only two degrees of 149 
freedom (i.e. 1k = ) are required [22]. Therefore, at each cell, the local linear approximate 150 
solution ( ),hU x t  is determined by two polynomial coefficients { }0 1( ), ( )U Ui it t , i.e. 151 
( ) ( ) ( )0 1, ( ) 2 ( )hU U U /                
i
i i i iI
x t t t x x x x I= + − ∆ ∀ ∈   (3) 152 
where 0 ( )Ui t  is the vector of the averaged flow variables at the cell centres and 1( )Ui t  153 
contains the corresponding slope coefficients. The degrees of freedom { }0 1( ), ( )U Ui it t  are 154 
stored and evolved locally in each cell, starting by the L2-projection of the initial conditions 155 
( ) ( ,0)0U Ux x=  onto the local Legendre basis [12]. The initial values of averaged and slope 156 
coefficients for flow variables and the topography function ( )z x  are given by (refer to [22] 157 
for further details) 158 
1/ 2 1/ 2( ) ( )0,1
2(0) i ix xi + −±= 0 0U UU  and 1/ 2 1/ 2( ) ( )0,1 2i iz x z xiz + −±=   (4) 159 
Hence, ( )z x  is expanded locally using the same interpolation basis function but with constant 160 
scalar averaged and slope coefficients, i.e. 161 
( ) ( ) ( )0 12 /
i
h i i i iI
z x z z x x x x I= + − ∆ ∀ ∈                  (5) 162 
The local bed slope source term is then obtained by differentiating (5) with respect to x, i.e. 163 
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( )
1
1/ 2 1/ 2
0
2 ( ) ( )
i i
i i i
hI I
z z x z xdS z x
dx x x
+ −−
= − = − = −
∆ ∆
    (6) 164 
The above treatment of bed topography term automatically preserves the well-balanced 165 
solutions for wet-bed applications without any necessity for extra numerical or mathematical 166 
treatments [22]. 167 
The detached ODEs ( 0,1 /Uid dt ) for the degrees of freedom are then spatially 168 
approximated by the discrete operators 0,1Li  169 
( )0,1 0,1 0,1 0,1 0,11 1/ , ,U L U U Ui i i i id dt − +=      (7) 170 
These local operators may be referred to as DG2 operators and, by choosing the correct 171 
Gaussian local points, written as 172 
0 0 1
1/ 2 1/ 2
1 ( , )bL F F S Ui i i i ix z
x
+ −
 = − − − ∆ ∆
% %       (8) 173 
1 1 1 1
1 0 0 0 0
1/ 2 1/ 2
1 1
0 1 0 1
3
, ,
3 3 3 3
3
, ,
6 3 3b b
U UL F F F U F U
U U
                S U S U
i i i i
i i i i i i i
i i
i i i i
z z
z z
x
x
z z
+ −
    
= − + − + + − − −    ∆     
    ∆ 
− + − −     
     
% %
  (9) 174 
The local approximate solution can fall discontinuous at the interface points 1/ 2ix +  and 1/ 2ix − . 175 
Therefore, the fluxes therein ( )( )1/ 2 ,hF U ix t±  are replaced by the Godunov-type numerical 176 
fluxes ( )1/ 2 1/ 2 1/ 2,F F U Ui i i− +± ± ±=% %  as in a finite volume scheme. 1/ 2i±Um , respectively, denote the 177 
face values of the flow variables at the left and right hand sides of cell interface 1/ 2ix ± , which 178 
are also referred to as Riemann states. Therefore F%  represents the two-argument numerical 179 
flux functions defined by the Riemann states and can be evaluate by a Riemann solver (e.g. 180 
the HLL approximate Riemann solver used in this work [31]). It should be noted that (8) and 181 
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(9) only contains the topography source term and the treatment of the friction source term 182 
will be explained separately in Subsection 3.2.3. 183 
When reconstructing the Riemann states and hence evaluating the interface fluxes, it 184 
is essential to restrict the local maximum slope of the flow variables by means of a slope 185 
limiter. The slope limiting step damps the spurious oscillations that would otherwise present 186 
in the numerical solution near severe gradients in a high-order numerical scheme. The 187 
minmod slope limiter [12,37] is used in this work for stability 188 
( )1 1 0 0 0 01 1ˆ , ,i i i i i iminmod + −= − −U U U U U U    (10) 189 
1
ˆUi  denotes the limited vector of slope coefficients and accordingly the face values of the 190 
flow variables are evaluated by 0 11/ 2ˆ ˆU U Ui i i± = ±
m
. When flow calculation occurs in a dry cell 191 
or a wet cell adjacent to a dry cell, the minmod limiting process in (10) is deactivated to give 192 
1 1
ˆ
i i=U U  in order to maintain better numerical stability. 193 
A two-stage monotonicity-preserving RK time integration [29] is implemented to 194 
achieve second-order accuracy in time 195 
( ) ( ) ( )1/ 20,1 0,1 0,1U U Ln n ni i it+ = + ∆      (11) 196 
( ) ( ) ( ) ( )1 1/ 2 1/ 20,1 0,1 0,1 0,112
n n n n
i i i it
+ + + 
= + + ∆  U U U L    (12) 197 
The stability of the above explicit RKDG2 scheme is controlled by the CFL criterion and the 198 
CFL number should be, at most, equal to 0.333 to ensure the stability [12]. The CFL number 199 
is set to 0.3 for all the test cases in this work. As previously mentioned, this tight restriction 200 
on time step represents a main drawback of an explicit RKDG method. 201 
3.2 Well-balanced solutions with wet/dry fronts 202 
Herein, the non-negative reconstruction of the Riemann states for flux computation [35] is 203 
implemented within the DG2 operators. Furthermore, the average and slope coefficients of 204 
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bed elevation and water level are, locally and temporarily, modified in order to maintain well-205 
balanced RKDG2 solutions at wet/dry fronts. An RKDG2 splitting implicit scheme is 206 
adopted to discretise friction term. 207 
3.2.1    Non-negative flux calculation 208 
Within the RKDG2 method, the face values of the flow variables at either side of the 209 
interface, e.g. 1/ 2ix + , are computed to be 210 
0 1 0 1
1/ 2 1/ 2
0 1 0 1
1/ 2 1 1 1/ 2 1 1
ˆ ˆ;
ˆ ˆ;
  
  
i i i i i i
i i i i i i
q q q
q q q
η η η
η η η
− −
+ +
+ +
+ + + + + +
= + = +
= − = −
     (13) 211 
The face values of water depth are obtained by 212 
( ) ( )
( ) ( )
0 1
1/ 2
0 1
1/ 2 1 1
i i i
i i i
h z z
h z z
η η
η η
−
+
+
+ + +
= − + −
= − − −
 
 
    (14) 213 
The associated face values of the velocity are then deduced from 214 
1/ 2 1/2 1/ 2/  i i iu q h
± ± ±
+ + +=       (15) 215 
A cell is defined to be dry if the water depth is less than a threshold 810ε −< . In such a cell, 216 
the face values of the velocity are directly set to zero but not computed by (15). The face 217 
values of the bottom topography are obtained by finding the difference between the free-218 
surface elevation in (13) and the water depth in (14), following an analogous step as Audusse 219 
et al. [1] 220 
1/ 2 1/2 1/ 2  i i iz hη± ± ±+ + += −       (16) 221 
Based on this, a single value of bottom level can be defined [1] 222 
( )* 1/ 2 1/ 2 1/ 2,i i iz max z z− ++ + +=      (17) 223 
The positivity-preserving depth components of the Riemann states are restored as 224 
( ),* *1/ 2 1/ 2 1/ 20,i i ih max zη± ±+ + += −      (18) 225 
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Other Riemann states can be reconstructed accordingly 226 
,* ,* * ,* ,*
1/ 2 1/2 1/ 2 1/2 1/2 1/2;  i i i i i ih z q h uη± ± ± ± ±+ + + + + += + =    (19) 227 
However, these positivity-preserving Riemann states may not be directly used in flux 228 
calculation and further amendments must be made in order to maintain a well-balanced 229 
scheme for applications involving wetting and drying over complex domain topography. 230 
Again considering the cell interface 1/ 2ix +  located between cells iI  and 1iI + , flux 231 
calculation may be classified into three different situations, which are a submerged interface 232 
(S1) where cells iI  and 1iI +  are both wet, a dry interface (S2) where cells iI  and 1iI +  are both 233 
dry and a partially wet interface (S3) where one of the cells, either iI  or 1iI + , is wet while the 234 
other is dry. For case S1, water level and velocity at either side of the cell interface are 235 
exactly retained and not affected by the above reconstruction. Concerning case S2, the 236 
Riemann states of depth become zero following (18) and, subsequently, motionless Riemann 237 
states ( ,* *1/ 2 1/ 2i izη ±+ +=  and ,*1/ 2 0iq±+ = ) are derived by (19). In case S3, the interface separates a 238 
wet state to a dry one, or vice-versa. This is numerically complicated and further efforts are 239 
required to properly handle the wetting and drying process across such an interface. 240 
Without losing generality, a wet/dry front is assumed at the interface 1/ 2ix +  and the 241 
dry/wet case can be treated similarly. Two sub-cases are actually associated with S3, 242 
depending on the water level at the wet face. The first sub-case has a bed level at the dry face 243 
(right) that does not obstruct the flow from the wet side (left). (17)-(19) essentially translate 244 
this sub-case into a dry-bed Riemann problem on a horizontal bed that can be automatically 245 
handled by an appropriate Riemann solver. For the second sub-case, the ground level at the 246 
dry face (right) is higher than the water level at the wet side (left) and acts as a wall blocking 247 
the flow. Following the reconstruction process in (17)-(19), the Riemann states of water level 248 
(numerical “water level”) becomes the ground level defined at the dry face on the right. This 249 
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may cause a forged flux across the wet/dry interface and violates the well-balanced property 250 
of the scheme. In order to avoid this, the Riemann states of water level and the face value of 251 
the bed elevation are locally and instantaneously modified as suggested by Liang [53], i.e. 252 
,* ,*
1/ 2 1/ 2 1/2i i iη η η± ± −+ + +← − ∆     253 
 (20) 254 
* *
1/ 2 1/ 2 1/ 2i i iz z η−+ + +← − ∆      (21) 255 
where, 256 
( )*1/ 2 1/ 2 1/ 20,i i imax zη η− −+ + + ∆ = − −      (22) 257 
The Riemann states of discharge remain unchanged. It is obvious from (22) that the 258 
numerical treatment of (20) and (21) becomes effective only when 1/ 2iη −+∆  is strictly positive, 259 
i.e. under the second sub-cases of S3. 260 
 Consequently flow variables are conserved at a wet interface (S1), motionless states 261 
are set for a dry interface (S2), and the inter-cell flow information are properly represented at 262 
a partially wet interface (S3). The revised Riemann states ( ,* ,*1/ 2 1/ 2,i iqη ± ±+ + ) together with the 263 
corresponding single value of bottom level ( * 1/ 2iz + ) may now be employed by the HLL solver 264 
to estimate the flux vector 1/ 2Fi+%  across 1/ 2ix + . 265 
3.2.2   Verification of the well-balanced property 266 
Considering a general lake at rest problem with constantη =  and 0q = in the wet regions, 267 
after eliminating the zero velocity terms, only the momentum equation mathematically 268 
remains in the shallow water equations (1) and becomes 269 
( )2 22 xx
g
z g zη η η− = −      (23) 270 
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At the computational level, the momentum fluxes 1/ 2if ±  at both interfaces ( 1/ 2ix ± ) in (8) and 271 
(9) may be discretized as 272 
2
,* ,* ,* ,*
*1/ 2 1/ 2 1/ 2 1/ 2
1/ 2 1/ 222 2 2
i i i i
i i
gf zη η η η
+ − + −
± ± ± ±
± ±
    + +
 = −   
     
    (24) 273 
For the 0Li  operator in (8), the source term is expressed as 274 
( ) 1 * *0 1 0 0 1/ 2 1/ 22, i i ib i i i iz z zS z g g
x x
η η η + −−= − = −
∆ ∆
    (25) 275 
For the 1Li  operator in (9), the local intermediate fluxes must also be calculated 276 
21 1 1 1 1
0 0 0 0 0
, 2
23 3 3 3 3
i i i i i
i i i i i
z zgf z zη η ηη η η
       
 ± ± = ± − ± ±      
        
  (26) 277 
as well as the source term contribution 278 
1 1 1
0 1 0 2
,
3 3
i i i
b i i i
zS z g
x
η ηη η   ± = − ±    ∆   
   (27) 279 
Herein 0,1iη  and 0,1iz  are the temporary local linear approximations to the free-surface 280 
elevation ( hη ) and the topography ( hz ) obtained from amended Riemann states and face 281 
values of bed elevation in (20) and (21) 282 
,* ,*
0 1/ 2 1/ 2
2
i i
i
η ηη
− +
+ −+
=  and 
,* ,*
1 1/ 2 1/ 2
2
i i
i
η ηη
− +
+ −−
=     (28) 283 
* *
0 1/ 2 1/ 2
2
i i
i
z z
z + −
+
=  and 
* *
1 1/ 2 1/ 2
2
i i
i
z z
z + −
−
=     (29) 284 
Together with the non-negative reconstruction of Riemann states, (28) and (29) complete the 285 
current RKDG2 scheme, which maintains well-balanced solutions with the presence of 286 
wet/dry fronts. 287 
 We first prove that the solution to a still steady flow over irregular topography is 288 
numerically retained for a cell iI  with wet/wet interfaces (S1) at 1/ 2ix −  and 1/ 2ix +  (i.e. cells 289 
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1iI − , iI
 
and 1iI +  are all wet). In this situation, the wetting and drying algorithm conserves the 290 
original free-surface elevation at both interfaces (i.e. ,*1/ 2 1/ 2i iη η− −± ±=  and ,*1/ 2 1/ 2i iη η+ +± ±= ) and 291 
thereby (28) redefines the local initial free-surface elevation (i.e. 0 0i iη η=  and 1 1i iη η= ) as in 292 
(4). Moreover, the free-surface elevation is continuous across 1/ 2ix −  and 1/ 2ix +  (i.e. 293 
1/ 2 1/ 2i iη η− +± ±= ), owing to the constant (wet) free-surface level. The lake at rest hypothesis 294 
holds at the approximate level and hη  is locally constant, i.e. 0iη η=  and 1 0iη = . Therefore 295 
(28) gives 0 ,* ,*1/ 2 1/ 2i i iη η η η− ++ −= = = . Consequently, 0 ,* ,*1/ 2 1/ 2i i iη η η η± ±+ −= = =  and (24) and (25) 296 
reduce to 2 *1/ 2 1/ 22 2
g
i if zη η± ± = −   and ( ) * *1/ 2 1/ 20 1, i iz zb i i xS z gη η + −−∆= − , which obviously produce 297 
zero momentum entry for 0Li  in (8). (26) and (27), respectively, condenses to 298 
( ) ( )1 1 10 0 2 023 3 3, 2i i iz zgi i if z zηη η η ± ± = − ±    and ( ) ( )1 1 120 1 03 3,i i izb i i i xS z gη ηη η η ∆± = − ±  and again 299 
calculates zero momentum component for the 1Li  operator in (9). Hence, the initial quiescent 300 
conditions stay unchanged within each RK time step for the wet-bed cases. 301 
 For a cell iI  with two dry interfaces 1/ 2ix ±  (S2), continuous free-surface level is 302 
reconstructed across both 1/ 2ix −  and 1/ 2ix + , which is, respectively,  equal to the corresponding 303 
single value of the topography, i.e. ,* *1/ 2 1/ 2i izη ±− −=  and ,* *1/ 2 1/ 2i izη ±+ += . Substituting them into (28) 304 
and (29) leads to 0 0i izη =  and 1 1i izη = , which again give zero values for the 0Li  and 1iL  305 
operators in (8)-(9). 306 
 For a cell iI  with a partially wet interface (S3), for instance, 1/ 2ix −  is wet (wet/wet) 307 
while 1/ 2ix +  is wet/dry, i.e. cells 1iI −  and iI  are wet but cell 1iI +  is dry. At 1/ 2ix − , the present 308 
reconstruction process yields ,* ,*1/ 2 1/ 2i iη η η− +− −= = . At 1/ 2ix + , we consider the nontrivial case of 309 
the dry ground higher than the actual water level at iI  (i.e. 1/ 2 1/ 2i izη − ++ +< ). Before 310 
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implementing (20) and (21), the non-negative reconstruction of Riemann states gives 311 
,* *
1/ 2 1/ 2i izη ±+ += . (20) and (21) essentially ensure that ,* *1/ 2 1/ 2i izη ±+ += = η. This case is now 312 
analogous to (S1) and therefore the well-balanced solutions are guaranteed. The well-313 
balancedness of the sub-case with the ground level lower than the water surface is more 314 
straightforward to prove. 315 
3.2.3    Addition of friction effects 316 
For applications involving wetting and drying, explicit discretisation of the friction term may 317 
cause numerical instabilities due to the infinitesimal water depth near the wet/dry front 318 
[9,40,52]. Therefore splitting implicit schemes have been suggested [9,35,36], which is also 319 
used here to solve a local linear approximation of the friction term, denoted as 320 
( ) ( ), , |
ih h h Ih
q zη=f fS S . The effect of friction term is then evaluated by solving the following 321 
ordinary differential equation 322 
( ) 1nhddt
+
=
h
f
U S      (30) 323 
The friction term is zero for the continuity equation and therefore only the momentum 324 
component is actually calculated 325 
( ) 1nh f hdq Sdt
+
=      (31) 326 
which may be approximated by 327 
( ) ( ) ( ) ( )1 1 1
n
n n
n n f n nh h h
f f h h
Sq q S S q q
t q
+
+ +
∂
−
= = + −
∆ ∂
  (32) 328 
This gives the following time marching formula for qh 329 
( )1 nfn n h
h h n
h
S
q q t
D
+
= + ∆       (33) 330 
with nhD  being the implicit coefficient 331 
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( )1 2 /nn n nh f h hhD t C u h= + ∆      (34) 332 
According to Burguete et al. [9] and Liang and Marche [35], the friction force should be 333 
bounded to prevent reversing flow, i.e. 1 0n nh hq q
+× ≥ , which leads to 334 
( )
0
n
fn n h
h h n
h
S
q q t
D
 
 × + ∆ ≥
 
 
    (35) 335 
This may be rearranged to give the following conditions for nhq  336 
( ) ( ){ }0 / 0 /n nn n n n n nh h f h h h f hh hq and q t S D or q and q t S D   > ≥ −∆ < ≤ −∆            (36) 337 
When (36) is violated in a cell near the wet/dry front wherein the water depth is vanishing, 338 
n
hq  is assigned to the limiting value, i.e. 339 
( ) /nn nh f hhq t S D= −∆      (37) 340 
to gives 1 0nhq
+
=  and prevent the flow from reversing. 341 
In the current RKDG2 scheme, the above splitting implicit scheme (33-37) is applied 342 
to each wet cell to directly compute the averaged coefficients ( 0iq ) in a pointwise manner. In 343 
order to complete the time-marching process, the friction effect on the slope coefficients ( 1iq ) 344 
must also be evaluated. Since it is difficult to find a direct relationship between 1iq  and fS , it 345 
is more convenient to update 1iq  according to [12,20,22] 346 
( ) ( )11 1 132n n niq q q+ + += −G1 G2     (38) 347 
where 1nq +G1  and 
1nq +G2  are the pointwise updates of ( )0 1 / 3 nn i iq q q= ±G1,G 2  at the two local 348 
Gaussian points according to (33)-(37). 349 
When evaluating the friction effect using the above splitting implicit scheme, (33) is 350 
directly applied to the averaged coefficients ( 0iq ) while (38) is used to update ( 1iq ). It should 351 
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noted that the calculation is only implemented in those wet cells. In a dry cell, no calculation 352 
is performed because zero flow essentially implies no friction. For the slope coefficients ( 1iq ), 353 
for similar reason, calculation is only performed in those wet Gaussian points. The friction 354 
discretisation is carried out at the beginning of each RK step and the resulting updates are 355 
used as the initial values within the DG2 operators (8) and (9). 356 
4. Numerical results and discussions 357 
The present RKDG2 model is validated in this section. The first three analytical benchmark 358 
tests are considered to demonstrate the performance of the RKDG2 scheme in resolving wave 359 
front and velocity (discharge), achieving well-balanced solutions with/without friction 360 
effects, and conserving mass. Subsequently, two transient test cases with wetting and drying 361 
(e.g. [4,16,17]) are simulated. Finally, the model is applied to replicate a laboratory-scale 362 
frictional dam-breaking flow over non-uniform topography. 363 
For quantifying mass error in a close container, the following formula is used 364 
0
0
Mass Error  tV V
V
−
=     (39) 365 
where V0 is the initial volume of water and Vt is the computed volume of water at time t. For 366 
the tests without analytical solutions or laboratory measurements, the RKDG2 outcomes are 367 
compared with the simulation results produced by a finite volume MUSCL scheme [35] and 368 
those in literature. 369 
4.1 Idealized dam-break flow over dry-bed 370 
This is a classic benchmark test for assessing the shock-capturing ability of numerical 371 
schemes (e.g. [4,8,15,25]). A dam is assumed at the middle of a 200m long horizontal and 372 
frictionless channel. The channel is therefore separated into an upstream reservoir with a still 373 
water level of 20m and a downstream dry floodplain. At t = 0s, the dam is abruptly removed 374 
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and the associated dam-break flow contains a fast-progressing wet/dry front travelling 375 
downstream and a rarefaction wave propagating upstream. With transmissive boundary 376 
conditions imposed at both ends, a simulation is carried out with 200 cells. The flow profiles 377 
at t = 1s, 2s and 3s are shown in Fig. 1. The numerical predictions compare very well with the 378 
exact solutions [5,16]. Small discrepancy is detected at the wet/dry front and may be 379 
negligible. 380 
4.2 Well-balanced property test with wet/dry fronts 381 
This still water test is considered herein to illustrate the effectiveness of the new formulae 382 
(28) and (29), verify the numerical balance between flux and topographic gradients with 383 
wet/dry fronts and assess mass conservation. It is about a motionless flow surrounding a 384 
partially submerged hump at the centre of a 1m long frictionless domain. The hump is 385 
defined as 386 
( )2( ) 0,0.25 5 0.5z x max x = − −      (40) 387 
The initial water level is [ ]( ,0) 0.1, ( )x max z xη =  and should be maintained motionless in this 388 
close container. A uniform grid with 100 cells is used for all of the simulations. The first test 389 
is run by the current RKDG2 model without implementing (28) and (29). Fig. 2 displays the 390 
results at t = 0.4s in terms of free-surface and discharge profiles. Apparent disturbance to the 391 
initially still flow has been detected near the wet/dry fronts, which will obviously drive the 392 
whole flow into motion. After (28) and (29) are activated, the simulation is re-run for 200s 393 
and the corresponding longitudinal profiles of the flow variable are shown in Fig. 3. The flow 394 
remains to be perfectly tranquil and the water level and discharge are exactly reproduced 395 
throughout the entire domain (notice the small scale in vertical direction in the discharge 396 
plot). In addition, the mass conservation, indicated by the mass error defined in (39), has been 397 
checked and found to be accurate up to round-off error throughout the simulation. This test 398 
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case essentially demonstrates the capability of the RKDG2 scheme in preserving the solution 399 
of a lake at rest with wet/dry fronts. 400 
4.3 Oscillatory flow in a parabolic bowl with/without friction effects 401 
This problem concerns an oscillatory flow in a convex domain with a parabolic topography 402 
defined by 20( ) ( / )z x h x a=
 
( 0h  and a  are constants that also define the hump amplitude 403 
08 /gh aρ = ). Originally proposed by Thacker [38], this numerically challenging test 404 
involves wet/dry interfaces moving up and down the parabolic topography. The analytical 405 
solutions of the flow without friction were derived by Thacker [38], which was extended to 406 
include friction effect by Sampson et al. [51]. The friction source term is assumed to be 407 
proportional to the discharge, i.e. Sf = – τ q, where τ is a constant friction factor. The analytical 408 
time evolution of the water surface elevation for τ ρ<
 
is given by 409 
( )2 2 22 20 2
0
2
( , ) sin 2 ( 4 ) cos 2
8 4
cos sin
2
  
 
              
t t
t
a B e B e
x t h s st s st
g h g
e BBs st st x
g
τ τ
τ
η τ τ
τ
− −
−
= + − + − −
 
− + 
 
   (41) 410 
where
 
B  is a constant and 2 2 / 2s ρ τ= − . The corresponding positions of the moving 411 
wet/dry fronts are at 412 
2 2
0
( ) cos sin
2 2
t
a e B
x t Bs st st a
gh
τ τ−  
= − − ± 
 
 
    (42) 413 
Due to the friction effect, the oscillatory flow decays until it becomes still (i.e. when t → ∞ , 414 
x a→ ±  and 0( )t hη → ). On the other hand, the flow will oscillate indefinitely in the bowl by 415 
setting τ = 0, which gives the original Thacker solution. 416 
 As in Liang and Marche [35], we chose the computational domain to be [–5000m; 417 
5000m], a = 3000m, h0 = 10m. However, we increase to B = 8m/s so that the moving wet/dry 418 
fronts can nearly reach the domain edges. Here, both the frictionless (τ = 0) and frictional (τ = 419 
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0.002s-1) flows are simulated for four oscillating periods 4T = 5376s (T = 1344s) on a 420 
uniform grid of 100 cells. Transmissive boundary conditions are imposed. Fig. 4 presents the 421 
computed free-surface profiles for both cases at t = 672s (half a period) and t = 5376s (four 422 
periods), respectively. In Fig. 4a, the predicted free-surface profiles at t = 672s and 5376s 423 
agree closely with the analytical solutions and the initial free-surface profile is perfectly 424 
retrieved after four periods. The influence of the friction factor is clearly noted in Fig. 4b 425 
where the oscillating flow gradually loses its original magnitude throughout the simulation 426 
and again perfect agreement with analytical solutions is observed for both output times. Fig. 5 427 
illustrates the time evolution of the mass error for the two sub-cases, which clearly shows that 428 
the mass is conserved up to round-off error. Overall, the RKDG2 predictions follow closely 429 
the exact solutions and the moving fronts are accurately trailed for both sub-cases. 430 
4.4 Drain over a non-flat bottom 431 
This transient flow problem has been used by many researchers to test their shallow flow 432 
models [4,16,17]. It is regarded as an arduous test for a numerical scheme since it 433 
simultaneously involves a moving shock, transcritical flow and wet/dry fronts over a non-434 
uniform bed. In a 25m long frictionless channel, a hump is installed and its geometry may be 435 
found in [4,16,17,22,32,34]. Simulation starts from an inactive flow with free-surface 436 
elevation equal to 0.5m. The western end of the channel is a closed wall while the eastern end 437 
is a free-fall. Under these conditions, the flow converges to a steady state at t  = +∞ , with 438 
still flow conditions upstream of the bump (η  = 0.2m and q  = 0m2/s) and completely dry 439 
domain downstream ( h  = 0 and q  = 0). To be consistent with the simulations reported in 440 
[16,17] where high-resolution finite volume schemes were used, a uniform mesh with 300 441 
cells is created in the current simulations. Profiles of flow variables predicted by the current 442 
RKDG2 scheme and an alternative finite volume MUSCL model [35] are plotted in Fig. 6 for 443 
different output times at t  = 0, 10, 20, 100 and 1000s. It is evident that the numerical 444 
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solutions correctly converge to the previously mentioned steady state (as shown at t = 1000s). 445 
The RKDG2 and MUSCL predictions agree with each other very well apart from the results 446 
at t  = 100s where the position of the moving shock seems to be delayed by the MUSCL 447 
scheme. It is difficult to justify the results without analytical solution available. However, the 448 
RKDG2 predictions appear to agree more closely with those reported by [16,17]. 449 
4.5 Moving shoreline over a frictional sloping beach 450 
Heniche et al. [19] initially introduced this case in order to reproduce the movement of a tidal 451 
wave running up and down a sloping beach. The 500m long 1D domain has a slope of -0.001 452 
in the first 100m, -0.01 between 100m and 200m and -0.001 between 200m and 500m. The 453 
flow is assumed to be initially unmoving with a constant surface elevation of 1.75m. The 454 
eastern end of the domain ( x  = 500m) is assumed to be an inlet with the varying water depth 455 
given by 456 
2(500, ) 1 0.75cos th t
T
pi 
= +  
 
     (43) 457 
which mimics a tidal wave with T  = 60min representing the period of a tidal cycle. The 458 
western end of the domain is a standing solid wall. The computational domain is discretized 459 
onto a mesh with a constant interval of x∆ = 5m. The Manning coefficient is set to Mn = 0.03. 460 
The RKDG2 solution of the advancing and recessing shoreline, at t  = 0, 12, 24, 36, 48 and 461 
54min, are presented in Fig. 7, comparing favourably with the predictions obtained by the 462 
finite volume MUSCL scheme [35]. Driven by the inflow defined by (43), the initial water 463 
surface starts to decrease gradually from 1.75m. At t  = 12min, the originally submerged 464 
domain is about to dry out from the first turning point of the sloping bed ( x  = 100m) where 465 
the flow is separated into two parts. Upstream of the turning point, the flow moves more 466 
slowly due to the gentler slope, as can be observed in the water surface profile recorded at t  467 
= 24min. At t  = 36 min, the upstream slowly moving water has been entirely drained to 468 
22 
 
downstream and the inflow water depth has started to increase after touching the minimum. 469 
The shoreline runs slowly up the beach (as shown by the results at t  = 48 and t  = 54min) 470 
until the entire domain is submerged again and the free-surface reaches its original level. The 471 
current predictions also agree closely with those presented in literature (e.g. [6]). 472 
4.6 Dam-break wave interacting with a triangular obstacle 473 
A laboratory-scale test case of a dam-break wave interacting with a triangular obstacle is 474 
considered to test further the current RKDG2 scheme. The experiment was conducted at the 475 
University of Bruxelles in Belgium [39] and recommended by the European CADAM project 476 
as a benchmark test for shock-capturing shallow flow models. The 38m experimental domain 477 
is outlined in Fig. 8. A dam located at x = 15.5m separates the domains into an upstream 478 
reservoir holding a still water body of 0.75m in depth and a downstream dry floodplain. In 479 
the floodplain, a triangular structure is installed 10m away from the dam. The triangular 480 
structure is symmetric with a 0.4m high peak and 6m long base. A number of flow gauges are 481 
used along the floodplain to record the time histories of water depth. The Manning factor is 482 
0.0125. The upstream boundary is assumed to be closed while the downstream end is set to 483 
be a free outlet. The dam is abruptly removed at t  = 0 and the resulting dam-break flow is 484 
simulated for 90s on a uniform grid with 152 cells. Fig. 9 compares the predicted time 485 
histories of the water depth with those measured at 7 gauging points (G2, G4, G8, G10, G11, 486 
G13 and G20), located 2m, 4m, 8m, 10m, 11m, 13m and 20m downstream of the initial dam. 487 
Compared with the experimental data, very accurate predictions, in terms of both arrival time 488 
and magnitude of the flood depth, are obtained for those gauging points located before and on 489 
the vertex of the obstacle (points G2-G13). Obvious discrepancy between the computed and 490 
experimented data is detected at the gauge behind the hump (G20). The reason is perhaps 491 
related to the fact that the wave pattern downstream the obstacle becomes highly complex 492 
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and unstable and so the hydrostatic assumption of the shallow water equations is no longer 493 
valid. 494 
5. Conclusions 495 
A new RKDG2 SWE solver has been designed with the capability of modelling flooding and 496 
drying over complex topography with friction effects. Proposed originally for a finite volume 497 
MUSCL scheme [35], the fixed-mesh wetting and drying algorithm, featured with a non-498 
negative reconstruction of the Riemann states, is extended to the RKDG2 framework. 499 
Supplementary reconstructions to the local averaged and slope coefficients are proposed to 500 
maintain the RKDG2 well-balanced property in the proximity of wet/dry zones. The interface 501 
fluxes are computed by the HLL Riemann solver and the slope limiter is activated globally 502 
except for the cells defining a wet/dry front. An RKDG2 piecewise linear approximation to 503 
the friction source term is implemented using a splitting implicit discretization along with a 504 
limiting criterion that avoids numerical instability. The new RKDG2 scheme has been 505 
validated against several shallow water test cases with complex topographies and flow 506 
conditions. The numerical scheme reproduces correctly zero water conditions at dry cells and 507 
does not require any artificial modification of flow variables to prevent negative depth. The 508 
technique ensures absolute mass conservation and does not pose any limitation on time step. 509 
Close agreement is achieved in all the test cases when comparing the RKDG2 numerical 510 
results with those analytical solutions, other numerical predictions, or experimental 511 
measurements where applicable. This indicates that the numerical scheme is robust and has a 512 
potential for a wider range of practical applications. Extensions to higher-order accurate 513 
and/or multi-dimensional scheme are open to future works. 514 
 515 
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Figures 521 
 
 
Fig. 1. RKDG2 predicted flow profiles, comparing with the analytical solution at different output 
times. 
 522 
 
 
Fig. 2. Unbalanced RKDG2 predictions of a motionless flow with wet/dry interface at t = 0.4s, 
without activating equations (28) and (29). 
 523 
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Fig. 3. Well-balanced RKDG2 predictions of a motionless flow with wet/dry interface at t = 200s, 
where equations (28) and (29) are activated. 
 524 
 
 
(a) (a) 
Fig. 4. Free-surface elevation of an oscillatory flow in a parabolic bowl recorded at t = 672s and t 
= 5376s: (a) frictionless flow and (b) frictional flow. 
 525 
 
 
(a) (a) 
Fig. 5. Time history of the mass error recorded for four periods of the oscillatory flow in a 
parabolic bowl: (a) frictionless flow and (b) frictional flow. 
 526 
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Fig. 6. Drain over a non-flat bottom solved by the MUSCL and the RKDG2 schemes: water level 
and discharge profiles at different output times. 
 527 
 
 
(a) (a) 
Fig. 7. Tidal wave recessing/advancing a sloping land: free-surface profiles predicted by the 
MUSCL and the RKDG2 models at different output times. 
 528 
 
Fig. 8. Dam break over a triangular obstacle: sketch of experimental setup. 
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                                         (G20) 
Fig. 9. Dam break over a triangular obstacle: computed and measured time histories of water 
depth at gauging points G2, G4, G8, G10, G11, G13 and G20. 
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