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NONCOMMUTATIVE RESIDUE FOR HEISENBERG
MANIFOLDS. APPLICATIONS IN CR AND CONTACT
GEOMETRY
RAPHAE¨L PONGE
Abstract. This paper has four main parts. In the first part, we construct
a noncommutative residue for the hypoelliptic calculus on Heisenberg mani-
folds, that is, for the class of ΨHDO operators introduced by Beals-Greiner
and Taylor. This noncommutative residue appears as the residual trace on
integer order ΨHDOs induced by the analytic extension of the usual trace
to non-integer order ΨHDOs. Moreover, it agrees with the integral of the
density defined by the logarithmic singularity of the Schwartz kernel of the
corresponding ΨHDO. In addition, we show that this noncommutative residue
provides us with the unique trace up to constant multiple on the algebra of
integer order ΨHDOs. In the second part, we give some analytic applications
of this construction concerning zeta functions of hypoelliptic operators, loga-
rithmic metric estimates for Green kernels of hypoelliptic operators, and the
extension of the Dixmier trace to the whole algebra of integer order ΨHDOs.
In the third part, we present examples of computations of noncommutative
residues of some powers of the horizontal sublaplacian and the contact Lapla-
cian on contact manifolds. In the fourth part, we present two applications in
CR geometry. First, we give some examples of geometric computations of non-
commutative residues of some powers of the horizontal sublaplacian and of the
Kohn Laplacian. Second, we make use of the framework of noncommutative
geometry and of our noncommutative residue to define lower dimensional vol-
umes in pseudohermitian geometry, e.g., we can give sense to the area of any
3-dimensional CR manifold. On the way we obtain a spectral interpretation
of the Einstein-Hilbert action in pseudohermitian geometry.
1. Introduction
The aim of this paper is to construct a noncommutative residue trace for the
Heisenberg calculus and to present several of its applications, in particular in CR
and contact geometry. The Heisenberg calculus was built independently by Beals-
Greiner [BG] and Taylor [Tay] as the relevant pseudodifferential tool to study the
main geometric operators on contact and CR manifolds, which fail to be elliptic,
but may be hypoelliptic (see also [BdM], [EM], [FSt], [Po5]). This calculus holds in
the general setting of a Heisenberg manifold, that is, a manifold M together with
a distinguished hyperplane bundle H ⊂ TM , and we construct a noncommutative
residue trace in this general context.
The noncommutative residue trace of Wodzicki ([Wo1], [Wo3]) and Guillemin [Gu1]
was originally constructed for classical ΨDOs and it appears as the residual trace
on integer order ΨDOs induced by analytic extension of the operator trace to ΨDOs
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of non-integer order. It has numerous applications and generalizations (see, e.g.,
[Co1], [Co3], [CM], [FGLS], [Gu3], [Ka], [Les], [MMS], [MN], [PR], [Po3], [Sc],
[Vas]). In particular, the existence of a residual trace is an essential ingredient in
the framework for the local index formula in noncommutative geometry of Connes-
Moscovici [CM].
Accordingly, the noncommutative residue for the Heisenberg calculus has various
applications and several of them are presented in this paper. Further geometric
applications can be found in [Po6].
1.1. Noncommutative residue for Heisenberg manifolds. Our construction
of a noncommutative residue trace for ΨHDOs, i.e., for the pseudodifferential op-
erators in the Heisenberg calculus, follows the approach of [CM]. It has two main
ingredients:
(i) The observation that the coefficient of the logarithmic singularity of the
Schwartz kernel of a ΨHDO operator P can be defined globally as a density cP (x)
functorial with respect to the action of Heisenberg diffeomorphisms, i.e., diffeomor-
phisms preserving the Heisenberg structure (see Proposition 3.11).
(ii) The analytic extension of the operator trace to ΨHDOs of complex non-
integer order (Proposition 3.16).
The analytic extension of the trace from (ii) is obtained by working directly at
the level of densities and induces on ΨHDOs of integer order a residual trace given
by (minus) the integral of the density from (i) (Proposition 3.14). This residual
trace is our noncommutative residue for the Heisenberg calculus.
In particular, as an immediate byproduct of this construction the noncommu-
tative residue is invariant under the action of Heisenberg diffeomorphisms. More-
over, in the foliated case our noncommutative residue agrees with that of [CM],
and on the algebra of Toeplitz pseudodifferential operators on a contact manifold
of Boutet de Monvel-Guillemin [BGu] we recover the noncommutative residue of
Guillemin [Gu3].
As a first application of this construction we show that when the Heisenberg man-
ifold is connected the noncommutative residue is the unique trace up to constant
multiple on the algebra of integer order ΨHDOs (Theorem 3.23). As a consequence
we get a characterization sums of ΨHDO commutators and we obtain that any
smoothing operator can be written as a sum of ΨHDO commutators.
These results are the analogues for ΨHDOs of well known results of Wodz-
icki ([Wo2]; see also [Gu3]) for classical ΨDOs. Our arguments are somewhat ele-
mentary and partly rely on the characterization of the Schwartz kernels of ΨHDOs
that was used in the analysis of their logarithmic singularities near the diagonal.
1.2. Analytic applications on general Heisenberg manifolds. The analytic
extension of the trace allows us to directly define the zeta function ζθ(P ; s) of a
hypoelliptic ΨHDO operator P as a meromorphic functions on C. The definition
depends on the choice of a ray Lθ = {argλ = θ}, 0 ≤ θ < 2π, which is a ray
of principal values for the principal symbol of P in the sense of [Po8] and is not
through an eigenvalue of P , so that Lθ is a ray of minimal growth for P . Moreover,
the residues at the potential singularity points of ζθ(P ; s) can be expressed as
noncommutative residues.
When the set of principal values of the principal symbol of P contains the left
half-plane ℜλ ≤ 0 we further can relate the residues and regular values of ζθ(P ; s)
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to the coefficients in the heat kernel asymptotics for P (see Proposition 4.4 for the
precise statement). We then use this to derive a local formula for the index of a
hypoelliptic ΨHDO and to rephrase in terms of noncommutative residues the Weyl
asymptotics for hypoelliptic ΨDOs from [Po5] and [Po8].
An interesting application concerns logarithmic metric estimates for Green ker-
nels of hypoelliptic ΨHDOs. It is not true that a positive hypoelliptic ΨHDO has a
Green kernel positive near the diagonal. Nevertheless, by making use of the spectral
interpretation of the noncommutative residue as a residual trace, we show that the
positivity still pertains when the order is equal to the critical dimension dimM +1
(Proposition 4.7).
When the bracket condition H + [H,H ] = TM holds, i.e., H is a Carnot-
Carathe´odory distribution, this allows us to get metric estimates in terms of the
Carnot-Carathe´odory metric associated to any given subriemannian metric on H
(Theorem 4.9). This result connects nicely with the work of Fefferman, Stein and
their collaborators on metric estimates for Green kernels of subelliptic sublaplacians
on general Carnot-Carathe´odory manifolds (see, e.g., [FS], [Ma], [NSW], [Sa]).
Finally, we show that on a Heisenberg manifold (M,H) the Dixmier trace is
defined for ΨHDOs of order less than or equal to the critical order −(dimM + 1)
and on such operators agrees with the noncommutative residue (Theorem 4.12).
Therefore, the noncommutative residue allows us to extend the Dixmier trace to
the whole algebra of ΨHDOs of integer order. In noncommutative geometry the
Dixmier trace plays the role of the integral on infinitesimal operator of order ≤ 1.
Therefore, our result allows us to integrate any ΨHDO even though it is not an
infinitesimal operator of order ≤ 1. This is the analogue of a well known result of
Connes [Co1] for classical ΨDOs.
1.3. Noncommutative residue and contact geometry. Let (M2n+1, H) be
a compact orientable contact manifold, so that the hyperplane bundle H ⊂ TM
can be realized as the kernel of a contact form θ on M . The additional datum of a
calibrated almost complex structure on H defines a Riemannian metric onM whose
volume VolθM depends only on θ.
Let ∆b;k be the horizontal sublaplacian associated to the above Riemannian
metric acting on horizontal forms of degree k, k 6= n. This operator is hypoelliptic
for k 6= n and by making use of the results of [Po5] we can explicitly express the
noncommutative residue of ∆
−(n+1)
b;k as a constant multiple of VolθM (see Propo-
sition 5.2).
Next, the contact complex of Rumin [Ru] is a complex of horizontal forms on
a contact manifold whose Laplacians are hypoelliptic in every bidegree. Let ∆R;k
denote the contact Laplacian acting on forms degree k, k = 0, . . . , n. Unlike the
horizontal sublaplacian ∆R does not act on all horizontal forms, but on the sections
of a subbundle of horizontal forms. Moreover, it is not a sublaplacian and it even
has order 4 on forms of degree n. Nevertheless, by making use of the results of [Po5]
we can show that the noncommutative residues of ∆
−(n+1)
R;k for k 6= n and of ∆
−n+12
R;n
are universal constant multiples of the contact volume VolθM (see Proposition 5.3).
1.4. Applications in CR geometry. Let (M2n+1, H) be a compact orientable κ-
strictly pseudoconvex CR manifold equipped with a pseudohermitian contact form
θ, i.e., the hyperplane bundle H ⊂ TM has an (integrable) complex structure and
the Levi form associated to θ has at every point n − κ positive eigenvalues and κ
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negative eigenvalues. If h is a Levi metric on M then the volume with respect to
this metric depends only on θ and is denoted VolθM .
As in the general contact case we can explicitly relate the pseudohermitian vol-
ume VolθM to the noncommutative residues of the following operators:
- 
−(n+1)
b;pq , where b;pq denotes the Kohn Laplacian acting on (p, q)-forms with
q 6= κ and q 6= n− κ (see Proposition 6.3);
- ∆
−(n+1)
b;pq , where ∆b;pq denotes the horizontal sublaplacian acting on (p, q)-forms
with (p, q) 6= (n− κ, κ) and (p, q) 6= (κ, n− κ) (see Proposition 6.7).
From now on we assume M strictly pseudoconvex (i.e. we have κ = 0) and
consider the following operators:
- −nb;pq, with q 6= 0 and q 6= n,;
- ∆−nb;pq, with (p, q) 6= (n, 0) and (p, q) 6= (0, n).
Then we can make use of the results of [BGS] to express the noncommutative
residues of these operators as universal constant multiple of the integral
∫
M
Rndθ
n∧
θ, where Rn denotes the scalar curvature of the connection of Tanaka [Ta] and
Webster [We] (see Propositions 6.5 and 6.9). These last results provide us with a
spectral interpretation of the Einstein-Hilbert action in pseudohermitian geometry,
which is analogous to that of Connes ([Co3], [KW], [Kas]) in the Riemannian case.
Finally, by using an idea of Connes [Co3] we can make use of the noncommu-
tative residue for classical ΨDOs to define the k-dimensional volumes Riemannian
manifold of dimension m for k = 1, . . . ,m − 1, e.g. we can give sense to the area
in any dimension (see [Po7]). Similarly, we can make use of the noncommutative
residue for the Heisenberg calculus to define the k-dimensional pseudohermitian
volume Vol
(k)
θ M for any k = 1, . . . , 2n + 2. The argument involves noncommuta-
tive geometry, but we can give a purely differential geometric expression of these
lower dimensional volumes (see Proposition 6.11). Furthermore, in dimension 3 the
area (i.e. the 2-dimensional volume) is a constant multiple of the integral of the
Tanaka-Webster scalar curvature (Theorem 6.12). In particular, we find that the
area of the sphere S3 ⊂ C2 endowed with its standard pseudohermitian structure
has area pi
2
8
√
2
.
1.5. Potential geometric applications. The boundaries of a strictly pseudo-
convex domain of Cn+1 naturally carry strictly pseudoconvex CR structures, so
one can expect the above results to be useful for studying from the point of view
of noncommutative geometry strictly pseudoconvex boundaries, and more gener-
ally Stein manifolds with boundaries and the asymptotically complex hyperbolic
manifolds of [EMM]. Similarly, the boundary of a symplectic manifold naturally
inherits a contact structure, so we could also use the results of this papers to give
a noncommutative geometric study of symplectic manifolds with boundary.
Another interesting potential application concerns a special class of Lorentzian
manifolds, the Fefferman’s spaces ([Fe1], [Le]). A Fefferman’s Lorentzian space F
can be realized as the total space of a circle bundle over a strictly pseudoconvex
CR manifold M and it carries a Lorentzian metric naturally associated to any
pseudohermitian contact form on M . For instance, the curvature tensor of F can
be explicitly expressed in terms of the curvature and torsion tensors of the Tanaka-
Webster connection ofM and the Dalembertian of F pushes down to the horizontal
sublaplacian onM . This strongly suggests that one could deduce a noncommutative
4
geometric study of Fefferman spaces from a noncommutative geometric study of
strictly pseudoconvex CR manifolds. An item of special interest would be to get a
spectral interpretation of the Einstein-Hilbert action in this setting.
Finally, it would be interesting to extend the results of this paper to other sub-
riemannian geometries such as the quaternionic contact manifolds of Biquard [Bi].
1.6. Organization of the paper. The rest of the paper is organized as follows.
In Section 2, we recall the main facts about Heisenberg manifold and the Heisen-
berg calculus.
In Section 3, we study the logarithmic singularity of the Schwartz kernel of a
ΨHDO and show that it gives rise to a well defined density. We then construct the
noncommutative residue for the Heisenberg calculus as the residual trace induced
on integer order ΨHDOs by the analytic extension of the usual trace to non-integer
order ΨHDOs. Moreover, we show that the noncommutative residue of an integer
order ΨHDO agrees with the integral of the density defined by the logarithmic
singularity of its Schwartz kernel. We end the section by proving that, when the
Heisenberg manifold is connected, the noncommutative residue is the only trace up
to constant multiple.
In Section 4, we give some analytic applications of the construction of the non-
commutative residue. First, we deal with zeta functions of hypoelliptic ΨHDOs
and relate their singularities to the heat kernel asymptotics of the corresponding
operators. Second, we prove logarithmic metric estimates for Green kernels of hy-
poelliptic ΨHDOs. Finally, we show that the noncommutative residue allows us to
extend the Dixmier trace to all integer order ΨHDOs.
In Section 5, we present examples of computations of noncommutative residues of
some powers of the horizontal sublaplacian and of the contact Laplacian of Rumin
on contact manifolds.
In Section 6, we present some applications in CR geometry. First, we give some
examples of geometric computations of noncommutative residues of some powers
of the horizontal sublaplacian and of the Kohn Laplacian. Second, we make use
of the framework of noncommutative geometry and of the noncommutative residue
for the Heisenberg calculus to define lower dimensional volumes in pseudohermitian
geometry.
Finally, in Appendix for reader’s convenience we present a detailed proof of
Lemma 3.1 about the extension of a homogeneous symbol into a homogeneous
distribution. This is needed for the analysis of the logarithmic singularity of the
Schwartz kernel of a ΨHDO in Section 3.
Acknowledgements. Part of the results of this paper were announced in [Po1]
and [Po2] and were presented as part of my PhD thesis at the University of Paris-
Sud (Orsay, France) in December 2000. I am grateful to my advisor, Alain Connes,
and to Charlie Epstein, Henri Moscovici and Michel Rumin, for stimulating and
helpful discussions related to the subject matter of this paper. In addition, I would
like to thank Olivier Biquard, Richard Melrose and Pierre Pansu for their interests
in the results of this paper.
2. Heisenberg calculus
The Heisenberg calculus is the relevant pseudodifferential calculus to study hy-
poelliptic operators on Heisenberg manifolds. It was independently introduced by
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Beals-Greiner [BG] and Taylor [Tay] (see also [BdM], [Dy1], [Dy2], [EM], [FSt],
[Po5], [RS]). In this section we recall the main facts about the Heisenberg calculus
following the point of view of [BG] and [Po5].
2.1. Heisenberg manifolds. In this subsection we gather the main definitions and
examples concerning Heisenberg manifolds and their tangent Lie group bundles.
Definition 2.1. 1) A Heisenberg manifold is a pair (M,H) consisting of a manifold
M together with a distinguished hyperplane bundle H ⊂ TM .
2) Given Heisenberg manifolds (M,H) and (M ′, H ′) a diffeomorphism φ :M →
M ′ is said to be a Heisenberg diffeomorphism when φ∗H = H ′.
Following are the main examples of Heisenberg manifolds:
- Heisenberg group. The (2n+1)-dimensional Heisenberg group H2n+1 is the 2-step
nilpotent group consisting of R2n+1 = R× R2n equipped with the group law,
(2.1) x.y = (x0 + y0 +
∑
1≤j≤n
(xn+jyj − xjyn+j), x1 + y1, . . . , x2n + y2n).
A left-invariant basis for its Lie algebra h2n+1 is then provided by the vector fields,
(2.2) X0 =
∂
∂x0
, Xj =
∂
∂xj
+xn+j
∂
∂x0
, Xn+j =
∂
∂xn+j
−xj ∂
∂x0
, 1 ≤ j ≤ n.
For j, k = 1, . . . , n and k 6= j we have the Heisenberg relations [Xj , Xn+k] =
−2δjkX0 and [X0, Xj ] = [Xj , Xk] = [Xn+j , Xn+k] = 0. In particular, the subbundle
spanned by the vector field X1, . . . , X2n yields a left-invariant Heisenberg structure
on H2n+1.
- Foliations. A (smooth) foliation is a manifold M together with a subbundle
F ⊂ TM integrable in Frobenius’ sense, i.e., the space of sections of H is closed
under the Lie bracket of vector fields. Therefore, any codimension 1 foliation is a
Heisenberg manifold.
- Contact manifolds. Opposite to foliations are contact manifolds. A contact man-
ifold is a Heisenberg manifold (M2n+1, H) such that H can be locally realized as
the kernel of a contact form, that is, a 1-form θ such that dθ|H is nondegenerate.
When M is orientable it is equivalent to require H to be globally the kernel of
a contact form. Furthermore, by Darboux’s theorem any contact manifold is lo-
cally Heisenberg-diffeomorphic to the Heisenberg group H2n+1 equipped with the
standard contact form θ0 = dx0 +
∑n
j=1(xjdxn+j − xn+jdxj).
- Confoliations. According to Elyashberg-Thurston [ET] a confoliation structure
on an oriented manifold M2n+1 is given by a global non-vanishing 1-form θ on
M such that (dθ)n ∧ θ ≥ 0. In particular, if we let H = ker θ then (M,H) is a
Heisenberg manifold which is a foliation when dθ ∧ θ = 0 and a contact manifold
when (dθ)n ∧ θ > 0.
- CR manifolds. A CR structure on an orientable manifold M2n+1 is given by a
rank n complex subbundle T1,0 ⊂ TCM such that T1,0 is integrable in Frobenius’
sense and we have T1,0 ∩ T0,1 = {0}, where we have set T0,1 = T1,0. Equivalently,
the subbundle H = ℜ(T1,0 ⊗ T0,1) has the structure of a complex bundle of (real)
dimension 2n. In particular, (M,H) is a Heisenberg manifold. The main example
of a CR manifold is that of the (smooth) boundaryM = ∂D of a bounded complex
domain D ⊂ Cn+1. In particular, when D is strongly pseudoconvex with defining
function ρ the 1-form θ = i(∂ − ∂¯)ρ is a contact form on M .
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Next, the terminology Heisenberg manifold stems from the fact that the relevant
tangent structure in this setting is that of a bundle GM of graded nilpotent Lie
groups (see [BG], [Be], [EMM], [FSt], [Gro], [Po4], [Ro2], [Va]). This tangent Lie
group bundle can be described as follows.
First, there is an intrinsic Levi form L : H × H → TM/H such that, for any
point a ∈M and any sections X and Y of H near a, we have
(2.3) La(X(a), Y (a)) = [X,Y ](a) mod Ha.
In other words the class of [X,Y ](a) modulo Ha depends only on the values X(a)
and Y (a), not on the germs of X and Y near a (see [Po4]). This allows us to define
the tangent Lie algebra bundle gM as the vector bundle (TM/H) ⊕ H together
with the grading and field of Lie brackets such that, for sections X0, Y0 of TM/H
and X ′, Y ′ of H , we have
t.(X0 +X
′) = t2X0 + tX ′, t ∈ R,(2.4)
[X0 +X
′, Y0 + Y ′]gM = L(X ′, Y ′).(2.5)
Since each fiber gaM is 2-step nilpotent, gM is the Lie algebra bundle of a Lie
group bundle GM which can be realized as (TM/H) ⊕H together with the field
of group law such that, for sections X0, Y0 of TM/H and X
′, Y ′ of H , we have
(2.6) (X0 +X
′).(Y0 + Y ′) = X0 + Y0 +
1
2
L(X ′, Y ′) +X ′ + Y ′.
We call GM the tangent Lie group bundle of M .
Let φ be a Heisenberg diffeomorphism from (M,H) onto a Heisenberg manifold
(M ′, H ′). Since we have φ∗H = H ′ the linear differential φ′ induces linear vector
bundle isomorphisms φ′ : H → H ′ and φ′ : TM/H → TM ′/H ′, so that we get a
linear vector bundle isomorphism φ′H : (TM/H)⊕H → (TM ′/H ′)⊕H ′ by letting
(2.7) φ′H(a).(X0 +X
′) = φ′(a)X0 + φ′(a)X ′,
for any a ∈M and anyX0 in (TaM/Ha) andX ′ inHa. This isomorphism commutes
with the dilations in (2.4) and it can be further shown that it gives rise to a Lie
group isomorphism from GM onto GM ′ (see [Po4]).
The above description of GM can be related to the extrinsic approach of [BG]
as follows.
Definition 2.2. A local frame X0, X1, . . . , Xd of TM such that X1, . . . , Xd span
H is called a H-frame.
Let U ⊂ Rd+1 be an open of local coordinate equipped with aH-frameX0, . . . , Xd.
Definition 2.3. For a ∈ U we let ψa : Rd+1 → Rd+1 denote the unique affine
change of variable such that ψa(a) = 0 and (ψa)∗Xj(0) = ∂∂xj for j = 0, . . . , d. The
coordinates provided by the map ψa are called privileged coordinates centered at a.
In addition, on Rd+1 we consider the dilations,
(2.8) t.x = (t2x0, tx1, . . . , txd), t ∈ R.
In privileged coordinates centered at a we can write Xj =
∂
∂xj
+
∑d
k=0 ajk(x)
∂
∂xj
with ajk(0) = 0. LetX
(a)
0 =
∂
∂x0
and for j = 1, . . . , d letX
(a)
j =
∂
∂xj
+
∑d
k=1 bjkxk
∂
∂x0
,
where bjk = ∂xkaj0(0). With respect to the dilations (2.8) the vector field X
(a)
j
is homogeneous of degree w0 = −2 for j = 0 and of degree wj = −1 for j =
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1, . . . , d. In fact, using Taylor expansions at x = 0 we get a formal expansion
Xj ∼ X(a)j +Xj,wj−1 + . . ., with Xj,l homogeneous vector field of degree l.
The subbundle spanned by the vector fields X
(a)
j is a 2-step nilpotent Lie algebra
under the Lie bracket of vectors fields. Its associated Lie group G(a) can be realized
as Rd+1 equipped with the group law,
(2.9) x.y = (x0 +
d∑
j,k=1
bkjxjxk, x1, . . . , xd).
On the other hand, the vectors X0(a), . . . , Xd(a) provide us with a linear basis
of the space (TaM/Ha)⊕Ha. This allows us to identify GaM with Rd+1 equipped
with the group law,
(2.10) x.y = (x0 + y0 +
1
2
Ljk(a)xjyk, x1 + y1, . . . , xd + yd).
Here the functions Ljk denote the coefficients of the Levi form (2.3) with respect
to the H-frame X0, . . . , Xd, i.e., we have L(Xj , Xk) = [Xj, Xk] = LjkX0 mod H .
The Lie group G(a) is isomorphic to GaM since one can check that Ljk =
bjk − bkj . An explicit isomorphism is given by
(2.11) φa(x0, . . . , xd) = (x0 − 1
4
d∑
j,k=1
(bjk + bkj)xjxk, x1, . . . , xd).
Definition 2.4. The local coordinates provided by the map εa := φa ◦ψa are called
Heisenberg coordinates centered at a.
The Heisenberg coordinates refines the privileged coordinates in such way that
the above realizations of G(a) and GaM agree. In particular, the vector fields
X
(a)
j and X
a
j agree in these coordinates. This allows us to see X
a
j as a first order
approximation of Xj . For this reason X
a
j is called the model vector field of Xj at
a.
2.2. Left-invariant pseudodifferential operators. Let (Md+1, H) be a Heisen-
berg manifold and let G be the tangent group GaM of M at a given point a ∈M .
We briefly recall the calculus for homogeneous left-invariant ΨDOs on the nilpotent
group G.
Recall that if E is a finite dimensional vector space the Schwartz class S(E)
carries a natural Fre´chet space topology and the Fourier transform of a function
f ∈ S(E) is the element fˆ ∈ S(E∗) such that fˆ(ξ) = ∫E ei〈ξ,x〉f(x)dx for any
ξ ∈ E∗, where dx denotes the Lebesgue measure of E. In the case where E =
(TaM/Ha) ⊕ Ha the Lebesgue measure actually agrees with the Haar measure of
G, so S(E) and S(G) agree. Furthermore, as E∗ = (TaM/Ha)∗ ⊗ H∗a is just the
linear dual g∗ of the Lie algebra of G, we also see that S(E∗) agrees with S(g∗).
Let S0(G) denote the closed subspace of S(G) consisting of functions f ∈ S(G)
such that for any differential operator P on g∗ we have (P fˆ)(0) = 0. Notice that the
image Sˆ0(G) of S(G) under the Fourier transform consists of functions v ∈ S(g∗)
such that, given any norm |.| on G, near ξ = 0 we have |g(ξ)| = O(|ξ|N ) for any
N ∈ N.
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We endow g∗ with the dilations λ.ξ = (λ2ξ0, λξ′) coming from (2.4). For m ∈ C
we let Sm(g
∗M) denote the closed subspace of C∞(g∗ \ 0) consisting in functions
p(ξ) ∈ C∞(g∗ \ 0) such that p(λ.ξ) = λmp(ξ) for any λ > 0.
If p(ξ) ∈ Sm(g∗) then it defines an element of Sˆ0(g∗)′ by letting
(2.12) 〈p, g〉 =
∫
g∗
p(ξ)g(ξ)dξ, g ∈ Sˆ0(g∗).
This allows us to define the inverse Fourier transform of p as the element pˇ ∈ S0(G)′
such that 〈pˇ, f〉 = 〈p, fˇ〉 for any f ∈ S0(G). It then can be shown (see, e.g., [BG],
[CGGP]) that the left-convolution with p defines a continuous endomorphism of
S0(G) via the formula,
(2.13) Op(p)f(x) = pˇ ∗ f(x) = 〈pˇ(y), f(xy)〉, f ∈ S0(G).
Moreover, we have a bilinear product,
(2.14) ∗ : Sm1(g∗)× Sm2(g∗) −→ Sm1+m2(g∗),
in such way that, for any p1 ∈ Sm1(g∗) and any p2 ∈ Sm2(g∗), we have
(2.15) Op(p1) ◦Op(p2) = Op(p1 ∗ p2).′′
In addition, if p ∈ Sm(g∗) then Op(p) really is a pseudodifferential operator.
Indeed, let X0(a), . . . , Xd(a) be a (linear) basis of g so that X0(a) is in TaM/Ha
and X1(a), . . . , Xd(a) span Ha. For j = 0, . . . , d let X
a
j be the left-invariant vector
field on G such that Xaj|x=0 = Xj(a). The basis X0(a), . . . , Xd(a) yields a linear
isomorphism g ≃ Rd+1, hence a global chart of G. In the corresponding local coor-
dinates p(ξ) is a homogeneous symbol on Rd+1\0 with respect to the dilations (2.8).
Similarly, each vector field 1iX
a
j , j = 0, . . . , d, corresponds to a vector field on R
d+1
with symbol σaj (x, ξ). If we set σ
a(x, ξ) = (σa0 (x, ξ), . . . , σ
a
d(x, ξ)), then it can be
shown that in these local coordinates we have
(2.16) Op(p)f(x) = (2π)−(d+1)
∫
Rd+1
ei〈x,ξ〉p(σa(x, ξ))fˆ (ξ)dξ, f ∈ S0(Rd+1).
In other words Op(p) is the pseudodifferential operator p(−iXa) := p(σa(x,D))
acting on S0(Rd+1).
2.3. The ΨHDO operators. The original idea in the Heisenberg calculus, which
goes back to Elias Stein, is to construct a class of operators on a given Heisenberg
manifold (Md+1, H), called ΨHDOs, which at any point a ∈ M are modeled in a
suitable sense on left-invariant pseudodifferential operators on the tangent group
GaM .
Let U ⊂ Rd+1 be an open of local coordinates equipped with aH-frameX0, . . . , Xd.
Definition 2.5. Sm(U × Rd+1), m ∈ C, consists of functions p(x, ξ) in C∞(U ×
Rd+1\0) which are homogeneous of degree m in the ξ-variable with respect to the
dilations (2.8), i.e., we have p(x, t.ξ) = tmp(x, ξ) for any t > 0.
In the sequel we endow Rd+1 with the pseudo-norm,
(2.17) ‖ξ‖ = (ξ20 + ξ41 + . . .+ ξ4d)1/4, ξ ∈ Rd+1.
In addition, for any multi-order β ∈ Nd+10 we set 〈β〉 = 2β0 + β1 + . . .+ βd.
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Definition 2.6. Sm(U × Rd+1), m ∈ C, consists of functions p(x, ξ) in C∞(U ×
Rd+1) with an asymptotic expansion p ∼ ∑j≥0 pm−j, pk ∈ Sk(U × Rd+1), in the
sense that, for any integer N , any compact K ⊂ U and any multi-orders α, β, there
exists CNKαβ > 0 such that, for any x ∈ K and any ξ ∈ Rd+1 so that ‖ξ‖ ≥ 1, we
have
(2.18) |∂αx ∂βξ (p−
∑
j<N
pm−j)(x, ξ)| ≤ CNKαβ‖ξ‖ℜm−〈β〉−N .
Next, for j = 0, . . . , d let σj(x, ξ) denote the symbol (in the classical sense) of
the vector field 1iXj and set σ = (σ0, . . . , σd). Then for p ∈ Sm(U × Rd+1) we let
p(x,−iX) be the continuous linear operator from C∞c (U) to C∞(U) such that
(2.19) p(x,−iX)f(x) = (2π)−(d+1)
∫
eix.ξp(x, σ(x, ξ))fˆ (ξ)dξ, f ∈ C∞c (U).
In the sequel we let Ψ−∞(U) denote the space of smoothing operators on U , that
is, the space of continuous operators P : E ′(U) → D′(U) with a smooth Schwartz
kernel.
Definition 2.7. ΨmH(U), m ∈ C, consists of operators P : C∞c (U) → C∞(U) of
the form
(2.20) P = p(x,−iX) +R,
with p in Sm(U × Rd+1) (called the symbol of P ) and R smoothing operator.
The class of ΨHDOs is invariant under changes of H-framed charts (see [BG,
Sect. 16], [Po5, Appendix A]). Therefore, we can extend the definition of ΨHDOs to
the Heisenberg manifold (Md+1, H) and let them act on sections of a vector bundle
Er over M as follows.
Definition 2.8. ΨmH(M, E), m ∈ C, consists of continuous operators P from
C∞c (M, E) to C∞(M, E) such that:
(i) The Schwartz kernel of P is smooth off the diagonal;
(ii) For any H-framed local chart κ : U → V ⊂ Rd+1 over which there is a
trivialization τ : E|U → U × Cr the operator κ∗τ∗(P|U ) belongs to ΨmH(V,Cr) :=
ΨmH(V )⊗ EndCr.
Proposition 2.9 ([BG]). Let P ∈ ΨmH(M, E), m ∈ C.
(1) Let Q ∈ Ψm′H (M, E), m′ ∈ C, and suppose that P or Q is uniformly properly
supported. Then the operator PQ belongs to Ψm+m
′
H (M, E).
(2) The transpose operator P t belongs to ΨmH(M, E∗).
(3) Suppose that M is endowed with a density > 0 and E is endowed with a
Hermitian metric. Then the adjoint P ∗ of P belongs to ΨmH(M, E).
In this setting the principal symbol of a ΨHDO can be defined intrinsically as
follows.
Let g∗M = (TM/H)∗⊕H∗ denote the (linear) dual of the Lie algebra bundle gM
of GM with canonical projection pr : M → g∗M . For m ∈ C we let Sm(g∗M, E)
be the space of sections p ∈ C∞(g∗M \ 0,Endpr∗E) such that p(x, t.ξ) = tmp(x, ξ)
for any t > 0.
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Definition 2.10 (See [56]). The principal symbol of an operator P ∈ ΨmH(M, E)
is the unique symbol σm(P ) in Sm(g
∗M, E) such that, for any a ∈ M and for any
trivializing H-framed local coordinates near a, in Heisenberg coordinates centered
at a we have σm(P )(0, ξ) = pm(0, ξ), where pm(x, ξ) is the principal symbol of P
in the sense of (2.18).
Given a point a ∈M the principal symbol σm(P ) allows us to define the model
operator of P at a as the left-invariant ΨDO on S0(g∗M, Ea) with symbol pam(ξ) :=
σm(P )(a, ξ) so that, in the notation of (2.13), the operator P
a is just Op(pam).
For m ∈ C let Sm(g∗aM, Ea) be the space of functions p ∈ C∞(g∗aM \0, Ea) which
are homogeneous of degree m. Then the product (2.14) yields a bilinear product,
(2.21) ∗a : Sm1(g∗aM, Ea)× Sm2(g∗aM, Ea)→ Sm1+m2(g∗aM, Ea).
This product depends smoothly on a as much so to gives rise to the bilinear product,
∗ : Sm1(g∗M, E)× Sm2(g∗M, E) −→ Sm1+m2(g∗M, E),(2.22)
pm1 ∗ pm2(a, ξ) = (pm1(a, .) ∗a pm2(a, .))(ξ), pmj ∈ Smj (g∗M).(2.23)
Proposition 2.11 ([Po5]). Let P ∈ ΨmH(M, E), m ∈ C.
1) Let Q ∈ Ψm′H (M, E), m′ ∈ C, and suppose that P or Q is uniformly properly
supported. Then we have σm+m′(PQ) = σm(P ) ∗ σm′(Q), and for any a ∈ M the
model operator of PQ at a is P aQa.
2) We have σm(P
t)(x, ξ) = σm(P )(x,−ξ)t, and for any a ∈ M the model oper-
ator of P t at a is (P a)t.
3) Suppose that M is endowed with a density > 0 and E is endowed with a
Hermitian metric. Then we have σm(P
∗)(x, ξ) = σm(P )(x, ξ)∗, and for any a ∈M
the model operator of P ∗ at a is (P a)∗.
In addition, there is a complete symbolic calculus for ΨHDOs which allows us
to carry out the classical parametrix construction for an operator P ∈ ΨmH(M, E)
whenever its principal symbol σm(P ) is invertible with respect to the product ∗
(see [BG]). In general, it may be difficult to determine whether σm(P ) is invert-
ible with respect to that product. Nevertheless, given a point a ∈ M we have an
invertibility criterion for P a in terms of the representation theory of GaM ; this
is the so-called Rockland condition (see, e.g., [Ro1], [CGGP]). We then can com-
pletely determine the invertibility of the principal symbol of P in terms of the
Rockland conditions for its model operators and those of its transpose (see [Po5,
Thm. 3.3.19]).
Finally, the ΨHDOs enjoy nice Sobolev regularity properties. These properties
are best stated in terms of the weighted Sobolev of [FSt] and [Po5]. These weighted
Sobolev spaces can be explicitly related to the usual Sobolev spaces and allows us
to show that if P ∈ ΨmH(M, E), ℜm > 0, has an invertible principal symbol, then
P is maximal hypoelliptic, which implies that P is hypoelliptic with gain of m2 -
derivatives. We refer to [BG] and [Po5] for the precise statements. In the sequel
we will only need the following.
Proposition 2.12 ([BG]). Assume M compact and let P ∈ ΨmH(M, E), ℜm ≥ 0.
Then P extends to a bounded operator from L2(M, E) to itself and this operator is
compact if we further have ℜm < 0.
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2.4. Holomorphic families of ΨHDOs. In this subsection we recall the main
definitions and properties of holomorphic families of ΨHDOs. Throughout the
subsection we let (Md+1, H) be a Heisenberg manifold, we let Er be a vector bundle
over M and we let Ω be an open subset of C.
Let U ⊂ Rd+1 be an open of local coordinates equipped with aH-frameX0, . . . , Xd.
We define holomorphic families of symbols on U × Rd+1 as follows.
Definition 2.13. A family (p(z))z∈Ω ⊂ S∗(U × Rd+1) is holomorphic when:
(i) The order w(z) of p(z) depends analytically on z;
(ii) For any (x, ξ) ∈ U ×Rd+1 the function z → p(z)(x, ξ) is holomorphic on Ω;
(iii) The bounds of the asymptotic expansion (2.18) for p(z) are locally uniform
with respect to z, i.e., we have p(z) ∼∑j≥0 p(z)w(z)−j, p(z)w(z)−j ∈ Sw(z)−j(U ×
Rd+1), and, for any integer N , any compacts K ⊂ U and L ⊂ Ω and any multi-
orders α and β, there exists a constant CNKLαβ > 0 such that, for any (x, z) ∈
K × L and any ξ ∈ Rd+1 so that ‖ξ‖ ≥ 1, we have
(2.24) |∂αx ∂βξ (p(z)−
∑
j<N
p(z)w(z)−j)(x, ξ)| ≤ CNKLαβ‖ξ‖ℜw(z)−N−〈β〉.
In the sequel we let Hol(Ω, S∗(U×Rd+1)) denote the class of holomorphic families
with values in S∗(U × Rd+1). Notice also that the properties (i)–(iii) imply that
each homogeneous symbol p(z)w(z)−j(x, ξ) depends analytically on z, that is, it
gives rise to a holomorphic family with values in C∞(U × (Rd+1 \0)) (see [Po5,
Rem. 4.2.2]).
Since Ψ−∞(U) = L(E ′(U), C∞(U)) is a Fre´chet space which is isomorphic to
C∞(U × U) by Schwartz’s Kernel Theorem, we can define holomorphic families
of smoothing operators as families of operators given by holomorphic families of
smooth Schwartz kernels. We let Hol(Ω,Ψ−∞(U)) denote the class of such families.
Definition 2.14. A family (P (z))z∈Ω ⊂ ΨmH(U) is holomorphic when it can be put
in the form,
(2.25) P (z) = p(z)(x,−iX) +R(z), z ∈ Ω,
with (p(z))z∈Ω ∈ Hol(Ω, S∗(U × Rd+1)) and (R(z))z∈Ω ∈ Hol(Ω,Ψ−∞(U)).
The above notion of holomorphic families of ΨHDOs is invariant under changes
of H-framed charts (see [Po5]). Therefore, it makes sense to define holomorphic
families of ΨHDOs on the Heisenberg manifold (M
d+1, H) acting on sections of the
vector bundle Er as follows.
Definition 2.15. A family (P (z))z∈Ω ⊂ Ψ∗H(M, E) is holomorphic when:
(i) The order w(z) of P (z) is a holomorphic function of z;
(ii) For ϕ and ψ in C∞c (M) with disjoint supports (ϕP (z)ψ)z∈Ω is a holomorphic
family of smoothing operators;
(iii) For any trivialization τ : E|U → U × Cr over a local H-framed chart
κ : U → V ⊂ Rd+1 the family (κ∗τ∗(Pz|U ))z∈Ω belongs to Hol(Ω,Ψ∗H(V,Cr)) :=
Hol(Ω,Ψ∗H(V ))⊗ EndCr.
We let Hol(Ω,Ψ∗H(M, E)) denote the class of holomorphic families of ΨHDOs on
M and acting on the sections of E .
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Proposition 2.16 ([Po5, Chap. 4]). Let (P (z))z∈Ω ⊂ Ψ∗H(M, E) be a holomorphic
family of ΨHDOs.
1) Let (Q(z))z∈Ω ⊂ Ψ∗H(M, E) be a holomorphic family of ΨHDOs and assume
that (P (z))z∈Ω or (Q(z))z∈Ω is uniformly properly supported with respect to z. Then
the family (P (z)Q(z))z∈Ω belongs to Hol(Ω,Ψ∗H(M, E)).
2) Let φ : (M,H)→ (M ′, H ′) be a Heisenberg diffeomorphism. Then the family
(φ∗P (z))z∈Ω belongs to Hol(Ω,Ψ∗H′ (M
′, φ∗E)).
2.5. Complex powers of hypoelliptic ΨHDOs. In this subsection we recall
the constructions in [Po5] and [Po8] of complex powers of hypoelliptic ΨHDOs as
holomorphic families of ΨHDOs.
Throughout this subsection we let (Md+1, H) be a compact Heisenberg manifold
equipped with a density > 0 and we let E be a Hermitian vector bundle over M .
Let P : C∞(M, E)→ C∞(M, E) be a differential operator of Heisenberg order m
which is positive, i.e., we have 〈Pu, u〉 ≥ 0 for any u ∈ C∞(M, E), and assume that
the principal symbol of P is invertible, that is, P satisfies the Rockland condition
at every point.
By standard functional calculus for any s ∈ C we can define the power P s as an
unbounded operator on L2(M, E) whose domain contains C∞(M, E). In particular
P−1 is the partial inverse of P and we have P 0 = 1−Π0(P ), where Π0(P ) denotes
the orthogonal projection onto the kernel of P . Furthermore, we have:
Proposition 2.17 ([Po5, Thm. 5.3.4]). Assume that H satisfies the bracket con-
dition H + [H,H ] = TM . Then the complex powers (P s)s∈C form a holomorphic
1-parameter group of ΨHDOs such that ordP
s = ms ∀s ∈ C.
This construction has been generalized to more general hypoelliptic ΨHDOs
in [Po8]. Let P : C∞(M, E) → C∞(M, E) be a ΨHDO of order m > 0. In [Po8]
there is a notion of principal cut for the principal symbol σm(P ) of P as a ray
L ⊂ C \ 0 such that P − λ admits a parametrix in a version of the Heisenberg
calculus with parameter in a conical neighborhood Θ ⊂ C \ 0 of L.
Let Θ(P ) be the union set of all principal cuts of σm(P ). Then Θ(P ) is an open
conical subset of C\0 and for any conical subset Θ of Θ(P ) such that Θ\0 ⊂ Θ(P )
there are at most finitely many eigenvalues of P in Θ (see [Po8]).
Let Lθ = {argλ = θ}, 0 ≤ θ < 2π, be a principal cut for σm(P ) such that no
eigenvalue of P lies in L. Then Lθ is ray of minimal growth for P , so for ℜs < 0
we define a bounded operator on L2(M, E) by letting
P sθ =
−1
2iπ
∫
Γθ
λsθ(P − λ)−1dλ,(2.26)
Γθ = {ρeiθ;∞ < ρ ≤ r} ∪ {reit; θ ≥ t ≥ θ − 2π} ∪ {ρei(θ−2pi); r ≤ ρ ≤ ∞},(2.27)
where r > 0 is such that no nonzero eigenvalue of P lies in the disc |λ| < r.
Proposition 2.18 ([Po8]). The family (2.26) gives rise to a unique holomorphic
family (P sθ )s∈C of ΨHDOs such that:
(i) We have ordP sθ = ms for any s ∈ C;
(ii) We have the 1-parameter group property P s1+s2θ = P
s1
θ P
s2
θ ∀sj ∈ C;
(iii) We have P k+sθ = P
kP sθ for any k ∈ N and any s ∈ C.
13
Let E0(P ) = ∪j≥0 kerP j be the characteristic subspace of P associated to λ = 0.
This is a finite dimensional subspace of C∞(M, E) and so the projection Π0(P ) onto
E0(P ) and along E0(P
∗)⊥ is a smoothing operator (see [Po8]). Then we have:
(2.28) P 0θ = 1− Π0(P ), P−kθ = P−k, k = 1, 2, . . . ,
where P−k denotes the partial inverse of P k, i.e., the operator that inverts P k on
E0(P
∗)⊥ and is zero on E0(P ).
Assume further that 0 is not in the spectrum of P . Let Q ∈ Ψ∗H(M, E) and for
z ∈ C set Q(z) = QP z/mθ . Then (Q(z))z∈C is a holomorphic family of ΨHDOs
such that Q0 = Q and ordQ(z) = z + ordQ. Following the terminology of [Gu2] a
holomorphic family of ΨHDOs with these properties is called a holomorphic gauging
for Q.
3. Noncommutative residue trace for the Heisenberg calculus
In this section we construct a noncommutative residue trace for the algebra of
integer order ΨHDOs on a Heisenberg manifold. We start by describing the loga-
rithmic singularity near the diagonal of the Schwartz kernel of a ΨHDO of integer
order and we show that it gives rise to a well-defined density. We then construct
the noncommutative residue for the Heisenberg calculus as the residual trace in-
duced by the analytic continuation of the usual trace to ΨHDOs of non-integer
orders. Moreover, we show that it agrees with the integral of the density defined
by the logarithmic singularity of the Schwartz kernel of the corresponding ΨHDO.
Finally, we prove that when the manifold is connected then every other trace on
the algebra of integer order ΨHDOs is a constant multiple of our noncommutative
residue. This is the analogue of a well-known result of Wodzicki and Guillemin.
3.1. Logarithmic singularity of the kernel of a ΨHDO. In this subsection
we show that the logarithmic singularity of the Schwartz kernel of any integer
order ΨHDO gives rise to a density which makes sense intrinsically. This uses the
characterization of ΨHDOs in terms of their Schwartz kernels, which we shall now
recall.
First, we extend the notion of homogeneity of functions to distributions. For K
in S ′(Rd+1) and for λ > 0 we let Kλ denote the element of S ′(Rd+1) such that
(3.1) 〈Kλ, f〉 = λ−(d+2)〈K(x), f(λ−1.x)〉 ∀f ∈ S(Rd+1).
It will be convenient to also use the notation K(λ.x) for denoting Kλ(x). We say
that K is homogeneous of degree m, m ∈ C, when Kλ = λmK for any λ > 0.
In the sequel we let E be the anisotropic radial vector field 2x0∂x0+∂x1+. . .+∂xd ,
i.e., E is the infinitesimal generator of the flow φs(ξ) = e
s.ξ.
Lemma 3.1 ([BG, Prop. 15.24], [CM, Lem. I.4]). Let p(ξ) ∈ Sm(Rd+1), m ∈ C.
1) If m is not an integer ≤ −(d+ 2), then p(ξ) can be uniquely extended into a
homogeneous distribution τ ∈ S ′(Rd+1).
2) Ifm is an integer ≤ −(d+2), then at best we can extend p(ξ) into a distribution
τ ∈ S ′(Rd+1) such that
(3.2) τλ = λ
mτ + λm logλ
∑
〈α〉=−(m+d+2)
cα(p)δ
(α) for any λ > 0,
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where we have let cα(p) =
(−1)|α|
α!
∫
‖ξ‖=1 ξ
αp(ξ)iEdξ. In particular, p(ξ) admits a
homogeneous extension if and only if all the coefficients cα(p) vanish.
Remark 3.2. For reader’s convenience a detailed proof of this lemma is given in
Appendix.
Let τ ∈ S ′(Rd+1) and let λ > 0. Then for any f ∈ S(Rd+1) we have
(3.3) 〈(τˇ )λ, f〉 = λ−(d+2)〈τ, (fλ−1)∨〉 = 〈τ, (fˇ )λ〉 = λ−(d+2)〈(τλ−1 )∨, f〉.
Hence (τˇ )λ = λ
−(d+2)(τλ−1 )∨. Therefore, if we set mˆ = −(m+ d+ 2) then we see
that:
- τ is homogeneous of degree m if and only if τˇ is homogeneous of degree mˆ;
- τ satisfies (3.2) if and only if for any λ > 0 we have
(3.4) τˇ (λ.y) = λmˆτˇ(y)− λmˆ logλ
∑
〈α〉=mˆ
(2π)−(d+1)cα(p)(−iy)α.
Let U ⊂ Rd+1 be an open of local coordinates equipped with aH-frameX0, . . . , Xd.
In the sequel we set N0 = N ∪ {0} and we let S ′reg(Rd+1) be the space of tempered
distributions on Rd+1 which are smooth outside the origin. We endow S ′reg(Rd+1)
with the weakest locally convex topology that makes continuous the embeddings of
S ′reg(Rd+1) into S ′(Rd+1) and C∞(Rd+1\0). In addition, recall also that if E is a
topological vector space contained in D′(Rd+1) then C∞(U)⊗ˆE can be identified
as the space C∞(U,E) seen as a subspace of D′(U × Rd+1).
The discussion above about the homogeneity of the (inverse) Fourier transform
leads us to consider the classes of distributions below.
Definition 3.3. Km(U × Rd+1), m ∈ C, consists of distributions K(x, y) in
C∞(U)⊗ˆS ′
reg
(Rd+1) such that, for any λ > 0, we have:
(3.5) K(x, λy) =
{
λmK(x, y) if m 6∈ N0,
λmK(x, y) + λm log λ
∑
〈α〉=m cK,α(x)y
α if m ∈ N0,
where the functions cK,α(x), 〈α〉 = m, are in C∞(U) when m ∈ N0.
Remark 3.4. For ℜm > 0 we have Km(U ×Rd+1) ⊂ C∞(U)⊗ˆC [ℜm2 ]′(Rd+1), where
[ℜm2 ]
′ denotes the greatest integer < ℜm (see [Po5, Lemma A.1]).
Definition 3.5. Km(U×Rd+1), m ∈ C, consists of distributions K(x, y) in D′(U×
Rd+1) with an asymptotic expansion K ∼∑j≥0Km+j, Kl ∈ Kl(U × Rd+1), in the
sense that, for any integer N , as soon as J is large enough K −∑j≤J Km+j is in
CN (U × Rd+1).
Remark 3.6. The definition implies that any distribution K ∈ Km(U × Rd+1) is
smooth on U × (Rd+1\0). Furthermore, using Remark 3.4 we see that for ℜm > 0
we have Km(U × Rd+1) ⊂ C∞(U)⊗ˆC [ℜm2 ]′(Rd+1).
Using Lemma 3.1 we can characterize homogeneous symbols on U × Rd+1 as
follows.
Lemma 3.7. Let m ∈ C and set mˆ = −(m+ d+ 2).
1) If p(x, ξ) ∈ Sm(U × Rd+1) then p(x, ξ) can be extended into a distribution
τ(x, ξ) ∈ C∞(U)⊗ˆS ′
reg
(Rd+1) such that K(x, y) := τˇξ→y(x, y) belongs to Kmˆ(U ×
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Rd+1). Furthermore, if m is an integer ≤ −(d+2) then, using the notation of (3.5),
we have cK,α(x) = (2π)
−(d+1) ∫
‖ξ‖=1
(iξ)α
α! p(x, ξ)ιEdξ.
2) If K(x, y) ∈ Kmˆ(U×Rd+1) then the restriction of Kˆy→ξ(x, ξ) to U×(Rd+1\0)
is a symbol in Sm(U × Rd+1).
Next, for any x ∈ U we let ψx (resp. εx) denote the change of variable to the
privileged (resp. Heisenberg) coordinates centered at x (cf. Definitions 2.3 and 2.4).
Let p ∈ Sm(U × Rd+1) and let k(x, y) ∈ C∞(U)⊗ˆD′(U) denote the Schwartz
kernel of p(x,−iX), so that [p(x,−iX)u](x) = 〈k(x, y), u(y)〉 for any u ∈ C∞c (U).
Then one can check (see, e.g., [Po5, p. 54]) that we have:
(3.6) k(x, y) = |ψ′x|pˇξ→y(x,−ψx(y)) = |ε′x|pˇξ→y(x, φx(−εx(y))).
Combining this with Lemma 3.7 leads us to the characterization of ΨHDOs below.
Proposition 3.8 ([BG, Thms. 15.39, 15.49], [Po5, Prop. 3.1.16]). Consider a con-
tinuous operator P : C∞c (U) → C∞(U) with Schwartz kernel kP (x, y). Let m ∈ C
and set mˆ = −(m+ d+ 2). Then the following are equivalent:
(i) P is a ΨHDO of order m.
(ii) We can put kP (x, y) in the form,
(3.7) kP (x, y) = |ψ′x|K(x,−ψx(y)) +R(x, y),
for some K ∈ Kmˆ(U × Rd+1), K ∼∑Kmˆ+j, and some R ∈ C∞(U × U).
(iii) We can put kP (x, y) in the form,
(3.8) kP (x, y) = |ε′x|KP (x,−εx(y)) +RP (x, y),
for some KP ∈ Kmˆ(U × Rd+1), KP ∼
∑
KP,mˆ+j, and some RP ∈ C∞(U × U).
Furthermore, if (i)–(iii) hold then we have KP,l(x, y) = Kl(x, φx(y)) and P has
symbol p ∼ ∑j≥0 pm−j, where pm−j(x, ξ) is the restriction to U × (Rd+1 \0) of
(Km+j)
∧
y→ξ(x, ξ).
Now, let U ⊂ Rd+1 be an open of local coordinates equipped with a H-frame
X0, X1, . . . , Xd. Let m ∈ Z and let K ∈ Km(U × Rd+1), K ∼
∑
j≥mKj . Then:
- For j ≤ −1 the distribution Kj(x, y) is homogeneous of degree j with respect
to y and is smooth for y 6= 0;
- For j = 0 and λ > 0 we have K0(x, λ.y) = K0(x, y) − cK0,0(x) log λ, which by
setting λ = ‖y‖−1 with y 6= 0 gives
(3.9) K0(x, y) = K0(x, ‖y‖−1.y)− cK0,0 log ‖y‖.
- The remainder termK−∑j≥1Kj is in C0(U×Rd+1) (cf. Remarks 3.4 and 3.6).
It follows that K(x, y) has a behavior near y = 0 of the form,
(3.10) K(x, y) =
∑
m≤j≤−1
Kj(x, y)− cK(x) log ‖y‖+O(1), cK(x) = cK0,0(x).
Lemma 3.9. Let P ∈ ΨmH(U) have kernel kP (x, y) and set mˆ = −(m+ d+ 2).
1) Near the diagonal kP (x, y) has a behavior of the form,
(3.11) kP (x, y) =
∑
mˆ≤j≤−1
aj(x,−ψx(y))− cP (x) log ‖ψx(y)‖+O(1),
with aj(x, y) ∈ C∞(U×(Rd+1\0)) homogeneous of degree j in y and cP (x) ∈ C∞(U).
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2) If we write kP (x, y) in the forms (3.7) and (3.8) with K(x, y) and KP (x, y)
in Kmˆ(U × Rd+1), then we have
(3.12) cP (x) = |ψ′x|cK(x) = |ε′x|cKP (x) =
|ψ′x|
(2π)d+1
∫
‖ξ‖=1
p−(d+2)(x, ξ)ıEdξ,
where p−(d+2) denotes the symbol of degree −(d+ 2) of P .
Proof. If we put kP (x, y) in the form (3.7) with K ∈ Kmˆ(U×Rd+1), K ∼
∑
Kmˆ+j ,
then it follows from (3.10) that kP (x, y) has a behavior near the diagonal of the
form (3.11) with cP (x) = |ψ′x|cK(x) = |ψ′x|cK0,0(x). Furthermore, by Proposi-
tion 3.8 the symbol p−(d+2)(x, ξ) of degree −(d + 2) of P is the restriction to
U × (Rd+1 \0) of (K0)∧y→ξ(x, ξ), so by Lemma 3.7 we have cK(x) = cK0,0(x) =
(2π)−(d+1)
∫
‖ξ‖=1 p−(d+2)(x, ξ)ıEdξ.
Next, if we put kP (x, y) in the form (3.8) with KP ∈ Kmˆ(U × Rd+1), KP ∼∑
KP, ˆm+j then by Proposition 3.8 we have KP,0(x, y) = K0(x, φx(y)). Let λ > 0.
Since φx(λ.y) = λ.φx(y), using (3.5) we get
(3.13) KP,0(x, λ.y) −KP,0(x, y) = K0(x, λ.φx(y))−K0(x, φx(y)) = cK0(x) log λ.
Hence cKP,0(x) = cK,0(x). As |ε′x| = |φ′x|.|ψ′x| = |ψ′x| we see that |ψ′x|cK(x) =
|ε′x|cKP (x). The proof is thus achieved. 
Lemma 3.10. Let φ : U → U˜ be a change of H-framed local coordinates. Then for
any P˜ ∈ ΨmH(U˜) we have cφ∗P˜ (x) = |φ′(x)|cP˜ (φ(x)).
Proof. Let P = φ∗P˜ . Then P is a ΨHDO of order m on U (see [BG]). Moreover,
by [Po5, Prop. 3.1.18] if we write the Schwartz kernel kP˜ (x˜, y˜) in the form (3.8)
with KP˜ (x˜, y˜) in Kmˆ(U˜ ×Rd+1), then the Schwartz kernel kP (x, y) of P can be put
in the form (3.8) with KP (x, y) in Kmˆ(U × Rd+1) such that
(3.14) KP (x, y) ∼
∑
〈β〉≥ 32 〈α〉
1
α!β!
aαβ(x)y
β(∂αy˜KP˜ )(φ(x), φ
′
H (x).y),
where we have let aαβ(x) = ∂
β
y [|∂y(εφ(x)◦φ◦ε˜−1x )(y)|(ε˜φ(x)◦φ◦ε−1x (y)−φ′H(x)y)α]|y=0 ,
the map φ′H(x) is the tangent map (2.7), and ε˜x˜ denotes the change to the Heisen-
berg coordinates at x˜ ∈ U˜ . In particular, we have
(3.15) KP (x, y) = a00(x)KP˜ (φ(x), φ
′
H (x).y) mod yjKmˆ+1(U × Rd+1),
where a00(x) = |ε′φ(x)||φ′(x)||ε′x|−1.
Notice that K˜(x, y) := KP˜ (φ(x), φ
′
H (x).y) is an element of Kmˆ(U ×Rd+1), since
we have φ′H(x).(λ.y) = λ.(φ
′
H(x).y) for any λ > 0. Moreover, the distributions in
yjK∗(U × Rd+1), j = 0, .., d, cannot have a logarithmic singularity near y = 0. To
see this it is enough to look at a distribution H(x, y) ∈ K−l(U × Rd+1), l ∈ N0.
Then H(x, y) has a behavior near y = 0 of the form:
(3.16) H(x, y) =
∑
−l≤k≤−1
bk(x, y)− cH(x) log ‖y‖+O(1),
with bk(x, y) homogeneous of degree k with respect to the y-variable. Thus,
(3.17) yjH(x, y) =
∑
−l≤k≤−1
yjbk(x, y)− cH(x)yj log ‖y‖+O(1).
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Observe that each term yjbk(x, y) is homogeneous of degree k + 1 with respect to
y and the term yj log ‖y‖ converges to 0 as y → 0. Therefore, we see that the
singularity of yjH(x, y) near y = 0 cannot contain a logarithmic term.
Combining the above observations with (3.14) shows that the coefficients of the
logarithmic singularities of KP (x, y) and a00(x)K˜(x, y) must agree, i.e., we have
cKP (x) = ca00K˜(x) = a00(x)cK˜(x) = |ε′φ(x)||φ′(x)||ε′x|−1cK˜(x). Furthermore, the
only contribution to the logarithmic singularity of K˜(x, y) comes from
(3.18) cKP˜ (φ(x)) log ‖φ′H(x)y‖ = cKP˜ (φ(x)) log[‖y‖‖φ′H(x).(‖y‖−1.y‖)]
= cKP˜ (φ(x)) log ‖y‖+O(1).
Hence cK˜(x) = cKP˜ (φ(x)). Therefore, we get cKP (x) = |ε′φ(x)||φ′(x)||ε′x|−1cKP˜ (φ(x)),
which by combining with (3.12) shows that cP (x) = |φ′(x)|cP˜ (φ(x)) as desired. 
Let P ∈ ΨmH(M, E) and let κ : U → V be a H-framed chart over which there is
a trivialization τ : E|U → U × Cr. Then the Schwartz kernel of Pκ,τ := κ∗τ∗(P|U )
has a singularity near the diagonal of the form (3.11). Moreover, if κ˜ : U˜ → V˜ be
a H-framed chart over which there is a trivialization τ : E|U˜ → U˜ × Cr and if we
let φ denote the Heisenberg diffeomorphism κ˜ ◦ κ−1 : κ(U ∩ U˜) → κ˜(U ∩ U˜), then
by Lemma 3.10 we have cPκ,τ (x) = |φ′(x)|cPκ˜,τ˜ (φ(x)) for any x ∈ U . Therefore, on
U ∩ U˜ we have the equality of densities,
(3.19) τ∗κ∗(cPκ,τ (x)dx) = τ˜
∗κ˜∗(cPκ˜,τ˜ (x)dx).
Now, the space C∞(M, |Λ|(M)⊗EndE) of END E-valued densities is a sheaf, so
there exists a unique density cP (x) ∈ C∞(M, |Λ|(M) ⊗ EndE) such that, for any
local H-framed chart κ : U → V and any trivialization τ : E|U → U × Cr, we have
(3.20) cP (x)|U = τ∗κ∗(cκ∗τ∗(P|U )(x)dx).
Moreover, this density is functorial with respect to Heisenberg diffeomorphisms,
i.e., for any Heisenberg diffeomorphism φ : (M,H)→ (M ′, H ′) we have
(3.21) cφ∗P (x) = φ∗(cP (x)).
Summarizing all this we have proved:
Proposition 3.11. Let P ∈ ΨmH(M, E), m ∈ Z. Then:
1) On any trivializing H-framed local coordinates the Schwartz kernel kP (x, y)
of P has a behavior near the diagonal of the form,
(3.22) kP (x, y) =
∑
−(m+d+2)≤j≤−1
aj(x,−ψx(y))− cP (x) log ‖ψx(y)‖+O(1),
where cP (x) is given by (3.12) and each function aj(x, y) is smooth for y 6= 0 and
homogeneous of degree j with respect to y.
2) The coefficient cP (x) makes sense globally on M as a smooth END E-valued
density which is functorial with respect to Heisenberg diffeomorphisms.
Finally, the following holds.
Proposition 3.12. Let P ∈ ΨmH(M, E), m ∈ Z.
1) Let P t ∈ ΨmH(M, E∗) be the transpose of P . Then we have cP t(x) = cP (x)t.
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2) Suppose that M is endowed with a density ρ > 0 and E is endowed with
a Hermitian metric. Let P ∗ ∈ ΨmH(M, E) be the adjoint of P . Then we have
cP∗(x) = cP (x)
∗.
Proof. Let us first assume that E is the trivial line bundle. Then it is enough to
prove the result in H-framed local coordinates U ⊂ Rd+1, so that the Schwartz
kernel kP (x, y) can be put in the form (3.8) with KP (x, y) in Kmˆ(U × Rd+1).
We know that P t is a ΨHDO of order m (see [BG, Thm. 17.4]). Moreover,
by [Po5, Prop. 3.1.21] we can put its Schwartz kernel kP t(x, y) in the form (3.8)
with KP t(x, y) in Kmˆ(U × Rd+1) such that
(3.23) KP t(x, y) ∼
∑
3
2 〈α〉≤〈β〉
∑
|γ|≤|δ|≤2|γ|
aαβγδ(x)y
β+δ(∂γx∂
α
yKP )(x,−y),
where aαβγδ(x) =
|ε−1x |
α!β!γ!δ! [∂
β
y (|ε′ε−1x (−y)|(y−εε−1x (y)(x))
α)∂δy(ε
−1
x (−y)−x)γ ](x, 0). In
particular, we have KP t(x, y) = KP (x,−y) mod yjKmˆ+1(U ×Rd+1). Therefore, in
the same way as in the proof of Lemma 3.10, we see that the logarithmic singularity
near y = 0 ofKP (x, y) agrees with that ofKP t(x,−y), hence with that ofKP t(x, y).
Therefore, we have cKPt (x) = cKP (x). Combining this with (3.12) then shows that
cP t(x) = cP (x).
Next, suppose that U is endowed with a smooth density ρ(x) > 0. Then
the corresponding adjoint P ∗ is a ΨHDO of order m on U with Schwartz ker-
nel kP∗(x, y) = ρ(x)
−1kP t(x, y)ρ(y). Thus kP∗(x, y) can be put in the form (3.8)
with KP∗(x, y) in Kmˆ(U × Rd+1) such that
(3.24) KP∗(x, y) = [ρ(x)
−1ρ(ε−1x (−y))]KP t(x, y)
= KP t(x, y) mod yjKmˆ+1(U × Rd+1).
Therefore, KP∗(x, y) and KP t(x, y) same logarithmic singularity near y = 0, so
that we have cKP∗ (x) = cKPt (x) = cKP (x). Hence cP∗(x) = cP (x).
Finally, when E is a general vector bundle, we can argue as above to show that
we still have cP t(x) = cP (x)
t, and if P ∗ is the adjoint of P with respect to the
density ρ and some Hermitian metric on E , then we have cP∗(x) = cP (x)∗. 
3.2. Noncommutative residue. Let (Md+1, H) be a Heisenberg manifold and let
E be a vector bundle over M . We shall now construct a noncommutative residue
trace on the algebra ΨZH(M, E) as the residual trace induced by the analytic exten-
sion of the operator trace to ΨHDOs of non-integer order.
Let ΨintH (M, E) := ∪ℜm<−(d+2)ΨmH(M, E) the class of ΨHDOs whose symbols are
integrable with respect to the ξ-variable (this notation is borrowed from [CM]). If
P belongs to this class, then it follows from Remark 3.6 that the restriction to the
diagonal of M ×M of its Schwartz kernel defines a smooth density kP (x, x) with
values in End E . Therefore, when M is compact then P is a trace-class operator on
L2(M, E) and we have
(3.25) Trace(P ) =
∫
M
trE kP (x, x).
We shall now construct an analytic extension of the operator trace to the class
Ψ
C\Z
H (M, E) of ΨHDOs of non-integer order. As in [Gu2] (see also [KV], [CM])
the approach consists in working directly at the level of densities by constructing
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an analytic extension of the map P → kP (x, x) to ΨC\ZH (M, E). Here analyticity
is meant with respect to holomorphic families of ΨHDOs, e.g., the map P →
kP (x, x) is analytic since for any holomorphic family (P (z))z∈Ω with values in
ΨintH (M, E) the output densities kP (z)(x, x) depend analytically on z in the Fre´chet
space C∞(M, |Λ|(M)⊗ EndE).
Let U ⊂ Rd+1 be an open of trivializing local coordinates equipped with equipped
with a H-frame X0, . . . , Xd, and for any x ∈ U let ψx denote the affine change of
variables to the privileged coordinates at x. Any P ∈ ΨmH(U) can be written as
P = p(x,−iX) + R with p ∈ Sm(U × Rd+1) and R ∈ Ψ−∞(U). Therefore, if
ℜm < −(d+ 2) then using (3.6) we get
(3.26) kP (x, x) = |ψ′x|(2π)−(d+2)
∫
p(x, ξ)dξ + kR(x, x).
This leads us to consider the functional,
(3.27) L(p) := (2π)−(d+2)
∫
p(ξ)dξ, p ∈ Sint(Rd+1).
In the sequel, as in Section 2 for ΨHDOs, we say that a holomorphic family of
symbols (p(z))z∈C ⊂ S∗(Rd+1) is a gauging for a given symbol p ∈ S∗(Rd+1) when
we have p(0) = p and ordp(z) = z + ordp for any z ∈ C.
Lemma 3.13 ([CM, Prop. I.4]). 1) The functional L has a unique analytic con-
tinuation L˜ to SC\Z(Rd+1). The value of L˜ on a symbol p ∼ ∑j≥0 pm−j of order
m ∈ C\Z is given by
(3.28) L˜(p) = (p−
∑
j≤N
τm−j)∨(0), N ≥ ℜm+ d+ 2,
where the value of the integer N is irrelevant and the distribution τm−j ∈ S ′(Rd+1)
is the unique homogeneous extension of pm−j(ξ) provided by Lemma 3.1.
2) Let p ∈ SZ(Rd+1), p ∼∑ pm−j, and let (p(z))z∈C ⊂ S∗(Rd+1) be a holomor-
phic gauging for p. Then L˜(p(z)) has at worst a simple pole singularity at z = 0 in
such way that
(3.29) Resz=0 L˜(p(z)) =
∫
‖ξ‖=1
p−(d+2)(ξ)ıEdξ,
where p−(d+2)(ξ) is the symbol of degree −(d+ 2) of p(ξ) and E is the anisotropic
radial vector field 2ξ0∂x0 + ξ1∂ξ1 + . . .+ ξd∂ξd .
Proof. First, the extension is necessarily unique since the functional L is holomor-
phic on Sint(Rd+1) and each symbol p ∈ SC\Z(Rd+1) can be connected to Sint(Rd+1)
by means of a holomorphic family with values in SC\Z(Rd+1).
Let p ∈ SC\Z(Rd+1), p ∼ ∑j≥0 pm−j , and for j = 0, 1, . . . let τm−j ∈ S ′(Rd+1)
denote the unique homogeneous extension of pm−j provided by Lemma 3.1. For
N ≥ ℜm+d+2 the distribution p−∑j≤N τm−j agrees with an integrable function
near ∞, so its Fourier transform is continuous and we may define
(3.30) L˜(p) = (p−
∑
j≤N
τm−j)∧(0).
Notice that if j > ℜm+d+2 then τm−j is also integrable near∞, so τˆm−j(0) makes
well sense. However, its value must be 0 for homogeneity reasons. This shows that
the value of N in (3.30) is irrelevant, so this formula defines a linear functional
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on SC\Z(Rd+1). In particular, if ℜm < −(d + 2) then we can take N = 0 to get
L˜(p) = pˇ(0) =
∫
p(ξ)dξ = L(p). Hence L˜ agrees with L on Sint(Rd+1)∩SC\Z(Rd+1).
Let (p(z))z∈Ω be a holomorphic family of symbols such that w(z) = ordp(z) is
never an integer and let us study the analyticity of L˜(p(z)). As the functional L
is holomorphic on Sint(Rd+1) we may assume that we have |ℜw(z) −m| < 1 for
some integer m ≥ −(d + 2). In this case in (3.30) we can set N = m + d + 2 and
for j = 0, . . . ,m+ d+ 1 we can represent τ(z)w(z)−j by p(z)w(z)−j. Then, picking
ϕ ∈ C∞c (Rd+1) such that ϕ = 1 near the origin, we see that L˜(p(z)) is equal to
(3.31)∫
[p(z)(ξ)− (1 − ϕ(ξ))
∑
j≤m+d+2
p(z)w(z)−j(ξ)]dξ −
∑
j≤m+d+2
〈τ(z)w(z)−j , ϕ〉
= L(p˜(z))− 〈τ(z), ϕ〉 −
∑
j≤m+d+1
∫
p(z)w(z)−j(ξ)ϕ(ξ)dξ,
where we have let τ(z) = τ(z)w(z)−m−(d+2) and p˜(z) = p(z)−(1−ϕ)
∑
j≤m+d+2 p(z)w(z)−j.
In the r.h.s. of (3.31) the only term that may fail to be analytic is −〈τ(z), ϕ〉.
Notice that by the formulas (A.1) and (A.5) in Appendix we have
(3.32) 〈τ(z), ϕ〉 =
∫
p(z)w(z)−m−(d+2)(ϕ(ξ) − ψz(ξ))dξ,
with ψz ∈ C∞(Rd+1) of the form ψz(ξ) =
∫∞
log ‖ξ‖[(
1
w(z)−m
d
ds + 1)g](t)dt, where
g(t) can be any function in C∞c (R) such that
∫
g(t)dt = 1. Without any loss of
generality we may suppose that ϕ(ξ) =
∫∞
log ‖ξ‖ g(t)dt with g ∈ C∞c (R) as above.
Then we have ψz(ξ) = − 1w(z)−mg(log ‖ξ‖) + ϕ(ξ), which gives
(3.33) 〈τ(z), ϕ〉 = 1
w(z)−m
∫
p(z)w(z)−m−(d+2)(ξ)g(log ‖ξ‖)dξ
=
1
w(z)−m
∫
µw(z)−mg(logµ)
dµ
µ
∫
‖ξ‖=1
p(z)w(z)−m−(d+2)(ξ)ıEdξ.
Together with (3.31) this shows that L˜(p(z)) is an analytic function, so the the first
part of the lemma is proved.
Finally, let p ∼ ∑ pm−j be a symbol in SZ(Rd+1) and let (p(z))|ℜz−m|<1 be a
holomorphic family which is a gauging for p. Since p(z) has order w(z) = m+ z it
follows from (3.31) and (3.33) that L˜(p(z)) has at worst a simple pole singularity
at z = 0 such that
(3.34) Resz=0 L˜(p(z)) = Resz=0
−1
z
∫
µzg(logµ)
dµ
µ
∫
‖ξ‖=1
p(z)z−(d+2)(ξ)ıEdξ
= −
∫
‖ξ‖=1
p−(d+2)(ξ)ıEdξ.
This proves the second part of the lemma. 
Now, for P ∈ ΨC\ZH (U) we let
(3.35) tP (x) = (2π)
−(d+2)|ψ′x|L˜(p(x, .)) + kR(x, x),
where the pair (p,R) ∈ SC\Z(U ×Rd+1)×Ψ∞(U) is such that P = p(x,−iX) +R.
This definition does not depend on the choice of (p,R). Indeed, if (p′, R′) is another
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such pair then p−p′ is in S−∞(U×Rd+1), so using (3.26) we that kR′ (x, x)−kR(x, x)
is equal to
(3.36) k(p−p′)(x,−iX)(x, x) = (2π)
−(d+2)|ψ′x|L((p− p′)(x, .))
= (2π)−(d+2)|ψ′x|(L˜(p(x, .)) − L˜(p′(x, .))),
which shows that the r.h.s. of (3.35) is the same for both pairs.
On the other hand, observe that (3.31) and (3.33) show that L˜(p(x, .)) depends
smoothly on x and that for any holomorphic family (p(z))(z) ∈ Ω ⊂ SC\Z(U×Rd+1)
the map z → L˜(p(x, .)) is holomorphic from Ω to C∞(U). Therefore, the map
P → tP (x) is an analytic extension to ΨC\ZH (U) of the map P → kP (x, x).
Let P ∈ ΨZH(U) and let (P (z))z∈Ω ⊂ Ψ∗H(U) be a holomorphic gauging for
P . Then it follows from (3.31) and (3.33) that with respect to the topology of
C∞(M, |Λ|(M)⊗End E) the map z → tP (z)(x) has at worst a simple pole singularity
at z = 0 with residue
(3.37) Resz=0 tP (z)(x) = −(2π)−(d+2)
∫
‖ξ‖=1
p−(d+2)(ξ)ıEdξ = −cP (x),
where p−(d+2)(ξ) denotes the symbol of degree −(d+ 2) of P .
Next, let φ : U˜ → U be a change of H-framed local coordinates. Let P ∈
Ψ
C\Z
H (U) and let (P (z))z∈C be a holomorphic family which is a gauging for P .
As shown in [Po8] the ΨHDO family (φ
∗P (z))z∈C is holomorphic and is a gaug-
ing for φ∗P . Moreover, as for ℜz negatively large enough we have kφ∗P (z) =
|φ′(x)|kP (z)(φ(x), φ(x)), an analytic continuation gives
(3.38) tφ∗P (x) = |φ′(x)|tP (φ(x)).
Now, in the same way as in the construction of the density cP (x) in the proof
of Proposition 3.11, it follows from all this that if P ∈ ΨmH(M, E) then there exists
a unique End E-valued density tP (x) such that, for any local H-framed chart κ :
U → V and any trivialization τ : E|U → U × Cr, we have
(3.39) tP (x)|U = τ∗κ∗(tκ∗τ∗(P|U )(x)dx).
On every trivializing H-framed chart the map P → tP (x) is analytic and satis-
fies (3.37). Therefore, we obtain:
Proposition 3.14. 1) The map P → tP (x) is the unique analytic continuation of
the map P → kP (x, x) to ΨC\ZH (M, E).
2) Let P ∈ ΨZH(M, E) and let (P (z))z∈Ω ⊂ Ψ∗H(M, E) be a holomorphic family
which is a gauging for P . Then, in C∞(M, |Λ|(M)⊗End E), the map z → tP (z)(x)
has at worst a simple pole singularity at z = 0 with residue given by
(3.40) Resz=0 tP (z)(x) = −cP (x),
where cP (x) denotes the End E-valued density on M given by Theorem 3.11.
3) The map P → tP (x) is functorial with respect to Heisenberg diffeomorphisms
as in (3.21).
Remark 3.15. Taking residues at z = 0 in (3.38) allows us to recover (3.21).
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From now one we assume M compact. We then define the canonical trace for
the Heisenberg calculus as the functional TR on Ψ
C\Z
H (M, E) given by the formula,
(3.41) TRP :=
∫
M
trE tP (x) ∀P ∈ ΨC\ZH (M, E).
Proposition 3.16. The canonical trace TR has the following properties:
1) TR is the unique analytic continuation to Ψ
C\Z
H (M, E) of the usual trace.
2) We have TRP1P2 = TRP2P1 whenever ordP1 + ordP2 6∈ Z.
3) TR is invariant by Heisenberg diffeomorphisms, i.e., for any Heisenberg dif-
feomorphism φ : (M,H)→ (M ′, H ′) we have TRφ∗P = TRP ∀P ∈ ΨC\ZH (M, E).
Proof. The first and third properties are immediate consequences of Theorem 3.14,
so we only have to prove the second one.
For j = 1, 2 let Pj ∈ Ψ∗H(M, E) and let (Pj(z))z∈C ⊂ Ψ∗H(M, E) be a holomorphic
gauging for Pj . We further assume that ordP1 + ordP2 6∈ Z. Then P1(z)P2(z) and
P2(z)P1(z) have non-integer order for z in C\Σ, where Σ := −(ordP1+ordP2)+Z.
For ℜz negatively large enough we have TraceP1(z)P2(z) = TraceP2(z)P1(z), so by
analytic continuation we see that TRP1(z)P2(z) = TRP2(z)P1(z) for any z ∈ C\Σ.
Setting z = 0 then shows that we have TRP1P2 = TRP2P1 as desired. 
Next, we define the noncommutative residue for the Heisenberg calculus as the
linear functional Res on ΨZH(M, E) given by the formula,
(3.42) ResP :=
∫
M
trE cP (x) ∀P ∈ ΨZH(M, E).
This functional provides us with the analogue for the Heisenberg calculus of the
noncommutative residue trace of Wodzicki ([Wo1], [Wo3]) and Guillemin [Gu1], for
we have:
Proposition 3.17. The noncommutative residue Res has the following properties:
1) Let P ∈ ΨZH(M, E) and let (P (z))z∈Ω ⊂ Ψ∗H(M, E) be a holomorphic gauging
for P . Then at z = 0 the function TRP (z) has at worst a simple pole singularity
in such way that we have
(3.43) Resz=0TRP (z) = −ResP.
2) We have ResP1P2 = ResP2P1 whenever ordP1 + ordP2 ∈ Z. Hence Res is a
trace on the algebra ΨZH(M, E).
3) Res is invariant by Heisenberg diffeomorphisms.
4) We have ResP t = ResP and ResP ∗ = ResP for any P ∈ ΨZH(M, E).
Proof. The first property follows from Proposition 3.14. The third and fourth
properties are immediate consequences of Propositions 3.11 and 3.12.
It remains to prove the 2nd property. Let P1 and P2 be operators in Ψ
∗
H(M, E)
such that ordP1+ordP2 ∈ Z. For j = 1, 2 let (Pj(z))z∈C ⊂ Ψ∗H(M, E) be a holomor-
phic gauging for Pj . Then the family (P1(
z
2 )P2(
z
2 ))z∈C (resp. (P2(
z
2 )P1(
z
2 ))z∈C) is a
holomorphic gauging for P1P2 (resp. P2P1). Moreover, by Proposition 3.16 for any
z ∈ C\Z we have TRP1( z2 )P2( z2 ) = TRP z2 (z)P1( z2 . Therefore, by taking residues
at z = 0 and using (3.43) we get ResP1P2 = ResP2P1 as desired. 
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3.3. Traces and sum of commutators. Let (Md+1, H) be a compact Heisenberg
manifold and let E be a vector bundle over M . In this subsection, we shall prove
that when M is connected the noncommutative residue spans the space of traces
on the algebra ΨZH(M, E). As a consequence this will allow us to characterize the
sums of commutators in ΨZH(M, E).
Let H ⊂ TRd+1 be a hyperplane bundle such that there exists a global H-frame
X0, X1, . . . , Xd of TR
d+1. We will now give a series of criteria for an operator
P ∈ ΨZH(Rd+1) to be a sum of commutators of the form,
(3.44) P = [x0, P0] + . . .+ [xd, Pd], Pj ∈ ΨZH(Rd+1).
In the sequel for any x ∈ Rd+1 we let ψx denote the affine change of variables to
the privileged coordinates at x with respect to the H-frame X0, . . . , Xd.
Lemma 3.18. Let P ∈ Ψ−(d+2)H (Rd+1) have a kernel of the form,
(3.45) kP (x, y) = |ψ′x|K0(x,−ψx(y)),
where K0(x, y) ∈ K0(Rd+1 × Rd+1) is homogeneous of degree 0 with respect to y.
Then P is a sum of commutators of the form (3.44).
Proof. Set ψx(y) = A(x).(y − x) with A ∈ C∞(Rd+1, GLd+1(Rd+1)) and for j, k =
0, . . . , d define
(3.46) Kjk(x, y) := Ajk(x)y
βj
j ‖y‖−4K0(x, y), (x, y) ∈ Rd+1 × Rd+1\0,
where β0 = 1 and β1 = . . . = βd = 3. As Kjk(x, y) is smooth for y 6= 0 and is
homogeneous with respect to y of degree −2 if j = 0 and of degree −1 otherwise,
we see that it belongs to K∗(R × R). Therefore, the operator Qjk with Schwartz
kernel kQjk = |ψ′x|Kjk(x,−ψx(y)) is a ΨHDO.
Next, set A−1(x) = (Ajk(x))1≤j,k≤d. Since xk − yk = −
∑d
l=0 A
kl(x)ψx(y)l we
deduce that the Schwartz kernel of
∑d
j,k=0[xk, Qjk] is |ψ′x|K(x,−ψx(y)), where
(3.47) K(x, y) =
∑
0≤j,k,l≤d
Akl(x)ylAjk(x)y
βj
j ‖y‖−4K0(x, y)
=
∑
0≤j≤d
y
βj+1
j ‖y‖−4K0(x, y) = K0(x, y).
Hence P =
∑d
j,k=0[xk, Qjk]. The lemma is thus proved. 
Lemma 3.19. Any R ∈ Ψ−∞(Rd+1) can be written as a sum of commutators of
the form (3.44).
Proof. Let kR(x, y) denote the Schwartz kernel of R. Since kR(x, y) is smooth we
can write
(3.48) kR(x, y) = kR(x, x) + (x0 − y0)kR0(x, y) + . . .+ (xd − yd)kRd(x, y),
for some smooth functions kR0(x, y), . . . , kRd(x, y). For j = 0, . . . , d let Rj be the
smoothing operator with Schwartz kernel kRj (x, y), and let Q be the operator with
Schwartz kernel kQ(x, y) = kR(x, x). Then by (3.48) we have
(3.49) R = Q+ [x0, R0] + . . .+ [xd, Rd].
Observe that the kernel of Q is of the form (3.45) withK0(x, y) = |ψ′x|−1kR(x, x).
Here K0(x, y) belongs to K0(Rd+1 × Rd+1) and is homogeneous of degree 0 with
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respect to y, so by Lemma 3.18 the operator Q is a sum of commutators of the
form (3.44). Combining this with (3.49) then shows that R is of that form too. 
Lemma 3.20. Any P ∈ ΨZH(Rd+1) such that cP (x) = 0 is a sum of commutators
of the form (3.44).
Proof. For j = 0, . . . , d we let σj(x, ξ) =
∑d
k=0 σjk(x)ξk denote the classical symbol
of −iXj. Notice that σ(x) := (σjk(x)) belongs to C∞(Rd+1, GLd+1(C)).
(i) Let us first assume that P = (∂ξj q)(x,−iX) for some q ∈ SZ(U ×Rd+1). Set
qσ(x, ξ) = q(x, σ(x, ξ)). Then we have
[q(x,−iX), xk] = [qσ(x,D), xk] = (∂ξkqσ)(x,D) =
∑
l
σlk(x)(∂ξlq)(x,−iX).
Therefore, if we let (σkl(x)) be the inverse matrix of σ(x), then we see that∑
k
[σjk(x)q(x,−iX), xk] =
∑
k,l
σjk(x)σlk(x)(∂ξlq)(x,−iX) = (∂ξjq)(x,−iX) = P.
Hence P is a sum of commutators of the form (3.44).
(ii) Suppose now that P has symbol p ∼ ∑j≤m pj with p−(d+2) = 0. Since
pl(x, ξ) is homogeneous of degree l with respect to ξ, the Euler identity,
(3.50) 2ξ0∂ξ0pl + ξ1∂ξ1pl + . . .+ ξd∂ξdpl = lpl,
implies that we have
(3.51) 2∂ξ0(ξ0pl) + ∂ξ1(ξ1pl) + . . .+ ∂ξd(ξdpl) = (l + d+ 2)pl.
For j = 0, . . . , d let q(j) be a symbol so that q(j) ∼∑l 6=−(d+2)(l + d+ 2)−1ξjpl.
Then for l 6= −(d+ 2) the symbol of degree l of 2∂ξ0q(0) + ∂ξ1q(1) + . . .+ ∂ξj q(d) is
equal to
(3.52) (l + d+ 2)−1(2∂ξ0(ξ0pl) + ∂ξ1(ξ1pl)) + . . .+ ∂ξd(ξdpl)) = pl.
Since p−(d+2) = 0 this shows that p − 2∂ξ0q(0) + ∂ξ1q(1) + . . . + ∂ξj q(d) is in
S−∞(Rd+1 × Rd+1). Thus, there exists R in Ψ−∞(Rd+1) such that
(3.53) P = 2(∂ξ0q
(0))(x,−iX) + (∂ξ1q(1))(x,−iX) + . . .+ (∂ξj q(d))(x,−iX) +R,
Thanks to the part (i) and to Lemma 3.19 the operators (∂ξj q
(j))(x,−iX) and
R are sums of commutators of the form (3.44), so P is of that form as well.
(iii) The general case is obtained as follows. Let p−(d+2)(x, ξ) be the symbol
of degree −(d + 2) of P . Then by Lemma 3.7 we can extend p−(d+2)(x, ξ) into a
distribution τ(x, ξ) in C∞(Rd+1)⊗ˆS ′(Rd+1) in such way thatK0(x, y) := τˇξ→y(x, y)
belongs to K0(Rd+1 × Rd+1). Furthermore, with the notation of (3.5) we have
cK,0(x) = (2π)
−(d+2) ∫
‖ξ‖=1 p−(d+2)(x, ξ)ιEdξ. Therefore, by using (3.12) and the
fact cP (x) is zero, we see that cK,0(x) = |ψ′x|−1cP (x) = 0. In view of (3.5) this
show that K0(x, y) is homogeneous of degree 0 with respect to y.
Let Q ∈ Ψ−(d+2)H (Rd+1) be the ΨHDO with Schwartz kernel |ψ′x|K0(x,−ψx(y)).
Then by Lemma 3.18 the operator Q is a sum of commutators of the form (3.44).
Moreover, observe that by Proposition 3.8 the operator Q has symbol q ∼ q−(d+2),
where for ξ 6= 0 we have q−(d+2)(x, ξ) = (K0)∧y→ξ(x, ξ) = p−(d+2)(x, ξ). Therefore
P − Q is a ΨHDO whose symbol of degree −(d + 2) is zero. It then follows from
the part (ii) of the proof that P −Q is a sum of commutators of the form (3.44).
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All this shows that P is the sum of two operators of the form (3.44), so P is of that
form too. 
In the sequel we let Ψ∗H,c(R
d+1) and Ψ−∞c (R
d+1) respectively denote the classes
of ΨHDOs and smoothing operators on R
d+1 with compactly supported Schwartz
kernels.
Lemma 3.21. There exists Γ ∈ Ψ−(d+2)H,c (Rd+1) such that, for any P ∈ ΨZH,c(Rd+1),
we have
(3.54) P = (ResP )Γ mod [ΨZH,c(R
d+1),ΨZH,c(R
d+1)].
Proof. Let P ∈ ΨZH,c(Rd+1). We will put P into the form (3.54) in 3 steps.
(i) Assume first that cP (x) = 0. Then by Lemma 3.20 we can write P in the form,
(3.55) P = [x0, P0] + . . .+ [xd, Pd], Pj ∈ ΨZH(Rd+1).
Let χ and ψ in C∞c (R
d+1) be such that ψ(x)ψ(y) = 1 near the support of the kernel
of P and χ = 1 near suppψ. Since ψPψ = P we obtain
(3.56) P =
d∑
j=0
ψ[xd, Pd]ψ =
d∑
j=0
[xd, ψPdψ] =
d∑
j=0
[χxd, ψPdψ].
In particular P is a sum of commutators in ΨZH,c(R
d+1).
(ii) Let Γ0 ∈ Ψ−(d+2)H have kernel kΓ0(x, y) = − log ‖φx(y)‖ and suppose that
P = cΓ0ψ where c ∈ C∞c (Rd+1) is such that
∫
c(x)dx = 0 and ψ ∈ C∞c (Rd+1) is
such that ψ = 1 near supp c. First, we have:
Claim. If c ∈ C∞c (Rd+1) is such that
∫
c(x)dx = 0, then there exist c0, . . . , cd in
C∞c (R
d+1) such that c = ∂x0c0 + . . .+ ∂xdcd.
Proof of the Claim. We proceed by induction on the dimension d+1. In dimension 1
the proof follows from the the fact that if c ∈ C∞c (R) is such that
∫∞
−∞ c(x0)dx0 = 0,
then c˜(x0) =
∫ x0
−∞ c(t)dt is an antiderivative of c with compact support.
Assume now that the claim is true in dimension d and under this assumption let
us prove it in dimension d + 1. Let c ∈ C∞c (Rd+1) be such that
∫
Rd+1
c(x)dx = 0.
For any (x0, . . . , xd−1) in Rd we let c˜(x0, . . . , xd−1) =
∫
R
c(x0, . . . , xd−1, xd)dxd.
This defines a function in C∞c (R
d) such that
(3.57)
∫
Rd
c˜(x0, . . . , xd−1)dx0 . . . dxd−1 =
∫
Rd+1
c(x0, . . . , xd)dx0 . . . dxd = 0.
Since the claim is assumed to hold in dimension d, it follows that there exist
c˜0, . . . , c˜d−1 in C∞c (R
d) such that c˜ =
∑d−1
j=0 ∂xj c˜j .
Next, let ϕ ∈ C∞c (R) be such that ϕ(xd)dxd = 1. For any (x0, . . . , xd) in Rd+1
we let
(3.58) b(x0, . . . , xd) = c(x0, . . . , xd)− ϕ(xd)c˜(x0, . . . , xd−1).
This defines a function in C∞c (R
d+1) such that
(3.59)
∫ ∞
−∞
b(x0, . . . , xd)dxd =
∫ ∞
−∞
c(x0, . . . , xd)dxd − c˜(x0, . . . , xd−1) = 0.
Therefore, we have b = ∂xdcd, where cd(x0, . . . , xd) :=
∫ xd
−∞ b(x0, . . . , xd−1, t)dt is a
function in C∞c (R
d+1).
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In addition, for j = 0, . . . , d−1 and for (x0, . . . , xd) inRd+1 we let cj(x0, . . . , xd) =
ϕ(xd)c˜(x0, . . . , xd−1). Then c0, , . . . , cd−1 belong to C∞c (R
d+1) and we have
(3.60) c(x0, . . . , xd) = b(x0, . . . , xd) + ϕ(xd)c˜(x0, . . . , xd−1)
= ∂xdcd(x0, . . . , xd) + ϕ(xd)
d−1∑
j=0
∂xj c˜j(x0, . . . , xd−1) =
d∑
j=0
∂xjcj .
This shows that the claim is true in dimension d+1. The proof is now complete. 
Let us now go back to the proof of the lemma. Since we have
∫
c(x)dx = 0 the
above claim tells us that c can be written in the form c =
∑d
j=0 ∂jcj with c0, . . . , cd
in C∞c (R
d+1). Observe also that the Schwartz kernel of [∂xj ,Γ0] is equal to
(3.61) (∂xj − ∂yj )[− log ‖ψx(y)‖]
=
∑
k,l
(∂xj − ∂yj )[εkl(x)(xl − yl)][∂zk log ‖z‖]z=−ψx(y)
=
∑
k,l
(xk − yk)(∂xjεkl)(x)γk(−ψx(y))‖ψx(y)‖−4,
where we have let γ0(y) =
1
2y0 and γk(y) = y
3
k, k = 1, . . . , d. In particular
k[∂xj ,Γ0](x, y) has no logarithmic singularity near the diagonal, that is, we have
c[∂xj ,Γ0](x) = 0.
Next, let ψ ∈ C∞c (Rd+1) be such that ψ = 1 near supp c∪ supp c1 ∪ · · · ∪ supp cd
and let χ ∈ C∞c (Rd+1) be such that χ = 1 near suppψ. Then we have
(3.62) [χ∂xj , cjΓ0ψ] = [∂xj , cjΓ0ψ] = [∂xj , cj ]Γ0ψ + cj [∂xj ,Γ0]ψ + cjΓ0[∂xj , ψ]
= ∂xjcjΓ0ψ + cj [∂xj ,Γ0]ψ + cjΓ0∂xjψ.
Since cjΓ0∂xjψ is smoothing and ccj[∂xj ,Γ0]ψ(x) = cjc[∂xj ,Γ0](x) = 0 we deduce from
this that P is of the form P =
∑d
j=0[χ∂xj , cjΓ0ψ] +Q with Q ∈ ΨZH,c(Rd+1) such
that cQ(x) = 0. It then follows from the part (i) that P belongs to the commutator
space of ΨZH,c(R
d+1).
(iii) Let ρ ∈ C∞c (Rd+1) be such that
∫
ρ(x)dx = 1, let ψ ∈ C∞c (Rd+1) be
such that ψ = 1 near supp ρ, and set Γ = ρΓ0ψ. Let P ∈ ΨZH,c(Rd+1) and let
ψ˜ ∈ C∞c (Rd+1) be such that ψ˜ = 1 near supp cP ∪ suppψ. Then we have
(3.63) P = (ResP )Γ + (ResP )ρΓ0(ψ˜ − ψ) + (cP − (ResP )ρ)Γ0ψ˜ + P − cPΓ0ψ˜.
Notice that (ResP )ρΓ0(ψ˜ − ψ) belongs to Ψ−∞c (Rd+1). Observe also that the
logarithmic singularity of P − cPΓ0ψ˜ is equal to cP (x)− ψ˜(x)cP (x) = 0. Therefore,
it follows from (i) that these operators belong to commutator space of ΨZH,c(R
d+1).
In addition, as
∫
(cP (x)−(ResP )ρ(x))dx = 0 we see that (cP−(ResP )ρ)Γ0ψ˜ is as in
(ii), so it also belongs to the commutator space of ΨZH,c(R
d+1). Combining all this
with (3.63) then shows that P agrees with (ResP )Γ modulo a sum of commutators
in ΨZH,c(R
d+1). The lemma is thus proved. 
Next, we quote the well known lemma below.
Lemma 3.22 ([Gu3, Appendix]). Any R ∈ Ψ−∞(M, E) such that TrR = 0 is the
sum of two commutators in Ψ−∞(M, E).
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We are now ready to prove the main result of this section.
Theorem 3.23. Assume that M is connected. Then any trace on ΨZH(M, E) is a
constant multiple of the noncommutative residue.
Proof. Let τ be a trace on ΨZH(M, E). By Lemma 3.21 there exists Γ ∈ Ψ−(d+2)H,c (Rd+1)
such that any P = (Pij) in Ψ
Z
H,c(R
d+1,Cr) can be written as
(3.64) P = Γ⊗R mod [ΨZH,c(Rd+1),ΨZH,c(Rd+1)]⊗Mr(C),
where we have let R = (ResPij) ∈Mr(C). Notice that TrR =
∑
ResPii = ResP .
Thus R− 1r (ResP )Ir has a vanishing trace, hence belongs to the commutator space
of Mr(C). Therefore, we have
(3.65) P = (ResP )Γ⊗ (1
r
Ir) mod [Ψ
Z
H,c(R
d+1,Cr),ΨZH,c(R
d+1,Cr)].
Let κ : U → Rd+1 be a local H-framed chart mapping onto Rd+1 and such that E
is trivializable over its domain. For sake of terminology’s brevity we shall call such
a chart a nice H-framed chart. As U is H-framed and is Heisenberg diffeomorphic
to Rd+1 and asE is trivializable over U , it follows from (3.65) that there exists
ΓU ∈ Ψ−(d+2)H,c (U, E|U ) such that, for any P ∈ ΨZH,c((U, E|U ), we have
(3.66) P = (ResP )ΓU mod [Ψ
Z
H,c(U, E|U ),ΨZH,c(U, E|U )].
If we apply the trace τ , then we see that, for any P ∈ ΨZH,c(U, E|U ), we have
(3.67) τ(P ) = ΛU ResP, ΛU := τ(ΓU ).
Next, let U be the set of points x ∈ M near which there a domain V of a nice
H-framed chart such that ΛV = ΛU . Clearly U is a non-empty open subset of M .
Let us prove that U is closed. Let x ∈ U and let V be an open neighborhood of
x which is the domain a nice H-framed chart (such a neighborhood always exists).
Since x belongs to the closure of U the set U ∪ V is non-empty. Let y ∈ U ∪ V . As
y belongs to U there exists an open neighborhood W of y which is the domain a
nice H-frame chart such that ΛW = ΛU . Then for any P in Ψ
Z
H,c(V ∩W, E|V ∩W )
we have τ(P ) = ΛV ResP = ΛW ResP . Choosing P so that ResP 6= 0 then shows
that ΛV = ΛW = ΛU . Since V contains x and is a domain of a nice H-framed
chart we deduce that x belongs to U . Hence U is both closed and open. As M is
connected it follows that U agrees with M . Therefore, if we set Λ = ΛU then, for
any domain V of a nice H-framed chart, we have
(3.68) τ(P ) = ΛResP ∀P ∈ ΨZH,c(V, E|V ).
Now, let (ϕi) be a finite partition of the unity subordinated to an open covering
(Ui) of M by domains of nice H-framed charts. For each index i let ψi ∈ C∞c (Ui)
be such that ψi = 1 near suppϕi. Then any P ∈ ΨZH(M, E) can be written as
P =
∑
ϕiPψi + R, where R is a smoothing operator whose kernel vanishes near
the diagonal of M ×M . In particular we have TraceR = 0, so by Lemma 3.22 the
commutator space of ΨZH(M, E) contains R. Since each operator ϕiPψi can be seen
as an element of ΨZH,c(Ui, E|Ui ), using (3.68) we get
(3.69) τ(P ) =
∑
τ(ϕiPψi) =
∑
ΛResϕiPψi = ΛResP.
Hence we have τ = ΛRes. This shows that any trace on ΨZH(M, E) is proportional
to the noncommutative residue. 
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Since the dual of ΨZH(M, E)/[ΨZH(M, E),ΨZH(M, E)] is isomorphic to the space of
traces on ΨZH(M, E), as a consequence of Theorem 3.23 we get:
Corollary 3.24. Assume M connected. Then an operator P ∈ ΨZH(M, E) is a sum
of commutators in ΨZH(M, E) if and only if its noncommutative residue vanishes.
Remark 3.25. In [EM] Epstein and Melrose computed the Hochschild homology of
the algebra of symbols ΨZH(M, E)/Ψ−∞(M, E) when (M,H) is a contact manifold.
In fact, as the algebra Ψ−∞(M, E) is H-unital and its Hochschild homology is
known, the long exact sequence of [Wo4] holds and allows us to relate the Hochschild
homology of ΨZH(M, E) to that of ΨZH(M, E)/Ψ−∞(M, E). In particular, we can
recover from this that the space of traces on ΨZH(M, E) is one-dimensional when
the manifold is connected.
4. Analytic Applications on general Heisenberg manifolds
In this section we derive several analytic applications of the construction of the
noncommutative residue trace for the Heisenberg calculus. First, we deal with
zeta functions of hypoelliptic ΨHDOs and relate their singularities to the heat
kernel asymptotics of the corresponding operators. Second, we give logarithmic
metric estimates for Green kernels of hypoelliptic ΨHDOs whose order is equal to
the Hausdorff dimension dimM + 1. This connects nicely with previous results
of Fefferman, Stein and their students and collaborators. Finally, we show that
the noncommutative residue for the Heisenberg calculus allows us to extend the
Dixmier trace to the whole algebra of integer order ΨHDOs. This is the analogue
for the Heisenberg calculus of a well-known result of Alain Connes.
4.1. Zeta functions of hypoelliptic ΨHDOs. Let (M
d+1, H) be a compact
Heisenberg manifold equipped with a smooth density > 0, let E be a Hermitian
vector bundle overM of rank r, and let P : C∞(M, E)→ C∞(M, E) be a ΨHDO of
integer order m ≥ 1 with an invertible principal symbol. In addition, assume that
there is a ray Lθ = {argλ = θ} which is is not through an eigenvalue of P and is a
principal cut for the principal symbol σm(P ) as in Section 2.
Let (P sθ )s∈C be the associated family of complex powers associated to θ as in
Proposition 2.18. Since (P sθ )s∈C is a holomorphic family of ΨHDOs, Proposi-
tion 3.16 allows us to directly define the zeta function ζθ(P ; s) as the meromorphic
function,
(4.1) ζθ(P ; s) := TRP
−s
θ , s ∈ C.
Proposition 4.1. Let Σ = {− d+2m ,− d+1m , . . . , −1m , 1m , 2m , . . .}. Then the function
ζθ(P ; s) is analytic outside Σ, and on Σ it has at worst simple pole singularities
such that
(4.2) Ress=σ ζθ(P ; s) = mResP
−σ
θ , σ ∈ Σ.
In particular, ζθ(P ; s) is always regular at s = 0.
Proof. Since ordP−sθ = ms it follows from Proposition 3.17 that ζθ(P ; s) is analytic
outside Σ′ := Σ∪{0} and on Σ′ has at worst simple pole singularities satisfying (4.2).
At s = 0 we have Ress=0 ζθ(P ; s) = mResP
0
θ = mRes[1−Π0(P )], but as Π0(P ) is
a smoothing operator we have Res[1 − Π0(P )] = −ResΠ0(P ) = 0. Thus ζθ(P ; s)
is regular at s = 0. 
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Assume now that P is selfadjoint and the union set of its principal cuts is Θ(P ) =
C \ [0,∞). This implies that P is bounded from below (see [Po8]), so its spectrum
is real and contains at most finitely many negative eigenvalues. We will use the
subscript ↑ (resp. ↓) to refer to a spectral cutting in the upper halfplane ℑλ > 0
(resp. lower halfplane ℑλ < 0).
Since P is bounded from below it defines a heat semigroup e−tP , t ≥ 0, and, as
the principal symbol of P is invertible, for t > 0 the operator e−tP is smoothing,
hence has a smooth Schwartz kernel kt(x, y) in C
∞(M, E)⊗ˆC∞(M, E∗ ⊗ |Λ|(M)).
Moreover, as t→ 0+ we have the heat kernel asymptotics,
(4.3) kt(x, x) ∼ t− d+2m
∑
j≥0
t
j
m aj(P )(x) + log t
∑
k≥0
tkbk(P )(x),
where the asymptotics takes place in C∞(M,End E ⊗ |Λ|(M)), and when P is a
differential operator we have a2j−1(P )(x) = bj(P )(x) = 0 for all j ∈ N (see [BGS],
[Po5] when P is a differential operator and see [Po8] for the general case).
Proposition 4.2. For j = 0, 1, . . . set σj =
d+2−j
m . Then:
1) When σj 6∈ Z− we have
(4.4) Ress=σj tP−s↑↓
(x) = mcP−σj (x) = Γ(σj)
−1aj(P )(x).
2) For k = 1, 2, . . . we have
Ress=−k tP−s↑↓ (x) = mcPk(x) = (−1)
k+1k!bk(P )(x),(4.5)
lim
s→−k
[tP−s↑↓
(x)−m(s+ k)−1cPk(x)] = (−1)kk!ad+2+mk(P )(x).(4.6)
3) For k = 0 we have
(4.7) lim
s→0
tP−s↑↓
(x) = ad+2(P )(x) − tΠ0(x).
Remark 4.3. When P is positive and invertible the result is a standard consequence
of the Mellin formula (see, e.g., [Gi]). Here it is slightly more complicated because
we don’t assume that P is positive or invertible.
Proof. For ℜs > 0 set Qs = Γ(s)−1
∫ 1
0
ts−1e−tPdt. Then we have:
Claim. The family (Qs)ℜs>0 can be uniquely extended to a holomorphic family of
ΨHDOs parametrized by C in such way that:
(i) The families (Qs)s∈C and (P−s↑↓ )s∈C agree up to a holomorphic family of
smoothing operators;
(ii) We have Q0 = 1 and Q−k = P k for any integer k ≥ 1.
Proof of the claim. First, let Π+(P ) and Π−(P ) denote the orthogonal projections
onto the positive and negative eigenspaces of P . Notice that Π−(P ) is a smoothing
operator because P has at most only finitely many negative eigenvalues. For ℜs > 0
the Mellin formula allows us to write
(4.8) P−s↑↓ = Π−(P )P
−s
↑↓ + Γ(s)
−1
∫ ∞
0
tsΠ+(P )e
−tP dt
t
= Qs +R↑↓(s),
where R↑↓(s) is equal to
(4.9) Π−(P )P−s↑↓ −s−1Γ(s)−1Π0(P )−Π−(P )
∫ 1
0
tse−tP
dt
t
+
∫ ∞
1
tsΠ+(P )e
−tP dt
t
.
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Notice that (Π−(P )P−s↑↓ )s∈C and (s
−1Γ(s)−1Π0(P ))s∈C are holomorphic families of
smoothing operators because Π−(P ) and Π0(P ) are smoothing operators. More-
over, upon writing
Π−(P )
∫ 1
0
tse−tP
dt
t
= Π−(P )(
∫ 1
0
tse−tP
dt
t
)Π−(P ),(4.10)
∫ ∞
1
tsΠ+(P )e
−tP dt
t
= e−
1
4P (
∫ ∞
1/2
tsΠ+(P )e
−tP dt
t
)e−
1
4P ,(4.11)
we see that (Π−(P )
∫ 1
0 t
se−tP dtt )ℜs>0 and (
∫∞
1 t
sΠ+(P )e
−tP dt
t )ℜs>0 are holomor-
phic families of smoothing operators. Therefore (R↑↓(s))ℜs>0 is a holomorphic
family of smoothing operators and using (4.8) we see that (Qs)ℜs>0 is a holomor-
phic family of ΨHDOs.
Next, an integration by parts gives
(4.12) Γ(s+ 1)PQs+1 =
∫ 1
0
ts
d
dt
(e−tP ) = e−P + s
∫ 1
0
ts−1e−tPdt.
Since Γ(s+ 1) = sΓ(s) we get
(4.13) Qs = PQs+1 − Γ(s+ 1)−1e−P , ℜs > 0.
An easy induction then shows that for k = 1, 2, . . . we have
(4.14) Qs = P
kQs+k − Γ(s+ k)−1P k−1e−P + . . .+ (−1)kΓ(s+ 1)−1e−P .
It follows that the family (Qs)ℜs>0 has a unique analytic continuation to each half-
space ℜs > −k for k = 1, 2, . . ., so it admits a unique analytic continuation to C.
Furthermore, as for ℜs > −k we have P−s↑↓ = P kP−(s+k)↑↓ we get
(4.15) Qs−P−s↑↓ = P kR↑↓(s+k)−Γ(s+k)−1P k−1e−P + . . .+(−1)kΓ(s+1)−1e−P ,
from which we deduce that (Qs−P−s↑↓ )ℜs>−k is a holomorphic family of smoothing
operators. Hence the families (Qs)s∈C and (P−s↑↓ )s∈C agree up to a holomorphic
family of smoothing operators.
Finally, we have
(4.16) Q1 = Π0(P ) +
∫ 1
0
(1−Π0(P ))e−tP dt = Π0(P )− P−1(e−P − 1).
Thus setting s = 1 in (4.13) gives
(4.17) Q0 = P [Π0(P )− P−1(e−P − 1)] + e−P = −(1−Π0(P ))(e−P − 1) + e−P
= 1−Π0(P ) + Π0e−P = 1.
Furthermore, as Γ(s)−1 vanishes at every non-positive integer, from (4.14) and (4.17)
we see that we have Q−k = P kQ0 = P k for any integer k ≥ 1. The proof of the
claim is thus achieved. 
Now, for j = 0, 1, . . . we set σj =
d+2−j
m . As (R↑↓(s))s∈C := (P
−s
↑↓ −Qs)s∈C is a
holomorphic family of smoothing operators, the map s→ tR↑↓(s)(x) is holomorphic
from C to C∞(M, |Λ|(M) ⊗ End E). By combining this with Proposition 4.1 we
deduce that for j = 0, 1, . . . we have
(4.18) Ress=σj tP−s↑↓
(x) = mcP−σj (x) = Ress=σj tQs(x),
31
Moreover, as for k = 1, 2, . . . we have R↑↓(−k) = 0 we also see that
(4.19) lim
s→−k
[tP−s↑↓
(x) −m(s+ k)−1cPk(x)]
= lim
s→−k
[tQs(x)− (s+ k)−1Ress=−k tQs(x)].
Similarly, as P 0↑↓ = 1−Π0(P ) = Q0 −Π0(P ) we get
(4.20) lim
s→0
tP−s↑↓
(x) = lim
s→0
tQs(x)− tΠ0(x).
Next, let kQs(x, y) denote the kernel of Qs. As Qs has order−ms, for ℜs > − d+2m
this is a trace-class operator and thanks to (4.3) we have
(4.21) Γ(s)kQs(x, x) =
∫ 1
0
ts−1kt(x, x)dt.
Moreover (4.3) implies that, for any integer N ≥ 0, in C∞(M,End E ⊗ |Λ|(M)) we
have
(4.22) kt(x, x) =
∑
−σj<N
t−σjaj(P )(x) +
∑
k<N
(tk log t)bk(P )(x) + O(t
N ).
Therefore, for ℜs > d+2m the density Γ(s)kQs(x, x) is of the form
(4.23)
∑
σj<N
(
∫ 1
0
ts−σj
dt
t
)aj(P )(x)+
∑
k<N
(
∫ 1
0
tk+s log t
dt
t
)bk(P )(x)+Γ(s)hN,s(x),
with hN,s(x) ∈ Hol(ℜs > −N,C∞(M,End E ⊗ |Λ|(M)). Since for α > 0 we have
(4.24)
∫ 1
0
tα log t
dt
t
= − 1
α
∫ 1
0
tα−1dt = − 1
α
,
we see that kQs(x, x) is equal to
(4.25) Γ(s)−1
∑
σj<N
1
s+ σj
aj(P )(x) − Γ(s)−1
∑
k<N
1
(s+ k)2
bk(P )(x) + hN,s(x).
Since Γ(s) is analytic on C \ (Z− ∪ {0}) and for k = 0, 1, . . . near s = −k we have
Γ(s)−1 ∼ (−1)kk!(s+ k)−1 , we deduce that:
- when σj 6∈ N we have Ress=σj tQs(x) = Γ(σj)−1aj(P )(x).
- for k = 1, 2, . . . we have
Ress=−k tQs(x) = (−1)k+1k!bk(P )(x),(4.26)
lim
s→−k
[tQs(x) − (s+ k)−1 Ress=−k tQs(x)] = (−1)kk!ad+2+mk(P )(x).(4.27)
- for k = 0 we have lims→0 tQs(x) = ad+2(P )(x).
Combining this with (4.18)–(4.20) then proves the equalities (4.4)–(4.7). 
From Proposition 4.2 we immediately get:
Proposition 4.4. 1) For j = 0, 1, . . . let σj =
d+2−j
m . When σj 6∈ Z− we have:
(4.28) Ress=σj ζ↑↓(P ; s) = mResP
−σj = Γ(σj)−1
∫
M
trE aj(P )(x).
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2) For k = 1, 2, . . . we have
Ress=−k ζ↑↓(P ; s) = mResP k = (−1)k+1k!
∫
M
trE bk(P )(x),(4.29)
lim
s→−k
[ζ↑↓(P ; s)−m(s+ k)−1ResP k] = (−1)kk!
∫
M
trE ad+2+mk(P )(x).(4.30)
3) For k = 0 we have
(4.31) ζ↑↓(P ; 0) =
∫
M
trE ad+2(P )(x) − dimkerP.
Next, for k = 0, 1, . . . let λk(P ) denote the (k+1)’th eigenvalue of P counted with
multiplicity. Then by [Po5] and [Po8] as k→∞ we have the Weyl asymptotics,
(4.32) λk(P ) ∼
(
k
ν0(P )
) m
d+2
, ν0(P ) = Γ(1 +
d+ 2
m
)−1
∫
M
trE a0(P )(x).
Now, by Proposition 4.4 we have
(4.33)
∫
M
trE a0(P )(x) = mΓ(
d+ 2
m
)ResP−
d+2
m =
1
d+ 2
Γ(1+
d+ 2
m
)ResP−
d+2
m ,
Therefore, we obtain:
Proposition 4.5. As k →∞ we have
(4.34) λk(P ) ∼
(
k
ν0(P )
) m
d+2
, ν0(P ) = (d+ 2)
−1ResP−
d+2
m .
Finally, we can make use of Proposition 4.4 to prove a local index formula for
hypoelliptic ΨHDOs in the following setting. Assume that E admits a Z2-grading
E = E+⊕E− and let D : C∞(M, E)→ C∞(M, E) be a selfadjoint ΨHDO of integer
order m ≥ 1 with an invertible principal symbol and of the form,
(4.35) D =
(
0 D−
D+ 0
)
, D± : C∞(M, E±)→ C∞(M, E∓).
Notice that the selfadjointness of D means that D∗+ = D−.
Since D has an invertible principal symbol and M is compact we see that D is
invertible modulo finite rank operators, hence is Fredholm. Then we let
(4.36) indD := indD+ = dimkerD+ − dim kerD−.
Proposition 4.6. Under the above assumptions we have
(4.37) indD =
∫
M
strE ad+2(D2)(x),
where strE := trE+ − trE− denotes the supertrace on the fibers of E.
Proof. We have D2 =
(
D−D+ 0
0 D+D−
)
and D∓D± = D∗±D±. In particular,
D∓D± is a positive operators with an invertible principal symbol. Moreover, for
ℜs > d+22m the difference ζ(D−D+; s)− ζ(D+D−; s) is equal to
(4.38)
∑
λ>0
λs(dim ker(D−D+ − λ)− dimker(D+D− − λ)) = 0,
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for D induces for any λ > 0 a bijection between ker(D−D+−λ) and ker(D+D−−λ)
(see, e.g., [BGV]). By analytic continuation this yields ζ(D−D+; 0)−ζ(D+D−; 0) =
0.
On the other hand, by Proposition 4.4 we have
(4.39) ζ(D∓D±; 0) =
∫
M
trE± ad+2(D∓D±)(x) − dimkerD∓D±.
Since dim kerD∓D± = dimkerD± we deduce that indD is equal to
(4.40)∫
M
trE+ ad+2(D+D−)(x) −
∫
M
trE− ad+2(D−D+)(x) =
∫
M
strE ad+2(D2)(x).
The proof is thus achieved. 
4.2. Metric estimates for Green kernels of hypoelliptic ΨHDOs. Consider
a compact Heisenberg manifold (Md+1, H) endowed with a positive density and let
E be a Hermitian vector bundle over M . In this subsection we shall prove that the
positivity of a hypoelliptic ΨHDO pertains in its logarithmic singularity when it
has order −(dimM +1). As a consequence this will allow us to derive some metric
estimates for Green kernels of hypoelliptic ΨDOs.
Let P : C∞(M, E) → C∞(M, E) be a ΨHDO of order m > 0 whose principal
symbol is invertible and is positive in the sense of [Po5], i.e., we can write σm(P ) =
q∗q∗ with q ∈ Sm
2
(g∗M, E). The main technical result of this section is the following.
Proposition 4.7. The density trE c
P−
d+2
m
(x) is > 0.
We will prove Proposition 4.7 later on in the section. As a first consequence, by
combining with Proposition 4.2 we get:
Proposition 4.8. Let a0(P )(x) be the leading coefficient in the small time heat
kernel asymptotics (4.3) for P . Then the density trE a0(P )(x) is > 0.
Assume now that the bracket condition H + [H,H ] = TM holds, i.e., H is a
Carnot-Carathe´odory distribution in the sense of [Gro]. Let g be a Riemannian
metric on H and let dH(x, y) be the associated Carnot-Carathe´odory metric on M .
Recall that for two points x and y of M the value of dH(x, y) is the infinum of the
lengths of all closed paths joining x to y that are tangent to H at each point (such
a path always exists by Chow Lemma). Moreover, the Hausdorff dimension of M
with respect to dH is equal to dimM + 1.
In the setting of general Carathe´odory distributions there has been lot of interest
by Fefferman, Stein and their collaborators for giving metric estimates for the
singularities of the Green kernels of hypoelliptic sublaplacians (see, e.g., [FS], [Ma],
[NSW], [Sa]). This allows us relate the analysis of the hypoelliptic sublaplacian to
the metric geometry of the underlying manifold.
An important result is that it follows from the maximum principle of Bony [Bo]
that the Green of kernel of a selfadjoint hypoelliptic sublaplacian is positive near
the diagonal. In general the positivity of the principal symbol does not pertain in
the Green kernel. However, by making use of Proposition 4.7 we shall prove:
Theorem 4.9. Assume that H + [H,H ] = TM and let P : C∞(M)→ C∞(M) be
a ΨHDO of order m > 0 whose principal symbol is invertible and is positive. Let
k
P−
d+2
m
(x, y) be the Schwartz kernel of P−
d+2
m . Then near the diagonal we have
(4.41) k
P−
d+2
m
(x, y) ∼ −c
P−
d+2
m
(x) log dH(x, y).
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In particular k
P−
d+2
m
(x, y) is > 0 near the diagonal.
Proof. It is enough to proceed in an open of H-framed local coordinates U ⊂ Rd+1.
For x ∈ U let ψx be the affine change to the corresponding privileged coordinates
at x. Since by Proposition 4.7 we have c
P−
d+2
m
(x) > 0, using Proposition 3.11
we see that near the diagonal we have k
P−
d+2
m
(x, y) ∼ −c
P−
d+2
m
(x) log ‖ψx(y)‖.
Incidentally, we see that k
P−
d+2
m
(x, y) is positive near the diagonal.
On the other hand, since H has codimension one our definition of the privileged
coordinates agrees with that of [Be]. Therefore, it follows from [Be, Thm. 7.34]
that the ratio dH(x,y)‖ψx(y)‖ remains bounded in (0,∞) near the diagonal, that is, we
have log dH(x, y) ∼ log ‖ψx(y)‖. It then follows that near the diagonal we have
k
P−
d+2
m
(x, y) ∼ −c
P−
d+2
m
(x) log dH(x, y). The theorem is thus proved. 
It remains now to prove Proposition 4.7. To this end recall that for an operator
Q ∈ ΨlH(M, E), l ∈ C, the model operator Qa at a given point a ∈M is defined as
the left-invariant ΨHDO on S0(GaM, E) with symbol qa(ξ) = σl(Q)(a, ξ). Bearing
this in mind we have:
Lemma 4.10. Let Q ∈ Ψ−(d+2)H (M, E) and let Qa be its model operator at a point
a ∈M .
1) We have cQa(x) = cQadx, where cQa is a constant and dx denotes the Haar
measure of GaM .
2) In Heisenberg coordinates centered at a we have cQ(0) = cQa .
Proof. Let X0, X1, . . . , Xd be a H frame near a. Since GaM has underlying set
(TaM/Ha) ⊕Ha the vectors X0(a), . . . , Xd(a) define global coordinates for GaM ,
so that we can identify it with Rd+1 equipped with the group law (2.10). In these
coordinates set qa(ξ) := σ−(d+2)(P )(a, ξ). Then (2.16) tells us that Qa corresponds
to the operator qa(−iXa) acting on S0(Rd+1), whereXa0 , . . . , Xad is the left-invariant
tangent frame coming from the model vector fields at a of X0, . . . , Xd.
Notice that the left-invariance of the frame Xa0 , . . . , X
a
d implies that, with respect
to this frame, the affine change of variables to the privileged coordinates centered
at any given point x ∈ Rd+1 is just ψax(y) = y.x−1. In view of (2.10) this implies
that |ψa′x | = 1. Therefore, from (3.12) we get
(4.42) cQa(x) = (2π)
−(d+1)
∫
‖ξ‖=1
qa(ξ)ιEdξ.
Since the Haar measure of GaM corresponds to the Lebesgue measure of R
d+1 this
proves the 1st part of the lemma.
Next, by Definition 2.10 in Heisenberg coordinates centered at a the principal
symbol σ−(d+2)(Q)(x, ξ) agrees at x = 0 with the principal symbol q−(d+2)(x, ξ)
of Q in the sense of (2.18), so we have qa(ξ) = q−(d+2)(0, ξ). Furthermore, as
we already are in Heisenberg coordinates, hence in privileged coordinates, we see
that, with respect to the H-frame X0, . . . , Xd, the affine change of variables ψ0 to
the privileged coordinates centered at the origin is just the identity. Therefore, by
using (3.12) and (4.42) we see that cQ(0) is equal to
(4.43) (2π)−(d+1)
∫
‖ξ‖=1
q(0, ξ)ιEdξ = (2π)
−(d+1)
∫
‖ξ‖=1
qa(ξ)ιEdξ = cQa .
The 2nd part of the lemma is thus proved. 
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We are now ready to prove Proposition 4.7.
Proof of Proposition 4.7. For sake of simplicity we may assume that E is the trivial
line bundle, since in the general case the proof follows along similar lines. Moreover,
for any a ∈ M by Lemma 4.10 in Heisenberg coordinates centered at a we have
c
P−
d+2
m
(0) = c
(P−
d+2
m )a
. Therefore, it is enough to prove that c
(P−
d+2
m )a
is > 0 for
any a ∈M .
Let a ∈ M and let X0, . . . , Xd be a H-frame near a. By using the coordinates
provided by the vectorsX0(a), . . . , Xd(a) we can identify GaM with R
d+1 equipped
with the group law (2.10). We then let Ha ⊂ TRd+1 be the hyperplane bundle
spanned by the model vector fields Xa1 , . . . , X
a
d seen as left-invariant vector fields
on Rd+1. In addition, for any z ∈ C we let p(z)(ξ) := σz(P zm )(a, ξ) be the principal
symbol at a of P
z
m , seen as a homogeneous symbol on Rd+1\0. Notice that by [Po5,
Rem. 4.2.2] the family (p(z))z∈C is a holomorphic family with values in C∞(Rd+1\0).
Let χ ∈ C∞c (Rd+1) be such that χ(ξ) = 1 near ξ = 0. For any z ∈ C and for any
pair ϕ and ψ of functions in C∞c (R
d+1) we set
(4.44) p˜(z)(ξ) := (1− χ)p(z) and Pϕ,ψ(z) := ϕp˜(z)(−iXa)ψ.
Then (p˜(z))z∈C and (Pϕ,ψ(z))z∈C are holomorphic families with values in S∗(Rd+1)
and Ψ∗Ha(R
d+1) respectively.
Notice that Pϕ,ψ(z) has order z and the support of its Schwartz kernel is con-
tained in the fixed compact set suppϕ×suppψ, so by Proposition 2.12 the operator
Pϕ,ψ(z) is bounded on L
2(Rd+1) for ℜz ≤ 0. In fact, by arguing as in the proof
of [Po5, Prop. 4.6.2] we can show that (Pϕ,ψ(z))ℜz≤0 actually is a holomorphic
family with values in L(L2(Rd+1)).
Moreover, by [Po5, Prop. 4.6.2] the family (Pϕ,ψ(z)
∗)z∈C is a holomorphic family
with values in Ψ∗Ha(R
d+1) such that ordPϕ,ψ(z)
∗ = z for any z ∈ C. Therefore
(Pϕ,ψ(z)Pϕ,ψ(z)
∗)ℜz<− d+22 is a holomorphic family with values in Ψ
int
Ha(R
d+1). For
any z ∈ C let k(z)(x, y) denote the Schwartz kernel of Pϕ,ψ(z)Pϕ,ψ(z)∗. Then the
support of k(z)(x, y) is contained in the fixed compact set suppϕ × suppϕ, and
by using 3.26 we can check that (k(z)(x, y))ℜz<− d+22 is a holomorphic family of
continuous Schwartz kernels. It then follows that (Pϕ,ψ(z)Pϕ,ψ(z)
∗)ℜz<− d+22 is a
holomorphic family with values in the Banach ideal L1(L2(Rd+1)) of trace-class
operators on L2(Rd+1).
Let us now choose ψ so that ψ = 1 near suppϕ. For any t ∈ R the operator P tm
is selfadjoint, so by Proposition 2.11 its principal symbol is real-valued. Therefore,
by Proposition 2.11 the principal symbol of (Pϕ,ψ(t)Pϕ,ψ(t)
∗) is equal to
(4.45) [ϕp(t)ψ] ∗a [ψp(t)ϕ] = |ϕ|2p(t) ∗ p(t) = |ϕ|2p(2t).
In particular, the principal symbols of Pϕ,ψ(− d+22 )Pϕ,ψ(− d+22 )∗ and P|ϕ|2,ψ(−(d+
2)) agree. By combining this with Lemma 4.10 we see that
(4.46) cPϕ,ψ(− d+22 )Pϕ,ψ(− d+22 )∗(x) = cP|ϕ|2,ψ(−(d+2))(x) = |ϕ(x)|
2c
(P−
(d+2)
m )a
.
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It then follows from Proposition 3.14 that we have:
(4.47) c
(P−
(d+2)
m )a
(
∫
|ϕ(x)|2dx) =
∫
cPϕ,ψ(− d+22 )Pϕ,ψ(− d+22 )∗(x)dx
= lim
t→−(d+2)2
−1
t+ d+22
∫
tPϕ,ψ(t)Pϕ,ψ(t)∗)(x)dx
= lim
t→[−(d+2)2 ]−
−1
t+ d+22
Trace[Pϕ,ψ(−t)Pϕ,ψ(−t)∗] ≥ 0.
Thus, by choosing ϕ so that
∫ |ϕ|2 > 0 we obtain that c
(P−
(d+2)
m )a
is ≥ 0.
Assume now that c
(P−
(d+2)
m )a
vanishes, and let us show that this assumption
leads us to a contradiction. Observe that (Pϕ,ψ(
z−(d+2)
2 )Pϕ,ψ(
z−(d+2)
2 )
∗)z∈C is
holomorphic gauging for Pϕ,ψ(− d+22 )Pϕ,ψ(− d+22 )∗. Moreover, by (4.46) we have
cPϕ,ψ(− d+22 )Pϕ,ψ(− d+22 )∗(x) = |ϕ(x)|
2c
(P−
(d+2)
m )a
= 0. Therefore, it follows from
Proposition 2.11 that TRPϕ,ψ(z)Pϕ,ψ(z)
∗ is analytic near z = − d+22 . In particu-
lar, the limit lim
t→−(d+2)
2
− TracePϕ,ψ(t)Pϕ,ψ(t)
∗ exists and is finite.
Let (ξk)k≥0 be an orthonormal basis of L2(Rd+1) and let N ∈ N. For any t > d+22
the operator Pϕ,ψ(t)Pϕ,ψ(t)
∗ is trace-class and we have
(4.48)
∑
0≤k≤N
〈Pϕ,ψ(t)Pϕ,ψ(t)∗ξk, ξk〉 ≤ Trace[Pϕ,ψ(t)Pϕ,ψ(t)∗].
As t→ − d+22
−
the operator Pϕ,ψ(t)Pϕ,ψ(t)
∗ converges to Pϕ,ψ(− d+22 )Pϕ,ψ(− d+22 )∗
in L(L2(Rd+1). Therefore, letting t go to − d+22
−
in (4.48) shows that, for any
N ∈ N, we have
(4.49)∑
0≤k≤N
〈Pϕ,ψ(−d+ 2
2
)Pϕ,ψ(−d+ 2
2
)∗ξk, ξk〉 ≤ lim
t→[−(d+2)2 ]−
Trace[Pϕ,ψ(t)Pϕ,ψ(t)
∗] <∞.
This proves that Pϕ,ψ(− d+22 )Pϕ,ψ(− d+22 )∗ is a trace-class operator. Incidentally,
we see that Pϕ,ψ(− d+22 ) is a Hilbert-Schmidt operator on L2(Rd+1).
Next, let Q ∈ Ψ−
d+2
2
Ha (R
d+1) and let q(x, ξ) ∈ S− d+22 (R
d+1 × Rd+1) be the prin-
cipal symbol of Q. The principal symbol of ϕQψ is ϕ(x)q(x, ξ). Moreover, since
for any z ∈ C we have p(z) ∗ p(−z) = p(0) = 1, we see that the principal symbol of
ψQψPψ,ψ(
d+2
2 )Pϕ,ψ(− d+22 ) is equal to
(4.50) (ψqψ) ∗ (ψp(d+ 2
2
)ψ) ∗ (ϕp(−d+ 2
2
)ψ) = ϕq ∗ p(d+ 2
2
) ∗ p(−d+ 2
2
) = ϕq.
Thus ϕQψ and ψQψPψ,ψ(
d+2
2 )Pϕ,ψ(− d+22 ) have the same principal symbol. Since
they both have a compactly supported Schwartz kernel it follows that we can write
(4.51) ϕQψ = ψQψPψ,ψ(
d+ 2
2
)Pϕ,ψ(−d+ 2
2
) +Q1,
for some operator Q1 ∈ Ψ−
d+2
2 −1
Ha (R
d+1) with a compactly supported Schwartz
kernel. Observe that:
- the operator ψQψPψ,ψ(
d+2
2 ) is a zero’th order ΨHDO with a compactly sup-
ported Schwartz kernel, so this is a bounded operator on L2(Rd+1);
37
- as above-mentioned Pϕ,ψ(− d+22 ) is a Hilbert-Schmidt operator;
- as Q∗1Q1 belongs to Ψ
int
H,c(R
d+1) this is a trace-class operator, and so Q1 is a
Hilbert-Schmidt operator.
Since the space L2(L2(Rd+1)) of Hilbert-Schmidt operators is a two-sided ideal, it
follows from (4.51) and the above observations that ϕQψ is a Hilbert-Schmidt
operator. In particular, by [GK, p. 109] the Schwartz kernel of ϕQψ lies in
L2(Rd+1 × Rd+1).
We now get a contradiction as follows. Let Q ∈ Ψ−
d+2
2
Ha (R
d+1) have Schwartz
kernel,
(4.52) kQ(x, y) = |ψax′|‖ψax(y)‖−
d+2
2 ,
where ψax is the change to the privileged coordinates at a with respect to the H
a-
frame Xa0 , . . . , X
a
d (this makes sense since ‖y‖−
d+2
2 is in K− d+22 (R
d+1 ×Rd+1)). As
alluded to in the proof of Lemma 4.10 the left-invariance of the frame Xa0 , . . . , X
a
d
implies that ψax(y) = y.x
−1. Therefore, the Schwartz kernel of ϕQψ is equal to
(4.53) kϕQψ(x, y) = ϕ(x)‖y.x−1‖− d+22 ψ(y).
However, this not an L2-integrable kernel, since ‖y.x−1‖−(d+2) is not locally inte-
grable near the diagonal.
We have obtained a contradiction, so c
(P−
d+2
m )a
cannot be zero. Since we know
that c
(P−
d+2
m )a
is ≥ 0, we see that c
(P−
d+2
m )a
is > 0. The proof of Proposition 4.7
is thus complete. 
4.3. The Dixmier trace of ΨHDOs. The quantized calculus of Connes [Co2]
allows us to translate into the language of quantum mechanics the main tools
of the classical infinitesimal calculus. In particular, an important device is the
Dixmier trace ([Di], [CM, Appendix A]), which is the noncommutative analogue of
the standard integral. We shall now show that, as in the case of classical ΨDOs
(see [Co1]), the noncommutative residue allows us to extend the Dixmier trace to
the whole algebra of integer order ΨHDOs.
Let us first recall the main facts about Connes’ quantized calculus and the
Dixmier trace. The general setting is that of bounded operators on a separable
Hilbert space H. Extending the well known correspondence in quantum mechanics
between variables and operators, we get the following dictionary between classical
notions of infinitesimal calculus and their operator theoretic analogues.
Classical Quantum
Real variable Selfadjoint operator on H
Complex variable Operator on H
Infinitesimal variable Compact operator on H
Infinitesimal of order α > 0 Compact operator T such that
µn(T ) = O(n
−α)
The third line can be explained as follows. We cannot say that an operator T is
an infinitesimal by requiring that ‖T ‖ ≤ ǫ for any ǫ > 0, for this would give T = 0.
Nevertheless, we can relax this condition by requiring that for any ǫ > 0 we have
‖T ‖ < ǫ outside a finite dimensional space. This means that T is in the closure of
finite rank operators, i.e., T belongs to the ideal K of compact operators on H.
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In the last line µn(T ) denotes the (n + 1)’th characteristic value of T , i.e., the
(n+ 1)’th eigenvalue of |T | = (T ∗T ) 12 . In particular, by the min-max principle we
have
µn(T ) = inf{‖TE⊥‖; dimE = n},
= dist(T,Rn), Rn = {operators of rank ≤ n},(4.54)
so the decay of µn(T ) controls the accuracy of the approximation of T by finite
rank operators. Moreover, by using (4.54) we also can check that, for S, T in K
and A, B in L(H), we have
(4.55) µn(T + S) ≤ µn(T ) + µn(S) and µn(ATB) ≤ ‖A‖µn(T )‖B‖,
This implies that the set of infinitesimal operators of order α is a two-sided ideal
of L(H).
Next, in this setting the analogue of the integral is provided by the Dixmier
trace ([Di], [CM, Appendix A]). The latter arises in the study of the logarithmic
divergency of the partial traces,
(4.56) TraceN (T ) =
N−1∑
n=0
µn(T ), T ∈ K, T ≥ 0.
The domain of the Dixmier trace is the Schatten ideal,
(4.57) L(1,∞) = {T ∈ K; ‖T ‖1,∞ := sup σN (T )
logN
<∞}.
We extend the definition of TraceN (T ) by means of the interpolation formula,
(4.58) σλ(T ) = inf{‖x‖1 + λ‖y‖;x+ y = T }, λ > 0,
where ‖x‖1 := Trace |x| denotes the Banach norm of the ideal L1 of trace-class
operators. For any integer N we have σN (T ) = TraceN (T ). In addition, the
Cesa¯ro mean of σλ(T ) with respect to the Haar measure
dλ
λ of R
∗
+ is
(4.59) τΛ(T ) =
1
logΛ
∫ Λ
e
σλ(T )
logλ
dλ
λ
, Λ ≥ e.
Let L(H)+ = {T ∈ L(H); T ≥ 0}. Then by [CM, Appendix A] for T1 and T2 in
L(1,∞) ∩ L(H)+ we have
(4.60) |τΛ(T1 + T2)− τΛ(T1)− τΛ(T2)| ≤ 3(‖T1‖(1,∞) + ‖T2‖(1,∞)) log log Λ
logΛ
.
Therefore, the functionals τΛ, Λ ≥ e, give rise to an additive homogeneous map,
(4.61) τ : L(1,∞) ∩ L(H)+ −→ Cb[e,∞)/C0[e,∞).
It follows from this that for any state ω on the C∗-algebra Cb[e,∞)/C0[e,∞), i.e.,
for any positive linear form such that ω(1) = 1, there is a unique linear functional
Trω : L(1,∞) → C such that
(4.62) Trω T = ω(τ(T )) ∀T ∈ L(1,∞) ∩ L(H)+.
We gather the main properties of this functional in the following.
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Proposition 4.11 ([Di], [CM]). For any state ω on Cb[e,∞)/C0[e,∞) the Dixmier
trace Trω has the following properties:
1) If T is trace-class, then Trω T = 0.
2) We have Trω(T ) ≥ 0 for any T ∈ L(1,∞) ∩ L(H)+.
3) If S : H′ → H is a topological isomorphism, then we have Trω,H′(T ) =
Trω,H(STS−1) for any T ∈ L(1,∞)(H′). In particular, Trω does not depend on
choice of the inner product on H.
4) We have Trω AT = Trω TA for any A ∈ L(H) and any T ∈ L(1,∞), that is,
Trω is a trace on the ideal L(1,∞).
The functional Trω is called the Dixmier trace associated to ω. We also say that
an operator T ∈ L(1,∞) is measurable when the value of Trω T is independent of
the choice of the state ω. We then call the Dixmier trace of T the common value,
(4.63) −
∫
T := Trω T.
In addition, we let M denote the space of measurable operators. For instance, if
T ∈ K∩L(H)+ is such that limN→∞ 1logN
∑N−1
n=0 µn(T ) = L, then it can be shown
that T is measurable and we have −∫ T = L.
An important example of measurable operator is due to Connes [Co1]. Let
H be the Hilbert space L2(M, E) of L2-sections of a Hermitian vector bundle
over a compact manifold M equipped with a smooth positive density and let
P : L2(M, E) → L2(M, E) be a classical ΨDO of order − dimM . Then P is
measurable for the Dixmier trace and we have
(4.64) −
∫
P =
1
dimM
ResP,
where ResP denotes the noncommutative residue trace for classical ΨDOs of Wodz-
icki ([Wo1], [Wo3]) and Guillemin [Gu1]. This allows us to extends the Dixmier
trace to all ΨDOs of integer order, hence to integrate any such ΨDO even though
it is not an infinitesimal of order ≤ 1.
From now one we let (Md+1, H) be a compact Heisenberg manifold equipped
with a smooth positive density and we let E be a Hermitian vector bundle over M .
In addition, we recall that by Proposition 2.12 any P ∈ ΨmH(M, E) with ℜm ≥ 0
extends to a bounded operator from L2(M, E) to itself and this operator is compact
if we further have ℜm < 0.
Let P : C∞(M, E)→ C∞(M, E) be a positive ΨHDO with an invertible principal
symbol of orderm > 0, and for k = 0, 1, .. let λk(P ) denote the (k+1)’ th eigenvalue
of P counted with multiplicity. By Proposition 4.5 when k →∞ we have
(4.65) λk(P ) ∼ ( k
ν0(P )
)
m
d+2 , ν0(P ) =
1
d+ 2
ResP−
d+2
m .
It follows that for any σ ∈ C with ℜσ < 0 the operator P σ is an infinitesimal
operator of order m|ℜσ|d+2 . Furthermore, for σ = − d+2m using (4.55) we see that
P−
d+2
m is measurable and we have
(4.66) −
∫
P−
d+2
m = ν0(P ) =
1
d+ 2
ResP−
d+2
m .
These results are actually true for general ΨHDOs, for we have:
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Theorem 4.12. Let P : L2(M, E)→ L2(M, E) be a ΨHDO order m with ℜm < 0.
1) P is an infinitesimal operator of order (dimM + 1)−1|ℜm|.
2) If ordP = −(dimM + 1), then P is measurable and we have
(4.67) −
∫
P =
1
dimM + 1
ResP.
Proof. First, let P0 ∈ Ψ1H(M, E) be a positive and invertible ΨHDO with an invert-
ible principal symbol (e.g. P0 = (1+∆
∗∆)
1
4 , where ∆ is a hypoelliptic sublaplacian).
Then PPm0 is a zeroth order ΨHDO. By Proposition ?? any zeroth order ΨHDO
is bounded on L2(M, E) and as above-mentioned P−m0 is an infinitesimal of order
α := (dimM +1)−1|ℜm|. Since we have P = PPm0 .P−m0 we see that P is the prod-
uct of a bounded operator and of an infinitesimal operator of order α. As (4.55)
shows that the space of infinitesimal operators of order α is a two-sided ideal, it
follows that P is an infinitesimal of order α. In particular, if ordP = −(d+2) then
P is an infinitesimal of order 1, hence is contained in L(1,∞).
Next, let Trω be the Dixmier trace associated to a state ω on Cb[e,∞)/C0[e,∞),
and let us prove that for any P ∈ Ψ−(d+2)H (M, E) we have Trω P = 1d+2 ResP .
Let κ : U → Rd+1 be a H-framed chart mapping onto Rd+1 such that there is
a trivialization τ : E|U → U × Cr of E over U (as in the proof of Theorem 3.23
we shall call such a chart a nice H-framed chart). As in Subsection 3.3 we shall
use the subscript c to denote ΨHDOs with a compactly supported Schwartz kernel
(e.g. ΨZH,c(R
d+1) denote the class of integer order ΨHDOs on R
d+1 whose Schwartz
kernels have compact supports). Notice that if P ∈ ΨZH,c(Rd+1,Cr) then the opera-
tor τ∗κ∗P belongs to ΨZH(M, E) and the support of its Schwartz kernel is a compact
subset of U × U .
Since P0 is a positive ΨHDO with an invertible principal symbol, Proposition 4.7
tells us that the density trE cP−(d+2)0
(x) is> 0, so we can write κ∗[trE cP−(d+2)0
(x)|U ] =
c0(x)dx for some positive function c0 ∈ C∞(Rd+1). Then for any c ∈ C∞c (Rd+1)
and any ψ ∈ C∞c (Rd+1) such that ψ = 1 near supp c we let
(4.68) Pc,ψ := (
c ◦ κ
c0 ◦ κ )P
−(d+2)
0 (ψ ◦ κ).
Notice that Pc,ψ belongs to Ψ
−(d+2)
H (M, E) and it depends on the choice ψ only
modulo operators in Ψ−∞(M, E). Since the latter are trace-class operators and the
Dixmier trace Trω vanishes on such operators (cf. Proposition 4.11), we see that
the value of Trω Pc,ψ does not depend on the choice of ψ. Therefore, we define a
linear functional L : C∞c (R
d+1)→ C by assigning to any c ∈ C∞c (Rd+1) the value
(4.69) L(c) := Trω Pc,ψ,
where ψ ∈ C∞c (Rd+1) is such that ψ = 1 near supp c.
On the other hand, let P ∈ Ψ−(d+2)H,c (U, E|U ). Then τ∗P belongs to Ψ−(d+2)H,c (U,Cr) :=
Ψ
−(d+2)
H,c (U) ⊗Mr(C). Set τ∗P = (Pij) and define trP :=
∑
Pii. In addition, for
i, j = 1, . . . , r let Eij ∈Mr(C) be the elementary matrix whose all entries are zero
except that on the ith row and jth column which is equal to 1. Then we have
(4.70) τ∗P =
1
r
(trP )⊗ Ir +
∑
i
Pii ⊗ (Eii − 1
r
Ir) +
∑
i6=j
Pij ⊗ Eij .
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Any matrix A ∈Mr(C) with vanishing trace is contained in the commutator space
[Mr(C),Mr(C)]. Notice also that the space Ψ
−(d+2)
H,c (U) ⊗ [Mr(C),Mr(C)] is con-
tained in [Ψ0H,c(U,C
r),Ψ
−(d+2)
H,c (U,C
r)]. Therefore, we see that
(4.71) P =
1
r
(trP )⊗ idE mod [Ψ0H,c(U, E|U ),Ψ−(d+2)H,c (U, E|U )].
Let us write κ∗[trE cP (x)] = aP (x)dx with aP ∈ C∞c (Rd+1), and let ψ ∈
C∞c (R
d+1) be such that ψ = 1 near supp aP . Then we have
κ∗[ctrPaP ,ψ(x) = (
aP (x)
c0(x)
)ψ(x)κ∗[trE cP−(d+2)0
(x)] = aP (x)dx = κ∗[trE cP (x)] = κ∗[ctrP (x)].
In other wordsQ := trP−trPaP ,ψ is an element of Ψ−(d+2)H,c (U) such that cQ(x) = 0.
By the step (i) of the proof of Lemma 3.21 we then can write κ∗Q in the form
κ∗Q = [χ0, Q0] + . . . + [χd, Qd] for some functions χ0, . . . , χd in C∞c (R
d+1) and
some operators Q0, . . . , Qd in Ψ
Z
H,c(R
d+1). In fact, it follows from the proof of
Lemmas 3.20 and 3.21 that Q0, .., Qd can be chosen to have order ≤ −(d+2). This
insures us that κ∗Q is contained in [Ψ0H,c(R
d+1),Ψ
−(d+2)
H,c (R
d+1)]. Thus,
(4.72) trP = trPaP ,ψ mod [Ψ
0
H,c(U),Ψ
−(d+2)
H,c (U)].
By combining this with (4.71) we obtain
P =
1
r
(trP )⊗idE = 1
r
(trPaP ,ψ)⊗idE = PaP ,ψ mod [Ψ0H,c(U, E|U ),Ψ−(d+2)H,c (U, E|U )].
Notice that [Ψ0H,c(U, E|U ),Ψ−(d+2)H,c (U, E|U )] is contained in [Ψ0H(M, E),Ψ−(d+2)H (M, E)],
which is itself contained in the commutator space [L(L2(M)),L(1,∞)(M)] of L(1,∞).
As the Dixmier trace Trω vanishes on the latter space (cf. Proposition 4.11) we de-
duce that
(4.73) Trω P = Trω PaP ,ψ = L(aP ).
Now, let c ∈ C∞c (Rd+1) and set c1 = c√c0(x) . In addition, let ψ ∈ C
∞
c (R
d+1) be
such that ψ ≥ 0 and ψ = 1 near supp c, and set c˜1 = c ◦ κ and ψ˜ = ψ ◦ κ. Notice
that with the notation of (4.68) we have c˜1c˜1P
−(d+2)
0 ψ˜ = P|c|2,ψ. Observe also that
we have
(c˜1P
− d+22
0 ψ˜)(c˜1P
− d+22
0 ψ˜)
∗ = c˜1P
− d+22
0 ψ˜
2P
−d+22
0 c˜1 = c˜1P
−(d+2)
0 ψc˜1 mod Ψ
−∞(M, E).
As alluded to earlier the trace Trω vanishes on smoothing operators, so we get
(4.74) Trω[(c˜1P
−d+22
0 ψ˜)(c˜1P
− d+22
0 ψ˜)
∗] = Trω[c˜1P
−(d+2)
0 ψ˜c˜1]
= Trω[c˜1c˜1P
−(d+2)
0 ψ˜] = Trω P|c|2,ψ = L(|c|).
Since Trω is a positive trace (cf. Proposition 4.11) it follows that we have L(|c|2) ≥ 0
for any c ∈ C∞c (Rd+1), i.e., L is a positive linear functional on C∞c (Rd+1). Since
any such functional uniquely extends to a Radon measure on C∞0 (R
d+1), this shows
that L defines a positive Radon measure.
Next, let a ∈ Rd+1 and let φ(x) = x+ a be the translation by a on Rd+1. Since
φ′(x) = 1 we see that φ is a Heisenberg diffeomorphism, so for any P ∈ Ψ∗H,c(Rd+1)
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the operator φ∗P is in Ψ∗H,c(R
d+1) too. Set φκ = κ
−1 ◦ φ ◦ κ. Then by (3.21) we
have
(4.75) κ∗[trE cφκ∗Pc,ψ (x)] = κ∗φκ∗[trE cPc,ψ (x)] = φ∗[c(x)dx] = c(φ
−1(x))dx.
Since shows that aφκ∗Pc,ψ(x) = c(φ
−1(x)), so from (4.73) we get
(4.76) Trω φκ∗Pc,ψ = L[c ◦ φ−1].
Let K be a compact subset of Rd+1. Then φκ gives rise to a continuous linear
isomorpshism φκ∗ : L2κ−1(K)(M, E) → L2κ−1(K+a)(M, E). By combining it with a
continuous linear isomorphism L2κ−1(K)(M, E)⊥ → L2κ−1(K+a)(M, E)⊥ we obtain a
continuous linear isomorphism S : L2(M, E)→ L2(M, E) which agrees with φκ∗ on
L2κ−1(K)(M, E). In particular, we have φκ∗Pc,ψ = SPc,ψS−1. Therefore, by using
Proposition 4.11 and 4.76 we see that, for any c ∈ C∞K (Rd+1), we have
(4.77) L[c] = Trω Pc,ψ = Trω SPc,ψS
−1 = Trω φκ∗Pc,ψ = L[c ◦ φ−1].
This proves that L is translation-invariant. Since any translation invariant Radon
measure on C∞c (R
d+1) is a constant multiple of the Lebesgue measure, it follows
that there exists a constant ΛU ∈ C such that, for any c ∈ C∞c (Rd+1), we have
(4.78) L(c) = ΛU
∫
c(x)dx.
Now, combining (4.73) and (4.78) shows that, for any P ∈ Ψ−(d+2)H,c (U, E|U ), we
have
(4.79) Trω P = ΛU
∫
Rd+1
aP (x)dx = ΛU
∫
Rd+1
κ∗[trE cP (x)]
= ΛU
∫
M
trE cP (x) = (2π)d+1ΛU ResP.
This shows that, for any domain U of a niceH-framed chart, on Ψ
−(d+2)
H,c (U, E|U ) the
Dixmier trace Trω is a constant multiple of the noncommutative residue. Therefore,
if we let M1, . . . ,MN be the connected components of M , then by arguing as in the
proof of Theorem 3.23 we can prove that on each connected component Mj there
exists a constant Λj ≥ 0 such that
(4.80) Trω P = Λj ResP ∀P ∈ Ψ−(d+2)H (Mj , E|Mj ).
In fact, if we take P = P
−(d+2)
0|Mj then from (4.66) we get Λj = (d+ 2)
−1. Thus,
(4.81) Trω P =
1
d+ 2
ResP ∀P ∈ Ψ−(d+2)H (M, E).
This proves that any operator P ∈ Ψ−(d+2)H (M, E) is measurable and its Dixmier
trace then is equal to (d+ 2)−1ResP . The theorem is thus proved. 
As a consequence of Theorem 4.12 we can extend the Dixmier trace to the whole
algebra ΨZH(M, E) by letting
(4.82) −
∫
P :=
1
d+ 2
ResP for any P ∈ ΨZH(M, E).
In the language of the quantized calculus this means that we can integrate any
ΨHDO of integer order, even though it is not an infinitesimal operator of order ≥ 1.
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This property will be used in Section 6 to define lower dimensional volumes in
pseudohermitian geometry.
5. Noncommutative residue and contact geometry
In this section we make use of the results of [Po5] to compute the noncommutative
residues of some geometric operators on contact manifolds.
Throughout this section we let (M2n+1, H) be a compact orientable contact
manifold, i.e., (M2n+1, H) is a Heisenberg manifold and there exists a contact 1-
form θ on M such that H = ker θ (cf. Section 2).
Since M is orientable the hyperplane H admits an almost complex structure
J ∈ C∞(M,EndH), J2 = −1, which is calibrated with respect to θ, i.e., dθ(., J.)
is positive definite on H . We then can endow M with the Riemannian metric,
(5.1) gθ,J = θ
2 + dθ(., J.).
The volume of M with respect to gθ,J depends only on θ and is equal to
(5.2) VolθM :=
1
n!
∫
M
dθn ∧ θ.
In addition, we let X0 be the Reeb field associated to θ, that is, the unique vector
field on M such that ιX0θ = 1 and ιX0dθ = 0.
5.1. Noncommutative residue and the horizontal sublaplacian (contact
case). In the sequel we shall identify H∗ with the subbundle of T ∗M annihilating
the orthogonal complement H⊥ ⊂ TM . This yields the orthogonal splitting,
(5.3) ΛCT
∗M = (
⊕
0≤k≤2n
ΛkCH
∗)⊕ (θ ∧ Λ∗T ∗CM).
The horizontal differential db;k : C
∞(M,Λk
C
H∗)→ C∞(M,Λk+1
C
H∗) is
(5.4) db = πb;k+1 ◦ d,
where πb;k ∈ C∞(M,EndΛCT ∗M) denotes the orthogonal projection onto ΛkCH∗.
This is not the differential of a chain complex, for we have
(5.5) d2b = −LX0ε(dθ) = −ε(dθ)LX0 ,
where ε(dθ) denotes the exterior multiplication by dθ.
The horizontal sublaplacian ∆b;k : C
∞(M,Λk
C
H∗)→ C∞(M,Λk+1
C
H∗) is
(5.6) ∆b;k = d
∗
b;kdb;k + db;k−1d
∗
b;k−1.
Notice that the definition of ∆b makes sense on any Heisenberg manifold equipped
with a Riemannian metric. This operator was first introduced by Tanaka [Ta],
but versions of this operator acting on functions were independently defined by
Greenleaf [Gr] and Lee [Le]. Since the fact that (M,H) is a contact manifold
implies that the Levi form (2.3) is nondegenerate, from [Po5, Prop. 3.5.4] we get:
Proposition 5.1. The principal symbol of ∆b;k is invertible if and only if we have
k 6= n.
Next, for µ ∈ (−n, n) we let
(5.7) ρ(µ) =
π−(n+1)
2nn!
∫ ∞
−∞
e−µξ0(
ξ0
sinh ξ0
)ndξ0.
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Notice that with the notation of [Po5, Eq. (6.2.29)] we have ρ(µ) = (2n+ 2)ν(µ).
For q 6= n let ν0(∆b;k) be the coefficient ν0(P ) in the Weyl asymptotics (4.32) for
∆b;k, i.e., we have Res∆
−(n+1)
b;k = (2n+ 2)ν0(∆b;k). By [Po5, Prop. 6.3.3] we have
ν0(∆b;k) = γ˜nk VolθM , where γ˜nk :=
∑
p+q=k 2
n
(
n
p
)(
n
q
)
ν(p− q). Therefore, we get:
Proposition 5.2. For k 6= n we have
(5.8) Res∆
−(n+1)
b;k = γnk VolθM, γnk =
∑
p+q=k
2n
(
n
p
)(
n
q
)
ρ(p− q).
In particular γnk is a universal constant depending only on n and k.
5.2. Noncommutative residue and the contact Laplacian. The contact com-
plex of Rumin [Ru] can be seen as an attempt to get a complex of horizontal forms
by forcing the equalities d2b = 0 and (d
∗
b)
2 = 0. Because of (5.5) there are two natu-
ral ways to modify db to get a chain complex. The first one is to force the equality
d2b = 0 by restricting db to the subbundle Λ
∗
2 := ker ε(dθ) ∩ Λ∗CH∗, since the latter
is closed under db and is annihilated by d
2
b . Similarly, we get the equality (d
∗
b )
2 = 0
by restricting d∗b to the subbundle Λ
∗
1 := ker ι(dθ) ∩ Λ∗CH∗ = (im ε(dθ))⊥ ∩ Λ∗CH∗,
where ι(dθ) denotes the interior product with dθ. This amounts to replace db by
π1 ◦ db, where π1 is the orthogonal projection onto Λ∗1.
In fact, since dθ is nondegenerate on H the operator ε(dθ) : Λk
C
H∗ → Λk+2
C
H∗
is injective for k ≤ n− 1 and surjective for k ≥ n+1. This implies that Λk2 = 0 for
k ≤ n and Λk1 = 0 for k ≥ n+ 1. Therefore, we only have two halves of complexes.
As observed by Rumin [Ru] we get a full complex by connecting the two halves by
means of the differential operator,
(5.9) BR : C
∞(M,ΛnCH
∗)→ C∞(M,ΛnCH∗), BR = LX0 + db,n−1ε(dθ)−1db,n,
where ε(dθ)−1 is the inverse of ε(dθ) : Λn−1
C
H∗ → Λn+1
C
H∗. Notice that BR is
second order differential operator. Thus, if we let Λk = Λk1 for k = 0, . . . , n− 1 and
we let Λk = Λk1 for k = n+ 1, . . . , 2n, then we get the chain complex,
(5.10) C∞(M)
dR;0→ C∞(M,Λ1) dR;1→ . . . C∞(M,Λn−1) dR;n−1→ C∞(M,Λn1 ) BR→
C∞(M,Λn2 )
dR;n→ C∞(M,Λn+1) . . . dR;2n−1−→ C∞(M,Λ2n),
where dR;k := π1 ◦ db;k for k = 0, . . . , n− 1 and dR;k := db;k for k = n, . . . , 2n− 1.
This complex is called the contact complex.
The contact Laplacian is defined as follows. In degree k 6= n it consists of the
differential operator ∆R;k : C
∞(M,Λk)→ C∞(M,Λk) given by
(5.11)
∆R;k =
{
(n− k)dR;k−1d∗R;k + (n− k + 1)d∗R;k+1dR;k k = 0, . . . , n− 1,
(k − n− 1)dR;k−1d∗R;k + (k − n)d∗R;k+1dR;k k = n+ 1, . . . , 2n.
In degree k = n it consists of the differential operators ∆R;nj : C
∞(M,Λnj ) →
C∞(M,Λnj ), j = 1, 2, defined by the formulas,
(5.12) ∆R;n1 = (dR;n−1d∗R;n)
2 +B∗RBR, ∆R;n2 = BRB
∗
R + (d
∗
R;n+1dR;n).
Observe that ∆R;k, k 6= n, is a differential operator of order 2, whereas ∆R;n1
and ∆R;n2 are differential operators of order 4. Moreover, Rumin [Ru] proved that
in every degree the contact Laplacian is maximal hypoelliptic in the sense of [HN].
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In fact, in every degree the contact Laplacian has an invertible principal symbol,
hence admits a parametrix in the Heisenberg calculus (see [JK], [Po5, Sect. 3.5]).
For k 6= n (resp. j = 1, 2) we let ν0(∆R;k) (resp. ν0(∆R;nj)) be the coefficient
ν0(P ) in the Weyl asymptotics (4.32) for ∆R;k (resp. ∆R;nj). By Proposition 4.5
we have Res∆
−(n+1)
R;k = (2n + 2)ν0(∆R;k) and Res∆
−n+12
R;nj = (2n + 2)ν0(∆R;nj).
Moreover, by [Po5, Thm. 6.3.4] there exist universal positive constants νnk and νn,j
depending only on n, k and j such that ν0(∆R;k) = νnk VolθM and ν0(∆R;nj) =
νn,j VolθM . Therefore, we obtain:
Proposition 5.3. 1) For k 6= n there exists a universal constant ρnk > 0 depending
only on n and k such that
(5.13) Res∆
−(n+1)
R;k = ρnk VolθM.
2) For j = 1, 2 there exists a universal constant ρn,j > 0 depending only on n
and j such that
(5.14) Res∆
−n+12
R;nj = ρn,j VolθM.
Remark 5.4. We have ρnk = (2n + 2)νnk and ρn,j = (2n + 2)νn,j, so it follows
from the proof of [Po5, Thm. 6.3.4] that we can explicitly relate the universal
constants ρnk and ρn,j to the fundamental solutions of the heat operators ∆R;k+∂t
and ∆R;nj +∂t associated to the contact Laplacian on the Heisenberg group H
2n+1
(cf. [Po5, Eq. (6.3.18)]). For instance, if K0;k(x, t) denotes the fundamental solution
of ∆R;0 + ∂t on H
2n+1 then we have ρn,0 =
2n
n!K0;0(0, 1).
6. Applications in CR geometry
In this section we present some applications in CR geometry of the noncom-
mutative residue for the Heisenberg calculus. After recalling the geometric set-up,
we shall compute the noncommutative residues of some powers of the horizontal
sublaplacian and of the Kohn Laplacian on CR manifolds endowed with a pseudo-
hermitian structure. After this we will make use of the framework of noncommu-
tative geometry to define lower dimensional volumes in pseudohermitian geometry.
For instance, we will give sense to the area of any 3-dimensional pseudohermitian
manifold as a constant multiple the integral of the Tanaka-Webster scalar curva-
ture. As a by-product this will allow us to get a spectral interpretation of the
Einstein-Hilbert action in pseudohermitian geometry.
6.1. The geometric set-up. Let (M2n+1, H) be a compact orientable CR man-
ifold. Thus (M2n+1, H) is a Heisenberg manifold such that H admits a complex
structure J ∈ C∞(M,EndH), J2 = −1, in such way that T1,0 := ker(J+ i) ⊂ TCM
is a complex rank n subbundle which is integrable in Fro¨benius’ sense (cf. Section 2).
In addition, we set T0,1 = T1,0 = ker(J − i).
Since M is orientable and H is orientable by means of its complex structure,
there exists a global non-vanishing real 1-form θ such that H = ker θ. Associated
to θ is its Levi form, i.e., the Hermitian form on T1,0 such that
(6.1) Lθ(Z,W ) = −idθ(Z,W ) ∀Z,W ∈ T1,0.
Definition 6.1. We say that M is strictly pseudoconvex (resp. κ-strictly pseudo-
convex) when we can choose θ so that Lθ is positive definite (resp. has signature
(n− κ, κ, 0)) at every point.
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If (M,H) is κ-strictly pseudoconvex then θ is a contact form on M . Then in
the terminology of [We] the datum of the contact form θ annihilating H defines a
pseudohermitian structure on M .
From now we assume that M is κ-strictly pseudoconvex, and we let θ be a
pseudohermitian contact form such that Lθ has signature (n− κ, κ, 0) everywhere.
We let X0 be the Reeb vector field associated to θ, so that ιX0θ = 1 and ιX0dθ = 0
(cf. Section 5), and we let N ⊂ TCM be the complex line bundle spanned by X0.
We endow M with a Levi metric as follows. First, we always can construct a
splitting T1,0 = T
+
1,0⊕T+1,0 with subbundles T+1,0 and T−1,0 which are orthogonal with
respect to Lθ and such that Lθ is positive definite on T
+
1,0 and negative definite on
T−1,0 (see, e.g., [FSt], [Po5]). Set T
±
0,1 = T
±
1,0. Then we have the splittings,
(6.2) TCM = N ⊕ T1,0 ⊕ T0,1 = N ⊕ T+1,0 ⊕ T−1,0 ⊕ T+0,1 ⊕ T−0,1.
Associated to these splittings is the unique Hermitian metric h on TCM such that:
- The splittings (6.2) are orthogonal with respect to h;
- h commutes with complex conjugation;
- We have h(X0, X0) = 1 and h agrees with ±Lθ on T±1,0.
In particular, the matrix of Lθ with respect to h is diag(1, . . . , 1,−1, . . . ,−1), where
1 has multiplicity n− κ and −1 multiplicity −1.
Notice that when M is strictly pseudoconvex h is uniquely determined by θ,
since in this case T+1,0 = T1,0 and one can check that we have h = θ
2 + dθ(., J.),
that is, h agrees on TM with the Riemannian metric gθ,J in (5.1). In general, we
can check that the volume form of M with respect to h depends only on θ and is
equal to
(6.3) vθ(x) :=
(−1)κ
n!
dθn ∧ θ.
In particular, the volume of M with respect to h is
(6.4) VolθM :=
(−1)κ
n!
∫
M
dθn ∧ θ.
Finally, as proved by Tanaka [Ta] and Webster [We] the datum of the pseudoher-
mitian contact form θ defines a natural connection, the Tanaka-Webster connection,
which preserves the pseudohermitian structure of M , i.e., it preserves both θ and
J . It can be defined as follows.
Let {Zj} be a local frame of T1,0. Then {X0, Zj , Zj} forms a frame of TCM with
dual coframe {θ, θj , θj}, with respect to which we can write dθ = ihjkθj∧θk. Using
the matrix (hjk) and its inverse (h
jk) to lower and raise indices, the connection 1-
form ω = (ω kj ) and the torsion form τk = Ajkθ
j of the Tanaka-Webster connection
are uniquely determined by the relations,
(6.5) dθk = θj ∧ ω kj + θ ∧ τk, ωjk¯ + ωk¯j = dhjk¯, Ajk = Akj .
The curvature tensor Π kj := dω
k
j − ω lj ∧ ω kl satisfies the structure equations,
(6.6) Π kj = Rjk¯lm¯θ
l ∧ θm¯ +Wjk¯lθl ∧ θ −Wk¯jl¯θl¯ ∧ θ + iθj ∧ τk¯ − iτj ∧ θk¯.
The Ricci tensor of the Tanaka-Webster connection is ρjk¯ := R
l
l jk¯
, and its scalar
curvature is Rn := ρ
j
j .
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6.2. Noncommutative residue and the Kohn Laplacian. The ∂b-complex of
Kohn-Rossi ([KR], [Ko]) is defined as follows.
Let Λ1,0 (resp. Λ0,1) be the annihilator of T0,1⊕N (resp. T0,1⊕N ) in T ∗CM . For
p, q = 0, . . . , n let Λp,q := (Λ1,0)p ∧ (Λ0,1)q be the bundle of (p, q)-covectors on M ,
so that we have the orthogonal decomposition,
(6.7) Λ∗T ∗CM = (
n⊕
p,q=0
Λp,q)⊕ (θ ∧ Λ∗T ∗CM).
Moreover, thanks to the integrability of T1,0, given any local section η of Λ
p,q, its
differential dη can be uniquely decomposed as
(6.8) dη = ∂b;p,qη + ∂b;p,qη + θ ∧ LX0η,
where ∂b;p,qη (resp. ∂b;p,qη) is a section of Λ
p,q+1 (resp. Λp+1,q).
The integrability of T1,0 further implies that ∂
2
b = 0 on (0, q)-forms, so that we
get the cochain complex ∂b;0,∗ : C∞(M,Λ0,∗) → C∞(M,Λ0,∗+1). On (p, q)-forms
with p ≥ 1 the operator ∂2b is a tensor which vanishes when the complex structure
J is invariant under the Reeb flow (i.e., when we have [X0, JX ] = J [X0, X ] for any
local section X of H).
Let ∂
∗
b;p,q be the formal adjoint of ∂b;p,q with respect to the Levi metric of M .
Then the Kohn Laplacian b;p,q : C
∞(M,Λp,q)→ C∞(M,Λp,q) is defined to be
(6.9) b;p,q = ∂
∗
b;p,q∂b;p,q + ∂b;p,q−1∂
∗
b;p,q−1.
This a differential operator which has order 2 in the Heisenberg calculus sense.
Furthermore, we have:
Proposition 6.2 ([BG]). The principal symbol of b;p,q is invertible if and only if
we have q 6= κ and q 6= n− κ.
Next, for q 6∈ {κ, n−κ} let ν0(b;p,q) be the coefficient ν0(P ) in the Weyl asymp-
totics (4.32) for b;p,q. By [Po5, Thm. 6.2.4] we have ν0(b;p,q) = α˜nκpq VolθM ,
where α˜nκpq is equal to
(6.10)
∑
max(0,q−κ)≤k≤min(q,n−κ)
1
2
(
n
p
)(
n− κ
k
)(
κ
q − k
)
ν(n− 2(κ− q + 2k)).
Therefore, by arguing as in the proof of Proposition 5.2 we get:
Proposition 6.3. For q 6= κ and q 6= n− κ we have
(6.11) Res
−(n+1)
b;p,q = αnκpq VolθM,
where αnκpq is equal to
(6.12)
∑
max(0,q−κ)≤k≤min(q,n−κ)
1
2
(
n
p
)(
n− κ
k
)(
κ
q − k
)
ρ(n− 2(κ− q + 2k)).
In particular αnκpq is a universal constant depending only on n, κ, p and q.
Remark 6.4. Let a0(b;p,q)(x) be the leading coefficient in the heat kernel asymp-
totics (4.3) for b;p,q. By (4.4) we have ν0(b;p,q) =
1
(n+1)!
∫
M trΛp,q a0(b;p,q)(x).
Moreover, a careful look at the proof of [Po5, Thm. 6.2.4] shows that we have
(6.13) trΛp,q a0(b;p,q)(x) = (n+ 1)!α˜nκpqvθ(x).
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Since by (4.4) we have 2c

−(n+1)
b;p,q
(x) = (n!)−1a0(b;p,q)(x), it follows that the equal-
ity (6.11) ultimately holds at the level of densities, that is, we have
(6.14) c

−(n+1)
b;p,q
(x) = αnκpqvθ(x).
Finally, when M is strictly pseudoconvex, i.e., when κ = 0, we have:
Proposition 6.5. Assume M strictly pseudoconvex. Then for q = 1, . . . , n − 1
there exists a universal constant α′npq depending only on n, p and q such that
(6.15) Res−nb;p,q = α
′
npq
∫
M
Rndθ
n ∧ θ,
where Rn denotes the Tanaka-Webster scalar curvature of M .
Proof. For q = 1, . . . , n−1 let a2(b;p,q)(x) be the coefficient of t−n in the heat ker-
nel asymptotics (4.3) for b;p,q. By (4.4) we have 2c−n
b;p,q
(x) = Γ(n)−1a2(b;p,q)(x).
Moreover, by [BGS, Thm. 8.31] there exists a universal constant α′npq depending
only on n, p and q such that trΛp,q a2(b;p,q)(x) = α
′
npqRndθ
n ∧ θ. Thus,
(6.16) Res−nb;p,q =
∫
M
trΛp,q c−n
b;p,q
(x) = α′npq
∫
M
Rndθ
n ∧ θ,
where α′npq is a universal constant depending only on n, p and q. 
6.3. Noncommutative residue and the horizontal sublaplacian (CR case).
Let us identify H∗ with the subbundle of T ∗M annihilating the orthogonal sup-
plement H⊥, and let ∆b : C∞(M,Λ∗CH
∗) → C∞(M,Λ∗
C
H∗) be the horizontal
sublaplacian on M as defined in (5.6).
Notice that with the notation of (6.8) we have db = ∂b + ∂b. Moreover, we can
check that ∂b∂
∗
b + ∂
∗
b∂b = ∂
∗
b∂b + ∂b∂
∗
b = 0. Therefore, we have
(6.17) ∆b = b +b, b := ∂
∗
b ∂b + ∂b∂
∗
b .
In particular, this shows that the horizontal sublaplacian ∆b preserves the bidegree,
so it induces a differential operator ∆b;p,q : C
∞(M,Λp,q) → C∞(M,Λp,q). Then
the following holds.
Proposition 6.6 ([Po5, Prop. 3.5.6]). The principal symbol of ∆b;p,q is invertible
if and only if we have (p, q) 6= (κ, n− κ) and (p, q) 6= (n− κ, κ).
Bearing this in mind we have:
Proposition 6.7. For (p, q) 6= (κ, n− κ) and (p, q) 6= (n− κ, κ) we have
(6.18) Res∆
−(n+1)
b;p,q = βnκpq VolθM,
where βnκpq is equal to
(6.19) ∑
max(0,q−κ)≤k≤min(q,n−κ)
max(0,p−κ)≤l≤min(p,n−κ)
2n
(
n− κ
l
)(
κ
p− l
)(
n− κ
k
)(
κ
q − k
)
ρ(2(q − p) + 4(l− k)).
In particular βnκpq is a universal constant depending only on n, κ, p and q.
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Proof. Let ν0(∆b;p,q) be the coefficient ν0(P ) in the Weyl asymptotics (4.32) for
∆b;p,q. By [Po5, Thm. 6.2.5] we have ν0(∆b;p,q) =
1
2n+2βnκpq VolθM , where βnκpq
is given by (6.19). We then can show that Res∆
−(n+1)
b;p,q = βnκpq VolθM by arguing
as in the proof of Proposition 5.2. 
Remark 6.8. In the same way as (6.11) (cf. Remark 6.4) the equality (6.18) holds
at the level of densities, i.e., we have c
∆
−(n+1)
b;p,q
(x) = βnκpqvθ(x).
Proposition 6.9. Assume that M is strictly pseudoconvex. For (p, q) 6= (0, n) and
(p, q) 6= (n, 0) there exists a universal constant β′npq depending only n, p and q such
that
(6.20) Res∆−nb;p,q = β
′
npq
∫
M
Rndθ
n ∧ θ.
Proof. The same analysis as that of [BGS, Sect. 8] for the coefficients in the heat
kernel asymptotics (4.3) for the Kohn Laplacian can be carried out for the coeffi-
cients of the heat kernel asymptotics for ∆b;p,q (see [St]). In particular, if we let
a2(∆b;p,q)(x) be the coefficient of t
−n in the heat kernel asymptotics for ∆b;p,q,
then there exists a universal constant β˜npq depending only on n, p and q such that
trΛp,q a2(∆b;p,q)(x) = β˜npqRndθ
n ∧ θ. Arguing as in the proof of Proposition 6.5
then shows that Res∆−nb;p,q = β
′
npq
∫
M
Rndθ
n ∧ θ, whereβ′npq is a universal constant
depending only n, p and q. 
6.4. Lower dimensional volumes in pseudohermitian geometry. Following
an idea of Connes [Co3] we can make use of the noncommutative residue for classical
ΨDOs to define lower dimensional dimensional volumes in Riemannian geometry,
e.g., we can give sense to the area and the length of a Riemannian manifold even
when the dimension is not 1 or 2 (see [Po7]). We shall now make use of the
noncommutative residue for the Heisenberg calculus to define lower dimensional
volumes in pseudohermitian geometry.
In this subsection we assume that M is strictly pseudoconvex. In particular,
the Levi metric h is uniquely determined by θ. In addition, we let ∆b;0 be the
horizontal sublaplacian acting on functions.Then, as explained in Remark 6.8, we
have c
∆
−(n+1)
b;0
(x) = βnvθ(x), where βn = βn000 = 2
nρ(0). In particular, for any f ∈
C∞(M) we get c
f∆
−(n+1)
b;0
(x) = βnf(x)vθ(x). Combining this with Theorem 4.12
then gives
(6.21) −
∫
f∆
−(n+1)
b;0 =
1
2n+ 2
∫
M
c
f∆
−(n+1)
b;0
(x) =
βn
2n+ 2
∫
M
f(x)vθ(x).
Thus the operator 2n+2βn ∆
−(n+1)
b;0 allows us to recapture the volume form vθ(x).
Since −(2n + 2) is the critical order for a ΨHDO to be trace-class and M has
Hausdorff dimension 2n+2 with respect to the Carnot-Carathe´odorymetric defined
by the Levi metric on H , it stands for reason to define the length element of (M, θ)
as the positive selfadjoint operator ds such that (ds)2n+2 = 2n+2βn ∆
−(n+1)
b;0 , that is,
(6.22) ds := cn∆
−1/2
b;0 , cn = (
2n+ 2
βn
)
1
2n+2 .
50
Definition 6.10. For k = 1, 2, . . . , 2n+ 2 the k-dimensional volume of (M, θ) is
(6.23) Vol
(k)
θ M := −
∫
dsk.
In particular, for k = 2 the area of (M, θ) is AreaθM := −
∫
ds2.
We have −∫ dsk = (cn)k2n+2 ∫M c∆− k2
b;0
(x) and thanks to (4.4) we know that 2c
∆
−k
2
b;0
(x)
agrees with Γ(k2 )
−1a2n+2−k(∆b;0)(x), where aj(∆b;0)(x) denotes the coefficient of
t
2n+2−j
2 in the heat kernel asymptotics (4.3) for ∆b;0. Thus,
(6.24) Vol
(k)
θ M =
(cn)
k
4(n+ 1)
Γ(
k
2
)−1
∫
M
a2n+2−k(∆b)(x).
Since ∆b;0 is a differential operator we have a2j−1(∆b;0)(x) = 0 for any j ∈ N,
so Vol
(k)
θ M vanishes when k is odd. Furthermore, as alluded to in the proof of
Proposition 6.9 the analysis in [BGS, Sect. 8] of the coefficients of the heat kernel
asymptotics for the Kohn Laplacian applies verbatim to the heat kernel asymptotics
for the horizontal sublaplacian. Thus, we can write
(6.25) a2j(∆b;0)(x) = γnj(x)dθ
n ∧ θ(x),
where γnj(x) is a universal linear combination, depending only on n and j, in
complete contractions of covariant derivatives of the curvature and torsion tensors
of the Tanaka-Webster connection (i.e. γnj(x) is a local pseudohermitian invariant).
In particular, we have γn0(x) = γn0 and γn1 = γ
′
n1Rn(x), where γn0 and γn1 are
universal constants and Rn(x) is the Tanaka-Webster scalar curvature (in fact the
constants γn0 and γ
′
n1 can be explicitly related to the constants βn000 and β
′
n00).
Therefore, we obtain:
Proposition 6.11. 1) Vol
(k)
θ M vanishes when k is odd.
2) When k is even we have
(6.26) Vol
(k)
θ M =
(cn)
k
4(n+ 1)
Γ(
k
2
)−1
∫
M
γ˜nk(x)dθ
n ∧ θ(x).
where γ˜nk(x) := γnn+1− k2 (x) is a universal linear combination, depending only on
n and k, of complete contractions of weight n + 1 − k2 of covariant derivatives of
the curvature and torsion tensors of the Tanaka-Webster connection.
In particular, thanks to (6.26) we have a purely differential-geometric formulation
of the k-dimensional volume Vol
(k)
θ M . Moreover, for k = 2n+ 2 we get:
(6.27) Vol
(2n+2)
θ M =
(cn)
2n+2
4(n+ 1)
γn0
n!
∫
M
dθn ∧ θ.
Since Vol
(2n+2)
θ M = VolθM =
1
n!
∫
M
dθn ∧ θ we see that (cn)2n+2 = 4(n+1)γn0 , where
γn0 is above.
On the other hand, when n = 1 (i.e. dimM = 3) and k = 2 we get
(6.28) AreaθM = γ
′′
1
∫
M
R1dθ ∧ θ, γ′′1 :=
(c1)
2
8
γ′11 =
γ′11√
8γ10
,
where γ′11 is above. To compute γ
′′
1 it is enough to compute γ10 and γ
′
11 in the
special case of the unit sphere S3 ⊂ C2 equipped with its standard pseudohermitian
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structure, i.e., for S3 equipped with the CR structure induced by the complex
structure of C2 and with the pseudohermitian contact form θ := i2 (z1dz¯1 + z2dz¯2).
First, the volume Volθ S
3 is equal to
(6.29)
∫
S3
dθ ∧ θ = −1
4
∫
S3
(z2dz1 ∧ dz¯1 ∧ dz¯2 + z1dz1 ∧ dz2 ∧ dz¯2) = π2.
Moreover, by [We] the Tanaka-Webster scalar here is R1 = 4, so we get
(6.30)
∫
S3
R1dθ ∧ θ = 4Volθ S3 = 4π2.
Next, for j = 0, 1 set A2j(∆b;0) =
∫
S3
a2j(∆b;0)(x). In view of the definition of
the constants γ10 and γ
′
11 we have
(6.31) A0(∆b;0) = γ10
∫
S3
dθ∧θ = π2γ10, A2(∆b;0) = γ′11
∫
S3
R1dθ∧θ = 4π2γ′11.
Notice that A0(∆b;0) and A2(∆b;0) are the coefficients of t
−2 and t−1 in the asymp-
totics of Tr e−t∆b;0 as t→ 0+. Moreover, we have ∆b;0 = ⊡θ− 14R1 = ⊡θ−1, where
⊡θ denotes the CR invariant sublaplacian of Jerison-Lee [JL], and by [St, Thm.
4.34] we have Tr e−t⊡θ = pi
2
16t2 +O(t
∞) as t→ 0+. Therefore, as t→ 0+ we have
(6.32) Tr e−t∆b;0 = etTr e−t⊡θ ∼ π
2
16t2
(1 + t+
t2
2
+ . . .).
Hence A0(∆b;0) = A2(∆b;0) =
pi2
16 . Combining this with (6.31) then shows that
γ10 =
1
16 and γ
′
11 =
1
64 , from which we get γ
′′
1 =
1/64√
8. 116
= 1
32
√
2
. Therefore, we get:
Theorem 6.12. If dimM = 3, then we have
(6.33) AreaθM =
1
32
√
2
∫
M
R1dθ ∧ θ.
For instance, for S3 equipped with its standard pseudohermitian structure we
obtain Areaθ S
3 = pi
2
8
√
2
.
Appendix. Proof of Lemma 3.1
In this appendix, for reader’s convenience we give a detailed proof of Lemma 3.1
about the extension of a homogeneous symbol on Rd+1 \ 0 into a homogeneous
distribution on Rd+1.
Let p ∈ C∞(Rd+1\0) be homogeneous of degree m, m ∈ C, so that p(λ.ξ) =
λmp(ξ) for any λ > 0. If ℜm > −(d+ 2), then p is integrable near the origin, so it
defines a tempered distribution which is its unique homogeneous extension.
If ℜm ≤ −(d + 2), then we can extend p into the distribution τ ∈ S ′(Rd+1)
defined by the formula,
(A.1) 〈τ, u〉 =
∫
[u(ξ)− ψ(‖ξ‖)
∑
〈α〉≤k
ξα
α!
u(α)(0)]p(ξ)dξ ∀u ∈ S(Rd+1),
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where k is an integer ≥ −(ℜm + d + 2) and ψ is a function in C∞c (R+) such that
ψ = 1 near 0. Then in view of (3.1) for any λ > 0 we have
〈τλ, u〉 − λm〈τ, u〉 = λ−(d+2)
∫
[u(λ−1.ξ)− ψ(‖ξ‖)
∑
〈α〉≤k
ξαλ−〈α〉
α!
u(α)(0)]p(ξ)dξ
− λm
∫
[u(ξ)− ψ(‖ξ‖)
∑
〈α〉≤k
ξα
α!
u(α)(0)]p(ξ)dξ,
= λm
∑
〈α〉≤k
u(α)(0)
α!
∫
[ψ(‖ξ‖)− ψ(λ‖ξ‖)]ξαp(ξ)dξ,
= λm
∑
〈α〉≤k
ρα(λ)cα(p)〈δ(α), u〉,
where we have let
cα(p) =
(−1)|α|
α!
∫
‖ξ‖=1
ξαp(ξ)iEdξ, ρα(λ) =
∫ ∞
0
µ〈α〉+m+d+2(ψ(µ)−ψ(λµ))dµ
µ
,
and, as in the statement of Lemma 3.1, E is the vector field 2ξ0∂ξ0 + ξ1∂ξ1 + . . .+
ξd∂ξd .
Set λ = es and assume that ψ is of the form ψ(µ) = h(log µ) with h ∈ C∞(R)
such that h = 1 near −∞ and h = 0 near +∞. Then, setting aα = 〈α〉+m+ d+2,
we have
(A.2)
d
ds
ρα(e
s) =
d
ds
∫ ∞
−∞
(h(t)− h(s+ t))eaαtdt = −e−as
∫ ∞
−∞
eaαth′(t)dt.
As ρα(1) = 0 it follows that τ is homogeneous of degree m provided that
(A.3)
∫ ∞
−∞
eath′(t)ds = 0 for a = m+ d+ 2, . . . ,m+ d+ 2 + k.
Next, if g ∈ C∞c (Rd+1) is such that
∫
g(t)dt = 1, then for any a ∈ C \ 0 we have
(A.4)
∫ ∞
−∞
eat(
1
a
d
dt
+ 1)g(t)dt = 0.
Therefore, if m 6∈ Z then we can check that the conditions (A.3) are satisfied by
(A.5) h′(t) =
m+d+2+k∏
a=m+d+2
(
1
a
d
dt
+ 1)g(t).
As
∫∞
−∞ h
′(t)dt = 1 we then see that the distribution τ defined by (A.1) with
ψ(µ) =
∫∞
logµ
h′(t)dt is a homogeneous extension of p(ξ).
On the other hand, if τ˜ ∈ S ′(Rd+1) is another homogeneous extension of p(ξ)
then τ − τ1 is supported at the origin, so we have τ = τ˜ +
∑
bαδ
(α) for some
constants bα ∈ C. Then, for any λ > 0, we have
(A.6) τλ − λmτ = τ˜λ − λmτ˜ +
∑
(λ−(d+2−〈α〉) − λm)bαδ(α).
As both τ and τ˜ are homogeneous of degree m, we deduce that
∑
(λ−(d+2−〈α〉) −
λm)bαδ
(α) = 0. The linear independence of the family {δ(α)} then implies that all
the constants bα vanish, that is, we have τ˜ = τ . Thus τ is the unique homogeneous
extension of p(ξ) on Rd+1.
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Now, assume that m is an integer ≤ −(d+ 2). Then in the formula (A.1) for τ
we can take k = −(m+ d+ 2) and let ψ be of the form,
(A.7) ψ(µ) =
∫ ∞
logµ
h′(t)dt, h′(t) =
m+d+2+k∏
a=m+d+2
(
1
a
d
dt
+ 1)g(t),
with g ∈ C∞c (Rd+1) such that
∫
g(t)dt = 1. Then thanks to (A.2) and (A.4) we
have ρα(λ) = 0 for 〈α〉 < −(m+ d+ 2), while for 〈α〉 = −(m+ d+ 2) we get
(A.8)
d
ds
ρα(e
s) =
∫
h′(t)dt =
∫
g(t)dt = 1.
Since ρα(1) = 0 it follows that ρα(e
s) = s, that is, we have ρα(λ) = logλ. Thus,
(A.9) τλ = λ
mτ + λm logλ
∑
〈α〉=−(m+d+2)
cα(p)δ
(α) ∀λ > 0.
In particular, we see that if all the coefficients cα(p) with 〈α〉 = −(m+d+2) vanish
then τ is homogeneous of degree m.
Conversely, suppose that p(ξ) admits a homogeneous extension τ˜ ∈ S ′(Rd+1).
As τ − τ˜ is supported at 0, we can write τ = τ˜ +∑ bαδ(α) with bα ∈ C. For any
λ > 0 we have τ˜λ = λ
mτ˜ , so by combining this with (A.6) we get
(A.10) τλ − λmτ =
∑
〈α〉6=−(m+d+2)
bα(λ
−(〈α〉+d+2) − λm)δ(α).
By comparing this with (A.9) and by using linear independence of the family {δ(α)}
we then deduce that we have cα(p) = 0 for 〈α〉 = −(m + d + 2). Therefore p(ξ)
admits a homogeneous extension if and only if all the coefficients cα(p) with 〈α〉 =
−(m+ d+ 2) vanish. The proof of Lemma 3.1 is thus achieved.
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