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This thesis addresses temporal alignment of music audio signals with a symbolic music score 
and alignment of multiple music audio signals, each of which represents a common piece of 
music (music alignment). This is an important task in many fields such as music production, 
musicological analysis, and informed sound source separation. This thesis focuses on 
alignment among multiple audio signals (audio-to-audio alignment), and that between a 
symbolic score and one or more audio signals (audio-to-score alignment). Moreover, the thesis 
focuses on Western music, which is polyphonic, consists mostly of harmonic sounds, and is 
played according to a music score.  
Music alignment is difficult because there are variations among different performances, 
even though they all play a same music score. Such a variation of music audio signals calls for 
a probabilistic treatment of music audio signals. Furthermore, the fact that different audio 
signals have some aspects in common calls for a framework for encoding different constraints 
that are known in advance. These requirements can be satisfied through Bayesian inference. 
This thesis approaches music alignment from a Bayesian perspective. Chapter 1 presents an 
overview of music alignment and its relevance. Chapter 2 reviews background on alignment 
techniques. 
Chapter 3 presents a Bayesian audio-to-score alignment method. Here, the symbolic music 
score is given, and the main goal is to infer the alignment, taking into account variations of 
audio signals in timbre, volume, and tempo. To deal with variations in timbre and dynamics, 
polyphonic pitched sounds in the spectral domain are modeled as a probabilistically weighted 
sum of spikes. These spikes are placed at frequencies where prominent energy is expected to 
be observed, via analyzing which notes are present in the music score at a given position. 
Robustness to variations in timbre and dynamics is attained by assuming a weakly informative 
prior on the weights. Furthermore, the model represents a smoothly changing tempo trajectory 
shared among different parts, while allowing for slight asynchronies between different parts. 
An experimental evaluation demonstrated that the proposed method achieved a median 
alignment error of about 30 ms on real-world ensemble pieces, and about 50 ms on synthetic 
orchestral recordings. 
Chapter 4 presents a Bayesian audio-to-audio alignment method. The problem is difficult 
because, unlike audio-to-score alignment, the underlying music score is not given. To tackle 
this issue, the underlying musical piece is expressed probabilistically. Then, it is inferred from 
the input audio signals, assuming that each audio signal plays the same musical piece. Since a 
music score consists of a relatively few note combinations that get reused throughout the 
piece, the musical piece is represented as a Markov chain with sparse transition probabilities. 
Furthermore, the audio signals are represented so that they have different but interrelated 
tempo trajectories. An experimental evaluation on real-world piano music collection showed a 
median alignment error of 60 ms, outperforming existing probabilistic methods.  
In a real-world use scenario, music alignment is further deteriorated for two more reasons. 
First, some audio signals may play only a subset of the music score. For example, a user might 
be interested in aligning between an orchestral piece and a hummed melodic line to the piece. 
This new kind of alignment is defined as subset music alignment. Second, the room acoustics 
may vary significantly. For example, an orchestral recording may be recorded in a highly 
 reverberant hall, while a hummed melodic line to the piece may be recorded in a bedroom. 
Next two chapters address these two problems. 
Chapter 5 presents a subset music alignment method. It is difficult because the input signals 
play different sequences of note combinations, with some notes that are played in common. To 
tackle this issue, the proposed method decomposes the input audio into components common 
to different recordings and those unique to each recording, and simultaneously aligning the 
audio signals based on the common components. Namely, a hierarchical point process called 
the hierarchical Dirichlet process (HDP) is used to represent a subset-like relationship in two 
layers. On the upper layer, one HDP represents each note combination in a piece of music as a 
subset of all possible notes that are used in the piece. Then, on the lower layer, the other HDP 
represents the note combinations inside each audio signal as subsets of the note combinations 
of the top layer HDP. HMMs are used to encode the order of possible notes to play. 
Evaluations showed that when aligning audio signals that had only one part in common, the 
proposed method achieved a median alignment of about 200 ms, outperforming existing 
methods.  
Chapter 6 presents a dereverberation method that can be used as a front-end to any 
alignment method. It is designed to attenuate long-term reverberation (called the late 
reverberation), which causes past musical notes to smear into the current time instance. 
Dereverberation is formulated as a deconvolution problem of non-negative autoregressive 
(AR) process in the power spectrogram domain. Since the order of the AR process is unknown, 
the Dirichlet process is used to encode a varying number of coefficients that are used. The 
model is non-conjugate, making inference difficult. To allow inference, a novel inference 
algorithm based on minorization-maximization is derived.  An experimental evaluation 
showed that even though audio-to-score alignment accuracy degrades under a reverberant 
environment, the proposed method is capable of recovering the audio-to-score alignment 
accuracy comparable to that under no reverberation. 












































  更に、試問の結果の要旨（例えば「平成 年 月 日論文内容とそれに関連した 
  口頭試問を行った結果合格と認めた。」）を付け加えること。 
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