The van der Waals interaction of a pair of anisotropic molecules near planar dielectric surfaces is studied by using the linear response formalism. The spatial correlation function ͑Green function͒ of the vacuum electric field in the presence of dielectric surfaces is obtained by using suitable Fresnel mode functions of the quantized electric field. In the short-distance limit, it is observed that the long-range interaction potential is significantly modified by the dielectric surfaces and strongly depends on the geometry of the two molecules near dielectric surfaces. When the two molecules are anisotropic, depending on the molecular alignments with respect to the surfaces, the van der Waals interaction is enhanced or suppressed by the existence of the surfaces. When the two molecules are in between two dielectric surfaces, the overall magnitude of the van der Waals interaction is suppressed in comparison to that in the free space because the vacuum electromagnetic field intensity is reduced by the transmissivities that are generally less than unity.
I. INTRODUCTION
Boundary effects on various quantum phenomena, such as level shifts of an atom in various types of cavities, enhancement or suppression of spontaneous emission rate, excitation transfer etc., are of current interests both theoretically and experimentally. 1 The modifications by the boundary conditions are the manifestation of the changes in mode structures of electromagnetic fields near boundaries. For example, the spontaneous emission rate of an excited atom near a dielectric surface can be enhanced or suppressed depending on the distance from the surface.
1-3 Based on the Fermi Golden rule, the spontaneous emission rate is proportional to the mean square fluctuation amplitude of the quantum vacuum field. [4] [5] [6] In the vicinity of a dielectric surface, 7 the spatial variation of the field fluctuation amplitude differs from that of the free space, which in turn cause modulations of spontaneous emission rate as a function of distance from the surface. In this paper, we shall show how these changes in modal structures near planar surfaces modify the van der Waals interaction between two polarizable molecules. It was perhaps MacLachlan 8 who first showed that the van der Waals interaction between two neutral polarizable molecules can be significantly altered by the existence of the dielectric surface compared to that of the free space. He showed that the van der Waals interaction potential of a pair of molecules in the vicinity of a dielectric surface depends on the detailed geometry. If the two molecules are located side by side parallel to the dielectric surface, the intermolecular interaction decreases in comparison to that in the free space. In contrast, when one is on top of the other, the interaction potential increases. In case when the anisotropy of the molecular polarizability is large, this boundary effect, induced by a single dielectric surface, on the van der Waals interaction of a pair of molecules can be very large so that the van der Waals interaction could be suppressed or enhanced dramatically. Although this case was theoretically studied by Imura and Okano, 9 the clear physical interpretations and implications of these results were not fully explored in their paper.
In this paper, we focus on the more general situation when two molecules are located in a planar microcavity ͑see Fig. 1͒ . Particularly, the distance between the two surfaces is much shorter than the most important wavelength of the system, that is, the wavelength of the optical transition frequency of the molecules or dielectric media. Noting that usually the optical transition wavelength is order of hundreds of nanometer, the short distance limit we shall consider is the case when both the intermolecular distance and intersurface distance are smaller than this length scale. If a pair of molecules are located in a planar microcavity ͑Fabry-Perot cavity͒, one can expect that the van der Waals interaction is similarly but more strongly modified by the two planar dielectric surfaces, though there are distinctive differences in modal structures in comparison to the case of a single surface. A related problem, the properties of liquid confined by two dielectric surfaces, has been extensively studied by measuring normal and shear forces between the two surfaces as a function of distance between the two surfaces. [10] [11] [12] This case is found to be very important in the surface sciences of liquid lubricants, adhesion and wear properties, 13 wetting and dewetting of surfaces, 14 liquid films, 15 etc. Despite of the extensive theoretical studies using Lifshitz's theory 16 and molecular dynamics simulations as well as experimental studies, fundamental aspect of the intermolecular interaction between molecules in a plane-confined geometry has not been studied.
In this paper, we shall focus on the van der Waals interaction between two nonpolar molecules when they are in close proximity to the surfaces, treating the surfaces in a macroscopic manner. There exist however numerous effects that cannot be taken into account by using the macroscopic picture of a solid surface with the phenomenological Maxwell's equations. For example, the nonlocality of the dielectric function near a surface [17] [18] [19] [20] [21] [22] may play a crucial role when the distance between the molecules and a surface is order of that between atoms of the solid. Second, the surface can induce a permanent dipole moment by distorting the ground state wave function of the molecule. 17 The magnitude of the induced permanent dipole moment increases as the molecule approaches the surface. Besides of the two complications mentioned above, there exist various mechanisms causing deviations from the van der Waals interaction. In order to remedy the effect of the nonlocality of the dielectric function, Zaremba and Kohn 23 used the jellium model as an approximate microscopic model for a metal surface. They showed, when studying the interaction of a single atom with a metal surface, that the reference ͑dynamical image͒ plane position has to be calculated by taking into account the microscopic nature of the metal surface. Thus the effective distance between the molecule and the surface differs from the distance between the molecule and the jellium surface. However, the basic theories developed by Lifshitz are still appropriate in describing key aspects of physisorption and the role of the dielectric surface. Thus, although the results given in this paper will suffer from the lack of a realistic quantum description of the solid surface, they should be useful in understanding fundamental aspects of the boundary effects and in developing proper intermolecular potential functions used in molecular dynamics simulation studies. This paper is organized as follows. In Sec. II, the effective Hamiltonian of nonpolar polarizable molecules is discussed. The van der Waals interaction between general anisotropic molecules in a planar cavity is considered in Sec. III. Two limiting cases of a single dielectric surface and two dielectric surfaces are discussed in Secs. IV and V, respectively. Finally we summarize the results in Sec. VI.
II. EFFECTIVE INTERACTION HAMILTONIAN
The usual minimal coupling Hamiltonian 24 contains two interaction terms that are linearly and quadratically proportional to the vector potential of the quantized field. By using the Power-Zienau-Wooley transformation, [24] [25] [26] one can obtain the multipolar Hamiltonian,
The molecular Hamiltonian is, in the second quantized form,
͑2͒
The subscripts m and denote the mth molecule and th state of the mth molecule, respectively. 
͑3͒
We assumed that the overlap between molecules is ignored. One of the notable difference of the multipolar Hamiltonian from the minimal coupling form is that the intermolecular interaction in the multipolar form is purely determined by the retarded exchange of the virtual transverse photons, whereas the minimal coupling Hamiltonian contains additional instantaneous intermolecular interaction terms. 25, 26 The quantized field Hamiltonian is as usual,
where the photon creation and annihilation operators are denoted by â k ϩ and â k . The interaction Hamiltonian H I in Eq. ͑1͒ is
͑5͒
Here the polarization operator, that is associated with the transitions between states of a given molecule, is defined as FIG. 1. ͑a͒ Two types of modes are shown. Type I modes are associated with the incident modes propagating downward from the dielectric 1 to the interface between the dielectric 1 and the free space, whereas type II modes are associated with the incident modes propagating upward from the dielectric 3 to the interface between the dielectric 3 and the free space. ͑b͒ Detailed geometry of the two molecules with respect to the two surfaces are drawn. Two close circles represent the two real molecules in the free space region, whereas the two circles in the dielectric media are pictorial representations of the image molecules of the B-molecule.
where the dipole operator m is
m is the electric dipole transition matrix element. D ͑r͒ in the interaction Hamiltonian is the transverse displacement field operator, that is the conjugate momentum of the vector potential in the multipolar Hamiltonian,
and the vector potential is
f k ͑r͒ are the normalized mode functions satisfying the corresponding Helmholtz equations with the proper boundary conditions.
5
The interactions between nonpolar polarizable molecules can be described by the second-order or fourth-order perturbation theories depending on the situation. For example, the attractive interaction between a molecule and a dielectric wall is a second-order problem, i.e., quadratic Stark shift, 27, 28 that is, the interaction potential is linearly proportional to the molecular polarizability. The interaction of a pair of molecules can be, as shown by London, 29 obtained by using the fourth-order perturbation theory, where the energy shift is proportional to both polarizabilities of the two molecules. Therefore we find that it is useful to derive an effective Hamiltonian by eliminating a one-photon vertex in the Feynman diagrams. 26 By using the Heisenberg equations of motion of the transition operators and introducing the Weisskopf-Wigner approximation ͑Adiabatic approximation͒, 30 the effective interaction Hamiltonian can be obtained as
where the term in the square bracket in Eq. ͑10͒ is the effective induced dipole operator and the molecular polarizability operators are defined as
The spontaneous emission contribution to the effective dipole operator was neglected, since we focus on the molecular interaction between two molecules in the ground states. As expected, the effective interaction Hamiltonian given above involves two photon processes. A vacuum field with wave vector k and polarization direction creates an induced dipole at the center of the mth molecule, and in turn this induced dipole interacts with vacuum field at the same position. We shall use a second-order perturbation theory with respect to this effective interaction Hamiltonian to obtain the interaction potential of a pair of nonpolar polarizable molecules.
III. VAN DER WAALS INTERACTION
The van der Waals interaction of a pair of molecules has been a subject of extensive studies since the seminal paper of London.
29
Recently Power and Thirunamachandran 31 showed that the van der Waals-Casimir interaction can be calculated by considering two induced dipoles at the centers of the two molecules and then the two induced dipoles interact through the well-known retarded dipole-dipole interaction tensor obtained by McLone and Power.
32 For a pair of molecules A and B, the interaction energy is thus given by the vacuum expectation value,
where the effective induced dipole operators are defined as
This result, Eq. ͑12͒, can also be obtained by using the second-order perturbation theory with respect to the effective interaction Hamiltonian given in Eq. ͑10͒. Inserting the displacement field operator given in terms of mode functions in Eq. ͑8͒ into Eqs. ͑12͒ and ͑13͒ gives ⌬EϭϪ បc
where the dipole-dipole interaction tensor Ṽ(k) and its Hilbert transform, F(k), can be written in terms of classical mode functions
The expression for the dipole-dipole interaction tensor, Ṽ(k), was derived in Appendix A, d⍀ϭsin dd.
Since the two tensors, F(k) and Ṽ(k), are related to each other by the Kramers-Kronig relationship, one can in principle calculate Ṽ(k) by obtaining F(k) and vice versa. As can be seen in the definition of F(k) in Eq. ͑15͒, F(k) contains information on the spatial correlation of displacement field operator
involves both the elastic scattering of the fluctuating vacuum field by molecules and the inelastic virtual processes, such as the absorption and emission of the virtual photons. As a matter of fact, the two tensors, F(k) and Ṽ(k), are proportional to the imaginary and real parts of the Green function of the fluctuating vacuum electric field, 33, 34 where the Green function is defined by the Fourier component of the antisymme-trized time correlation function of the electric field operator. A detailed derivation of F(k) by using Eq. ͑15͒ with proper mode functions of the quantized electromagnetic fields is given in Appendix C. Then Ṽ(k) can be calculated from Eq.
͑15͒.
In order to rewrite the van der Waals interaction energy in Eq. ͑14͒, we define
to obtain ⌬EϭϪ បc
͑17͒
We find that it is useful to rewrite Eq. ͑17͒, which is given by an integral over the real frequency, as an integral over the imaginary frequency k→i with Ͼ0 so that we have ⌬Eϭ បc
͑18͒
Here G(i) is proportional to the temperature Green's function, which is defined in terms of the Matsubara electromagnetic field operators. 33 As well-known, the temperature Green's function is related to the retarded Green function by using the analytic continuation procedure rotating the real frequency axis into the pure imaginary axis. We wish to emphasize that, even though we used a set of fully quantized electromagnetic fields, the van der Waals interaction potential reduces to a problem of calculating the spatial correlation function of the fields. Moreover those mode functions are determined by the classical Helmholtz equation with the proper boundary conditions.
A. Anisotropic molecular polarizability
Instead of considering an arbitrary polarizability, we shall focus on the symmetric top molecules. The polarizability tensor for a symmetric top molecule can be expressed most generally as
where û denotes the unit vector which lies along the principle axis of the symmetric top molecule. By designating ␣ ʈ ͑͒ and ␣ Ќ ͑͒ as the polarizabilities of the molecule along the symmetry axis and along any axis perpendicular to û , respectively, we defined the isotropic and anisotropic parts of the molecular polarizability as
It should be noted that the polarizability tensor given in Eq. ͑19͒ is symmetric and that the anisotropic part, proportional to ␤͑͒, is traceless.
B. van der Waals interaction in short distance limit
Using the proper mode functions of fully quantized electromagnetic field near two planar surfaces, we calculated F(k) in Appendix C. In the short distance limit, as discussed in Appendix C, the Fresnel reflection and transmission coefficients are assumed to be independent on the incidence angle and the contributions from multiple ͑more than once͒ reflections by the two surfaces are ignored. Moreover, the retardation effects caused by the finite speed of light can be ignored. In this limit, the Green function, G(i), in the imaginary frequency domain can be approximately given as
where the coefficients in the imaginary frequency domain are
In Eq. ͑21͒, r , R I , and R II are the unit vectors of r, R I , and R II , respectively. IЈ and R Ј are defined in Eq. ͑C4͒. It should be noted that the dielectric functions in the above equations are evaluated in the imaginary frequency so that they are monotonously decreasing function with respect to the imaginary frequency. The first term in Eq. ͑21͒ represents the contributions from direct interaction without involving any reflection of a virtual photon by the surfaces, whereas the second and third terms correspond to those involving a single reflection by the lower surface and that by the upper surface, respectively. Inserting the two polarizability tensors defined in Eq. ͑19͒ and the Green functions in Eq. ͑21͒ into Eq. ͑18͒ gives the van der Waals interaction, ⌬EϭϪ បc
where, for m, nϭ0,I,II,
T 0 ϭTϪ3r r , ͑25͒
Equations ͑23͒ with ͑24͒ and ͑25͒ are the main results in this section, and show complex dependence on the distances between real molecules as well as between real and image molecules. Only the first term is inversely proportional to the sixth power of the direct intermolecular distance. Therefore, the first term is the largest one since both R I and R II are always larger than the direct distance through the free space. The physical meaning of each term can be understood by considering the exchange process of a couple of virtual photons. As shown in Fig. 2͑a͒ , the first term on the right-hand side of Eq. ͑23͒ corresponds to the case when the two virtual photons are exchanged via free space. On the other hand, the second and third terms ͓Figs. 2͑b͒ and 2͑c͒, respectively͔ involve a single reflection by the lower and upper surfaces, respectively. The fourth and fifth terms ͓Figs. 2͑d͒ and 2͑e͔͒ involve two reflections by the same surface, whereas the sixth term ͓Fig. 2͑f͔͒ does two reflections-once by each surface. The general expression given in Eq. ͑23͒ is very complicated because of the geometrical factors, though it is quite straightforward to rewrite them in terms of angles and distances defined in Fig. 1͑b͒ . Instead of discussing Eq. ͑23͒ more in detail, we shall consider several limiting cases that should be found useful in practical calculations. Since the van der Waals interaction between either isotropic or anisotropic molecules in vacuum has been studied extensively, we shall not consider those cases in the following sections.
IV. SINGLE DIELECTRIC SURFACE
We shall consider, in this section, the case when the two molecules are in the vicinity of a single dielectric surface. Let us assume that the upper dielectric medium is replaced with an infinite vacuum. In this case, the dielectric function ⑀ 1 (i) equals to 1, that is the transmission coefficient t 12 becomes unity whereas r 21 ϭ0. Then the third, fifth, and sixth terms on the right-hand side of Eq. ͑23͒ vanish.
A. Isotropic molecules
If the two molecular polarizabilities are isotropic, from Eq. ͑23͒ we find
where
Equations ͑26͒ with ͑27͒ are exactly identical to MacLachlan's results 8, 34, 37 ͕note that the angles defining the geometry ͓see Fig. 1͑b͔͒ are defined differently from MacLachlan's 8 ͖. In the definitions of three integrals, the superscript, ''␣␣,'' denotes that the integrals involve the isotropic polarizabilities in the integrand. The first term is just the van der Waals interaction in the free space-London's result can be obtained by assuming that the molecular polarizability is determined by a single frequency, so that the integration over the imaginary frequency can be performed by using residue theorem. The second term represents the vdW interaction when one of the two virtual photons is reflected by the surface. Because of the interference effect between the direct dipolar field and the reflected dipolar field, the magnitude of the second term becomes strongly dependent on the detailed geometry. For example when the two molecules are located parallel to the surface and separated far apart, the second term becomes positive so that the overall vdW interaction decreases compared to that in the free space. The third term corresponds to the contribution from the interaction between the induced dipole in the free space FIG . 2. Six different contributions to the van der Waals interaction are shown ͓see Eq. ͑23͒ and discussion below Eq. ͑25͔͒. Exchange of two virtual photons are represented by arrows. ͑a͒-͑f͒ correspond to the first to the sixth terms in Eq. ͑23͒, respectively. and the induced image dipole created in the dielectric medium. They are separated by the distance R I . Usually the third term is much smaller than the second one, except when the two molecules are far apart as well as when they both are close to the surface.
These results has been used in understanding lateral interactions between adatoms, [35] [36] [37] where the two-dimensional flat film is normally assumed. For example, Rauber et al. 38 showed that the reduction in the potential well depth of 15%-20% from the free space values for the inert gas atoms near graphite surface can be assigned to the additional ͑sec-ond͒ term in Eq. ͑26͒.
In order to obtain simpler results with retaining salient features of a dielectric ͑metal͒ surface, we further use a freeelectron-like ͑Thomas-Fermi model͒ dielectric function 39, 40 ⑀͑i͒ϭ1ϩ p
where p is the plasma frequency, which is the characteristic resonance frequency of absorption of the electrons in the metal. For the sake of simplicity, if the two molecules are identical and the molecular polarizability is determined by a single transition frequency, 0 , i.e.,
the three integrals defined in Eq. ͑37͒ can be calculated, within these approximations to the dielectric function and the molecular polarizabilities,
4 ,
Here ␥ is the ratio of the surface-plasmon frequency to the molecular transition frequency,
If the ratio ␥ becomes large, that is, the surface acts like a good mirror, all three integrals given in Eqs. ͑30͒ become identical. In this limit, the surface boundary effects will be maximized. On the other hand, as the ratio ␥ approaches zero, the last two integrals, I 1 ␣␣ and I 2 ␣␣ , decreases to zero, so that the boundary effects become negligible, as expected.
In the limiting case both when the two molecules are far apart and located side by side ͑''lateral''͒ on the dielectric surface ͑ϭХ/2 and rХR I ͒ and when the ratio ␥ approaches a large number, the total vdW interaction energy reduces to approximately two-thirds of that in the free space. This is demonstrated by a numerical evaluation of Eq. ͑26͒ with Eq. ͑30͒ in Fig. 3͑a͒ , where the ratio of the vdW interaction between two isotropic molecules near a surface to that in the free space is calculated. Here the dielectric surface is fully characterized by the ratio ␥ that is assumed to be 2. The distance between the molecule A and the surface is assumed to be unity, and the distance between molecules is scaled by this unit distance in the following calculations. As the two molecules approaches to each other the surface boundary effect decreases since the additional terms ͓the second and third terms in Eq. ͑26͔͒ are negligibly small in this limit. If one of the two molecules is on top of the other ͑''vertical''͒, the intermolecular interaction becomes larger than that in the free space as shown in Fig. 3͑a͒ .
B. Anisotropic molecules
In case when the two molecules near a surface are anisotropic, one needs to consider the complicated geometrical factors given in Eqs. ͑23͒. Since it is very tedious to rewrite the geometrical factors in terms of angles of the two molecules with respect to the surfaces, we instead present nu- FIG. 3 . The ratios of the van der Waals interaction between two isotropic molecules ͑a͒ or two anisotropic molecules ͑b͒ near a single dielectric surface to that in the free space are plotted. The ratio of the surface-plasmon frequency to the optical transition frequency, ␥, is assumed to be 2 ͓see Eq. ͑31͔͒. ␣ ʈ ͑͒/␣ Ќ ͑͒ϭ3. The distance between the molecule A and the surface is assumed to be unity, and the distance between molecules is scaled by this unit distance. merical calculations to survey the general trends. To this end, we assume that the surface and molecular polarizabilities are given by the forms in Eqs. ͑28͒ and ͑29͒, respectively, except that the ratio of the parallel polarizability ␣ ʈ ͑͒ to the perpendicular component ␣ Ќ ͑͒ is assumed to be 3. The ratio ␥ defined in Eq. ͑31͒ equals 2.
In Fig. 3͑b͒ , the ratios of the vdW interactions near a surface to those in the free space are shown, where we consider three different cases when the molecular principal axes lie along three different axes in the laboratory coordinate space. Again it should be noted that the two molecules are in the y -z plane ͑see Fig. 1͒ . When the two molecular axes are parallel to either the x-or y-axis, the vdW interaction decreases compared to that in the free space. In contrast, the z -z interaction is enhanced by the existence of the surface. This can be understood by using the image picture. Suppose the two molecular axes lie along the z-axis-that is, the principal axes are perpendicular to the surface plane. Then the instantaneous induced dipole at the center of a molecule is more likely to be aligned to be perpendicular to the surface plane, because the parallel component of the polarizability is larger than the perpendicular one. The image dipole thus induced in the dielectric medium is oriented with the same direction with the induced dipole of the molecule A. Therefore, the magnitude of the combined dipole moment is larger than that in the free space, which will be shown up as an increased vdW interaction energy when the two molecules are well separated. However when they are in close proximity, the overall interaction is not monotonic as can be seen in Fig. 3͑b͒ . Similar discussions with the image picture are applicable to the other two cases, x -x and y -y interactions, though in these cases the cancellation between the induced dipole of a real molecule and the induced image dipole will make the overall vdW interactions decrease in comparison to those in the free space.
In comparison to the vdW interaction between two isotropic molecules, one of the most distinctive features in the interaction between anisotropic molecules is that the alignment of the two molecules is very important factor in determining the role of the dielectric surface. Depending on the molecular alignments, the surface enhances or suppresses the vdW interaction in the vicinity of a dielectric surface-note that a similar observation was also made in studies on the spontaneous emission rate near a dielectric surface.
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V. TWO DIELECTRIC SURFACES
When the two molecules are located in between two surfaces, one can expect that the boundary effects induced by a single surface discussed above would perhaps be enhanced. Indeed as we show in Figs. 4͑a͒ and 4͑b͒ , there are strong modifications of the vdW interaction strength. For example, when two isotropic molecules are located exactly in between the two surfaces with their intermolecular axis parallel to the surfaces ͑lying along the x-axis͒, the ratio of the vdW interaction to that in the free space is shown in Fig. 4͑a͒ . Here we assume that the two dielectric media are identical. The trend observed in Fig. 4͑a͒ is identical to the case when two isotropic molecules are near a single surface ͓see Fig. 3͑a͒ ''lateral''͔. Similarly, we calculated the vdW interaction between two anisotropic molecules in a planar cavity in Fig. 4͑b͒ . Since we assumed that the geometry is symmetric-the two dielectrics are identical and distances between each surface and the two molecules are also identical, the quantitative trends of enhancement or suppression are found to be identical to Fig. 3͑b͒ .
Although the boundary effect induced by two surfaces is qualitatively identical to that by a single surface, the overall magnitude of the vdW interaction energy in a planar cavity is suppressed in comparison to those in vacuum or in the presence of a single dielectric surface, and also strongly depends on the dielectric properties of the two media. In order to show this tendency, we numerically calculate Eq. ͑23͒ when the intermolecular distance between two isotropic molecules is much smaller than the distances between molecules and surfaces-this is the short-intermolecular-distance limit in FIG. 4 . The ratios of the van der Waals interaction between two isotropic molecules ͑a͒ or two anisotropic molecules ͑b͒ in between two dielectric surfaces to that in the free space are plotted. The ratio of the surfaceplasmon frequency to the optical transition frequency, ␥, is assumed to be 2. ␣ ʈ ͑͒/␣ Ќ ͑͒ϭ3. The two molecules are located exactly in between the two surfaces so that the lateral intermolecular interaction is only considered in this figure. Fig. 4͑a͒ . Here the Thomas-Fermi model ͓see Eq. ͑28͔͒ and Eq. ͑29͒ are used for the dielectric functions and polarizabilities, respectively. The two dielectrics are identical. In this limit, the first term in Eq. ͑23͒ dominates. The ratio of the vdW interaction energy in between two surfaces to that in the vacuum space as a function of ␥͑ϭ p /& 0 ͒ is plotted in Fig. 5 . As the transmissivity decreases, that is, ␥ increases, the vdW interaction in between two dielectrics decreases. For instance, the vdW interaction energy of two isotropic molecules is about one-fifth of that in the free space, when we assume that the ratio ͑␥͒ of the surface-plasmon frequency to that of the molecular transition frequency ͓see Eq. ͑31͔͒ equals to 2. This behavior can be understood as following. When there is a single surface, the amplitude of the field mode around the surface is identical to that in the free space, though the mean square fluctuation amplitude of the electromagnetic field in the vicinity of the surface dramatically differs from that in the free space. In order to illustrate this point, let us consider the temperature Green functions, Eqs. ͑21͒ and ͑22͒, in the cases of both the free space [⑀ 1 (i)ϭ⑀ 3 (i)ϭ1] and the single dielectric surface ͓⑀ 1 (i)ϭ1 and ⑀ 3 (i)Ͼ1͔, which are, respectively,
In both cases, the leading term is the usual dipole-dipole interaction tensor in the free space. However, in the case when the vacuum space is confined by two dielectric media, the intensity of the mode in the vacuum region becomes proportional to the square of the transmission coefficients, which appears in Eqs. ͑22͒ as
which are always less than or equal to unity. Thus, in the short distance limit, the magnitude of the van der Waals interaction can be suppressed by the two dielectric surfaces with a large dielectric function. Here we should emphasize again that, because Eq. ͑21͒ was obtained in the shortdistance limit, contributions from multiple reflections were ignored. If the reflectivity of the two dielectric media becomes close to one ͑that is the transmissivity from the dielectric to the free space region is equal to zero͒, one has to take into account the multiple reflection effects. In particular, these effects will be important when the two molecules are far apart and the distances between molecules and surfaces are comparatively small.
VI. SUMMARY
Using the mode functions of the quantized electromagnetic field, the Green function, in the imaginary frequency, in a planar cavity was calculated in the short-distance limit. The van der Waals interaction between two isotropic or anisotropic molecules are calculated by considering the dipoledipole interaction between two vacuum-field-induced dipoles. When a pair of molecules are in the vicinity of surfaces, the interference effects between the dipolar field and the reflected dipolar field are found to be important. In particular, when the two molecules are anisotropic, the surface can enhance or suppress the van der Waals interaction depending on the molecular alignments. A simple image picture was used to describe these effects. It was shown that, in case of two planar surfaces, the general trends are found to be identical to the case of a single surface. However, since the mode intensity between two dielectric media is decreased relative to that near a single surface, the absolute magnitude of the van der Waals interaction in a planar cavity is smaller than those in the free space or near a single surface. Consequently, the estimate of the van der Waals interaction between atoms or molecules in the confined geometry by using the parameters obtained from the gas-phase experiment is likely to be strongly deviated from the actual value in this circumstance.
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APPENDIX A: CALCULATION OF THE DIPOLE-DIPOLE INTERACTION TENSOR
In this appendix we derive an expression for the general dipole-dipole interaction tensor, which is valid for any arbitrary boundary conditions. McLone and Power 32 considered the resonance interaction of a pair of dipoles including the retardation effect in the free space. We generalize their result for arbitrary planar boundary conditions imposed by the macroscopic dielectric surfaces. In order to obtain the dipole-dipole potential tensor we need to use second-order FIG. 5 . The ratio of the van der Waals interaction energy between two isotropic molecules in between two dielectric surfaces to that in the free space is plotted as a function of ␥ in the short-intermolecular-distance limit. The two dielectrics are identical. The dielectric functions and polarizabilities are assumed to be described by Eqs. ͑28͒ and ͑29͒, respectively. 
͑A3͒
The former intermediate state involves two excited states of both A and B molecules and one excitation of the kth field. The latter one involves two ground states of A and B molecules and one excitation of the kth field. Although we considered vacuum states for the both initial and final field states, we found that the dipole coupling interaction M defined in Eq. ͑A1͒ does not depend on the initial photon numbers as long as the final field state is identical to that of the initial state.
Inserting the electric displacement field operator given in Eq. ͑8͒ and electric dipole operators in Eq. ͑7͒, we find the dipole coupling interaction is
where is the electric dipole matrix element, and the general dipole-dipole interaction tensor can be defined as
͑A5͒
This expression is valid regardless of the macroscopic boundary conditions. Here p is the transition frequency of the dipole assuming that the transition frequencies of the two dipoles are identical. In case when the two molecules are in the free space, the mode functions are given by exp͑ikr͒. Then after summing over ͑k,͒, we can recover the result obtained by McLone and Power.
32
The dipole-dipole potential tensor in Eq. ͑A5͒ is determined by the spatial correlation, such as f k (R A )f k * (R B ). We separate the real and imaginary parts of f k (R A )f k * (R B ) and use the fact that the term containing imaginary part of f k (R A )f k * (R B ) vanishes when the summation over ͑k,͒ is performed. Finally the dipole-dipole potential tensor becomes
͑A6͒
This is Eq. ͑15͒ used in Sec. III. The authors presented the theoretical derivation of the dipole-dipole interaction tensor in the presence of a single dielectric surface in Ref. 41 .
APPENDIX B: SPATIAL MODE FUNCTIONS IN PLANAR MICROCAVITY
In this appendix, we summarize the well-known mode functions of the quantized electromagnetic field in a planar microcavity ͑Fabry-Perot cavity͒. 6, 42 The geometrical details of the interfaces and spatial coordinates were given in Fig. 1 , where the origin of the z-axis is taken at the boundary between the upper dielectric medium and the intermediate free space. The x and y axes lie within the upper interfaces. We choose the coordinate system to make the two molecules lie within the x -z plane ͓see Fig. 1͑b͔͒ . There are two classes of modes, one is originated from the transmitted incident field propagating downward and the other from that propagating upward. Each triplet consists of the incident, reflected, and transmitted modes in the free space between the two dielectric media. Here the reflected and transmitted fields could be created by multiple reflections inside of the cavity. Instead of presenting detailed expressions of the various modes, in this appendix we summarize the type I mode functions, which will be used in the next appendix to calculate spatial correlation function of the electric field. For detailed discussions on the quantization of Fresnel modes as well as a complete list of the mode functions near two planar surfaces, the readers may refer to Khosravi and Loudon 6 and De Martini et al. 42 The type I Fresnel mode functions associated with the initially downward incident field in the free space can be recast in the form
where k ϩ and k Ϫ are the wave vectors of the incident and reflected modes, that are propagating downward and upward, respectively, k ϩ ϭk͑sin cos ,sin sin ,cos ͒, ͑B2͒ k Ϫ ϭk͑sin cos ,sin sin ,Ϫcos ͒.
Here kϭ k /c. The transverse field includes two orthogonal components that are normal ͑ϭЌ͒ and parallel ͑ϭ ʈ ͒ to the incident plane. Then the unit vectors of the incident and reflected modes are where 1 to 0, represents the contribution from the propagating modes with real wave vector, whereas that over the pure imaginary axis corresponds to the evanescent mode contribution to the spatial correlation function, particularly, the imaginary part of the Green function. Detailed discussions on the integration contour has been given by Lifshiftz 16 and Tikochinsky and Spruch 44 in the contexts of the vdW interactions between two macroscopic dielectric surfaces and between an atom and a dielectric surface, respectively.
Although the general expressions given in Eqs. ͑C3͒ are lengthy and cumbersome, in the short distance limit, one may find very simplified results. Here the short distance limit means that the distances between the two molecules as well as between the two surfaces are much shorter than the most important wavelength of the whole system. For instance the wavelength of the dominant electronic transition of molecules or dielectric media is order of hundreds of nanometer. Thus if the intermolecular and intersurface distance is shorter than this length scale, the short distance approximation can be invoked. In the calculation of the van der Waals interaction defined in Eq. ͑14͒ or ͑17͒, the most important wave vector is approximately equal to the inverse of intermolecular distance. In this high frequency region, the dielectric function is close to unity, so that one can make the following approximations: ͑i͒ s n Хp for nϭ1 and 3, ͑ii͒ the Fresnel reflection and transmission coefficients defined in Eqs. ͑B6͒ and ͑B7͒ are independent on p͑ϭcos ͒ as a consequence of the first approximation ͑i͒, finally ͑iii͒ we ignore multiple reflection contributions, i.e., the denominator ⌬ Х1 in Eqs. ͑C3͒. Particularly, the last approximation can be understood by expanding 1/⌬ as a geometrical series, 1 ⌬ ϭ1ϩ ͚ nϭ1 ϱ ͑ r 21 r 23 ͒ n exp͑2inkd cos ͒. ͑C5͒
Inserting this expanded form into Eq. ͑C3͒ and using the approximations ͑i͒ and ͑ii͒, we may find F(k) and Ṽ(k) are given by sums over n. If one focuses on the terms inversely proportional to the cubic of distance-here the distance represents the shortest distance that a virtual photon may travel with multiple reflections by the two surfaces-the nth term with nonzero n can be shown to be approximately equal to 1/(rϩnd) 3 . Therefore, one can ignore terms with nу1. This approximation means we ignore contributions from multiple ͑more than once͒ reflections in calculating F(k), Ṽ(k), and G(i). After some algebra, we finally find that G I (i), which is associated with the type I mode contributions, is given by
