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THE MINIMUM DEGREE OF
MINIMAL RAMSEY GRAPHS FOR CLIQUES
JOHN BAMBERG1, ANURAG BISHNOI1, AND THOMAS LESGOURGUES2
Abstract. We prove that sr(Kk) = O(k5r5/2), where sr(Kk) is the Ramsey param-
eter introduced by Burr, Erdős and Lovász in 1976, which is defined as the smallest
minimum degree of a graph G such that any r-colouring of the edges of G contains a
monochromatic Kk, whereas no proper subgraph of G has this property. The construc-
tion used in our proof relies on a group theoretic model of generalised quadrangles
introduced by Kantor in 1980.
1. Introduction
A graph G is called r-Ramsey for another graph H , denoted by G → (H)r, if every
r-colouring of the edges of G contains a monochromatic copy of H . Observe that if
G→ (H)r, then every graph containing G as a subgraph is also r-Ramsey for H . Some
very interesting questions arise when we study graphs G which are minimal with respect
to G → (H)r, that is, G → (H)r but there is no proper subgraph G′ of G such that
G′ → (H)r. We call such graphs r-Ramsey minimal for H and we denote the set of
all r-Ramsey minimal graphs for H by Mr(H). The classical result of Ramsey [18]
implies that for any finite graph H and positive integer r, there exists a graph G that
is r-Ramsey for H , that is, Mr(H) is non-empty.
Some of the central problems in graph Ramsey theory are concerned with the case
where H is a clique Kk. For example, the most well studied parameter is the Ramsey
number Rr(k), that denotes the smallest number of vertices of any graph in Mr(Kk).
The classical work of Erdős [8] and Erdős and Szekeres [9] shows that 2k/2 6 R2(k) 6 2
2k.
While these bounds have been improved since then, most recently by Sah [20] (also see
[21] and [4]), the constants in the exponent have stayed the same. We refer the reader
to the survey of Conlon, Fox and Sudakov [5] for more on this and other graph Ramsey
problems.
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2 THE MINIMUM DEGREE OF MINIMAL RAMSEY GRAPHS FOR CLIQUES
Several other questions on Mr(H) have also been explored; for example, the well
studied size-Ramsey number Rˆr(H) which is the minimum number of edges of a graph
in Mr(H). We refer the reader to [1, 3, 15, 19] for various results on minimal Ramsey
problems. In this paper, we will be interested in the smallest minimum degree of an
r-Ramsey minimal graph, which is defined by
sr(H) := min
G∈Mr(H)
δ(G),
for a finite graph H and positive integer r, where δ(G) denotes the minimum degree
of G. Trivially, we have sr(H) 6 Rr(H) − 1, since the complete graph on Rr(H)
vertices is r-Ramsey for H and has minimum degree Rr(H) − 1. The study of this
parameter was initiated by Burr, Erdős and Lovász [2] in 1976. They were able to
show the rather surprising exact result, s2(Kk) = (k − 1)2, which is far away from the
trivial exponential bound of s2(Kk) 6 Rr(k) − 1. The behaviour of this function is
still not so well understood for r > 2 colours. Fox et al. [10] determined this function
asymptotically for every fixed k up-to a polylogarithmic factor.
Theorem 1.1 (Fox, Grinshpun, Liebenau, Person, Szabó).
(i) There exist constants c, C > 0 such that for all r > 2, we have
cr2 ln r 6 sr(K3) 6 Cr
2 ln2 r.
(ii) For all k > 4 there exist constants ck, Ck > 0 such that for all r > 3, we have
ckr
2 ln r
ln ln r
6 sr(Kk) 6 Ckr
2(ln r)8(k−1)
2
.
The constants in Theorem 1.1(ii) are rather large (Ck ∼ k2e4k2 ln 2), and in particular
not polynomial in k. To remedy this, they proved the following general upper bound
which is polynomial in both k and r.
Theorem 1.2 (Fox, Grinshpun, Liebenau, Person, Szabó). For all k, r > 3, sr(Kk) 6
8(k − 1)6r3.
For a fixed r and k →∞, Hàn, Rödl and Szabó [13] determined this function up-to
polylogarithmic factors by proving the following.
Theorem 1.3 (Hàn, Rödl, Szabó). There exists a constant k0 such that for every k > k0
and r < k2
sr(Kk) 6 80
3(r ln r)3(k ln k)2.
We prove the following general upper bound that improves Theorem 1.2, and thus
provides the best known upper bound on sr(Kk) outside the special ranges covered by
Theorem 1.1 and 1.3.
Theorem 1.4. There exists an absolute constant C such that for all r > 2, k > 2,
sr(Kk) 6 C(k − 1)5r5/2.
Our proof uses the equivalence between sr(Kk) and another extremal function, called
the r-colour k-clique packing number [10], defined as follows. Let Pr(k) denote the
minimum n for which there exist Kk+1-free pairwise edge disjoint graphs G1, . . . , Gr on
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a common vertex set V of size n such that for any r-colouring of V , there exists an i
such that Gi contains a Kk all of whose vertices are coloured in the i
th colour.
Lemma 1.5 (see [10, Theorem 1.5]). For all integers r, k > 2 we have sr(Kk+1) =
Pr(k).
Our graphs Gi in the packing would come from certain point-line geometries known
as generalised quadrangles that we define in the next section. In Section 3, we show that
any packing of ‘triangle-free’ point-line geometries implies an upper bound on Pr(k),
assuming certain conditions on the parameters of the geometry. In Section 4 we give
a packing of certain subgeometries of the so-called Hermitian generalised quadrangles
using a group theoretic model given by Kantor in the 1980’s [14], and deduce that this
packing implies our main result.
2. Background
A (finite) generalised quadrangleQ of order (s, t) is an incidence structure of points P,
lines L, together with a symmetric point-line incidence relation satisfying the following
axioms:
(i) Each point lies on t + 1 lines (t > 1) and two distinct points are incident with
at most one line.
(ii) Each line lies on s+ 1 points (s > 1) and two distinct lines are incident with at
most one point.
(iii) If P is a point and ℓ is a line not incident with P , then there is a unique point
on ℓ collinear with P .
Notice that the third axiom above ensures that there are no triangles (i.e., three distinct
lines pairwise meeting in three distinct points) in Q. The standard reference on finite
generalised quadrangles is the book by Payne and Thas [17]. The collinearity graph
of a generalised quadrangle is the graph on the set of points with two points adjacent
when they are both incident with a common line. A collineation θ of Q, that is, an
automorphism of its collinearity graph, is an elation about the point P if it is either
the identity collineation, or it fixes each line incident with P and fixes no point not
collinear with P . If there is a group E of elations of Q about the point P such that
E acts regularly on the points not collinear with P , then we say that Q is an elation
generalised quadrangle with elation group E and base point P . Necessarily, E has order
s2t, as there are s2t points not collinear to a given point in any generalised quadrangle.
Now suppose we have a finite group E of order s2t where s, t > 1. A Kantor family
of E is a set A := {Ai : i = 0, . . . , t} of subgroups of order s, and a set A∗ := {A∗i : i =
0, . . . , t} of subgroups of order st, such that the following are satisfied:
(K0) Ai 6 A
∗
i for all i ∈ {0, . . . , t};
(K1) Ai ∩A∗j = {1} whenever i 6= j;
(K2) AiAj ∩ Ak = {1} whenever i, j, k are distinct.
Due to a theorem of Kantor (c.f., [14, Theorem A.3.1]), a Kantor family as described
above, gives rise to an elation generalised quadrangle of order (s, t), which we briefly
describe in Table 1.
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Points Lines
elements g of E the right cosets Aig
right cosets A∗i g symbols [Ai]
a symbol ∞.
Incidence:
g ∼ Aig
A∗ih ∼ Aig, where Aig ⊆ A∗ih
A∗ih ∼ [Ai]
∞ ∼ [Ai]
Table 1. The points and lines of the elation generalised quadrangle
arising from a Kantor family (n.b., Ai ∈ A, A∗i ∈ A∗, g ∈ E).
We will simply be needing to use the Kantor family for a well-known family of
generalised quadrangles, where the Heisenberg groups appear as the group E in the
description above. We remark that the main property we will need is (K2), since it
ensures that lines of the form Aig, never form a triangle.
3. Packing Generalised Quadrangles
A triangle-free partial linear space of order (s, t) is an incidence structure satisfying
Axioms (i) and (ii) of a generalised quadrangle, and (iii)′ there are no three distinct
lines pairwise meeting each other in three distinct points. Clearly, any subgeometry of
a generalised quadrangle where the number of points on a line and the number of lines
through a point are constants is a triangle-free partial linear space. We now prove the
main lemma that will imply Theorem 1.4 once we have the construction outlined in
Section 4. Our proof follows the same idea as in Dudek and Rödl [7], and Fox et al.
[10].
Lemma 3.1. Let r, k, s, t be positive integers. Say there exists a family (Ii)ri=1 of
triangle-free partial linear spaces of order (s, t), on the same point set P and pairwise
disjoint line-sets L1, . . . ,Lr. If s > 2rk ln k and t > 2k(1 + ln r), then Pr(k) 6 |P|.
Proof. In order to show that Pr(k) 6 |P|, we will exhibitKk+1-free pairwise edge disjoint
graphs G1, . . . , Gr on the common vertex set V = P, such that for any r-colouring of
V , there exists an i such that Gi contains a Kk all of whose vertices are coloured in
the ith colour. We start by recalling the following properties about each partial linear
space Ii, i ∈ {1, . . . , r}:
(P1) Every point p ∈ P is incident with t+ 1 lines of Li.
(P2) Every line ℓ ∈ Li contains s+ 1 points from P.
(P3) Any two points of P lie on at most one line of Li.
(P4) Ii is triangle-free.
Furthermore:
(P5) For any i 6= j, Li and Lj are disjoint.
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Let i ∈ {1, . . . , r}, ℓ1 =
⌊
s+1
k
⌋
and ℓ2 =
⌈
s+1
k
⌉
. For each line ℓ ∈ Li, we select
uniformly at random one partition of ℓ among all ℓ =
⋃k
j=1 L
(ℓ)
j , where L
(ℓ)
j denotes
the jth component of the partition, such that for some k′, |L(ℓ)1 |, . . . , |L(ℓ)k′ | = ℓ1 and
|L(ℓ)k′+1|, . . . , |L(ℓ)k | = ℓ2. Choices for distinct lines in Li are independent.
We define a graph Gi = (V,Ei) on the vertex set V = P as follows. For every
ℓ ∈ Li, we include the edges of a complete k-partite graph between the vertex sets L(ℓ)j
for j ∈ {1, . . . , k}. Note that the graph Gi is a collection of Turán graphs on (s + 1)
vertices with k parts. Each Turán graph comes from one line ℓ ∈ Li. By property (P3),
any two points are incident with at most one line, therefore the different Turán graphs
are edge-disjoint. Furthermore, by property (P4), Gi is Kk+1-free. Finally, by property
(P5), for any i 6= j ∈ {1, . . . , r}, Gi and Gj are edge disjoint.
In order to conclude, we need to show that with positive probability, for any r-
colouring of V , there exists an i such that Gi contains a Kk all of whose vertices are
coloured in the ith colour. Note that given G1, . . . , Gr on the vertex set V = P, in any
r-colouring of V , at least one of the colours occurs at least |P|/r times. Therefore if
for every Gi, every set of at least |P|/r vertices contains a Kk, then we get the desired
property. The choices of partition being done independently, to conclude our proof it
suffices to show that for each i ∈ {1, . . . , r}, with positive probability every set of at
least |P|/r vertices contains a Kk in Gi.
Fix i ∈ {1, . . . , r}. For a subsetW ⊆ P, let A(W ) denotes the event that the induced
subgraph Gi[W ] contains no Kk. Let U ⊂ P with |U | =
⌊
|P|
r
⌋
. By property (P4), any
Kk can only appear from one line ℓ ∈ Li, i.e.
A(U) ⊆ ⋂
ℓ∈Li
A(U ∩ ℓ).
All the events A(U ∩ ℓ) are independent, therefore
P(A(U)) 6 ∏
ℓ∈Li
P(A(U ∩ ℓ)).
For a given line ℓ ∈ Li, let uℓ = |U ∩ ℓ|, and let ℓ = ⋃kj=1 L(ℓ)j be the random partition
of ℓ. Note that U ∩ ℓ contains no Kk if and only if there exists j ∈ {1, . . . , k} such that
U ∩ L(ℓ)j = ∅. For a fixed j ∈ {1, . . . , k},
P
(
U ∩ L(ℓ)j = ∅
)
=
(
s+1−uℓ
|L
(ℓ)
j
|
)
(
s+1
|L
(ℓ)
j
|
) 6 (1− uℓ
s+ 1
)|L(ℓ)
j
|
6 exp
(
− ℓ1uℓ
s + 1
)
.
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Therefore
P(A(U)) 6 ∏
ℓ∈Li
P
(
∃ j ∈ {1, . . . , k}, U ∩ L(ℓ)j = ∅
)
6 k|Li| exp

−∑
ℓ∈Li
ℓ1uℓ
s+ 1

 .
Because every point of U is incident with t + 1 lines from Li (by property (P1)),∑
ℓ∈Li uℓ =
∑
ℓ∈Li|U ∩ ℓ| = (t+ 1)|U |, and thus
P(A(U)) 6 k|Li| exp
(
−ℓ1(t+ 1)|U |
s+ 1
)
.
Finally,
P

∃U ∈
( P⌊
|P|
r
⌋) : A(U)

 6
( |P|⌊
|P|
r
⌋
)
k|Li| exp
(
− t+ 1
s+ 1
ℓ1
⌊ |P|
r
⌋)
6 (re)|P|/rk|Li| exp
(
− t+ 1
s+ 1
s+ 1
k
⌊ |P|
r
⌋)
6 exp
[
|P|
(
1 + ln r
r
+
|Li|
|P| ln k −
t+ 1
rk
)]
.
By double counting we know that
|Li|(s+ 1) = |P|(t+ 1),
and therefore
P

∃U ∈
( P⌊
|P|
r
⌋) : A(U)

 6 exp
[
|P|
(
1 + ln r
r
+
t+ 1
s+ 1
ln k − t+ 1
rk
)]
(3.1)
Note that since s > 2rk ln k we have
t+ 1
rk
>
2(t+ 1)
s+ 1
ln k,
and since t > 2k(1 + ln r) we have
t+ 1
rk
>
2(1 + ln r)
r
.
Therefore,
P

∃U ∈
( P⌊
|P|
r
⌋) : A(U)

 < 1.
Then there exists an instance of Gi such that every subset of P with at least
⌊
|P|
r
⌋
vertices contains a Kk in Gi. 
THE MINIMUM DEGREE OF MINIMAL RAMSEY GRAPHS FOR CLIQUES 7
4. The construction
Let q be a prime power, and denote the finite field of order q2 by Fq2 . Consider the
Hermitian form B from F4q2 to Fq2 defined by
B(u, v) := u1v
q
4 + u2v
q
3 + u3v
q
2 + u4v
q
1
where subscripts denote coordinate positions. We will be working in the associated
projective space (i.e., PG(3, q2)), and so let P be the projective point with homogeneous
coordinates (1, 0, 0, 0). Then P is totally isotropic for B. The ‘perp’ P⊥ of P is the
orthogonal subspace to P , under the form B, and it is a hyperplane of PG(3, q2). The
set of totally isotropic subspaces for B forms a generalised quadrangle of order (q2, q),
denoted by H(3, q2), in the following natural way: the points are the totally isotropic
points, and the lines are the totally isotropic lines. If q is a power of the prime p, then
the Sylow p-subgroup E of the stabiliser of P and P⊥/P (the quotient space) in the
isometry group of H(3, q2) consists of elements of the form
(α, β, γ) :=


1 0 0 0
α 1 0 0
β 0 1 0
γ −βq −αq 1

 ,
with the additional condition that Tr(γ + βqα) = 0, where Tr is the map x 7→ x + xq
(see [14, A.3.5 and A.3.6]). It turns out that E is the Heisenberg group of order q5 with
centre of order q. Recall that the centre, derived subgroup, and Frattini subgroup of
E coincide; that is, E is a special group. Indeed, the centre Z of E consists of the
elements of the form (0, 0, γ) with Tr(γ) = 0.
We can reconstruct the generalised quadrangle by constructing a Kantor family of E.
Define
A∗∞ = {(α, 0, γ) : α, γ ∈ Fq2,Tr(γ) = 0},
A∗b = {(−bβ, β, γ) : β, γ ∈ Fq2,Tr(γ) = 0}, b ∈ Fq2,Tr(b) = 0,
A∞ = {(α, 0, 0) : α ∈ Fq2},
Ab = {(bqβ, β, 0) : β ∈ Fq2}, b ∈ Fq2,Tr(b) = 0.
Then A := {A∞}∪{Ab : b ∈ Fq2 ,Tr(b) = 0} and A∗ := {A∗∞}∪{A∗b : b ∈ Fq2 ,Tr(b) = 0}
form a Kantor family of E giving rise to a generalised quadrangle isomorphic toH(3, q2).
We will assume without further mention that the action of E on subsets of E is by
the natural conjugation by E, and we will use exponent notation for the action (e.g.,
xg = g−1xg for x, g ∈ E).
Let t ∈ Fq2 with Tr(t) 6= 0, and define
Y := {(tβ, β, γ) : β, γ ∈ Fq2 ,Tr(γ) = 0}.
Notice that Z 6 Y , but Y /∈ A∗. Moreover, we have the following:
Lemma 4.1. Y has order q3 and intersects every element of A∗ in the centre Z of E.
Proof. Since the elements of Y are indexed by β, γ ∈ Fq2 with Tr(γ) = 0, it follows that
|Y | = q3. Next, consider an element A∗, and its intersection with Y . First, A∗∞ consists
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of elements of the form (α, 0, γ), and so it clearly intersects Y in Z (since if the second
coordinate is 0, then so is the first, for elements of Y ). Next, an element of the form
(−bβ, β, γ), where Tr(b) = 0, lies in Y if and only if β = 0 (since t has nonzero trace).
Therefore, A∗b intersects Y in the centre of E, for all b with Tr(b) = 0. 
We will show that the orbit of Y on the set of lines {Ag : A ∈ A, g ∈ E} gives us the
required packing.
Lemma 4.2. For all A ∈ A, we have NE(A) = AZ.
Proof. By Axiom (K1) of a Kantor family, E = ZAB for any distinct A,B ∈ A. (The
unique element A∗ of A containing A is equal to ZA, and we have A∗ ∩ B = {1}. So
by comparing orders, E = A∗B = ZAB). So it suffices to show that NB(A) = {1}
for some B 6= A. First suppose that A = Ab, where Tr(b) = 0. Consider an element
(−bqβ, β, 0) of Ab, and an element (κ, 0, 0) of A∞. Then the conjugate of the former by
the latter element is (bqβ, β, βκq−βqκ), which lies in Ab if and only if βκq = βqκ. So if
(κ, 0, 0) normalises Ab, then βκ
q = βqκ for all β, and hence κ = 0. So NA∞(A) = {1}. If
we instead have A = A∞, then we can consider NA0(A) and derive a similar argument
and conclusion. 
Lemma 4.3. The setwise stabiliser of A in E is Z.
Proof. First, it is clear that Z leaves A invariant. So suppose g ∈ E and Ag∞ ∈ A. Write
g = (α, β, γ) with Tr(γ + βqα) = 0. Now for each a = (κ, 0, 0) of A∞, the conjugate
g−1ag is equal to (κ, 0, κβq − βκq). Notice that the 2nd coordinate is zero, and so Ag∞
must be equal to A∞, and no other element of A. Therefore, g normalises A∞ and
hence g ∈ A∞Z (by Lemma 4.2). Next, suppose Ag0 ∈ A. For each a′ = (0, σ, 0) of
A0, the conjugate g
−1a′g is equal to (0, σ, σαq − ασq). Notice that the 1st coordinate
is zero, and so Ag0 must be equal to A0. Therefore, g normalises A0 and hence g ∈
A∞Z ∩A0Z = Z(A∞ ∩A0Z) = Z({1}) = Z. Hence, the setwise stabiliser of A in E is
Z. 
Our main result (below) could be paraphrased in the following way. We begin with
H(3, q2), but we subtract a point and all points collinear with it. This leaves us with a
triangle-free partial linear space of order (q2 − 1, q) on q5 points. On this set of points,
we construct q2 mutually disjoint sets of lines that form isomorphic partial linear spaces.
Theorem 4.4. Let R := {Ag : A ∈ A, g ∈ E}, and let S be the orbit of R under Y
(under the natural conjugation action). Then:
(i) S has size q2.
(ii) The elements of S are pairwise disjoint sets.
(iii) If we let P be the underlying set of E, then for each line-set L in S, there arises
a triangle-free partial linear space of order (q2 − 1, q).
Proof. First, the setwise stabiliser of A in E is Z (by Lemma 4.3). So by the Orbit-
Stabiliser Theorem and Lemma 4.1, the size of S is q2.
Suppose y ∈ Y and (Ag)y = Bh for some A,B ∈ A and some g, h ∈ E. Then
Aygyh−1 = B.
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So gyh−1 ∈ Ay (because Aygyh−1 is a subgroup) and Ay = B. By [12, Lemma 1],
Af ∩ B = {1} for all f ∈ E, whenever A 6= B. This means that in our situation, we
have A = B and y normalises A. Therefore, y ∈ AZ ∩ Y = Z (by Lemma 4.1 and
Lemma 4.2). So no two sets comprising S intersect.
Finally, as was remarked at the beginning of Section 3, each generalised quadrangle
arising from the line-sets given by S yields a triangle-free partial linear space. For
self-containment, we give here a proof that they are triangle-free. Suppose f, g, h are
three elements of E forming the vertices of a triangle. Then there are three elements
A,B,C ∈ A such that Af = Ag, Bg = Bh, Ch = Cf . Therefore, fg−1 ∈ A, gh−1 ∈ B,
fh−1 ∈ C, from which it follows that fh−1 = (fg−1)(gh−1) ∈ AB ∩C. Since f 6= h, we
have AB ∩ C 6= {1}. So the condition AB ∩ C = {1} given by (K2) ensures that there
are no triangles. 
Corollary 4.5. There exists an absolute constant C such that for all r > 2, k > 3, we
have sr(Kk) 6 C(k − 1)5r5/2.
Proof. Let r > 2, k > 3, c =
√
2(1 + ln 2) and let q be the smallest prime power
such that q > ck
√
r. By Theorem 4.4, there exists a family of r 6 q2 triangle-free
partial linear spaces of order (q2 − 1, q), on the same point set P and pairwise disjoint
line-sets L1, . . . ,Lr. Note that q2 − 1 > 2rk ln k and q > 2k(1 + ln r). By Lemma 3.1,
sr(Kk+1) = Pr(k) 6 |P|. By Bertrand’s postulate, q 6 2ck
√
r, and using |P| = q5
yields the desired bound, with C = ⌈(2c)5⌉ = 2519. 
5. Concluding remarks
While generalised quadrangles have been used extensively in extremal combinatorics,
and particularly Ramsey theory (e.g. [7, 11, 16, 22]), our result appears to be the first
instance in Ramsey theory where the group theoretic structure of these geometries is
exploited as well. We are hopeful that this will lead to new results in other Ramsey
problems as well.
In the probabilistic argument of section 3, note that if we use s+1 = q2 and t+1 =
q,1 then from the equation (3.1) it follows that we can solve the following quadratic
inequality in q to ensure that the probability is < 1:
1
rk
q2 − 1 + ln r
r
q − ln k > 0.
One can check that this inequality is satisfied for all q > k(1 + ln r) +
√
rk ln k. Using
that for any a, b > 0, (a + b)5 6 24(a5 + b5), we obtained the following more refined
upper bound.
Theorem 5.1. For all r > 2, k > 2,
sr(Kk) 6 2
9
[
(k − 1)5 ln5 r + (k − 1)5/2r5/2 ln5/2(k − 1)
]
1In our triangle-free partial linear spaces t+1 was equal to q+1, but it is easy to get a construction
with t + 1 = q by simply ignoring all cosets of A∞.
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For further improvements to our upper bound we should perhaps explore triangle-free
partial linear spaces that do not arise from generalised quadrangles. Moreover, if we
could make the probabilistic argument of section 3 deterministic, then this could also
lead to an improvement in the bound. We would like to make the following conjecture.
Conjecture 5.2. For all r > 2, k > 2
sr(Kk) 6 Ck
2r2f(ln k, ln r)
for some constant C > 0 and a constant degree polynomial function f .
The construction presented in this article can also be used to improve the bound
of Dudek and Rödl [6, Theorem 3]. Write G −−→
ind
(H)vr if for every r-colouring of the
vertices of G, there exists a monochromatic induced copy of H . Let ω(G) be the clique
number of G, i.e., the order of a maximal clique in G. We can conclude the following
from our graphs. For a given natural number r there exists a constant C = C(r) such
that for every graph H of order n we have
min
{
|V (G)| : G −−→
ind
(H)vr and ω(G) = ω(H)
}
6 Cn5/2 ln5/2 n.
In fact, this also follows directly from the existence of generalised quadrangles of order
(q2, q) as we just need a single graph and not a packing.
Acknowledgements. We are grateful to Anita Liebenau for helpful discussions.
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