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Abstract
In this work we give a generalization of matched pairs of (finite) groups to describe a general class of
depth two inclusions of factor von Neumann algebras and the C∗-quantum groupoids associated with, using
double groupoids.
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1. Introduction
1.1. The first examples of C∗-quantum groupoids were discovered by the theoretical physi-
cists Böhm, Szlachanyi and Nill [8,9], giving there a generalization of finite-dimensional Hopf
C∗-algebras.
1.2. An important result [19] due to D. Nikshych and L. Vainerman, says that for any depth
two finite index inclusion of type II1 subfactors M0 ⊂ M1, there exists an explicit duality bracket
between M ′0 ∩ M2 and M ′1 ∩ M3 (where M0 ⊂ M1 ⊂ M2 ⊂ M3 ⊂ · · · is Jones’ tower coming
from the inclusion M0 ⊂ M1), which gives by duality two finite-dimensional quantum groupoids
structures to these two C∗-algebras, M.C. David in [10] gave also a refinement of this property.
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Neumann algebras, we proved with M. Enock [14] the existence of such objects, giving a non
commutative geometric interpretation of their basic construction.
All these results extend and generalize a previous result by W. Szyman´ski [23].
1.3. On the other hand, since G’Kac in the 1960s, was studied in quantum group theory the
“bicrossed product construction” coming from “matched pairs” of groups. A matched pair of (fi-
nite) groups is any couple H,K of subgroups of a given finite group G such that the intersection
H ∩ K is reduced to the unit of G and such that G = {hk | h ∈ H, k ∈ K}. In that situation,
quantum groups were obtained [4,24] and it had been proven by Hong and Szyman´ski [17] that
these quantum groups can be obtained from the inclusion RH ⊂ RK where G is acting outerly
and properly on the hyperfinite II1 factorR (this last inclusion is depth two thanks to Bisch and
Haagerup [7], RH is the fixed point subalgebra of R and R  K is the crossed product of R
by K .
1.4. In a complete different and algebraic approach, N. Andruskiewitsch and S. Natale found
new examples of finite quantum groupoids [1,2] from double groupoids in the sense initiated by
C. Ehresmann [11] and wondered if their construction had something to do with the bicrossed
product construction.
1.5. In this article, we make a link between Nikshych–Vainermann construction of quantum
groupoids, Andruskiewtsch–Natale ideas and a generalization of matched pairs of groups.
After some recalls in Section 2 on quantum groupoids and there actions, we define in the
third chapter a relative matched pair H,K as a couple of subgroups of G such that G = {hk |
h ∈ H, k ∈ K} but the intersection H ∩ K is not (in general) trivial, we study algebraic con-
structions related with and prove that the inclusion RH ⊂ R  K is still depth two; thanks to
[19], we obtain two quantum groupoids associated to this inclusion, and in Section 4, we give a
complete description of them, using an approach similar to Hong and Szyman´ski. We prove that
the ∗-algebra structure of M ′0 ∩M2 and M ′1 ∩M3, is given by double crossed products (C(H)
ρ
(H ∩ K)) 
σ I
K and (C(K)
ρ
(H ∩ K)) 
σJ
H for suitable actions, we use here techniques similar
to those developed by E.J. Beggs in [6]. Using Nikshych and Vainerman’s canonical bracket,
we describe simply the co-structure of M ′0 ∩ M2 and M ′1 ∩ M3: they are actually examples of
C∗-quantum groupoids coming from N. Andruskiewitsch and S. Natale’s double groupoids.
1.6. So a natural extension of this article will be the generalization of these constructions in
the direction of Lesieur’s locally compact groupoids [18]. An other will be a characterization of
these objects in terms of cleft extensions in the spirit of S. Vaes and L. Vainerman [24].
2. C∗-quantum groupoids
Let us recall the definition of a C∗-quantum groupoid (or a weak Hopf C-algebra), one can
also see a more synthetic approach [26,27, . . . ], using a generalization of Baaj and Skandalis’s
multiplicative unitaries [4] and [3]. We shall also recall the definition of an action of such a
C∗-quantum groupoid due to D. Nikshych and L. Vainerman [19] (alternative definitions can be
found in [27, Chapter 3] or for a general context in [12]).
2042 J.-M. Vallin / Journal of Functional Analysis 254 (2008) 2040–20682.1. C∗-quantum groupoids
2.1.1. Definition. (See G. Böhm, K. Szlachányi, F. Nill [8,9].) A C∗-quantum groupoid (or weak
Hopf C∗-algebra) is a collection (A,Γ, κ, ) where A is a finite-dimensional C∗-algebra (or von
Neumann algebra), Γ : A → A ⊗ A is a generalized coproduct, which means that: (Γ ⊗ i)Γ =
(i ⊗ Γ )Γ , κ is an antipode on A, i.e., a linear map from A to A such that (κ ◦ ∗)2 = i (where ∗
is the involution on A), κ(xy) = κ(y)κ(x) for every x, y in A with (κ ⊗ κ)Γ = ςΓ κ (where ς
is the usual flip on A ⊗ A).
We suppose also that (m(κ⊗ i)⊗ i)(Γ ⊗ i)Γ (x) = (1⊗x)Γ (1) (where m is the multiplication
of tensors, i.e., m(a ⊗ b) = ab), and that  is a counit, i.e., a positive linear form on A such that
( ⊗ i)Γ = (i ⊗ )Γ = i, and for every x, y in A: ( ⊗ )((x ⊗ 1)Γ (1)(1 ⊗ y)) = (xy).
2.1.2. Results. (Cf. [9,19].) If (A,Γ, κ, ) is a C∗-quantum groupoid, then the sets At = {x ∈ A |
Γ (x) = Γ (1)(x ⊗ 1) = (x ⊗ 1)Γ (1)} and As = {x ∈ A | Γ (x) = Γ (1)(1 ⊗ x) = (1 ⊗ x)Γ (1)}
are commuting sub-C∗-algebras of A and κ(At ) = As ; one calls them respectively target and
source Cartan subalgebra of (A,Γ, κ, ) or simply basis of (A,Γ, κ, ).
In fact, we shall here deal only with the special case of C∗-quantum groupoids for which κ is
involutive, namely weak Kac algebras.
2.2. The commutative and symmetric examples
Let us recall that a groupoid G is a small category the morphisms of which are all invertible.
In all what follows, G is finite. Let G0 be the set of objects, one can identify G0 to a subset of the
morphisms. So a (finite) groupoid can also be viewed as a set G together with a, not everywhere
defined, multiplication for which there is a subset of units G0, two maps, source denoted by s
and target by t , from G to G0 so that the product xy of two elements x, y ∈ G exists if and only if
s(x) = t (y); every element x ∈ G has a unique inverse x−1, and one has x(yz) = (xy)z whenever
both members make sense. We refer to [22] for the fundamental structures and notations for
groupoids.
Let us denote H = l2(G), with the usual notations. One can define two C∗-quantum groupoids
in duality acting on H = l2(G), namely (C(G),ΓG, κG, G), the commutative example, and
(R(G), ΓˆG , κˆG, ˆG), the symmetric example, where C(G) is the commutative involutive alge-
bra of complex-valued functions on G, R(G) = {∑x∈G axρ(x)} is the right regular algebra of G
and ρ(x) is the partial isometry given by the formula (ρ(x)ξ)(t) = ξ(tx) if x ∈ Gs(t) and = 0
otherwise. The two ∗-quantum groupoids structures on S and Sˆ are given by
• Coproduct:
ΓG(f )(x, y) =
{
f (xy), if x, y are composables and f ∈ C(G),
0, otherwise,
ΓˆG
(
ρ(x)
)= ρ(x) ⊗ ρ(x).
• Antipode:
κG(f )(x) = f
(
x−1
)
, κˆG
(
ρ(x)
)= ρ(x−1)= ρ(x)∗.
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G(f ) =
∑
u∈G0
f (u), ˆG
(
ρ(x)
)= 1.
To define the symmetric example, one can also consider the left regular representation of G,
using the ∗-algebra L(G) = {∑x∈G axλ(x)} (the left regular algebra of G), where λ(x) is the
partial isometry given by the formula (λ(x)ξ)(t) = ξ(x−1t) if t ∈ Gr(x) and = 0, otherwise.
2.3. Action of a C∗-quantum groupoid
2.3.1. Definition. (See [19, Section 2].) A (left) action of a C∗-quantum groupoid A on a
von Neumann algebra M is any linear weakly continuous map: A ⊗ M → M : a ⊗ m → a  m
defining on M a left A-module structure and such that:
(i) a  (xy) = (a(1)  x)(a(2)  y), where Γ (a) = a(1) ⊗ a(2) with Sweedler notations,
(ii) (a  x)∗ = κ(a)  (x∗),
(iii) a  1 = t (a)  1, and a  1 = 0 iff t (a) = 0 (where t (a) = (1(1)a)1(2)).
Thanks to the antipode, M also becomes a right module (m.a = κ(a)  m). When such an
action is given, one can define the fixed point algebra as the von Neumann algebra MA =
{m ∈ M | ∀a ∈ A, a  m = t (a)  m}. As a C-vector space, the von Neumann crossed prod-
uct M A (see [19, Section 2]) is equal to M ⊗At A where M is the right At module M obtained
via the right multiplication by the elements at  1 (at ∈ At ) and A is the left At module obtained
by the left At multiplication; so M ⊗At A is generated by the classes [m ⊗ a] with the identifi-
cation m(at  1)⊗ a ≡ m⊗ ata. The multiplication and the involution of M ⊗At A are given for
any m,m′ ∈ M and a, a′ ∈ A by the formulas
[m ⊗ a][m′ ⊗ a′] = [m(a(1)  m′) ⊗ a(2)a′],
[m ⊗ a]∗ = [(a∗(1)  m∗) ⊗ a(2)].
2.4. C∗-quantum groupoids in action
We suppose known Jones’ tower theory (see [16]) and in this section we recall the close
connection between C∗-quantum groupoids actions and depth two inclusions of type II1-factors
with finite index λ−1 = [M : N ] (see [19] for full detail).
Let M0 ⊂ M1 be such an inclusion. Let M0 ⊂ M1 ⊂ M2 = 〈M1, e1〉 ⊂ M3 = 〈M2, e2〉 ⊂ · · ·
be the Jones construction.
Let A = M ′0 ∩M2, B = M ′1 ∩M3, and let τ be the Markov trace of the inclusion; if one defines
for every a ∈ A and b ∈ B the bracket
〈a, b〉 = dλ−2τ(ae2e1b)
where d = dim(M ′0 ∩ M1), this gives a non-degenerate duality between A and B , the following
theorem is true:
2044 J.-M. Vallin / Journal of Functional Analysis 254 (2008) 2040–20682.4.1. Theorem. (See [19, Theorem 4.17 and Section 6], [10, 3.8.4].) For every b ∈ B , let us
define ΓB(b), B(b), κB(b), such that for any a, a′ ∈ A one has:
〈aa′, b〉 = 〈a ⊗ a′,ΓB(b)〉,
B(b) = 〈1, b〉,〈
a, κB(b)
〉= 〈a∗, b∗〉
and let us suppose that ΓB is multiplicative. Then:
(i) (B,ΓB, κB, B) is a C∗-quantum groupoid.
(ii) The map  : B ⊗ M2 → M2, such that b  x = λ−1EM2(bxe2), defines a left action of B on
M2, M1 is the fixed point subalgebra MB2 and the map θ : [x ⊗ b] → xb is an isomorphism
between the crossed product M2  B and M3.
(iii) Using the above bracket leads to define a dual C∗-quantum groupoid on A and an action of
B on A which is the restriction of the action  to A.
2.4.2. Corollary. The map [a ⊗ b] → ab gives an isomorphism between the crossed product
A  B and M ′0 ∩ M3.
Proof. Clearly the map [a ⊗ b] → ab gives an isomorphism, its image is included in M ′0 ∩ M3;
conversely, due to the depth two condition, the Jones projection e2 is also the first Jones projec-
tion for the derived tower: M ′0 ∩ M1 ⊂ M ′0 ∩ M2 ⊂ M ′0 ∩ M3, hence M ′0 ∩ M3 is generated by
M ′0 ∩ M2 and e2 so it is included in (and equal to) the image of the isomorphism. 
3. Relative matched pairs of groups
Let us now explain what we mean by a relative matched pair.
3.1. Relative matched pairs of groups
3.1.1. Definition. Let G be a group, two any subgroups H,K of G are said to be a relative
matched pair if and only if G = HK = {hk | h ∈ H, k ∈ K}.
3.1.2. Remark. A relative matched pair H , K is a matched pair if and only if H ∩ K = {e}
where e is the unit of G. Of course one can construct a lot of examples of relative matched pairs:
if H is any subgroup of G then H , G is a relative matched pair different from a matched pair if
H = {e}. Let us give a nice machinery to obtain examples:
3.1.3. Lemma. (Frattini argument [15, Theorem 1.11.8].) Let G be a finite group, let N be a
normal subgroup of G, let P be a Sylow p-subgroup of N , then G = NNG(P ), where NG(P ) is
the normalizer of P in G.
3.1.4. Notation. For the sake of simplicity, let us denote S = H ∩ K.
As for a usual matched pair the decomposition g = hk of any g ∈ G is unique, one has here a
more general property:
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H × K let us denote p1(hk) = hS and p2(hk) = Sk. This defines two maps p1 : G → H|S and
p2 : G → S|K such that:
(i) for any g in G and any (h, k) in p1(g)×p2(g) there exists a unique (h′, k′) in p1(g)×p2(g)
verifying g = hk′ = h′k,
(ii) for any g,g′ in G, one has: p1(g) = p1(g′) (respectively p2(g) = p2(g′)) if and only if there
exists k ∈ K (respectively h ∈ H ) such that g′ = gk (respectively g′ = hg).
Proof. For any g ∈ G, there exists (h, k) in H × K such that g = hk and if (h′, k′) in H × K
verifies hk = h′k′, this exactly means there exists t ∈ S such that h′ = ht and k′ = t−1k, the
existence of p1 and p2 and the first assertion of the lemma follow. For any g, g′ in G, let (h′, k′) ∈
H × K such that g = h′k′, so if p1(g′) = p1(g) then there exists k ∈ K such that g′ = h′k,
so g′ = (h′h−1)g, conversely, if there exists k ∈ K such that g′ = gk then g′ = h′k′k, hence
h′ ∈ p1(g′) so p1(g) = p1(g′). 
3.1.6. Remarks and notation. As (K,H) is also a relative matched pair, there exist also two
maps p′1 : G → K|S and p′2 : G → S|H , defined for any (h, k) in H × K by p′1(kh) = kS and
p′2(kh) = Sh.
3.2. Double crossed products associated with relative matched pairs
3.2.1. Lemma. For any (h, k) in H × K , let k  hS (respectively h ′ kS) be equal to p1(kh)
(respectively p′1(hk)), this defines a left action of the group K on the set H|S and a left action of
the group H on the set K|S .
Proof. Easy. 
3.2.2. Notations. Till the end of this article we shall consider an exhaustive family I =
{k1, k2, . . .} (respectively J = {h1, h2, . . .}) of representatives of K|S (respectively H|S ). We shall
now extend the actions above:
3.2.3. Proposition. Let ′
I
be defined for any h ∈ H , ki ∈ I and s ∈ S by
h ′
I
kis = kj s, where {kj } = I ∩ h ′ kiS.
Then ′
I
is an action of H on K and for all k ∈ K , s ∈ S, one has h ′
I
(ks) = (h ′
I
k)s and
h ′
I
s = s, if I ′ is an other exhaustive family, the actions ′
I
and ′
I ′
are conjugate.
Proof. Of course, ′
I
is well defined, for any k in K , e ′
I
k = k, and for any h′ in H , one has
h′ ′
I
(h ′
I
kis) = h′ ′
I
(kj s) = kls where
{kl} = I ∩ h′ ′ kjS = I ∩ h′ ′ (h ′ kiS) = I ∩ (h′h) ′ kiS.
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I
(h ′
I
kis) = (h′h) ′
I
kis and ′
I
is an action. For all k ∈ K , s ∈ S, let ki ∈ I and σ ∈
S, such that k = kiσ , one has h ′
I
(ks) = h ′
I
(kiσ s) = kjσ s where {kj } = I ∩ h ′ kiS, hence
h ′
I
(ks) = (kjσ )s = (h ′
I
k)s. If {s0} = I ∩ eS then h ′
I
s = h ′
I
s0(s0−1s) = s0(s0−1s) = s.
Now let I 1, I 2 be two exhaustive families, for i = 1,2, and any c ∈ K|S , let kic = I i ∩ C.
We can define a permutation φ of K such that for all c ∈ K|S and s ∈ S, one has φ(k1c s) = k2c s.
Then for all h ∈ H h′
I 2
φ(k1c s) = h′
I 2
k2c s = k2h′cs = φ(k1h′cs) = φ(h′
I 1
k1c s) and φ realizes a
conjugation between the two actions. 
3.2.4. Notations. (i) By reversing H and K , one can also extend the action  to an action 
J
of K
on H , with the same properties as in Proposition 3.2.3.
(ii) For any h ∈ H and k ∈ K let h′
I
k and k 
J
h be the unique element in K and H respec-
tively such that: hk = (h′
I
k)(h′
I
k) and kh = (k 
J
h)(k 
J
h).
One must keep in mind that in general ′
I
and 
J
are not (right) actions.
Let us define a double crossed product with a relative matched pair. In fact one can extend
the action ′ to the crossed product C(K)
ρ
S of K by the right action of S, which is the ∗-
algebra generated by a group of unitaries (ρ(s))s∈S and a partition of the unity (χk)k∈K with the
commutation relations ρ(s)χk = χks−1ρ(s).
3.2.5. Proposition. For any h ∈ H , k ∈ K and s ∈ S, let us define
σ Ih
(
ρ(s)χk
)= ρ(s)χh ′
I
k.
Then (σ Ih )h∈H is an action of H on the crossed product C(K)
ρ
S, if I ′ is an other exhaustive
family, the actions (σ Ih )h∈H and (σ I
′
h )h∈H are conjugate.
Proof. Obviously for any h ∈ H , σ Ih is a well-defined linear endomorphism on C(K)
ρ
S.
For any k ∈ K and s ∈ S, one has: σ Ih (ρ(s)χkρ(s)∗) = σ Ih (χks−1) = χh ′
I
(ks−1) = χ(h ′
I
k)s−1 =
ρ(s)σ Ih (χk)ρ(s)
∗
. Then the proposition follows. 
So the double-crossed product (C(K)
ρ
S) 
σ I
H can be viewed as the ∗-algebra generated by
the families (ρ(s))s∈S , (χk)k∈K and a group of unitaries (Vh)h∈H with the additional commu-
tation relations ρ(s)Vh = Vhρ(s) and Vhχk = χh ′
I
kVh. Also one can extend the action 
J
to an
action (σ Jk )k∈K of K on the crossed product C(H)
ρ
S, with the same properties.
3.2.6. Remarks. (i) Proposition 3.2.5 generalizes, in our context, the well-known fact that for a
matched pair H , K , the group K (respectively H ) acts directly on the set H (respectively K)
(see for example [4, 8.20, 8.21]).
(ii) Our technique of representatives is very similar to the ideas developed independently
in [6].
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matched pairs
In this paragraph we shall see that the double crossed products involved in Proposition 3.2.5
have a very nice interpretation in terms of double groupoids. We refer to [1,2] for a general study
of double groupoids.
3.3.1. Definition. Let T be the set of squares
{ h
kk′
h′
∣∣∣ h,h′ ∈ H, k, k′ ∈ K, hk = k′h′
}
and let T ′ be the set of squares
{ k
hh′
k′
∣∣∣ h,h′ ∈ H, k, k′ ∈ K, kh = h′k′
}
.
Following N. Andruskiewitsch and S. Natale’s work [2], we are able to define two double
groupoid structures T and T ′. Let us define “horizontal” and “vertical” products on the squares
of T as follows.
Let
a
bc
d
and
a′
b′c′
d ′
be in T . They will be composable for the horizontal product h if and only if
b = c′ and
a
bc
d
h

a′
b′b
d ′
=
aa′
b′c
dd ′
.
They will be composable for the vertical product v if and only if
d = a′ and
a
bc
d
v

d
b′c′
d ′
=
a
bb′cc′
d ′
.
One easily sees that T is a groupoid with basis H for the horizontal product and a groupoid
with basis K for the vertical one, of course there is similar properties for T ′, but its structures
also comes from the transpose map T → T ′ defined by
a
bc
d
→
( a
bc
d
)t
=
c
da
b
.
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form
h
ka
b
is equal to |S|, hence the corner maps associated with these double groupoids [2, Section 1.4]
are all constant and equal to |S|.
3.3.3. Notation. For any t ∈ T (respectively t ′ ∈ T ′), let us denote by t−h (respectively t ′−h) and
t−v (respectively t ′−v) the inverse of t (respectively t ′) for the horizontal and vertical product,
respectively. Let us also denote t−hv the double inverse that is t−hv = (t−h)−v = (t−v)−h and let
us denote t ′−hv the similar object for t ′.
Let CT (respectively CT ′) be the C-vector space with canonical basis T (respectively T ′)
then the horizontal product on T gives a natural structure of C∗-algebra to CT (respectively
CT ′) with a canonical duality bracket given for any x ∈ T and x′ ∈ T ′ by
〈x, x′〉 =
{ |S|, if x′ = xt ,
0, otherwise.
3.3.4. Lemma. For any h,h′, h1, h′1 ∈ H and k, k′, k1, k′1 ∈ K , one has
k1
h1h
′
1
k′1
=
( h
kk′
h′
)t
if and only if
{
hk = k1h1,
h = h′1,
k′ = k1.
Proof. If
k1
h1h
′
1
k′1
=
k′
h′h
k
then
{
hk = h′1k′1 = k1h1,
h = h′1,
k′ = k1.
Conversely, if
{
hk = k1h1,
h = h′1,
k′ = k1
then
⎧⎪⎨
⎪⎩
hk = k1h1 = h′1k′1,
k′h′ = hk = k1h1,
h = h′1,
k′ = k1,
so
⎧⎪⎨
⎪⎩
k = k′1,
h′ = h1,
h = h′1,′k = k1,
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k1
h1h
′
1
k′1
=
k′
h′h
k
. 
This bracket allows us to define by duality co-structures on CT and CT ′. The coproduct, the
antipode and the counit for CT are given, for any x ∈ T and any y, z ∈ T ′ by the following
formulaes:
〈
Γ (x), y ⊗ z〉= 〈x, y h z〉, 〈κ(x), y〉= 〈x−h, y−h〉, (x) = 〈x,1〉.
In fact, we obtain C∗-quantum groupoids:
3.3.5. Theorem. (See also [2].) The bracket above gives to CT and CT ′ structures of C∗-
quantum groupoids in duality, for any t ∈ T , one has:
Γ (t) = 1|H ∩ K|
∑
t1
v
 t2=t
t1 ⊗ t2,
κ(t) = t−hv,
(t) =
⎧⎨
⎩
|H ∩ K|, if t is of the form
h
ee
h
,
0, otherwise.
Proof. This is a simple calculation. 
3.3.6. Remark. Due to Remark 3.3.2, the transposition application leads to an isomorphism
between the structure obtained in Theorem 3.3.5 and the one of [2, 2.1].
The bracket between CT and CT ′ allows us to define a canonical left action of the quantum
groupoid CT on the von Neumann algebra CT ′. For any x ∈ T and any x′1, x′2 ∈ T ′, let x′1  x
be the unique element in T such that
〈
Γ (x), x′2 ⊗ x′1
〉= 〈x, x′2 h x′1〉= 〈x′1  x, x′2〉.
It is very easy to see that for any y ∈ T ′ and x ∈ T ,
y  x =
{
x
v
 (yt )−v, if this product exists,
0, otherwise.
Let us give an operator algebra interpretation of these structures.
3.3.7. Proposition. The ∗-algebras (C(K)
ρ
S) 
σ I
H and (C(H)
ρ
S) 
σJ
K are respectively iso-
morphic to the ∗-algebras CT and CT ′.
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t
(
Vhχkρ(s)
)= h ′
I
k
h
ks
(h′
I
k)s
.
Then for any (h′, k′, s′) ∈ H × K × S, one has
Vhχkρ(s)Vh′χk′ρ(s
′) = δks,h′ ′
I
k′Vhh′χk′s−1ρ(ss
′),
and
(
Vhχkρ(s)
)∗ = ρ(s−1)χkVh−1 = Vh−1χ(h ′
I
ks)ρ
(
s−1
)
.
From this we can deduce that
t
((
Vhχkρ(s)
)(
Vh′χk′ρ(s
′)
))= t(Vhχkρ(s)) h t(Vh′χk′ρ(s′))
and also
t
((
Vhχkρ(s)
)∗)= t(ρ(s−1)χh′
I
ksVh−1
)= h
−1
(h ′
I
ks)s−1ks
(h′
I
ks)−1
=
h−1
(h ′
I
k)ks
(h′
I
ks)−1
= t(Vhχkρ(s))−h.
The proposition follows. 
3.3.8. Remark. When one only deals with a matched pair G1,G2 of (finite) groups, using no-
tations of [5, 3.3], one has T ′ = Γ11 with the double groupoid structure of [5, 3.7], and CT ′ is
exactly the crossed product C(G1) ×α G2 obtained in [4, 8.22].
We shall see in the next section, using a suitable inclusion of von Neumann algebras, that the
von Neumann algebra crossed product CT  CT ′ is isomorphic to C[H ∩ K] ⊗L(C|H ||K|).
3.4. Quantum groupoids associated with inclusions of von Neumann algebras coming from
relative matched pairs H,K (see [7, Section 4] or [17])
In [7] is given a very deep study of inclusions of the form RH ⊂ R  K where H and K
are any subgroups of a group G acting properly and outerly on the hyperfinite type II1 factor R,
in such a way that we can identify G with a subgroup of OutR, in particular there is here no
ambiguity for the inclusion H ∩ K ⊂ OutR: let us call α the action of K and β the one of
H here these actions coincide on S = H ∩ K . In [7], it is proved that this inclusion is finite
depth if and only if the group generated by H and K in OutR is finite, and, in that situation,
it is irreducible and depth two when H,K is a matched pair. In this section, using any relative
matched pair, we obtain still depth two but no more irreducible inclusions, so using [20] or [14]
or [10], these inclusions come from C∗-quantum groupoids actions.
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that OutR, can be identified, using Sauvageot–Connes fusion multiplication and the contragre-
dient procedure, to a group of R–R bimodules over L2(R); and using the sum operation on
bimodules, OutR has also a second operation with a distributivity property. We shall follow the
same notations as in [7] and we identify any element of OutR to the bimodule associated with
this element. Let γ =RH L2(R)R and χ =R L2(R  K)RK , then for any h ∈ H and k ∈ K one
has:
γ h = γ, kχ = χ, (1)
γ γ =
⊕
h∈H
h, χχ =
⊕
k∈K
k. (2)
3.4.1. Lemma. Let H,K be two finite subgroups of OutR such that HK = {hk | h ∈ H, k ∈ K}
is a subgroup of OutR, then for any g in G = HK , one has γgχ = γχ .
Proof. For any g in G = HK , there exist h ∈ H and k ∈ K such that g = hk, hence due to (1),
one has γgχ = γ hkχ = γχ . 
3.4.2. Lemma. Let M0 ⊂ M1 ⊂ M2 ⊂ · · · be a Jones tower of type II1 factors such that the
bimodule M0L2(M2)M1 is an ampliation of M0L2(M1)M1 , i.e. there exists an integer n such that
M0L
2(M2)M1 is isomorphic to M0⊗1(L2(M1) ⊗ Cn)M1⊗1 then the inclusion M0 ⊂ M1 is depth
two.
Proof. In this lemma’s conditions, let x be any irreducible M ′0–M1 subbimodule of ρ =
M0L
2(M2)M1 : it appears n times as an irreducible subbimodule of ρρ¯ρ = M0L2(M1)M1 , let
x1, x2, . . . , xn be these subbimodules. In Bratelli’s diagram, there exists an irreducible subbi-
module y of ρρ¯ = M0L2(M1)M0 which has to be deleted in the principal graph and is connected
to x. Due to the Frobenius reciprocity theorem, y is connected to x1, x2, . . . , xn, hence any of
these has to be deleted in the principal graph; but any irreducible subbimodule of M0L2(M1)M1
is of this form for a good choice of x. So the principal graph stops at level two, which is the
definition of depth two. 
3.4.3. Theorem. Let H,K be two finite subgroups of OutR such that HK = {hk | h ∈ H, k ∈ K}
is a subgroup of OutR, then the inclusion RH ⊂ R  K is depth two. Let M2 be the third
element of Jones’ tower of inclusion RH ⊂ RK , then there exist a quantum groupoid structure
on (RH )′ ∩ M2 over the basis (RH )′ ∩ R  K and an action γ of (RH )′ ∩ M2 on R  K
in such a way that the inclusion RH ⊂ R  K ⊂ M2 is isomorphic to (R  K)γ ⊂ R  K ⊂
(R  K)
γ
((RH )′ ∩ M2).
Proof. Let (Mk)k∈K be Jones’ tower of inclusion RH ⊂ R  K , due to Sections 2 and 3 of [7],
the bimodule M0L2(M2)M1 is equal to γ (χχγ γ )χ , but using (4) and Lemma 3.4.1, one has
γ (χχγ γ )χ = γ
( ⊕
h∈H,k∈K
hk
)
χ = |S|γ
( ⊕
g∈HK
g
)
χ
= |S||HK|γχ = |H ||K|γχ.
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rem 2.4.1 or [10, Section 3], or [13, Theorem 9.2] to conclude. 
3.4.4. Corollary. In the conditions of Theorem 3.4.3 the von Neumann algebra M ′0 ∩ M3 is
isomorphic to L(H ∩ K) ⊗L(C|H ||K|).
Proof. We have seen that γ (χχγ γ )χ = |H ||K|γχ , which proves the corollary. 
4. The C∗-quantum groupoid structure associated with inclusions of the form
RH ⊂R  K
Till the end of this section, we deal with a finite relative matched pair H,K such that G = HK
acts properly and outerly on R. In [17], a complete description of Jones’ tower for the inclusion
RH ⊂ R  K is given in the particular case when H,K is a finite matched pair of groups, a
good part of this work remains true for a relative matched pair, but one must keep in mind that
the actions considered in [17], are not exactly those we use but they are tightly close to ours:
the action of H on K is for example given by h.k = (h  k−1)−1, and also in our context the
actions come from a single action of G = HK so no cocycle will appear. To be short, we shall
denote M0 = RH , M1 = R  K , and M2 will be the third element of the basic construction
M0 ⊂ M1 ⊂ M2. All the crossed product here will be defined “in the right manner,” for example
R  K is the vector space (which is a ∗-algebra) in R ⊗ L(l2(K)) generated by the products
α(r)(1 ⊗ ρ(k)), where α(r) is r viewed in the crossed product as the function: k′ → αk′(r) i.e.
α(r) = (∑k′∈K αk′(r) ⊗ χk′), where χk′ is the characteristic function of {k′}.
4.1. The ∗-algebra structure of M ′0 ∩ M2
One can easily see what are the basis of the C∗-quantum groupoid M ′0 ∩ M2.
4.1.1. Lemma. (See [7] or [17].) The basis (RH )′ ∩ R  K is isomorphic to the group algebra
L(H ∩ K).
Proof. If uk and vh are canonical implementations of α and β on L2(R), one can suppose
ux = vx for any x in S, these ux generate a ∗-algebra isomorphic to C[S] and are clearly in
(RH )′ ∩ R  K , on the other hand, using the computation in the proof of [7, 4.1], one has:
dim((RH )′ ∩ R  K) = cardS. The lemma follows. 
4.1.2. Remark. The basis of the C∗-quantum groupoid M ′0 ∩ M2 are commutative if and only if
S is abelian. Hence, when S is non-abelian, this quantum groupoid structure does not come from
a matched pair of groupoids (see [27]).
Now let us give a description of the two first steps of the basic construction for the inclusion
RH ⊂ R  K . For our computations, it will be more convenient to express as soon as possi-
ble all the algebras in M3. As there is two actions, namely α and β of respectively K and
H on R, there is also two actions α1 and β1 of K and H on R1 = R ⊗ L(l2(K)). As well
known (see [25, Theorem 5.3] for a very old reference), one can identify R1 with the dou-
ble crossed product RK  Kˆ , α1 is the bidual action ˆˆα, so α1 = α ⊗ Adλ and its fixedα αˆ
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Let (wh)h∈H be a group of unitaries of R1 
β1
H implementing β1, hence R1 is the set of sums∑
k,k′∈K xk,k′ ⊗ ρ(k)χk′ , where xk,k′ is in R, and R1 
β1
H (viewed in L2(R1)) is the set of sums∑
h∈H ;k,k′∈K(xk,k′,h ⊗ ρ(k)χk′)wh, where xk,k′ is a non-zero element in R, χk is the multipli-
cation operator by the characteristic function of {k}. In fact, for any algebraic basis (xi)i∈I of R
the family ((xi ⊗ ρ(k)χk′)wh)i∈I,h∈H ;k,k′∈K is an algebraic basis for R1 
β1
H , also the family
((xi ⊗ λ(k)χk′)wh)i∈I,h,∈H ;k,k′∈K is an algebraic basis for R1 
β1
H . Let τ be the normalized
tracial state for the Jones’ tower, and τ˜ the one of R1 
β1
H , let E : R1 
β1
H → R  K be the τ˜
preserving conditional expectation, then by routine calculations, for any k, k′ ∈ K , x ∈ R and
h ∈ H , one has
τ˜
(
α(x)
(
1 ⊗ ρ(k)χk′
)
wh
)= 1|K|τ(x)δk,eδh,e,
E
(
α(x)
(
1 ⊗ ρ(k)χk′
)
wh
)= 1|K|α(x)
(
1 ⊗ ρ(k))δh,e,
where α(x) is x viewed in M1 = R  K , i.e. α(x) =∑k0 αk0(x) ⊗ χk0 .
4.1.3. Proposition. (See [17].) With the notations of Jones, (M2, e1) can be identified with (R ⊗
L(l2(K))
β1
H, 1|H | (1 ⊗ χe)
∑
h∈H wh).
Proof. Let e be the projection in M0 (= RH ) equal to 1|H | (1 ⊗ χe)
∑
h∈H wh. For any r in M0,
let α(r) be r viewed in R1 
β1
H (as a von Neumann subalgebra of R ⊗ L(l2(K)) i.e. α(r) =∑
k0
αk0(r) ⊗ χk0 .
As r is a fixed point for β , one has
eα(r) − α(r)e
= 1|H | (1 ⊗ χe)
∑
h∈H
wh
∑
k0
(
αk0(r) ⊗ χk0
)−(∑
k0
αk0(r) ⊗ χk0
)
1
|H | (1 ⊗ χe)
∑
h∈H
wh
= 1|H |
∑
h∈H
wh(r ⊗ χe) − (r ⊗ χe)wh.
So we have [e,α(r)] = 0,
E(e) = 1|H ||K|1 =
[
R1 
β1
H : R1]−1[R
α
K 
αˆ
Kˆ : R
α
K]−11
= [R1 
β1
H : M1
]−11,
and also
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[
R : RH ]−1[M1 : R]−11 = [M1 : M0]−11
= [M2 : M1]−11.
Hence, one can apply the equivalence 10 and 20 of Proposition 1.2 in [21] to conclude that
(M2, e1) can be identified with (R ⊗L(l2(K))
β1
H, 1|H | (1 ⊗ χe)
∑
h∈H wh). 
Let us give a description of the second step of the basic construction for the inclusion RH ⊂
RK . One can consider the double crossed product (R1 
β1
H)
βˆ1
Hˆ (R1 = R⊗L(l2(H))) which
can be identified with R2 = R1 ⊗L(l2(H)) = R⊗L(l2(K))⊗L(l2(H)), we can define an action
on R2 by α2 = α1 ⊗1 = α⊗Adλ⊗1 and consider a group of unitaries (vk)k∈K implementing α2
such that the crossed product R2 
α2
K = (R ⊗L(l2(K)) ⊗L(l2(H)))
α2
K has a canonical basis
of the form ((yj ⊗ ρ(h)χh′)vk)i∈Jh,h′∈H ;k′∈K for any basis (yj )j∈J of R1 = R ⊗L(l2(H)).
4.1.4. Proposition. (See [17].) With the notations of Jones, (M3, e2) can be identified with (R ⊗
L(l2(K)) ⊗L(l2(H))
α2
K, 1|K| (1 ⊗ 1 ⊗ χe)
∑
k∈K vk).
Proof. As M1 is just the fixed points algebra of α1, the demonstration is the same as of Proposi-
tion 4.1.3. 
Let us see, with our identifications, how M2 is included in M3: any z ∈ M2, belonging to
R ⊗L(l2(H)), must be viewed in M3 as the operator ∑h∈H β1h(z) ⊗ χh in R ⊗L(K) ⊗L(H),
so any element of M2 of the form 1 ⊗ x where x is in L(l2(K)), is seen as 1 ⊗ x ⊗ 1 in M3
and ws is just the operator 1 ⊗ 1 ⊗ ρ(s). One can identify τ˜ with the “Markov trace” τ . If M3 is
viewed as a triple crossed product ((R1 
β1
H)
βˆ1
Hˆ )
α2
K , for any element r1 ∈ R1, h,h′ ∈ H and
k ∈ K : τ(β1(r1)(1 ⊗ 1 ⊗ ρ(h)χh′)vk) = 1|H |τ(r1)δh,eδk,e.
4.1.5. Notations. For any h ∈ H , k ∈ K , k′ ∈ p2(k−1h−1k), let us define wk,h,k′ = 1⊗ρ(k′)χk ⊗
ρ(h).
4.1.6. Lemma.
(i) {wk,h,k′ | h ∈ H, k ∈ K, k′ ∈ p2(k−1h−1k)} defines a basis of M ′0 ∩ M2.
(ii) for any h ∈ H , k ∈ K , k′ ∈ p2(k−1h−1k), wk,h,k′ is a partial isometry with initial support
1 ⊗ χk ⊗ 1 and final support 1 ⊗ χkk′−1 ⊗ 1.
Proof. Let us make the computations in M2. Let r be any element in M0 = RH and y =∑
k0 αk0(r)⊗χk0 the same viewed in M2 = R1 
β1
H , for any element x =∑h∈H ;k,k′∈K(xk,k′,h ⊗
ρ(k)χk′)wh, x commutes with M0 means that for any r ∈ M0, one has(∑
αk0(r) ⊗ χk0
) ∑
′
(
xk,k′,h ⊗ ρ(k)χk′
)
whk0 h∈H ;k,k ∈K
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∑
h∈H ;k,k′∈K
(
xk,k′,h ⊗ ρ(k)χk′
)
wh
(∑
k0
αk0(r) ⊗ χk0
)
.
On one hand, one has:
(∑
k0
αk0(r) ⊗ χk0
) ∑
h∈H ;k,k′∈K
(
xk,k′,h ⊗ ρ(k)χk′
)
wh
=
∑
h∈H ;k0,k,k′∈K
(
αk0(r)xk,k′,h ⊗ χk0ρ(k)χk′
)
wh
=
∑
h∈H ;k0,k,k′∈K
(
αk0(r)xk,k′,h ⊗ ρ(k)χk0kχk′
)
wh
=
∑
h∈H ;k0,k∈K
(
αk0(r)xk,k0k,h ⊗ ρ(k)χk0k
)
wh
=
∑
h∈H ;k0,k∈K
(
αk0k−1(r)xk,k0,h ⊗ ρ(k)χk0
)
wh.
On other hand, one has:
∑
h∈H ;k,k′∈K
(
xk,k′,h ⊗ ρ(k)χk′
)
wh
(∑
k0
αk0(r) ⊗ χk0
)
=
∑
h∈H ;k,k′∈K
(
xk,k′,h ⊗ ρ(k)χk′
)
β1h
(∑
k0
αk0(r) ⊗ χk0
)
wh
=
∑
h∈H ;k,k′∈K
(
xk,k′,h ⊗ ρ(k)χk′
)(∑
k0
βh
(
αk0(r)
)⊗ χk0
)
wh
=
∑
h∈H ;k0,k,k′∈K
(
xk,k′,hβh
(
αk0(r)
)⊗ ρ(k)χk′χk0)wh
=
∑
h∈H ;k0,k∈K
(
xk,k0,hβh
(
αk0(r)
)⊗ ρ(k)χk0)wh.
So x is in M ′0 ∩ M2 if and only if for any h ∈ H , k0, k ∈ K and for any r ∈ RH , one has
αk0k−1(r)xk,k0,h = xk,k0,hβh(αk0(r)). Applying αkk−10 , this is equivalent to
rα
kk−10
(xk,k0,h) = αkk−10 (xk,k0,h)(αkk−10 βhαk0)(r).
So, using [17, Lemma 3.1], for any h ∈ H , k0, k ∈ K such that xk,k0,h = 0, there exist λ
in C \ {0}, vh,k0,k in U(R) (the set of unitaries of R) and h′ in H such that αkk−10 (xk,k0,h) =
λvh,k0,k and Ad(vh,k0,k)αkk−10 βhαk0 = βh′ . Hence one has Ad(vh,k0,k) = βh′αk−10 βh−1αk0αk−1 .
This equality in G means that
vh,k ,k ∈ Z(R) (= C) and h′k0−1h−1k0k−1 = e,0
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xh,k0,k ∈ C and k ∈ p2
(
k−10 h
−1k0
)
.
(ii) This is an easy computation. 
4.1.7. Corollary.
(i) The family (1 ⊗ ρ(s)χk ⊗ 1)s∈H∩K,k∈K is a linear basis for a ∗-subalgebra of M ′0 ∩ M2
isomorphic to the crossed product C(K)
ρ
(H ∩ K),
(ii) the family (1 ⊗ ρ(s) ⊗ 1)s∈H∩K is a group of unitaries and a linear basis for M ′0 ∩ M1,
(iii) the family (1 ⊗ λ(s) ⊗ ρ(s))s∈H∩K is a group of unitaries and a linear basis for M ′1 ∩ M2.
Proof. The assertion (i) is trivial. For any s ∈ S and k ∈ K , one has
1 ⊗ ρ(s) =
∑
k1∈K
wk1,e,s and 1 ⊗ χk = wk,e,e.
For any s ∈ S, one has {1 ⊗ ρ(s) | s ∈ S} ⊂ M1 ∩ (M ′0 ∩M2) = M ′0 ∩M1 and for dimension rea-
sons, (ii) follows. As the families (1 ⊗ λ(s))s∈S and (ws)s∈S are commuting groups of unitaries,
so ((1 ⊗ λ(s))ws)s∈S is a group of unitaries, and one has
λ(s) =
∑
k∈K
ρ
(
k−1s−1k
)
χk.
Hence (1 ⊗ λ(s))ws =∑k∈K wk,s,k−1s−1k and hence it is in M2. Let r be any element in R and
y =∑k0 αk0(r) ⊗ χk0 the same viewed in M1 = R  H . For any σ ∈ S one has
y
(
1 ⊗ ρ(σ ))ws(1 ⊗ λ(s))=∑
k0
(
αk0(r) ⊗ χk0ρ(σ )
)
ws
(
1 ⊗ λ(s))
= ws
(
1 ⊗ λ(s))(∑
k0
(βs−1αk0)(r) ⊗ χs−1k0ρ(σ )
)
= ws
(
1 ⊗ λ(s))(∑
k0
(αs−1αk0)(r) ⊗ χs−1k0ρ(σ )
)
= ws
(
1 ⊗ λ(s))(∑
k0
(αs−1k0)(r) ⊗ χs−1k0ρ(σ )
)
= ws
(
1 ⊗ λ(s))(∑
k′
(αk′)(r) ⊗ χk′ρ(σ )
)
= ws
(
1 ⊗ λ(s))y(1 ⊗ ρ(σ )).
So, the unitary ws(1 ⊗ λ(s)) is in M ′1 ∩ M2 and for dimension reasons, (iii) follows. 
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(h
i
k)−1k, then k′I (k, h) is in p2(k−1h−1k) and for any h′ ∈ H and k′ ∈ K , one has
k′I (h′ ′
I
k′, h)k′I (k′, h′) = k′I (k′, hh′).
Proof. For any h ∈ H and k ∈ K , one has
k−1h−1k = (hk)−1k = (h 
I
k)−1(h 
I
k)−1k = (h 
I
k)−1k′I (k, h).
Hence, k′I (k, h) is in p2(k−1h−1k). For any h,h′ ∈ H and k′ ∈ K , one has
k′
(
k′I (h′ ′
I
k′, h)k′I (k′, h′)
)−1 = k′(k′I (k′, h′))−1(k′I (h′ ′
I
k′, h)
)−1
= (h′ ′
I
k′)
(
k′I (h′ ′
I
k′, h)
)−1 = h ′
I
(h′ ′
I
k′)
= (hh′) ′
I
k′.
So k′I (h′ ′
I
k′, h)k′I (k′, h′) = k′I (k′, hh′). 
4.1.9. Corollary and notations. For any h ∈ H and k ∈ K , the element WIh =
∑
k∈K 1 ⊗
ρ((h
I
k)−1k)χk ⊗ ρ(h) is in M ′0 ∩ M2.
Proof. This follows from Lemmas 4.1.6 and 4.1.8. 
4.1.10. Theorem. The family (WIh )h∈H is a one parameter group of unitaries in M ′0 ∩ M2, and
it implements an action of H on the ∗-subalgebra of M ′0 ∩ M2 generated by the family (1 ⊗
ρ(s)χk ⊗1)s∈S, k∈K which is equivalent to the action σ I defined in Theorem 3.2.5. The ∗-algebra
M ′0 ∩ M2 is isomorphic to the double-crossed product (C(K)
ρ
(H ∩ K)) 
σ I
H and to CT .
Proof. For any k0 ∈ K , and h ∈ K , due to Lemma 4.1.6(ii), one has
WIh (1 ⊗ χk0 ⊗ 1)WIh ∗ =
∑
k,k1∈H
wk,h,k′I (k,h)(1 ⊗ χk0)w∗k1,h,k′I (k1,h)
= wk0,h,k′J (k0,h)w∗k0,h,k′I (k0,h)
= 1 ⊗ χh ′
I
k0 ⊗ 1.
So
WIhW
I
h
∗ =
∑
k0∈K
WIh (1 ⊗ χk0 ⊗ 1)WIh ∗ =
∑
k0∈K
1 ⊗ χh ′
I
k0 ⊗ 1 = 1,
hence WI is a unitary.h
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this one deduces that
(
1 ⊗ ρ(s) ⊗ 1)wk,h,k′I (k,h) = 1 ⊗ ρ(sk′I (k, h))χk ⊗ ρ(h) = 1 ⊗ ρ(sk′I (k, h)s−1s)χk ⊗ ρ(h)
= 1 ⊗ ρ(h′I (ks−1, h))ρ(s)χk ⊗ ρ(h)
= (1 ⊗ ρ(k′I (ks−1, h))χks−1 ⊗ ρ(h))(1 ⊗ ρ(s) ⊗ 1)
= wks−1,h,h′J (ks,h)
(
1 ⊗ ρ(s) ⊗ 1).
From this one deduces that
WIh
(
1 ⊗ ρ(s) ⊗ 1)WIh ∗ = 1 ⊗ ρ(s) ⊗ 1.
Also, for any h,h′ in H , due to Lemmas 4.1.6(ii) and 4.1.8, we have
WIhW
I
h′ =
∑
k,k′∈K
wk,h,k′I (k,h)wk′,h′,k′I (k′,h′) =
∑
k′∈K
wh′ ′
I
k′,h,k′I (h′ ′
I
k′,h)wk′,h′,k′I (k′,h′)
=
∑
k′∈K
1 ⊗ ρ(k′I (h′ ′
I
k′, h)
)
ρ
(
k′I (k′, h′)
)
χk′ρ(h)ρ(h
′)
=
∑
k′∈K
1 ⊗ ρ(k′I (h′ ′
I
k′, h)k′I (k′, h′)
)
χk′ρ(hh
′)
=
∑
k′∈K
1 ⊗ ρ(k′I (k′, hh′))χk′ρ(hh′) = WIhh′ .
So the group of unitaries (WIh )h∈I implements an action on the ∗-algebra generated by the
families (1 ⊗ ρ(s) ⊗ 1) and (1 ⊗ χk ⊗ 1) which is clearly isomorphic to C(K)
ρ
S and this
action is equivalent to σ I .
For any s ∈ S, h ∈ H and k ∈ K , one has
(
1 ⊗ ρ(s) ⊗ 1)WIh (1 ⊗ χk ⊗ 1) = wk,h,sk′j (k,h).
This proves that the crossed product is exactly M ′0 ∩ M2 and so, by Theorem 3.2.5 , M ′0 ∩ M2 is
isomorphic to the crossed product (C(K)
ρ
S) 
σ Ih
H . Then the theorem follows. 
4.1.11. Corollary and notations. For any t ∈ T , let (h, k, s) be the unique element
in H × K × S such that
t = h ′
I
k
h
ks
(h′
I
k)s
.
Let θIt be the element in M ′0 ∩ M2 equal to WIh (1 ⊗ χkρ(s) ⊗ 1). Then the family (θIt )t∈T is a
basis of M ′ ∩ M2 such that for any t ′ ∈ T , one has0
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I
t ′ =
{
θI
t
h
 t ′
, if t and t ′ are composable for h,
0, otherwise,(
θIt
)∗ = θI
t−h .
Proof. Using Theorem 4.1.10, this is just a reformulation of Proposition 3.3.7 
4.1.12. Remark. When H,K is just a usual matched pair, M ′0 ∩ M2 is isomorphic to a crossed
product C(K)
σ
H , so Theorem 4.1.10 is, in our context, a generalization of [17, 4.2].
4.2. The ∗-algebra structure of M ′1 ∩ M3
4.2.1. Notations. For any h ∈ H , k ∈ K and h′ ∈ p′2(h−1k−1h), let us define k′ = h′h−1kh and
vh,k,h′ = (1 ⊗ λ(k′k−1) ⊗ ρ(h′)χh)vk .
4.2.2. Lemma.
(i) {vh,k,h′ | h ∈ H, k ∈ K, h′ ∈ p′2(h−1k−1h)} defines a basis of M ′1 ∩ M3.
(ii) For any h ∈ H , k ∈ K , h′ ∈ p′2(h−1k−1h), vh,k,h′ is a partial isometry with initial support
1 ⊗ 1 ⊗ χh and final support 1 ⊗ 1 ⊗ χhh′−1 .
Proof. Let y be any element in M1 and
∑
h1
β1h1(y) ⊗ χh1 the same viewed in M3. Let x =∑
k∈K;h,h′∈H (xh,h′,k ⊗ ρ(h)χh′)vk be any element of M3, x commutes with M1 means that for
any y ∈ M1, one has(∑
h1
β1h1(y) ⊗ χh1
) ∑
k∈K;h,h′∈H
(
xh,h′,k ⊗ ρ(h)χh′
)
vk
=
∑
k∈K;h,h′∈H
(
xh,h′,k ⊗ ρ(h)χh′
)
vk
(∑
h1
β1h1(y) ⊗ χh1
)
.
On the one hand, one has
(∑
h1
β1h1(y) ⊗ χh1
) ∑
k∈K;h,h′∈H
(
xh,h′,k ⊗ ρ(h)χh′
)
vk
=
∑
h1,h,h′∈H ;k∈K
(
β1h1(y)xh,h′,k ⊗ χh1ρ(h)χh′
)
vk
=
∑
h1,h,h′∈H ;k∈K
(
β1h1(y)xh,h′,k ⊗ ρ(h)χh1hχh′
)
vk
=
∑
h1,h∈H ;k∈K
(
β1h1(y)xh,h1h,k ⊗ ρ(h)χh1h
)
vk
=
∑ (
β1
h0h−1(y)xh,h0,k ⊗ ρ(h)χh0
)
vk.h,h0∈H ;k∈K
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∑
k∈K;h,h′∈H
(
xh,h′,k ⊗ ρ(h)χh′
)
vk
(∑
h1
β1h1(y) ⊗ χh1
)
=
∑
k∈K;h,h′∈H
(
xh,h′,k ⊗ ρ(h)χh′
)
α2k
(∑
h1
β1h1(y) ⊗ χh1
)
vk
=
∑
k∈K;h,h′∈H
(
xh,h′,k ⊗ ρ(h)χh′
)(∑
h1
(
α1kβ
1
h1
)
(y) ⊗ χh1
)
vk
=
∑
k∈K;h,h′,h1∈H
(
xh,h′,k
(
α1kβ
1
h1
)
(y) ⊗ ρ(h)χh′χh1
)
vk
=
∑
k∈K;h,h1∈H
(
xh,h1,k
(
α1kβ
1
h1
)
(y) ⊗ ρ(h)χh1
)
vk.
So x is in M ′1 ∩ M3 if and only if for any h,h1 ∈ H , k ∈ K and any y ∈ M1, one has
β1
h1h−1
(y)xh,h1,k = xh,h1,k(α1kβ1h1)(y). Applying β1hh1−1 , this is equivalent to
yβ1
hh1−1
(xh,h1,k) = β1hh1−1(xh,h1,k)
(
β1
hh1−1
α1kβ
1
h1
)
(y).
As α1 = α ⊗ Adλ, α1 is outer and using [17, Lemma 3.1], for any h,h1 ∈ H , k ∈ K such that
xh,h1,k = 0, there exist μ in C − {0}, vh,h1,k in U(R ⊗L(l2(K)) and k′ in K such that
β1
hh−11
(xh,h1,k) = μvh,h1,k and Ad(vh,h1,k)β1hh−11 α
1
kβ
1
h1
= α1k′ .
Hence one has Ad (vh,h1,k) = α1k′β1h−11 α
1
k−1β
1
h1h−1
, which is equivalent to the fact that for any
r ∈ R and x ∈ L(l2(K)), one has
Ad(vh,h1,k)(r ⊗ 1) = αk′βh−11 αk−1βh1h−1(r) ⊗ 1,
Ad(vh,h1,k)(1 ⊗ x) = 1 ⊗ Adλ
(
k′k−1
)
(x).
This equalities imply there exists an element v1h,h1,k ∈ L(l2(K)) such that vh,h1,k = 1 ⊗ v1h,h1,k ,
k′h−11 k−1h1h−1 = e, and Ad(v1h,h1,k) = Adλ(k′k−1) which are exactly the two conditions:
xh,h1,k ∈ C(1 ⊗ λ(k′k−1)) and h ∈ p′2(h−11 k−1h1).
(ii) This is an easy computation. 
4.2.3. Remarks and notations. Using the same argument as in Lemma 4.1.8, the element
h′J
−1
(h, k) = (k 
J
h)−1h is in p′2(k−1h−1k) and if k′ is the element in K which enters in the
definition of vh,k,h′ (cf. 4.2.1), one has k′h−1k−1hh′J −1 = e, so (k h)k′ = kh, hence, using No-J J
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J
h. With these notations one can define an element WJk in M
′
1 ∩M3
by
WJk =
∑
h∈H
vh,k,h′J (h,k) =
∑
h∈H
(
1 ⊗ λ((k 
J
h)k−1
)⊗ ρ((k 
J
h)−1h
))
χhvk.
4.2.4. Lemma. For any h ∈ H and k, k′ ∈ K , one has
h′J (k 
J
h, k′)h′J (h, k) = h′J (h, kk′),(
k′ 
J
(k 
J
h)
)(
k 
J
h
)= k′k 
J
h.
Proof. The first identity is just Lemma 4.1.8 where one flips H and K . Also, for any h ∈ H and
k, k′ ∈ K , one has
k′k 
J
h = (k′k 
J
h)−1k′kh = (k′k 
J
h)−1k′(k 
J
h)(k 
J
h)
= (k′k 
J
h)−1
(
k′ 
J
(k 
J
h)
)
(k′ 
J
(k 
J
h)(k 
J
h)
= (k′ 
J
(k 
J
h)(k 
J
h). 
4.2.5. Theorem. The family (WJk )k∈K is a group of unitaries in M ′1 ∩M3, it implements an action
of H on the sub-∗-algebra of M ′1 ∩ M3 generated by the family (1 ⊗ λ(s) ⊗ ρ(s)χh)s∈H∩K,h∈K
which is equivalent to the action σJ defined in 4.2.3. The ∗-algebra M ′1 ∩ M3 is isomorphic to
the crossed product (C(H)
ρ
(H ∩ K)) 
σ I
K and to CT ′.
Proof. For any h0 ∈ H , and k ∈ K , due to Lemma 4.2.2(ii), one has
WJk (1 ⊗ 1 ⊗ χh0)WJk ∗ =
∑
h,h1∈H
vh,k,h′J (h,k)(1 ⊗ 1 ⊗ χh0)v∗h1,k,h1J ′(h,k)
= vh0,k,h′J (h0,k)v∗h0,k,h1J ′(h0,k)
= 1 ⊗ 1 ⊗ χk 
J
h0 .
Summing this equality for all h0 ∈ H gives that WJk is a unitary.
Now for any s ∈ S, k ∈ K and h ∈ H , one easily sees that h′J (hs−1, k) = sh′J (h, k)s−1 and
k 
J
(hs−1) = s(k 
J
h)s−1, from this one deduces that
(
1 ⊗ λ(s) ⊗ ρ(s))vh,k,h′J (h,k)
= (1 ⊗ λ(s(k 
J
h)k−1
)⊗ ρ(sh′J (h, k))χh)vk
= (1 ⊗ λ(s(k  h)s−1k−1ksk−1)⊗ ρ(sh′J (h, k)s−1s)χh)vkJ
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J
hs−1
)
k−1ksk−1
)⊗ ρ(h′J (hs−1, k)ρ(s))χh)vk
= (1 ⊗ λ((k 
J
hs−1
)
k−1
)⊗ ρ(h′J (hs−1, k)χhs−1)(1 ⊗ λ(ksk−1)⊗ ρ(s))vk
= vhs−1,k,h′J (hs−1,k)α
2−k
(
1 ⊗ λ(ksk−1)⊗ ρ(s))
= vhs−1,k,h′J (hs−1,k)
(
1 ⊗ λ(s) ⊗ ρ(s)).
From this one deduces that
WJk
(
1 ⊗ λ(s) ⊗ ρ(s))WJk ∗ = 1 ⊗ λ(s) ⊗ ρ(s).
Now, for any k, k′ in K , due to Lemmas 4.2.2 and 4.2.4, we have
WJk′W
J
k =
∑
h,h1∈H
vh1,k′,h′J (h1,k′)vh,k,h′J (h,k) =
∑
h∈H
vk 
J
h,k′,h′J (k 
J
h,k′)vh,k,h′J (h,k).
But for any h ∈ H , one has
vk 
J
h,k′,h′J (k 
J
h,k′)vh,k,h′J (h,k)
= (1 ⊗ λ((k′ 
J
k 
J
h)k′−1
)⊗ ρ(h′J (k 
J
h, k′)
)
χk 
J
h
)
vk′
(
1 ⊗ λ((k 
J
h)k−1
)⊗ ρ(h′J (h, k))χh)vk
= (1 ⊗ λ((k′ 
J
k 
J
h)k′−1
)⊗ ρ(h′J (k 
J
h, k′)
))
vk′
(
1 ⊗ λ((k 
J
h)k−1
)⊗ ρ(h′J (h, k))χh)vk
= (1 ⊗ λ((k′ 
J
k 
J
h)k′−1
)⊗ ρ(h′J (k 
J
h, k′)
))(
1 ⊗ λ(k′(k 
J
h)(k′k)−1
)⊗ ρ(h′J (h, k))χh)vkk′
= (1 ⊗ λ((k′ 
J
k 
J
h)(k 
J
h)(k′k)−1
)⊗ ρ(h′J (k 
J
h, k′)h′J (h, k)
)
χh
)
vkk′
= (1 ⊗ λ((k′k 
J
h)(k′k)−1
)⊗ ρ(h′J (h, k′k))χh)vkk′ .
One deduces that
WJk′W
J
k =
∑
h∈H
(
1 ⊗ λ((k′k 
J
h)(k′k)−1
)⊗ ρ(h′J (h, k′k))χh)vkk′ = WJk′k.
So the family (WJk )k∈K is a group of unitaries, which implements an action of H on the sub-∗
-algebra of M ′1 ∩ M3 generated by the family (1 ⊗ λ(s) ⊗ ρ(s)χh)s∈S,h∈K , as for any s ∈ S,
h ∈ H and k ∈ K , one has
(
1 ⊗ λ(s) ⊗ ρ(s))WJk (1 ⊗ 1 ⊗ χh) = vh,k,sh′J (h,k).
This proves that the crossed product is exactly M ′1 ∩ M3 and so, by Theorem 3.2.5 where H
and K are flipped, M ′1 ∩ M3 is isomorphic to the crossed product (C(K)
ρ
S) 
σ Ih
H . 
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such that
t = k 
J
h
k
hs
(k 
J
h)s
,
let θJt be the element in M ′1 ∩ M3 equal to WJk (1 ⊗ λ(s) ⊗ χhρ(s)). Then the family (θJt )t∈T is
a basis of M ′1 ∩ M3 such that for any t ′ ∈ T ′, one has
θJt θ
J
t ′ =
{
θJ
t
h
 t ′
, if t and t ′ are composable for h,
0, otherwise,
(θt )
∗ = θt−h .
Proof. Using Theorem 4.2.5, this is just a reformulation of Proposition 3.3.7. 
4.3. The co-algebras structures of M ′0 ∩ M2 and M ′1 ∩ M3
Let us apply the results given in Section 2.4 to find co-algebras structures on M ′0 ∩ M2 and
M ′1 ∩ M3. With notations of Section 4.1, one can use the pairing with M ′1 ∩ M3 defined for any
a ∈ M ′0 ∩ M2 and b ∈ M ′1 ∩ M3 by
〈a, b〉 = |H ∩ K||H |2|K|2τ(ae2e1b).
For M ′0 ∩ M2, the coproduct Γ , the antipode κ and the counit  are given by the following
formulaes:
(a) = 〈a,1〉,〈
Γ (a), b ⊗ b′〉= 〈a, bb′〉,〈
κ(a), b
〉= 〈a∗, b∗〉.
One has equivalent formulaes for (M ′1 ∩ M3, Γˆ , κˆ, ˆ).
4.3.1. Remark. The general bracket given in [19] or [10], uses a slightly more complicated
formula, as we shall see later we are here in a simpler situation for which Γ is multiplicative and
one can apply [19, Theorem 4.17].
4.3.2. Lemma. For any h,h′ ∈ H , k,∈ K , s, s′ ∈ S, one has
(
1 ⊗ ρ(s)χk ⊗ 1
)
WIh e2e1
(
1 ⊗ λ(s′) ⊗ ρ(s′)χh′
)
= |H |−1|K|−1vh−1 ′
I
k
(
1 ⊗ ρ(sk−1(h−1 ′
I
k
))
χeλ(s
′) ⊗ ρ(hh′)χh′
)
.
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(
1 ⊗ ρ(s)χk ⊗ 1
)
WIh e2e1
= |K|−1(1 ⊗ ρ(s) ⊗ 1)(1 ⊗ ρ(k−1(h−1 ′
I
k
))
χ
h−1 ′
I
k
⊗ ρ(h))(1 ⊗ 1 ⊗ χe)
( ∑
k1∈K
vk1
)
e1
= |H |−1|K|−1
∑
k1∈K
vk1α
2
k−11
(
1 ⊗ ρ(sk−1(h−1 ′
I
k
))
χh−1 ′
I
k ⊗ ρ(h)χe
)(
1 ⊗ χe ⊗
∑
h1∈H
ρ(h1)
)
= |H |−1|K|−1
∑
k1∈K,h1∈H
vk1
(
1 ⊗ ρ(sk−1(h−1 ′
I
k
))
χ
k−11 (h−1 ′
I
k)
χe ⊗ ρ(h)χeρ(h1)
)
= |H |−1|K|−1vh−1 ′
I
k
(
1 ⊗ ρ(sk−1(h−1 ′
I
k
))
χe ⊗ ρ(h)χe
( ∑
h1∈H
ρ(h1)
))
.
Hence, for any h′ ∈ H and s′ ∈ S, one has
(
1 ⊗ ρ(s)χk ⊗ 1
)
WIh e2e1
(
1 ⊗ λ(s′) ⊗ ρ(s′)χh′
)
= |H |−1|K|−1vh−1 ′
I
k
(
1 ⊗ ρ(sk−1(h−1 ′
I
k
))
χeλ(s
′) ⊗ ρ(h)χe
( ∑
h1∈H
ρ(h1)
)
ρ(s′)χh′
)
= |H |−1|K|−1vh−1 
I
k
(
1 ⊗ ρ(sk−1(h−1 ′
I
k
))
χeλ(s
′) ⊗ ρ(h)χe
( ∑
h1∈H
ρ(h1s
′)
)
χh′
)
= |H |−1|K|−1vh−1 ′
I
k
(
1 ⊗ ρ(sk−1(h−1 ′
I
k
))
χeλ(s
′) ⊗ ρ(h)χe
( ∑
h2∈H
ρ(h2)
)
χh′
)
= |H |−1|K|−1vh−1 ′
I
k(1 ⊗ ρ
(
sk−1
(
h−1 ′
I
k
))
χeλ(s
′) ⊗ ρ(h)
( ∑
h2∈H
ρ(h2)χh2χh′
)
= |H |−1|K|−1vh−1 ′
I
k
(
1 ⊗ ρ(sk−1(h−1 ′
I
k
))
χeλ(s
′) ⊗ ρ(hh′)χh′
)
. 
4.3.3. Lemma. For any h,h′ ∈ H , k, k′ ∈ K , s, s′ ∈ S, one has:
〈(
1 ⊗ ρ(s)χk ⊗ 1
)
WIh ,
(
1 ⊗ λ(s′) ⊗ ρ(s′)χh′
)
WJk′
〉
= |S|δk′h−1 ′
I
k,eδh(k′−1 
J
h′),eδ(k′ 
J
(k′−1 
J
h′))k,s′−1s .
Proof. For any h′ ∈ H , k′ ∈ K , due to 4.2.3 and 4.1.10, one has
(1 ⊗ 1 ⊗ δh′)WJk′ = (1 ⊗ 1 ⊗ δh′)WJk′ (1 ⊗ 1 ⊗ δk′−1 
J
h′)
= (1 ⊗ 1 ⊗ δh′)(1 ⊗ Θ1 ⊗ Θ2χk′−1 
J
h′)vk′ ,
where Θ1 = λ((k′  (k′−1 h′))k′−1) and Θ2 = ρ(h′−1(k′−1 h′)).
J J J
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(
1 ⊗ ρ(s)χk ⊗ 1
)
WIh e2e1
(
1 ⊗ λ(s′) ⊗ ρ(s′)χh′
)
WJk′
= |H |−1|K|−1vh−1 ′
I
k
(
1 ⊗ ρ(sk−1(h−1 ′
I
k
))
χeλ(s
′)Θ1 ⊗ ρ(hh′)χh′Θ2χk′−1 
J
h′
)
vk′
= |H |−1|K|−1vh−1 ′
I
k
(
1 ⊗ ρ(sk−1(h−1 ′
I
k
))
χeλ(s
′)Θ1 ⊗ ρ
(
h
(
k′−1 
J
h′
))
χk′−1 
J
h′
)
vk′ .
As τ is a trace, one has
(|H ||K||H ∩ K|)−1〈(1 ⊗ ρ(s)χk ⊗ 1)WIh , (1 ⊗ λ(s′) ⊗ ρ(s′)χh′)WJk′ 〉
= τ((1 ⊗ ρ(sk−1(h−1 ′
I
k
))
χeλ(s
′)Θ1 ⊗ ρ
(
h
(
k′−1 
J
h′
))
χk′−1 
J
h′
)
vk′vh−1 ′
I
k
)
= τ(β1(1 ⊗ ρ(sk−1(h−1 ′
I
k
))
χeλ(s
′)Θ1
)(
1 ⊗ 1 ⊗ ρ(h(k′−1 
J
h′
))
χk′−1 
J
h′
)
vk′h−1 
I
k
)
= |K|−1δk′h−1 ′
I
k,eδh(k′−1 
J
h′),eτ
(
β1
(
1 ⊗ ρ(sk−1(h−1 ′
I
k
))
χeλ(s
′)Θ1
))
.
Using the fact that for any k1 ∈ K χeλ(k1) = χeρ(k−11 ) = ρ(k−11 )χk−11 , one also has
(|H ||K||H ∩ K|)−1〈(1 ⊗ ρ(s)χk ⊗ 1)WIh , (1 ⊗ λ(s′) ⊗ ρ(s′)χh′)WJk′ 〉
= |K|−1δk′h−1 ′
I
k,eδh(k′−1 
J
h′),eτ
(
β1
(
1 ⊗ ρ(sk−1(h−1 ′
I
k
)
k′
(
k′ 
J
(
k′−1 
J
h′
))−1
s′−1
)
χz
))
for a certain z, so we have
(|H ||K||H ∩ K|)−1〈(1 ⊗ ρ(s)χk ⊗ 1)WIh , (1 ⊗ λ(s′) ⊗ ρ(s′)χh′)WJk′ 〉
= |K|−1δk′h−1 ′
I
k,eδh(k′−1 
J
h′),eτ
(
β1
(
1 ⊗ ρ(sk−1(k′ 
J
(
k′−1 
J
h′
))−1
s′−1
)
χz
))
= |K|−1|H |−1δk′h−1 ′
I
k,eδh(k′−1 
J
h′),eδsk−1(k′ 
J
(k′−1 
J
h′))−1s′−1,e
= |K|−1|H |−1δk′h−1 ′
I
k,eδh(k′−1 
J
h′),eδ(k′ 
J
(k′−1 
J
h′))k,s′−1s .
The lemma follows. 
4.3.4. Lemma. For all h,h′ ∈ H and k, k′ ∈ K such that k′ = h ′
I
k and h = k′ 
J
h′, there exists
a unique σ ∈ S such that σ = (k′h′)−1hk = (k′−1 
J
(k′ 
J
h′))k.
Proof. For all h,h′ ∈ H and k, k′ ∈ K such that k′ = h ′
I
k and h = k′ 
J
h′, then there exist
h1 ∈ H and k1 ∈ K such that hk1 = k′h′ and hk = k′h1. One deduces that h′−1k′−1hk = k−11 k =
h′−1h1 and the existence (and uniqueness) of σ such that σ = (k′h′)−1hk. One also has
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k′−1 
J
(
k′ 
J
h′
))
k = (k′−1 
J
h
)
k = (k′−1 
J
h
)−1(
k′−1h
)
k = h′−1(k′−1h)k = (k′h′)−1hk.
The lemma follows. 
4.3.5. Proposition. Using Notations 3.3.3, 4.1.11 and 4.2.6, for any x ∈ T and x′ ∈ T ′, one has
〈(
θIx
)∗
,
(
θJx′
)∗〉= |H ∩ K|δxt ,x′ = 〈x, x′〉.
Proof. For any x ∈ T and x′ ∈ T ′, let (h, k, s) be in H ×K ×S and (k′, h′, s′) be in K ×H ×S
and such that
x = h ′
I
k
h
ks
(h ′
I
k)s
and x′ = k′ 
J
h′
k′
h′s′
(k′ ′
J
h′)s′
then one has
(
θIx
)∗ = (WIh (1 ⊗ χkρ(s) ⊗ 1))∗ = (1 ⊗ ρ(s−1)χk ⊗ 1)WIh−1 and(
θJx
)∗ = (WIk′(1 ⊗ λ(s′) ⊗ χh′ρ(s′)))∗ = (1 ⊗ λ(s′) ⊗ ρ(s′−1)χh′)WIk′−1 .
So due to Lemmas 4.3.3, 4.3.4 and 3.3.4
〈(
θIx
)∗
,
(
θJx′
)∗〉= |S|δk′,h ′
I
kδh,k′ 
J
h′δ(k′−1 
J
(k′ 
J
h′))k,s′s−1
= |S|δk′,h ′
I
kδh,k′ 
J
h′δ(k′h′)−1hk,s′s−1
= |S|δk′,h ′
I
kδh,k′ 
J
h′δhks,k′h′s′
=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
|S|, if
⎧⎪⎨
⎪⎩
hks = k′h′s′,
k′ = h ′
I
k,
h = k′ 
J
h,
0, otherwise
= |S|δxt ,x′ = 〈x, x′〉. 
4.3.6. Theorem. The C∗-quantum groupoid structure of (M ′0 ∩M2,Γ, κ, ) (respectively (M ′1 ∩
M3, Γˆ , κˆ, ˆ)) is the symmetric of CT (respectively CT ′). More precisely for any x ∈ T , and
x′ ∈ T ′, one has:
Γ
(
θIx
)= 1|H ∩ K|
∑
x2
v
x1=x
θIx1 ⊗ θIx2, Γˆ
(
θJx′
)= 1|H ∩ K|
∑
x2
v
x1=x′
θJx1 ⊗ θJx2,
κ
(
θIx
)= θI
x−hv , κˆ
(
θJx′
)= θJ
x′−hv ,

(
θIx
)=
⎧⎨
⎩
|H ∩ K|, if x of the form
h
ee
h
,0, otherwise,
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kˆ
(
θJx′
)=
⎧⎨
⎩
|H ∩ K|, if x′ of the form ee
k
,
0, otherwise,〈(
θIx
)∗
,
(
θJx′
)∗〉= |H ∩ K|δxt ,x′ = 〈x, x′〉.
Proof. Clearly, due to Proposition 4.3.5, the family ((θJ
xt
)∗) is up to scalars a dual base of the
family (θIx )∗; hence for any x ∈ T , one has:
Γ
((
θIx
)∗)= |S|−2 ∑
xi ,xj∈T
〈
Γ
((
θIx
)∗)
,
(
θJ
xti
)∗ ⊗ (θJ
xtj
)∗〉(
θIxi
)∗ ⊗ (θIxj )∗
= |S|−2
∑
xi ,xj∈T
〈(
θIx
)∗
,
(
θJ
xti
)∗(
θJ
xtj
)∗〉(
θIxi
)∗ ⊗ (θIxj )∗
= |S|−2
∑
xi ,xj∈T
〈(
θIx
)∗
,
(
θJ
xtj
θJ
xti
)∗〉(
θIxi
)∗ ⊗ (θIxj )∗
= |S|−2
∑
xi ,xj∈T
〈(
θIx
)∗
,
(
θJ
xtj
h
xti
)∗〉(
θIxi
)∗ ⊗ (θIxj )∗
= |S|−2
∑
xi ,xj∈T
〈(
θIx
)∗
,
(
θJ
xj
v
xi
)t )∗
〉(
θIxi
)∗ ⊗ (θIxj )∗
= |S|−1
∑
xi ,xj∈T
δ
xt ,(xj
v
xi )
t
(
θIxi
)∗ ⊗ (θIxj )∗ = |S|−1 ∑
xj
v
xi=x
(
θIxi
)∗ ⊗ (θIxj )∗.
Hence Γ (θIx ) = |S|−1
∑
xj
v
xi=x θ
I
xi
⊗ θIxj .
Also, one has
κ
((
θIx
)∗)= |H ∩ K|−1 ∑
y∈T
〈
κ
((
θIx
)∗)
,
(
θJyt
)∗〉(
θIy
)∗ = |H ∩ K|−1 ∑
y∈T
〈
θIx , θ
J
yt
〉(
θIy
)∗
= |H ∩ K|−1
∑
y∈T
〈(
θI
x−h
)∗
,
(
θJ
yt−h
)∗〉(
θIy
)∗ = ∑
y∈T
δ
x−ht ,yt−h
(
θIy
)∗ = (θI
x−hv
)∗
.
As here κ is a ∗-morphism, one has κ(θIx ) = θIx−hv . The theorem follows. 
4.3.7. Corollary. The von Neumann algebra crossed product CT CT ′ is isomorphic to C[H ∩
K] ⊗L(C|H ||K|).
Proof. This is a direct consequence of Corollaries 2.4.2 and 3.4.4. 
4.3.8. Remark. When H,K is just a usual matched pair, we obtain in our context a generalization
of [17, Theorem 4.5].
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