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RESEARCH I N  DIGITAL ADAPTIVE 
FLIGHT  CONTROLLERS 
Howard Kauflnan" 
SUMMARY 
Adaptive f l igh t  cont ro l  sys tems are  of  in te res t  because  of  the i r  
po ten t ia l  for  provid ing  uni form s tab i l i ty  and handl ing qual i t ies  over  a 
wide f l igh t  envelope  despi te  uncer ta in t ies  i n  t h e  open loop  cha rac t e r i s t i c s  
o f  t he  a i r c ra f t .  S ince  such  con t ro l l e r s  combine the functions of perform- 
ance assessment,  state and parameter estimation, gain adjustment, and con t ro l  
computation, it i s  most advantageous t o  consider implementation i n  d i g i t a l  
rather than analog fly-by-wire systems. 
To t h i s  e f f e c t ,  a study has been made i n  o r d e r  t o  d e f i n e  an 
implementable d ig i t a l  adap t ive  con t ro l  system which can be used f o r  a t y p i c a l  
f igh ter  a i rc raf t .  S ince  onl ine  ad jus tment  of the control  gains  requires  an 
e a s i l y  computable index of performance, a model o f  t he  des i r ed  a i r c ra f t  behav- 
i o r  w a s  developed and used i n  r e a l  t i m e  f o r  computing t h e  e r r o r  between plant 
and model output. 
With regard to control gain adjustment,  based upon t h e  e r r o r  i n  
model following, consideration w a s  p r imar i ly  g iven  to  expl ic i t  adapt ive  con- 
t r o l  systems which direct ly  ut i l ize  parameter  es t imates  for  gain adjustments .  
Implici t  adapt ive control lers ,  while  not  requir ing the expl ic i t  computat ion 
of  parameter  es t imates ,  are  not  readi ly  tunable  to  system specif icat ions 
unless  the  p lan t  and model s t ruc tures  a re  such  t h a t  a "perfect model follow- 
ing" control l a w  can be defined. 
R e l a t i v e  t o  t h e  need for both parameter and state estimates,  it w a s  
observed that  onl ine est imat ion of t h e  s t a t e s  and parameters i s  best performed 
by a weighted least  squares procedure which f i r s t  i d e n t i f i e s  t h e  p a r a m e t e r s  
d i r e c t l y  from the noisy measurements, and then computes s ta te  es t imates  us ing  
both the parameter estimates and the noisy measurements. 
Based upon a n a l y t i c a l  s t u d i e s  and simulation of both the l inear and 
nonl inear  a i rcraf t  equat ions of motion, two exp l i c i t  adap t ive  con t ro l l e r s  
were recognized as be ing  su i tab le  for  in f l igh t  implementa t ion .  The first 
design uses control and gain adaptat ion logic  developed using inf ini te  t ime 
l inear  opt imal  regulator  theory.  Control  gains  are  therefore  s tabi l iz ing 
( f o r  a fixed system) and are adjusted in response to parameter changes through 
* Associa te  Professor ,  E lec t r ica l  and Systems Engineering Department, 
Rensselaer Polytechnic Insti tute,  Troy, New York 12181 
an i t e r a t ive  co r rec t ion  made t o  t h e  R i c c a t i  matrix. The second design i s  
based upon single stage performance indices which resul t  i n  g a i n s  t h a t  a r e  
immediately computable by formula evaluation. To assure s t a b i l i t y  of t h e  
closed-loop system, a s impl i f ied  Ricca t i  i t e ra t ion  w a s  used for  correct ing 
the feedback gain matrix.  
Results showed tha t  these  adapt ive  cont ro l le rs  were e f f e c t i v e  i n  
compensating for  parameter  var ia t ions and were even capable of rapid recovery 
from highly erroneous parameter estimates which could  in  fac t  def ine  a s e t  
of  destabi l iz ing gains .  
2 
1. INTRODUCTION 
1.1 Background 
Fly-by-wire fl ight control systems have been of considerable inter-  
est to  designers  because of  their  advantages over  mechanical ' l inkages.  in  
coping with the complex con t ro l  problems associated with high performance 
a i r c r a f t  and  space  vehicles.',*  Furthermore,  with the  p re sen t  capab i l i t i e s  
for  incorpora t ing  in tegra ted  c i rcu i t s  in to  l igh tweight  low cost minicomputers 
and microcomputers , digital implementation of fly-by-wire control becomes 
e s p e c i a l l y  a t t r a c t i v e .  D i g i t a l  l o g i c  i s  i t s e l f  v e r y  r e l i a b l e  and with ade- 
quate redundancy incorporated into the design, such a system can be designed 
t o  i n s u r e  a d e q u a t e  f l i g h t  ~ a f e t y . ~  
Another feature of digital  implementation which makes it extremely 
advantageous i s  the potent ia l  for  the implementat ion of  complex con t ro l  
systems which incorporate high order nonlinearities and which u t i l i z e  t i m e  
shar ing for  mult iple  loop control .  One such complex con t ro l  s t ruc tu re  i s  an 
adaptive system which i s  capable of online adjustment of the control para- 
meters i n  response t o  changing f l i g h t  c h a r a c t e r i s t i c s .  The d e s i r a b i l i t y  f o r  
such adaptive control systems has been establ ished for  providing uniform 
s t a b i l i t y  and handling quali t ies over the complete fl ight envelope despite 
d r a s t i c  changes i n  t h e  a i r c m f t ' s  open loop  cha rac t e r i s t i c s ,  even i n  t h e  
presence of disturbances.435 Although control parameters (e .g. , gains) can 
be scheduled as a func t ion  of  a l t i tude  and mach number, t h i s  i s  not always 
desirable because of the inaccuracies  which a r i s e  from computing o f f l i n e  and 
then  schedul ing  the  a i rc raf t  charac te r iza t ions  at d i f f e ren t  f l i gh t  cond i t ions  
and t h e  e f f e c t s  of unpredictable uncertainties themselves (e.g.  , sloshing, 
fuel .  weight ,  s t ructural  changes) .  
Thus,  because of the attractiveness of adaptive control and t h e  
a v a i l a b i l i t y  of d i g i t a l  f l i g h t  computers, the possibility of implementing a 
d i g i t a l  a d a p t i v e  f l i g h t  c o n t r o l  system has been studied since September 1972. 
Prel iminary resul ts  of  t h i s  s tudy have led to  two adaptive control algorithms, 
namely : 
. An i n t e r f a c i n g  of l inear   opt imal   regulator   logic  w i t h  a 
weighted l eas t  squa res  iden t i f i e r .  
. An in t e r f ac ing  of  control  logic  designed  using a s ing le  
stage performance index with a weighted least squares 
i d e n t i f i e r .  
Although implementation of this  la t te r  s t r u c t u r e  w a s  very simple 
r e l a t i v e  t o  t h a t  of the former,  s tabi l i ty  could not  be guaranteed even i f  
i d e n t i f i c a t i o n  were pe r fec t ;  t hus  some modification w a s  necessary.  Another 
important  resul t  from t h i s  s t u d y  w a s  t h e  recommendation t h a t   i n  view of 
observed convergence properties, parameter identification be performed separ- 
a t e l y  from s ta te  es t imat ion .  
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Towards the .goa1  o f  deve lop ing  d ig i t a l  adap t ive  f l i gh t  , con t ro l  
algorithms suitable- for implementations in an onboard digital  computer,  con- 
t i n u e d  e f f o r t s  have been concerned with s tabi l iz ing the s ingle  s tage adap- 
t i ve  con t ro l  l og ic ,  de t e rmin ing  iden t i f i ca t ion  r equ i r emen t s  and eva lua t ing  
the designed control systems on NASA Langley's nonlinear s ix  degree of 
freedom simulation. 
It should  be  noted  tha t  s ince  s tab i l i ty  in  the  presence  of  la rge  
parameter variations was of concern, i n i t i a l  s t u d i e s  were concerned with 
e x p l i c i t  a d a p t i  e c o n t r o l l e r s  which make d i r ec t  u se  of online parameter 
i d e n t i f i c a t i o n .  g y 7  Implicit  adaptation procedures which do not  requi re  expli- 
c i t  parameter  es t imates  for  ad jus t ing  cont ro l le r  ga ins ,  do not guarantee 
s t a b i l i t y  u n l e s s  c e r t a i n  i d e a l i s t i c  s t r u c t u r a l  c o n s t r a i n t s  h o l d .  3 9  However, 
because of  the at t ract iveness  of  e l iminat ing the need f o r  i d e n t i f i c a t i o n  
l o g i c ,  some ef for t  has  s ince  been  expended i n  d e f i n i n g  a s t ab le  imp l i c i t  
adap t ive  con t ro l l e r  u se fu l  fo r  d ig i t a l  f l i gh t  con t ro l .  
1 . 2  Objectives 
I n  view of t h e  d e s i r a b i l i t y  f o r  d e s i g n i n g  an implementable d i g i t a l  
adapt ive f l ight  control  system, Rensselaer  Polytechnic  Inst i tute  has  s ince 
September 1972, performed research related to  the fol lowing overal l  objec-  
t i v e s :  
1) Develop  and eva lua te  adapt ive  cont ro l  log ic  us ing  the  
l i nea r i zed  lateral and longi tudinal  equat ions of motion 
f o r  a t y p i c a l  f i g h t e r  a i r c r a f t .  
2 )  Evaluate  the l inear ized designs on NASA Langley's nonlinear 
six degree of freedom dimulation. 
3 )  Recommend d ig i t a l  adap t ive  con t ro l  l og ic  su i t ab le  fo r  
infl ight implementation 
1 .3  Scope  and  Outline 
Development of a d ig i t a l  adap t ive  f l i gh t  con t ro l  sys t em requ i r e s  
t h e  : 
. Development of  mathematical  models 
. Formula t ion   of   the   cont ro l le r   s t ruc ture  and the   ga in  
adjustment procedures 
. Design  of  parameter  and state es t imat ion   log ic  
A s  s t a t ed  in  the  p reced ing  sec t ions ,  a l l  i n i t i a l  d e s i g n s  were per- 
formed us ing  the  l i nea r i zed  lateral  and longi tudina l  equat ion  for  a t y p i c a l  
f i g h t e r  a i r c r a f t .  The precise  model l ing of  these dynamics along with a 
descr ip t ion  of  the  representa t ions  of  the  actuate.? ;lynamics , sensors, and 
bending modes i s  contained in  Sect ion 2.0. 
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Using these models, two d i s t i n c t  e x p l i c i t  a d a p t i v e  c o n t r o l l e r s  were 
designed based upon opt imal  l inear  regula tor  theory  and a sing-le stage index 
modified so  as t o  i n s u r e  s t a b i l i t y .  These are discussed in Section 3.1.1.  
Results of a p a r a l l e l  s t u d y  on the  f eas ib i l i t y  o f  imp l i c i t  adap t ive  con- 
t ro l l e r s  a r e  p re sen ted  in  Sec t ion  3 .1 .2 .  
I n  view o f  t h e  need for  parameter  es t imat ion for  expl ic i t  adapt ive 
con t ro l ,  an  ana ly t i ca l  and experimental study was made of candidate procedures 
f o r  o n l i n e  i d e n t i f i c a t i o n .  These results are contained in  Sec t ion  3.2. 
Results of evaluating the overall  adaptive control system on both 
t h e  l i n e a r i z e d  and nonlinear equations of motion are presented  in  Sec t ion-4 ,  
and finally, conclusions regarding implementation are presented in  Sect ion 5 .  
1 . 4  Significance 
Development of a d ig i t a l  adap t ive  f l i gh t  con t ro l  sys t em i s  of  s ignif-  
i cance  no t  on ly  to  the  pa r t i cu la r  a i r c ra f t  cons ide red  bu t  a l so  to  d ig i t a l  pro- 
ces s   con t ro l   i n   gene ra l .  Such a development represents  an  important  applica- 
t i o n  of modern d i g i t a l  c o n t r o l  t h e o r y t h r s t i s  a step towards the narrowing of 
t h e  gap between theory and p rac t i ce .  
O f  immediate s ign i f icance  w a s  the demonstration of two d i g i t a l  
adap t ive  con t ro l  f l i gh t  con t ro l l e r s  which are capable of identifying and com- 
pensating for time va ry ing  unce r t a in t i e s  i n  the  open loop  cha rac t e r i s t i c s  
without the need f o r  a l t i t u d e  and mach  number information. 
2. PROBLEM FORMULATION 
2 .1  Mathematical  Representations 
2.1.1  Aircraf t  Dynamics 
2.1.1.1  Linear  Representation 
The l i nea r i zed  dynamics o f  t h e  a i r c r a f t  as supplied by NASA can be 
represented by the  vec tor  s ta te  equat ion  
= F  x + G  u 
?I? P - P   P - P  
(2.1) 
and 
where denotes the incremental state vec tor  
denotes  the incremental  control  vector  
5? 
% 
F and G are matrices  of the  appropriate  dimension. 
P P 
I n  p a r t i c u l a r ,  f o r  l i n e a r i z e d  lateral  notion: 
5 
and 
and 
' \  
% - E) 
-T = (:I) 
r o l l  rate 
r o l l  a n g l e  
(2.2) 
a i l e ron  de f l ec t ion  
rudder  def lect ion ( 2 . 3 )  
Simi lar ly  for  l inear ized  longi tudina l  mot ion:  
-P x = (J 
% = (:;) 
p i t c h   r a t e  
ve loc i ty  
angle of attack 
p i tch  angle  
(2.4.) 
e leva to r  de f l ec t ion  
Thrust (2.5) 
The elements  of F and G known to   va ry   w i th  mach  number and 
a l t i t u d e  were provided for a t y p i c a l  f i g h t e r  a i r c r a f t  f o r  s e v e r a l  f l i g h t  con- 
d i t i o n s  (FC's). These are provided i n  Appendix A. 
The object ive of  the research was t o  f i n d  implementable d i g i t a l  
algorithms  for computing t h e   c o n t r o l   s i g n a l s  6a,   6r,   6=, and 6 so as t o  
insure  uni form and  des i rab le  handl ing  quant i t ies  for  an  a i rc raf t  Tf ly ing  wi th-  
in  the  g iven  f l igh t  envelope .  This  was t o  be  performed  assuming tha t  dur ing  
f l ight ,   the   lements   of  F and G were  not   readi ly   avai lable   (e .g .  , as 
scheduled functions of  ma& number Bnd a l t i t u d e ) .  
Because of t h e  need t o  implement the  cont ro l  sys tem in  a d i g i t a l  
f l i g h t  computer, eq. 2 .1  was t ransformed in to  the  equiva len t  d i scre te  form: 
% ( k + l )  = A x ( k )  + B u (k) P - P   P - P  
F T  
P where A = e  
P 
B = ( r  P e F T  dT) Gp 
0 
T = Sampling period 
6 
and x ( k ) ,  u (k)  denote x , u a t  time k T 
Eq. 2 6  is  a 7 a l i d   r e p r e s e n G t i o 2 a s s u m i n g   t h a t  F and G do not   vary  for  
k T i t  5 (k+ l )  T and t h a t  t h e  c o n t r o l  s i g n a l  i s  constant between sample 
times, i .e. ,  
u ( t)  = u (kT) .for kT 5 t 5 ( k + l )  T 
-P  -P 
2.1.1.2  Nonlinear  Effects 
S ince  the  cont ro l le rs  des igned  us ing  the  l inear ized  equat ions  of  
motion defined i n  2.1.1.1 were t o  be  appl icable  to  the  ac tua l  nonl inear  s ix  
degree  of  freedom  equations, it i s  necessary  to   recognize  that   the  x and 
u vectors of eq. 2.6 are incremental  var iables  which re ult from a-linear- 
z a t i o n  about t h e  t r i m  conditions.  Thus i f  x a and x respec t ive ly  
denote  the actual  and t r i m  a i r c r a f t  s tate v e c z r s ,  and -P u a and u 
respec t ive ly  denote  the  ac tua l  and t r i m  cont ro ls ,  then  
f 
-I? 7? 
a - t 
% % - X TJ 
a t -  % % - %  
(2.7a) 
However, i n  a c t u a l  f l i g h t ,  t h e s e  t r i m  s t a t e s  w i l l  no t  be  expl ic i t ly  
available  for  computational  purposes.  Furthermore,  direct  computation  of  the 
t r i m  s ta tes  themselves  i s  not permissible because of t he  l ack  of knowledge of 
t h e  s t a b i l i t y  d e r i v a t i v e s  and the severe computational requirements needed 
for  solving the resul t ing nonl inear  system of  equat ions.  
Thus as an a l t e r n a t i v e  it i s  suggested that  the t r i m  s t a t e s  be 
computed  by averaging or low pass  f i l t e r ing ,  t he  ac tua l  s t a t e  vec to r .  Th i s  
i s  reasonable i n  view of t he  expec ta t ion  tha t  t he  p i lo t  w i l l  almost always be 
f l y i n g  t h e  a i r c r a f t  c l o s e  t o  t r i m  conditions.  A s  an example i f  xi denotes 
a p a r t i c u l a r  s ta te  o f  i n t e r e s t ,  
X = a x  + (1 - a) xi a i i 
where 0 < a < 1 
If s t r a i g h t  and l e v e l  f l i g h t  is  in  progress ,  then  a should  be set c l o s e  t o  
1 .0  r e s u l t i n g   i n  a f i l t e r  which w i l l  e f f e c t i v e l y  smooth out any disturbance. 
However, i f  a maneuver i s  requi red  as. indicated by a s i g n i f i c a n t  change i n  
t h e  p i l o t  i n p u t ,  t h e n  a should be set c l o s e r  t o  z e r o  i n  o r d e r  f o r  t h e  f i l t e r  
t o  b e  a b l e  t o  t r a c k  t h e  change i n  t r i m .  These  adjustments i n  a could  be 
made by t h e  computer program in response to  sensed s t ick motion.  
If, however, t h e  trim s t a t e s  computed i n   t h i s  manner, are not 
a c c u r a t e ,  i n  t h a t  t h e y  do not  sat isfy the t rue nonl inear  equat ions of  motion,  
then a bias term must be added t o  eq. 2.6 so  as t o  account  for  the  addi t iona l  
e r r o r s .  Thus con t ro l s  would  have t o  be computed f o r  t h e  system: 
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2.1.2  Actuator Dynamics 
I n  o r d e r  t o  more effect ively evaluate  the developed control  a lgor-  
ithms it i s  necessary to  inc lude  the  in f luence  o f  t he  ac tua to r  dynamics i n  
the equat ion of  motion,  2 .1 .  This  effect  can be modeled by placing i n  . se r ies  
between  each component of  . the  control vector U and t h e  a i r c r a f t  dynamics, 
a s e t  of  secondary  and  primary  actuator  dynamics -P defined by the  equat ions:  .. 
6 - w 6 - w  6 + w  2 6  e - -2 ‘sec sec e sec e sec e (2.9:) sec  sec sec  C 
.. 
6 - - -2 ‘sec sec a w 6 - w  6 + w 2  6 a sec a a (2.9b) sec  sec  sec C 
.. 
6 - - -2 ‘sec sec r w 6 - w  6 + w 2  6 r sec r r ( 2 . 9 ~ )  sec  sec  sec C 
fo r  t he  a i r c ra f t  cons ide red ,  = .5 and wSec = 100. ‘sec 
For 
The 
t h e  
i = (6 
a a - )/‘I2 sec a 
(2.10a) 
(2.10b) 
(2.10c) 
(2.10d) 
t h e  a i r c r a f t  of i n t e r e s t ,  ‘I = 1/12.5, ‘I = 1/30, .  ‘I = 1/25, and -rb = 1/5. 
computed cont ro l   s igna ls  6 , , 6 e 2are  thus i a  r e a l i t y  a p p l i e d  t o  r 
secondary actuator dynamics, eqs. 5.9; ‘the outputs of  which, 6 
1 
C 
e ’  sec 6 Y 6  a re   t hen   i n   t u rn   app l i ed   t o   t he   p r imary   ac tua to r s ,   eqs .   2 .10 ,  a r 
tos$$eld f!l% a i r c ra f t  i npu t  vec to r  u . Note tha t  t he  th rus t  i npu t  r equ i r e s  
only the pr imary actuator  dynamics d a i n e d  by eq. 2.10d. 
These actuator  equat ions can be used in  a tes t  s imula t ion  in  order  
t o  determine the effects of neglecting them in  the  des ign  o f  u , or  they  
can actual ly  be incorporated into eq.  2 .1  and used for  direct  Zmputat ion of 
8 
t he   ac tua to r   i npu t s  (6  , 8 , 6 , 6, 1. e a r sec   sec  sec C 
2.1.3 Sensor  and  Bending Modes 
In designing the adaptive control system, it w a s  necessary t o   t a k e  
in to  accoun t  t he  e f f ec t s  of sensor noise and structural bending modes. These 
were modelled as correlated noise sequences which were added t o   t h e  state 
v a r i a b l e s  i n  o r d e r  t o  form t h e  measurements, yi. More p rec i se ly  
(2.11) 
where % as before  denotes  the  a i rc raf t  state vec tor  
- n r ep resen t s  t he  co r re l a t ed  measurement noise sequence 
and yp denotes   he measurement vector.  
Cha rac t e r i s t i c s  of t h e  measurement noise  are  given in  Appendix BS 
2.1.4 Disturbances 
I n  evaluating the performance of the adaptive controller,  it w a s  
necessary  to  take  in to  account  the  response  to  wind disturbances and t h e  
requirements for a d e t e r m i n i s t i c  d i t h e r  s i g n a l  t o  a i d  i d e n t i f i c a t i o n .  
To e v a l u a t e  t h e  e f f e c t s  of wind, t he  long i tud ina l  r e sponse  to  ve r t i -  
cal  dis turbances w a s  considered by simulating an angle of attack perturbation 
e q u a l  t o  t h e  r a t i o  of t h e  wind v e l o c i t y  t o  t h e  a i r c r a f t  v e l o c i t y .  The power 
spectrum  of t h e  wind ve loc i ty  W ( t )  was defined  by: 
Aa = W/Vo 
and the modified longitudinal equations of motion become: 
(2.12) 
where L = 762 m (2500 f t . )  
cf = standard deviat ion of  the wind v e l o c i t y  i n  m/sec 
and Vo = a i r c r a f t   v e l o c i t y  
Thus the  angle  of a t t ack  pe r tu rba t ion  Aa can be written as: 
(2.13) 
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With r e g a r d  t o  computed o r  de t e rmin i s t i c  d i the r  s igna l s  fo r  a id ing  
i d e n t i f i c a t i o n ,  it w a s  necessa ry  to  t ake  in to  accoun t  t ha t  t he  r e su l t i ng  
behav io r  be  impercep t ib l e  to  the  p i lo t .  Th i s  f ac t  w a s  modelled by constrain- 
ing  maximum lateral  a c c e l e r a t i o n   t o   b e  less than  0.03 g and m a x i m u m  longitud- 
i n a l  a c c e l e r a t i o n  t o  b e  less than  0 . lg  in  r e sponse  to  commanded d i the r  i npu t s .  
2.1.5 Desired  Behavior 
Inhe ren t  t o  the  e f f ec t iveness  o f  any adaptive control system i s  t h e  
capab i l i t y  fo r  r ap id ly  a s ses s ing  the  performance and making the  necessary  
mod i f i ca t ions  to  the  con t ro l  ga ins .  One such procedure that f i t s  these  
requirements and at t h e  same time h a s  t h e  p o t e n t i a l  for insuring uniform 
handl ing  qua l i t i es  is  the concept of model following control.  This concept 
has  been  o f  i n t e re s t  t o  many inves t iga tors  over  the  pas t  f e w  years .  8y9,10y11,12 
In  f ac t ,  r e l a t ive  to  these  e f fo r t s ,  E rzbe rge r13  has  pub l i shed  a set of condi- 
t ions under  which the  output  of the process can be made i d e n t i c a l  t o  t h e  o u t -  
put  of  the model. 
Being t h a t  t h e  i d e a l  o b j e c t i v e  o f  model fo l lowing  f l igh t  cont ro l  i s  
t o   f o r c e   t h e   a i r c r a f t   t o  respond as t h e  model would t o  a g iven  p i lo t  command, 
it i s  o f t en  des i r ab le  to  s imula t e  the  on l ine  model dynamics i n  t h e  f l i g h t  
computer and t o  g e n e r a t e  t h e  a i r c r a f t  c o n t r o l  s i g n a l  u s i n g  t h e  a c t u a l  air- 
c r a f t  s tates,  t h e  p i l o t  i n p u t  commands, and t h e  model states. Th i s  s i t ua t ion  
i s  sometimes r e f e r r e d  t o  as t h e  p i l o t ' s  f l y i n g  o f  a computer wi th  the  computer 
f l y i n g  t h e  a i r c r a f t .  
More p rec i se ly  the  model following problem can be stated as follows: 
Given t h e  a i r c r a f t  dynamics: 
T 
X ( k + l )  = A x ( k )  + B u ( k )  
P T  P - P  
where 
-P 
x (k) i s  t h e  a i r c r a f t  ( n x l )  state vector  a t  sample  time k 
u (k) i s  t h e  (mxl) cont ro l   vec tor  
T 
and A B are matr ices   with  e  appropriate   dimensions;  
f i nd   t he   con to l  u ( k )  such tha t   t he   p rocess  s ta te  vector  x (k) approxi- 
mates  "reasonablyTel1" some model's s ta te  vec tor  x ( k )  d e z n e d  by t h e  
equation: 
P P  
m 
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m x (k+l) = Am (k )  + Bm ( k )  (2.16) 
where x (k)  is  t h e  (nxl) model state vector  
u (k)  i s  t h e  (mxl) p i l o t   i n p u t  
Am’ m 
The d e s i r e d  b e h a v i o r  f o r  t h e  a i r c r a f t  c o n s i d e r e d  i n  t h i s  s t u d y  w a s  
m 
m 
and B are matrices of the appropriate dimensions.  
defined by the following continuous models specified by NASA. 
LATERAL MOTION 
= (  
-10. 
0 
0 
1. 
0 -10 0 
-.7 9 0  
-1. -.7 0 
0 0 0  
- 1  9 d at 
eigenvalues = ( 0 ,  -IO., -0.7 2 j3.) 
LONGITUDINAL MOTION 
-9.87 o 
0 -.l 0 0 
1 0 - -  5 0 
1 0 0 0 
-  
+ 
) (&) m 
(2.18) 
eigenvalues = (O., -0.1, -1.1 2 j3.1) 
A s  shown i n  f i g .  2 . l a  a n  a i l e r o n  s t e p  command, while  not  affect ing 
s ides l ip  and  yaw r a t e ,   r e s u l t s   i n  an overdamped roll rate response with a 
s e t t l i n g  t i m e  of  about 0.5s. However, a rudder step does affect  a l l  s t a t e s  
as shown i n  f i g .  2 . l b .  With regard  to  the  des i red  longi tudina l  response ,  
f igs.  2.2a and2.2b show tha t  whi le  a t h r u s t  command a f f ec t s  on ly  the  
li 
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veloc i ty ,  an  e leva tor  command w i l l  a f f e c t  a l l  states except for t he  ve loc i ty .  
2.2 Adaptive  Control  System  Representation 
When designing an algorithm t o  be implemented, practical considera- 
t i o n s  must have influence on the trade-off between accuracy and simplicity.  
I n  a d i g i t a l  a d a p t i v e  f l i g h t  c o n t r o l l e r ,  one o f  t he  prime p r a c t i c a l  r e s t r i c -  
t i o n s  i s  t h e  s i z e  and speed  o f  t he  on l ine  d ig i t a l  computer. This w i l l  
a f fec t  bo th  the  t iming  and storage requirements of the adaptive system shown 
i n  block  diagram  form i n  f i g .  2.3. The smallest t i m e  i n t e r v a l  i s  t h e  c o n t r o l  
computation interval and t y p i c a l l y  i s  betweeh 0.03 and 0.20 seconds. 
S ta te  es t imat ion  i f  used must be as fas t ,  s i n c e  t h e  state i s  used by t h e  
feedback  cont ro l le r  in  ca lcu la t ing  the  new con t ro l .  
The two larger  intervals  involve gain adaptat ion.  The parameter 
i d e n t i f i c a t i o n  i n t e r v a l  must not be longer than the gain update interval,  
s ince the gain update  a lgori thm requires  the new parameter estimates. If 
parameter estimation alone i s  performed, then it i s  p o s s i b l e  t o  have t h e  
iden t i f i ca t ion  in t e rva l  g rea t e r  t han  the  con t ro l  pe r iod ;  however, i f  s t a t e s  
and parameters are t o  be estimated simultaneously, then it i s  necessary that  
these be equal.  
The var ious  func t ions  to  be  implemented are discussed below. 
2.2.1  Controller  Formulation 
In designing an adaptive control system, it i s  necessary  to  f irst  
g ive  cons idera t ion  to  the  des ign  of  e i ther  an  expl ic i t  or an implici t  adap- 
ta t ion  a lgor i thm;  the  d i f fe rences  be ing  tha t :  
. I n  e x p l i c i t  a d a p t a t i o n ,  o n l i n e  e s t i m a t e s  o f  t h e  a i r c r a f t  
parameters are used for gain adjustment. 
. In  impl ic i t  adapta t ion ,  some measure  of t h e  e r r o r  between 
t h e  a c t u a l  and t h e  d e s i r e d  s t a t e  t r a j e c t o r i e s  i s  used for 
gain  adjustment. No exp l i c i t  pa rame te r  i den t i f i ca t ion  i s  
used. 
Previous s tudies  have indicated the advantages of explicit  adapta- 
t i o n  i f  gain magnitudes are constrained and i f  la rge  parameter  var ia t ions  
a r e  t o  be expected.7 Furthermore no implici t  adapt ive control  system which 
has been developed to  da t e  can  gua ran tee  s t ab i l i t y  un le s s  E rzbe rge r ' s l3  
condi t ions  for  per fec t  model fo l lowing  h0 ld .~99  In  view of these items, 
this  s tudy has  concentrated on the  ana lys i s ,  syn thes i s ,  and subsequent evalu- 
a t i o n  of expl ic i t  adapt ive  cont ro l le rs  for  in f l igh t  implementa t ion .  However, 
i n  p a r a l l e l  w i t h  t h e s e  e f f o r t s ,  some consideration has been given to develop- 
ing  impl ic i t  adapt ive  cont ro l le r  which do gua ran tee  s t ab i l i t y  at least i n  t h e  
sense of a bounded e r r o r  between t h e  p l a n t  and model s t a t e s .  These r e s u l t s  
are discussed in Section 3.1.2.  
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FIG. 2.3 ADAPTIVE CONTROLLER STRUCTURE 
In  designing a model reference adapt ive control  system, it i s  
necessary t o  develop a cont ro l  a lgor i thm tha t  i s  meaningful i n  terms of per- 
formance and i s  r ead i ly  ad jus t ab le  on l ine  in  r e sponse  to  pa rame te r  va r i a t ions .  
To this  effect  quadrat ic  performance indices  which simultaneously weight the 
e r r o r ,  
- e =  --P x - x  
and the  con t ro l  vec to r  were minimized s u b j e c t  t o  t h e  e a t i s f a c t i o n  o f  t h e  
s ta te  equat ions .  % 
If t h e  model s t a t e  v e c t o r  i s  defined as i n  eq. 2.15, t h e n  t h e  e r r o r  
vector can be writ ten as: 
This  representa t ion  of  the  model dynamics as pa r t  o f  t he  state equation leads 
t o  a r e a l  model fol lowing control  con igu ra t ion  which r e q u i r e s  t h e  model 
state vector x for  implementation. i! rn 
Al te rna t ive ly  the  model dynamics can be incorporated directed into 
t h e  performance index by defining 
(2.21) 
This  def in i t ion  which corresponds t o  r e - i n i t i a l i z i n g  t h e  model s t a t e  a t  each 
s t e p  t o  t h e  a i r c r a f t  state r e s u l t s  i n  an impl i c i t  model fol lowing control ler  
which i s  independent of the model state x 
3’ 
Although real model following i s  more complex i n  t h a t  it i s  neces- 
s a r y  t o  i n i t i a l i z e  t h e  model s t a t e s  e q u a l  t o  t h o s e  o f  t h e  a i r c r a f t ,  it w a s  
an t i c ipa t ed  and shown by experiment t h a t  it is  more e f f e c t i v e  i n  compensating 
f o r  unknown parameters and disturbances.  For actual implementation of such 
a system, it i s  sugges ted  tha t  the  model s t a t e  v e c t o r  b e  r e s e t  e q u a l  t o  t h e  
a i r c r a f t  s t a t e  v e c t o r  whenever a s ign i f i can t  change i n   p i l o t   c o m a n d  u i s  
detected.  Alternately,  this  ini t ia l izat ion procedure might  be perform3 
sequent ia l ly  wi th  a per iod  equal  to  twice  the  la rges t  c losed  loop  time 
constant.  
2..2.2 Gain  Adaptation 
Since the control ler  parameters  must be  readi ly  ad jus tab le  onl ine  
i n  response to  iden t i f i ed  pa rame te r s  va r i a t ions ,  it would be  idea l  i f  t h e  
control  gains  were e a s i l y  computable  a lgebraic  funct ions of  the parameters  in  
the aircraf t  equat ions of  motion.  
This  type of  control ler  w i l l  i n  f a c t  r e s u l t  i f  a s ingle  s tage per-  
formance index of t h e  form: 
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(2.22) 
i s  used. 6314y15 However , s i n c e  t h i s  i n d e x  r e s u l t s  i n  a set of cont ro l  ga ins  
which do not arantee stabil i ty,  it may be des i r ab le  to  inco rpora t e  Chan"s 
modificationlY and include an error feedback term of  the  form Key where 
K must be de ermined so as t o  s t a b i l i z e  t h e  c l o s e d  l o o p  a i r c r a f t  m a t r i x  
( A  - B K ) .  With th i s   modi f ica t ion ,   the   feedforward   ga ins  from t h e  model 
cag s t i f l  be computed onl ine  as algebraic   funct ions  of  A and B , but  he 
gain K must e i ther  be  computed i n  an i t e r a t i v e  manner sR as t o  s t a b i l i z e  
(A , B ) o r  must be determined a p r i o r i  o f f l i n e  so as t o  ( i f  poss ib l e )  
s tgb i lgze  (Ap, B ) over   the   en t i re   f l igh t   enve lope .  
.P 
An a l te rna te  procedure  for  computing the  con t ro l  ga in  i s  t o   u s e  
an infinite t ime quadratic performance index of the term 
when Q 2 0,  R 2 0. 
This  approach i s  a t t r a c t i v e  i n  t h a t  it yields  constant  set of  feedback  gains 
t h a t  s tab i l ize  the  c losed  loop  cont ro l  systern.',l7 However, s ince  the  ga ins  
r equ i r e  so lu t ion  of a nonl inear  matr ix  Riccat i  equat ion,  an onl ine i terat ive 
procedure must be used for adaptation purposes.17 
2.2.3  Estimation 
Because  of t h e  need for  us ing  both  the  s ta te  vec tor  x and t h e  
a i r c r a f t   m a t r i c e s  A B for   expl ic i t   adapt ive   cont ro l   computz ion ,  it w a s  
necessary  to  include  P,   est?mation  logic  into  the  system as shown i n   f i g .   2 . 3 .  
In designing estimation algorithms, attention must be given t o   t h e  
measurement no i se  cha rac t e r i s t i c s .  Whereas a re la t ive ly  la rge  var iance  neces-  
s i t a t e s  t he  use  o f  an i d e n t i f i e r  w i t h  a long memory t o  achieve smoothing, a 
small variance w i l l  enable the use of a shor t  memory i d e n t i f i e r  t h a t  w i l l  be 
more responsive to  parameter  var ia t ions.  
Furthermore i n  a d i g i t a l  environment, it i s  advantageous t o  
i d e n t i f y  the unknown p a r a m e t e r s  o f  t h e  d i s c r e t e  t r a n s i t i o n  m a t r i x  i t s e l f  
ra ther  than  the  phys ica l  s tab i l i ty  der iva t ives .  This  fo l lows  because  the  d is -  
c r e t e  t r a n s i t i o n  m a t r i x  i s  a h ighly  nonl inear  func t ion  of  the  s tab i l i ty  der iv-  
a t i v e s  making i d e n t i f i c a t i o n  r a t h e r  d i f f i c u l t .  S i n c e  t h e  d i s c r e t e  c o n t r o l  l a w  
i tsel f  i s  d i r e c t l y   r e l a t e d   t o   t h e   d i s c r e t e   t r a n s i t i o n   m a t r i x ,   t h e  l a t te r  would 
u l t imate ly  have  to  be recomputed using t h e  s t a b i l i t y  d e r i v a t i v e  e s t i m a t e s .  
Finally, of importance i s  t h e  performance of t h e  i d e n t i f i c a t i o n  pro- 
cedures under closed loop control.  Because such control often results in 
t ransient  behavior  for  only a very small amount of time and s t eady  s t a t e  be- 
havior  for  a r e l a t i v e l y  l a r g e  amount of  time, t h e r e  may not  be suff ic ient  
exc i t a t ion  to  a l low accura t e  enough i d e n t i f i c a t i o n .  Thus t h e  need for  an  
induced  d i ther  s igna l  must be examined. Such dither could in fact-  be produced 
17 
by feeding back for control computation the noisy state measurements them- 
s e l v e s  r a t h e r  t h a n  f i l t e r e d  s t a t e  estimates. I n  any event the performance of 
t he  iden t i f i e r  shou ld  u l t ima te ly  be  measured by the  ove ra l l  behav io r  o f  t he  
adapt ive control  system rather  than the individual  estimates it produces f o r  
the various parameters.  This follows from t h e  f a c t  t h a t  n o t  a l l  s t a t e s  are 
equal ly  exc i ted  by any given p i lo t  input  command. Hence various motions w i l l  
be completely decoupled or very  in sens i t i ve  to  the  spec i f i c  va lues  ob ta ined  
f o r  some,of the parameters. Thus while  there  may not  be  suf f ic ien t  exc i ta -  
t i o n  p r e s e n t  t o  a c c u r a t e l y  t r a c k  a parameter, i t s  value may not  be  inf luent ia l  
t o  t h e  maneuver being undertaken. Accurate tracking of a l l  parameters con- 
t inuous ly  w i l l  only be possible if di ther  can be acceptably introduced into 
t h e  motion of  the aircraf t .  
An add i t iona l  f ac to r  which can a i d  t h e  i d e n t i f i c a t i o n  i s  t h e  e f f e c t  
of  having an improperly ident i f ied aircraf t  resul t ing i n  t he  app l i ca t ion  o f  
erroneous control gains which i n  t u r n  can  cause e r r a t i c  motion. However, 
s ince  iden t i f i ca t ion  works best  in the presence of such motion, it i s  a n t i c i -  
pated that  the adapt ive system w i l l  r ap id ly  cor rec t  for  la rge  inaccurac ies .  
3. PROBLEM  SYNTHESIS 
3.1 Control  Computation  Procedures 
3.1.1 Explicit   Adaptive  Controllers 
Exp l i c i t  adap t ive  con t ro l  l og ic  d i r ec t ly  u t i l i ze s  on l ine  . pa rame te r  
estimates f o r  a d j u s t i n g  t h e  c o n t r o l  g a i n s ;  t h u s ,  r e l a t i v e  t o  i m p l i c i t  a d a p t a -  
t i o n ,  b e t t e r  s t a b i l i t y  margins with lower gain requirements were anticipated. 
Two expl ic i t  adapt ive control  systems were subsequently designed and tested. 
3.1.1.1 Adaptive  Optimal  Linear  Regulator  Logic 
Because ease of implementation was an important consideration, a 
l i n e a r  feedback s t ructure  with constant  gains  ( for  a g iven  f l igh t  condi t ion)  
w a s  very desirable .  To design  such a system, inf ini te  t ime quadrat ic  per-  
formance ind ices  were minimized f o r  t h e  system defined by eqs. 2.15, 2.16. 
Such an index generally consists of some posi t ive semi-def ini te  quadrat ic  
funct ion  of   the model fol lowing  error  (x ( k )  - x (k) )  ba lanced  aga ins t  a 
pos i t i ve  quadra t i c  func t ion  o f  t he  con t r z  u (k? 
-P 
Alterna t ive ly  it was shown by  Asseol' t h a t  p e n a l i z i n g  t h e  c o n t r o l  
r a t e  u ( t )  r a t h e r  t h a n  t h e  c o n t r o l  i t s e l f  y i e l d s  r e d u c e d  s e n s i t i v i t y  t o  
p l a n t  S r a m e t e r  v a r i a t i o n s .  For the  cont inuous  case  th i s  necess i ta tes  treat- 
ing  the  p l an t  con t ro l  u ( t )  as an addi t ional  s ta te  var iable  with correspond-  
i n g  e quat i on , -P 
; ( t )  = v ( t )  
-P -P 
t h u s  r e s u l t i n g  i n  a type one c o n t r o l l e r .  
Relative t o  a type  zero  cont ro l le r ,  a type one c o n t r o l l e r  y i e l d s  
improved steady state performance, reduced sensitivity, and t h e  c a p a b i l i t y  
fo r  pena l i z ing  the  con t ro l  rate i tself .  Thus the  d iscre te  vers ion  of  the  
type one c o n t r o l l e r  w a s  defined by r ep lac ing  the  in t eg ra to r  by an accumulator 
( i . e . ,  a uni t  delay with uni ty  feedback) .  The corresponding s ta te  equation 
then  becomes: 
T 
u (k+l) = u ( k )  + %(k) (3.2) 
T 
The opt imizat ion problem used for  def ining the control ler  was: 
s u b j e c t   t o  : 
x ( k + l )  = A x ( k )  + B u (k) 
T P T   P T  
T 
u ( k + l )  = g (k) + v ( k )  
x ( k + l )  = Am k ( k )  + B u (k) 
u ( k + l )  = u ( k )  
P -P 
in m I n  
m m 
This cost  index (3.3a) represents the simultaneous penalization of 
model fo l lowing  er ror ,  cont ro l  rate, and the  con t ro l  vec to r  i t s e l f ,  each  
weighted according to  the  des igne r ' s  cho ice  of 4, R ,  and S. Note t h a t  an 
addi t iona l  s ta te  equat ion  (3 .3e)  i s  used to  r ep resen t  t he  p i lo t  i npu t  
u ( k )  as a s tep  funct ion.  T h i s  r e s u l t s  i n  a s e t  of  control  gains  independent 
2 t h e  s t e p  magnitude which i n   t u r n  can be accounted for by specifying it as 
an i n i t i a l   c o n d i t i o n ,  u ( 0 ) .  
m 
With r e g a r d  t o  model i n i t i a l i z a t i o n ,  s i n c e  it i s  des i r ab le  upon 
appl icat ion of  a p i lo t  i npu t  u that  t h e  p l a n t  and model be a t  t h e  same 
s t a t e ,  x ( 0 )  w a s  se t   equa l   tom x ( 0 ) .  Furthermore, t o  r e f l e c t  t h e  f a c t  
that   control   surfaces   cannot   chanz  instantaneously,  u ( 0 )  w a s  s e l ec t ed  as 
zero.   Final ly ,  it was determined  through  simulation tZ;%t weighting u i n  
eq.  (3.3a) w a s  not  necessary i n  view  of the weighting on v . Thus 3 has 
been replaced by zero for  the remainder of the development? 
in 
This optimization problem can now be  cas t  i n to  the  form: 
Minimize : 
m 
I 
s u b j e c t  t o  
where : 
- x ( k ) =  - u ( k ) = v   ( k )  T A= 
-Q 0 
0 0  
Q O  
R '  = R 
B 
P 
I 
0 
0 
0 
0 
A 
0 
m B m 
B= 
" 
0 
I 
0 
- 0  1 
The exis tence of  a set of  opt imal  control  gains  for  this  problem 
can be demonstrated even though t h e  model, which has been incorporated into 
t h e  s ta te  equations,  i s  n o t  c ~ n t r o l l a b l e . ~ g  The c o n t r o l  u ( k )  = v ( k )  
w i l l  be a l i n e a r  feedback l a w  of  the  form: 
- T 
The control  gain K i s  t h e n  i n  t u r n  d e f i n e d  by t h e  r e l a t i o n :  
K = ( B  P B + R ) - l  BT P A T (3.6a) 
where P i s  spec i f i ed  by the  s t eady  s t a t e  R icca t i  equa t ion :  
P = Q + A ~ P A  - A PB(R + B PB) B PA T T -1 T (3.6b) 
By par t i t ion ing   eq .  3.5 t h e   c o n t r o l  u can  be  expressed as: 
T 
u ( k + l )  = u ( k )  + v ( k )  
1p T 
T 
(3.7) 
o r  
Similar  partitioning of P into: 
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r pll p12 P13 p l i l  
P =  k:tr P23T  P33 P j  
P24T  P3bT  P44 
results  in  the  following  alternative  form of eq. 3.6b 
~ 1 1  = Q + A (P11 - P12(P22 + R 1-l P12T) A T 
P P 
P12 = A [ (Pll-P12  (P22+R)-l  P12T)B  +P12  (I-(P22+R)-’  P22 )]
P22 = B [(Pll-P12(P22+R)-’  P12T)B  +P12(I-(P22+R)-l  P22)] 
+ [ (I-(P22+R)-lP22)  P12T] B +P22(I-(P22+Rlm1  P22) 
(P13 - P12(P22 + R)-l  P23) Am 
P  P 
P  P 
P 
p13 =-& + AP 
P14 = A [P14+(P13-P12(Paa+R)-1P23)Bm-P12(P22+R)-1 P241 
P24 = B [P14+(P13-P12(P22+R)-1P23)Bm-P12(P22+R)-1 P24] 
P 
P 
+ (P23-P22(P22+R)-l  P23)B + P2)-1-P22(P22+R)-~  P24 m 
P23 = B T (Pl3-P12(P22+R)-’  P23)A +(P23-P22(P22+R)-1P23)Am 
P m 
P33,  P34,  and  P44  were  not  needed  for  defining the control  gains  and  there- 
fore  were  excluded  from  computation. 
The  specific  gains  defined  by eq. 3.8  may  now be expressed as: 
K* = - (P22 + R)-l  (P12T A ) (3.lOa) 
P P 
K = -(P22 + R)-I (P12T B + P22) 
U 
(3.10b) 
P P 
Kx = - (P22 + R P23 Am m 
Ku = - (P22 + R)-l  (P23  Bm + P24) m 
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Although t h e  above expressions do appear  qui te  formidable  for  
on l ine  eva lua t ion ,  i t e ra t ive  procedures  do ex i s t  fo r  so lv ing  the  R icca t i  
sub-equations (3.9 a,  b ,   c ,  d ,  e, f ,  g ) .  Once t h e  P submatrices are ava i l -  
’ able ,  evaluat ion of  the gains  (eqs .  3.10) i s  straight forward formula eval- 
uation. The required inverse,  which i s  common t o  a l l  four  gain matr ices  and 
thus  need only be computed once, i s  o f  t he  same dimension as t h e  c o n t r o l  
s i g n a l .  F o r  t h e  a i r c r a f t  problem being t reated, this  inversion is  of second 
o rde r ,  and thus can be performed by simple.formula evaluation. 
The adap ta t ion  log ic  fo r  t h i s  t ype  con t ro l l e r  i s  based upon an 
onl ine  i te ra t ion  of  the  par t i t ioned  Ricca t i  equa t ion ,  eqs .  3.9. Since the 
aircraf t  parameters  vary cont inuously and r e l a t i v e l y  l i t t l e  wi th in  the  
ant ic ipated gain update  cycles ,  it can be expected t h a t  t h e  e x a c t  s o l u t i o n  
t o   t h e  corresponding steady s ta te  Riccati  equation w i l l  no t  vary  s igni f icant ly  
between gain updates. Thus, i f  at each gain update t ime the Riccati  equation 
i s  i n i t i a l i z e d  w i t h  t h e  most recent  so lu t ion ,  it i s  hypothesized that it w i l l  
be necessary t o  i terate only a f e w  t imes  to  f ind  the  proper  so lu t ion .  
Three i t e r a t ive  p rocedures ,  as described below, were considered for 
updat ing the solut ion to  eq.  3.9. 
Backwards i t e r a t i o n  of the  t ime vary ing  Ricca t i  so lu t ion  
This procedure, which i s  the  s imples t  t o  implement, i s  equivalent 
t o  s o l v i n g  backwards i n  t i m e  the Ricca i quation corresponding t o  t h e  
f i n i t e   t i m e   l i n e a r   r e g u l a t o r  problem. 1’y29 The P matrix i s  i n i t i a l i z e d  
t o  any osi t ive semi-def ini te  value a t  t h e  zeroth i t e r a t i o n  and updated a t  
t h e  k i t e r a t ion   u s ing :  t R  
P(k+l)=Q+ATP(k)A-ATP(k)B(R+BT P(k)B) -1 B T (k)A (3.11) 
To i l l u s t r a t e  t h e  r o l e  of eq. 3.11 i n  an  adaptive mode, assume t h a t  
st some t i m g  k ,  P ( k )  i s  already  avai lable   corresponding  to   the  es t imates  
A(k) and B(k)   for  Athand B respect ively.   Since A and w i l l  be 
%hanging  between t h e  k and (k+l ls t   samples ,   the   s t imates   A(k+l) ,  
B(k+l )  w i l l  be   d i f fe ren t  from the  corresponding  values at time  k. However, 
i f  these  d i f fe rences  a re  not  too  severe ,  then  it i s  a n t i c i p a t e d  t h a t  t h e  
appropriate  value  of P which  corresponds t o   t h e   t r u e   v a l u e s  of A and B 
a t  time k $an  be  agproximated by eva lua t ing  the  r igh t  hand s ide  of  eq.  3.11 
wi th   P(k) ,   A(k+l ) ,   B(k+l ) .  
0 Quasilinearization  procedure 
A quasil inearization procedure proposed by Hewer2’ fo r  f ind ing  the  
s teady s ta te  solut ion of  (3 .9)  can be summarized as follows: 
P = l i m  Vk 
k- 
where Vk s a t i s f i e s   t h e   l i n e a r   e q u a t i o n  
22 
rn  rn 
and 
Vk = @ V $ + LkL RLk + Q k .  k k 
Lk = (R + B Vk,l B B Vk-lA T T 
$k = A  - B Lk 
This   procedure  requires   the  select ion  of  Lo such  tha t  (A - B Lo) = 
i s  s t a b l e  A means fo r  such  an  in i t i a l i za t lon  has  in  f ac t  been  g lven  by 
Kleinman.'? Again this  procedure can be appl ied to  adaptat ion by evaluat ing 
t h e  r i g h t  hand s ides  of (3 .12)  with the most recent ly  computed va lue  for  'k and the   cur ren t ly   ident i f ied   va lues   o f  A and B. 
QO 
0 F i r s t  Order parameter  expansion 
If between  gain  update  times, the parameter  changes AA and AB 
a re  not  too  la rge ,  then  the  Ricca t i  mat r ix  cor responding  to  A + M and B + A B  
( i . e . ,  P(A + AA, B + AB) can be expressed as a first order expansion about 
P(A,  B ) .  This w i l l  r e s u l t   i n  a system  of  n(n+l)  l inear  equations which 
can then be solved for the n(n+1)/2 elements o? AP = P(A + My B + AB) - 
P ( A , B ) .  
These three procedures were evaluated (assuming perfect identifica- 
t i o n )  by: 
I n i t i a l i z i n g   t h e  P m a t r i x  t o  a value corresponding t o  a given 
fl ight condition and evaluating the convergence to neighboring 
fl ight  conditions.   Typical  per  sample  changes  in A and B 
were considered. 
I n i t i a l i z i n g  t h e  P mat r ix  to  zero  and inves t iga t ing  the  con- 
vergence of the gains as well  as the  Ricca t i  mat r ix  for  
var ious  f l igh t  condi t ions .  T h i s  t e s t  i s  an ind ica t ion  of  the  
ab i l i ty  for  adapt ing  to  la rge  parameter  changes .  Because 
AA and AB are  not  used,  only the f irst  two procedures  were 
e v a l u a t e d   i n   t h i s  manner. 
It w a s  observed during the first evaluation procedure that adapta- 
t ion based upon t h e  t h i r d  method, ( i . e . ,  f i r s t  order expansions) w a s  extremely 
i n a c c u r a t e  r e l a t i v e  t o  t h e  other  two procedures, both of which performed 
equal ly  w e l l  i n  terms of the number o f  i t e r a t ions  needed f o r  computing the  
ga ins  to  -wi th in  three  f igure  accuracy .  For  typ ica l  per  sample parameter 
t rans i t ions ,  on ly  one ,  or at most two , i t e r a t ions  o f  t h e  first two procedures 
were needed t o  i n s u r e  t h r e e  o r  f o u r  f i g u r e  a c c u r a c y  i n  t h e  g a i n s .  However, 
because the f irst  procedure required only a formula evaluation, while the 
second  procedure  required  the  solut ion  of   the  n(n+l)  components  of 
eq. 3.12a, the first o r  backwards i terat ion procedure required less  computer  
time per i teration. Therefore,  the backwards i teration procedure w a s  
2 
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se lec ted  for  appl ica t ion  to  the  adapt ive  sys tem des ign .  
3.1.1.2  Single  Stage  Adaptive  Controller 
Development of an implementable digital  adaptive control system 
requires  that  considerat ion be given to  designing a cont ro l  a lgor i thm tha t  
performs well, and at t h e  same time i s  eas i ly  ad jus t ab le  on l ine  in  r e sponse  
t o  parameter changes. For example, while feedback gains determined from t h e  
so lu t ion  to  the  l i nea r  quadra t i c  op t ima l  con t ro l  problem can be e a s i l y  
designed offl ine,  adaptation of these gains,  as shown i n  t h e  p r e v i o u s  s e c t i o n ,  
requi res  the  onl ine  so lu t ion  of  a nonlinear matrix (Riccati)  equation. 
An a l t e r n a t i v e  t o  such a design may be  feas ib le  i f  Erzberger ' s13  
condi t ions  for  per fec t  model following apply, i . e . :  
( I  - B B + )  (Am - Ap)  = 0 
P P  
(I  - B B + )  Bm 
P P  
(3.13a) 
= o  (3.13b) 
where B + i s  the  pseudo-inverse  of B . If these   cond i t ions   a r e   s a t i s f i ed ,  
then   thepimpl ic i t  model fo l lowing   cont rg l le r  : 
= B +  (A,-A ) X + B +  B u (3.14) 
T P  P T? P m =  
w i l l  result i n  p e r f e c t  model following. 
However, because these condi t ions of  perfect  model following are 
not always attainable in practice and because the gains for perfect model 
following can be too high, single stage performance indices, which penal ' ze  
both the model fol lowing effor t  and t h e   c o n t r o l   e f f o r t ,  were considered. k ,23 
I n  p a r t i c u l a r  a performance index of the form 
- 
J = e ( k + l )  Q e ( k + l )  + u ( k )  R u ( k )  T T - T -P 
where 
- e ( k + l )  = (Am + Bm % ( k ) )  
- '"P T x ( k )  + Bp 
was minimized t o   y i e l d   t h e   r e a l  model following control l a w :  
u ( k )  = [R + B T Q BPI-' B Q[A x ( k )  
T P P m - m  
- A x (k) + Bm ~ ( k ) ]  
P T  
(3.15) 
(3.16) 
(3.17) 
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Although t h i s  c o n t r o l l e r  i s  a t t rac t ive  because  the  cont ro l  ga ins  
can be readily computed onl ine  by formula evaluation, the penalization of 
t he  behavior only one s t e p  i n t o  t h e  f u t u r e  makes it impossible t o  guarantee 
s t a b i l i t y .  Thus a modification as suggested by Chad2  w a s  incorporated. 
T h i s  results i n  a real model following control l a w  which y i e lds  pe r fec t  
model following i f  Erzberger's conditions are s a t i s f i e d  and an error  that  
i s  bounded, otherwise.  This controller (for R=O and Q = I )  has  the form: 
where 
% = B f  ( A m - A ) x  + B f B  u P P =  P m -  
- e =  "P x - x  
I n  a manner similar t o  Chan's development for continuous sytems, 
it w a s  shown i n  r e f .  16 t h a t  i f  K i s  chosen t o  s t a b i l i z e  (A - B K )  , 
t hen  the  above c o n t r o l l e r  w i l l  y i e l d  s t a b i l i t y  a t  l e a s t   i n   t h g  senge of 
boundedness even i f  the  condi t ions  for  per fec t  model following are not satis- 
f i e d .  Combining eqs.  3.18  and  3.19 y i e lds  the  composite con t ro l l e r :  
T 
u = - K X   + K x  
T m x + K U  m -m 
U 
where 
and 
(3.20a) 
Clear ly   onl ine  adjustment   of   the   gains   in  g2 (eq.  3.19b)  can  be 
readily accomplished by simple formula evaluation as updated parameter esti-  
mates a r e  
G = (Ap - 
regula tor  
received. However, online  evaluation  of K SO as t o   s t a b i l i z e  
B K )  may not be as straightforward. 
One procedure  for  s tab i l iz ing  G i s  to  so lve  the  l i nea r  op t ima l  
problem : 
P 
00 
Minimize: J = - 1 1 g T ( k )  Q e ( k )  + g1 T ( k )  R gl(k) 
k=O 
(3.21) 
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Subject  to:  
- e (k+ l )  = A e ( k )  + B u ( k )  P -  P "1 (3.22) 
Then under  the condi t ions that  (A , B ) i s  a con t ro l l ab le  pa i r  R i s  pos i t i ve  
d e f i n i t e ,  Q = DDT, and (A , D) i8 obgervable, it can be shown*0 t h a t  
P 
-1 u = K g  
where 
K = + ( R + B T P B p ) - ' B T P A  P P 
P 
(3.23) '  
(3.24). 
Thus for  onl ine adaptat ion purposes ,  K might be adjusted using one 
of the procedures discussed in Section 3.1.1.1. 
Al te rna te ly ,  it may be possible through a judicious select ion of  
t h e  nominal  values  for A and B t o   f i n d  a gain K t h a t   s t a b i l i z e s  
G = (A - B K) over  the'complete'flight  envelope. 
P P  
One approach for determining such a gain i s  t o  determine a con- 
t r o l l e r  which ca t i s f i e s  t he  gua ran teed  cos t  c r i t e r ion  as s t a t e d  by Chang and 
~eng24 for  cont inuous  sys tems.  In  par t ic  dar ,  i f  f o r  a given set of  con- 
t r o l l a b l e  F and G matrices  (appearing  in  the  continuous  eq.   2.1),  it i s  
poss ib l e  to  F ind  a ma??rix  P > 0 sa t i s fy ing  
- x  1 T  + L u T R u   + x T P [ F  x + G  u ]  < O  (3.25) 
2 " p  Q% 2 - P  7? T P T   P T  - 
where 
u = - R  -' GoT P 
P 
(3.26) 
then  the  c losed  loop  t rans i t ion  mat r ix  
F - G R - l  GoT P 
P P  
w i l l  be   s tab le   for  a l l  F and G i n   t h e  
cost   funct ion J ,  de ine8  in  eq.   3.21. w i l l  
the  guaranteed  cost .   2€ 2 P  
Substi tution of eq.  3.26 into eq.  3.25 yields 
- 1 T  X [Q+P Go R - l  GoT P-2 P G R - l  G P+P F +F T PI Xp 5 0 
2 P  P 0 P P  
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This  condition  holds  if P is  such  that  the  matrix 
P F  P P  +FTP+P[GoR-1G:-2G P R-lG0]P+Q T 
is negative semi-definite for all F and G . Because F and G 
appear  separately  in  this  expression:  a P mgtrix  satisfy& ( 3.25)pcan  be 
determined  from  the  matrix  Riccati  equation 
P F   + o T P - P G  0 R-lGo T p + Q = o  (3.27) 
0 
if 
F =  
0 fl 
0 
0 
0 
0 
f2 
0 
0 
0 
0 
f3 
0 
0 
0 
0 
f4 
(F + F T, 
where:  f > f2 > f3 1 > f4 > maximum  absolute  eigenvalue  of 2 
and  G  is  selected  such  that 
0 
Go F-l Go 5 Go T R - ~  G for all G 
P  P 
(3.28) 
This-latter condition  is  satisfied  if  G  can  be  expressed  as  the  product  of 
a  nominal  matrix  G  and  a  positive  defynite  square  diagonal  matrix 
1.e. , n  GD , 
G = Gn  GD  (3.29) 
P 
Therefore,  for  the  systems  defined  in  eqs.  2.2-2.4,  GD  would  be 
of  the  form 
and  G  can  be  chosen  as 
0 
where  gl*  is  the  'smallest  value  of  g  with  respect  to  all  permissible  vari- 
ations  over  the  flight  envelope.  This  representation  as  defined  in  eq.  3.29 1 
does  not  appear  unreasonable  in  view  of  the  given  values  for  G  over  the 
flight  envelope  of  interest. P 
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Application of t hese  p rocedures  to  the  d i sc re t e  op t imiza t ion  problem 
i s  not as straightforward because it i s  no t  poss ib l e  to  sepa ra t e  the  e f f ec t s  
of   se lec t ing  A from t h e   f f e c t s  of s e l ec t ing  . Thus it i s  recommended 
t h a t  e i t h e r :  0 BO 
. The continuous  feedback  gains  (eq.  3.26)  be  used  directly 
i n  t h e  d i s c r e t e  system. This should be stabil izing i f  t h e  
sampling time i s  not  too  la rge .  
o r  . That the equivalent  discrete  system be found  corresponding 
t o  (F  , G o ) .  Computation  of t he   con t ro l   ga ins  would then 
procee8 by applying eqs. 3.22-3.24. 
It should be noted that  in  applying these procedures ,  the resul t ing 
feedback gain may not  give desirable  t ransient  behavior  for  a l l  f l i g h t  condi- 
t ions.  This  can resul t  from t h e  d e s i r e  t o  t r a d e  o f f  a cons t an t  s t ab i l i z ing  
gain with a t i m e  varying gain optimized by some onl ine  i te ra t ive  procedure .  
3.1.1.3 Comparative  Discussion 
Rela t ive  to  the  adapt ive  opt imal  regula tor  cont ro l le r  and  the  s ing le  
s tage  adapt ive  cont ro l le r  respec t ive ly  d iscussed  in  3 .1 .1 .1  and in  3 .1 .1 .2,  
the following points should be noted: 
. The gain update  logic  for  the s ingle  s tage algori thm i s  more 
e a s i l y  implemented.  This i s  e s p e c i a l l y  t r u e  i f  a s a t i s f a c t o r y  
constant feedback gain can be determined that stabil izes the 
open loop dynamics over a f a i r l y  wide po r t ion  o f  t he  f l i gh t  
envelop. If however t h i s  i s  not possible and an online 
update of the Riccati  equation (3.24) i s  des i r ed ,  t hen  it 
should be noted that for a four th  order  sys tem,  th i s  would 
correspond t o   t h e  need t o  update only 1 0  equat ions rather  
t h a n  t h e  69 equat ions (3.9)  for  the adapt ive opt imal  regulator  
c o n t r o l l e r .  
. The optimal regulator i s  more amenable t o  a redesign for  
imp l i c i t  model fo l lowing ,  s ince  the  s tab i l ized  s ingle  s tage  
controller does require feedforward of the model s t a t e  v e c t o r .  
. The opt imal  regulator  design al lows penal izat ion of t h e  c o n t r o l  
r a t e  and r e s u l t s   i n  a type one c o n t r o l l e r  which should yield 
b e t t e r  performance with respect t o  s t e a d y  s t a t e  model 
following in the presence of uncertain parameters.  
3.1.2  Implicit   Adaptive  Controllers 
Impl ic i t  adapt ive  cont ro l  a lgor i thms are  a t t rac t ive  for  implementa- 
t ion  because  they  do not  require  the expl ic i t  use  of  parameter  estimates. 
Consequently t h e  problem of how t o   s a t i s f a c t o r i l y  implement on l ine  iden t i f i ca -  
t i o n  i s  eliminated. 
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Although seve ra l  imp l i c i t  adap t ive  con t ro l l e r  have been proposed 
f o r  l i n e a r  model reference systems,  no.assurance of  s tabi l i ty  can be ci ted 
unless  the plant  and model s a t i s fy  ce r t a in  s t ruc tu ra l  cond i t ions .  Typ ica l  
examples include the "MIT method", which cannot in  genera l  be  shown t o  be 
s tableY25 the procedure of  Winsor and Roy which r e q u i r e s   t h e   a b i l i t y   t o  
independently adjust each element of the plant matrices,8 and Landau's 
hyperstabi l i ty  approach9 which yields  asymptot ic  s tabi- l i ty  i f  t he  p l an t  and 
model matrices conform according t o  Erzberger 's  condi t ions for  perfect  model 
followingl3. 
However, s ince these condi t ions for  perfect  model following are 
not  va l id  for t h e  problem as presented in  Sect ion 2.0,  it was necessary t o  
determine what, i f  any, modifications were required in order to guarantee 
s t a b i l i t y ,  at l e a s t  i n  t h e  s e n s e  o f  a bounded e r r o r ,  i f  an impl i c i t  adap- 
t ive t ive  cont ro l  a lgor i thm i s  t o  be used. 
To t h i s  e f f e c t ,  s i n c e  Landau's algorithm was general  enough t o  
have been previously appl ied to  an aircraf t  model reference control systemg, 
i t s  use w a s  a t tempted in  a simulation of the problem defined in Section 2.0.  
Results (presented in Section 4.1.2) i nd ica t ed  tha t  even though the condi t ions 
of perfect model following did not apply,  the adaptive control l a w  w a s  
capable of improving the performance i n  the presence of unknown parameters 
and y ie ld ing  bounded e r r o r s .  
Consequently an  ana ly t ica l  s tudy  w a s  performed i n  o r d e r  t o  d e t e r -  
mine i f  t hese  r e su l t s  cou ld  have been predicted. This w a s  done  by defining 
t h e  c o n t r o l l e r  t o  be of t h e  form: 
and applying the Lyapunov function: 
where 2 = x - x 
-72 . 
@ = D e x  Q T 
"p 
J ' = D , q  T R  
(3.33) 
- .., 
P, Q, R a r e  p o s i t i v e  d e f i n i t e  symmetric matrices,  and D ,  A ,  and B are 
mat r ices  to  be  se lec ted  so as t o  i n s u r e  s t a b i l i t y .  
T 
Taking t h e  time de r iva t ive  and s e l e c t i n g  D = G p,  and using  eqs. 2.15 and 
2.16, y i e lds :  P 
Note tha t  w i th  D=G P,  the  second two terms w i l l  be  negative 
d e f i n i t e ,  and t h e  first term g i l l  become: 
To gua ran tee  tha t  t h i s  tem,-is negat ive  def in i te ,  it i s  only necessary to  
show t h a t  t h e r e  e x i s t s  an A such t h a t  
5 
P F   + P G ( K  - A ) < O  
P "P 
(3.36) 
N 
. 
s ince  A does  not  appear i n   t h e   c o n t r o l  l a w .  The existence  of  such an  A 
i s  evident  s ince,  the above requirement for negative definiteness corresponds 
to  f ind ing  the  e ight  e lements  of  K such  tha t  the  de te rminants  of  the  four  
principle minors of X P 
rn - ( P F p + P G  K ) - ( P F   + P G  K >'I 
"P P "P 
are a l l  pos i t i ve .  
Since the l as t  two terms of ' ? involve products of the bounded com- 
ponents of t h e  model state and.contro1 with components 'of t he  e r ro r .vec to r ,  
t h e r e  w i l l  exis t   values   of  2 s u c h  t h a t  t h e  f i r s t  t h r e e  terms of V w i l l  
dominate. 
Consequently,regardless of t h e  i n i t i a l  g a i n  v a l u e s ,  Kx ., Kx, , Ku , t h e  
con t ro l  l a w  defined by eqs. 3.32 and 3.34 w i l l  r e s u l t  i n  s t k b i l i g y  i n  t h e  
sense of  bounded e r r o r .  However , s ince  D = G P, t h i s  c o n t r o l l e r  r e q u i r e s  
knowledge of G which i n  f a c t  may be  unavailgble. 
m -  m 
P 
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This can b.e avoided by defining the augmented state vec tors  
with state equations : 
where 
(1) t m t n  
i"t 
m 
An ana lys i s  similar t o   t h a t  of eq. 3.33-3.35, but now performed on t h e  augmented 
s y s t e m  r e s u l t s  i n  t h e  s t a b i l i z i n g  c o n t r o l l e r  
where D = P G a 
P 
rn 
$ , =  D eag x agL 4-1 - -P 
Since G i s  w e l l  defined, G i s  no longer  needed for computing D.  a 
P  P 
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3.1.3. Implementation  Considerations 
3.1.3.1 Actuator Dynamics 
A s  s t a t e d  i n  S e c t i o n  2.1.2 t h e  computed con t ro l  s igna l  u (k)  i s  
i n   r e a l i t y   a p p l i e d   t o  a mechanical  actuator  represented by the dynaics  .of  
eqs. 2.9 and 2.10. For t h e  system being considered, the time constants of 
the pr imary actuators  were l e s s  t h a n  .08 sec ,  and t h e  t i m e  cons tan ts  of  the  
secondary actuators were l e s s  t h a n  .02 sec. These figures are u s e f u l  i n  
determining the sampling frequency and in  ascer ta in ing  the  impor tance  of  these  
dynamics to  the  des ign .  S ince  l i t t l e  would be gained by computing a new con- 
t r o l  i n p u t  f a s t e r  t h a n  t h e  a c t u a t o r  can respond, the control sample period 
should in  genera l  be  no l e s s  t h a n  1/10 the  sma l l e s t  ac tua to r  time constant.  
Thus, it should be expected that  con t ro l  commands applied more f requent ly  
w i l l  be  sub jec t ed  to  ac tua to r  f i l t e r ing .  
With r ega rd  to  the  an t i c ipa t ed  e f f ec t  o f  t he  ac tua to r s  upon t h e  
behavior of the closed loop system, it should be noted from the  ac tua to r  da t a  
given in  Sect ion 2.1.2 and t h e  model da t a  p re sen ted  in  2.1.5, t h a t  t h e  two 
dominant la teral  actuator  t ime constants  of  1/30 and 1/25 a r e  s i g n i f i c a n t l y  
less  than the t ime constants  of  1/10 and 1/.7 which correspond t o  t h e  e i g e n -  
va lues  o f  t he  l a t e ra l  model. S imi l a r ly  the  time constant of l/l2.5 assoc ia ted  
wi th  the  e leva tor  ac tua tor  i s  considerably less t h a n  t h e  dominant l ong i tud ina l  
time constant of l/l.l, and t h e  t h r u s t  a c t u a t o r  time constant of l/5 i s  l e s s  
than the veloci ty  t ime constant  of  1/1. Consequently, i n  t he  p re sen t  o f  good 
model following, it i s  an t i c ipa t ed  tha t  t he  e f f ec t  o f  t he  ac tua to r s  w i l l  be 
neg l ig ib l e  r e l a t ive  to  the  c losed  loop  dynamics.  This in  fac t  has  been  
observed from simulations which evaluate the influence of the actuator dynam- 
ics  in  the  overa l l  adapt ive  sys tem.  
3.1.3.2 S t a b i l i t y  
Although the  expl ic i t  adapt ive  cont ro l  a lgor i thms d iscussed  in  
Sections 3.1.1.1 and 3.1.1.2 were designed t o  be  s t ab le ,  it should be noted 
t h a t   t h i s  can be guaranteed only i f   t h e  parameter  ident i f ica t ion  i s  accurate.  
If however, at some t ime ,  t he  iden t i f i ca t ion  i s  so poor tha t  the  cor respond-  
ing  con t ro l  ga ins  r e su l t  i n  an unstable closed loop system, then the input 
and output signals w i l l  become ve ry  osc i l l a to ry  and l a r g e  r e l a t i v e  t o  t h e  
measurement noise.  With this behavior the parameter estimates should quickly 
converge towards t h e i r  t r u e  v a l u e s ,  r e s u l t i n g  i n  a s t a b i l i z i n g  e f f e c t  on t h e  
system states.  Consequently although an analytical  proof i s  not  possible ,  
it can  be  expec ted  tha t  whi le  the  expl ic i t  adapt ive  cont ro l le rs  may a t  t imes 
have ra ther  la rge  outputs ,  these  w i l l  be reduced quite rapidly through the 
r e s u l t i n g  improvements i n  i d e n t i f i c a t i o n .  
With r ega rd  to  s t ab i l i t y  o f  t he  imp l i c i t  adap t ive  con t ro l l e r ,  it 
should  be  rea l ized  tha t  th i s  was designed,independent of the parameter esti- 
ma tes , fo r  s t ab i l i t y  in  the  sense  of boundedness of t h e  e r r o r  between p lan t  
and  model. C lea r ly  the  s i z e  of t h i s  e r r o r  w i l l  be a f u n c t i o n  o f  t h e  i n i t i a l  
con t ro l  ga in ,  t he  cons t an t s  i n  the  ga in  ad jus tmen t  l og ic ,  and t h e  amount of 
system excitation. 
3.1.3.3 Nonlinear  Effects 
A s  stated in  Sec t ion  2.1.1.2, it i s  n e c e s s a r y  t o  r e a l i z e  t h a t  
t he  l i nea r  con t ro l l e r  a lgo r i thms  have i n   r e a l i t y  been designed for regulat-  
ing incremental motion about the t r i m  states. Thus, it i s  t o  be expected 
t h a t  performance w i l l  be  bes t  for  small stepwise perturbations about a con- 
s t a n t  trim state. For l a r g e  and possibly time varying pilot.commands, it i s  
necessary  to  compensate for  the resul t ing large incremental  motion about  t r i m  
and a l so  for  the  e f fec ts  of  changing  trim states. 
This i s  p a r t i a l l y  accomplished by the  use  of  an  onl ine  ident i f ie r  
which yields  those parameters  which def ine the incremental  a i rcraf t  motion - 
about t r i m .  Also the use of  expl ic i t  model following, wherein the model 
t r a j e c t o r y  i s  always used i n  the c o n t r o l l e r ,  t e n d s  t o  compensate' f o r  m i s -  
alignments between plant and model  due t o  u n c e r t a i n t i e s .  More s p e c i f i c a l l y ,  
consideration must be given to  the  fo l lowing  s i tua t ions  fo r  which l i n e a r i z e d  
model following design i s  no t  d i r ec t ly  app l i cab le :  
. No p i l o t  command; large external  dis turbance.  - I n  t h i s  s i t ua -  
t i o n   t h e  t r i m  states should not be a l t e r e d  by t h e  washout 
f i l t e rs ,  and control  act ions should be such as t o  r e t u r n  t h e  
a i r c r a f t  t o  t r i m .  Although the  l inear ized  equat ion  w i l l  not 
be  ind ica t ive  of the actual  behavior ,  the est imated para-  
meters should be usable for computing those control actions 
which w i l l  a t  l ea s t  r educe  the  d i s tu rbance  e f f ec t s  t o  the  
point at which l i nea r i zed  ana lys i s  w i l l  again be valid. 
. Large p i l o t  command;  no net change i n  t r i m  (poss ib l e  fo r  
c e r t a i n  l a t e r a l  commands). - The e f f ec t s  o f  a l a r g e  p i l o t  
input ,  which r e s u l t s  i n  a la rge  devia t ion  about  the  t r i m  
s t a t e ,  might be compensated by t h e  i d e n t i f i e r  and the feed- 
forward of the model state.  A l t e rna te ly ,  such a command might 
be handled by l inear iz ing  the  equat ions  (a t  time k )  about the 
prev ious  s ta tes  and cont ro ls  (at  time k-1).  Thus, t he  con t ro l  
ac t ion  would be designed so as t o  make the  per  sample change 
i n   a i r c r a f t  motion follow the per sample change i n   t h e  model 
states. Note t h a t  f o r  a s t e p  p i l o t  command, t h e  p e r  sample 
change i n  u ( k )  would be  zero  for k > 1. m 
. Large p i l o t  command r e s u l t i n g  i n  a t r i m  va r i a t ion .  - I f  the  
p i l o t  command r e s u l t s   i n  a t r i m  va r i a t ion ,  t hen  it i s  necessary 
t o  u s e  washout f i l t e r s  w i t h  shor t  enough time cons tan ts  for  
t r ack ing  these  va r i a t ions .  Thus, with increasing time, t h e  
incremental  var iables  should decrease,  in  turn making t h e  
l i n e a r i z a t i o n  more accurate.  
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. Variab le  p i lo t  command. - If over some extended period, the 
p i l o t  command i s  cont inuously var iable ,  then it may be 
d e s i r a b l e   t o  have t h e  computer p e r i o d i c a l l y   r e - i n i t i a l i z e   t h e  
model states t o  t h o s e  o f  t h e  a i r c r a f t  i n  o r d e r  t o  p r e v e n t  
l a r g e   e r r o r s  which would degrade the control  effect iveness .  
This could be performed with a per iod  equal  to  twice  the  
la rges t  c losed  loop  time constant.  
3.1.3.4 Performance  Index  Weighting  Factor  Selection 
The performance indices  (eqs .  3 .3a and 3.21a)  for  the expl ic i t  
adaptive  controllers  both  contain  weighting  matrices Q and R which 
p e n a l i z e  r e s p e c t i v e l y  u n d e s i r a b l e  s t a t e  t r a j e c t o r i e s  and excessive control 
s igna l s .  These  were  chosen  experimentally  according t o  t h e  f o l l o w i n g  con- 
s ide ra t ions :  
. Good following of t h e  two lateral  s t a t e s  p and B and  of a t  l e a s t  
two of t h e  l o n g i t u d i n a l  s t a t e s  q ,  V , and a. 
. Constraints on t h e  c o n t r o l  s i g n a l s  - 
-27.6 < 6, 0 < 6.5'; 1 q  
. Res t r i c t ion  of t h e  g a i n  v a l u e s  t o  b e  s u c h  t h a t  i n  t a b i , l i t i e s  
do not occur because of actuator nonlinearit ies.  28 
. A cons tan t   pa i r  of weights Q, R which  can  be  used  over 
t he  en t i r e  f l i gh t  enve lope .  
One approach  towards  the  selection of Q and R w a s  t o  weight  only 
t h o s e  s t a t e s  of i n t e r e s t  and then through a ser ies  of  s imulat ions decide on 
the  p rope r  r a t io s .  A s  an  example, t h i s  procedure  resu l ted  in  the  se lec t ion :  
f o r  la teral  motion and 
Q2=[: ', : ] R 2 =  (:I) 100. 0 0  
0 0 0 0 ,  
for longitudinal motion. 
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An alternate  approach  found to be  equally  effective  was to restrict 
Q and R to again  be  diagonal  with  elements: 
-1 
r =. [maximum u 21 ii i 
where is a weight  used to indicate  tolerable  percentage  errors  in  model 
following.  For  lateral  motion,  the  maximum  assumed  values  for  p, , 8 ,  +, 
6r were  respectively 6.98 r/s , .873  r/s , :349r, 00, .873r, .873r (i.e. , 
Pi 
8 -= 6 1, for p1 = .01, p2 = .lo, and p = .01, e r 3 M A X M A X  
200. 0 0 0 
131. 0 1.31 0 
‘3 = ( i : 82:OO. 1 R3 = ( l.31) 
For longitudinal  motion  the  maximum  assumed  values  for q, V ,  a ,  
8, 8e,  6T,  were  respectively 1.75 r/s, 2000 f/s,  .524r, 00, .873r, 100%. 
Then  for, p1 = .01, p2 = .01, and  p = . l o ,  3 
0 0 / 1.31 O \  
In  addition to studying  the  relationship  between Q and R and 
model  following  errors  in  the  four  lateral  and  four  longitudinal  states,  it 
was  also  important to consider  the  behavior  of  the  vertical  acceleration 
This  can  indirectly  be  considered  by  a  judicious  choice  of  the  weights  on q 
and a.  Alternately  nZ  can  be  expressed  as  a  linear  transformation  of  the 
state  vari.ables  themselves,  and  then  included in  the  performance  index. 
Note,  however,  that  since  n  and V are  functions  of a, the  corresponding 
transfornation  will  vary  with  flight  condition  changes. z 
Examination  of  results  obtained  by  penalizing  n  and V 
simultaneously,  revealed  that  the  resulting  improvements  in  nZ  behavior 
were  not  significant  enough to warrant  its  inclusion  into  the  performance 
index. 
z 
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3.2  Estimation  Procedures 
In  designing a procedure for state and parameter estimation, it 
should be noted that algorithms can be classified according to whether or 
not states and  parameters are estimated simultaneously or separa te ly .  Where- 
as t h e  problem of simultaneous estimation i s  nonlinear because of the need t o  
de te rmine  quant i t ies  tha t  mul t ip ly  each  o ther  (parameter  t imes  s ta te ) ,  the  
procedures  for  separately est imat ing s ta tes  and/or  parameters  are  l inear .  
To t h i s  e f f e c t ,  f o l l o w i n g  a formal statement of the estimation 
problem, Sections 3.2.2 and 3.2.3 discuss linear procedures which are used 
when state estimation i s  performed separately from parameter  ident i f icat ion.  
Following this  presentat ion,  Sect ion 3.2.4 discusses  the extended Kalman 
f i l t e r  which can be used for simultaneous estimation of both states and para- 
meters.   Finally,   Sections  3.2.5 and 3.2.6 r e spec t ive ly  compare  and d iscuss  
the implementability of the proposed algorithms. 
3.2.1  Problem  Statement 
The problem considered i s  t h a t  of  determining the values of certain 
parameters appearing in  the  d i sc re t i zed  a i r c ra f t  equa t ions  o f  mot ions  g iven  
exact measurements of the inputs and noisy measurements of the outputs. A s  
given i n  eq. 2.15, t h e  l a t e r a l  o r  longi tudinal  motion of  the aircraf t  can be 
represented by the  vec tor  d i f fe rence  equat ion  
where 9 i s  now used t o  denote a vector whose elements are unknown para- 
meters  appear ing  in  the  d iscre te  p lan t  mat r ices .  For estimation purposes, 
it w i l l  be assumed t h a t   t h e  system measurements can be described by 
(3.43) 
where: q ( k )  i s  a vector of independent  correlated  noise  sequences 
w i t h  s t a t i s t i c s  as defined i n  Appendix B. 
and H i s  a se l ec to r   ma t r ix   i nd ica t ing   j u s t  which s t a t e s  or 
combinations  of s t a t e s  a r e  measured.  For t h e  problem 
considered, a l l  s t a t e s  were assumed measureable, and 
hence H = I, the  iden t i ty  ma t r ix .  
3.2.2 Weighted Least Squares   Ident i f ica t ion  
Since as indica ted  by eq. 3.43 the state measurements are corrupted 
by measurement no i se ,  bo th  s t a t e  and parameter estimates are needed, the 
former for control computation and t h e  l a t t e r  f o r  t h e  g a i n  computation. I f  
the parameters were known, state estimation could be performed using a l i n e a r  
f i l t e r  d e r i v e d  by minimizing a conventional weighted least squares perform- 
ance  index.  Similarly if t h e  states were available,  parameter estimates 
could also be obtained using a l i n e a r  weighted least  squares  es t imator .  
This  l eads  to  a two-step procedure at each  sample t i m e  i; namely: 
Step 1) An estimate for   the  parameter   vector  g(i) 
i s  computed using the measured values .x( i )  
and x(i-1) f o r  x (i) and x (i-1) 
respec t ive ly .  -P : T 
Step 2 )  An es t ima te   fo r   t he  state vector x ( i )  i s  
computed based upon the  mat r ices  q(i(i)), 
B (i(i)). 
P 
~ An a l te rna te   p rocedure   for   s tep  1) i n  which the   es t imates  E (i) 
and x (i-1); ra the r  t han  the  measurements were used., w a s  observed t o   3 e l d  
poor &?formance. This.  result  w a s  no t  su rp r i s ing  s ince  l a rge  e r ro r s  i n  
2 due t o  i n i t i a l i z a t i o n  and t h e  subsequent transient response of the 
a e n t i f i e r ,  can i n  t u r n  c a u s e  l a r g e  e r r o r s  i n  1. The proposed  approach 
however as o u t l i n e d  i n  s t e p  1) and developed below i s  completely independent 
o f  e r ro r s  a r i s ing  from s t a t e  e s t ima t ion .  I n  f a c t ,  a similar procedure w a s  
shown by  Anderson e t .  al, f o r  s t a b l e  open loop  systems, t o  be  consis tent  
fo r  bo th  s t a t e  and parameter estimation?7 
For ident i f icat ion purposes ,  the t ime-varying aircraf t  parameter  
changes were modelled as f ic t i t ious  noise  d is turbances  accord ing  to  the  
difference equat ion:  
q(i) = g(i - 1) + w ( i  - 1) (3.44) 
where w i s  a white Gaussian noise vector with zero mean and covariance 
matrix W. 
where 9 and s a re   the   vec tors   conta in ing   the  unknown and t h e  known 
elements   respect ively  of  the A and B matrices,   and C ( k )  and D ( k )  
contain the appropriate measure8 control’and s t a t e  va lues .  A pseudo- 
measurement vector 2 i s  then  defined as: 
where $(i) i s  as de 
paramete  v ctor q(k) 
ava i l ab le  measurements 
f ined   i n   eq .  3.43. Estimates &(k)  f o r   t h e  unknown 
can now be determined  by  forming C and D from the  
and  minimizing : 28 
where N i s  an  apriori  chosen  weighting  matrix. 
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The r e s u l t i n g  estimates are then def ined by: 
28 
%(k+l) = &(k) + Kq(k+l)  (z(k+l)  - C ( k )  c ( k ) )  (3.48) 
(3.49) 
Note tha t   t he   f i c t i t i ous   no i se   cova r i ance   ma t r ix  W keeps P , the  para- 
meter covariance matrix, from g e t t i n g  so small tha t  t he  pa ramher  upda t ing  
becomes in s ign i f i can t .  
A s  de f ined ,  t h i s  i den t i f i ca t ion  p rocedure  will yie ld  b iased  esti- 
mates because of t h e   s t a t i s t i c a l  dependence between t h e  n o i  e i n  z (i) , 
i = 1, ..., K and t h e  components of C ( i ) ,  i = 1, ..., K. 25 
For s ta te  es t imat ion  as requi red  in  S tep  21, the  index  
is  minimized subjec t  to :  
T 
x (i+l) = A (g(i)) x ( i )  + B ( & ( i l l  
P -P P 
28 giving: 
2 (k+ l /k )  = Ap(g(k) )  i? ( k )  + Bp($(k) ~ ( k )  
T -P 
2 ( k + l )  = 2 (k+ l /k )  + K (k+ l )  [x (k+ l )  - i? (k+ l /k ) ]  
-P T X -P 
K ( k + l )  = P (k+ l /k )  [R + PX(k+l/k)]-l  
P (k+ l /k )  = A T(&(k)) Px(k) Ap(&(k)) 
X X 
X P 
Px(k+l )  = Px(k+l/k) - Kx(k+l) Px(k+l/k) 
3.2.3 Minimum Variance  Ident i f icat ion 
(3.53 1 
Whereas the  weighted  leas t  squares  ident i f ie r  d i scussed  in  the  
previous  sect ion,   neglected  the measurement noise   conta ined   in  C ( i )  and 
D ( i )  as defined in eq. 3.45, it i s  des i r ab le  to  deve lop  an  a l t e rna te  
i den t i f i e r  based  upon a minimum variance index. To i l l u s t r a t e  t h i s  approach, 
it w i l l  b'e assumed t h a t  t h e  measurement noise i s  uncorrelated,  i .e . ,  
= R  i f  i = j  
= O  i f  i f j  
(3.59) 
and that  the parameter  9 i s  deterministic and constant , i .e. , 
g ( k + l )  = Ah) '   (3 .60 )  
A s  i n  t he  p rev ious  sec t ion ,  a l i n e a r  i d e n t i f i e r  w i l l  be developed. 
However, i d e n t i f i c a t i o n  w i l l  now be performed every other sample period so  
as t o   a l l e v i a t e  some o f  t h e  . s t a t i s t i c a l  dependency problems which arise 
because of the multiplicative noise inherent in '  the product C ( i )  q ( i )  of 
eq.  3.45.30 
Thus de f in ing  the  iden t i f i ca t ion  a lgo r i thm to  be :  
G(k+l )  = G(k-1) + K ( k + l )  [z(k+l) - C(k) q ( k - l ) ]  
9 
it i s  necessary  to  determine K so as t o  minimize: 
9 
(3.61) 
which i s  t h e  t r a c e  of the covariance matrix 
This  matr ix  can in  a straightforward manner be formed by subs t i tu t ing  eq .  
3.61  into  eq.  3.62b. 30  The result ing  minimization of J w i t h  r e s p e c t  t o  
elements  of the   ga in   mat r ix  K y i e lds  :3O 
9 
Pq(k+l) = Pq(k) - K (k+l)  C(k)  P ( k )  
9 9 
where 
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I I I  
and C (  ) and D(n ) denote  the  nondeterministic  portions of C 
and D >as defined kin eq.  3.45). 
These equations,  except for V and   the   addi t iona l  term i n  R 
are i d e n t i c a l  t o  eqs. 3.54-3.58 i f  W i s  set t o  equal t o  zero and the eq 
weighting  matrix N i s  replaced by ( V  + R ).  
eq  
I n  p r a c t i c e  V can  be computed u s i n g  e i t h e r  t h e  i n i t i a l  estimate 
or t h e  most recent  estimate for 3. 
Although t h i s   l i n e a r  minimum variance algorithm as given by 
eqs. 3.61-3.66, will s t i l l  y ie ld  b iased  estimates, it i s  p o s s i b l e  t o  a l ter  
eq. 3.61 so t h a t  t h e  estimate f o r  q w i l l  be a t  least asymptot ical ly  
unbiased , i. e.  , 
This w i l l  be  t rue  i f  t he  p red ic t ion  t e rm in  eq . ' 3 .61  i s  modif ied,  resul t ing 
i n :  30 
G(k+l) = ( I  + P (k+ l )c [CT(%)  [Req + V] C(nk)]-') G(k-1) (3.67) 
9 
I n  a similar manner, it can be shown t h a t  t h e  minimum variance esti-  
mator for t h e  states taking into account  the parameter  uncertainty i s  defined 
as follows : 30 
9 ( k + l )  = 2 (k+l /k)  + Kx(k+l)  [ r (k+l)  - %(.k?l/k)] 
T? T? (3.69) 
Kx(k+l) = P X (k+I/k)  [R + Px(k+l/k)]-l (3.70) 
Comparison wi th  the  weighted  leas t  squares  s ta te  es t imat ion  a lgor -  
ithm eqs. 3.54-3.58 shows that the predicted.  covariance (eqs.  3.57  and 3.71) . .  
is  increased by the  addi t ional  term: 
where P i s  as defined  in  eq.  3.64. 
9 
3.2.4  Extended Kalman F i l t e r  
To s. imultaneously  estimate  both  the  states x , and t h e  unknown 
parameters  appearing i n   t h e   s t a t e   t r a n s i t i o n  matrz A and the   ga in  
matrix B , it i s  necessary   to  form an augmented' state vegtor. This  i s  done 
by appendhg to  the aircraf t  equat ions (2.15)  the parameter  equat ion 3.44.  
Then t h e  augmented system. becomes : 
- x a ( k + l j  = Aa(za(k) ,   k )  a + B(La(k),, k) u ( k )  
x(k) = H a ( k )  za(k) + n(k) 
where 
x = augmented s t a t e  vec to r ,  g iven  by a - 
and Ha = t h e  augmented system output matrix given by 
H =  a E N3 I 
I 3 
(3.73) 
I i s  an  identity  matrix  of  dimension  (p x p ) ,  and N1, N2 and N3 are 
ngl l   mat r ices  w i t h  dimensions  of  (n x p ) ,  ( p  x n )  and (n  x p )  
respec t ive ly .  
To estimate t h e  augmented vector za using a Kalman f i l t e r ,  it is  
necessary t o  l i n e a r i z e  eq.  3.72  about some nominal t r a j e c t o r y  (x-', 1"). 
Denoting 
a 0 
% - T  "x as A x  3 (3.75) 
a - no as A 9  (3.76) 
and x(i) - H x as A x3 (3.77) 0 
-P 
t he  l i nea r i zed  ve r s ions  of eqs. 3.72 and 3.73 become: 
a 
A x (i+l) = A (ao) A x (i)+ - (Ap(n) x +B (a) u 1 .  A q (3.78) 
T P -P a q  T P T o  
A y ( i >  = H A x ( i )  + n ( i )   ( 3 . 8 0 )  
These  quations  which are l i n e a r   i n  A x and i n  A q a r e  now 
amenable t o   l i n e a r  weighted least squares esiimaiign of t h e  augmented s t a t e  
( A  x A 9). I f   t h e  nominal t r a j e c t o r y  (x , 1 ) i s  always  updated t o  
corrgspond with the most recent  es t imate ,  i?e. , 
t h e n  t h e  r e s u l t i n g  f i l t e r  e q u a t i o n s  become: 1 - 8 ~ 3 1 ~ 3 2  
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where 
f (i/i-l)=A  (g(i-l/i-l)) f (i-l/i-l)+B  (g(i-l/i-l))u  (i-1) 
7 2  P 3 P -P 
K(i) = P(i/i-l)  Ha(i)T  [Ha(i)  P(i/i-l)  HT(i) + R 1 - l  
P(i/i-1) = J ( i )  P(i-l/i-l) J (i) T 
P(i/i) = P(i/i-l)' - K(i)  Ha(i-1)  P(i/i-1) 
and 
With  regard to  the  convergence  of  this 
that  if  the  initial  errors  between  the  estimated 
algorithm,  it  can  be shown 
and  th  true  values  are -- 
sufficiently  large,  the  estimates  as  defined  by  eqs. 3.85-3.90 will  diverge. 
This  behavior  follows  from  neglecting  the  nonlinearities  which  can  propagate 
through  the  computations  as  systematic  noise.  Such  behavior  was  in  fact 
observed  in  several  computer  simulations. 
3 
3.2.5 Comparative  Discussion 
Taking  into  account  convergence  properties,  requirements  for 
implementation,  and  observed  performance  in  simulation  experiments,  it  is 
recommended  that  the  weighted  least  squares  algorithm  as  discussed  in 
Section 3.2.2 be  utilized. 
Although  as  shown  in  Section 3.2.3,  the  minimum  variance  procedures 
do  take  into  account  the  system  noise  and  at  the  same  time  can  be  imple- 
mented  almost  as  easily  as  the  weighted  least  squares  procedures,  it  was 
noted  during  simulation,  that  the  minimum  variance  state  estimates  were  not 
accurate  enough  for  effective  control  computation.  This  is  the  result  of 
including  in  the  computation of P (eq. 3 .70 )  the  parameter  uncertainty 
P . Thus'  a  large  initial  value  ofX P (which  is  needed  for  rapid  conver- 
g&ce of  the  parameter  estimates) can'immediately cause  the  state  estimates 
to  track  the  measurement  noise.  However,  it  should  be  noted  that  the  para- 
meter  estimates  obtained  from  the  minimum  variance  procedures  were  signifi- 
cantly  better  than  those  resulting  from  either  the  extended  Kalman  filter 
or the  weighted  least  squares  procedures. 
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The extended Kalman f i l t e r  i s  not recommended for implementation 
primarily because of i t s  d ivergent  proper t ies  in  the  presence  of  la rge  para-  
meter errors3’ and secondarily because of i t s  relat ive complexi ty .  Since it 
is  p o s s i b l e  f o r  t h e  a i r c r a f t  t o  change f l i gh t  cond i t ions  wi thou t  su f f i c i en t  
e x c i t a t i o n  f o r  i d e n t i f i c a t i o n ,  it i s  indeed probable  that  in  the presence of  
a p i l o t  command, the parameter  errors  will be  la rge  enough such that  diverg-  
ence w i l l  occur. Such l a r g e  e r r o r s  have in  fact  been observed in  s imulat ion 
experiments . 
3.2.6  Implementation  Considerations 
3 . 2 . 6 . 1   I d e n t i f i a b i l i t y  
In  order  for  the parameter  es t imates  to  be meaningful ,  it i s  neces- 
s a r y  t h a t  t h e  o v e r a l l  s t r u c t u r e  and exci ta t ion be such that  the system i s  
i d e n t i f i a b l e .  For t h e  problem  defined  by  eqs.  3.46  and  3.43, it has  been 
shown tha t32  
. If the  only  parameters  to  be  ident i f ied  are elements 
of A then  no r e s t r i c t i o n s  are needed. 
P Y  
. If elements  of B are t o  be   i den t i f i ed   t hen   t he   con t ro l  
inputs  u must’be independent. 
P i  
In  addi t ion  to  these  necessary  condi t ions ,  it i s  a l s o  d e s i r a b l e  t o  
cons ider  cont ro l  inputs  for  op t imiz ing  the  per formance  of  the  ident i f ie r .  In  
p a r t i c u l a r ,  i f  t h e s e  i n p u t s  a r e  t o  be found so as t o  maximize the weighted 
t r a c e  of the Fisher information matrix,  then it can be shown tha t  t he  op t ima l  
energy constrained input can be defined b the eigenvalues  and eigenfunctions 
of a two point boundary value problem. 33,94 However , because of t h e  com- 
plex nature of t h i s  problem and t h e  need t o  r e s t r i c t  e x t e r n a l  i n p u t s  so as 
to  be  impercept ib le  to  the  p i lo t ,  such  an  approach  w a s  not pursued. 
Thus, as sources  fo r  su f f i c i en t  exc i t a t ion  of t h e  i d e n t i f i e r ,  o n l y  
the following were considered: 
. On-off t ype  d i the r  i npu t s  (d i scussed  in  3 .26 ) .  
. P i l o t  commands. 
. Large  and osc i l l a to ry  mot ions  r e su l t i ng  from cont ro l  
gains computed from poor parameter estimates. 
3.2.6.2 Influence of Inputs Other Than P i l o t  Commands 
Implementat ion of  an onl ine ident i f ier  requires  that  considerat ion 
be given not only t o  behavior  in  the presence of p i l o t  commands, b u t  a l s o  t o  
the  behavior  resu l t ing  from d i t h e r ,  g u s t s ,  and sensor noise. 
To assess t h e  e f f e c t s  of di ther ,  square wave s igna ls  wi th  random 
swi t ch ing  t imes  were  s tud ied  fo r  t he i r  u t i l i t y  i n  improving t h e  i d e n t i f i c a -  
t ion  espec ia l ly  dur ing  per iods  of s teady f l ight  motion.  However, w i th  the  
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res t r ic t ion  tha t  the  swi tch ing  f requency  and t h e  d i t h e r  magnitude be such 
t h a t  t h e  r e s u l t i n g  e f f e c t s  be imperceptible t o   t h e   p i l o t ,   t h e   r e s u l t i n g  
d i the r  s igna l s  were found t o  be non-influential  in the noise environment 
de f ined  in  Appendix B. Desp i t e  t h i s ,  .it was noted that  the feedback of  the 
f i l t e r e d  measurement n o i s e  i t s e l f  d i d  o f f e r  some improvements i n  parameter 
t racking .  
Although no s i g n i f i c a n t  d i t h e r  , could  be  applied t o  t h e  air- 
c ra f t  du r ing  a s t eady  t r ans i t i on  between f l igh t  condi t ions ,  it w a s  conjec- 
t u red ,  and shown by s imula t ion ,  tha t  i f  t h e  a i r c r a f t  changes f l i g h t  con- 
di t ions without  proper  t racking by t h e  i d e n t i f i e r ,  t h e n  i n  r e , s p o n s e  t o  a 
p i l o t  command,'the a i r c r a f t  may undergo l a r g e  o s c i l l a t o r y  motion due t o  
improper control  gains .  This  would then have t h e  e f f e c t  of e x c i t i n g  t h e  
i d e n t i f i e r  enough t o  r e s u l t  i n  r a p i d  e s t i m a t i o n  of the proper parameter 
values.  Such behavior w a s  indeed observed even when the i n i t i a l  parameters 
were such as t o  produce control gains which d e s t a b i l i z e d  t h e  system. Oscil- 
l a t i o n s  were in these cases observed to be eliminated within seven seconds.  
The effects of gust  disturbances can be assessed by reconsidering 
the longitudinal equations modified as i n  eq. 2.14 t o  account for gusts:  
= A  x + A ( 3 ) A a + B  u 
T P T  P P T  
Thus i f  a wind sensor i s  used s o  t h a t  A a i s  ava i l ab le ,  t hen  the  gus t  can 
be regarded as an  add i t iona l  exc i t a t ion  a id ing  the  iden t i f i ca t ion .  However, 
it i s  a n t i c i p a t e d  t h a t  t h e  e f f e c t s  of such gusts w i l l  be dampened out since 
t h e  c o n t r o l l e r  i s  designed so as t o  reduce  the  e r ror  between plant and 
model (which i s  i t s e l f  n o t  e x c i t e d  by t h e  g u s t ) .  
If the gust  dis turbance A a i s  not  measured  then it should  be 
modelled as a process noise term added to  the  a i r c ra f t  equa t ion .  28 
Concerning sensor noise, it w a s  observed t h a t  t he  spec i f i ca t ions  
c i t e d   i n  Appendix B were such tha t  the response contained some o s c i l l a t i o n s  
due t o   t h e   f i l t e r ' s   i n a b i l i t y   t o  completely smooth out  the included effects  
of the bending modes. A reduct ion  of  the  noise  leve ls  to  one t e n t h  of t h e  
Appendix B values did however r e s u l t  i n  s i g n i f i c a n t  improvements.  Although 
the estimation algorithms considered did not take in to  account  the  cor- 
re la ted  na ture  of the sensor  noise ,  it w a s  observed that  the s imulat ion of 
uncorrelated measurement noise  sequences did not  resul t  in  any noticeable 
improvement. 
3 .2 .6 .3   In i t i a l i za t ion  
In  des igning  es t imat ion  log ic  for  an  adapt ive  cont ro l le r ,  it i s  
necessa ry  to  de t e rmine  in i t i a l  va lues  fo r  t he  s t a t e  and parameter estimates, 
the  corresponding  covariance  matrices,  and  the  parameters W and R as 
de f ined  in  eq. 3.44 and  eq.  3.52  respectively. To t h i s  e f f e c t  t h e  f o l l o w i n g  
guidelines have been determined through simulation efforts: 
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. In i t ia l ize  parameters  equal  to  the i r  average  values 
as computed over  the f l ight  envelope.  
. I n i t i a l i z e  t h e  s t a t e s  e q u a l  t o  t h e  .measured values. 
. Se lec t  t he  i n i t i a l  variance of each parameter estimate 
t o  be i n  p r o p o r t i o n  t o  t h e  square of t h  ee times i t s  
la rges t  poss ib le  va lue .  A f a c t o r  of 1 0  E times these  
values was observed t o  y i e l d  s a t i s f a c t o r y  convergence. 
. Se lec t  t he  i n i t i a l  variance of each state t o  be zero 
i f  t h e  i n i t i a l  s t a t e  v a l u e s  are well  defined. 
. Selec t  R anywhere  between  one  and f i v e  times t h e  
actual noise covariance matrix.  
. Select  he  elements  of W e q u a l   t o   t h r e e  times t h e  
expected square of the per sample change i n  each of 
the  ident i f ied  parameters .  
In  addi t ion ,  so tha t  t he  iden t i f i ca t ion  does  no t  become too  complex 
and time consuming, it i s  d e s i r a b l e  t o  s e l e c t  which parameters need t o  be 
i d e n t i f i e d  and which can be allowed t o  remain a t  the average value.  A sensi-  
t i v i t y  procedure which u s e s  t h e  s t a t e  s e n s i t i v i t y  v e c t o r s  a x /a  q t o  
p r e d i c t   t h e  change A x i n  x r e s u l t i n g  from a cor respon2ng pa.rameter 
change A 9 showed t h z  only z g h t   t o  twelve parameters n ed be i d e n t i f i e d  
f o r  e i t h e r  t h e  l o n g i t u d i n a l  o r  t he  l a t e ra l  con t ro l  sys t em.  % 
4. EXPERIMENTAL  RESULTS AND DISCUSSION 
hra lua t ion  of t h e  proposed d ig i t a l  adap t ive  f l i gh t  con t ro l  sys t ems  
was based upon a s e r i e s  of simulation experiments performed on Rensselaer 's  
IBM 360/67  computer  and on NASA Langley's CDC 6600 computer.  These  experi- 
ments  cons idered  the  appl ica t ion  of  the  cont ro l le rs  to  both  the  l inear ized  
equations of motion (as presented i n  Section 4 . 1 )  and the nonl inear  s ix-  
degree-of-freedom simulation35 (as presented  in  Sec t ion  4.2) .  
4 . 1  Linear System Evaluation 
Because of  the  need t o  examine the required preciseness  of  ident i -  
f i c a t i o n  and the degree of adaption needed, a t y p i c a l  f l i g h t  t r a j e c t o r y  i n  
the alt i tude-mach number plane w a s  postulated.  This  i s  de f ined  in  Appendix C 
which c i t e s  t h e  o r d e r  and timing for a t y p i c a l  f i g h t e r  a i r c r a f t  t o  encounter 
t he  s ix  g iven  f l i gh t  cond i t ions  of  Appendix A. This  t ra jectory corresponds 
t o  an i n i t i a l  a c c e l e r a t i o n  from Mach . 3  t o  Mach .9 at a very low a l t i t u d e ,  a 
combined climb t o  3600 m and a c c e l e r a t i o n   t o  Mach 1.1, a climb t o  15,000 m y  
a d e c e l e r a t i o n  t o  Mach . 9 ,  and f i n a l l y  a combined d i v e  t o  6000 m and a 
d e c e l e r a t i o n  t o  Mach .7.  For simulation purposes, it w a s  assumed t h a t  t h e  
pa rame te r s   o f   t he   a i r c ra f t ' s   d i sc re t e  A and B mat r ices   var ied   l inear ly  
with  ime  b tween  these  f l ight  conditio&. P 
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A s  s ta ted in  Sect ion 3.2.6.3,  it i s  imprac t ica l ,  for  expl ic i t  adapta-  
t i o n ,   t o   c o n s i d e r   t h e   i d e n t i f i c a t i o n   o f  a l l  parameters  of  the A and B 
matrices.  A s e n s i t i v i t y  s t u d y  as discussed in  reference 6 was tge re fo re  'per- 
formed t o  determine those parameters which least effected system performance 
and  which  might therefore  be considered constant .  This  effect  upon system 
performance considered not only the sensit ivity vector but also the possible 
change i n  each parameter. Thus even i f  a par t icular  parameter  i s  highly 
i n f l u e n t i a l ,  it could be excluded from i d e n t i f i c a t i o n  i f  i t s  expected varia- 
ti'on i s  negl ig ib le .  
Resul t s  of  th i s  s tudy  sugges ted  tha t  for  lateral  motion, the follow- 
ing eleven parameters be set t o   t h e i r  average values and thus not be iden t i -  
f i e d :  
Additional parameters might be inc luded  in  th i s  l i s t  according t o  t h e  p a r t i c -  
ular p i l o t  command being applied.  
P r i o r  t o  t e s t i n g  t h e  e x p l i c i t  a d a p t i v e  c o n t r o l l e r s  w i t h  t h e  i d e n t i -  
f i c a t i o n  l o g i c  an evaluat ion of  the gain update  logic  i tself  w a s  made under 
the assumption of p r f e c t  i d e n t i f i c a t i o n  of  var ious inf luent ia l  sets  of  t ime 
varying parameters.' This study, based upon t h e  t r a j e c t o r y  d e f i n e d  i n  
Appendix C, r e s u l t e d  i n  the suggestion that gain adaptation be performed once 
every second and tha t  t he  con t ro l  s igna l  i t s e l f  be  upda ted  eve ry  0 .1  t o  0.2 
seconds .6 These r e s u l t s  were based upon reponse observation and therefore  could 
be  a l t e r ed  by p i lo t  op in ion .  
4 . 1 . 1  Adaptive Optimal Linear Regulator Results 
R e s u l t s  p e r t a i n i n g  t o  t h e  performance of the  adapt ive  opt imal  l inear  
r egu la to r  con t ro l l e r  app l i ed  to  the  l i nea r i zed  l a t e ra l  equa t ion  of motion may 
be  found in  re ferences  6 and 17.  Therefore ,  the fol lowing descr ipt ion i s  
concerned only with the behavior of t he  adap t ive ly  con t ro l l ed  l i nea r i zed  
longitudinal equations of motion. 
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Objective: 
TO s tudy,  using l inear ized longi tudinal  {equat ions,  the behavior  of 
the  adapt ive  opt imal  l inear  regula tor  d i scussed  in  Sec t ion  3.1:l.l. 
Procedure : 
Using  noisy  s ta te  measurements, parameter estimates were ,obtained 
a t  each control sample period and then used a t  each gain update sample i n  
one i t e r a t i o n  of the  Ricca t i  equa t ion  (2 .9) .  The ga ins  were then computed 
and used for control computation. Performance with and without state 
estimation w a s  considered. 
Constant  Factors : 
Pi lo t  i npu t :  2 .1 radian elevator ,  0 .2  Hz square wave 
Control  sample  period: 0 . 1  sec.  
Gain adaptat ion per iod:  1 sec. 
Ident i f ie r :   weighted   leas t   squares   (Sec t ion   3 .22)  
I n i t i a l l y  set e q u a l  t o  t h e i r  t r u e  v a l u e s .  
Remaining parameters:  Set at their  average values  as computed 
over  the  6 FCS. 
Measurement noise:  as s t a t e d  i n  Appendix B 
Control  index  weights: Q3 and R as defined  in  Section  3.1.3.4 
3 
Results and Discussion: 
Because of t h e  r e l a t i v e l y  low var iance  inherent  in  the  longi tudina l  
sensors,  the use of a s t a t e  e s t i m a t o r  w a s  observed from t h e  i n i t i a l  simula- 
t i o n s   t o  be unnecessary and w a s  therefore omitted in subsequent experiments.  
Figures 4.1-4.7 depic t  the  state responses ,  ver t ica l  acce le ra t ion ,  
and controls while Figures 4.8-4.10 g ive  the  iden t i f i ed  va lues  fo r  t h ree  of 
the eight parameters being tracked. Corresponding feedback gains are shown 
in  F igure  4 .11 .  
These f i g u r e s  and observations made beyond t h e  i l l u s t r a t e d  r e c o r d s ,  
i nd ica t ed  the  capab i l i t y  fo r  t r ack ing  the  ga in  va r i a t ions ,  t hus  r e su l t i ng  in  
acceptable V ,  a, 8 ,  responses. It w a s  fur ther   observed  that  of t h e  
e ight  parameters  be ing  ident i f ied ,  s ix  were noted to  t rack  reasonably  
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w e l l ,  whereas A and A were observed t o  have e r ra t ic   responses .  How- 
e v e r ,  t h e  model ?&lowing be ing  acceptab le  ind ica tes  tha t  these  two parameters 
were  no t  i n f luen t i a l  t o  e l eva to r  exc i t a t ion .  
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4.1.2  Single  Stage  Adaptive  Controller  Results 
Several  simulation experiments were performed using the single 
s tage  adapt ive  cont ro l  log ic  wi th  the  la te ra l  equat ions  of  mot ion  in  order  to :  
. Compare t h e  performance with that of the adapt ive opt imal  
r egu la to r   l og ic  . 
. Eva lua te  the  f eas ib i l i t y  of  not  adapting  the  feedback  gain 
KX 
(eq.  3.24). 
P 
. Assess the d i f fe ren t  ident i f ica t ion  a lgor i thms presented  in  
Section 3.2. 
. Assess performance in  the presence of  highly erroneous 
parameter estimates. 
Some of  the more sal ient  of  these procedures  fol low: 
Experiment I 
Ob j e c t   i v e  : 
To compare using la teral  motion,  the behavior  of  the s tabi l ized 
s ingle  s tage adapt ive control  system with the adapt ive l inear  opt imal  regu-  
l a t o r ,  when t h e  number of ident i f ied parameters  for  each control ler  i s  8 
( r a the r   t han   12  ) . 
Procedure: 
Both parameter and s t a t e  e s t i m a t e s  were obtained a t  each control  
sample period using the weighted least squares procedure discussed in 
Sect ion 3.2.2.  Feedback gains  for  the s ingle  s tage control ler  were adapted 
using the Riccat i  update  procedure descr ibed in  Sect ion 3.1.1.1.2.  
Design Factors: 
P i lo t   i npu t :  f. 5 Aileron,  0.2 Hz square wave 0 
Control  sample  period: 0 . 1  sec.  
Gain update  period: 1 . 0  sec.  
Parameters  ident i f ied:  A12’ A31’ A34 ’ 
B1l’ B12y  B22y B31 
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!i Results and  Discussion: 
Fig.  4.12 depicts the r o l l  ra te  responses  for  the s ingle  s tage and 
the optimal regulator adaptive control logic.  Corresponding roll ra te  feed-  
back gains are shown i n  F i g .  4.13. 
Observation of these curves (and other associated data) indicates 
that  while both,  adaptive control algorithms are equally capable of generat- 
ing  the  des i red  behavior ,  the  s ing le  s tage  ga ins  were s l i g h t l y  l a r g e r  t h a n  
those  of the  opt imal  regula tor .  
Experiment II 
Ob j e c t   i v e  : 
To i n v e s t i g a t e  t h e  f e a s i b i l i t y  of not adopting the feedback gain 
i n  t h e  s i n g l e  s t a g e  c o n t r o l l e r .  
Procedure : 
A s  i n  experiment I ,  weighted least  squares procedures were used f o r  
both state and parameter estimation. Using t h e  t r a j e c t o r y  d e f i n e d  i n  
Appendix C y  and t h e  lateral  equations of motion, three cases were considered, 
namely : 
1) Adapting t h e  feedback  gain K according to   t he   p rocedures  
discussed in Section 3.1.1.2.  
2)  Fixing  the  feedback  gain K so t h a t  it i s  s t a b i l i z i n g   f o r  
a l l  f l igh t  condi t ions .  This  w a s  done using  eqs.  3.23,  3.24 
f o r   t h e  A of f l ight   condi t ion 3 and t h e  B f o r   f l i g h t  
condition 2, and the weights from Segtion 3.1.3.4. &1, R1 
3)  Fixing K i n  accordance  with  the  procedures  described by 
eqs . 3.25-3.31. 
Results and Discussion: 
Figure 4.14 which dep ic t s  t he  roll ra te  response  for  cases  1) and 
2 )  shows t h a t  it i s  p o s s i b l e  t o  s e l e c t  a feedback  ga in  tha t  e l imina tes  the  
need for adaptation. Further tests which cons idered  the  e f fec ts  of an 
u n s t a b l e  i n i t i a l i z a t i o n  i n  f a c t  r e v e a l e d  b e t t e r  i n i t i a l  performance when 
the f ixed feedback gain w a s  used. Additional tests using no feedback gain 
a t  a l l  (which i s  s t ab i l i z ing  s ince  the  g iven  loop  ia teral  dynamics a r e  
inherent ly  s table)  were,  as expected, unsatisractory.  
With regard  to  the  de te rmina t ion  of  a fixed feedback gain using the 
guaranteed cost  procedures defined in eqs.  3.25-3.31, it w a s  found t h a t  i n  
order  to  sa t i s fy  these  condi t ions , the  feedback  ga ins  would be excessively 
large (on the order  of  103) .  
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FIG. 4.12 ROLL RATE RESPONSE FOR OPTIMAL REGULATOR AND 
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Experiment I11 
Objective: 
To assess t h e  performance of different state and parameter estimation 
algorithms when parameter estimates. are i n i t i a l l y  50% of the corresponding t rue values .  
Procedure : 
Using the noise  sequences def ined in  Appendix B, estimation was per- 
formed with the,weighted least squares, minimum variance and extended Kalman 
f i l t e r  procedures. Control w a s  ach ieved  us ing  the  s tab i l ized  s ingle  s tage  
algorithm with a l l  gains being adjusted. The a i r c r a f t  w a s  simulated t o  be 
f ixed  at f l i gh t  cond i t ion  2. Those parameters being identified were i n i t i a l -  
i zed  at 50% o f  the i r  t rue  va lues .  
Constant  Factors : 
Gain adaptation  period: 0.2 sec. 
Control  sample  period: 0.2 sec.  
Parameters   ident i f ied:  1st and  3rd rows of A B 
Pi lo t   input :  2 5 a i l e r o n ,  0.2 hz square wave 
P’ P 
0 
Results and Disucssion: 
Roll rate responses achieved using the weighted least squares 
algorithm and the extended Kalman f i l t e r  are shown in  F igu res  4.15 and 4.16 
respec t ive ly .  These r e s u l t s  i n d i c a t e  that  although  both  algorithms were 
capable of recovering from the  e r roneous  in i t ia l  condi t ions ,  the  weighted  
least  squares procedure w a s  much more responsive. T h i s ,  i n  f a c t ,  w a s  
ref lected not  only in  the depicted responses  but  a lso i n  the adapted values 
f o r  the  gains.  
With r e g a r d   t o   t h e   e f f e c t s  of using the minimum variance algor- 
ithm, it w a s  observed that  t h e  roll ra te  response  w a s  i n i t i a l l y  v e r y  
o s c i l l a t o r y ,  and that  the parameter  es t imates  and corresponding adapted gain 
values were c l o s e r   t o   t h e i r   t r u e   v a l u e s   t h a n   t h o s e  computed us ing  the  
extended Kalman f i l t e r  and the weighted least squares procedure. The i n i t i a l  
o s c i l l a t i o n  i n  roll rate can be explained by noting from eq. 3.71 t h a t   t h e  
i n i t i a l  u n c e r t a i n t y  i n  t h e  s t a t e  e s t i m a t e s ,  P is  d i r e c t l y  related t o  t h e  
parameter uncertainty P . Thus a n  i n i t i a l  h i &  u n c e r t a i n t y  i n  t h e  p a r a -  
meter can r e s u l t   i n  stat8 estimates t h a t  t e n d  t o  t r a c k  t h e  measurement 
noise.  Because the  con t ro l  s igna l  i t se l f  includes products of the adapted 
ga ins  wi th  the  s ta te  es t imates ,  the  poor  in i t ia l  state estimates t e n d  t o  
degrade the overall  response.  
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FIG. 4.16 STABILIZED SINGLE STAGE ADAPTIVE CONTROLLER 
EXTENDED KALMAN ESTIMATION, INITIAL PARAMETERS 
50% OFF, (SECTION 4.1.2, EXP. III 
Experiment I V  
Ob j e c t   i v e  : 
To s tudy  the  capabi l i ty  for  recover ing  from a set of erroneous para- 
meter estimates which y i e l d  a set of  des tab i l iz ing  ga ins .  
Procedure : 
Weighted least squares procedures were used for both state and 
parameter estimation i n  the presence of measurement noise sequences as 
def ined  in  Appendix B. A l l  p a r m e t e r  estimates were i n i t i a l i z e d  at the aver- 
age values as computed over  the s i .x  given f l ight  condi t ions,  when i n   r e a l i t y  
t h e  a i r c r a f t  was i n i t i a l i z e d  at f l igh t  condi t ion  2. The cor responding  in i t ia l  
gains were such that  the closed loop system w a s  i n i t i a l l y  u n s t a b l e .  
Constant Factors: 
Gain adaption perio3 =: 0.2 sec. 
Constant sampl-e period = 0.2 sec. 
Parameters  identified: 1st and 3 rd  rows of A and B . 
Pi lo t  i npu t  : f 5' a i l e r c n ,  0-1 hz square wave 
P P 
Results and Discuss-: 
Figures 4.17, 4.18, 4.19 r e spec t ive ly  dep ic t  t he  roll r s te  response ,  
the  es t imates  for  B (l,l), and t h e  roll rate and s ides l ip  f eedback  gahs  
f o r  t h e  s i t u a t i o n  in'which t h e  a i r c r a f t  remains at f l igh t  cond%tion  2. Similar 
responses (except ?or the  ga ins)  a re  g iven  in  F igures  4.20, 4.21 for  the case 
i n  which the  a i rc raf t  cont inues  a long  the  t ra jeczcry  def ined  i r .  Appendix C .  
The r e s u l t s  show t h a t  even with the use of i n i t i a l l y  u n s t a b l e  g a i n s ,  
t h e  system i s  a b l e  t o  a d a p t  t o  a s table  operat ion.  This  i s  due t o  t h e  
exce l l en t  r e sponse  o f  t he  iden t i f i e r  t o  a very large and rapidly varying 
s igna l .  This ,  as shown in  F igu re  4.19, l e a d s  t o  a set of  control  gains  which 
are quickly adapted towards their  optimal values.  
4.1.3 Implicit   Adaptive  Controller  Results 
The f e a s i b i l i t y  o f  u s i n g  an impl i c i t  adap t ive  f l i gh t  con t ro l l e r  w a s  
examined by apply ing  the  cont ro l le r  of  eq .  3 .32  to  the  l inear ized  lateral  
equations of motion. To t h i s  e f f e c t  F i g u r e s  4.22  and  4.23 show t h e  p o t e n t i a l  
of t h i s  method for improving t h e  model fol lowing for  the fol lowing condi t ions:  
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FIG.4.17 STABILIZED SINGLE STAGE CONTROLLER,FLIGHT CONDITION 2 
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I 
Fl ight  condi t ion  1 
I n i t i a l   g a i n s :  K = 1.5 [Kx - B (Arn- A p ) l  + 
X 
P m P 
K = B  + 
U m P Bm 
K chosen t o   s t a b i l i z e  (Amy 
X m BP 
.618 ,0718 -.147 
.456 -2.40 8.24 -. 0749 
D = (  
Sampling time = .O5 sec .  
O f  i n t e r e s t  i s  t h e  c a p a b i l i t y  t o  e l i m i n a t e  t h e  l a r g e  s t e a d y  state e r r o r  i n  
roll r a t e  which r e s u l t s  from the  poor  in i t i a l  ga in  se l ec t ion .  (F ig .  4 .22 )  
This  reduct ion  in  s teady  state e r r o r  i s  a r e s u l t  of the  s ign i f icant  adapta-  
t ion   o f   the   feedforward   ga in   mat r ix  K (see  Fig.   4.23).   Adjustments  of  the 
feedback  gain K were  noted  however to   on ly   be   abou t  10%. 
U m 
X 
P 
Pre l iminary  tes t ing  us ing  the  augmented cont ro l le r  (eq .  3 .40)  
r e s u l t e d  i n  a s tab le  but  no t  sa t i s fac tory  response .  It i s  a n t i c i p a t e d  t h a t  
t h i s  can in  the  fu ture  be  remedied  by  fur ther  tun ing  of  the  appropr ia te  
weighting matrices. 
4.2  Nonlinear  System  Evaluation 
I n  o rde r  t o  a s ses s  the  app l i cab i l i t y  o f  t he  l i nea r i zed  or perturba-  
t i o n  a d a p t i v e  c o n t r o l l e r  t o  a n  a c t u a l  a i r c r a f t ,  t e s t s  were made using NASA 
Langley 's  batch s imulat ion of  the nonl inear  s ix  degree-of-freedom equations 
of motion. I n i t i a l l y  f o r  p u r p o s e s  o f  t e s t i n g  the  f e a s i b i l i t y  of j u s t  t h e  
per turba t ion  cont ro l  a lgor i thms,  small magnitude symmetrical square wave 
p i l o t  commands were a p p l i e d  i n  o r d e r  t o  m a i n t a i n  a s t a t i c  f l i g h t  c o n d i t i o n .  
These t e s t s  showed t h a t  b o t h  t h e  o p t i m a l  l i n e a r  r e g u l a t o r  c o n t r o l l e r  and t h e  
s i n g l e  s t a g e  c o n t r o l l e r  were e f f e c t i v e  i n  c o n t r o l l i n g  t h e  i n c r e m e n t a l  s t a t e s  
of  the  s imula ted  a i rc raf t .  
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FIG. 4.22 IMPLIC.IT ADAPTION ROLL RATE VS. TIME (SECTION 4.1.3) 
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(SECTION 4.1.3) 
Consequently further 
overal l  adapt ive system lnclud 
experiments were made i n  
i n g   t h e   i d e n t i f i e r  and t r  
Procedures considered for t r i m  computation included: 
o r d e r   t o   e v a l u a t e   t h e  
' i m  update f i l ters .  
. Holding a l l  trim values  constant.  This i s  v a l i d  however 
on ly  fo r  small perturbations about a -given fl ight condition. 
. Computing through the use of washout filters t h e  t r i m  values 
f o r  v, a, 8, 6 , 6, and  assuming  zero trim values f o r  p ,  r ,  I 
B Y  4 ,  Q Y  6 r f  
. Computing through the use of washout filters, t h e  t r i m  values 
f o r  a l l  states and controls.. 
These washout f i l t e rs  f o r   t h e   s t a t e s  were defined by t h e  low pass 
f i l t e r  equation: 
i t +  - 1 X t "  1 a 
i ~i T i 
- X 
i 
where : 
X i 
i 
= t r i m  s t a t e  
a 
X = t o t a l  state 
The f i l t e r  time constants T were s e t  e q u a l  t o  t h r e e  times the  l a rges t  t ime  
constant T for  the  corresponding model s t a t e s  as tabula ted  below. i m 
- 9 1  
10.00 
91 
91 
1.40 
1.40 
1.40 
1.40 
T (= 3 max T ~ )  
2.73 
30.00 
2.73 
2.73 
4.20 
4.20 
4.20 
4.20 
i 
With r e s p e c t   t o  forming t r i m  v a l u e s  f o r - t h e  c o n t r o l  s i g n a l s ,  
v a r i o u s  p o s s i b i l i t i e s  must be considered in view of the presence of both the 
p i l o t  command u and the   ac tua l   appl ied   cont ro l  u . These  include: 
m T 
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. Computing a t r i m ,  va lue   for  u using a washout f i l t e r ,  
and l e t t i n g  L& deno te  the  Z tua l  i nc remen ta l  command. 
. Forming incremental  values  of u .as above  and  forming 
incremental  values  of u by s s t r a c t i n g  o u t  from t h e  
absolu te  s t ick  mot ion  t% t r i m  va lues  for  u . These i n  
turn can be formed by e i t h e r  washing  out u or by using 
t h e  t r i m  values  of u . It should be n o t e p t h a t  t h i s  pro- 
cedure applied t o  s t 3  changes i n  % will result i n  a n  
incremental command t h a t  v a r i e s  from t h e   i n i t i a l   s t e p  
change toward zero i n  accordance with the time constant of 
t h e  washout f i l t e rs .  This i s  reasonable i f  a f t e r  a 
su f f i c i en t ly  long  time, t h e  new s t i c k  p o s i t i o n  is  t o  be 
regarded as a new t r i m  pos i t ion .  
In 
I n  a l l  cases it i s  recomended tha t  e i ther  per iodica l ly  or  upon 
de tec t ion  of a s t e p  change i n  s t i c k  p o s i t i o n  t h a t  t h e  model incremental s ta te  
vec tor  be  rese t  equal  to  the  a i rc raf t ' s  incrementa l  state vector.  This i s  i n  
keeping with the model following philosophy. 
To t h u s  e v a l u a t e  t h e  a p p l i c a b i l i t y  o f  t h e  l i n e a r i z e d  d i g i t a l  adap- 
t ive  cont ro l le r ,  the  opt imal  adapt ive  regula tor  log ic  was incorporated into 
Langley's nonlinear simulation and tested according to the following outline.  
Objective: 
To evaluate the response of the overall  adaptive system with and 
without washout f i l t e r s  and t o  assess the  e f f ec t iveness  of t h e  l i n e a r i z e d  
adaptive control algorithms. 
Procedure : 
The t ime  cons t an t s  fo r  t he  f i l t e r s  on t h e  c o n t r o l s  were se l ec t ed  as 
follows : 
Control - 'i 
6 2.73 same as q 
30.00 same as V 
6 1.4.0 same as p 
6 1 .40  same as p 
e 
6T 
a 
r 
The states and t r i m  were i n i t i a l i z e d  t o  v a l u e s  c o r r e s p o n d i n g  t o  an a l t i t u d e  o f  
610m (2000 f t . )  and a Mach number equa l  t o  0.3. The parameters t o  be ident i -  
f i e d  were i n i t i a l i z e d  at 50% of the i r  t rue  va lues  wh i l e  a l l  other parameters 
were held constant a t  t h e i r  t r u e  i n i t i a l  v a l u e s .  
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Design Factors: 
P i l o t  commands: 
+ .01 r,O 5 t 5 5 sec 
0' r ,  5 sec < t < 10 sec 
"
Aileron def lect ion 
- .01 r, 10  sec < t I, 1 5  sec 
0 r ,  15 sec < t 5 20 see 
or e leva tor  def lec t ion  of  0.3O s t e p  
Control sample time = 0.1 sec 
Ident i f ica t ion  t ime = 0.1 sec 
Gain update time = 1.0  sec 
The following  four  cases were t e s t e d :  
(1) Constant Tr im,  No Adaptation 
(2) Constant T r i m ,  Fully Adaptive 
( 3 )  Washout trim correction of a l l  a i r c r a r t  s t a t e s  
and c o n t r o l s ,   p i l o t  command u co r rec t ed   fo r  t r i m  
va r i a t ion .  -m 
( 4 )  Washout t r i m  correction  of v, a, 8, 6e, Sr. 
No change  of p i l o t  command u m 
Resul t s  and Discussion: 
Figures  4.24a,   b,   c,  d depict   he  behavior  of 6a, 6r ,  P:, and B 
i n  r e s p o n s e  t o  t h e  a i l e r o n  command f o r  t h e  non-adaptive onllne regulator 
logic  (case 1). The s i g n i f i c a n t  improvement r e s u l t i n g  from adaptation w i t h  
a constant t r i m  value i s  evident  in  Figures  4 .25a,  b ,  c ,  d ( i . e .  c a s e  2 ) .  
O f  importance i s  the  capabi l i ty  of  the  adapt ive  cont ro l le r  for  removing t h e  
t r a n s i e n t   o s c i l l a t i o n   i n  roll rate and fo r  s ign i f i can t ly  r educ ing  the  magni- 
tude of t h e  s ides l ip  angle .  It should  be  noted  tha t  the  excess ive  in i t ia l  
osc i l la t ions  exhib i ted  under  adapt ive  cont ro l  can  be  a t t r ibu ted  to  the  
t ransient  response of  the ident i f ier .  These,  however, d id  d iss ipa te  wi th in  
three seconds.  
It was fur ther   observed  that   correct ing u for changes . in  t r i m  
computed  by washing  out e i t h e r  u or u ( c a s e   3 ) y e s u l t e d   i n  a tendency 
f o r   t h e  model t o  be too sluggish? Thus 3 was decided i n  f u r t h e r  tests t o  
l e t  u denote  the  incremental   pilot  command without  any t r i m  cor rec t ion .  
This 3 r e a l i s t i c  assuming that incremental  st ick motion can be sensed by the 
fly-by-wire logic. Case 4 r e s u l t s  f o r  a n  e l e v a t o r  s t e p  command t o  t h e  modi- 
f i ed  s ing le  s t age  adap t ive  log ic  are shown in  F igu res  4.26a, b ,  c. 
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A s  a guide towards determining the timing specifications for the 
var ious  adapt ive  cont ro l  func t ions ,  the  CDC-6600 nonlinear simulation operat- 
i n g   i n   b a t c h  mode required the fol lowing t ime s l ices:  
. Recurs ive   ident i f ica t ion  of 16 parameters 64 ms 
. Adaptation of the  opt imal  regula tor  ga ins  for 
both lateral  and  longitudinal  motion 102 m s  
(using  eq. 3.11) . Computation of 6 6r,  ge,  and 6, 28 m s  a '  
Since it i s  not necessary t o  perform adaptation every sample 
pe r iod ,  t hese  r e su l t s  i nd ica t e  tha t  t he  p roposed  d ig i t a l  adap t ive  con t ro l l e r  
can be operated without problems at least 10 times per second. 
More prudent programming procedures and the use of machine language 
coding might i n   f a c t  double or t r ip le  th i s  a l lowable  f requency .  
5. CONCLUSIONS AND RECOMMENDATIONS 
Based upon bo th  the  ana ly t i ca l  and s imulat ion effor ts  descr ibed in  
the previous chapters ,  the fol lowing recommendations r e l a t i v e  t o  implementa- 
t i o n  can be made: 
. The two expl ic i t  adapt ive  cont ro l le rs  des igned  us ing  
s t a b i l i z e d  s i n g l e  s t a g e  l o g i c  and optimal regulator logic 
a r e  f e a s i b l e  f o r  on-board application.  This  conclusion 
i s  based upon ana lys i s  and s imulat ion effor ts  using both 
t h e  l i n e a r  and nonlinear equations of motion. 
. Online estimation of the states and parameters i s  bes t  
performed by a procedure which f i r s t  u t i l i z e s  t h e  n o i s y  
measurements direct ly  for  parameter  es t imat ion,  and then 
u t i l i zes  these  parameter  es t imates  wi th  the  s ta te  measure- 
ments fo r  s t a t e  e s t ima t ion .  
. The exp l i c i t  adap t ive  con t ro l l e r s  are capable  of  rapid 
recovery from highly erroneous parameter estimates which 
could i n  f a c t  d e f i n e  a se t  o f  des tab i l iz ing  ga ins .  T h i s  
fo l lows  because  the  r e l a t ive ly  l a rge  osc i l l a t ions  in  the  
a i r c r a f t  s t a t e s  will r e s u l t  i n  t h e  i d e n t i f i e r ' s  b e i n g  
forced by l a rge  s igna l  t o  no i se  s igna l s  w i th  a l a r g e  
degree  of  fluctuation.  Thus,  rapid  convergence  towards 
the proper parameter values will take place.  
. On-board implementation of the proposed linearized designs 
i s  achievable i f  washout f i l t e r s  are used for computation 
of t r i m  s t a t e s  and controls.  
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. Implici t  adapt ive control  logic  should not  as ye t  be 
implemented.  Although t h e  r e s u l t i n g  system will be 
s t a b l e ,  no procedure has been found for tuning a l l  t h e  
per t inent  weight ing  fac tors  so as t o  y i e l d  f a v o r a b l e  
response  charac te r i s t ics .  
Recommendations fo r  fu tu re  e f fo r t s  i nc lude  the  fo l lowing :  
. Determine  procedures  for  designing  implicit  adaptive 
control lers  in  accordance with desired system behavior  
spec i f i ca t ions .  Such procedures w i l l ,  by e l imina t ing  the  
need for  an  onl ine  ident i f ie r ,  reduce  the  complexi ty  of  
the adaptive system and further ease implementation. 
. Program t h e  two expl ic i t ;  adapt ive control  a lgori thms into 
t h e  a c t u a l  f l i g h t  computer and i n t e r f a c e  it with NASA 
Langley's simulation of the nonlinear equations of motion. 
This will enable a more e f fec t ive  eva lua t ion  of  the  s torage ,  
t iming,  and interface requirements  of  the control lers .  
Determine the  e f fec ts  of  d i rec t ly  incorpora t ing  the  bending  
modes in to  the  s t a t e  equa t ions  r a the r  t han  in to  the  senso r  
noise  charac te r i s t ics .  Reca l l  from Section 2.1.3 t h a t  t h e  
co r re l a t ed  measurement noise sequences were se l ec t ed  so as 
to  r e f l ec t  bo th  senso r  no i se  and  bending effects .  Model l ing 
t h e  bending modes wi th  add i t iona l  s t a t e  equa t ions  will 
permit the use of wider band noise sequences with smaller 
variances.  
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FC1 
FC 2 
FC 3 
FC4 
FC 5 
FC6 
MODEL 
Appendix A 
A . l  Aircraft Continuous Lateral Matrices 
F 
-.1416 -147.8 
.0671  -.9610 29.43 
-.9958 -. 5613 0309 
.9997 -0245 0 0 "I 
-2230 -33.13 
.1152  -.9992  -.lo74 .0302 
-9888 .1494 0 'I 0 -. 1955  6.710 
.O678 -30.02 
-.1502 5.159 
.0698 "9992 -a0903 -0350 
-9945 ,1044 0 0 'I 
[ 1 0 O 0 0 " 1 -10.0 0 - .7 9. 0 - 1. -.7 0 
14.65 
* 2179 
77.86 
-9165 
54.30 
-. 0176 
11.63 
.2086 
0 
[-. 0014 
11.51 
.1894 -. 0030 
0 
26.04 
0 
0 
G 
-3.087 
0 
42.61 
-14.40 
.0864 
0 1 
0 
4.435 
-1.761 
0 
0 
11.96 
-4.823 
.0528 
0 1 
-3 - 13 
0 
0 
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BC 
FC2 
FC 3 
FC 4 
FC5 
FC6 
- ~ 
A. 2 
0 
1. 
1.. 
[ E: -1.18 
0 
1 
1 
Aircraft  Continuous  Longitudinal Matrices 
F 
-. 00039 - 2-03 -. 0287 -19 * 5 
- .ooo5g 0.803 
0 0 
-. 00039 -20.9 -. 0249 -13.8 -. 00007 -2.67 
0 .  0 .  
.00062 -43. o 
-. 00199 -16.7 
.00002 -1.59 
0.  0 .  
..0008  21.7 
- .00126 -23. o 
0. - 776 
0 .   0 .  
-. 00075 -5.86 -. 0113 -23.4 -. 00008 - .653 
0. 0 
0. -5.02 
0.  0. 
0. -. 734 
0.  0. 
-32.2 
0 
0 
0 
0 .  
- 
0 -  
-32.2 
0. 
0. - 
- 
0. 
-32.2 
0. 
0. - 
0 
-32.2 
0. 
0. 
-32.2 
0. 
0. 
-25 - 3 
- .881 -. 165 
0. 
-13 5 
.856 
0.0867 
0. - 
-9 - 29 
-1.05 -. 0729 
0. 
-9.49 
0. -. 103 
0. 
0 
0 
0. 
0.  
0 .  
0 .  
0. 
2.21 
0. 
0. 
g:18j 0. 
Appendix B 
Noise Characterist ics 
Variable 
p , Roll  Rate 
q, Pitch Rate 
r , Yaw Rate 
v,  Velocity 
B ,  Sides l ip  
a, Angle-of-Attack 
@, Bank Angle 
8 ,  Pi tch Angle 
RmS 
2 Deg/Sec 
.5 Deg/Sec 
.5 Deg/Sec 
2. Ft/Sec 
.3 Deg 
.3 Deg 
.2 Deg 
.2 Deg 
Bandwidth 
2 Hz 
2 Hz 
2 Hz 
1. Hz 
30 Hz 
30 Hz 
1. Hz 
1. Hz 
Appendix C 
F l igh t  Trajectory Use& For Evaluation 
- FC 
1 
2 
3 
4 
5 
6 
Time of encounter (seconds) 
0 
30 
35 
80 
85 
120 
