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Quasi-Monte Carlo (QMC) methods are playing an increasingly important role in compu-
tational finance. This is attributed to the increased complexity of the derivative securities
and the sophistication of the financial models. Simple closed-form solutions for the finance
applications typically do not exist and hence numerical methods need to be used to approx-
imate their solutions. QMC method has been proposed as an alternative method to Monte
Carlo (MC) method to accomplish this objective. Unlike MC methods, the efficiency of
QMC-based methods is highly dependent on the dimensionality of the problems. In partic-
ular, numerous researches have documented, under the Black-Scholes models, the critical
role of the generating matrix for simulating the Brownian paths. Numerical results support
the notion that generating matrix that reduces the effective dimension of the underlying
problems is able to increase the efficiency of QMC. Consequently, dimension reduction
methods such as principal component analysis, Brownian bridge, Linear Transformation
and Orthogonal Transformation have been proposed to further enhance QMC. Motivated
by these results, we first propose a new measure to quantify the effective dimension. We
then propose a new dimension reduction method which we refer as the directional method
(DC). The proposed DC method has the advantage that it depends explicitly on the given
function of interest. Furthermore, by assigning appropriately the direction of importance
of the given function, the proposed method optimally determines the generating matrix
used to simulate the Brownian paths. Because of the flexibility of our proposed method,
it can be shown that many of the existing dimension reduction methods are special cases
of our proposed DC methods. Finally, many numerical examples are provided to support
the competitive efficiency of the proposed method.
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The central theme of this thesis is to propose a QMC-based simulation method to increase
the efficiency of the QMC in estimating high-dimensional integrals associated with pricing
the derivative securities. Because of the complexity of derivative securities and the so-
phistication of financial models, the integrals associated with finance applications typically
cannot be evaluated analytically. Consequently Monte Carlo (MC) method, which is first
introduced in quantitative finance by Boyle (1977), becomes a popular numerical method.
However, MC method attains a convergence rate of O(1/
√
N) where N is the number of
simulation trials . MC method is often criticized to be a slow method despite the conver-
gence rate is independent of the dimension. In mid 1990s, several reports have surfaced
advocating the use of Quasi-Monte Carlo (QMC) methods, as opposed to the classical MC




in dimension d. This rate is
asymptotically more efficient than the MC. The results in Joy et al. (1996) and Paskov
and Traub (1995) showed that QMC yields a much higher accuracy than the Monte Carlo
(MC) method, even for several hundred dimensions. As a result of these findings and the
theoretically more efficiency (than MC), there is a surge of interest among among financial
engineers and academicians in using QMC methods to computational finance. One key
area of research focus is to provide a better understanding on why QMC can be effec-
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tive in finance applications. Another area of research focus is to seek better QMC-based
algorithms for evaluating high-dimensional integrals.
We now provide a brief overview connecting MC and QMC methods to pricing European
derivative securities. For a detailed exposition of these topics, see Glasserman (2004) and
Lemieux (2009). For simplicity, we assume the the dynamics of the asset price is governed
by the Black-Scholes (BS) model so that the risk-neutral process of the underlying asset
St at time t, is given by
dSt = rSt dt+ σSt dBt, (1.1)
where r is the risk-free interest rate, σ is the volatility and Bt is the standard Brownian
motion.
By h(S) = h(S1, . . . , Sd) we denote as the payoff function of a particular derivative security
at maturity T years. Note that the payoff function depends on the asset prices Sj := Stj
at equally spaced times tj = j∆t for j = 1, . . . , d and ∆t = T/d. According to the option
pricing theory, the value of the financial derivative at t = 0 is
IE [e−rTh(S)], (1.2)
where IE [·] is the expectation under the risk-neutral measure. For example, the price of a
European arithmetic Asian option is IE [e−rT max(SA −K, 0)], where SA is the arithmetic
average of the underlying asset prices at times t1, . . . , td and K is the strike price.
It is easy to verify that the payoff function h(S) can be re-expressed as
h(S) = h(exp(µ1 + σx1), . . . , exp(µd + σxd)) := g(x), (1.3)
where µj = logS0 + (r − σ2/2) tj, x := (x1, . . . , xd)T ∼ Nd(0,Σ); i.e, x is normally
distributed with mean 0 and covariance matrix Σ with its entry given by
Σij = min(ti, tj) = ∆t min(i, j). (1.4)
Note that in (1.3) we have redefined h(S) as g(x) to emphasize the explicit role of x.
Consequently, the time-0 value of the financial derivative can be expressed as a Gaussian
2
integral:














From the point of view of integration, by setting x = Az, where AAT = Σ, z =
(z1, . . . , zd)
T ∼ Nd(0, Id) and Id is the d×d identity matrix, and then imposing the transfor-
mation z = Φ−1(u) = (Φ−1(u1), . . . ,Φ
−1(ud))
T , the componentwise inverse of the standard
















The change of variables x = Az is equivalent to the generation of the Brownian motions
(B1, . . . , Bd)
T = A (z1, . . . , zd)
T , (1.7)
where Bj is the Brownian motion at time tj. Hence we refer toA as the generating matrix of
the Brownian motion. A key insight to the above transformation is thatA can be arbitrary
as long as it satisfies AAT = Σ. Consequently, different specification of A yields different
methods of generating the Brownian motions. These methods are commonly known as the
path generating methods (PGMs) since they relate to the simulation of Brownian paths.
By defining zk = Φ
−1(uk) and P := {ui, i = 1, . . . , N} is a low discrepancy point set over












Clearly, the accuracy of the above estimate depends on the point set P , the payoff function g
and the generating matrix A. While it is known that the MC algorithms based on different
PGMs, i.e. different A, are equivalent since the mean square error of MC is determined by
the variance of the integrand, which is unchanged, different PGMs have significant impact
on QMC. This phenomenon arises as the resulting functionG(AΦ−1(u)) may have different
dimension structure and may also induce different smoothness property depending on the
3
chosen A. In particular, it is widely believed that techniques that reduce the effective
dimension of the function G increases the efficiency of QMC. As such, many dimension
reduction techniques such as the Brownian bridge (BB) (Moskowitz and Caflisch 1996), the
principal component analysis (PCA) (Acworth et al 1998), the linear transformation (LT)
(Imai and Tan 2006), orthogonal transformation on discontinuous function (OT) (Wang
and Tan 2012) and fast orthogonal transformation (FOT) method (Leobacher 2010), have
been proposed to increase the efficiency of QMC.
In high dimensions, the powers of log(N) in the convergence rate of QMC are not negligible
for practical sample sizes; i.e. the theoretical higher asymptotic convergence rate of QMC
is not achievable for practical applications in high dimensions. In non-finance applications,
Bratley et al. (1992) indicated that QMC offers no practical advantage over MC, even
for problems with low dimensions. Several explanations have been offered to reconcile
the conflicting results. Based on the notion of tractability and strong tractability, Sloan
and Wozniakowski (1998, 2001) showed that there exists a QMC algorithm for which the
curse of dimensionality is not present in some weighted function classes. Papageorgiou
(2001) and Owen (2001) demonstrate the superiority of QMC in some isotropic integrals.
Another important reason for the success of QMC in high dimensions is the distinction
between nominal dimension and effective dimension. Using the “analysis of variance”
(ANOVA) decomposition of a function, Caflisch et al. (1997) defined two notions of the
effective dimension: truncation dimension and superposition dimension. Essentially, the
truncation dimension indicates the number of important variables which predominantly
capture the evaluation function f, and the superposition dimension measures to what extent
the low-order ANOVA terms dominate the function. However, in general, it is hard and
computationally inefficient to compute the effective dimension for an arbitrary function,
which we will discuss in Chapter 3, so seeking for an efficient substitute is important.
Papageorgiou (2002) pointed out that any decompositionAAT = Σ provides a construction
for a discrete approximation of a Brownian path via Y = AZ, where Z is a standard
normal vector. In this context, the forward construction corresponds to the Cholesky
decomposition of Σ. However, Sloan and Wang (2010) show an “equivalence principle”,
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which roughly states that every decomposition is equally bad and good for QMC, depending
on the function that one wants to integrate. In other words, every decomposition that is
good for one payoff function is bad for another.
This thesis aims to provide a newly designed directional control (DC) method to enhance
the evaluation of high-dimensional financial problems for choosing good constructions with
different payoff functions. It also discusses the relationship between DC and other methods.
The layout of thesis is as follows: Chapter 2 reviews some of the common low discrepancy
sequences. Chapter 3 discusses the dimension-wise decomposition, and in particularly the
notion of effective dimensions. Chapter 4 first reviews some popular PGMs and then
describes our proposed DC method. We will also demonstrate that our proposed DC
method can recover all of existing PGMs. Chapter 5 gives some numerical results to assess
the relative efficiency of the PGMs. Last chapter concludes the thesis as well as states





The MC method to evaluating multidimensional integrals involves computing the inte-
grand at a sequence of N random sequences and computing the average of the integrand






, which is inde-
pendent of the number of dimension d. However, the error bound implies that to obtain
one additional decimal of accuracy, it is necessary to increase the number of points from
MC sequences by a hundred times. In the last few decades, the number theory research
has led to the development of a more efficient simulation method, which is called quasi-
Monte Carlo (QMC) method. It uses the basic principle of the MC method to evaluate
a multi-dimensional integral by the average of the values of the integrand evaluated at
discrete points. However, rather than using sequences that are randomly generated, QMC
method relies on deterministically generated low discrepancy sequences. These sequences
are designed to achieve a more even distribution of points in the integration space than
the random and pseudo-random sequences.
In particular, the theoretical upper bound for the integration error in the QMC method




, where N is the number of QMC sequences. However,
despite the fast convergence of QMC, the QMC method has two major limitations:
1. The deterministic nature of the quasi-random sequences makes it difficult to estimate
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the error in the QMC simulation procedure.
2. Quasi-random sequences exhibit poor properties in higher dimensions.
Due to the above limitations of QMC, a growing field of research in QMC has resulted in
the development of efficient randomization strategies to estimate the error in the integral
evaluation and scrambling techniques to “destroy” somewhat the correlations in higher
dimensions.
In this chapter, our purpose is to review some of the properties of QMC sequences, and
discuss some improved strategies for constructing better sequences. Section 2.1 discusses
the QMC sequences, Section 2.2 describes some scrambling techniques, and Section 2.3
focuses on the randomization strategies. The last section will discuss the error bound of
QMC sequences.
2.1 QMC Sequences
The fundamental idea of using QMC sequences is to evaluate a multi-dimensional integral
by computing the average value of the integrand over a sequence of low-discrepancy points.





∣∣∣∣number of points in JN − v(J)
∣∣∣∣ , (2.1)
where J = z1, ..., zN is a set of points, and v is the volume of the unit cube, which is also
defined as the d-dimensional Lebesgue measure. The (star) discrepancy can be thought
of as the greatest absolute difference between the continuous uniform probability and the
discrete uniform probability taken over all possible sub-cubes of [0, 1)d containing the origin.
In one-dimensional case: If 0 ≤ x1 ≤ ... ≤ xN ≤ 1, then





∣∣∣∣xn − 2n− 12N
∣∣∣∣ ≤ 12N . (2.2)
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For an infinite one-dimensional sequence of points, D∗N ≤ c
logN
N
for some constant c which
does not depend on N .




for a finite point set (2.3)
and D∗N ≤ B̃d
log(d)/2N
N
for a finite point set, (2.4)
where B̂d, B̃d > 0 depends only on d.
When a point set satisfies the conjectured lower bound, then we denote such point set
as the low discrepancy point set. i.e. Low discrepancy point set has the following lower





. Similarly, for an infinite sequence, low discrepancy point set





. In particular, when N →∞, lim
N→∞
D∗N = 0.
Many of the low-discrepancy sequences in use today are linked to the van der Corput
sequence, which was originally introduced for dimension d = 1 and base b = 2 (van der
Corput 1935). An alternative approach to generate low-discrepancy sequences is to start
with points placed into certain equally sized volumes of the unit cube. These fixed length
sequences are referred to as (t,m, d)-nets, and related sequences of indefinite lengths are
called (t, d)-sequences. Sobol (1967) suggested a multidimensional (t, d)-sequence using
base 2, which was further developed by Faure (1982) who suggested alternate multidimen-
sional (0, d)-sequences with base b ≤ d.
Figure 2.1 represents dimension 1 and dimension 2 of the first 128 points of Sobol sequence
in 128 dimensions with Matlab function sobolset(128). It should be clear that these points
are well dispersed over the unit square, consistent with the greater uniformity property of
the Sobol sequence.
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Figure 2.1: Dimension 1 vs Dimension 2 for N = 128
Figure 2.1 represents dimension 1 and dimension 50 of the first 128 points of Sobol se-
quence in 128 dimensions with Matlab function sobolset(128). In this case, these points
are no longer well-dispersed over the unit square. This phenomenon is attributed to the
high dimensionality of the sequence (i.e. 128th dimension versus second dimension in the
previous graph). Hence using these sequences for evaluating high-dimensional integrals can
be problematic. This phenomenon was pointed out Morokoff and Caflish (1994). See also
Wang and Sloan (2008).
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Figure 2.2: Dimension 1 vs Dimension 50 for N = 128
Hence, the low discrepancy points might perform badly when the dimensionality is in-
creased.
2.2 Scrambling Techniques Under QMC
The finite parts (even for moderate sizes) in higher dimensions of many QMC sequences
have poor properties, which can be alleviated using suitable scrambling techniques. Sever-
al methods are discussed later with the purpose of improving the uniformity of the QMC
sequences in higher dimensions. Since most of these methods involve some form of scram-
bling of the coefficients in each of the radical inverse functions in an effort to redistribute
the points of the sequence more uniformly, they are referred to as scrambling techniques.
In the following paragraphs, we only introduce some popular scrambling methods, which
are not discussed further in details.
11





j,where 0 ≤ aj(n) ≤ b− 1 and bj ≤ n ≤ bj+1. (2.5)
This unique expansion has only finitely many non-zero coefficients aj(n). The next step is






Braaten and Weller (1979) described a permutation of the coefficients aj(n) that minimizes
the discrepancy of the resulting scrambled Halton (1964) sequence. Their method suggests
different permutations for different prime numbers, which effectively break the correlation
across dimensions. Braaten and Weller have also proved that their scrambled sequence
retains the theoretically appealing O (N−1) integration error of the standard Halton se-
quence.
The Random Digit scrambling approach (Matousek 1998) for Faure sequences is concep-
tually similar to the Braaten and Weller method. It suggests random permutations of the
coefficients akj (n) to scramble the standard Faure sequence.
The Random Linear Scrambling approach (Matousek 1998) is based on the concept of
cleverly introducing randomness in the recursive procedure of generating the coefficients
for each successive dimension.
2.3 Randomization Strategies Under QMC
The fundamental property of QMC sequences is that they are deterministic sequences.
They do not permit the practical estimation of integration error. Since a comparison of
the performance of these sequences necessitates the computation of simulation variances
and errors, it is necessary to randomize the QMC sequences. Randomization of QMC
12
sequences is a technique that introduces randomness into a deterministic QMC sequence
while preserving the distribution property of the sequence.
2.3.1 Shifted Low Discrepancy Sequences
The shifted low discrepancy sequences are the most popular randomization strategy that
























in QMC, where { x } is the vector of fractional parts of the







and to obtain a confidence interval from the usual central limit theorem.





variance of the standard MC simulation based on M ×N randomly generated points. We
will obtain a variance reduction if and only if the variance of QMC estimator is less than the
variance of MC estimator. The convergence speed of the method has been shown in Tuffin
















It is shown by Tuffin (1997), the convergence speed can even be faster for some special
classes of functions. Let X be a random vector with uniform distribution over [0, 1]d. Then,
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, where Edα(C) is the set of periodic functions f : R
d → R with












for all h ∈ Zd.
2.3.2 Other Randomizations
Scrambled (t, d)-sequences is introduced by Owen (1995). The idea is to scramble the
digits of special low discrepancy sequences, the (t, d)-sequences in base b by using random
permutations for the digits, while preserving low discrepancy property.
Random-start Halton sequences views Halton sequence as an application of multidimen-
sional von Neuman-Kakutani transformation (Okten 2009) with orbit vector (0, ..., 0)T . By
randomly choosing an orbit vector, they obtain randomized Halton sequences.
However, Tuffin (1997) showed that the randomized QMC might be as slow as MC. Never-
theless it was mentioned that even if the convergence rate is not always better, the variance
is by a constant smaller and the simulation time decreases when using randomization. This
is due to the fact that there are less calls to the pseudo-random or quasi-random number
generators. For these two reasons, the randomization technique is still preferred.
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2.4 Error Bound of QMC
According to Hickernell (1998), for QMC, if P is a low discrepancy point set, then the
error bound takes the form
|I(f)−Q(f)| ≤ D(P )V (f), (2.10)
where D(P ) is the generalized discrepancy and V (f) is the generalized variation of f .
A special case of the above inequality is the well-known Koksma-Hlawka inequality, see
Niederreiter (1992), which is defined as
|I(f)−Q(f)| ≤ D∗(P )V (f), (2.11)
where D∗(P ) is the traditional star-discrepancy and V (f) is the variation of f on [0, 1]d in
the sense of Hardy and Krause.
Let S = {1, ..., d} be the set of coordinate indices. For any u ⊆ S, let |u| denote its
cardinality, and let Cu denote the |u|-dimensional unit cube involving the coordinates in
u. Furthermore, let xu denotes the vector containing the components of x whose indices
are in u, and let dxu =
∏
j∈u
dxj denotes the uniform measure on C
u = [0, 1)u.





1/p for 1 ≤ p <∞ (2.12)
and ‖f‖∞ = inf{γ ∈ Cu : |f | ≤ γ}. (2.13)
This notation is extended to the case of a vector of functions (fu), were u is an index













1/p for 1 ≤ p <∞
and ‖fu‖∞ = maxu ‖fu‖∞ = maxu inf{γ ∈ Cu : |fu| ≤ γ}.
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Hickernell (1998) introduced a new notion of discrepancy, the so called Lp-star discrepancy,
which is defined as
D∗p(P ) =




where v is the volume, and the Lp-star discrepancy is a natural generalization of D∗(P ).
The appropriate definition of D∗p(P ) is defined as
D∗p(P ) =




where Pu denotes the projection of the sample P into the cube C
u. This definition is also
true for p =∞. Then, one can generalize the upper bound formula to
|I(f)−Q(f)| ≤ D∗p(P )Vq(f) where (p−1 + q−1 = 1), (2.16)
and Lp-variation, Vp(f), is a generalization of the variation in the sense of Hardy and













For a certain broad class of integrands, Hickernell (1996) showed that
|I(f)−Q(f)| ≤ c|||f ||| in general
and |I(f)−Q(f)| ≤ c̃|||f ||| if f is periodic, (2.18)
where ||| ||| is a norm whose definition involves L2-norms of the mixed partial derivatives
of the function.
The primary mathematical tool used in Hickernell (1996) is reproducing kernel Hilbert
spaces. It is also the main tool used here. Let (X, 〈, 〉) be some Hilbert space of real-valued
functions on Cd, where 〈, 〉 denotes the inner product. For any x ∈ Cd, let Tx denote the
evaluation function as follows:
Tx(f) = f(x) for ∀f ∈ X. (2.19)
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If Tx is bounded, the Cauchy-Schwarz inequality then implies the useful error bound:
|I(f)−Q(f)| = |〈ζ, f〉| ≤ |||ζ||| |||f ||| (2.20)
where the equality holds when f is a constant multiple of ζ. This means that ζ is the
worst-case integrand. The quantity |||ζ||| only depends on the points P and may be iden-






There is ample numerical evidence suggesting the relative efficiency of Quasi-Monte Carlo
(QMC) methods when applied to finance applications, even if these problems are of several
hundred dimensions. While the success of the QMC methods in finance applications cannot
be fully explained by the Koksma-Hlawka error bound, see Niederreiter (1992), it is widely
believed that it is attributed to the notion of effective dimension, as argued by Caflisch et al.
(1997). In this chapter, we first introduce the concepts of dimension-wise quadrature, then
we analyze the algorithm to determine the effective dimensions and show that the prob-
lems of determining their effective dimension is analytically tractable but computationally
inefficient in many financial applications. A critical discussion of the impact of these tech-
niques on the QMC error is presented. Section 3.1 reviews the Dimension-wise Quadrature,
Section 3.2 introduces the dimension-wise decomposition, Section 3.3 describes the clas-
sical analysis of variance (ANOVA) decomposition, and Sections 3.3.1 and 3.3.2 discuss
two types of effective dimensions: truncation dimension and superposition, respectively.
In Section 3.4, we provide a new measure of effective dimension, which we denote as the
delta dimension. Section 3.5 concludes the chapter by relating the effective dimensions,
including our newly proposed delta dimension, to the QMC error bounds.
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3.1 Dimension-wise Quadrature
High-dimensional integrals appear in various mathematical models in finance. In many
cases, the arising integrals can not be calculated analytically and hence numerical methods
must be applied. The curse of dimensionality, which states that the cost to compute an
approximation with a prescribed accuracy depends exponentially on the dimension d of the
problem, is one of the main obstacles for the numerical evaluation of high dimensional prob-
lems. In this section, we review the numerical methods for computing high-dimensional
integrals.
Classical Multivariate Quadrature Methods





over the unit cube. Note that any rectangular integration domains [a1, b1] × ... × [ad, bd]
can be mapped to the unit cube by a simple linear transformation via
b∫
a
f(y)dy = (b− a)
1∫
0
f(a+ (b− a)x)dx. (3.2)





over the d-dimensional Euclidean space with the Gaussian weight function ϕd.
All numerical quadrature methods, which we discuss here, approximate the d-dimensional







with weights wi ∈ R and nodes xi = (xi1, ..., xid) ∈ Ωd. Here, Ω is either [0, 1] or R. De-
pending on the choice of the weights and nodes, different classes of methods with varying
properties are obtained, for examples, QMC, MC, polynomial-based, and sparse grid meth-
ods. In this thesis, we only discuss and compare QMC and MC methods in the context of
finance applications.
3.1.1 Crude Monte Carlo (MC) Methods
High dimensional integrals on the unit cube are mostly approximated with the MC method.
Here, all weights equal to wi = 1/N , and uniformly distributed sequences of pseudo-random








converges to I(f) for N → ∞ if f has a finite variance, or in other words, σ2(f) =∫
[0,1]d
(f(x)− I(f))2 dx < ∞. standard error of a MC estimate with N samples is approxi-
mately normally distributed with mean zero and standard deviation σ(f)/
√
N . A typical







The algorithm for the MC method can be described as follows:
Algorithm 3.1.1. (MC Integration)
Step 1: I(f) = 0, q = 0
Step 2: For i = 1, ..., N
Generate uniformly distributed random numbers xi ∈ [0, 1]d




Step 3: For i = 1, ..., N
q = q + (f(xi)−MC(f))2
End For
Step 4: σ(f) =
√
q/(N − 1)
Step 5: return MC(f), σ(f)
While the MC methods have a number of desirable properties, including their flexibilities
and their convergence rates are independent of dimension, these methods are often being
criticized for their slow rate of convergence. Hence, many variance reduction techniques
have been proposed to increase the efficiency of MC methods. Details of these methods
can be found in say Glasserman (2004). The quasi-Monte Carlo methods, which we will
discuss in the next subsection, is another sampling-based method alternate to MC in an
attempt to outperform the MC methods.
3.1.2 Quasi-Monte Carlo (QMC) Methods
QMC methods are also another type of equal-weight sampling methods for evaluating
high-dimensional integrals, just like MC. Instead of using pseudo-random numbers as in
the MC methods, QMC methods rely on specially constructed sequences known as the low
discrepancy sequences. The low discrepancy sequences are deterministic and are known
to have greater uniformity than the traditional pseudo-random sequences. As we have
mentioned in the last chapter, the irregularity or the uniformity of a set of points in the
unit cube is measured by the discrepancy. Some popular low discrepancy sequences are
attributed to Halton (1960), Faure (1982), and Sobol (1967). These sequences have also
been extensively used in finance applications (see Lemieux, 2009).
The worst case error bound associated with the method of QMC can be obtained from the
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Koksma-Hlawka inequality which shows that the worst case error of a QMC method with






for integrands of bounded variation. This rate is asymptotically better than the proba-
bilistic O(N−1/2) error bound of MC.
In practical applications, QMC methods involving randomized low discrepancy sequences,
as opposed to the traditional deterministic low discrepancy sequences, are typically imple-
mented. As we have discussed briefly that the traditional deterministic low discrepancy
sequences can be randomized by say random shifts or random permutations of digits. The
randomized QMC permits an easy way of obtaining a statistical error estimate while main-
taining the higher convergence rate of QMC. For a survey on the randomized QMC, see
Lecuyer and Lemieux (2002).
3.2 Dimension-wise Decomposition
Griebel and Holtz (2010) first introduced the general dimension-wise decompositions with





denote a d-dimensional product measure defined on Borel subsets of Ωd. Here, x =
(x1, ..., xd)
T and µj for j = 1, ..., d are probability measures on Borel subsets of Ω. Let





For a given set u ⊆ D, where D := {1, ..., d} denotes the set of coordinate indices, the
measure µ induces projections Pu : V






where xu denotes the |u|−dimensional vector containing those components of x whose
indices belong to the set u and dµD\u(x) :=
∏
j /∈u




f(x)dµ(x) =: I(f). (3.11)
The projections define a dimension-wise decomposition of f ∈ V (d) into a finite sum ac-
cording to






fi,j(xi, xj) + ...+ f1,...,d(x1, ..., xd), (3.12)





The 2d terms fu describe the dependence of the function f on the dimensions j ∈ u with










The resulting decomposition is unique for a fixed measure µ and orthogonal in the sense
that
〈fu, fv〉 = 0. (3.16)
3.3 Classical ANOVA Decomposition
ANOVA decomposition is a way of decomposing a function into a sum of simpler functions.
Let D = {1, ..., d}. For any subset u ⊆ D, let |u| denotes its cardinality and D\u denotes its
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complementary set in D. Let xu be the |u|−dimensional vector containing the coordinates
of x with indices in u. Furthermore, let Cu denotes the |u|-dimensional unit cube involving
the coordinates in u.(i.e. Cd = [0, 1)d). Assume that f(x) is a square integrable function.
















f(x)dx = I(f). The ANOVA term fu(x) is the part of the function depending




fu(x)dxj = 0 for j ∈ u.




















2 for |u| > 0 is the variance of fu, and σ2∅(f) = 0.
Sobol’ and Kucherenko (2005) introduced the value σ2u(f)/σ
2(f), called global sensitivity
indices, which can be used to measure the relative importance of the term fu with respect
to the function f .













The total-effect variance Du(f
tot) represents the total contribution of the variable xu to
the variability of the function f . It includes both the pure effect and the effects due to the
interactions between xu and xv, where v ∩ u 6= ∅.
The size of Du(f) and Du(f
tot) determine the relative importance of xu. If σ
2(f) is close
to Du(f), then the pure effect of xu affects the function, and its interactions with others
could be ignored. If Du(f) is small but Du(f
tot) is large, then the interactions of xu with
others affect the function, and the pure effect could be ignored. If Du(f
tot) is small, xu has
relatively small effect on the function f .
Using the ANOVA decomposition, Caflish et al. (1997) give two definitions of effective
dimensions, known as the truncation dimension and the superposition dimension. These
are discussed in the subsequent two subsections.
3.3.1 Truncation Dimension
Definition 3.3.1. The effective dimension of f in the truncation sense (or truncation
dimension) is the smallest integer dt such that∑
u⊆{1,...,dt},u 6=∅
σ2u(f) ≥ ασ2(f), (3.22)
where α ∈ (0, 1).
In the above definition, the parameter α is arbitrary but it is often set to some values
close to one, such as 0.99. Roughly speaking, the truncation dimension represents that the
first dt variables are “important” variables of the function f . For large d, it is no longer






f(x)f(xu, yD\u)dxdyD\u − (I(f))2, (3.23)
where Du(f) is computed by (2d− |u|)-dimensional integral.
The algorithm of computing the truncation dimension proposed by Barth et al. (2011) is
given as follow:
Algorithm 3.3.1. (truncation dimension):
Step 1: Compute I(f) and σ2(f)
Step 2: For i = 1, , , d
Compute D1,...,i(f) by (3.23).





We can see from the algorithm that the more precise the integrals (3.23) can be computed,
the better is the estimation of the truncation dimension. Overall the algorithm requires to
compute at most d+ 1 integrals with each integral of dimension up to 2d− 1.






σ2u(f) for i=0,1...,d. (3.24)
The value Ti denotes the percentage of the variance which is not explained by the leading i
dimensions. In particular, T0 = 1 and Td = 0. The decay of the values T1 − T0, ..., Td − Td−1




Definition 3.3.2. For α ∈ (0, 1), the effective dimension of f in the superposition sense
(or superposition dimension) is the smallest integer ds such that∑
|u|≤ds,u6=∅
σ2u(f) ≥ ασ2(f). (3.25)
The superposition dimension roughly represents the highest order of important interactions
between variables. The computation of superposition dimension needs to compute the
















values, and etc. So, they are
computationally inefficient even when ds is small, e.g. ds ≥ 3.
The algorithm of computing the superposition dimension proposed by Barth et al. (2011)
is given as follow:
Algorithm 3.3.2. (superposition dimension):
Step 1: Compute I(f) and σ2(f), D (f tot) = 0
Step 2: For i = 1, ..., d
Compute σ2i (f) = Di(f) by (3.23).
σ2(f tot) = σ2(f tot) + σ2i (f)
End For
Step 3: If σ2 (f tot) > ασ2(f)
return ds = 1
End If
Step 4: For i = 1, ..., d
For j = i+ 1, ..., d
Compute Di,j(f) by (3.23).
σ2i,j(f) = Di,j(f) - σ
2(fi) - σ
2(fj)




Step 5: If σ2 (f tot) > ασ2(f)
return ds = 2
Else
return ds ≥ 3
End If






σ2(fu) for i=0,1...,d. (3.26)
The value Si denotes the percentage of the variance which is not explained by the leading
i dimensions. In particular, S0 = 1 and Sd = 0. The value Si illustrates the variability of
all subsets of i variables chosen from {x1, ..., xd}, for i = 1, 2..., d, which is independent of
the proportion α.
Clearly, the proposed algorithms only computes the variance contributions of the order-
1 and order-2 terms of the ANOVA decomposition. The algorithms can be generalized
to higher orders but the computational cost grows exponentially in the superposition di-
mension ds. i.e. The computation of the superposition dimension is only feasible for
lower-dimensional functions or functions with “very low” superposition dimensions.
3.4 Delta dimension
In many of the financial problems, the truncation dimension can be quite high, and we
have seen that calculating either truncation dimension or superposition dimension is com-
putationally burdensome when the underlying effective is high. In this section, we propose
a method to calculate so called delta dimension as follows.
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Suppose that x = (x1, ..., xd)
T ∼ Nd(0,Σ), and f(x) can be written in the form f(x) =
f1(x) + f2(x) + · · · + fd(x). We then let Y = {f1(x), f2(x) , ... , fd(x)}. By applying
the first-order vector Taylor expansion to each of the function fi, for i = 1, ..., d, around
an arbitrary vector x = x̂+ ∆x:
Y ≈ Y (x̂) +∇Y (x̂) (x− x̂) . (3.27)
Then, applying the Delta method, the covariance matrix of Y is defined as follows:
V ar(Y ) = JΣJT (3.28)

















Suppose there exists a decomposition matrix A such that AAT = Σ, and we define Âk
as the first k columns of the decomposition matrix A, and Âd−k as its remaining columns
for k = 1, 2, ..., d. Suppose further that x = Az and x̂ = Âkẑk, where z ∼ Nd(0, I) and
ẑk is the first k elements of z. We have the following two lemmas:
Lemma 3.4.1. ÂkÂk
T and Âd−kÂd−k
T are both positive semi-definite for ∀k = 1, ..., d.









where y2 = yÂk is a 1 by k vector. So Âk is positive semi-definite. Similarly, for
Âd−kÂd−k
T except that y2 = yÂd−k is a 1 by d− k vector. 2
Lemma 3.4.2. If a d by d matrix H is positive semi-definite, then the sum of all of its
elements is greater than or equal to 0.
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(Proof is omitted since it’s clear to see.)
Lemma 3.4.3. AAT = ÂkÂk
T + Âd−kÂd−k
T , for ∀k = 1, ..., d.
(Proof is omitted since it’s clear to see.)
Then, our delta dimension is defined as follows:
Definition 3.4.1. (Delta Dimension)
The delta dimension we define here is





















= αV ar(f1(x) + f2(x) + · · ·+ fd(x))
= αV ar(f)} (3.30)
where (X)ij means the element in i
throw and jthcolumn of matrix X; i.e. the for-

























Then, by Lemma 3.4.1, we know that the matrices JΣJT , JÂkÂk
TJT and JÂd−k
Âd−k











TJT )ij ≥ 0. (3.31)
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We denote the minimum k that satisfies the above inequality as the delta effective di-
mension, and the delta dimension we mean here is the minimum number of columns we
need for an arbitrary decomposition to maintain the variability larger than αV ar(f). The
advantage of calculating the delta effective dimension is that there is no integration evalu-
ation and the calculation is computationally efficient. The diagonal elements of the matrix
JΣJT represent the importance of decomposed functions fi’s, for i = 1, ..., d. In the special
case of f = f1(x1)+f2(x2)+ ...+fd(xd), the diagonal elements of JΣJ
T also represents the
importance of xi’s, for i = 1, ..., d. The QMC error bound of this form is hard to determine
due to the correlation of fi and fj for ∀i 6= j, however, from the covariance matrix of the
functions fi, we could find a good measure of ‖fi‖, for i = 1, ..., d.
Remark 3.4.2. Note that the delta dimension will be changed if we change the structure
of the decomposition of the function f , which will be discussed in Section 4.2.
Remark 3.4.3. Note that x̂ = Âkẑk is a d by 1 vector, which defines the number of
U(0, 1) random variables we need in order to approximate the multivariate normal random
variable x. The minimum number of U(0, 1) random variables we need to get the variability
of f(x̂) larger than α times the variability of f(x) with an arbitrary decomposition matrix
A is defined as the delta dimension. In other words, the delta dimension depends on the
selection of the matrix Âk. i.e. the first k columns of the selected decomposition matrix
A. The optimal selection methods of the decomposition matrix A will be further discussed
in Section 4.2.
3.5 Error Bound
The QMC error depends on the effective dimension. Wang and Fang (2003) had shown







where Pu is the projection of the point set P on C
u, Du(Pu) is the discrepancy of Pu
and ‖fu‖ is the variation of fu. i.e. this equation shows that QMC error depends on the
uniformity of all projections and all low-dimensional fu’s.
The biggest advantage of low discrepancy points is that they have better uniformity than
random points, but as we have seen in the previous Chapter, this better uniformity can
not be preserved for all dimensions. So, understanding the following possible advantage
and potential problem of QMC is crucial to solve financial problems.
1. At least the first few dimensions of low discrepancy points have better uniformity
than random points. In other word, for small l, Du(Pu) with u ⊆ {1, ..., l}, low
discrepancy points perform better than random points. But for other subsets, the
results could be worse than those of random points, unless the number of points is
extremely large.
2. The low-order projections of low discrepancy points have better performance “on the
average” than random points. Many low discrepancy sequences have poor projections
even in small l. In fact, even some two-dimensional sequences have been observed by
Wang and Fang (2003) with some poor projections for some small l. It had also been
shown that for d ∈ [10, 100], and l is small (say l ≤ 3), the superposition discrepancy








Furthermore, the superiority decreases as l and d increase. For l > 3 and d > 30, the
superposition discrepancies of low discrepancy points and random points are almost
the same, unless the number of points is huge. Thus, in this situation considering
the structure of the function f is more important than the projections onto low
discrepancy points, which will be discussed in Chapter 4.
As argued in Wang and Fang (2003), the error bound of the function f under truncation
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If dt is small (say dt ≤ 10), the first term on the right hand side of (3.34) is much smaller
for QMC than for MC. Considering ‖fu‖ of the second term on the right hand side of (3.34)
is usually small, so all terms are expected to be smaller for QMC than for MC. Thus, if
f has low truncation dimension, QMC is usually better than MC. However, if dt is large,
considering first few leading coordinates of low discrepancy points, and minimizing ‖fu‖
for the rest of dimensions have the potential to improve the QMC results.


















If ds is small (say ds ≤ 3), then the superposition discrepancy of low discrepancy points is
smaller than random points. Thus, if f has low superposition dimension, QMC is usually
better than MC. So when ds is large, minimizing ‖fu‖ on the second term is crucial, and
this is also the motivation of our proposed method that we will discuss in the next chapter.
Furthermore, the following three lemmas relate the effective dimensions to approximation
errors. The parameter α ∈ [0, 1] and is typically set to a value close to one. The first
two lemmas can be found in Barth et al. (2011) and the last lemma, which is based on
our newly defined delta dimension, is new. We have included the proofs to the first two
lemmas for completeness.
Lemma 3.5.1. Suppose the function f has the truncation dimension dt with proportion α




‖f − fdt‖2L2 ≤ (1− α)σ
2(f). (3.36)
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Proof: Since we have σ2(fu) = ‖fu‖22 for u 6= ∅ and
∫
[0,1)|u|


























Lemma 3.5.2. Suppose the function f has the superposition dimension ds with proportion




‖f − fds‖2L2 ≤ (1− α)σ
2(f). (3.37)
Proof: Similar to Lemma 3.5.1, we have



















Lemma 3.5.3. Suppose the function f has the delta dimension dd with proportion α. Let
x = Az, for z ∼ Nd(0, I), and x̂ = Âdd ẑdd, where Âdd is first d− dd columns of A, and
35
ẑdd is the vector of first dd random variables of z. We also define
x̃ = Âd−dd ẑd−dd ,
where Âd−dd is remaining d−dd columns of A, and ẑd−dd is the vector of remaining d−dd
random variables of z. Obviously, x, x̂ and x̃ are all d by 1 vectors.
We further suppose that fdd(x) =
d∑
i=1
fi(x) such that the covariance of {f1(x),..., fd(x)} has
the form JΣJT , where J is the Jacobian matrix of {f1, ..., fd} with respect to {x1, ..., xd}
and x has mean 0 and covariance matrix Σ. Then
V ar(f(x̃)) ≤ (1− α)σ2(f). (3.39)
Proof: Since f(x̃) = f(Âd−dd ẑd−dd), by (3.28), we have
f(x̃) ∼ Nd−dd(0,JÂd−ddÂd−ddTJT ).
By Lemma 3.5.3, we can write this as



















T )JT )ij. (3.40)








































= (1− α)V ar(f).
2
Remark 3.5.1. In our decomposed functional structures f = f1(x) + · · · + fd(x), fi and
fj are correlated and non-orthogonal to each other, for i 6= j. So, we can not apply the L2
normality of the functions. We have to calculate our residual functional variability up to
the delta dimension according to our definition and lemma’s. In Chapter 4, we will discuss
the usefulness of residual functional variability both analytically and numerically.
Note that effective dimension only provide partial information about the difficulty in ap-






Consider the problem of pricing a European derivative security. We use h(S) = h(S1, . . .,
Sd) to denote its payoff function at maturity T years, which depends on the asset prices
Sj := Stj at equally spaced times tj = j∆t for j = 1, . . . , d and ∆t = T/d. Under the
Black-Scholes (BS) model, the risk-neutral process of the underlying asset is given by 1.1.
The analytical solution to (1.1) is given by







According to the option pricing theory, the value of the financial derivative at t = 0 is
IE [e−rTh(S)], where IE [·] is the expectation under the risk-neutral measure. For example,
the price of a European arithmetic Asian option is IE [e−rT max(SA −K, 0)], where SA is
the arithmetic average of the underlying asset prices at times t1, . . . , td and K is the strike
price.
We now focus on pricing derivatives. Let x := (x1, . . . , xd)
T ∼ Nd(0,Σ); i.e, x is normally
distributed with mean 0 and covariance matrix Σ with its entry given by
Σij = min(ti, tj) = ∆t min(i, j), (4.2)
then using (4.1), the payoff function g(S) can be expressed in term of x as
h(S) = g(exp(µ1 + σx1), . . . , exp(µd + σxd)) := g(x), (4.3)
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where µj = logS0 + (r − σ2/2) tj. Note that we have redefined h(S) as g(x) to emphasize
the explicit role of x in Chapter 1.
From the point of view of integration, by setting x = Az, where AAT = Σ, z =
(z1, . . . , zd)
T ∼ Nd(0, I) and I is the d × d identity matrix, and then imposing the trans-
formation z = Φ−1(u) = (Φ−1(u1), . . . ,Φ
−1(ud))
T , the change of variables x = Az is
equivalent to the generation of the Brownian motions
(B1, . . . , Bd)
T = A (z1, . . . , zd)
T , (4.4)
where Bj is the Brownian motion defined in (4.1). Hence we refer to A as the generating
matrix of the Brownian motion. A key insight to the above transformation is that A can
be arbitrary as long as it satisfies AAT = Σ. Consequently, different specification of A
gives rise to different way of generating the Brownian motions. We collectively call these
methods as the path generating methods (PGMs) since they relate to the simulation of
Brownian paths.
In particular, it is widely belived that techniques that reduce the effective dimension of the
function G increases the efficiency of QMC. As such, many dimension reduction techniques
such as the principal component analysis (PCA), orthogonal transformation (OT), fast
orthogonal transformation (FOT), Brownian bridge (BB), linear transformation (LT) have
been proposed. These methods are reviewed in the next section. Section 4.2 describes our
newly proposed dimension reduction technique which we denote as the Directional Control
(DC) method. We show that the DC method can recover many of the existing PGMs.
We also demonstrate that maximizing the variability of f according to the delta effective
dimension by our DC method is computationally efficient, as shown in Section 4.3 which
is devoted to analyzing the time complexity of constructing the decomposition matrix by
all of these PGMs.
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4.1 Path Generation Method (PGM)
The objective of this section is to provide a brief overview of the existing PGMs, including
the standard way of generating the Brownian motions.
4.1.1 Forward or Standard (STD) Construction
The standard construction generates the Brownian motion sequentially as follow: given
B0 = 0
Btj = Btj−1 +
√
tj − tj−1zj, zj ∼ N(0, 1), j = 1, . . . , n.
This method takes O(n) operations to generate a path. The corresponding generating
matrix A is the Cholesky decomposition of the covariance matrix Σ, which takes the form
A = ASTD =

√




t2 − t1 · · · 0
...









4.1.2 Principal Component Analysis (PCA)
Acworth et al. (1998) proposed the PCA construction, which is based on an eigenvalue
decomposition of the covariance matrix Σ, such that Σ = V TΛV , where V is the matrix
of its eigenvectors and Λ is a diagonal matrix of its eigenvalues. This method maximises
the concentration of the total variance of the Brownian path in the first few dimensions.
The path is obtained as follows

















where vij denotes the j
th coordinate of the ith eigenvector and λi denotes the i
th eigenvalue























Since A is a full matrix, the PCA construction requires O (d2) operations for the genera-
tion of one path instead of O(d) operations which are needed by forward construction. For
large d, this often increases the run times of the simulation and limits the practical use of
the PCA construction. Akesson and Lehoczky (1998) showed that for k = 1, ..., d, the k-th






















, for j = 1, ..., d,
respectively. Therefore Σ = V D(V D)T , where V is the eigenvector matrix V = (v1 ,
· · · , vd) and D is the diagonal matrix that has λ1/21 , ..., λ
1/2
d as its diagonal elements. By
using this construction, Scheicher (2007) has showed that PCA can be computed using the
fast sine transform, which uses O(d log(d)) flops.
4.1.3 Brownian Bridge (BB)
The BB method, which was first proposed by Moskowitz and Caflisch (1996), simulates the
Brownian motion by first generating the final value Bd, and then samples the intermediate
values Bbd/2c conditional on the values of Bd and B0. After that, this method recursively
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, where bxc denotes the greatest
integer less than or equal to x. In particular, if d is a power of 2, then BB generates the


























where Zi are independent standard normal random variables for i = 1, ..., d. BB construc-
tion corresponds to a certain matrix ABB such that ABBABB
T = Σ. For example, if










2 0 0 0
 .
More generally, suppose we are interested in constructing a discrete Brownian path (Bt1 , ..., Btd)
with covariance matrix Σ.
Algorithm 4.1.1. Suppose the elements of (Bt1 , ..., Btd) should be computed in the order
of Btπ(1), Btπ(2), ... , Btπ(d) for some permutation π of d Brownian paths. Consequently,
in computing Btπ(j), we need to take into account the previously computed elements. For-
tunately at most two of those are of relevance, the one next to π(j) on the left and the
one next to π(j) on the right. Now, define for every j ∈ {1, ..., n}, L(j) := {k : k < π(j)
and π−1(k) < j}, and R(j) := {k : k > π(j) and π−1(k) < j}. That is, L contains all
the indices k that are smaller than π(j) for which Btk has already been constructed and R
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contains all the indices k that are greater than π(j) for which Btk has already been con-
structed. Then, if we let
l(j) :=
{
0 if L(j) = φ




∞ if R(j) = φ
minR(j) if R(j) 6= φ
,














Zj if r(j) <∞
.
It is straightforward to check that the vector Bt1 , ..., Btn constructed in this way has a-
gain covariance matrix (min(tj, tk))j,k. The functions l and r, as well as the factors of
Btl(j) , Btr(j) , Zj, do not depend on the random vector Z so their computation needs to be
done only once. It is obvious that the Brownian bridge construction uses O(n) floating
point operations. In particular, the classical BB construction are constructed in the order
B1, B1/2, B1/4, B3/4, · · · .
The above description of the BB gives one implementation of generating the discrete Brow-
nian motions. The optimal permutation of the Brownian bridge construction in the sense
of explained variability is proved by Lin and Wang (2008) according to the following three
theorems:
Theorem 4.1.1. In a permutation-based construction of the Brownian motion B1, ..., Bd,
the optimal first step π1 is the integer nearest to (6d+ 3)/8.
Theorem 4.1.2. In a permutation-based construction of the Brownian motion B1, ..., Bd,
assume that Bq has been sampled (for some q with 0 ≤ q ≤ d − 1), while Bq+1, ..., Bd
have not yet been generated. Among Bq+1, ..., Bd conditional on the past value Bq, the local
optimal new step qnew is the integer nearest to (6d+ 2q + 3)/8.
Theorem 4.1.3. In a permutation-based construction of the Brownian motion B1, ..., Bd,
assume that Bq1 and Bq2 have been sampled (for some q1, q2 with 0 ≤ q1 < q2 ≤ d), while
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Bq1+1, ..., Bq21 have not yet been generated. Among Bq1+1, ..., Bq21 conditional on the past
value Bq1 and the future value Bq2, the optimal new step is the integer nearest to (q1+q2)/2.
The optimal permutations for d = 2, 4, 8, 16, 32, 64, 128, 256 are provided in Appendix A.
4.1.4 Orthogonal Transformation (OT)
Wang and Tan (2012) proposed an OT method for generating Brownian paths under Barrier
options.
Theorem 4.1.4. (Wang and Tan) Let C be a d× d positive definite matrix and let A0 be
a fixed decomposition matrix such that A0A0
T = C. Suppose that the indicator function
Λ(x) has the form
Λ(x) = Ih(qTx)(x), x = (x1, ..., xd)
T ∼ Nd(0,C), (4.8)
where q = (q1, ..., qd)
T is a vector of constants and h(· ) is a function defined in R. If U is








qTCq, the remaining columns are arbitrary as long as they satisfy the
orthogonality conditions, then by the transformation x = A0Uz, the function h(q
Tx)
involved in the indicator function Λ(x) is transformed to a function depending only on the
first component of z:
h(qTx) = h(Dz1).
Consequently, the indicator function Λ(x) is transformed to
Λ(x) = Ih(Dz1)<H(z), z = (z1, ..., zd)
T ∼ Nd(0, (I)).
If h(· ) is strictly increasing on R and if Ih(Dz1)<H(z) is further transformed by the inverse
normal transformation z = Φ−1(u), then the indicator function Λ(x) is transformed to a
one-dimensional function:
Λ(x) = Iu1<c(u), u = (u1, ..., ud)
T ∼ U(0, 1)d,
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where c = Φ(D−1h−1(H)) is a constant. The discontinuities of the indicator function
Iu1<c(u) are aligned with the coordinate axes, which are QMC-friendly.
Proof. See Appendix C. 2
Theorem 4.1.4 offers a new PGM for simulating Brownian motion. Wang and Tan (2012)
referred to this new PGM as the orthogonal transformation (OT). The OT method is
simple to implement by constructing an orthogonal matrix U according to Theorem 4.1.4
and taking the generating matrix to be A = A0U for some fixed A0 satisfying A0A0
T =
C. Whenever a function involves an indicator function of the form (4.8), Theorem 4.1.4
guarantees that the discontinuities are aligned with the coordinate axes. When a function
involves an indicator function which is not exactly the form (4.8), but is “close”to this form
in some sense, Theorem 4.1.4 is still useful in finding a good PGM as illustrated by Wang
and Tan (2012). The value of the simple situation in Theorem 4.1.4 is to give insight of a
function.
From a practical point of view, Wang and Tan (2012) mentioned two issues in Theorem
4.1.4.
1. Theorem 4.1.4 gives us only the first column of U . Other columns of U are found by
the Gram-Schmidt method or modified Gram-Schmidt algorithm (Wang and Sloan
2010). The determination of other columns also leaves room for further optimization
of the generating matrix by taking into account the knowledge of the function.
2. Another issue is the choice of the initial decomposition matrix A0. If the underlying
integrand is, say, a product of an indicator function of the form (4.8) with another
function G0(x), i.e. G(x) = G0(x)Λ(x), then the choice of A0 could have impact on
the practical performance of QMC methods, since Theorem 4.1.4 only focuses on the
indicator function Λ(x). If there is an indication that the function G0(x) is PCA-
friendly, then we may choose the initial decomposition matrix A0 to be APCA. If no
priori information is available, then A0 is taken to be the Cholesky decomposition
of C.
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4.1.5 Fast Orthogonal Transformation (FOT)
Leobacher (2012) proposed some FOT methods for generating Brownian paths.
Definition 4.1.1. A linear transformation T from Rn to Rn is called orthogonal if it
preserves the length of vectors:
‖T (x)‖ = ‖x‖, for all vector x in Rn.
If T (x) = Tx is an orthogonal transformation, we say that T is an orthogonal matrix.
Then, according to Theorem 4.1.5 below, we conclude that any decomposition matrix can
be constructed by the FOT method with an initial decomposition matrix. In other words,
with properly choosing an orthogonal transformation matrix, the FOT method can recover
all decomposition matrices.
Theorem 4.1.5. (Papageorgiou 2002)
1. If Σ = LLT is the Cholesky decomposition of Σ, then any orthogonal transformation
T on Rn defines a decomposition Σ = LT (LT )T .
2. Conversely, for every n by n matrix A with Σ = AAT , there exists an orthogonal
transform T such that A = LT .
Proof: For any orthogonal transform T , we have
T T = T−1,




= LLT . Thus, statement (1) is proved.
On the other hand, L is invertible, so that for T = L−1A we have, A = LT , and









so that T is orthogonal. Thus statement (2) is proved. 2
The purpose of using orthogonal transformation is to get the benefits of fast matrix-vector
multiplication. Probably the most famous example of a unitary transform that allows
for fast matrix-vector multiplication is the discrete Fourier transform DFT (with the cor-
responding fast multiplication algorithm: fast Fourier transform(FFT)). There are many
47
variants of the discrete Fourier transform that map real functions to real functions, where
the transformation matrix is an orthogonal matrix. We present some of those famous ones.
Discrete Fourier Transform
An N -point DFT is expressed as an N -by-N matrix multiplication as X = Fx, where x
is the original input signal, and F is the DFT of the signal.











1 1 1 · · · 1
1 ω ω2 · · · ωN−1
1 ω2 ω4 · · · ω2(N−1)
...
. . . . . . . . .
...
1 ωN−1 ω2(N−1) · · · ω(N−1)(N−1)

.
where ω = e−
2πi
N is a primitive Nth root of unity in which i =
√
−1. Then, it’s easy to
check that F is an orthogonal matrix.
Modified Fourier Transform
Most Fourier variants that map real functions to real functions have some additional special
properties which, for example, make them useful for the fast generation of convolutions.
From our perspective, we want to have many different variants to choose from for a particu-
lar application. Leobacher (2012) presented one modification of the Fourier transform that
maps real functions to real functions. It is well known that the discrete Fourier transform




x0, if k = 0
xk + ixbn/2c+k, if 0 < k < n/2
xn/2, if k = n/2
xbn/2c−k − ikn−k, if n/2 < k < n
.
Then for any standard normal vector X, BX is also a (real-valued) standard normal vec-
tor.
There is a drawback of this method since the essential of FFT algorithm uses complex
multiplication, which uses 4 real multiplications. So finding some fast orthogonal trans-
forms that use only real multiplications is important to improve the construction time
complexity.
Sine and Cosine Transform (DCT)
Two of the most important orthogonal transforms that only use real operations are the sine
and cosine transform. There are four widely used variants of the sine and cosine transform.









































Now, we only look at the discrete cosine transform, and we are going to show that LC







1 0 · · · 0
1 1 · · · 0
...
. . . . . .
...
1 1 · · · 1
 .
Proof. See Appendix B. 2
Hence, the Cosine Transform construction is close to the eigenvalue decomposition. The
numerical results will be shown in Chapter 5. However, there’s no clue of the optimal
criterion for the orthogonal transformation with different payoff functions, so the orthogo-
nal transformation according to the FFT algorithm may not be helpful for the dimension
reduction in a particular payoff function.
4.1.6 Linear Transformation
To derive the optimal orthogonal matrix A in general functions, Imai and Tan (2006)
proposed to approximate the objective function by linearizing the function g and then
maximizing the variance contribution according the first-order Taylor expansion to a gen-
eral function g at around an arbitrary point ε = ε̂+ ∆ε:





















subject to ‖A.k‖ and 〈A∗.j ,A.k〉 = 0, for j = 1, ..., k − 1.
The optimal solution turns out to be very simple when considering the following theo-
rem.






, and w = ∇g(Qa) for
a = (1, ..., 1, 0, ..., 0) with k − 1 leading ones in the kth step. Assume that w /∈ V , then
qk = ±w/‖w‖ (4.12)
with w := w−
k−1∑
i=1
〈w, qk〉qk is the unique solutions of the constrained optimization problem
max
qk∈V
σk with ‖qk‖ = 1, (4.13)
where V ⊂ Rd denotes the orthogonal complement space of V .
4.2 Directional Control (DC) Method: The Proposed
Method
4.2.1 Introduction
Recall that our objective is to provide an effective QMC-based method for simulating
derivative securities with payoff at maturity given by
g(x) = max(f(x), 0),
where f is a function that depends on d correlated multivariate normal x = (x1, ..., xd)
T
∼ Nd(0,Σ). This boils down to seeking a decomposition matrix A satisfying AAT = Σ.
Let us now define a vector of random variables Y = {f1(x1, ..., xd), . . . , fd(x1, ..., xd)} such
that there exists a function ψ such that
f(x) = ψ(f1, ..., fd). (4.14)
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As an example, let us consider pricing an Asian option under the classical Black-Scholes
model. In this case, we have fi(x) = S0e
(r−σ2/2)ti+σxi so that fi represents the stock price
at time ti. More importantly fi depends only on a single random variable xi and that
(4.14) becomes an additive function of the form
f(x) = f1(x1) + · · ·+ fd(xd).
In general, let us apply the first-order vector Taylor expansion to each of the function fi,
for i = 1, ..., d, around an arbitrary vector x = x̂+ ∆x:
Y ≈ Y (x̂) +∇Y (x̂) (x− x̂) . (4.15)
Using the Delta method, the covariance matrix of Y is defined as follows:
Σf = V ar(Y ) = JΣJ
T (4.16)
where J is the Jacobian matrix of Y with respect to x; i.e.
∂f1
∂x1











· · · ∂fd
∂xd
 .
The key insight to (4.16) is that if we have a decomposition matrix Af satisfying AfA
T
f =
Σf , then the corresponding decomposition matrix of Σ can be obtained via
A = J−1Af . (4.17)
Hence this provides another approach of determining A indirectly via Af . In contrast to
the direct approach of determining A, the proposed indirect approach depends explicitly
on f . For example, as we have seen that under the PCA the decomposition matrix A is
obtained by maximizing the explained variability of ‖x‖. If the same PCA approach is
used in our proposed indirect approach, Af , which maximizes the explained variability of
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‖Y ‖, is first obtained and (4.17) is then used to derive the desired decomposition matrix
A. The latter approach is more appropriate, especially if Y is a non-linear function of x,
since ultimately we are concerned with simulating f . The above discussion also implies
that when fi is a linear function of xi and ψ is an additive function, then applying PCA
to both methods yields exactly the same decomposition matrix A.
Remark 4.2.1. If rank(J) < d, Moore (1920) showed that the inverse of J is not unique.
Here, we only consider the case where the rank of functional random variables equals to d;
i.e. there does not exist any random variable fi which is a linear combination of the others.
In the next subsection, we delve into the issue of optimal selection of Af . In particular,
we propose three directional control methods for finding the optimal decomposition matrix
Af . We refer to these methods as projection control (PC), sequential control (SC), and
mixture control (MIXC). Intuitively, the methods of PC, SC, and MIXC can be understood
as controlling, respectively, the column directions, row directions, and both column and
row directions.
4.2.2 Projection Control (PC) Method
The purpose of projection control is to construct the columns of the decomposition matrix
of Σ according to controlling the column directions of the functional decomposition matrix
of Σf . We first discuss the idea of projection matrix, also called “hat matrix”, and then
we introduce our proposed PC method.
Hat Matrix
For a n by m matrix X, the square matrix H of dimension n defined as H = X (XTX)−1
XT is known as the “hat matrix”or the “projection matrix”. The matrix H has the
following properties:
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1. idempotent: HH = H , and symmetric: HT = H .
2. H is positive semi-definite. i.e. vTHv ≥ 0, for any v in Rn.
3. All eigenvalues of H are either 0 or 1 with p eigenvalues equal to 1 and n − p





Hence, H is a projection matrix onto a p-dim subspace.
Orthogonal Hat Matrix
The orthogonal matrix I −H is also a “Hat Matrix”with the following properties:
1. I −H is idempotent and symmetric.
2. I −H is positive semi-definite.
3. All eigenvalues are either 0 or 1 with n− p eigenvalues equal to 1 and p eigenvalues
equal to 0.
4. trace(I −H) = n− p.
5. H(I −H) = H −HH = H −H = 0. i.e. H and I −H are orthogonal.
Hence, I −H is a project matrix onto orthogonal complement space of span{X}.
Projection Control
For any d by m direction matrix V , with d = dim(Σ), and A0 being an arbitrary decom-
position of Σf , we have
H = V (V TV )−1V T .
Then, we can construct
Σf = A0HA0
T +A0(I −H)A0T , (4.18)
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where H and I −H are both projection matrices which project onto span{V } and its
orthogonal space respectively. In particular, let V = [v1,v2, ...,vd] be our direction matrix,
where any vector is orthogonal to the others. Then, for the first direction vector v1, we
define H1 = v1(v1
Tv1)
−1v1
T , and we have
Σf = A0H1A0
T +A0(I −H1)A0T .




T , and we have
Σf = A0H1A0
T + +A0H2A0
T +A0(I −H1 −H2)A0T .
Similarly, for the direction vi on the orthogonal space I −
i−1∑
j=1








where Hd = I −H1 −H2 − ...−Hd−1 is the projection onto 1-dimensional space. Then















A = J−1Af (4.20)
is a new decomposition of covariance matrix Σ.
Now, we propose the following two theorems:
Theorem 4.2.1. If rank(Σf ) = d, then there exists a projection decomposition such that
our new decomposition becomes the same form as the eigenvalue decomposition of Σ.
Proof: Let Σ = V TΛV , where V is the matrix of its eigenvectors and Λ is a diagonal
matrix of its eigenvalues. Note that V V T is the identity matrix; i.e. V is an orthogonal
matrix. Then we have
Σf = JΣJ
T = JV Λ1/2Λ1/2V JT .
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Since for any arbitrary decomposition of Σf , denoted as A0, there exists an orthogonal
matrix X = (X·1,X·2, ...,X·d) such that
A0XX
TA0
T = Σf , (4.21)
and hence, our projection matrix could be constructed as
H = X(XTX)−1XT = XXT = I.
Since X is an full rank orthogonal matrix, our projection matrix H is equivalent to the




which means that the projection control of the covariance matrix Σf according to the
column vectors of matrix X is equivalent to the eigenvalue decomposition of Σ. i.e. There
exists a projection decomposition such that our new decomposition is equivalent to the
eigenvalue decomposition. 2
Moreover since the direction matrix does not care about the scale, so for any constants
c1, . . . , cd, X = (c1X ·1, c2X ·2, . . . , cdX ·d) will have the same projection effect as X.
Theorem 4.2.2. If rank(Σf ) = d, for any decomposition matrix A of covariance matrix
Σ, there exists a a projection decomposition which is equivalent to A.
Proof: Recall from the Theorem 4.1.5 (Papageorgiou 2002): for any decomposition matrix
A such that Σ = AAT , there exists an orthogonal transform T such that A = A0T is a
decomposition of Σ, where A0 is an arbitrary decomposition of Σ. Then, we can extend
this result to the functional covariance matrix which states that for any decomposition
matrix Af such that Σf = AfAf
T , there exists an orthogonal transform T such that
Af = Af0T is a decomposition of Σf , where Af0 is an arbitrary decomposition of Σf .









where H = TT T = T (T TT )−1T T = I, and T = Af0
−1JA. So if we construct our project
direction to be exactly the same as the directions of orthogonal transform T , we will get
a new decomposition Aproj = Af0T = JA such that Σf = AprojAproj
T . Hence our
decomposition matrix Ax of the covariance matrix Σ according to our projection control
method becomes Ax = J
−1Aproj = A. 2
The above theorems imply that with a proper choice of direction matrix, PC method can
recover any method (such as PCA and BB) of determining A directly from Σ. Our pro-
posed method, however, has the additional advantage of constructing a new decomposition
matrix that tailors to specific directions while reflects certain desirable properties of f .
The optimal PC solution which maximizes the explained variability of ‖f‖ (as constructed
according to the PCA decomposition of Σf ), can be constructed from the algorithm below:
Algorithm 4.2.1. Goal: Obtain the PCA decomposition matrix Afpca of Σf , and then
return the decomposition matrix as A = J−1Afpca.
Step 1: s = 1
Step 2: For k = s : d










(i.e. ak is the k




Step 3: Return A = [A.1,A.2, ...,A.d].
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Remark 4.2.2. In Algorithm 4.2.1, k starting from an arbitrary number s ≤ d instead of
1 is similar to the singular value decomposition (SVD), which gives an optimal solution to
maximize the functional variability for remaining d− s+ 1 dimensions.
Algorithm 4.2.2. Goal: Suppose that we know some pre-determined controlling directions
{v1, ...,vdf}, then we use our projection matrix to construct the decomposition up to the
dimension df and apply the SVD of J(Σ − Âdf Â
T
df
)JT for the remaining decomposition
of Σf .















Step 2: Âdf = J
−1Âdf f
Step 3: Get Âfremaining by the SVD of J(Σ − Âdf Â
T
df
)JT . (i.e. by Algorithm 4.2.1 with
s = df + 1)
Step 4: Âremaining = J
−1Âfremaining




4.2.3 Sequential Control (SC) Method
The purpose of sequential control (SC) is to construct the rows of the decomposition matrix
of Σ according to controlling the order of Brownian paths generation corresponding to
the importance index function of the decomposed functional random variables fi’s, for
i = 1, ..., d. Suppose that x = (x1, ..., xd)
T ∈ Nd(0,Σ), and xπ = (xπ1 , ..., xπd) such that
{π1, ..., πd} are the order of path generation. In other words, π1 means that the Brownian
path at time tπ1 is generated first, π2 means that the Brownian path at time tπ2 is generated
next, and so on up to the path at time tπd which is generated last. While using the idea of
Brownian bridge, the discrete Brownian path can be generated in an arbitrary order, here
we assume that the order of generation is defined by an importance index function of fi’s
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as,
π = η(f1, ..., fd), (4.22)
where fi’s are functional random variables of xi’s defined in Section 4.2.1, and π, which
we denote as the importance index array, is a vector of the permutation of {1, ..., d} and
define the order of generating Brownian paths xi’s, for i = 1, ..., d.
The importance index function η is decided subjectively according to the specific payof-
f function. For example, in lookback options, the importance index array can be cho-
sen to be the order of {E(f1(x1)), ..., E(fd(xd))}, where fi is defined as the stock price
at time ti for i = 1, ..., d, with decreasing or increasing order depending on the payoff
max(f1(x1), ..., fd(xd)) or min(f1(x1), ..., fd(xd)). i.e. In this case, η is defined as the expec-
tation of the functional random variables. In the weighted average options, the importance
index function can be chosen to be the order of {V ar(f1(x1)), ..., V ar(fd(xd))} with de-
creasing or increasing order depending on the payoff max(f(x)−K, 0) or min(f(x)−K, 0);
i.e. η is defined as the variance of the functional random variables.
Now, suppose that the Brownian paths {x1, ..., xd} = {Bt1 , ..., Btd}. The path xπk is
generated in the order of π according to the Algorithm 4.1.1. Then, the algorithm of SC
is defined as follows:
Algorithm 4.2.3. Goal: construct decomposition matrix A according to the importance
index array π = (π1, ..., πd), with the Brownian paths Btπ generated in the order of π.
Step 1: For i = 1 : d
Construct Btπi according to 4.1.1.
End For
Step 2: Construct the matrix [Bt1 , Bt2 , ..., Btd ]
T = AZ, where Z = (z1, ..., zd)
T .
Step 3: Return A
Note that the SC method coincides with the BB construction when the importance index
array π is given by (d, d/2, d/4, 3d/4, . . . ) assuming d is a power of 2.
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4.2.4 Mixture Control (MIXC)
The purpose of the method of mixture control (MIXC) is to integrate both PC and SC
methods. Suppose π = (π1, ..., πd) corresponds to the importance index array as defined in
SC and let kMIXC be the number of directions wish to be controlled by SC. Ideally kMIXC
should be small relative to d. Under the proposed MIXC, the first kMIXC columns of A are
determined using the method of SC (i.e. using Algorithm 4.2.3). The remaining columns
of A are then optimally determined by applying singular value decomposition (i.e. using
Algorithm 4.2.1 with s = kMIXC + 1). Note that in the special case that f1 = x1, ...,
fd = xd, MIXC becomes the mixture of PCA and BB.
Definition 4.2.1. (Full Variability)
Suppose x = (x1, ..., xd)
T = Az ∼ Nd(0,Σ), where A is an arbitrary decomposition of Σ,
and z ∼ Nd(0, I). We define that the random variable or the Brownian path xi keeps full
variability under A up to dimension k for k ∈ [1, d] if the elements on the ith row are all
zeros after the kth column; i.e.
Ai,k 6= 0, Ai,k+1 = Ai,k+2... = Ai,d = 0,
where Ai,j is defined as the element in the i
th row and jth column of the matrix A.
Then, we have the following proposition
Proposition 4.2.1. Suppose x = (x1, ..., xd)
T = Az ∼ Nd(0,Σ), where A is a decomposi-
tion of Σ generated by SC method, and z ∼ Nd(0, I). Furthermore, let xπ = (xπ1 , ..., xπd)
such that {π1, ..., πd} are the order of path generation under SC. Then, we have the follow-
ing property: xπi keeps full variability under A up to dimension i.
Proof: It follows from Algorithms 4.2.3 and 4.1.1 that the generation of the Brownian
path xπi only depends on the random variables z1, ..., zi. Since
xπi = Aπi.z (4.23)
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where Ak. denotes the k
th row of the matrix A, and the elements on the πthi row of A are
constructed to be all zeros after the ith column. 2
As we have seen in Section 4.2.2, the method of PC is to control the column directions
such that ‖f‖ is maximized for just a few dimensions. i.e. The first few columns of Af
dominate the function. As we have seen in Section 4.2.3, the method of SC is to control
the order of generating Brownian paths according to the importance function of functional
random variables. Many path dependent options, such as lookback option, barrier option,
and Asian option, rely heavily on the underlying asset paths, so keep the full variability
of important variables up to effective dimension is important to reduce the error bound
of QMC since the discrepancy of the first few dimensions is much lower than the discrep-
ancy of all d-dimensional points. In order to get both benefit of SC and PC, we propose
the MIXC method so that some small number of variables will be kept in full variabili-
ty and the rest of dimensions will be treated as equally. The algorithm is defined as follows:
Algorithm 4.2.4. Goal: suppose kMIXC is the number directions controlled by SC with
π = (π1, ..., πd) being the importance index array. This algorithm maintains full variability
up to kMIXC important variables and maximizes the rest of functions by the functional
variability.
Step 1: Construct A according to Algorithm 4.2.3.
Step 2: Define ÂkMIXC as the first k columns of A. (i.e. keep the first kMIXC columns)
Step 3: Get Âfremaining by the SVD of J(Σ− ÂkMIXCÂ
T
kMIXC
)JT . (i.e. by Algorithm 4.2.1
with s = kMIXC + 1)
Step 4: Âremaining = J
−1Âfremaining





4.2.5 Goodness of Functional Decomposition Criterion (Special
Case)
Now we define some criterion to compare the goodness of functional decomposition. Sup-
pose x = (x1, ..., xd)
T ∈ Nd(0,Σ), and we consider the special case in which the function f
can be expressed in term of the sum of the correlated random variables {f1(x1), .., fd(xd)},
i.e.
f(x) = f1(x1) + f2(x2) + ...+ fd(xd). (4.24)
Remark 4.2.3. In the case that the price at time ti only depends on a single random
variable xi and the payoff function f depends on the summation of prices at each time ti
for i = 1, ..., d, we would consider the form (4.24). For example, let us consider pricing an
Asian option under classical Black-Scholes model, we would consider fi(xi) = S0 exp((r −
σ2
2
)ti + σxi). Some more usefulness of decomposing the structure in the form (4.24) will be
discussed in Section 6.2.
Furthermore, we let Y = (f1(x1), ..., fd(xd))
T , and obviously, {f1(x1) , ..., fd(xd)} are the
correlated functional random variables containing the random variable xi’s.
By applying the first-order vector Taylor expansion to each of the function fi, for i = 1, ..., d,
around an arbitrary vector x = x̂+ ∆x:
Y ≈ Y (x̂) +∇Y (x̂) (x− x̂) . (4.25)
Then, applying the Delta method, the covariance matrix of Y is defined as follows:
Σf = V ar(Y ) = JΣJ
T
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We now propose three criteria to evaluate our three directional control methods. All these
methods attempt to find the optimal decomposition matrix A such that JÂkÂk
TJT is
maximized for low dimensions, where Âk denotes the first k columns of A for k = 1, ..., d,.
We propose the following three criteria to evaluate the goodness of functional decomposi-
tion according to our three directional methods which control the column directions, row
directions, and mixed directions of the decomposition matrix A, respectively. In what
follows, we define
x = Az, z ∼ Nd(0, I), (4.26)
and x̂ = Âkẑk, ẑk ∼ Nk(0, I). (4.27)
where A is an arbitrary decomposition matrix of Σ, Âk denoting the first k columns of
A is a d by k matrix, and ẑk denotes the vector of first k random variables of z. The
parameter α ∈ [0, 1] and is typically set to a value close to one.
1. Criterion: Projection Control (PC)
The PC method controls the column directions of decomposition matrix by seeking
minimum k such that the following inequality is satisfied:
min{k : V ar(f(x̂)) = V ar(f1(x̂1) + f2(x̂2) + · · ·+ fd(x̂d))
= V ar(f1(Â1.,kẑk) + f2(Â2.,kẑk) + ...+ fd(Âd.,kẑk))
> αV ar(f)},
where Âi.,k denotes the first k elements in the i
th row of the decomposition matrixA,
and ẑk = (z1, ..., zk)
T ∼ Nk(0, I). The optimal algorithm of PC method according
to the functional variability is proposed in Algorithm 4.2.1.
2. Criterion: Sequential Control (SC)
SC method controls the row generation sequences of decomposition matrix by seeking
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the minimum k such that the following inequality is satisfied:
min{k : V ar(f(x̂)) = V ar(f1(x̂1) + f2(x̂2) + · · ·+ fd(x̂d))



















Here f ∗1 , f
∗
2 , ..., f
∗
d are the ordered functions according to the importance of each
additive decompositions term of the function f , A∗i. is the ordered i
th row of the
decomposition matrix A according to the order of fi’s for i = 1, 2, ..., d, and ẑi
denotes the vector of first i random variables of z, for i = 1, ..., k. i.e. ẑi ∼ Ni(0, I),
for i = 1, ..., k. This method keeps the full variability up to dimension k for the first
indexed/ordered k functions. The algorithm of SC method is proposed in Algorithm
4.2.3.
3. Criterion: Mixture Control (MIXC)
MIXC method controls the row generation sequences of decomposition matrix first
and the column directions of decomposition matrix by seeking minimum k such that
the following inequality is satisfied:
min{k : V ar(f(x̂)) = V ar(f1(x̂1) + f2(x̂2) + · · ·+ fd(x̂d))




















where kMIXC is the sequential controlling dimension (i.e. the number of rows we need
to control to keep the full variability), and k is the effective dimension (according to
our proposed delta dimension) we need to control. So, k − kMIXC is the projection
controlling dimension (i.e. the number of columns we need to control to minimized the
residual functional variability). f ∗1 , f
∗
2 , ..., f
∗
d are the ordered functions according to
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the importance of each additive decompositions term of the function f (e.g. for Asian
option, index is the variability of f ′is; for lookback option, the index is the expectation
of f ′is), Â
∗
i.,j are the first j elements of the ordered i
th row of the decomposition
matrix A according to the order of the importance index function of fi’s for i =
1, 2, ..., d, j = 1, 2, .., k, , and ẑi denotes the vector of first i random variables of z,
for i = 1, 2, ..., kMIXC , k. i.e. ẑi ∼ Ni(0, I). This method keeps the full variability
for the first indexed/ordered kMIXC functions by SC, and maximize the functional
variability for the rest of dimensions by PC. The algorithm of MIXC method is
proposed in Algorithm 4.2.4. Note that when kMIXC = 0, MIXC reduces to PC, and
when kMIXC = d, MIXC reduces to SC.
4.2.6 Goodness of Functional Decomposition Criterion (General)
Suppose Y = (f1(x), f2(x), ..., fd(x))
T , where x has mean 0 and covariance matrix Σ, and
suppose further there exists a function ψ such that
f = ψ(f1(x), ..., fd(x)).
(i.e. The variability of the function f depends on the covariance matrix of Y .) We know
that Y can be also written as Y = (f1(Az), f2(Az), ..., fd(Az))
T , where A is an arbitrary
decomposition of Σ and z ∼ Nd(0,Σ). Our purpose is to find the optimal decomposition
of Σ according to the covariance matrix V ar(Y ) for the first k dimensions. We define
Ŷ = [f1(Âkẑk), f2(Âkẑk), ..., fd(Âkẑk)]
T ,
where ẑk ∼ Nk(0, I) and Âk denotes the first k columns of A.
By the Delta method, we have
Σf = V ar(Y ) = JΣJ
T ,
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where J is the Jacobian matrix of f w.r.t x, i.e.
∂f1
∂x1























T denotes the covariance matrix up to dimension k, and Âk denotes
the first k columns of A. (The special case defined in Section 4.2.5 is Y = (f1(x1), f2(x2),
..., fd(xd))
T where the Jacobian matrix is diagonal matrix.)
Remark 4.2.4. J is not necessarily a symmetric matrix, but the decomposed functional
covariance matrix Σf is always a symmetric matrix. However, rank(Σf ) is not necessary
equal to d if rank(J) 6= d; e.g. the European option only depends on xd. In this case, the
total dimension we need to control will be equivalent to rank(Σf ). So, fi’s are the random
variables which try to keep the most information of the price at time ti’s, and in the special
case that fi’s can not contain more information than xi’s, we simple assume that fi = xi,
for i = 1, ..., d. The purpose of our DC method is to do dimension reduction depending on
the random variables fi’s instead of xi’s, for i = 1, ..., d.
Then, following the definitions of (4.26) and (4.27), our DC methods control the direc-
tions of decomposition matrix by seeking minimum k such that the following inequality is
satisfied:
min{k : V ar(f(x̂)) = V ar(ψ(Ŷ ))
= V ar(ψ(f1(Âkẑk), f2(Âkẑk), ..., fd(Âkẑk)))
> αV ar(f)},
where Âk denoting the first k columns of A is a d by k matrix, and ẑk denotes the vector
of first k random variables of z. i.e. ẑk ∼ Nk(0, I).
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4.2.7 Variability Comparison Criteria
It is customary to use the explained variability to assess the quality of the decomposition
matrix of Σ. However, the decomposition according to our DC method depends on the
structure of functional covariance matrix Σf , so we introduce some modified criteria to
compare the variability of the decomposition matrix. As we have defined earlier that
Σ = AAT , Σ̂
(k)
= ÂkÂk
T , Σf = JΣJ
T , and Σ̂
(k)
f = JÂkÂk
TJT , where J is the
Jacobian matrix of f . Then, we define the following variability comparison criteria:
1. Explained variability:
Explained variability up to k-th column of A is given by
Êk =
‖A.1‖2 + ‖A.2‖2 + · · ·+ ‖A.k‖2
‖A.1‖2 + ‖A.2‖2 + · · ·+ ‖A.d‖2
=









where A.i denotes the i
th column of A, and Σi,i denotes the i
th diagonal element in
Σ for i = 1, ..., d. This is a commonly used criterion for comparing the effectiveness
of the explained variability for a given decomposition matrix of a covariance matrix.
2. Residual Variability rk: Suppose x = Az and xk = Âkẑk, where z ∼ Nd(0, I),
ẑk ∼ Nk(0, I), Âk denotes the first k columns of A, and ẑk denotes the vector of
first k random variables of z. Then, we define the residual σ2x up to dimension k as


























ij ≥ 0. (4.30)
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This criterion gives the same information as criterion 1 if we don’t consider the
covariance between xi and xj, for ∀i 6= j. i.e.












We introduce this criterion so that we can highlight the importance of our own
criterion 3.
3. Residual Functional Variability Rk:
Suppose Y = (f1(x), ..., fd(x))
T and Ŷ = (f1(x̂), ..., fd(x̂)
T , where x and x̂ are same
as what we defined in criterion 1. This criterion is similar to the above criterion except
that Σf is used, instead of Σ:



































The smaller Rk is, the better the decomposition method is for the first k components
in the case of maximizing the variability of the random variables (f1, ..., fd).
Remark 4.2.7. In the special case that f1 = x1, ..., fd = xd, our new criteria for σ
2
f
becomes the same as the criteria of residual σ2x.
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4.2.8 Relation of DC with Other Methods
In the special case that if we let f1(x1) = x1, ..., fd(xd) = xd, and ψ = f then
f(x1, ., , , xd) = ψ(f1(x1), ..., fd(xd)) = ψ(x1, ..., xd), (4.32)
where controlling the decomposition of covariance matrix Σf is the same as the decom-
position of covariance matrix Σ. In this case, our projection control method will have
the same effect as the orthogonal transformation and the optimal solution in the sense of
the explained variability is the same as PCA method, our sequential control method will
have the same effect as the permutation of Brownian motion, and the optimal solution
in the sense of the explained variability is the new Brownian bridge (NBB) method pro-
posed by Lin and Wang (2008). On the other hand, the general optimization of projection
control is the same as LT method in the special case that f = f1(x1) + ... + fd(xd). i.e
Y = (f1(x1), ..., fd(xd))
T , where the Jacobian matrix is defined as the derivatives of Y with
respect to x is a diagonal matrix with (i, i)-th entry given by ∂fi
∂xi
; i.e. diag(J) = ∇f(x).
4.3 Time Complexity
While the possible decompositions of Σ provide a framework for the algorithms to gen-
erate the Brownian paths, they are of limited practical value because the matrix-vector
multiplication is comparatively slow for all but small values of d. This is the case since the
general matrix-vector multiplication uses O (d2) floating point operations (flops). By con-
structions, we know that the random walk (or standard) construction and BB construction
only use O(d) flops to generate one Brownian path. Scheicher (2007) showed that PCA
can be computed using fast sine transform, and thereby using O(d log(d)) flops. Lobache
(2012) showed that orthogonal transformation using fast Fourier transforms(FFT), which
computes the discrete Fourier transform (DFT) and produces exactly the same result as
evaluating the DFT definition directly, will take O(d log(d)) flops.
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For our projection control method, evaluating J−1Af , where J is the Jacobian matrix
and Af is the decomposition for functional covariance matrix Σf , can be done in O (d
3)
flops. However, if J is a diagonal matrix, the time complexity could be improved to be
O (d2 log(d)) flops which is the same as linear transformation. For our sequential control
method, the time complexity is the same the BB construction, which take O(d) flops. Using
mixture control method which controls the fixed number of dimensions by SC method
and using PC method to control the rest of dimensions will takes O (d2) flops at most.
However, if we only control the first few dimensions and using singular value decomposition
of Σ for the rest of dimensions will take O(d log(d)), or using forward or Brownian bridge
construction for the rest of dimensions will takesO (max(k2, d)) flops, where k is the number
of directions we want to control. The partial controlling which only controls the effective
dimensions is still under investigation. However, in the case of evaluating high dimensional
integrals, the number of simulation paths N is less than d2 if d is sufficiently large (e.g.
d ≥ 360), so in that case, applying SC and MIXC methods will be more important than
our PC methods.
Considering that our partition of the payoff structure is suitable for parallel computing,
for example, we could use the machine mi to evaluate the decomposed function fi for i =
1, ..., d, which will be discussed in the section of future research, we would eliminate the time
complexity for functional evaluation by the simulation of multiple machines simultaneously.
In this case, we use the slow construction upper bound O (d2) to improve the even more
slower evaluation time of the functions with MC or QMC methods, which takes O(dmN),
where d is the dimensionality, N is the number of input sequences, and m is the number





The main purpose of this chapter is to examine the efficiency of our proposed direction-
al control (DC) methods relative to other QMC-based methods. The relative efficiency of
these methods are accessed by examining the explained variability, residual functional vari-
ability and the variance reduction ratio using a wide range of high-dimensional European
derivative securities.
Recall that under the Black-Scholes (BS) model, the risk-neutral process of the underlying
asset is given by
dSt = rSt dt+ σSt dBt, (5.1)
where r is the risk-free interest rate, σ is the volatility and Bt is the standard Brownian
motion. Suppose h(S) = h(S1, . . . , Sd) denotes the payoff function of a derivative security
at maturity T years, which depends on the asset prices Sj := Stj at equally spaced times
tj = j∆t for j = 1, . . . , d and ∆t = T/d. According to the option pricing theory, the value
of the financial derivative at t = 0 is IE [e−rTh(S)], where IE [·] is the expectation under
the risk-neutral measure.
Let x := (x1, . . . , xd)
T ∼ Nd(0,Σ); i.e, x is normally distributed with mean 0 and covari-
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ance matrix Σ with its entry given by
Σij = min(ti, tj) = ∆t min(i, j), (5.2)
the payoff function h(S) can be expressed in term of x as
h(S) = h(exp(µ1 + σx1), . . . , exp(µd + σxd)) := g(x), (5.3)
where µj = logS0 + (r − σ2/2) tj. Note that we have redefined h(S) as g(x) to emphasize
the explicit role of x.
For a given PGM A satisfying AAT = Σ and a uniform vector u = (u1, . . . , ud) ∈ [0, 1)d,
each xi in the payoff function g(x) can be simulated as
xi = Ai·z
where z = (z1, . . . , zd)
T = (Φ−1(u1), . . . ,Φ
−1(ud))
T and Φ−1(·) is the inverse of the standard
normal distribution. Hence z ∼ Nd(0, I) where I is the d × d identity matrix and u =
(u1, . . . , ud) is the d-dimensional points in [0, 1)
d. The above equation suggests that for
a given vector z, the simulated stock price at time tj differs depending on the choice of
A. This in turn may have important implication on the estimated prices of the derivative
securities (which depend on the simulated asset prices).
In comparing various QMC-based methods, we use the following three criteria:
• explained variability,
• residual functional variability
• variance reduction ratio.
The first two criteria focus on the effectiveness of the decomposition matrices A by com-
paring their explained variability and the residual functional variability. Ultimately we
are interested in the performance of using these decomposition matrices for simulating the
option prices. In other words, we are interested in the QMC-based PGM involving these
matrices. A wide range of options are used for this purpose. For each option example, each
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of the decomposition matrix A is used to simulate the stock prices, estimate the option
prices as well as estimate the variance of the option estimator. For the QMC-based meth-
ods, we use the scrambled Sobol sequences that are based on a random linear scramble
combined with a random digital shift. The variance of the option estimator is estimated
by M independent set of scrambled sequences of N points. On the other hand, an estimate
of the variance of the option estimator for the Monte Carlo method is based on a M ×N
points. The ratio of the variance of the MC estimate to the variance of the QMC estimate
therefore provides a measure of the efficiency of QMC relative to the MC method. A vari-
ance reduction ratio greater than one implies that the underlying QMC method is more
efficient than the MC method.
The remaining sections are devoted to comparing the relative efficiency of the PGMs on a
number of high-dimensional options.
5.1 Asian Options











By setting f(x) = f1(x1) + · · · fd(xd), where fi = 1d exp(µi + σxi), then the above payoff
function can be written in term of g(x) as
g(x) = max(f(x)−K, 0) = max(f1(x1) + ...+ fd(xd)−K, 0)
We assume S0 = 100, T = 1, r = 0.1, σ = 0.2 for our base case parameter values. The
efficiency of our proposed direction method is compared to five other methods, namely
1. Standard approach (STD) with A corresponds to the Cholesky decomposition of Σ;
see Section 4.1.1.
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2. Principal component analysis (PCA) method of Acworth et al. (1998); see Section
4.1.2.
3. Brownian bridge (BB) construction of Moskowitz and Caflisch (1996); see Section
4.1.3.
4. New Brownian bridge (NBB) construction of Lin and Wang (2008) with the optimal
permutation of Brownian bridge tabulated in Appendix A. See also Section 4.1.3.
5. Discrete cosine transform (DCT) of Leobacher (2012); see Section 4.1.5.
5.1.1 Explained Variability






By definition, we have 0 < Êk ≤ 1. This quantity measures the effectiveness of A in
dimension reduction. If the effective dimension is small, we should expect that Êk is
approaching one for low values of k.
Recall also that our proposed directional method requires the specification of “direction”.
In the Asian option, a logical selection is to consider f(x) = f1(x1) + · · · + fd(xd) so
that using the delta method, we can determine Σf = V ar(f(x)). Therefore the first
implementation is according to PC0 and PC. The PC method is according to the algorithm
4.2.1 with covariance matrix of Σf = var(Y ). In this case, PC method will be the same
as LT method due to the diagonal matrix of Jacobian matrix of Y with respect to x. On
the other hand, the method label “PC0” is also based on PC method except by assuming
f(x) = x1 + · · ·+ xd. This implies that PC0 collapse to the PCA construction.
Table 5.1.1 and Table 5.1.1 report the explained variability ratios for the first four and five
dimensions for d = 4 and d = 16, respectively.
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Component STD PCA BB NBB DCT PC0 PC
1 40.00 82.91 75.00 76.67 80.15 82.91 82.71
2 70.00 92.91 90.00 86.67 90.78 92.91 92.77
3 90.00 97.17 95.00 95.00 96.00 97.17 97.05
4 100.00 100.00 100.00 100.00 100.00 100.00 100.00
Table 5.1: Cumulative explained variability ratios (in percentage) for the first four dimen-
sions (d = 4)
Component STD PCA BB NBB DCT PC0 PC
1 11.76 81.19 68.75 75.12 80.37 81.19 79.46
2 22.79 90.27 84.56 84.07 89.41 90.27 88.97
3 33.09 93.58 88.60 89.71 92.75 93.58 92.58
4 42.65 95.29 89.71 92.03 94.51 95.29 94.48
5 51.47 96.36 90.07 94.36 95.63 96.36 95.65
Table 5.2: Cumulative explained variability ratios (in percentage) for the first 5 dimensions
(d = 16)
Using the explained variability as a criterion, we draw the following observations:
• The ineffectiveness of the STD method in dimension reduction is clearly highlighted.
The cumulative explained variability ratios are the lowest for STD method.
• PCA construction is the most effective, as indicated by the highest ratios. This is not
surprising since the decomposition matrix A under the PCA is designed to optimally
maximize the explained variability for each successive dimension.
• Both PCA and PC0 have the same ratios. This again is not surprising since PC0
is designed to reproduce PCA. This confirms that our proposed direction control
method is able to recover PCA, depending on the choice of the “direction”.
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• In term of the explained variability, other methods such as BB, NBB, DCT and PC
are inferior to PCA, although they are rather close to the optimal values of PCA.
5.1.2 Residual Functional variability


















Tables 5.1.2, 5.1.2, and 5.1.2 depict the residual functional variabilities for d = 16, d = 64
and d = 128.
Component STD PCA BB NBB DCT PC
1 86.91 0.08 15.61 8.27 1.43 2.22
2 74.64 0.08 4.31 4.91 1.36 0.31
3 63.24 0.01 3.60 1.54 1.08 0.11
4 52.74 0.01 3.54 1.28 0.98 0.05
5 43.17 0.00 3.53 0.62 0.87 0.03
Table 5.3: Residual functional variability for first 5 dimensions (d = 16)
Component STD PCA BB NBB DCT PC
1 97.85 4.25 7.71 9.16 4.18 1.50
2 95.70 0.53 4.15 8.89 0.74 0.29
3 93.55 0.10 4.13 0.94 0.26 0.13
4 91.40 0.03 4.13 0.93 0.21 0.07
5 89.26 0.01 4.13 0.79 0.18 0.04
Table 5.4: Residual functional variability for first 5 dimensions (d = 64)
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Component STD PCA BB NBB DCT PC
1 99.09 9.38 4.23 14.21 9.29 0.81
2 98.18 2.18 3.22 14.20 2.27 0.16
3 97.27 0.66 3.22 1.07 0.71 0.07
4 96.36 0.24 3.22 1.07 0.32 0.04
5 95.44 0.10 3.22 1.07 0.17 0.02
Table 5.5: Residual functional variability for first 5 dimensions (d = 128)
Using the residual functional variability as a criterion, we make the following remarks:
• The STD method is again the most inferior, as supported by the largest residual
variability.
• While PCA is the most effective for low dimensional case d = 16, it is interesting to
note that an appropriate choice of the direction for the PC method can surpass the
effectiveness of PCA, as demonstrated in the high-dimensional case d = 128.
5.1.3 Variance Reduction Ratios
The comparisons in the last two subsections focus only on the decomposition matrices A.
Ultimately we are interested in the performance of the QMC-based PGM involving these
matrices. For each PGM method, scrambled Sobol sequence of N = 2048 and N = 4096
points are used to estimate the Asian option. This procedure is replicated M = 100 times
using independent scrambled Sobol sequence to produce an estimate of the variance of
the QMC-based option estimator. For each QMC-based PGM method, we compute the
variance reduction ratio, which is the ratio of the variance of MC estimator to the QMC
estimator. The results are reported in Tables 5.1.3 and 5.1.3 for K ∈ {90, 100, 110}.
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d K STD PCA BB NBB DFT PC MIXC
16 90 322.45 6484.35 2684.55 3394.16 4853.56 11882.72 5269.47
16 100 82.29 6412.33 1027.68 2342.00 3099.81 4978.82 4817.52
16 110 27.23 2713.99 496.45 715.27 986.59 2115.94 2244.94
64 90 142.79 8024.80 1940.91 3612.66 5818.09 5945.63 7555.55
64 100 30.65 4823.20 627.13 2090.61 3202.38 5254.88 3655.76
64 110 11.10 2668.20 266.07 771.63 2100.27 3012.09 1756.94
Table 5.6: Variance reduction ratio for arithmetic Asian option with M = 100, N = 2048
d K STD PCA BB NBB DFT PC MIXC
16 90 362.04 18947.21 3366.17 7463.02 9088.63 29688.88 15261.10
16 100 72.67 14311.61 1589.59 2529.06 5816.14 9771.25 9442.65
16 110 26.67 5339.41 605.96 1201.60 1655.87 6412.46 3177.60
64 90 114.64 19571.17 3552.78 6408.98 10871.71 16300.45 14394.37
64 100 31.20 13929.32 1458.89 3140.33 8160.25 13932.35 10450.17
64 110 15.86 4248.61 624.94 1063.84 2815.53 4612.31 3731.53
Table 5.7: Variance reduction ratio for arithmetic Asian option with M = 100, N = 4096
Note that for our proposed DC method, we consider two implementations. The first
method, which is labeled as PC, is simulated using the decomposition matrix A ob-
tained from Algorithm 4.2.1. The second method, which is labeled as MIXC, is simu-
lated according to Algorithm 4.2.4 where the importance index is defined as the rank
of (var(f1), ..., var(fd)), and the number of important variables (i.e.kMIXC in Algorithm
4.2.4) is 1 if d = 16 and 2 if d = 64.
Based on the simulated results, we make the following remarks:
• The inefficiency of the STD method is clearly highlighted. In all cases, the variance
reduction ratio of the STD method is much smaller compared to other PGMs. This
is consistent with performance we saw in the last two subsections.
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• Comparing between BB and NBB, the examples support the notion that there is an
advantage in an optimal selection of the sampling points. In all cases, NBB is more
effective than the BB.
• On the other hand, the remaining PGMs; i.e. PCA, DFT, PC and MIXC, outperform
NBB. However, none of these methods is uniformly best.
• It is of interest to note that it is possible for our proposed PC and MIXC to outper-
form the other PGMs.
5.2 Weighted Arithmetic Average Options
The second example we will study is the discrete weighted average call option with its








By setting f(x) = f1(x1) + · · · fd(xd), where fi = wi exp(µi + σxi), then the above payoff
function can be written in term of g(x) as
g(x) = max(f(x)−K, 0) = max(f1(x1) + ...+ fd(xd)−K, 0)
The base case parameters and comparison methods are the same as Section 5.1. We
similarly use the same three criteria as in the last subsection to evaluate the relative
efficiency of the various QMC-based PGMs.
5.2.1 Explained Variability
We first examine the explained variability. Tables 5.2.1 and 5.2.1 show the residual func-
tional variability for d = 16, and d = 64. In Table 5.2.1, the weights for the weighted
79
average option are generated randomly using Matlab function rand(d, 1) times a normal-
ized constant c for d = 16. i.e weights = c (0.0545 0.0089 0.0722 0.1047 0.0267 0.0628
0.0633 0.1154 0.0739 0.0345 0.0638 0.1181 0.0475 0.0777 0.0090 0.0670)T , for a normalized
constant c
Component STD PCA BB NBB DCT PC
1 11.76 81.19 68.75 75.12 80.37 80.74
2 22.79 90.27 84.56 84.07 89.41 89.55
3 33.09 93.58 88.60 89.71 92.75 92.64
4 42.65 95.29 89.71 92.03 94.51 94.49
5 51.47 96.36 90.07 94.36 95.63 95.50
Table 5.8: Explained variability for first 5 dimensions (d = 16)
For the results in Table 5.2.2, the same method is used to randomly generate the required
weights for d = 64, i.e weights = c (0.3167 0.9243 0.6706 0.4378 0.4319 0.8031 0.9218 0.7446
0.3153 0.2718 0.0708 0.0306 0.5531 0.5124 0.9137 0.6507 0.0622 0.8917 0.4113 0.1775 0.3055
0.2941 0.1427 0.7375 0.1882 0.1713 0.2435 0.1012 0.1678 0.6196 0.0993 0.7870 0.9192 0.2590
0.8547 0.6581 0.4024 0.3828 0.3297 0.9043 0.2946 0.2916 0.6413 0.1349 0.9629 0.2118 0.0036
0.8760 0.2147 0.4362 0.0545 0.2252 0.0452 0.4036 0.5068 0.9441 0.9390 0.9031 0.4026 0.7579
0.9583 0.9830 0.2311 0.3822)T , for a normalized constant c.
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Component STD PCA BB NBB DCT PC
1 3.08 81.07 67.19 75.01 80.85 80.28
2 6.11 90.08 83.61 84.25 89.84 89.49
3 9.09 93.32 87.72 89.16 93.08 92.93
4 12.02 94.98 88.75 91.47 94.74 94.55
5 14.90 95.99 89.01 93.79 95.75 95.47
Table 5.9: Explained variability for first 5 dimensions (d = 64)
Using the explained variability as a criterion, we make the following remarks:
• The STD method is the worst for both cases.
• In term of the explained variability, other methods such as BB, NBB, DCT and PC
are inferior to PCA even if we change the structure of f dramatically, although they
are rather close to the optimal values of PCA.
5.2.2 Residual Functional variability
Then, we examine the residual functional variability. Tables 5.2.2 and 5.2.2 show the
residual functional variability for d = 16, and d = 64. In Table 5.2.2, the weights are
defined to be the same as Section 5.2.1 for d = 16.
Component STD PCA BB NBB DCT PC
1 84.08 1.61 24.41 10.75 3.95 1.04
2 69.78 0.13 5.18 3.59 1.67 0.30
3 55.75 0.13 3.36 2.54 1.51 0.08
4 43.73 0.10 3.29 1.85 1.28 0.08
5 34.37 0.10 3.26 0.73 1.18 0.07
Table 5.10: Residual functional variability for first 5 dimensions (d = 16)
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For the results in Table 5.2.2, the weights are defined to be the same as Section 5.2.1 for
d = 64.
Component STD PCA BB NBB DCT PC
1 95.53 0.83 20.63 11.03 1.49 2.40
2 91.15 0.46 5.41 5.28 1.05 0.34
3 87.02 0.20 3.65 2.71 0.72 0.08
4 83.07 0.17 3.34 1.86 0.67 0.05
5 79.24 0.06 3.29 0.85 0.49 0.03
Table 5.11: Residual functional variability for first 5 dimensions (d = 64)
Using the residual functional variability as a criterion, we make the following remarks:
• The STD method is the worst for both cases.
• While PCA is still effective, it is interesting to note that an appropriate choice of the
direction for the PC method can significantly surpass the effectiveness of PCA, as
demonstrated in the high dimensional case d = 64.
We can see clearly from the table that the advantage of PCA is not consistent in the
residual functional variability. If the structure of fi’s is not proportional to the structure
of xi’s, for i = 1, ..., d, our projection control method could outperform other methods
significantly in the residual functional variability even when the dimension of the function
f is not high.
5.2.3 Reduction Factor
The same set of scrambled Sobol sequence is use to estimate the prices of the various
weighted average options. In particular we consider two sets of weights prescribed by
wi = ci
2 and wi = ci
−2 for i = 1, ..., d, where c is the normalizing constant so that the
sum of the weights is one. The results are reported in Tables 5.2.3 and 5.2.3 for increasing
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weights with K ∈ {90, 100, 110}, and in Tables 5.2.3 and 5.2.3 for decreasing weights with
K ∈ {90, 100, 110}. For the MIXC method, we similarly assume that kMIXC = 1 for d = 16
and kMIXC = 2 for d = 64 by SC method, and the remaining dimensions are determined
by the PC method.
d K STD PCA BB NBB DFT PC MIXC
16 90 225.92 7180.99 2583.65 3311.72 6144.58 6922.61 6052.96
16 100 52.26 7146.25 2000.61 2294.21 4853.51 6123.63 6126.26
16 110 28.31 2988.92 867.73 1826.61 2473.61 2742.86 2714.79
64 90 43.87 7391.13 2023.04 4807.36 6959.98 6511.40 6946.99
64 100 22.14 7821.84 775.37 2416.56 6210.18 6817.34 6199.42
64 110 7.12 4056.22 362.92 1547.66 3065.60 3557.92 2714.47
Table 5.12: Variance reduction ratio for the weighted average option with increasing weight-
s, wi = ci
2, M = 100, N = 2048
d K STD PCA BB NBB DFT PC MIXC
16 90 272.66 14845.65 4800.49 6819.55 13837.39 14258.88 12039.65
16 100 58.02 9981.90 2182.83 3856.72 6596.42 9484.97 8520.11
16 110 26.48 7236.43 1203.44 2823.29 4523.19 6535.86 4817.49
64 90 76.16 13239.05 4177.72 6013.64 12093.82 13033.42 10294.62
64 100 26.03 8748.33 2302.03 3542.41 7219.37 7571.69 7976.75
64 110 11.51 6299.22 1212.06 2463.81 3672.95 5401.33 4541.08
Table 5.13: Variance reduction ratio for the weighted average option with increasing weight-
s, wi = ci
2, M = 100, N = 4096
(2) We consider the case that wi = ci
−2 for i = 1, ..., d, where c is a normalized constant.
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d K STD PCA BB NBB DFT PC MIXC
16 90 7433.90 1631.86 1885.07 1497.32 859.01 11159.20 8230.24
16 100 784.21 86.07 56.53 259.72 40.70 3556.65 2538.59
16 110 74.26 14.80 11.90 21.28 9.16 165.50 138.26
64 90 10299.45 9911.55 13178.39 11469.12 6565.57 12382.78 12344.59
64 100 359.40 36.00 88.13 36.22 16.43 1180.41 936.69
64 110 2.33 1.47 1.64 1.23 1.57 2.37 1.47
Table 5.14: Variance reduction ratio for the weighted average option with decreasing
weights, wi = ci
−2, M = 100, N = 2048
d K STD PCA BB NBB DFT PC MIXC
16 90 11784.23 1868.37 2995.59 2652.23 977.74 17032.18 21112.27
16 100 1404.74 110.34 236.29 353.96 43.73 3295.23 4145.52
16 110 101.93 15.74 20.64 28.74 6.37 229.35 285.19
64 90 33312.80 20276.39 23767.65 26630.11 7485.13 34679.79 32546.59
64 100 394.26 28.17 111.61 57.42 12.98 1445.53 1402.10
64 110 1.94 0.87 1.51 1.53 0.91 2.34 2.71
Table 5.15: Variance reduction ratio for the weighted average option with decreasing
weights, wi = ci
−2, M = 100, N = 4096
Based on the simulated results, we make the following remarks:
• For the average option with increasing weights, the relative efficiencies of the PGMs
are consistent with the Asian call option that was discussed in Section 5.1.
• On the other, for the weights that are decreasing, interestingly the STD method
outperforms the other PGMs except our proposed PC and MIXC methods. These
results indicate that by only comparing the explained and residual variability is not
sufficient to assess the quality of the PGM for simulating the option prices.
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• The above remark also fosters the notion that the structure of the payoff functions
is important in designing a good decomposition matrix A. Methods that do not
take into consideration the structure of the payoff function may have highly variable
relative performance. For example let us consider the increasing weight average
option with d = 16, N = 4096 and K = 100. The PCA construction yields an
impressive variance reduction ratio of 9982, which compares favourably to the STD
method that increases the efficiency by only 58 times. In contrast, if the same
methods were used to simulate the average option with weights are decreasing, the
relative performance of these methods change dramatically. In this case, PCA is
only 110 times more efficiency while the STD method attains a remarkable order of
efficiency of 1405 times.
• For methods that do take into account the payoff function of the option, the results
are consistently competitive, although the methods may not uniformly outperform
the other PGMs. For the same increasing and decreasing average options discussed
above, the corresponding variance reduction ratios are 9485 and 3295 for the PC
method while 8520 and 4146 for the MIXC method.
• The sensitivity of the PGMs that do not take into consideration the payoff function
is also highlighted among the methods of PCA, BB, NBB and DCT. For example,
PCA and DFT outperform BB and NBB for increasing weights while the relative
perform is reversed when the weights are decreasing.
Here, we can see clearly that if the variability of fi’s are not proportional to the variability
of xi’s. i.e. if the structure of Y is different from the structure of x, it is significant to
apply our DC methods. On the other hand, PCA method is not always to be the optimal
solution in the weighted Asian option, due to the importance of prices at some specific
times if we change the weights significantly.
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5.3 Weighted Geometric Average Options
The third example we will study is the discrete geometric weighted average call option












By setting f(x) = ψ(f1(x1), · · · , fd(xd)), where fi = wi(µi+σxi) and ψ(f1(x1), · · · , fd(xd))
= max (exp(f1(x1) + ...+ fd(xd)), K, ), then the above payoff function can be written in
term of g(x) as
g(x) = max(f(x)−K, 0) = max(ψ(f1(x1), · · · , fd(xd))−K, 0)
The base case parameters are the same as Section 5.1. In addition to the methods we
considered in the last subsection, we also consider the Orthogonal transform (OT) of Wang
and Tan (2012) with A0 = Apca and q = weight (i.e. w); see Section 4.1.4. i.e. We let








qTΣq, corresponding to the vector q = w. The remaining columns are
constructed by Gram-Schmidt process.
Furthermore, besides the PC method according to Algorithm 4.2.1, the method labelled as
PC2 is another implementation of PC method as motivated by the OT method of Wang






whereAfpca is the PCA construction of Σf defined in Section 4.1.2. The rest of dimensions
are constructed by the PC method according to the Algorithm 4.2.2. The third DC method,
which is labeled as MIXC, is simulated according to Algorithm 4.2.4 where the importance
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index is defined as the rank of (var(f1), ..., var(fd)), and the number of important variables
(i.e.kMIXC in Algorithm 4.2.4) is 1 for both d = 16 and d = 64.
The results of the variance reduction ratio are reported in Tables 5.3, 5.3for increasing
weights with K ∈ {90, 100, 110}, and in Tables 5.3, 5.3 for decreasing weights with K ∈
{90, 100, 110}.
(1) We consider the case that wi = ci
2 for i = 1, ..., d, where c is a normalized constant.
d K STD PCA BB NBB DFT OT PC MIXC PC2
16 90 186.9 6009.8 4257.4 3975.7 4715.8 6307.0 6100.1 5811.4 6307.0
16 100 55.2 5704.4 1905.1 2942.2 4136.4 5991.1 5282.3 4523.7 5991.1
16 110 31.1 2706.1 881.7 1726.8 1888.8 3008.5 2567.5 2356.3 3008.5
64 90 51.8 7247.0 2206.9 5333.0 6786.0 7604.8 7024.7 6057.7 7604.8
64 100 17.9 4329.5 985.2 1866.6 4154.9 4441.2 4009.5 4513.9 4441.2
64 110 8.4 2916.0 408.3 1147.4 2381.0 3327.0 3199.3 2776.9 3327.0
Table 5.16: Variance reduction ratio for the geometric weighted Average option with in-
creasing weights, M = 100, N = 2048
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d K STD PCA BB NBB DFT
16 90 232.0 16425.5 5416.8 6768.4 12349.6
16 100 65.0 6754.4 2042.0 3047.4 5145.1
16 110 25.7 6405.9 1086.1 2012.1 3439.9
64 90 66.5 21448.6 3880.3 6146.9 15506.9
64 100 25.0 13426.9 2598.0 4605.8 9342.5
64 110 12.6 6417.0 859.7 2616.3 4659.5
d K OT PC MIXC PC2
16 90 17498.9 15905.5 13824.6 17498.9
16 100 7270.3 6642.9 6312.6 7270.3
16 110 6533.8 6105.6 5047.8 6533.8
64 90 21863.3 21573.5 19194.1 21863.3
64 100 14820.6 12714.1 9950.3 14820.6
64 110 7055.4 5710.1 6234.1 7055.4
Table 5.17: Variance reduction ratio for the geometric weighted Average option with in-
creasing weights, M = 100, N = 4096
(2) We consider the case that wi = ci
−2 where c is a normalized constant.
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d K STD PCA BB NBB DFT
16 90 4651.5 1329.0 1169.2 1889.8 989.7
16 100 806.3 83.1 54.0 219.8 54.7
16 110 61.8 16.3 11.7 21.8 6.5
64 90 17100.1 13011.6 14152.9 12405.9 7882.4
64 100 354.6 36.9 75.7 55.1 18.6
64 110 3.1 1.9 3.2 2.1 2.5
d K OT PC MIXC PC2
16 90 13960.2 10417.6 8030.1 13960.2
16 100 8475.3 2318.9 2391.1 8475.3
16 110 530.1 156.6 176.6 530.1
64 90 19018.1 15820.2 12281.6 19018.1
64 100 8475.5 927.8 1036.7 8475.5
64 110 4.7 5.1 2.8 4.7
Table 5.18: Variance reduction ratio for the geometric weighted Asian option with decreas-
ing weights, M = 100, N = 2048
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d K STD PCA BB NBB DFT
16 90 8557.2 1885.7 3540.8 2867.9 630.2
16 100 1118.9 87.5 255.2 375.3 39.6
16 110 110.9 11.2 25.9 37.0 6.6
64 90 37028.1 28412.4 30638.3 25009.1 11489.4
64 100 493.8 30.1 83.6 46.5 15.5
64 110 1.6 1.1 1.2 1.1 0.9
d K OT PC MIXC PC2
16 90 55989.6 16191.1 17516.8 55989.6
16 100 16217.9 3368.8 3918.6 16217.9
16 110 1402.1 345.5 240.7 1402.1
64 90 39337.3 28923.3 33287.1 39337.3
64 100 21652.5 1828.7 1324.8 21652.5
64 110 5.6 3.5 2.7 5.6
Table 5.19: Variance reduction ratio for the geometric weighted Asian option with decreas-
ing weights, M = 100, N = 4096
Based on the simulated results, we make the following remarks:
• Except the OT and PC2 methods, which control the first direction of the decom-
position matrix, our PC and MIXC methods can outperform the other methods in
both cases. It highlights that considering the functional structure is very important
to improve the effectiveness of the PGMs.
• For the methods that do not consider the functional structures, we can see that in the
case of increasing weights, PCA outperforms the others and in the case of decreasing
weights, STD outperforms the others. However, none of these methods is uniformly
the best.
• Comparing PC and MIXC, we see that our PC method, which is the same as the LT
method in this case, performs well in the case that fi’s are linear combinations of xi’s.
90
However, MIXC can still outperform PC in some cases. This also highlights that the
importance index function may take some effects on the effectiveness of PGMs.
• OT and PC2 methods outperform all the other methods, which means that control-
ling the first direction is very important in the weighted geometric average option.
• It is of interest to note that it is possible for our proposed PC method to perform
exactly the same as the optimal decomposition transformed by the OT method.
5.4 Lookback Options
In this section, we will study a type of exotic option known as lookback options. In par-
ticular, we consider a discrete fixed-strike weighted lookback call option with the following
payoff structure
h(S) = max (max (S1, S2..., Sd) , K) .
By setting fi = exp(µi + σxi) and ψ(f1(x1), · · · , fd(xd)) = max (f1(x1), ..., fd(xd)), then
the above payoff function can be written in term of g(x) as
g(x) = max(f(x)−K, 0) = max(ψ(f1(x1), · · · , fd(xd))−K, 0)
The base case parameters and comparison methods are the same as Section 5.1. The results
of comparing the variance reduction ratio are reported in Tables 5.4 and 5.4, for σ = 0.2
and K ∈ {90, 100, 110}, and in Tables 5.4 and 5.4, for σ = 0.3 and K ∈ {90, 100, 110}.
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d K STD PCA BB NBB DCT PC MIXC
16 90 87.47 147.68 242.67 228.98 145.10 165.80 248.19
16 100 95.93 139.37 204.84 212.30 155.07 107.46 183.41
16 110 39.14 99.85 193.25 238.52 78.35 79.59 198.08
64 90 10.18 137.30 112.18 95.97 151.84 100.09 156.14
64 100 12.08 109.69 107.36 110.71 97.38 128.18 183.32
64 110 10.06 87.55 95.77 89.78 95.39 102.51 123.84
Table 5.20: Variance reduction ratio for Lookback option with M = 100, N = 2048,
σ = 0.2
d K STD PCA BB NBB DCT PC MIXC
16 90 96.86 145.57 287.36 265.44 115.26 89.87 247.50
16 100 82.71 112.21 255.04 245.71 140.09 85.53 272.69
16 110 62.39 64.86 297.58 278.34 76.10 56.99 289.13
64 90 18.12 82.92 169.18 75.72 91.31 114.97 153.29
64 100 11.19 100.87 189.64 68.42 108.56 100.39 133.54
64 110 12.27 84.67 132.60 80.36 69.74 73.64 145.79
Table 5.21: Variance reduction ratio for Lookback option with M = 100, N = 4096,
σ = 0.2
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d K STD PCA BB NBB DCT PC MIXC
16 90 66.87 92.87 221.89 226.32 103.60 75.36 253.91
16 100 55.69 98.57 196.06 196.48 116.67 94.35 194.63
16 110 45.53 81.55 252.23 190.42 73.38 68.32 165.77
64 90 10.00 99.70 114.29 107.87 100.95 90.90 127.20
64 100 11.59 82.91 127.59 102.23 96.70 88.74 174.31
64 110 9.20 88.34 90.54 75.39 77.72 77.15 136.20
Table 5.22: Variance reduction ratio for Lookback option with M = 100, N = 2048,
σ = 0.3
d K STD PCA BB NBB DCT PC MIXC
16 90 66.19 85.05 230.64 283.07 90.39 68.41 210.46
16 100 78.08 62.37 233.47 322.05 82.68 62.09 263.73
16 110 47.37 54.29 233.14 248.62 59.74 49.66 180.18
64 90 11.15 69.66 152.84 107.28 72.79 69.97 170.17
64 100 12.16 61.39 176.19 92.48 65.87 69.93 138.61
64 110 11.19 65.28 164.50 84.90 54.99 49.71 144.05
Table 5.23: Variance reduction ratio for Lookback option with M = 100, N = 4096,
σ = 0.3
Note that for our proposed DC method, we consider three implementations. The first
method, which is labelled as PC, is simulated using the decomposition matrix A obtained
from Algorithm 4.2.1. The second method, which is labeled as SC, is simulated according
to Algorithm 4.2.4 where the importance index is defined as the rank of (E(f1), ..., E(fd)),
and the number of important variables (i.e.kMIXC in Algorithm 4.2.4) is d for d = 16 and
1 for d = 64. In other words, MIXC becomes SC for d = 16.
Based on the simulated results, we make the following remarks:
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• BB, NBB and MIXC perform better than the other methods. However, among these
three methods, there’s no method which has consistent advantage.
• It is of interest to note that in this situation, determine the importance of functions
is more important than treating all functions equivalently. In other words, all the
methods that controlling the column directions of decomposition matrix performs
badly in the Lookback option.
5.5 Digital Options





















































[w1S0 + w1(S1 − S0) + w2(S2 − S1) + · · ·+ wd(Sd − Sd−1)]
where (x)0+ is equal to 1 if x > 0 and is 0 otherwise, for x ∈ R, and w is a weight vector of
Si−Si−1’s. i.e. wk =
d∑
i=k
(Si−Si−1)0+ for i = 1, ..., d,k = 1, ..., d. For d > 1, it can be viewed
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as a portfolio of digital options, or as a ratchet option. Ratchet options are useful to hedge
equity-linked index annuities. Papageorgiou (2002) showed that both BB and PCA are
worse than STD. If the optimal solution is to make (Si−Si−1)0+’s evaluate to be one, then
the weight vector becomes (d, d− 1, ..., 1)T . i.e. the importance of Si−Si−1 are decreasing
for i = 1, .., d. Conditional on (Si−Si−1)0+ = 1, for i = 1, ..., d, by setting f1 = w1(S1−S0),
f2 = w2(S2 − S1), ..., fd = wd(Sd − Sd−1). Then the above payoff function can be written
in term of g(x) as
f(x) = c+ f1(x) + · · ·+ fd(x),
where c is a constant.
The base case parameters and comparison methods are the same as Section 5.1. For each
PGM method, scrambled Sobol sequence of N = 2048 points are used to estimate the
digital option. This procedure is replicated M = 100 times using independent scrambled
Sobol sequence to produce an estimate of the variance of the QMC-based option estimator.
The results of comparing the variance reduction ratio are reported in Tables 5.5 and 5.5.
Component Mean S.E Reduction Factor
STD: 59.035801 0.002469 287.698542
PCA: 59.047774 0.017072 6.015416
BB: 59.056150 0.015955 6.887032
NBB: 59.040820 0.011499 13.260198
DCT: 59.010077 0.015903 6.931890
SC: 59.035801 0.002469 287.698542
Table 5.24: Variance reduction ratio for digital option with d = 16, M = 100, N = 2048
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Component Mean S.E Reduction Factor
STD: 55.772191 0.002683 100.427258
PCA: 55.767075 0.009370 8.232068
BB: 55.758646 0.007739 12.067155
NBB: 55.777251 0.010416 6.661215
DCT: 55.773437 0.008542 9.904400
MIXC: 55.772191 0.002683 100.427258
Table 5.25: Variance reduction ratio for digital option with d = 64, M = 100, N = 2048
Note that for our proposed DC method, we consider only one implementation, which is
labeled as SC, is simulated according to Algorithm 4.2.3 where the importance index is
defined as the rank of (E(f1), ..., E(fd)).
Based on the simulated results, we make the following remarks:
• STD and SC outperform all the other methods. The decreasing order of generating
Brownian paths is the most important way in the digital option.
• None of the methods PCA, BB, NBB and DCT has a consistent advantage over each
other.
• It is of interest to note that our SC method focusing on the difference of the prices
between time ti and ti−1, for i = 1, ..., d, performs exactly the same as STD.
• Due to the fact that fi contains the term (Si − Si−1)0+ for i = 1, ..., d, it is hard to
calculate the Jacobian matrix in our additive structure of f . So it is hard to apply
our PC method in this situation.
Now let us make an assumption that the STD construction, denoted as Astd ,is the best
decomposition of Σ without considering the structure of the function f . We assume that
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Then, the above payoff function can be written in term of f(x) as
f(x) = f1(x) + · · ·+ fd(x).
According to the formula from Papageorgiou (2001), we have
E[(Sj − Sj−1)0+(Si − Si−1)0+SjSi]
= S20Φ(β(r, σ, h) + σ
√
h)Φ(β(r, σ, h) + 2σ
√
h) exp(r(i+ j)h) exp(σ2ih)
and
E[(Sj − Sj−1)0+S2j ] = S20Φ(β(r, σ, h) + 2σ
√
h) exp(2rjh) exp(σ2jh)
where i, j ∈ {1/d, 2/d..., 1}. So, we can calculate the covariance matrix Σf , and its cor-
responding PCA decomposition, denoted as Af . Then, we get the Jacobian matrix J by
J = Af/Astd, or equivalently J = AfAstd
−1. Then we apply the algorithm 4.2.1 to
obtain the results reported in Tables 5.5 and 5.5.
d STD PCA BB NBB DFT PC
16 227.05 6.50 7.91 12.83 6.64 271.59
64 79.78 11.98 11.28 6.00 8.05 79.75
Table 5.26: Variance reduction ratio for digital option with M = 100, N = 2048
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d STD PCA BB NBB DFT PC
16 339.46 7.69 9.56 15.97 7.36 354.70
64 105.50 10.57 11.40 4.51 8.74 113.97
Table 5.27: Variance reduction ratio for digital option with M = 100, N = 4096
Note that for our proposed DC method, we consider only one implementation, which
is labeled as PC, is simulated according to Algorithm 4.2.1 with the Jacobian matrix
calculated above.
Based on the simulated results, we make the following remarks:
• Our PC method can outperform the STD method, but not always. See Table 5.5
with d = 64.
• For PCA, BB, NBB and DCT, no one has a consistent advantage among these four
methods.
• It is of interest to note that our PC method can perform better by calculating the
functional covariance matrix directly in the case that it is hard to do partial deriva-
tives for calculating the Jacobian matrix. In other words, in the situation that it’s
not easy to calculate the Jacobian matrix, we can calculate the covariance matrix of
fi’s directly, and combine a prior decomposition to get a new adjusted decomposition
by the PC method.
5.6 Asian Basket Options
The next example we take a look is the most popular multi-asset option, which is called
the Basket option. Assuming a multi-dimensional BS market with m securities and one
risk-free asset, we let B(t) = (B1(t), ..., Bm(t)) be an m-dimensional Brownian motion
with correlated components. Moreover, let ρik be the constant instantaneous correlation
between Bi(t) and Bk(t), Si(t) be the i
th asset price at time t, σi(t) be the instantaneous
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time-dependent volatility of the ith asset and r be the continuously compounded risk-free
measure.
In the risk-neutral probability, the dynamics of the assets are defined as
dSi(t) = rSi(t)dt+ σi(t)Si(t)dBi(t) (5.7)
for i = 1, ...,m. The solution of (5.7) is equal to














for i = 1, ...,m. Pricing the Asian Basket option requires the discrete averaging of (5.8) at
a finite set of times t1, ..., tn. This sampling procedure gives











where i = 1, ...,m, j = 1, ..., n, and the vector Z = (Z1(t1), ..., Z1(tn), ...., Zm(t1), ...,
Zm(tn))
T is a m by n normal random variable with mean zero and covariance matrix
Σmn =

Σ(t1) Σ(t1) ... Σ(t1)
Σ(t1) Σ(t2) ... Σ(t2)
... ... ... ...
Σ(t1) Σ(t2) ... Σ(tn)
 ,
where the elements (Σ(tj))ik =
tj∫
0
ρikσi(t)σk(t)dt, for i = 1, ...,m, k = 1, ...,m, and j =
1, ..., n. In the case of constant volatilities, the covariance matrix becomes
Σmn =

t1Σ t1Σ ... t1Σ
t1Σ t2Σ ... t2Σ
... ... ... ...
t1Σ t2Σ ... tnΣ
 .
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More details of comparing with Asian Basket options are written by Imai and Tan (2006).
Our interest here is to look at some interesting examples using our MIXC methods, com-
pared with the forward and PCA constructions. By setting f(Z) = f11 +...+ f1n +...+








for i = 1, ...,m
and j = 1, ..., n, then the above payoff function can be written in term of g(Z) as
g(Z) = max(f(Z)−K, 0).
For our MIXC method, we first simulate m different assets by algorithm 4.2.4 according to
the SC method by the importance index of (E(f11), ..., E(f1n), ..., E(fm1), ...., E(fmn))
T ,
and build all independent elements in the covariance matrix Σmn. Then, we use the
Cholesky decomposition of the covariance matrix of σi’s, denoted by L, multiplied by each
m by m subset of Σmn. Then, we use the PC method for the rest of dimensions. For our
PC method, in order to differentiate from LT method, we use the adjusted method for
PCA, i.e. J = Af/APCA, where Af is the PCA construction for Σf and APCA is the
PCA construction for Σ, so the Jacobian matrix is no longer to be a diagonal matrix, i.e.
our PC method is not equivalent to the LT method.
For the parameters, we use Si(0) = 100, K ∈ {0, 90, 100}, r = 0.04, T = 1, σi(0) = 0.1 +
i−1
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0.4, for i = 1, ..., n, ρ ∈ {0, 0.4}, M = 10, n = 50, replicationS m = 10, and number of
points n = 2048. The weights are assumed to be equal.
K STD PCA PC MIXC
90 47.20 548.03 826.56 1957.18
100 2.63 71.40 207.07 55.35
Table 5.28: Reduction Factor for Asian Basket Option with M = 10, n = 50, m = 10,
n = 2048, ρ = 0
100
K STD PCA PC MIXC
90 7.67 2453.22 3951.38 1124.26
100 2.02 678.08 2193.05 952.34
Table 5.29: Reduction Factor for Asian Basket Option with M = 10, N = 50, m = 10,
n = 2048, ρ = 0.4
For our proposed DC method, we consider two implementations. The first method, which
is labeled as PC, is simulated using the decomposition matrix A obtained from Algorithm
4.2.1. The second method, which is labeled as MIXC, is simulated according to Algorithm
4.2.4 where the importance index is defined as the rank of (E(f11), ..., E(f1n), ..., E(fm1),
...., E(fmn)), and the number of important variables (i.e.kMIXC in Algorithm 4.2.4) is m.
Based on the simulated results, we make the following remarks:
• Considering the functional variability is more important than the explained variabil-
ity.
• Note that the PC construction is not always the best decomposition. Some functions
may take dominant effects on the total variability.
• Note also that our PC method can outperform the other methods by calculating the
functional covariance matrix directly, and combine a prior decomposition to get a
better adjusted decomposition.
Hence, considering the normality of the functions is better than maximizing the explained
variability, i.e. the PCA method. Thus, our DC methods provides a more general decom-
position even in the multiple asset situations.
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5.7 Asian Options with Knock-out Feature at Matu-
rity
The payoff function of the Asian option with knock-out feature at the maturity is defined
as









wi = 1, K is the strike price, and H is the barrier. If at the expiration the price of
the underlying asset is below the barrier H, then the option becomes the ordinary Asian
call option. However, if the price at the expiration is above the barrier H, the option pays
zero.
By setting f(x) = f1 + · · · + fd, where fi = wiSi(xi) then the above payoff function can
be written in term of g(x) as
g(x) = max(f(x)−K, 0)I{Sd≤H}(S).
The base case parameters are the same as Section 5.1. The results of comparing the
variance reduction ratio are reported in Tables 5.7 and 5.7 with equal weights, K = 100,
H ∈ {120, 140, 160}, and in Tables 5.7 and 5.7 with random weights, K = 100, H ∈
{120, 140, 160}.
(1) The weights are equal
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d H STD PCA BB NBB MIXC
16 120 1.88 5.47 198.48 9.01 581.99
16 140 2.52 10.16 226.19 11.38 599.34
16 160 4.58 20.06 305.89 17.12 494.56
64 120 1.60 5.50 107.91 8.50 454.64
64 140 1.91 8.87 294.48 11.54 458.37
64 160 3.04 14.54 316.31 10.69 523.44
Table 5.30: Variance reduction ratio for Asian options with knock-out feature at maturity
with equal weights, M = 100, N = 2048
d H STD PCA BB NBB MIXC
16 120 1.49 6.58 335.19 12.03 1195.43
16 140 2.87 10.17 633.15 11.29 1868.68
16 160 3.47 19.72 753.17 20.37 1789.28
64 120 1.38 4.54 354.54 11.13 1107.78
64 140 1.21 8.60 486.75 9.59 1722.97
64 160 2.82 19.06 526.79 16.37 1217.77
Table 5.31: Variance reduction ratio for Asian options with knock-out feature at maturity
with equal weights, M = 100, N = 4096
(2) Weight = c rand(d,1), where c is a normalized constant.
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d H STD PCA BB NBB MIXC
16 120 1.67 6.72 180.01 6.31 648.91
16 140 3.05 7.64 286.22 10.90 674.60
16 160 3.47 16.46 420.47 16.56 540.42
64 120 1.34 5.42 98.21 7.53 584.55
64 140 1.74 8.80 211.42 8.97 449.80
64 160 3.39 16.42 273.21 10.78 484.49
Table 5.32: Variance reduction ratio for Asian options with knock-out feature at maturity
with random weights, M = 100, N = 2048
d H STD PCA BB NBB MIXC
16 120 1.67 5.70 317.72 8.05 988.47
16 140 2.82 9.40 560.12 9.74 1529.58
16 160 4.82 15.75 703.18 16.73 1434.87
64 120 1.54 5.74 294.46 8.11 881.99
64 140 1.99 7.02 566.33 7.28 2141.41
64 160 2.65 16.16 564.88 15.20 1345.64
Table 5.33: Variance reduction ratio for Asian options with knock-out feature at maturity
with random weights, M = 100, N = 4096
Note that for our proposed DC method, we consider only one implementation, which is
labeled as MIXC, is simulated according to Algorithm 4.2.4 with kMIXC = 1 and the first
Brownian path is generated for the function fd.
Based on the simulated results, we make the following remarks:
• Both PCA and NBB are only marginally better than STD.
• Our MIXC method can significantly outperform all the other methods in all the
situations. The BB construction, on other other hand, is the next most efficient
method.
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• This suggests that considering the functional structure is very important in the Asian
options with knock-out feature.
5.8 Asian options with a Modified Knock-out Feature
Let V1 be the first column of the generating matrix corresponding to PCA. Let V = bV1
= (v1, ..., vd)
T , which satisfies
d∑
i=1
vi = 1. The payoff function of the option is defined as




Svii . i.e. S̄ is a specific weighted geometric average of asset prices with weights
vi’s.
By setting f(x) = f1 + · · · + fd, where fi = wiSi(xi) then the above payoff function can
be written in term of g(x) as
g(x) = max(f(x)−K, 0)IS̄≤H(S).
5.8.1 Variance Reduction Ratio
The base case parameters and comparison methods are the same as Section 5.7. The results
of comparing the variance reduction ratio are reported in Tables 5.8.1, 5.8.1 and 5.8.1 with
equal weights, K = 100, H ∈ {120, 140, 160}, and in Tables 5.8.1 and 5.8.1 with random
weights, K = 100, H ∈ {120, 140, 160}.
(1) Equally weighted case:
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d H STD PCA BB NBB PC
16 120 1.74 675.93 5.62 9.16 681.99
16 140 4.83 500.65 16.01 16.85 521.78
16 160 15.05 376.51 56.79 70.76 369.30
64 120 1.49 861.70 5.16 7.00 926.49
64 140 2.27 547.58 14.85 26.58 621.09
64 160 9.56 483.23 56.24 61.79 492.86
Table 5.34: Variance reduction ratio for Asian options with modified knock-out feature
with equal weights, M = 100, N = 2048
d H STD PCA BB NBB PC
16 120 1.82 8503.10 6.59 6.46 10418.13
16 140 3.93 2020.64 13.54 18.92 2169.43
16 160 19.52 624.24 82.07 67.21 619.70
64 120 1.36 1268.99 6.92 9.84 1427.15
64 140 3.26 1064.71 14.92 21.50 1090.56
64 160 10.84 596.63 55.73 83.75 592.11
Table 5.35: Variance reduction ratio for Asian options with modified knock-out feature
with equal weights, M = 100, N = 4096
(2) Randomly weighted case:
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d H STD PCA BB NBB PC
16 120 1.77 499.02 7.07 5.96 668.99
16 140 3.75 519.96 12.13 18.22 544.68
16 160 12.84 372.46 55.52 90.92 386.84
64 120 1.14 902.42 4.26 9.22 950.81
64 140 2.78 581.20 17.28 20.18 647.39
64 160 9.41 392.98 52.16 72.34 399.83
Table 5.36: Variance reduction ratio for Asian options with modified knock-out feature
with random weights, M = 100, N = 2048
d H STD PCA BB NBB PC
16 120 1.26 3125.27 5.78 8.39 3904.63
16 140 3.85 1960.39 12.39 19.48 2254.28
16 160 17.00 623.89 61.83 68.98 624.04
64 120 1.34 1253.17 5.72 8.35 1373.55
64 140 3.43 1202.60 19.54 23.76 1227.50
64 160 10.03 593.28 69.77 80.73 598.25
Table 5.37: Variance reduction ratio for Asian options with modified knock-out feature
with random weights, M = 100, N = 4096
(3) Equal weights and N = 256:
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d H STD PCA BB NBB PC
16 120 1.20 363.94 3.27 6.06 420.24
16 140 3.40 114.30 12.48 12.81 124.73
16 160 11.97 41.03 25.48 32.75 42.91
64 120 1.19 86.36 5.01 5.09 90.15
64 140 3.10 69.05 7.95 13.16 72.23
64 160 5.39 40.24 29.12 30.47 41.17
Table 5.38: Variance reduction ratio for Asian options with modified knock-out feature
with equal weights, M = 100, N = 256
The PC method is simulated according to Algorithm 4.2.2 with the first direction controlled
by the first column of PCA. Based on the simulated results, we make the following remarks:
• For this set of examples, PCA construction is now the second most efficient method
while our proposed PC method is the most efficient.
• It is of interest to note that our PC method which tends to minimize the residual
functional variability can improve the effectiveness in Asian options with modified
knock-out feature.
• Note that if the number of paths are small, maximize the functional variability be-
comes even more important than the explained variability.
5.8.2 Run-time Complexity
Now, we look at the run-time complexity with equal weights, K = 100, H = 120, and
d ∈ {16, 64, 128}. The base case parameters and comparison methods are the same as
Section 5.7. The unit base of our run-time complexity is in seconds.
(1) Run-time for constructing decomposition matrices (in seconds):
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d STD PCA BB NBB PC
16 0.00 0.02 0.02 0.02 0.05
64 0.00 0.03 0.02 0.02 0.34
128 0.00 0.03 0.03 0.03 4.40
Table 5.39: Run-time for constructing decomposition matrices with equal weights, K =
100, H = 120
(2) Run-time for calculating QMC estimator (in seconds):
d STD PCA BB NBB PC
16 3.73 3.74 3.70 3.63 3.74
64 14.91 14.73 14.57 14.65 14.41
128 22.12 22.48 21.81 22.35 22.06
Table 5.40: Run-time for calculating QMC estimator with equal weights, K = 100, H =
120
Based on the simulated results, we make the following remarks:
• In the case of run-time for constructing decomposition matrices, STD takes the lowest
run-time, our PC method takes the highest run-time, and all the other methods seem
to be close and much faster than our PC method.
• In the case of run-time for calculating the QMC estimator, all methods seem to be
close. Our PC method is slightly better than the other methods in higher dimensions.
• The construction run-time complexity of our PC method in higher dimensions is a big
issue as we discussed in Section 4.3. The improvement of the run-time for constructing




Conclusions and Further Research
6.1 Conclusions
The purpose of this thesis is to discuss some efficient ways of computing high-dimensional
integrals with MC and QMC methods as they recently became the fundamental tools of
computer simulation in the area of finance and insurance.
We began with discussing the low discrepancy sequences, which improve the performance of
MC simulations because they usually offer shorter computational times and higher accuracy
in lower dimensions. As we have seen in Chapter 2, the reason that low discrepancy
sequences give a higher accuracy is due to their high uniformity in lower dimensions. We
reviewed some efficient algorithms to compute QMC sequences and showed some problems
of non-uniformity in higher dimensions. The investigation enables us to better understand
the enhanced properties of QMC and shows the reason why QMC can have a better (or
no better) performance than MC method for evaluating high-dimensional multivariate
integration. The superposition discrepancies of low discrepancy points and random points
are almost the same, unless the number of points is huge. Thus, in the situation that using
small number of simulation paths, considering the structure of the function is significant
in order to maximize the functional variability on the first few dimensions.
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In the Chapter 3, we focus on talking about the effective dimensions due to the restricted
properties of low discrepancy sequences. We start with the general ANOVA decomposition.
We review the notion of effective dimension as truncation dimension and superposition di-
mension. We see that the truncation dimension and superposition dimension tell us the
minimum number of variables and the lowest dimension we need, respectively, in order to
keep a certain level of variability of the function. However, we see that computing the
truncation dimension and the superposition dimension is usually computationally ineffi-
cient, so we introduce a new notion, named as delta dimension, which totally depends
the decomposition matrix, and can be computed without evaluating any high dimensional
integral.
We also looked at the error bound of QMC under the effective dimensions based on the
formula given by Wang and Fang (2002). If the truncation dimension is small, the first term
on the right hand side of (3.14) is much smaller for QMC than for MC. Considering ‖ fu ‖
of the second term on the right hand side of (3.14) is usually small, so all terms are expected
to be smaller for QMC than for MC. Thus, if f has low truncation dimension, QMC is
usually better than MC. However, when the truncation dimension dt is large, considering
first few leading coordinates of a low discrepancy points, and minimizing ‖ fu ‖ for the
rest of dimensions has the potential to improve the QMC results. If the superposition
dimension is small (say ds ≤ 3), then the superposition discrepancy of low discrepancy
points is smaller than random points. Thus, if f has low superposition dimension, QMC is
usually better than MC. However when the superposition dimension ds is larger, minimizing
‖ fu ‖ on the second term of (3.35) is crucial. On the other hand, the effective dimension
only provides partial information about the difficulty in approximating integrals. Small
effective dimension does not guarantee the effectiveness of QMC. So for higher dimensions,
minimizing ‖ fu ‖ will be important.
Due to the importance of effective dimensions, proposing dimension reduction methods
becomes the main content of this thesis. In Chapter 4, we review some recently proposed
dimension reduction methods, and together with our proposed construction. More clearly,
in order to achieve higher convergence rates, alternatives constructions such as PCA and
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Brownian bridge are reviewed, but they are equally bad and good for QMC, depending on
the function that one wants to integrate. The fast orthogonal transformations proposed by
Leobacher (2012) is introduced in this paper. We have seen that for every n by n matrix A
with Σ = AAT , there exists an orthogonal transform T such that A = LT , where L is the
Cholesky decomposition of Σ. However, finding the optimal orthogonal transformation for
different pay-off functions is usually hard except that we only take care the first dimension.
The linear transformation considers the structure of the payoff functions. Getting the idea
from the structure of payoff, we introduced our new directional control method, which is
a more general decomposition method that takes care of the decomposed structure of the
payoff functions. We proved that our DC method covers all existing decomposition methods
with appropriately choosing our controlling directions and decomposed structures of the
payoff function. We also discussed that with specific decomposed structures of the payoff
functions, our optimal decompositions could be constructed in different directional control
methods: projection control (i.e. column control), sequential control (i.e. row control) and
mixture control methods. The orthogonal or projection transformation on fi’s will bring
some interesting effects instead of the orthogonal or projection transformation on xi’s due
to the reason that transformation on fi’s will not have an internal influence by the function
itself. i.e. fi’s contain more information than xi’s in the sense of functional variability, for
i = 1, ..., d.
Since our DC methods depend on our controlling directions, the structure of the function
in its decomposed terms and other criteria such as index function and residual functional
variability, the optimal solution for every pay-off function is still under investigation, but
the good thing is that our DC method is the only method that controls both rows and
columns of the decomposition matrix for all dimensions, and with properly chosen decom-
posed structure of the payoff function, finding the optimal solution for residual variability
(i.e. the remaining directions in which their optimal directions can not be easily deter-
mined) with different payoff functions is much easier than other transformation methods,
such as orthogonal transformation which can also cover all construction methods, and more
flexible than singular value decomposition (SVD), which can only apply to the structure
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of x. In the case that the effective dimension is not very small and the structure of xi’s are
not proportional to the structure of fi’s, for i = 1, ..., d, our method will have a significantly
strong advantage.
We have seen from the numerical results in Chapter 5 that if the structure of the prices at
time ti is proportional to the structure of the Brownian motions at time ti for i = 1, ..., d,
there is not much difference between our DC methods and the others which maximize
the explained variability. However, if the structure is not proportional, our method is
significantly better than any other method which only consider the explained variability
and effective dimensions. If the decomposed structure is in the special case that f =
f1 + f2 + ... + fd and the Jacobian matrix of fi’s with respect to xi’s, for i = 1, ..., d, is a
diagonal matrix, our PC method in the special form that minimize the residual functional
variability for all dimensions is numerically equivalent to the LT method. However, the
special case that minimizes the effective dimension is not always the best method. We
usually need to control the first few dimensions of the PC method by an orthogonal or
projection transformation. In the other forms of our Jacobian matrix, our method will be
fundamentally different from other methods, and our method is the only method which
considers the covariance of different fi’s, i.e. the relationship of fi’s with each other,
instead of xi’s. Another interesting result we have seen in our examples is that there
always exists a “QMC-friendly” (not definitely the optimal) decomposition constructed by
our DC method, the reason is that the decomposition matrix is constructed by its rows
and columns, and our method is the only method which considers both directions and their
mixture in all dimensions.
Although the research of DC methods is still in progress, we have already seen some values
and advantages by applying our methods. There are many different financial applications
corresponding to different payoff functions, and our DC methods have some potential to
find some other optimized decomposition that may improve the efficiency and accuracy
of QMC methods even further. Last but not least, our DC method brings some future
researches which can improve the efficiency of simulating financial applications.
114
6.2 Future Research
Along with our newly designed DC methods, some potential research are under investiga-
tion.
1. First (Research on Functional Control), we have seen numerically that with some
different decomposed structures of the payoff functions, we could get a high variance
reduction. So researching the optimal structure for different pay-off functions will
be significantly meaningful with our directional control method. Furthermore, the
covariance matrix of the functions fi’s, which is denoted as Σf , does not need to
keep full rank. In some situations that Σ has a small rank, our DC method should
return better optimal solution than the other methods.
2. Second (Research on Discrepancy Control), we could simulate different fi’s simul-
taneously with our decomposed structure of the payoff functions by the method of
parallel computing.
For example, suppose we have p independent machines m1, ...,mp, suppose further
that f = f1, ..., fp, we let machine mi to evaluate the integration of the function fi,
for i = 1, ..., p. Then each mi will return the evaluation E(fi) depending on the i
th
column of p dimensional QMC sequences. If we suppose that {Q1, ..., Qp} as queues of
QMC sequences for the input of machine { m1, ...,mp }. Then the queue Qi contains
the points of ith column of p dimensional QMC sequences. In this way, the order of
evaluation of the points in the queue, will make the convergence rate differently for
different machines.
3. Third (Research on Dynamic QMC), when estimating the function f in the additive
structure, i.e.
f(x) = f1(x) + · · ·+ fd(x).
we could estimate the additive term fd first, and then compute the estimator of
f−E(fd) using the result of E(fd). The optimal decomposition to estimate f−E(fd)
maybe different because the dimension is lowered. Furthermore, we could estimate
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some of the additive terms first, and then compute the estimator of remaining terms
using the results that have already been computed and different optimal decompo-
sitions. The name “Dynamic”refers to the word “Dynamic Computing”, which uses
partial estimators already computed to estimate the remaining ones.
4. Fourth (Research on Different Models), every model that we have talked about in this
thesis is based on the Black-Scholes assumption, i.e. the Brownian motion, however,
our DC method could be used in other models, such as Levy Process, Variance
Gamma, etc. The research of applying our DC methods to other financial models
may possibly improve the efficiency of QMC even further.
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Appendix A
The optimal permutation of Brownian Bridge construction given by Lin and Wang (2008)
for d = 2, 4, 8, 16, 32, 64, 128, 256 is given below:
d = 2: 2 1,
d = 4: 3 4 1 2,
d = 8: 6 3 8 1 4 7 2 5,
d = 16: 12 6 15 3 9 16 1 4 7 10 13 2 5 8 11 14,
d = 32: 24 12 30 6 18 3 9 15 21 27 32 1 4 7 10 13 16 19 22 25 28 31 2 5 8 11 14 17 20 23
26 29,
d = 64: 48 24 60 12 36 6 18 30 42 54 63 3 9 15 21 27 33 39 45 51 57 64 1 4 7 10 13 16 19
22 25 28 31 34 37 40 43 46 49 52 55 58 61 2 5 8 11 14 17 20 23 26 29 32 35 38 41 44 47 50
53 56 59 62,
d = 128: 96 48 120 24 72 12 36 60 84 108 126 6 18 30 42 54 66 78 90 102 114 3 9 15 21 27
33 39 45 51 57 63 69 75 81 87 93 99 105 111 117 123 128 1 4 7 10 13 16 19 22 25 28 31 34
37 40 43 46 49 52 55 58 61 64 67 70 73 76 79 82 85 88 91 94 97 100 103 106 109 112 115
118 121 124 127 2 5 8 11 14 17 20 23 26 29 32 35 38 41 44 47 50 53 56 59 62 65 68 71 74
77 80 83 86 89 92 95 98 101 104 107 110 113 116 119 122 125,
d = 256: 192 96 240 48 144 24 72 120 168 216 252 12 36 60 84 108 132 156 180 204 228 6
18 30 42 54 66 78 90 102 114 126 138 150 162 174 186 198 210 222 234 246 255 3 9 15 21
27 33 39 45 51 57 63 69 75 81 87 93 99 105 111 117 123 129 135 141 147 153 159 165 171
177 183 189 195 201 207 213 219 225 231 237 243 249 256 1 4 7 10 13 16 19 22 25 28 31 34
37 40 43 46 49 52 55 58 61 64 67 70 73 76 79 82 85 88 91 94 97 100 103 106 109 112 115
118 121 124 127 130 133 136 139 142 145 148 151 154 157 160 163 166 169 172 175 178
181 184 187 190 193 196 199 202 205 208 211 214 217 220 223 226 229 232 235 238 241
244 247 250 253 2 5 8 11 14 17 20 23 26 29 32 35 38 41 44 47 50 53 56 59 62 65 68 71 74
77 80 83 86 89 92 95 98 101 104 107 110 113 116 119 122 125 128 131 134 137 140 143 146
149 152 155 158 161 164 167 170 173 176 179 182 185 188 191 194 197 200 203 206 209























Now, we only look at the discrete cosine transform, and we are going to show that LC






1 0 · · · 0
1 1 · · · 0
...
. . . . . .
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Recall the PCA construction:




















We are going to show that for fixed l,k we have lim
n→∞
((LC)lk − (V D)lk) = 0.
i.e. we found an orthogonal transformation on Cholesky decomposition that is asymptoti-
cally equivalent to eigenvalue decomposition.
Now, we reproduce the proof by Leobacher (2010) that the Cosine Decomposition and
Eigenvalue decomposition are pretty closed even in a small value of n.
Consider the expected squared Euclidean norm of the difference of two paths generated by
two n by n matrices P , Q from the same set of independent standard normals (X1, ..., Xn):
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(P −Q)2lk =: dn(P,Q)2
The last expression is the square of the Euclidean norm of P −Q in Rn2 , which is known
as the Hilbert-Schmidt norm of P −Q.
Theorem .0.1. For all n ∈ N , we have dn(LC, V D) < 1, and












































Proof: Compute the partial derivative of u w.r.t. x as ∂
∂x
u(n, x), then it will be easy to
check that ∂
∂x





. We leave the details to the reader.






Lemma .0.2. For all n and all 1 ≤ k ≤ n, we have
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Proof: The sum δ(n, k) :=
n∑
l=1
(LC − V D)2lk can be computed by writing sin(x) =
1
2i




lπ} so that the sum becomes a sum of 4 geometric
sums.





















, for integers k, n. The result can be simplified to










































, one has x− x3
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After some simplifications, we get the estimate
























Lemma .0.3. The sequence dn(LC, V D)
2 is bounded by 2(48−π
2)
(π2−24)2 .







(LC − V D)2lk =
n∑
k=1

















(π2−24)2 ≈ 0.381. 2


























Now use the estimates 4
π2
< 0.41 and π
2
12





< 1 for all n ≥ 3.
For n = 1, 2, we can use direct computation to show that dn(SC, V D) < 1. 2
Hence, we can conclude that for fixed l,k we have lim
n→∞
((LC)lk − (V D)lk) = 0. 2
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Appendix C
Here’s the proof of Theorem 4.1.4 according to Wang and Tan (2012).
Proof: From (4.9), we have
qTA0 = DU1
T .
Define the columns of U as U1, ...,Ud. Under the transformation x = A0Uz, we have
qTx = qTA0Uz = DU1
T (U1z1 +U2z2 + · · ·+Udzd) = Dz1,
by the orthogonality of the columns U1, ...,Ud of U . Therefore,
h(qTx) = h(Dz1).
This proves the first part of the theorem.
The remaining results follow form the following equivalences (under the transformations
x = A0Uz and z = Φ
−1(u)) that
{h(qTx < H} ⇐⇒ {h(Dz1) < H} ⇐⇒ {u1 < c}.2
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