Abstract: This paper presents discontinuous Legendre wavelet Galerkin (DLWG) technique for solving the generalised Burgers-Fisher equation. Weak formulation of this equation and numerical fluxes are addressed by utilising the advantages of the both Legendre wavelet and discontinuous Galerkin (DG) approach. Finally, numerical experiments demonstrate the validity and utility of the DLWG method.
Introduction
The generalised Burgers-Fisher equation has been an important subject of study in various fields of science (Javidi, 2006; Kaya et al., 2004; Wazwaz, 2005) . We shall construct the DLWG method to discuss the numerical solution to the equation of the form 
where α, β and δ are parameters and its initial and the boundary conditions:
u(x, 0) = u 0 (x), u(0, t) = g 1 (t), u(1, t) = g 2 (t).
In this context, we construct the DLWG method by borrowing the idea of the DG method to solve the Wavelet Galerkin methods' main limitations, which are the difficulties to adapt them to non-periodic geometries and to append specific boundary conditions. More elaborately, the scheme utilises the discontinuous feature at nodes of the Legendre wavelet bases combined with discontinuous finite elements to discretise the space variable to produce a system of first-order ODEs in time. Then, we solve the ODE systems by using the TVD Runge-Kutta method (Liu et al., 2009; Vidden et al., 2013) , to obtain good numerical results, which illustrates this scheme is very simple and efficient.
Discontinuous Legendre wavelet Galerkin approach

Legendre wavelet
Let L k (x) denote the Legendre polynomial of degree k, which is inductively defined as follows:
Let φ k (x) denote the Legendre scale function defined as
The whole set 
which forms an orthonormal basis, where n = 0, 1, 2, ···. We now define the multi-wavelet subspace W p,n as the orthogonal complement of
by dilations and translations, i.e., (Alpert et al., 2002) .
Discontinuous Legendre wavelet Galerkin variational form
The computational domain [0, 1] is firstly divided into N = 2 n elements, i.e., subintervals 
···, 2 n -1 from right and left, respectively,
We also let notations {u} = (u + + u We implement a weak formulation of equation (1) to determine the approximate solution u h ∈ V p,hl . For any v ∈ V p,hl , we integrate over each element I nl and then obtain ( )
After a simple formal integration by parts over equation (4), we have
The functions , G q in equation (5) are convection and diffusion numerical fluxes, respectively. In this work, the convection flux G is chosen to be the local Lax-Friedrichs flux (Liu et al., 2009) 
The diffusion flux q is chosen as
3 Computation of the variational form
Calculating the matrix of derivatives
We now let D denote the derivative operator and consider D p,n : V p,n → V p,n (the projection P p,n DP p,n of D on V p,n ) for some fixed resolution level n. Then, 
Also, because we compute the transition matrices on each element I nl , only the same element is involved, that is l′ = 0. Consequently, the matrix in equation (10) is replaced by
where r 0 is a p × p matrix and 2 1 2 1,
Similarly, the Legendre wavelet operational matrix of derivative P is given by
Evaluating product of functions in Legendre scale bases
In order to compute the nonlinear terms in equation (5), we should develop an efficient numerical algorithm. Given functions f and g, they are clearly represented as
The product of representations is evaluated as
( 1)/2 1 1 ,
are the nonlinear combinations of the both coefficients a k and b k′ .
Transformation PDE into ODE and time discretisation
For any test function φ k,nl (x) ∈ V p,nl , we firstly compute the first term in equation (5) 
Secondly, taking advantage of the results of equations (11) and (15), we obtain the concrete calculation of the second term in equation (5) as
where r 0 (:, k + 1) denotes the (k + 1) th column of the derivative transition matrix r 0 . Similarly, we can evaluate the third, fourth terms and the final term in equation (5) as, respectively,
Finally, we use equations (16), (17) and (18) to obtain the ODE systems in time,
which is discretised over time by using the total variation diminishing (TVD) high-order Runge-Kutta method (Liu et al., 2009 ). In addition, when l = 0 and l = 2 n -1, each term in equation (19) can be computed by using the boundary conditions.
Numerical experiments
In this section, we provide numerical experiments for solving equation (1) to illustrate the performance of the DLWG approach. The exact solution to equation (1) is
where 1 2 (1 ) , .
We calculate the solution up to t = 1. The parameters of the numerical flux q in equation (7) are chosen as β 0 = 5, β 1 = 1 / 11. Different Legendre wavelet order k and resolution level n are tested. Note that in these experiments the error is measured using the regular L ∞ (100 points per element) and L 2 norms in space at the some end time t, respectively. We list the L ∞ and L 2 errors in Table 1 . In Table 1 , Column 5 shows the maximum L 2 error from times t = i / 10, i = 1, 2, ···, 10. Additionally, we fix the resolution n = 7 and the parameter δ = 2 and illustrate the evolution with different α and μ. In Figure 1 and Figure 2 , we plot the numerical solutions with different t, α and β, respectively. The results in Figure 2 show that numerical oscillation is observed. In order to compare the DLWG approach with other methods, we consider the parameters α = 1, β = 1, δ = 1, μ = 1 in equation (1), respectively. The compared results are described in Table 2 . For each x = 0.1, 0.5 and 0.9, the DLWG approach, nonstandard finite difference (NSFD) method and Adomian decomposition method (ADM) (Kaya et al., 2004) are applied at different times: t = 0.005, 0.01, 0.1 and 0.5 with n = 4 and p = 4. From Table 2 , our method is more accurate. Table 1 Results with α = 2, β = 1, δ = 2, μ = 0.001 Table 2 The absolute errors of NSFD, ADM and DLWG methods 
Conclusions
In this article, the DLWG approach and the accordingly adaptive algorithm are proposed. As shown in these numerical experiments, the numerical solution from the DLWG method is in good agreement with the exact one and illustrates the accuracy and capacity of this approach.
