A novel real-valued algorithm of the popular root multiple signal classification of noncircular sources (NC-root-MUSIC) is developed for low-complexity direction of arrival (DOA) estimation. The proposed real-valued NC-root-MUSIC (RV-NC-root-MUSIC) reduces the computational burden mainly in following three aspects. First, unlike the classical real-valued algorithms, such as unitary transform, the complex-valued operation is still implemented when acquiring DOAs. However, the proposed RV-NC-root-MUSIC implements real-valued received data. Therefore, both tasks of eigenvalue decomposition (EVD) (or singular value decomposition (SVD)) and polynomial rooting can be implemented completely by real-valued computations in the proposed RV-NC-root-MUSIC. Next, due to the conjugate expansion of the non-circular sources, the steering vector dimension is extended by a factor of two, and the real-valued signal-and noise-subspace can be calculated by two reduced-dimension sub-matrices. As such, large-scale EVD/SVD computation is avoided. Finally, a real coefficient rooting polynomial with a similar order as NC-root-MUSIC is constructed. A variable substitution technique is further proposed to reduce the degree of this polynomial by half without sacrificing accuracy, which allows fast coefficient computation and realvalued rooting. The real-valued computation and reduced-order polynomial rooting in the proposed method result in a significant reduction in computational cost as compared to state-of-the-art methods. Numerical computer simulations illustrate that with significantly reduced complexity, the fast RV-NC-root-MUSIC algorithm can provide similar root mean square errors (RMSE) close to the conventional methods.
I. INTRODUCTION
As a fundamental problem in array signal processing, estimating the direction-of-arrival (DOA) of narrowband sources has been an extensive research area in radar, passive location, underwater acoustics and wireless communications [1] - [4] . Subspace-based methods for DOA estimation of narrowband sources such as multiple signal classification (MUSIC) algorithm [5] , root-MUSIC [6] , and the estimation of signal parameters via rotational invariance (ESPRIT) [7] have been presented in literatures. However, those famous works were originally proposed for DOA estimation of circular signals, and the available information about the incoming signals The associate editor coordinating the review of this manuscript and approving it for publication was Ahmet M. Elbir. have not been used. In practical application systems, many signals, such as binary phase shift keying (BPSK), mary amplitude shift keying (MASK), and binary pulse amplitude modulated (PAM), follow complex non-circular Gaussian distribution [8] , [9] . Therefore, how to exploit the secondorder property of non-circular sources to improve the angle estimation performance becomes an urgent issue in signal processing.
Subspace-based algorithm using the second-order property of non-circular signals has been extensively developed. For example, non-circular multiple signal classification (NC-MUSIC) [10] , polynomial rooting NC-MUSIC (NC-root-MUSIC) [11] , and conjugate ESPRIT algorithm [12] have been proposed in the literatures. However, due to the following two factors that the dimension of received data is extended and all the computations are implemented by complexvalued computation in the above conventional subspacedbased algorithms, the conventional method are prohibitively expensive for real-time applications. Therefore, it is necessary to make great efforts to reduce computational complexity via real-valued operations in the process of algorithm evolution [13] - [17] .
Unitary transformation [18] is one of the most representative techniques which is proposed to realize real-valued computations by a linear operation and achieves high computational efficiency [19] . Compared with the complex-valued algorithms, unitary transformation can reduce about 75% computational complexity [20] . The typical unitary transformation algorithms are investigated for unitary MUSIC [18] and extended progressively to a variety of approaches including unitary root-MUSIC (U-root-MUSIC) [21] , unitary ESPRIT for non-circular sources (NC-unitary-ESPRIT) [22] . These methods exploits unitary transformation techniques to transform the complex array covariance matrix (ACM) into a symmetrical real matrix, then performs subspace decomposition on this real matrix with only real-valued computations [23] . However, the real-valued computations in unitary transformation are involved only in the subspace decomposition stage. In other words, complex computations are still be required when obtain DOAs [21] , [25] . On the other hand, the dimension of ACM and the order of rooting polynomial in NC-root-MUSIC are usually doubled due to the secondorder property of the non-circular sources [24] .
Therefore, the main purpose of this paper is to reduce the complexity of NC-root-MUSIC with real-valued computations (RV-NC-root-MUSIC), taking into account both subspace decomposition-and polynomial rooting steps. We propose to utilize the conjugate components of the noncircular sources to construct the real-valued array received data, which is different from the state-of-the-art unitary transformation. With the real-valued data, we employ a novel speeding-up approach that is based on the Nyström method [26] - [29] to correctly find real-valued noise subspace, which requires much less computational cost than NCroot-MUSIC, particularly in the large array scenario. Finally, we construct a real-valued coefficient rooting polynomial with a similar order to the NC-root-MUSIC. We show that the roots in the proposed approach appear in real-valued pairs, which allows fast polynomial rooting by using our previous work [30] . We further utilize a variable substitution technique to reduce the degree of RV-NC-root-MUSIC rooting polynomial by half without sacrificing accuracy. As such, both subspace decomposition-and polynomial rooting-steps can be implemented with real-valued computations by RV-NCroot-MUSIC, which gives a further computational efficiency as compared to the popular NC-root-MUSIC.
The reaminder of this paper is organized as follows. The data model of non-circular sources for DOA estimation is given and the conventional NC-root-MUSIC is briefly reviewed in Section2. The proposed real-valued and reducedorder algorithms are describled in Section3, while the fast rooting method is introdeced in Section4. The complexity analysis and the simulation results of the new method are provided in Section5, with conclusions drawn in Section6.
Notations: Throughout the paper, matrices and vectors are denoted by upper-and lower-boldface letters, respectively. Datailed mathematical notations are defined in Table. 1.
II. SIGNAL MODEL AND RELATED ALGORITHMS A. SIGNAL MODEL
Consider a uniform linear array(ULA) with M antenna sensors, whose inter-element spacing d is assumed to satisfy the half-wavelength constraint d ≤ λ/2, where λ is the length of carrier wavelength. L independent far-field narrowband sources s l (t), l ∈ [1, L] impinge on the ULA from the distinct directions [θ 1 , θ 2 , . . . , θ L ], as depicted in Fig.1 . In most subspace-based super-resolution DOA estimatos, M is generally assumed to be larger than L. Let the first sensor be the reference point, the array output at snapshot t, t ∈ [1, N ] can be expressed as
where A (θ) = [a (θ 1 ) , a (θ 2 ) , . . . , a (θ L )] represents array manifold matrix with M × L dimension and a (θ i ) = [1, e j2π d λ sin θ i , . . . , e j2π(M −1) d λ sin θ i ] T accounts for an array steering vector with M × 1 dimension. In addition, s (t) = [s 1 (t), . . . , s L (t)] T ∈ C L×1 is the non-circular incident signal vector, and n (t) = [n 1 (t), . . . , n M (t)] T ∈ C M ×1 represents the additive noise vector at each channel of the M antenna arrays taken from a zero mean random matrix σ 2 n I M ×M . Due to the property of the non-circular sources, the signals s (t) is denoted as an array form as follows [10] :
where s 0 (t) ∈ R L×1 , the diagonal matrix = diag e jφ i , i ∈ [1, L] contains arbitrary complex phase shifts-called non-circular phase.
Concatenating the array measurements and their conjugate components, we obtain an extended observation vector as follows
Combining (2) and (3), then EVD of the covariance matrix of the extended observation
can be expressed as
where R s = E[s 0 (t) s T 0 (t)] is source covariance matrix, U s and U n are the so-called signal-and noise-subspace matrices, respectively. The extended model allows to increase the observation dimension. In other words, this approach can also increase the number of the estimated sources. The extended steering vector is [11] a (θ, φ) = a (θ ) a * (θ ) e −jφ .
B. RELATED WORKS
According to the orthogonality between signal-and noisesubspaces, the standard NC-MUSIC suggests to estimate source DOAs by spectral search [10] min
over [−π/2, π/2] to obtain L minima which refers to source DOAs. Note that this spectral search step is computationally very expensive for real-time applications because each point has to be computed. In order to avoid heavy computation burden, matrix decomposition is utilized to reduce the complexity as follows [11] 
where vector q (φ) only contains non-circular phase φ and matrix M (θ ) only contains source angle θ , given by
and
respectively [11] , where matrix U n1 and U n2 are two submatrices with the same dimension divided by U n , defined as
Due to the special geometry of a ULA, the extend steering vector a (θ ) can be rewritten as
where z = e j2π d λ sin θ . The search step in f NC−MUSIC (θ, φ) can be replaced by solving the determinant of the matrix M (θ )
where the left side of (13) is a polynomial of z and the right side m i is the precise expression of the polynomial z whose cofficients are given in literature [11] . Therefore, the search step involved in f NC−MUSIC (θ, φ) can be transformed into a computationally efficient polynomial rooting
Source DOAs can be obtained by finding the L roots of f NC−root−MUSIC (z), which are located closet to and inside the unit circle equivalently aŝ
It is worth noting that both subspace decomposition and polynomial rooting in NC-root-MUSIC require complex computations.
III. THE PROPOSED ALGORITHM
In this section, we propose two algorithms to reduce the computational complexity of NC-root-MUSIC algorithms. Our first algorithm performs a small-scale approximate decomposition of the array covariance matrix, in which we use the real-valued received data to construct a real coefficient rooting polynomial with a similar order to f NC−root−MUSIC (z). Our second algorithm utilizes a variable substitution technique and recursion to further reduce the order of the above polynomial by half.
A. PROPOSED DOA ESTIMATION WITH REAL-VALUED COMPUTATIONS
The outputs x (t) in the entire antennas can be expressed as x (t) = [x 1 , x 2 , . . . , x M ] T . Let us exploit a new conjugate components of x (t) to obtain real-valued extended data matrix, defined as
where the extended steering vector is This approach constructs two virtual received subarrays and allows the extended data to be conjugate symmetric, as shown in Fig.2 
Unlike state-of-theart unitary methods, we exploit unitary transformation oñ
where Q 2M is a sparse unitary matrix, defined as
Sincex (t) is conjugated symmetric,x RV (t) has the following properties after unitary transformatioñ
As can be seen from (20) ,x RV (t) is a real-valued received data that combines the real-and imaginary-part information of the complex-valued received data x (t). Comparing (18) with (16) , the extended steering matix isÂ
If we perform subspace method directly on the real-valued data matrixx RV , large-scale calculations cannot be avoided due to the extended dimension, so it is necessary to find an efficient way to reduce the computational complexity. The Nyström method [26] is proposed firstly for large-scale eigenvector approximation and its advantage in the field of array signal processing is to study how to avoid large-scale eigenvalue decomposition problems and how to obtain the principle eigenvectors of the whole received data matrix. The data dimension of the non-circular sources is doubled, therefore, the Nyström method is more suitable for this research purpose. The specific operation is to divide the real-valued received data matrixx RV as
and compute the subarray convariance matrix and the subarray cross-convariance matrix aŝ
is the elliptic covariance matrix of the non-circular sources.Â 1 andÂ 2 represent the first K row vectors and the remaining 2M − K row vectors of A, respectively. In order to guarantee that two subarray convariance matrixR 11 andR 21 are full-rank matrices, the dimension parameter K of the subarray convariance matrix needs to satisfying the pre-relationship L ≤ K ≤ min(2M , N ).
In the case of a large antenna array, the value of M is so generally large that it is necessary to choose a suitable K to reduce the computational complexity when performing EVD onR 11 orR 21 . 1 Sincex RV is real,R 11 andR 21 are real-accordingly. The real-valued EVD ofR 11 can be written aŝ
whereÛ 11 ∈ R K ×K is the real-valued eigenvector matrix andˆ 11 ∈ R K ×K is the corresponding diagonal matrix with real-valued eigenvalues in descending order. In addition, the subarray convariance matrixR 11 and the subarray crossconvariance matrixR 21 satisfy the following approximate relationship [29] :R
andÛ 21 can be computed by the following linear operation instead of EVD ofR 21 :
Construct a new real-valued matrix based onÛ 11 andÛ 21 as follows:Û
DefineĜ
and we perform EVD on the matrixĜ and its transposed matrixĜ
whereˆ G andÛ G are the real-eigenvalued diagonal matrix and the corresponding real-eigenvector matrix ofĜ TĜ , respectively. The real noise matrix can be obtained by the following theorem. Theorem 1: The real-valued noise-subspace is formed by the last K − L column vectors ofĜÛ G , i.e.,
Proof: See Appendix A. With the real-valued noise matrixÛ n computed from reduced-dimension EVD computations, we can use polynomial rooting to obtain source DOAs by the following realvalued NC-root-MUSIC(RV-NC-root-MUSIC) cost function
whose real-valued coefficient s k is given by the sum of the elements of the diagonal ofÛ nÛ T n as follows
Note that f RV−NC−root−MUSIC is a polynomial of a high degree 4M − 2, which is the similar as f NC−root−MUSIC . Also note that the coefficients of the form are real, while those of the later are complex. Similar to NC-root-MUSIC, we can find signal DOAs by inserting the roots of f RV−NC−root−MUSIC that lies cloest to and inside the unit cycle into (15) . The real coefficients of z k in f RV−NC−root−MUSIC and its roots have an important property that is different from those of f NC−root−MUSIC , which is given by the following theorem. Proof: See Appendix B.2. Theorem 3 indicates that the roots of f NC−root−MUSIC are different from those of f RV−NC−root−MUSIC , which is shown in Fig.3 and Fig.4 for more detailed illustrations. In the figures, two sources at θ 1 = 20 • and θ 2 = 50 • with the non-circular phase φ 1 = 5 • and φ 2 = 9 • are considered, where other parameters are set as M = 8, SNR = 10dB, N = 100 and K = M . As shown in Fig.3 , the roots of f NC−root−MUSIC appear in only conjugate reciprocity pairs [31] . However, it is concluded from Fig.4 that the roots of f RV−NC−root−MUSIC appear in both conjugate-and conjugate reciprocal-pairs. Among the four roots, z 0 andz 0 are associated with θ while z * 0 andz * 0 are associated with −θ . 2 By rooting (31), the 4M −2 roots can be obtained. Selecting the L pairs of ones z l , z * l , l ∈ [1, (L)] from the above roots, which lies closet to the unit circle, we can compute L pairs of possible DOAs ±θ l , l ∈ [1, L]
The L true DOAs can be selected among those 2L possible ones by maximizing ã H (θ, φ) Q H 2MÛ nÛ T n Q 2Mã (θ, φ) . For RV-NC-root-MUSIC algorithm, we have maked the received data real-valued and obtained the approximate noise subspace by using the small-scale eigenvalue decomposition. It is worth noting that the unitary transform used in the realvalued process is different from the traditional method. Due to 2 There are two important aspects to be considered here. Firstly, the dimension of the steering vector is doubled by a new conjugate expansion method in (16) . Therefore, the size of virtual aperture κ should be κ = (2M − 1) λ/2. On the other hand, the maximum number L max of estimated signal DOAs should be reduced accordingly since the real-valued received data is divided into subarrays by rows in (21) . L max needs to satisfy the relationship
For example, when the dimension of subarray is K = M , L max is reduced approximately by half, that is M − 1. doubling the number of data samples in (16) , our real-valued algorithm is not limited by the parity of array elements. Detailed steps of the proposed fisrt algorithm RV-NC-root-MUSIC are summarized in Table. 2.
B. FAST ROOTING ALGORITHM
Although the proposed algorithm makes the coefficient of the rooting polynomial f RV−NC−root−MUSIC real-valued, f RV−NC−root−MUSIC is still a polynomial with order up to 4M − 2. Therefore, the high polynomial order still brings a lot of computational burden and the possibility of reducing orders. This problem can be solved well by a fast rooting algorithm with recursive method [30] .
According to Theorem 2, the coefficients of the polynomial f RV−NC−root−MUSIC are symmetrically equal. Thus, f RV−NC−root−MUSIC can be rewritten as
To reduce the computational complexity, a variable ξ and a function h (ξ, k) are defined as
respectively. Typically, h (ξ, 1) = z + z −1 = ξ is clearly established when k = 1 is assumed. In general, factorization is used to explain the internal relationship of h (ξ, k), as follows:
Observing that any h (ξ, k) , k ≥ 2 can be represented by the recursion of the first two items. All the expressions of h (ξ, k) , k ≥ 1 can be described in detail by the following matrix
Each element in C has a relationship with the coefficient of factors ξ t , t ∈ [1, k] in h (ξ, k) , k ≥ 1, the following rules are referred to formulate C.
(1) Above all, ∀i ≥ 1, we have C (i, 1) ≡ 1. Elements in the first two rows are utilized as the initial values for recursion and then, we have C (1, j) = 0, ∀j ≥ 2, (38) C (2, 2) = −2, C (2, j) = 0, j ≥ 3.
(39)
(2) Next, ∀i ≥ 3, ∀j ≥ 2, according to the recursive method we discussed in (35), elements in the i-th row can be computed by those in the (i − 1)-th and the (i − 2)-th rows as
(3) Elements in the i-th row provide the coefficients of factors ξ t , t ∈ [1, k] in h (ξ, k) , k ≥ 1 and C (i, j) is the coefficient of ξ i −2×(j−1) . (4) Finally, k is the highest order of polynomial h (ξ, k) , k ≥ 1. If k is odd, then the order ξ t , t ∈ [1, k] of the polynomial h (ξ, k) , k ≥ 1 is ranked in descending order as t ∈ [k, k − 2, . . . , 1]. In other words, the number of elements in i-th row of C (i, j) is (k + 1) /2. Similarly, if k is even, the number of elements in i-th row is k/2 + 1. For example, when k = 6 is assumed, the number of elements in the 6-th row of C is 6/2 + 1 = 4, then C (6, 1), C (6, 2), C (6, 3) and C (6, 4) are coefficients of ξ 6 , ξ 4 , ξ 2 and ξ 0 in h (ξ, 6), respectively, and we have
Since f RV−NC−root−MUSIC is a function of the variable ξ after inserting (36) into (35), we can transform f RV−NC−root−MUSIC into a new polynomial as
where p 0 = s 0 and p k , k ∈ [1, 2 (M − 1)] can be computed by coefficients corresponding to factors ξ k in all h (ξ, k) , k ≥ 1 as
subject to i − 2 × (j − 1) = k. It's noting that h (ξ ) is a real-valued polynomial of order 2M − 1. By rooting h (ξ ), we obtain 2M − 1 roots about ξ k , k ∈ [1, 2M − 1]. Inserting each root into (35), we can obtain
According to the root formula in the second-order equation, the two roots of (43) are given by
It can be seen that the fast-RV-NC-root-MUSIC algorithm still has 4M − 2 roots. Therefore, the DOAs can also be obtained by (33) in the RV-NC-root-MUSIC algorithm.
Detailed steps of the proposed second algorithm fast-RV-NC-root-MUSIC are summarized in Table. 3.
IV. COMPLEXITY ANALYSIS
Since RV-NC-root-MUSIC and fast-RV-NC-root-MUSIC both utilize the rooting operation to obtain the DOAs, the traditional subspace-based algorithms of rooting operation, such as root-MUSIC and NC-root-MUSIC, are compared with above two algoritms in order to highlight a significant lowcomplexity advantage. The reduced complexity is mainly resulted from the following aspects:
(1). The proposed algorithm makes the array received data real-valued and then decompose it into two sub-matrices for obtaining two real sub-covariance matricesR 11 with the dimension K × K andR 21 with the dimension (2M − K ) × (2M − K ). By assuming K < 2M , the calculation ofR 11 andR 21 must be less than the whole real covariance matrix, i.e.,R = E x RVx T RV with the dimension 2M × 2M , due to reduced dimensions. What's more, the complexity of realvalued computations is preliminary reduced by a first factor about 4 as compared to using complex-valued ones.
(2). The traditional subspace method performs real-valued EVD on the whole covariance matrixR 2M ×2M to calculate the real noise-subspace, however, the proposed algorithm performs EVD on two sub-matrices with the same dimension K × K for lower complexity, respectively.
(3). Since all the coefficients in f RV−NC−root−MUSIC are real and symmetrically equal, consequently, we can exploit fast rooting method to reduce the order of f RV−NC−root−MUSIC . This means that the polynomial order of the proposed fast rooting algorithm f fast−RV−NC−root−MUSIC is reduced by half as compared to f RV−NC−root−MUSIC . Due to the real-valued computation, the complexity of the polynomial rooting step in f RV−NC−root−MUSIC is reduced by a factor about 4 as compared to both root-MUSIC and NC-root-MUSIC relying on complex-valued computations.
Based on the above analysis, we compare the complexity of different algorithms in Table. 4, where o (.) stands for the real-valued flops with respect to each implementation step. It can be seen from the table that the proposed technique has a substantially lower complexity as compared the other two methods.
V. SIMULATION RESULTS

A. ROOTING DISTRIBUTION
Simulations are performed to gain more insights into the performance of the proposed methods. In the first simulation, we compare in Fig.5 the roots distributions of RV-NC-root-MUSIC and fast-RV-NC-root-MUSIC, where the rooting procedure in fast-RV-NC-root-MUSIC is considered as two separated steps in (41) and (44), respectively. A ULA array of M = 10 elements is considered, if the traditional NC-root-MUSIC method is used, then there are 4M − 4 = 36 roots in total. However, it can be seen from Fig.5 that for our first algorithm RV-NC-root-MUSIC method proposed, there will be 4M − 2 = 38 roots, which is similar to the NC-root-MUSIC. For our second algorithm fast-RV-NC-root-MUSIC, (41) reduces the degree to half size, it only contains 2M − 1 = 19 roots. Taking these 19 roots into the quadratic equation (43), (44) gives exactly the same 38 roots as RV-NC-root-MUSIC, and this verifies the correctness of our analysis.
B. NUMERICAL SIMULATIONS
Numerical simulations with 500 Monte Carlo trials are conducted on a ULA to assess the performance of the proposed estimator and to verify the theoretical analysis. Throughtout the simulations, the root mean square error (RMSE) is defined as
where θ is the true DOA andθ i represents the estimated value of the i−th trial DOA. The first simulation compares the proposed two algorithms with the classical NC-root-MUSIC methods in terms of RMSE. For fair comparison reference, the stochastic CRB (SCRB) [33] is also applied. In this section, L = 2 BPSK signals with the non-circular phase φ 1 = 3 • and φ 2 = 5 • are assumed to impinge upon a ULA from directions θ 1 = 10 • and θ 2 = 45 • . The RMSEs are depicted in Fig.6 and 7 as a function of SNR for different parameter settings. It is observed from two figures that the proposed fast-RV-NC-root-MUSIC provides exactly the same performance as RV-NC-root-MUSIC without sacrifice of accuracy. The cause is that our fast rooting algorithm is based on a variable substitution technique without approximation. Our method is also not limited no matter that the number of sensors is odd or even comparing with the traditional real-valued algorithm using unitary transform.
In Fig.6 , our proposed RV-NC-root-MUSIC and fast-RV-NC-root-MUSIC algorithms provide a little worse RMSE than the classical NC-root-MUSIC method, where the SNR vaires from SNR = −10dB to SNR = 40dB. As for the reason for the decrease in precision, we think that the cost function in equations (31) and (41) is a root polynomial containing noncircular phase φ. However, obtaining a source DOA in the traditional NC-root-MUSIC method is to perform a rooting operation in (13) , which is a cost function containing only target angle information. Besides, as K increases, the RMSE of our methods decreases a little. This means that, as shown in Table. 3, although K can affect the computational complexity of ACM and EVD, the impact on RMSE is minimal. Therefore, when faced with a large antenna array, which means that M is large, we can choose a relatively suitable K to save the computational cost, as long as K ∈ [L, 2M ].
To further compare the performance of the proposed algorithms, we plot in Fig.8 and 9 the RMSE of different algorithms as functions of the number of snapshots, where SNR is fixed as SNR = 15dB, and the number of snapshots varies over a wide range from 5 × 2 0 to 5 × 2 10 . It can be concluded that in Fig.8 , the proposed RV-NC-root-MUSIC and fast-RV-NC-root-MUSIC algorithms can achieve the same performance. However, their performance is still slightly worse than the traditional algorithm. Fig.10 . It provides the average CPU time required to compute each algorithm on a personal computer with an Intel i3-2100 3.1 GHz CPU and 2GB RAM by running the Matlab codes in the same simulation environment.
It can be seen from Fig.10 that fast-RV-root-MUSIC is the most efficient one between RV-NC-root-MUSIC and NC-root-MUSIC algorithms, since the order of the rooting polynomial is reduced by half in fast-RV-root-MUSIC. Meanwhile, the proposed technique costs much lower CPU times, especially when the value of K becomes smaller, which matches our theoretical analysis in Table. 3.
VI. CONCLUSION
We have proposed two real-valued versions of NC-root-MUSIC for fast DOA estimation, namely, the RV-NC-root-MUSIC and fast-RV-NC-root-MUSIC. We firstly perform real-valued processing on the received data and utilize the Nyström method to construct a real-valued coefficient rooting polynomial, which can avoid large-scale EVD/SVD since the non-circular signal has the property of conjugate expansion. Meanwhile, by studying the relationship of polynomial coefficients, a novel rooting algorithm fast-RV-NC-root-MUSIC which reduces the complexity of RV-NC-root-MUSIC by a factor of eight in the rooting step is proposed because it constructed an equivalent polynomial with half size of degree. As both EVD/SVD and polynomial rooting are implemented with real-valued computations, we conclude that fast-RV-NC-root-MUSIC is much more efficient than RV-NC-root-MUSIC and NC-root-MUSIC. Numerical simulation results demonstrate that our proposal can provide comparable performance with the classical NC-root-MUSIC method.
APPENDIX A PROOF OF THEOREM 1
For the true signal subspaceÛ s , there exists a full-rank matrix T such thatÛ s =ÂT. Combining (24), (26) , (27) and utilizing the factÛ 11Û T 11 = I, the definition ĜÛ G in (30) can be rewritten as
where Q Û 11ˆ −1/2 11Û G ∈ R K ×K is a full-rank real-valued matrix. Comparing (22) and (23), we obtain
Using (47), (46) can be simplified as
where B R s 0 + σ 2 n Â TÂ −1 ∈ R L×L . Note that after EVD ofR RV , we havẽ 
which indicates thatz 0 = 1/z * 0 is a root of f RV−NC−root−MUSIC , and consequently,z * 0 = 1/z 0 is also a root of f RV−NC−root−MUSIC .
