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Abstrakt
Tato diplomová práce se zabývá rozpoznáváním komunit pomocí detekce hran spojují-
cími komunity. Cílem práce bylo si nastudovat soucˇasneˇ používané algoritmy, vybrat z
nich ty nejpoužívaneˇjší a poté je analyzovat a vyhodnotit. Byly vybrány následující al-
goritmy: metoda nejkratší cesty, metoda náhodné procházky, metoda vzdálenost k zóneˇ
a Raddichiho algoritmus. Bylo naimplementováno neˇkolik verzí teˇchto algoritmu˚ a poté
budou výsledky vybraných verzí podrobeny analýze a vyhodnocení.
Klícˇová slova: zóna, graf, komunita, shluk, metoda nejkratší cesty, metoda náhodné
procházky, Raddichi, betweenness
Abstract
This thesis deals with community detection by betweenness-based methods. The aim of
thesis was to study recent algorithms, selecet most used ones and then analyse them.
Selected algorithms were: shortest-path method, random-walk method, distance to zone
method and Raddichi algorithm. These algorithms were implemented in various ver-
sions and then results of selected versions were tested, analysed and evaluated.
Keywords: zone, community, shortest-path, random-walk, DTZ, distance to zone,
Radicchi, betweenness
Seznam použitých zkratek a symbolu˚
DTZ – Distance to zone
GPS – Globální polohovací systém
Pan – Personal area network
Lan – Local area network
Wan – Wide area network
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41 Úvod
V soucˇasné dobeˇ vzru˚stající obliba ru˚zných sociálních sítí má za následek, že analýza sítí
je stále du˚ležiteˇjší a užitecˇneˇjší veˇdeckou disciplínou. Sociální síteˇ si lze prˇedstavit jako
graf, kde jsou jednotlivé osoby reprezentovány jako uzly a spojnice mezi teˇmito uzly
jsou vztahy mezi osobami. Tento vztah mu˚že být naprˇíklad rodinné cˇlenství, prˇátelství
nebo spolecˇné zájmy cˇi aktivity. Sociální síteˇ však nejsou jediné zkoumané síteˇ. Existuje
velké množství druhu˚ sítí, naprˇíklad biologické síteˇ cˇi dopravní síteˇ. Více o druzích sítí v
kapitole 2.
Analýza sítí slouží k získání užitecˇných informací ze sítí. Pouhým pohledem na gra-
fickou reprezentaci síteˇ se mu˚žeme dozveˇdeˇt pouze velice limitované množství infor-
mací, v sítích obsahujících desetitisíce uzlu˚ a hran se dozvíme o celku pohledem ješteˇ
méneˇ. Síteˇ se proto zpracovávají strojoveˇ a bylo zavedeno velké množství algoritmu˚
zkoumající cˇetné vlastnosti sítí. Zkoumané vlastnosti sítí se liší podle toho, jaký je náš
cíl prˇi zkoumání síteˇ. Naprˇíklad u sociálních sítí, provozovatele reklam a vyhledávacˇe
falešných úcˇtu˚ nás budou zajímat jiné vlastnosti síteˇ.
Jeden z du˚ležitých nástroju˚ pro analýzu sítí a zárovenˇ objekt zkoumání této práce
jsou algoritmy vyhledávající komunity. Jedná se o algoritmy, které pomocí ru˚zných prˇí-
stupu˚ prˇerozdeˇlí uzly síteˇ do jednotlivých skupin, které mají mnoho spolecˇného. Taková
skupina mu˚že reprezentovat rodinu, klub cˇi zboží s podobnými znaky. Existuje spousta
prˇístupu˚ k vyhledávání komunit. Více o tomto tématu v kapitole 3.
Cílem této práce bylo nastudovat soucˇasný stav jednoho z prˇístupu˚ k vyhledávání ko-
munit, a to pomocí detekce hran oddeˇlující komunity. Dalším cílem je z teˇchto algoritmu˚
vybrat nejpoužívaneˇjší, ty naimplementovat, a poté porovnat jejich rychlost a kvalitu vý-
sledných rozdeˇlení do komunit.
V této práci se nejdrˇíve seznámíme s tím, jaké existují druhy sítí, jak jsou tyto síteˇ
reprezentovány a co jsou to komunity. Dále bude probráno, jaké algoritmy pro nalezení
komunit existují. V další kapitole budou podrobneˇji popsány algoritmy, jenž fungují na
principu nalezení hran oddeˇlujících komunity. Poté bude prˇedvedeno, jakým zpu˚sobem
byly tyto algoritmy naimplementovány. Nakonec budou provedeny testy porovnávající
výsledné rozdeˇlení uzlu˚ do komunit, pomocí porovnání s vybraným referencˇním rozdeˇ-
lením.
52 Síteˇ
Zacˇneme tím, že si vysveˇtlíme, co to sít’ vlastneˇ je. Sít’ je množina entit, jenž mohou být
propojeny neˇjakou vazbou. Co tyto entity a vazby prˇedstavují, záleží na typu síteˇ.
Jak bylo zmíneˇno v úvodu, síteˇ se podle oblasti použití deˇlí na množství kategorií. Do
použití sítí a teorie grafu˚ obecneˇ patrˇí jak jednoduché úlohy pro žáky základních škol, tak
analýza zákazníku˚, kde na správné analýze závisí úspeˇch cˇi krach velkých firem. Síteˇ se
využívají v ru˚zných odveˇtví, naprˇíklad v marketingu, biologii, kde zkoumáme zkoumání
DNA a enzymy, dopraveˇ, informatice cˇi energetice.
Asi nejjednodušší sít’ pro prˇedstavu je dopravní sít’, kde analyzujeme vytíženost jed-
notlivých cest a pocˇty semaforu˚ a krˇižovatek. Díky teˇchto údaju˚ mu˚žeme naplánovat
ideální cesty na prˇevoz zboží, které teoreticky potrvají nejkratší dobu. Stejneˇ tak mu˚že
správa meˇst analyzovat automobilovou dopravu. Pokud se v daném úseku cˇasto vysky-
tují dopravní zácpy, mu˚žeme vytvorˇit novou cestu vedoucí k cíli prˇes místa s nejnižším
provozem pro maximální efektivitu.
V této kapitole budou rozepsány nejvýznamneˇjší typy sítí, dále bude vysveˇtleno co je
to graf a jakým zpu˚sobem reprezentuje síteˇ a jaké jsou nejvýznamneˇjší vlastnosti grafu˚.
Nakonec bude podrobneˇ vysveˇtleno, co to jsou komunity, o jejichž vyhledávání bude
zbytek této práce.
2.1 Druhy sítí
2.1.1 Dopravní síteˇ
Jak již bylo naznacˇeno, teorie sítí má využití v dopraveˇ. Prˇíkladem takové síteˇ mu˚že být
sít’, kde vrcholy jsou meˇsta a hrany jsou cesty mezi meˇsty. Pod pojmem doprava si ne-
smíme prˇedstavit pouze dopravu po silnicích. Pod pojmem doprava se skrývá naprˇíklad
i vlaková, lodní nebo letadlová doprava. Ve všech teˇchto možnostech lze síteˇ využívat.
Více o dopravních sítích v textu [1].
Mezi problémy, které rˇeší dopravní síteˇ, mu˚žeme zarˇadit následující problémy. První
problém je zajišteˇní plynulého chodu dopravy, aby nám nevznikla dopravní tepna, kte-
rou bude potrˇebovat projet daleko vetší pocˇet vozidel, než je tato cesta schopna pojmout.
V takovém prˇípadeˇ musí bud’ vzniknout alternativní cesta, nebo se musí tato cesta rozší-
rˇit. Avšak takový problém by nevznikl, kdyby byla dopravní sít’ správneˇ analyzovaná a
bylo doprˇedu odhadnuto, jak silný provoz v tomto místeˇ vznikne.
Druhý problém se týká prˇepravy zboží. Dopravní spolecˇnost potrˇebuje zajistit co nej-
rychlejší a prˇitom nejlevneˇjší prˇepravu zboží pro maximalizaci svých zisku˚. Musí se brát
ohled nejen na celkovou délku trasy, ale i na další vlastnosti jako kvalita silnice, clo, zda
tudy vu˚bec mají povoleno projet, jak cˇasto bývá silnice ucpaná a jiná rizika.
Se trˇetím problémem se setkávají cˇasto obycˇejní rˇidicˇi, a to s navigací pomocí GPS. Pro
rˇidicˇe je pohodlné, pokud jim systém automaticky vyhledá ideální cestu do místa urcˇení,
ale i to musí být neˇjak spocˇítáno. Prˇístroj pro navigaci má jen omezený výkon a pameˇt’,
tudíž musíme výpocˇty optimalizovat. Jeden ze zpu˚sobu˚ je pro hledání cesty mezi meˇsty
nahradit jednotlivá meˇsta body, tudíž ignorovat sít cest uvnitrˇ meˇst, a až poblíž meˇsta
6spocˇítat, jak projet samotným meˇstem. Dále mapy nemusí obsahovat informace o málo
významných cestách nebo mu˚žou obsahovat chyby, proto i prˇi jízdeˇ s navigací si musíme
dávat pozor.
2.1.2 Sociální síteˇ
Se sociálními síteˇmi se lidé setkávají prakticky denneˇ. Prˇíkladem sociální síteˇ mu˚že být sít
taková, kde vrcholy prˇedstavují osoby a hrany prˇedstavují jejich prˇátelství. Pod pojmem
sociální sít’ si nemusíme prˇedstavit pouze síteˇ komunikacˇní, jako je naprˇíklad poslední
dobou velice rozšírˇený Facebook. Sociální sít’ mu˚že prˇedstavovat témeˇrˇ jakoukoli lidskou
interakci. Mnoho lidí, aniž by veˇdeˇli cokoli o teorii sítí, sami takovou sít’ vytvorˇili, a to
rodokmen. Rodokmen je dostatecˇneˇ malá a prˇehledná sít’, abychom z ní dokázali prˇecˇíst
námi hledané informace i bez použití analýzy, ale ne vždy je tomu tak.
Sociální síteˇ jsou sociální struktury vytvorˇené svými úcˇastníky, již mu˚žou být naprˇí-
klad osoby cˇi organizace, kterˇé mohou být vzájemneˇ propojováni. Analýza sociálních sítí
poskytuje množství nástroju˚ pro zkoumání vlastností sítí, cˇi vzoru˚ v sítích. Sociální síteˇ
jsou cˇasto využívány pro mapování lidského chování, avšak zdaleka nejvíce jsou využí-
vány komercˇneˇ, a to na cílenou reklamu.
Jen málokdo nezažil reklamy na internetu. Avšak reklamy na zboží, o které nemá
osoba vu˚bec zájem, jsou pouze vyhozené peníze. A práveˇ tyto informace spolecˇnostem
zajišt’uje analýza sociálních sítí. Informace o navštívených stránkách, drˇíve nakoupeného
zboží, cˇi informace uvedené na profilech na internetu, to vše mu˚že být analyzováno. Vý-
sledkem této analýzy mu˚že být informace, o jaké zboží by mohl daný cˇloveˇk mít zájem.
Firma má veˇtší šanci na zisk zákazníku˚ a lidem se zobrazují reklamy na zboží, které by je
vážneˇ mohlo zajímat. Více o sociálních sítích v knize [2].
2.1.3 Pocˇítacˇové síteˇ
Pocˇítacˇové síteˇ jsou síteˇ umožnˇující prˇenos dat mezi jednotlivými pocˇítacˇi. V této síti jsou
uzly obvykle tvorˇené jednotlivými pocˇítacˇi a hrany prˇedstavují propojení teˇchto pocˇítacˇu˚.
Pro prˇenos dat mu˚že být bud’ použita linka, nebo bezdrátové prˇipojení. Nejznámeˇjší po-
cˇítacˇová sít’ je Internet.
Pocˇítacˇové síteˇ mohou být podle rozlohy rozdeˇleny do následujících kategorií. Pan
(Personal area network) je sít’ do deseti metru˚ a obvykle se jedná o tiskárny, telefony cˇi
fax. Lan (Local area network) je sít’ pocˇítacˇu˚ propojených obvykle v rámci jedné budovy.
Jedná se o prˇístroje, které spolu cˇasto komunikují. Nakonec uvedu WAN (Wide area ne-
twork). Jedná se o sít’ velké rozlohy, mu˚že se jednat o celé kontinenty.
Analýza pocˇítacˇových sítí mu˚že být použita pro zajišteˇní optimální rychlosti prˇenosu
dat, spolehlivosti prˇenosu dat, cˇi zajišteˇní, aby celá sít’ pocˇítacˇu˚ nebyla zneschopneˇna z
du˚vodu výpadku jednoho pocˇítacˇe.
72.1.4 Biologické síteˇ
Biologické síteˇ jsou veškeré síteˇ, které se veˇnují živocˇišným druhu˚m, cˇi potravním rˇeteˇz-
cu˚m. Cílem teˇchto sítí je pochopení vztahu˚ v ekologii, evoluci a fyziologických studiích,
jako jsou neuronové síteˇ. Spousta komplexních biologických systému˚ mu˚že být vymode-
lováno do podoby sítí.
Následují prˇíklady neˇkterých biologických sítí.
Síteˇ interakce mezi proteiny jsou nejcˇasteˇji zkoumané biologické síteˇ. Naprˇíklad bylo
zjišteˇno, že silneˇ propojený protein je významneˇjší pro prˇežití než méneˇ propojené. Toto
napovídá, že celková sít proteinu˚, a ne jednotlivé interakce má vliv na fungování orga-
nismu˚.
Potravní rˇeteˇzce. Veškeré organismy jsou mezi sebou propojeny skrz potravu. Po-
travní rˇeteˇzce mají znacˇný vliv na ekologii. Kdyby meˇl neˇjaký živocˇišný druh vymrˇít,
mu˚žeme odhadnout, jaké by to meˇlo následky na zbytek organismu˚. Tato problematika
je ted’ významná díky vymírání živocˇišných druhu˚ díky zmeˇnám klimatu.
Síteˇ mezidruhové interakce. Jedná se o studium vzájemné pomoci cˇi souperˇení mezi
živocˇichy. Naprˇíklad mu˚žeme zjistit, jaké rostliny si navzájem pomáhají a zvýšit tak vý-
nosy potravin. Více o biolgických sítí se dá docˇíst v cˇlánku [3].
2.1.5 Sémantické síteˇ
Sémantické síteˇ se snaží zobrazit logický postup, cˇi tok myšlenek. Typickým prˇípadem
sémantické síteˇ je sít’ slov a jejich významu, cˇi sít’ odvození nových slov.
2.2 Grafy
Nyní když víme, jak du˚ležité síteˇ jsou, si ukážeme, cˇím jsou síteˇ vyjádrˇeny. Nejtypicˇteˇjším
zpu˚sobem vyjádrˇení sítí jsou grafy. Veˇtšina následujících definicí byla cˇerpána ze stránek
[4] a anglických stránek [5]. Nyní si vysveˇtlíme neˇkteré základní pojmy okolo grafu˚ a
pojmy potrˇebné pro tuto práci.
Graf je skupina vrcholu˚, kde jednotlivé dvojice vrcholu˚ mu˚žou cˇi nemusí být propo-
jeny hranou.
Definice 2.1 Graf je dvojice množin G(V, E), kde V je neprázdná množina vrcholu˚ a E je množina
hran, tvorˇená dvojicemi vrcholu˚.
Orientovaný graf vznikne z grafu neorientovaného tím, že jeho hranám prˇirˇadíme
libovolnou orientaci. Typickým prˇíkladem pro orientovaný graf mu˚že být graf toku
proudu vody v potrubí, kde je du˚ležité, kterým smeˇrem voda tecˇe.
Definice 2.2 Graf G(V,E) je orientovaný, pokud je množina hran složena z usporˇádaných dvojic
uzlu˚. Graf G je neorientovaný, pokud je množina hran složena z neusporˇádaných dvojic uzlu˚.
Další beˇžný typ grafu je ohodnocení grafu. Grafy se deˇlí na ohodnocené a neohodno-
cené. U hranoveˇ ohodnocených grafu˚ mají hrany urcˇenou hodnotu tohoto spojení. Mu˚že
se jednat o sílu vztahu, cˇi délku propojení.
8Definice 2.3 Pokud je každé hraneˇ e grafu G(V, E) prˇirˇazeno reálné cˇíslo w(e) zvané váha, pak G
spolu s teˇmito váhami je nazván ohodnocený graf.
Nyní si definujeme sousednost uzlu˚.
Definice 2.4 Jakékoliv dva uzly, které jsou spojeny hranou, nazýváme sousední uzly.
Stupenˇ uzlu v grafu prˇedstavuje, jak významný daný uzel je. Tato hodnota je rovna pocˇtu
uzlu˚ propojených hranou s daným uzlem.
Definice 2.5 Stupenˇ uzlu d(v) je pocˇet hran, které s uzlem v sousedí.
Dále úplný graf.
Definice 2.6 Úplný graf je takový graf, ve kterém jsou každé dva vrcholy spojené hranou.
S úplným grafem souvisí trojúhelník.
Definice 2.7 Trojúhelník je úplný graf se trˇemi vrcholy.
Nyní si definujeme sled a cestu. Sled si mu˚žeme prˇedstavit jako postupné procházení gra-
fem, kde mu˚žeme postupovat mezi uzly pouze pomocí hran. Nic nám nebrání navštívit
uzel cˇi cestu i vícekrát.
Definice 2.8 Sled (z vrcholu u do vrcholu v) v grafu G je libovolná posloupnost (u =
v0, v1, ...., vk = v), kde vi jsou vrcholy grafu G a pro každé i = 1,...., k je vi−1vi hranou grafu
G. Cˇíslo k je délka tohoto sledu. Rˇíkáme, že sled prochází vrcholy v0, ...., vk nebo že na neˇm tyto
vrcholy leží.
Cesta je speciální prˇípad sledu, kdy každý vrchol navštívíme pouze 1.
Definice 2.9 Cesta z u do v v grafu G je sled (u = v0, v1, ...., vk = v), kde vi, ve kterém se každý
vrchol vi objevuje pouze jednou.
Dále budeme potrˇebovat hodnotu grafová vzdálenost. Tato hodnota prˇedstavuje, jak da-
leko od sebe uzly jsou v rámci grafu.
Definice 2.10 Necht’ G(V,E) je souvislý graf. Pro vrcholy v1, v2 definujeme cˇíslo dG(v1, v2) jako
délku nejkratší cesty z v1 do v2 v grafu G. Cˇíslo dG(v1, v2) se nazývá vzdálenost vrcholu˚ v1 a v2
v grafu G.
D8le si definujeme podgraf. Jedná se o graf složený z libovolného pocˇtu uzlu˚ a hran
pu˚vodního grafu.
Definice 2.11 Podgraf P grafu G je takový graf, jehož množina uzlu˚ je podmnožinou množiny
uzlu˚ grafu G a zárovenˇ množina jeho hran je podmnožinou množiny hran grafu G.
Další vlastností grafu je souvislost. Tato vlastnost urcˇuje, zda graf tvorˇí propojený
celek nebo je složen z jednotlivých nepropojených cˇástí.
9Definice 2.12 Souvislým grafem se nazývá takový graf, mezi jehož libovolnými dveˇma uzly exis-
tuje cesta. Silneˇ souvislý je graf práveˇ tehdy, když v neˇm pro každou dvojici uzlu˚ a,b existuje
orientovaná cesta z a do b a nazpeˇt z uzlu b do a.
Se souvislostí souvisí pojem komponenta. Komponenta je taková cˇást grafu, jenž je
souvislá.
Definice 2.13 Komponentou grafu se nazývá každý jeho maximální souvislý podgraf. Silnou
komponentou orientovaného grafu se nazývá každý jeho maximální silneˇ souvislý podgraf.
2.3 Komunity
Jednou z mnoha zásadních vlastností sítí je rozdeˇlení na komunity. Pojem komunita nemá
prˇesnou definici, ale lze ho popsat takto: Jedná se o takovou skupinu uzlu˚, kde jsou uzly
navzájem silneˇ provázány pomocí hran, avšak se zbytkem hran je provázanost pouze
slabá.
Prˇevážneˇ u sociálních sítí jsou komunity du˚ležité, protože to definuje skupiny lidí,
kterˇí mají velmi podobné charakteristiky. V závislosti na zkoumané síti se mu˚že jednat o
rodinu, cˇi skupinu lidí, kterˇí mají zájem o stejné zboží. Podle vybraného prˇístupu mu˚že
uzel patrˇit pouze do jedné cˇi i více komunit.
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3 Algoritmy vyhledávající komunity
Tato kapitola se veˇnuje algoritmu˚m, jejichž cílem je nalézt v grafu komunity. Nejsou zde
uvedeny veškeré existující algoritmu, jedná se pouze o prˇehled. Více informací o tomto
tématu lze nalézt v cˇlánku [6].
3.1 Lokální metody
Jedno ze základních deˇlení algoritmu˚ pro vyhledávání komunit je rozdeˇlení na algoritmy
lokální a globální.
Globální algoritmy jsou algoritmy takové, jenž potrˇebují znát celou datovou kolekci
ješteˇ prˇed spušteˇním algoritmu. Tato kolekce se však mu˚že dynamicky meˇnit nebo mu˚že
být prˇíliš velká na zpracování. Všechny uvedené algoritmy mimo tuto sekci patrˇí mezi
globální algoritmy.
Lokální algoritmy jsou algoritmy takové, jenž typicky zacˇnou s jedním uzlem cˇi hra-
nou a pomocí neˇjaké metriky, cˇi heuristiky postupneˇ prˇidáváme další uzly a hrany. Tyto
algoritmy jsou obzvlášteˇ úcˇinné, máme li pouze urcˇit komunitu, do které patrˇí vybraný
uzel.
Lokální metody obvykle pracují s pojmy jádro komunity, hranice komunity a pouz-
dro komunity. Jádro komunity jsou uzly náležící do dané komunity, jenž jsou spojeny
hranou pouze s uzly také náležící do stejné komunity. Hranice komunity jsou uzly, jenž
patrˇí do komunity a jsou hranou propojeny s uzlem, jenž není soucˇástí komunity. Nako-
nec pouzdro komunity jsou uzly, jenž jsou hranou propojeny s uzlem tvorˇícím hranici
komunity.
Nyní prˇíklad jedné lokální metody.
3.1.1 Iterative local expansion
Tato metoda posuzuje kvalitu komunity podle ostrosti hranice komunity, neboli aby sku-
pina uzlu˚ byla považována za komunitu, hranice teˇchto uzlu˚ musí být ostrá. Tato ostrost
je pocˇítána jako pomeˇr hran vedoucí z hranice do jádra a pocˇet hran vedoucí do pouzdra.
Algoritmus zacˇne u náhodného uzlu. Prˇi každém kroku je spocˇítáno, zda prˇi prˇidání
jednoho z uzlu˚ pouzdra do komunity vzroste ostrost. Pokud ostrost vzroste, uzel je prˇi-
dán do komunity a všechny trˇi kolekce, tedy jádro,hranice a pouzdro jsou aktualizovány.
Tyto kroky opakujeme, dokud neexistuje takový uzel, jenž po prˇidání do komunity zvýší
hodnotu ostrosti.
3.2 Tradicˇní metody
3.2.1 Metoda deˇlení grafu
Smyslem této metody je rozdeˇlit vrcholy grafu do neˇkolika skupin tak, aby pocˇet hran
propojujících tyto skupiny byl minimální. Pocˇet hran mezi teˇmito skupinami se nazývá
velikost rˇezu. Tato metoda vyžaduje doprˇedu urcˇit, jak velké skupiny budou a kolik
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jich ve výsledku má být. Typickým algoritmem fungujícím na tomto principu je The
kernighan-Lin algoritmus
3.2.1.1 The kernighan-Lin algoritmus Jeden z nejstarších a prˇitom stále používaný
algoritmus využívá deˇlení grafu. Pro vysveˇtlení tohoto algoritmu je trˇeba definovat hod-
notu Q, jenž prˇedstavuje rozdíl mezi pocˇtem hran uvnitrˇ jednotlivých skupin a pocˇtem
hran mezi teˇmito skupinami.
Na zacˇátku algoritmu máme graf rozdeˇlený na dveˇ cˇásti požadované velikosti, at’ už
rozdeˇlené náhodneˇ nebo pomocí speciální neˇjaké metody. Poté vybereme stejný pocˇet
vrcholu˚ z obou skupin a tyto vrcholy mezi skupinami prohodíme, aby hodnota Q co
nejvíce stoupla. Po sérii prohození uzlu˚, jenž mají za následek snížení i zvýšení hodnoty
Q, vybereme takové rozdeˇlení, jenž má nejvyšší Q. Toto rozdeˇlení použijeme pro další
iteraci.
Tento algoritmus má docela nízkou cˇasovou nárocˇnost prˇi konstantním pocˇtu proho-
zení za iteraci, a to Θ(n2 log v), kde v je pocˇet vrcholu˚ v grafu. Výsledné rozdeˇlení grafu
silneˇ závisí na výchozím rozdeˇlení, jiné algoritmy mohou vracet lepší výsledky. Pro za-
jišteˇní co nejlepších výsledku˚, musíme zajistit, aby pocˇátecˇní rozdeˇlení bylo co nejlepší.
Tudíž tato metoda se používá v kombinaci s jinými algoritmy, jenž naleznou vhodné po-
cˇátecˇní rozdeˇlení.
3.2.2 Hierarchické algoritmy
Obecneˇ toho prˇedem o strukturˇe komunit v grafu víme jen velmi málo, tudíž není vhodné
prˇedem urcˇovat, kolik komunit se v grafu nachází, cˇi kolik uzlu˚ mají komunity asi obsa-
hovat. V teˇchto prˇípadech nám metoda deˇlení grafu prˇíliš nepomu˚že. Hierarchická me-
toda tyto informace nepotrˇebuje.
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Hierarchické vyhledávání komunit je metoda, která se snaží posupneˇ vytvárˇet
hierarchii komunit. Výsledek této metody je stromová struktura zvaná Dendrogram.
Typickou vlastností hierarchické metody je, že nemá ukoncˇení, a pokud nezavedeme
ukoncˇovací podmínku, výsledek algoritmu bude nic nerˇíkající.
Silné stránky
• Nemusíme odhadovat pocˇet komunit v grafu.
• Výsledky jsou relativneˇ prˇesné.
Slabé stránky
• Špatná rychlost.
• Jakmile provedeme neˇjaký krok, již se nemu˚žeme vrátit.
• Rozpad velkých komunit na menší celky.
• Slabost vu˚cˇi šumu.
Hierarchická metoda se deˇlí na dva typy.
3.2.2.1 Aglomerativní typ Jedná se o takzvaný algoritmus od spodu. Obecneˇ je cˇa-
sová nárocˇnost algoritmu Θ(n3), avšak existují rychlejší speciální prˇípady.
Pru˚beˇh algoritmu je následující.
1. Na zacˇátku algoritmu prˇirˇadíme každému uzlu vlastní komunitu a spocˇítáme vzdá-
lenosti mezi nimi.
2. Najdeme dvojici komunit s nejkratší vzdáleností a tyto komunity spojíme v jednu.
3. Spocˇítáme vzdálenosti všech starých komunit s noveˇ vytvorˇenou komunitou.
4. Opakujeme kroky 2 a 3 dokud nejsou veškeré uzly v jedné komuniteˇ nebo neza-
sáhne vneˇjší podmínka.
Jak bylo zmíneˇno, spojujeme komunity s nejveˇtší blízkostí, ale co to ta blízkost vlastneˇ je?
Význam blízkosti se liší podle konkrétneˇ zvolenéhé metriky.
Nejcˇasteˇji mívá následující významy:
• Euklidovská vzdálenost -i(ai − bi)2
• Manhattan vzdálenost -i(ai − bi)2
• Maximální vzdálenost - Jedná se o nejveˇtší možnou vzdálenost mezi uzly ru˚zných
komunit.
• Minimální vzdálenost - Jedná se o nejmenší možnou vzdálenost mezi uzly ru˚zných
komunit.
• Pru˚meˇrná vzdálenost - Jedná se o pru˚meˇrnou vzdálenost mezi uzly ru˚zných komu-
nit.
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3.2.2.2 Rozdeˇlující typ Jedná se o opacˇný prˇístup oproti aglomerativní metodeˇ neboli
od shora. Cˇasová nárocˇnost se liší na zvolené metodeˇ výpocˇtu, rychlejší metody dosahují
Θ(n3).
Nyní si musíme vyjasnit pojem edge betweenness centrality, dále pouze between-
ness. Jedná se o hodnotu, která prˇedstavuje kolik nejkratších cest vede prˇes danou hranu.
Hrany s vysokou hodnotou betweenness by meˇly tvorˇit mosty mezi jednotlivými komu-
nitami. Prˇi odstraneˇní takovýchto hran by meˇly vzniknout spojité podgrafy reprezentu-
jící komunity. Jinými slovy tato hodnota urcˇuje, jak velká je šance, že práveˇ tato hrana
oddeˇluje 2 komunity mezi sebou.
Samotný algoritmus probíhá následovneˇ:
1. Na zacˇátku algoritmu prˇirˇadíme každému souvislému podgrafu vlastní komunitu
a betweenness pro všechny hrany.
2. Najdeme hranu s nejvyšší hodnotou betweenness a tuto hranu odstraníme.
3. Projdeme graf, zda se neˇjaký souvislý podgraf nerozdeˇlil na 2 a prˇípadneˇ vytvorˇíme
novou komunitu.
4. Opakujeme kroky 2 a 3 dokud nejsou odstraneˇny veškeré hrany nebo nezasáhne
vneˇjší podmínka.
Podobneˇ jako u aglomerativní metody i zde celý algoritmus spocˇívá ve výpocˇtu jisté
vlastnosti. Tentokrát se jedná o betweenness. O výpocˇtu této hodnoty je celá tato práce.
Zde je výcˇet neˇkolika prˇíkladu˚ výpocˇtu betweenness centrality:
• Nejkratší cesty - Kolik nejkratších cest mezi všemi uzly grafu danou hranou pro-
chází.
• Náhodná procházka - Kolikrát je hrana navštívena prˇi náhodném procházení grafu
ze všech možných dvojic uzlu˚.
• Tok v síti - Prˇi prˇevedení grafu na elektrickou sít’, jak velký proud by danou hranou
tekl.
3.3 Partitional clustering
Další populární metoda vyhledávání komunit v grafech. V této metodeˇ je pocˇet komunit
k prˇedem dán. Uzly jsou vloženy do metrického prostoru a mezi dvojicemi uzlu˚ je spo-
cˇítána vzdálenost. Vzdálenost je dána mírou odlišnosti mezi uzly. Cílem je oddeˇlit uzly
do k komunit tak, aby se maximalizovala poprˇ. minimalizovala cena vybrané funkce.
Nejcˇasteˇji používané funkce jsou:
• Minimum k-clustering - V tomto typu algoritmu má funkce význam pru˚meˇru
komunity, kde pru˚meˇr komunity je nejveˇtší vzdálenost mezi dveˇma uzly komu-
nity. Tento typ metody se snaží o to, aby pru˚meˇry jednotlivých komunit byly co
nejmenší, tudíž komunity byly "kompaktní".
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• K-clustering sum - Podobné jak prˇedchozí typ, pru˚meˇr je zameˇneˇn za pru˚meˇrnou
vzdálenost mezi veškerými uzly komunity.
• K-center - Pro každou komunitu i je definován referencˇní bod xi, centroid, a spocˇítá
se maximální vzdálenost uzlu komunity od teˇžišteˇ, di. Komunity a jejich teˇžišteˇ jsou
urcˇovány tak, aby hodnota di byla co nejmenší.
• K-median - Stejné jako k-center, avšak maximální vzdálenost je nahrazena pru˚meˇr-
nou vzdáleností.
Nejpoužívaneˇjší mezi algoritmy partial clustering je algoritmus algoritmus K-means.
3.3.1 K-Means
Algoritmus založený na prˇirˇazování uzlu˚ nejbližšímu teˇžišti. Pro veˇtší prˇesnost mu˚že být
algoritmus spušteˇn vícekrát a výsledky zpru˚meˇrovány.
Postup je následovný:
1. Náhodneˇ, cˇi pomocí výpocˇtu vybereme pocˇátecˇní uzly a tyto uzly urcˇíme jako jed-
notlivé centroidy.
2. Pro každý uzel v grafu najdeme nejbližší teˇžišteˇ a prˇidáme uzel do této komunity.
Težišteˇ komunity prˇepocˇítáme.
3. Celý postup opakujeme, kolikrát považujeme zapotrˇebí a výsledné rozdeˇlení poté
zpru˚meˇrujeme.
Tento postup je rychlý, ale nebere ohled na porˇadí uzlu˚ prˇi zpracování, tudíž mu˚že dojít
k horším výsledku˚m. Pomalejší, ale spolehliveˇjší postup v kroku 2 po každé iteraci najde
uzel s nejmenší vzdáleností k libovolnému teˇžišti a zpracuje práveˇ tento.
3.3.2 C-means
Základní myšlenka algoritmu je, že každý uzel mu˚že cˇástecˇneˇ patrˇit do více komunit s
tím že existuje hodnota, jak moc do dané komunity patrˇí. Uzly uvnitrˇ komunity mají tuto
hodnotu vyšší než uzly na kraji komunity. Tato hodnota se znacˇí wk.
Vzorec pro výpocˇet teˇžišteˇ komunity je následující:
Ck =

xwk(x)
mx
xwk(x)
m
(1)
Celý algoritmus probíhá velmi podobneˇ jako v prˇípadeˇ K-Means:
1. Náhodneˇ, cˇi pomocí neˇjakého úvodního výpocˇtu vybereme pocˇátecˇní uzly a tyto
uzly urcˇíme jako jendotlivé centroidy.
2. Vypocˇítáme teˇžišteˇ pomocí výše uvedeného vzorce pro každou komunitu.
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3. Pomocí stejného vzorce vypocˇítáme pro každý uzel, nakolik patrˇí do které komu-
nity.
4. Kroky 2 a 3 opakujeme, dokud nedojde k ustálení grafu.
3.4 Metody založené na modulariteˇ
Modularita Q, pu˚vodneˇ sloužící pro úcˇely ukoncˇení hierarchických algoritmu˚, se rychle
rozšírˇila a stala se významnou soucˇástí mnoha dalších metod. Modularita je z daleka
nejznámneˇjší a nejpoužívaneˇjší metoda posouzení kvality rozdeˇlení grafu na komunity.
Modularita se pocˇítá pomocí vzorce:
Q =
1
2m

ij
(Aij − kikj
2m
)δ(Ci, Cj) (2)
Promeˇnná m zde prˇedstavuje celkový pocˇet hran v pu˚vodním grafu, Aij je rovna jedné,
pokud spolu vrcholy i,j sousedí, v jiném prˇípadeˇ 0, kikj jsou stupneˇ vrcholu˚ i,j a nako-
nec δ(Ci, Cj) má hodnotu 1, pokud jsou uzly i,j ze stejné komunity, jinak má hodnotu 0.
Výsledek musí být v rozmezí 0 až 1, kde 0 je nejhorší rozdeˇlení.
Hlavní motivace metod založených na modulariteˇ je, že pokud nalezneme rozdeˇlení s
maximální hodnotou Q, nalezli jsme nejlepší rozdeˇlení. Avšak vzhledem k obrˇímu pocˇtu
možností, jak graf rozdeˇlit, je testování veškerých možností rozdeˇlení prakticky témeˇrˇ
nemožné ve vhodném cˇase. Avšak existují metody, které se pokoušejí alesponˇ odhadnout
vhodné rozdeˇlení.
3.4.1 Hladové metody
Základ jednoho z hladových algoritmu˚ byl již drˇíve zmíneˇn. Jedná se o upravenou verzi
aglomerativního typu hierarchické metody. Po každém kroku spojíme takové dva uzly,
aby hodnota modularity co nejvíce narostla, poprˇ. co nejméneˇ klesla. Po provedení všech
možných kroku˚ se podíváme, ve kterém kroku byla hodnota modularity nejveˇtší. Rozdeˇ-
lení v tomto kroku poté považujeme za výsledek.
Celková doba výpocˇtu trvá Θ((m + n)n), kde n je pocˇet vrcholu˚ grafu a m je pocˇet
hran.
Nenasytné metody mívají tendenci tvorˇit velké komunity na úkor komunit malých.
Toto mu˚že vést k nízkým hodnotám maximální modularity. Kvalitu výsledného rozdeˇ-
lení mu˚žeme zvýšit také, pokud aglomerativní metodu zahájíme s prˇedem spocˇítanými
skupinami uzlu˚, nikoli samostatnými uzly.
3.4.2 Simulated annealing
Jedná se o metodu založenou na pru˚zkumu jednotlivých možných stavu˚ grafu.Metoda se
snaží nalézt globální maximum funkce F. Prˇechod z jednoho stavu do stavu druhého pro-
beˇhne s pravdeˇpodobností 1, pokud F po této zmeˇneˇ vzroste, jinak s pravdeˇpodobností
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exp(βδF ), kde δF je pokles hodnoty F a β je index stochaického šumu, jenž se po každé
iteraci zvyšuje. Tato hodnota zajišt’uje, aby se algoritmus nezastavil v lokálním maximu.
Po neˇjaké dobeˇ se algoritmus dostane do stabilního stavu, jenž považujeme za výsle-
dek. Tato metoda se mu˚že velice prˇiblížit skutecˇné maximální hodnoteˇ modularity, avšak
tato metoda je velmi pomalá. Cˇasová nárocˇnost nemu˚že být odhadnuta, jelikož pru˚beˇh
silneˇ závisí na parametrech a ne pouze velikosti grafu.
3.4.3 Modifikace modularity
V poslední dobeˇ se zacˇaly objevovat modifikace a rozšírˇení modularity. Tyto zmeˇny jsou
obvykle zaprˇícˇineˇny specifickými algoritmy, cˇi speciálními typy grafu˚.
Naprˇíklad modularita mu˚že být snadno rozšírˇena pro práci s ohodnocenými grafy. Ve
vzorci výpocˇtu modularity jednoduše zameˇníme stupneˇ uzlu˚ ki a kj za sílu stupnˇu˚ si, si,
jenž jsou rovny soucˇtu hodnot hran náležících uzlu. Dále je trˇeba pocˇet hran m nahradit
soucˇtem hodnot všech uzlu˚ W. Výsledný vzorec tedy odpovídá:
Q =
1
2W

ij
(Wij − sisj
2W
)δ(Ci, Cj) (3)
Dalším prˇípadem rozšírˇení modularity mu˚že být modularita pro orientované grafy.
V takovém prˇípadeˇ je vzorec:
Q =
1
m

ij
(Aij −
kouti k
in
j
m
)δ(Ci, Cj) (4)
V tomto vzorci jsme použili místo stupnˇu˚ uzlu˚ pocˇty vstupních a výstupních hran
kouti k
in
j .Nakonec kombinace obou prˇípadu˚, tedy orientovaný ohodnocený graf, má vzo-
rec:
Q =
1
W

ij
(Wij −
souti s
in
j
W
)δ(Ci, Cj) (5)
3.5 Alternativní metody
V této sekci se budeme veˇnovat dalším algoritmu˚m, jenž nešly zarˇadit do prˇedešlých
kategorií. K jistým podobnostem s prˇedchozímy algoritmy však mu˚že dojít.
3.5.1 Šírˇení znacˇek
Jedná se o rychlou a jednoduchou metodu. Uzlu˚m je na zacˇátku prˇirˇazena unikátní
znacˇka. Beˇhem každé iterace se v náhodném porˇadí každý uzel prˇevezme znacˇku, jenž
má nejvíce sousedu˚. Pokud žádná znacˇka nemá veˇtšinu, vybere se náhodneˇ z nejcˇasteˇj-
ších znacˇek sousedu˚. Veˇtšina znacˇek cˇasem zmizí, avšak pár znacˇek získá prˇevahu. Al-
goritmus koncˇí, jakmile dojde k vyváženému stavu, tedy každý uzel má stejnou znacˇku,
jako veˇtšina jeho sousedu˚. Rozdeˇlení do komunit poté odpovídá uzlu˚m se stejnýma znacˇ-
kama.
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Díky této konstrukci zajistíme, aby každý uzel meˇl více sousedu˚ ve komuniteˇ, ke
které náleží, než v komunitách ostatních. Podle testu˚ na skutecˇných grafech, i když tato
metoda obsahuje náhodný element, výsledky jsou si veˇtšinou velmi podobné.
Výhodou této metody je, že nepotrˇebuje žádné informace o tom, jak má být graf roz-
deˇlen, tedy naprˇ. pocˇet komunit. Rychlost jedné iterace je Θ(m), kde m je pocˇet uzlu˚.
Kolik iterací je potrˇeba provést se zdá být nezávislé na velikosti grafu, tudíž je tato me-
toda velmi rychlá.
3.5.2 L-shell
Jedná se o algoritmus, jenž pro vybraný uzel urcˇí, do jaké komunity patrˇí. Komunity jsou
definovány lokálneˇ, na základeˇ jednoduchého principu pocˇtu hran uvnitrˇ a vneˇ skupiny
uzlu˚. Postup algoritmu je následující. Zacˇneme v zadaném uzlu a postupneˇ prˇidáváme
uzly ležící na dalších vrstvách. Vrstva je skupina uzlu˚, jenž se nachází v urcˇité vzdálenosti
od pu˚vovního uzlu. V každé iteraci tedy procházíme cˇím dál vzdáleneˇjší uzly. Beˇhem
každé iterace pocˇítáme, kolik je hran jdoucích z nové vrstvy vneˇ doposud nalezený celek,
a kolik dovnitrˇ. Pokud pomeˇr teˇchto dvou cˇísel prˇekoná prˇedem danou hodnotu, jsou
uzly této nové vrstvy prˇidané do komunity a proces se opakuje. Pokud tohoto pomeˇru
nedosáhneme, algoritmus koncˇí.
3.5.3 Bridge Bounding
Metoda podobná L-shell. Beˇhem této metody však dochází k ru˚stu komunity, dokud ne-
narazíme na neˇkterou z hranicˇních hran. Tyto hrany mu˚žeme rozpoznat ru˚znými zpu˚-
soby, naprˇíklad hodnotou betweenness cˇi edge clustering coeficient (obeˇ tyto hodnoty
jsou vysveˇtleny v další kapitole). Problém je, že cˇasto není jasný rozdíl mezi vypocˇíta-
nou hodnotou hranicˇní a nehranicˇní hrany, tudíž musíme nastavit konstantní hodnotu,
odkdy se hrana pokládá za hranicˇní.
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4 Betweenness hran
V minulé kapitole jsme se dozveˇdeˇli o existenci rozdeˇlující hierarchické metodeˇ vyhledá-
vání komunit. Jak již bylo zmíneˇno, samotný algoritmus je jednoduchý, pouze postupneˇ
odstranˇujeme hrany s nejvyšší hodnotou betweenness, dokud nejsme spokojeni s výsled-
kem. Nyní však nastává problém. Jak vlastneˇ tuto hodnotu spocˇítat? Jak již bylo uvedeno
v kapitole 3, v sekci rozdeˇlující typ, betweenness je hodnota urcˇující, jak velká je šance,
že tato hrana oddeˇluje 2 komunity.
Nyní uvedu zpu˚soby výpocˇtu, jenž byly v rámci práce nalezeny a naimplementovány:
4.1 Metoda nejkratší cesty
Jedná se o nejpoužívaneˇjší algoritmus, z jehož základu vychází spousta upravených
verzí. Hlavní myšlenka algoritmu spocˇívá v nalezení hran, které oddeˇlují velké husté
podgrafy mezi sebou. Logicky prˇes takové hrany v prˇípadeˇ, že pro každou dvojici zku-
síme najít nejkratší cestu, povede nejveˇtší množství teˇchto cest. V prˇípadeˇ, že bychom
vyhledávali cestu pro každou dvojici uzlu˚ zvlášt’, cˇasová nárocˇnost by byla prˇíliš vysoká.
4.1.1 Neohodnocený graf
V prˇípadeˇ, že graf nemá ohodnocené hrany, s rˇešením, jak nejkratší cesty spocˇítat s prˇi-
jatelnou cˇasovou složitostí, prˇisel Newman [7]. Tato metoda spocˇívá v tom, že pro jeden
uzel spocˇítáme nejkratší cesty ke všem zbývajícím uzlu˚m. Toho dosáhneme díky prohle-
dávání do šírˇky. V prˇípadeˇ, že ke každému uzlu existuje pouze jediná nejkratší cesta,
bude tento výpocˇet pro jeden uzel trvat Θ(m), kde m je pocˇet hran v grafu. Nyní máme
strom nejkratších cest a jak postupneˇ procházíme strom od listu˚ ke korˇenu, prˇidáváme
hranám betweenness o hodnoteˇ 1 + množství uzlu˚ pod touto hranou. Celková doba spo-
cˇítání betweenness trvá Θ(nm), kde n je pocˇet uzlu˚ a m je pocˇet hran v grafu. Tento
výpocˇet musíme provést pro každý uzel jako pocˇátecˇní, cˇili celková cˇasová nárocˇnost je
Θ(n2m)
V reálných sítích však existuje více nejkratších cest mezi dveˇma uzly, než pouze jedna.
Proto vznikla varianta výpocˇtu, kde pokud pro dvojici uzlu˚ existuje více nejkratších cest,
pak se hodnota betweenness pro hrany na teˇchto cestách musí rovnomeˇrneˇ rozdeˇlit tím,
že betweenness vydeˇlíme pocˇtem cest.
Nejúcˇinneˇjší pro vyhledávání nejkratších cest je vyhledáváním do šírˇky. Beˇhem pro-
hledávání sousedu˚, veškeré jeho drˇíve nezpracované sousedy dáme do fronty, a totéž
provedeme se sousedy teˇchto uzlu˚, dokud neprojdeme veškeré uzly grafu.
Celý algoritmus tedy probíhá takto:
1. Pocˇátecˇnímu uzlu prˇideˇlíme vzdálenost 0. Pocˇátecˇní uzel umístíme do fronty pro
nenavštívené uzly.
2. Vybereme první uzel z fronty a oznacˇíme ho jako aktuální. U každého uzlu sou-
sedícímu s aktuálním uzlem, který ješteˇ nebyl navštíven, porovnáme vzdálenost.
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Pokud je tato vzdálenost veˇtší než soucˇasná vzdálenost, vzdálenost i aktuálnš nej-
kratší cestu nahradíme soucˇasnými hodnotami. Pokud jsou stejné, vzdálenost za-
chováme, ale uložíme další cestu. Pokud je menší, nedeˇláme nic.
3. Krok 2 opakujeme, dokud se fronta nevyprázdní.
4. U každého uzlu spocˇítáme, kolik cest jsme k tomuto uzlu nalezli a každé hraneˇ na
teˇchto cestách prˇirˇadíme betweenees vydeˇlená pocˇtem cest.
Tato metoda je jedna z nejrychlejších a prˇesto vrací dobré výsledky. Metoda funguje
pouze s minimální úpravou jak pro orientované, tak neorientované grafy.
4.1.2 Ohodnocený graf
Pro ohodnocený graf výše uvedená metoda nebude fungovat. Princip vyhledávání do
šírˇky spocˇívá v tom, že nám záleží pouze na pocˇtu hran, kterými cesta prochází. Cˇím
méneˇ je hran na cesteˇ, tím je cesta kratší. V prˇípadeˇ ohodnoceného grafu však závisí
i na hodnotách hran, ne jen na jejich pocˇtu. Tudíž by mohl nastat prˇípad, kde hrana s
hodnotou 100 je považována za kratší cestu, než dveˇ hrany s hodnotami 5. S rˇešením
tohoto problému prˇišel již v roce 1959 Edsger Dijkstra [8].
Dijkstru˚v algoritmus, podobneˇ jako v prˇedchozím prˇípadeˇ, nalezne pro jeden uzel
nejkratší cesty do všech ostatních uzlu˚ v grafu.
Postup je následující:
1. Veškerým uzlu˚m v grafu prˇirˇadíme maximální možnou vzdálenost, pocˇátecˇnímu
uzlu vzdálenost 0.
2. Nastavíme veškerým uzlu˚m vlastnost nenavštíveno. Vytvorˇíme množinu uzlu˚ ob-
sahující všechny dosud nenavštívené uzly.
3. Aktuálnímu uzlu spocˇítáme vzdálenosti k ješteˇ nenavštíveným sousedu˚m jako
vzdálenost do aktuálního uzlu + hodnota hrany vedoucí k sousednímu uzlu. Po-
rovnáme tyto hodnoty s hodnotami vzdálenosti, již uzly již obsahují. Pokud je tato
hodnota menší, hodnotu prˇepíšeme a zaznamenáme, kudy jsme k tomuto uzlu prˇi-
šli.
4. Jakmile projdeme všechny sousedy aktuálního uzlu, oznacˇíme uzel jako navštívený
a odstraníme ho z množiny nenavštívených uzlu˚. Tento uzel již nebude navštíven.
5. Vybereme jeden z uzlu˚ z kolekce nenavštívených uzlu˚ takový, aby jeho vzdálenost
od korˇene byla co nejmenší. Tento uzel nastavíme jako aktuální a vracíme se ke
kroku 3.
6. Pokud je kolekce nenavštívených uzlu˚ prázdná, práveˇ jsme dokoncˇili algoritmus
pro nalezení všech nejkratších cest z jednoho uzlu.
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Výše zmíneˇný postup musíme opakovat tolikrát, kolik je v grafu uzlu˚. Cˇasová nárocˇ-
nost oproti neohodnocenému grafu je vyšší, protože potrˇebujeme pro každý krok projít
množinu nenavštívených uzlu˚ a najít, který je práveˇ nejbližší uzel od korˇene. Cˇasová ná-
rocˇnost je tedy Θ(m+n2), kde m je pocˇet hran a n je pocˇet uzlu˚. Tento algoritmus musíme
provézt pro každý uzel, tedy celková cˇasová nárocˇnost je Θ(m+ n3).
4.1.3 Distance to zone
Další variantou algoritmu využívající nejkratších cest je algoritmus uvedený v této pub-
likaci [9]. Jedná se o algoritmus, jenž se na rozdíl od algoritmu˚ prˇedchozích, nesnaží vy-
pocˇítat prˇesné hodnoty betweenness, ale pouze tyto hodnoty odhadnout. Základní prin-
cip algoritmu spocˇívá v rozdeˇlení grafu na zóny a dimenze. Zóna prˇedstavuje pomyslné
rozdeˇlení grafu na jednotlivé oblasti, zatímco dimenze odpovídá jednomu konkrétnímu
rozdeˇlení grafu do zón. Tento algoritmus funguje pouze pro souvislé grafy.
Zpu˚sob tvorby zón probíhá takto:
1. Náhodneˇ vybereme uzly, které budou prˇedstavovat jádra zón.
2. Projdeme sousedy všech uzlu˚, jež jsou již prˇirˇazeny do zón, a tyto uzly vložíme do
seznamu.
3. Ze seznamu uzlu˚ vybereme náhodneˇ uzel a prˇirˇadíme ho do zóny svého souseda,
v prˇípadeˇ sousedu˚ s ru˚znými zónami, rozhodneme náhodneˇ.
4. Aktualizujeme seznamy uzlu˚ prˇirˇazených do zón a seznam jejich sousedu˚. Vracíme
se ke kroku 3, dokud neprˇirˇadíme všechny uzly do zón.
5. Tímto máme vytvorˇenou první dimenzi. Tuto dimenzi si uložíme a vracíme se ke
kroku 1, dokud nevytvorˇíme požadovaný pocˇet dimenzí.
Množství zón a dimenzí silneˇ ovlivnˇuje dobu potrˇebnou ke zpracování dat. Toto množ-
ství však také zvyšuje kvalitu odhadu hodnot betweenness. Tímto máme prˇipravené di-
menze a zóny. Nyní však potrˇebujeme spocˇítat vzdálenost všech uzlu˚ od zón pro všechny
dimenze, a tyto hodnoty uložit.
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1. Vybereme, pro kterou zónu a dimenzi budeme vzdálenosti pocˇítat. Všem uzlu˚m v
této zóneˇ nastavíme vzdálenost 0. Tyto uzly si oznacˇíme jako vyrˇazené a umístíme
do seznamu aktuálních uzlu˚.
2. Najdeme všechny sousedy všech aktuálních uzlu˚ a prˇirˇadíme jim vzdálenost aktu-
álních uzlu˚ +1.
3. Všechny tyto noveˇ nalezené uzly nastavíme jako vyrˇazené a list aktuálních uzlu˚
zmeˇníme na tyto uzly.
4. Opakujeme od kroku 2, dokud nevyrˇadíme všechny uzly v grafu.
5. Jakmile ukoncˇíme výpocˇet vzdáleností, prˇesuneme se na další zónu poprˇ. na celou
další dimenzi. Ve výsledku by si meˇl každý uzel zapamatovat, ve které dimenzi
patrˇí do jaké zóny. Dále by si meˇl pamatovat, ve které dimenzi jsou vzdálené jed-
notlivé zóny od tohoto uzlu.
Obrázek 1: 3 ru˚zné zóny a jejich vzdálenosti. Prvni cˇíslo je vzdálenost do bílé zóny, druhé
cˇíslo do šedé zóny, trˇetí cˇíslo do tmavé zóny. Cˇerpáno z [9]
Nakonec musíme spocˇítat samotnou hodnotu beetweenness. Metoda, pojmenovaná
jako DTZ (Distance to zone), spocˇívá ve vyhledávání nejkratších cest ne mezi dvojicemi
uzlu˚, ale mezi uzlem a všemi zónami. Vzhledem k tomu, že se jedná pouze o odhad,
použijeme pouze asi 50 procent hran. Pocˇet hran je samozrˇejmeˇ možné zmeˇnit pro vyšší
prˇesnost. Díky prˇedešlému výpocˇtu vzdáleností zón je nalezení nejkratší cesty primitivní.
Na obrázku 1 mu˚žeme videˇt, jak vypadá ohodnocení DTZ pro jednu dimenzi.
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1. Náhodneˇ vybereme uzel.
2. Vybereme, ke které zóneˇ se snažíme nalézt cestu. Vybraný uzel oznacˇíme jako ak-
tuální.
3. Zkontrolujeme veškeré sousedy aktuálního uzlu. Vybere z nich takový, u kterého
jsme drˇíve vypocˇítali nejkratší cestu k potrˇebné zóneˇ. Hraneˇ mezi uzly zvýšíme
hodnotu betweenness a uzel oznacˇíme jako aktuální.
4. Opakujeme od kroku 3, dokud nenalezneme uzel se vzdáleností 0 (uzel patrˇící do
hledané zóny).
5. Opakujeme od kroku 2, dokud nenalezneme cesty pro všechny zóny, pro všechny
dimenze.
6. Opakujeme od kroku 1, dokud nepoužijeme požadované množství jedinecˇných
uzlu˚.
Tento algoritmus má však problém, že pokud jsou uzly v jedné zóneˇ ve více dimen-
zích, je jen malá šance, že i kdyby se jednalo o významné uzly, odhadovaná hodnota be-
tweenness bude nízká. Tento problém se rˇeší vyšší hodnotou dimenzí, pomocí následující
úpravy. Jakmile najdeme cestu k zóneˇ a nalezneme uzel patrˇící do zóny, spocˇítáme beˇž-
nou metodou nejkratší cesty mezi tímto uzlem a všemi uzly v této zóneˇ. Oproti beˇžnému
zpu˚sobu však ve výsledku mu˚že být hodnota betweenness pro každou hranu navýšena
pouze o jedna, aby se zamezilo vysokému vzru˚stu v okolí pocˇátecˇního uzlu. Vzhledem k
tomu, že se jedná o algoritmus, který pouze odhaduje betweenness a ve kterém hrají vel-
kou roli náhodneˇ vybrané uzly a pocˇátecˇní zóny, mu˚žou se výsledky prˇi každém spušteˇní
lišit v závislosti na množství zón dimenzí a pocˇtu testovaných uzlu˚. Cˇím veˇtší hodnoty
do teˇchto promeˇnných dosadíme, tím se budou výsledky méneˇ lišit a budou prˇesneˇjší.
4.1.4 Ostatní
Existují ješteˇ další úpravy jednotlivých algoritmu˚. Zde budou v rychlosti uvedené 2 tyto
metody, které však pro svou jednoduchost a malou výpoveˇdní hodnotu, nebyly imple-
mentovány. Více informací mu˚žete naprˇíklad najít v cˇlánku [7].
První metoda je odhad hodnot betweenness pomocí vzorku uzlu˚. Cíl této metody je
zrychlit algoritmus za cenu prˇesnosti. Principem metody je, že nevyhledáváme nejkratší
cesty mezi veškerými dvojicemi uzlu˚, ale pouze vybraným vzorkem dvojic uzlu˚. Podle
velikosti vzorku mu˚žeme ovlivnit rychlost a kvalitu výpocˇtu.
Druhá metoda omezuje, prˇes kolik uzlu˚ mu˚že náhodná cesta vést. Acˇkoli se tímto vý-
pocˇet mírneˇ urychlí, hlavní smysl tohoto omezení je, že cesty vedoucí prˇes velké množ-
ství uzlu˚ ztrácí pu˚vodní význam vazeb.
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4.2 Metoda náhodné procházky
Jedná se asi o výrazneˇ nejpomalejší z používaných algoritmu˚ pro výpocˇet betweenness.
Tomuto algoritmu se mimo jiné veˇnuje tento cˇlánek [10]. Hodnota betweenness u tohoto
algoritmu vypovídá, kolikrát pru˚meˇrná náhodná procházka mezi dveˇma uzly projde da-
nou hranou. Samozrˇejmeˇ opeˇt postupneˇ pro veškeré dvojice uzlu˚.
Tento algoritmus pracuje pouze s grafy tvorˇené maticí sousednosti a tyto grafy musí
být spojité. Postup je následující:
1. Vytvorˇíme matici A. Tato matice prˇedstavuje matici sousednosti.
2. Vytvorˇíme matici D. Tato matice prˇedstavuje matici stupnˇu˚. Jinými slovy na diago-
nále matice je cˇíslo odpovídající pocˇtu sousedu˚ daného uzlu.
3. Vytvorˇíme matici M. Tato matice prˇedstavuje D-A.
4. Nyní si urcˇíme, ze kterého uzlu zacˇínáme procházky. Z matice M odstraníme rˇádek
a sloupec odpovídající tomuto uzlu, poté matici invertujeme a nakonec vrátíme
vynulovaný rˇádek na pu˚vodní pozici.
5. Nyní máme prˇipravenou matici, díky které jednoduše vycˇteme, jaké jsou pro jed-
notlivé hrany hodnoty betweenness. Cˇteme však pouze rˇádky a sloupce prˇedstavu-
jící pocˇátecˇní uzel.
6. Opakujeme od kroku 3, dokud nepoužijeme jako výchozí uzel všechny uzly.
Z popisu výše vyplývá, že matice o velikosti pocˇtu uzlu˚ musí být invertována, navíc ne
jednou ale tolikrát, kolik máme uzlu˚. Díky tomuto je algoritmus oproti jiným metodám
velmi pomalý. Rychlost algoritmu odpovídá Θ((n + m)m + n2), kde n je pocˇet uzlu˚ v
grafu, a m je pocˇet hran. Záleží však na zvoleném algoritmu pro inverzi matice.
4.3 Radicchi algoritmus
Tento algoritmus oproti ostatním uvedeným algoritmu˚m nepocˇítá prˇímo hodnotu be-
tweenness. Tento algoritmus pocˇítá hodnotu edge-clustering coefficient. Tato hodnota
prˇedstavuje, v kolika trojúhelnících z možných se tato hrana nachází. Oproti between-
ness je význam této hodnoty opacˇný, tedy místo vyrˇazení hrany s nejvyšší hodnotou,
vyrˇadíme hranu s hodnotou nejnižší. Oproti betweenness se tato hodnota pocˇítá pouze
lokálneˇ, díky tomu se jedná o velmi rychlou metodu.
Tato metoda se snaží brát v potaz, že hrany uvnitrˇ komunity budou silneˇ provázány
a oproti tomu uzly náležící hranám mezi komunitami budou mít jen malé množství sou-
sedu˚. Vzorec pro výpocˇet hodnoty edge-clustering coefficient je následující:
Ci,j =
zi,j + 1
min[(ki − 1), (kj − 1)] (6)
Cˇitatel, tedy zi,j , prˇedstavuje množství trojúhelníku˚, do kolika tato hrana patrˇí. Hod-
nota +1 slouží, aby hrany s nízkým pocˇtem trojúhelníku˚ nebyly trestány prˇíliš tvrdeˇ.
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Jmenovatel, tedy min[(ki − 1), (kj − 1)], prˇedstavuje maximální množství trojúhelníku˚,
kterých tato hrana mohla být soucˇástí. Neboli stupenˇ hranicˇního uzlu s nižším stupneˇm,
snížený o hodnotu 1. jak vyplývá z prˇedešlé veˇty, ki a kj jsou tedy stupneˇ uzlu˚ i,j.
Existuje více variant této metody, avšak jediný rozdíl je pouze v tom cˇi hledáme trojú-
helníky, cˇtyrˇúhelníky až n-úhelníky. V práci byly implementovány nejpoužívaneˇjší verze,
a to verze s trojúhelníky a cˇtyrˇúhelníky.
Tato metoda je používaná pro svou rychlost, avšak v grafech, kde se nachází pouze
malý pocˇet trojúhelníku˚, je tato metoda znacˇneˇ neprˇesná. Rychlost metody se odhaduje
na Θ(m2 +m), kde m je pocˇet hran v grafu.
Více se o tomto algoritmu se mu˚žete docˇíst naprˇíklad zde [11].
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5 Implementace
5.1 Jednotlivé metody
V této sekci bude popsána implementace jednotlivých metod výpocˇtu betweenness a po-
pis problému˚, které beˇhem implementace vznikly. Nebude popisován obecný postup al-
goritmu˚, cˇi jejich princip. Veškeré rychlostní testy byly provedeny na pocˇítacˇové sestaveˇ
s procesorem AMD Athlon(tm) II X4 631 Quad-Core 2.60GHz, 4GB ram.
5.1.1 Nejkratší cesta
Jedná se o nejpoužívaneˇjší metodu, díky vysoké rychlosti a slušné kvaliteˇ výsledku˚. Vstu-
pem implementace je list obsahující aktuální podgrafy. Na konci metody bude každá
hrana všech podgrafu˚ ohodnocena vypocˇítanou hodnotou betweenness, pomocí které
mu˚žeme pozdeˇji urcˇit, kterou hranu odstranit. Tato metoda existuje v ru˚zných varian-
tách podle typu grafu, cˇi zpu˚sobu výpocˇtu.
• První deˇlení je podle typu grafu. Podle toho zda se jedná o orientovaný cˇi neo-
rientovaný graf, musíme algoritmus náležiteˇ upravit. Nejedná se o velkou zmeˇnu,
pouze prˇi hledání sousedních uzlu˚ musíme brát v potaz, že hrany jsou orientované.
• Druhé deˇlení je podle stylu výpocˇtu. Mu˚žeme nalézt jednu nejkratší cestu mezi
uzly, nebo budeme hledat, zda neexistuje více stejneˇ dlouhých nejkratších cest, mezi
jejichž hrany hodnotu betweenness rozdeˇlíme. Úprava algoritmu z prˇedešlého sou-
veˇtí jasneˇ vyplývá. Místo vyrˇazení hrany okamžiteˇ po nalezení cesty musíme dál
sledovat cesty vedoucí mezi teˇmito uzly, zda nenajdeme stejneˇ dlouhou jinou vari-
antu. Tímto se zhorší rychlost algoritmu, avšak výsledky jsou prˇesneˇjší.
• Poslední deˇlení metody nejkratší cesty je, zda graf má ohodnocené hrany, cˇi nikoli.
Oproti prˇedešlým deˇlením, zde je nutné použít naprosto jiný algoritmus, nestacˇí
pouhá úprava stávajícího. Jak bylo popsáno v sekci Betweenness, pro ohodnocené
grafy je nutné použít Dijskru˚v algoritmus, který je pomalejší, než algoritmus zá-
kladní.
Kombinací všech teˇchto deˇlení vzniklo 8 metod, avšak orientované verze metod ne-
byly plánovány a tudíž ani testovány. Nyní prˇejdeme k nameˇrˇeným rychlostem. Pro po-
rovnání jednotlivých metod byl náhodneˇ vygenerován graf obsahující 1000 uzlu˚ a 1500
hran. Dále, pro zajišteˇní objektivního meˇrˇení, bude meˇrˇen pouze jeden pru˚beˇh výpocˇtu
betweenness, ne celého cˇasu potrˇebného pro vyhledání celého rozdeˇlení uzlu˚ do komu-
nit, což by bylo cˇasoveˇ nárocˇné, navíc by bylo meˇrˇení zkresleno ru˚znými podružnými
funkcemi, jako vyrˇazení hran, cˇi rozpoznávání jednotlivých podgrafu˚. nameˇrˇené rych-
losti jsou v tabulce 1.
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Algoritmus: 1 cesta Více cest Ori.1 cesta Ori.více cest
Rychlost: 1,33s 2,3s 9,8s 11,1s
Tabulka 1: Rychlost nejkratší cesty pro graf velikosti 1000 uzlu˚ a 1500 hran
• Verze algoritmu, která nalezne pouze jednu nejkratší cestu pro tuto datovou kolekci
trvá 1,33 sekund.
• Verze algoritmu, která nalezne všechny nejkratší cesty pro tuto datovou kolekci trvá
2,3 sekund. Oproti jednoduché varianty je to výrazný náru˚st. Prˇi dalším testování
však bylo zjišteˇno, že tento náru˚st roste jen pozvolna. Pro graf o velikosti 2000 uzlu˚
a 2500 hran byl tento rozdíl pouze 2 sekundy, což vzhledem k celkovému náru˚stu
doby pro veˇtší graf na 8 sekund je náru˚st zanedbatelný.
• Orientovaná verze vyhledávající pouze jednu nejkratší cestu trvá 9,8 sec. Oproti
prˇedešlým algoritmu˚m se jedná o výrazný náru˚st. Mimo jiné je tento algoritmus
pomalejší díky nutnosti po úplneˇ každém použití uzlu nalézt z ostatních uzlu˚ ten s
nejmenší aktuální vzdáleností.
• Orientovaná verze vyhledávající veškeré nejkratší cesty trvá 11,1 sekund. Rozdíl
oproti jednodušší metodeˇ probíhá stejneˇ jako v prˇípadeˇ neorientovaných grafu˚.
5.1.2 Radicchi
Tato metoda by meˇla být oproti jiným metodám daleko rychlejší, ale její použití je silneˇ
limitováno, jelikož grafy neobsahující velké množství trojúhelníku˚ (poprˇ. n-úhelníku˚
podle varianty) budou vracet neprˇesné výsledky. Porovnání výsledku˚ rozdeˇlení uzlu˚ do
komunit bude uvedeno v poslední kapitole a to kapitole veˇnující se testování. Celý algo-
ritmus je velmi jednoduchý a v praxi pouze musíme spocˇítat, do kolika n-úhelníku˚, podle
varianty, hrana patrˇí. Oproti jiným metodám však nakonec výsledky musíme invertovat
nebo musíme odstranit hranu s nejmenší, a ne nejveˇtší hodnotou. Naimplementovány
na ukázku byly varianty s trojúhelníky a cˇtverci. Pro porovnání rychlostí bude použit
stejný graf, jako prˇi testování rychlosti nejkratší cesty. Pro další posouzení rychlosti byla
použita ješteˇ druhá generovaná kolekce obsahující 3000 uzlu˚ a 7000 hran. Nameˇrˇené vý-
sledky jsou v tabulce 2.
Algoritmus: Trojúhelníky Cˇtyrˇúhelníky
Rychlost kolekce1: 0,007s 0,02s
Rychlost kolekce2: 0,12s 0,21s
Tabulka 2: Rychlost Radicchi pro grafy o velikosti 1000/1500 a 3000/7000
Podle výsledku˚ je jasné, že tento algoritmus je skutecˇneˇ velmi rychlý.
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5.1.3 Distance to zone
Jedná se o experimentální implementaci, jelikož pu˚vodní autorˇi této metody již nepo-
psali, jak vlastneˇ hodnotu betweenness získat. Tato metoda má promeˇnné jako pocˇet po-
užitých uzlu˚, pocˇet vytvorˇených zón a pocˇet vytvorˇených dimenzí. Podle teˇchto hodnot
se bude prˇesnost výsledku˚ a rychlost lišit. Pro testovaní rychlosti, i výsledného rozdeˇlení
bylo vybráno následující nastavení: 3 dimenze, pocˇet zón odpovídá 20% pocˇtu uzlu˚ a
vyhledávat cesty budeme pomocí 50% uzlu˚ v grafu.
Algoritmus se deˇlí na 2 samostatné cˇásti. V první cˇásti se snažíme graf rozdeˇlit do
jednotlivých zón a poté spocˇítat vzdálenosti veškerých uzlu˚ ke všem zónám. Tato cˇást
je relativneˇ cˇasoveˇ nárocˇná, avšak pro každou 1 vyrˇazenou hranu stacˇí být provedena
jednou.
Druhá cˇást algoritmu je již pocˇítání nejkratších cest. Byly zvoleny dveˇ metody, jak
betweenness pocˇítat. První metoda náhodneˇ vybere daný pocˇet uzlu˚, a nalezne nejkratší
cesty mezi teˇmito uzly a jednotlivými zónami. Poté jen spocˇítáme, kolikrát prˇes každou
hranu vedla neˇjaká cesta. Druhá metoda na první navazuje, a poté co cesta dorazí k zóneˇ,
dále spocˇíta nejkratší cesty od tohoto uzlu ke všem uzlu˚m dané zóny. Toto vše je pro-
vedeno pro veškeré existující dimenze. Pro meˇrˇení byla pouze použita menší z drˇíve
použitých datových kolekcí, tedy graf obsahující 1000 uzlu˚ a 1500 hran. Nameˇrˇené údaje
v tabulce 3
Algoritmus: Pouze cesty k zónám Vcˇetneˇ uvnitrˇ zón
Rychlost: 1,23s 6,55s
Tabulka 3: Rychlost DTZ pro graf velikosti 1000 uzlu˚ a 1500 hran
• Verze algoritmu hledající pouze cesty k zónám trvá 1,23 sekund. Oproti metodeˇ
nejkratší cesty, kterou to má urychlit je ušetrˇeno 1,1 sekund.
• Verze algoritmu hledající cesty i uvnitrˇ zón trvá 6.55 sekund. Jak mu˚žeme videˇt,
prˇi zvoleném nastavení tato metoda trvá dokonce 3 krát déle než pu˚vodní metoda
nejkratší cesty.
Zatím se zdá, že metoda hledající cesty i uvnitrˇ zón je prˇíliš cˇasoveˇ nárocˇná. Ovšem také
záleží, jak bude rozdeˇlení komunit prˇesné.
5.1.4 Náhodná procházka
Princip této metody byl již uveden v sekci betweenness. Oproti ostatním algoritmu˚m je
tato metoda výpocˇtu založená na práci s maticemi. Rychlost této metody silneˇ závisí na
zvoleném inverzním algoritmu, avšak všeobecneˇ se má jednat o velice pomalou metodu.
Vzhledem k pomalosti této metody byl vytvorˇen speciální graf o velikosti 200 uzlu˚ a
400 hran. Na tomto grafu trval jeden krok 18 sekund. Více jak polovinu této doby zabralo
samotné invertování. Mu˚žeme videt, že tento algoritmus je velice pomalý, a proto v praxi
témeˇrˇ nepoužívaný.
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5.1.5 Porovnání
Ze všech algoritmu˚ je z daleka nejrychlejší Radicchi a to v obou variantách. Vdeˇcˇí svoji
rychlosti prˇedevším lokálnímu pocˇítání, oproti ostatním globálním metodám. Tento al-
goritmus by bez problému zvládal vyhledat komunity i v grafech s neˇkolika tisíci uzlu˚ a
hran. Výsledky této metody jsou však nejisté, a budou dále posouzeny v další kapitole.
Další rychlý algoritmus je Distance to zone - základní verze. Tento algoritmus je však
pouze aproximacˇní, takže jeho výsledky nemusí vu˚bec odpovídat realiteˇ. Dále mezi re-
lativneˇ rychlé algoritmy mu˚žeme zarˇadit klasický, oveˇrˇený a nejcˇasteˇji používaný algo-
ritmus nejkratší cesty - neohodnocený. Jeho varianty nám umožní výbeˇr mezi rychlostí
a prˇesností. Rozdíl rychlosti mezi variantami se sice pohybuje pouze kolem 1-2 sekund,
avšak pokud bude trˇeba provést velké množství kroku˚ pro nalezení komunit, jedná se již
o neˇkolik minut. Vzhledem k všeobecnému rozšírˇení verze rozpoznávající více cest, byl
tento algoritmus zvolen jako referencˇní beˇhem testování rozdeˇlení do komunit. Veškeré
tyto algoritmu lze doporucˇit pro grafy do 600 ulzu˚ a 800 hran, záleží, co považujeme za
prˇijatelnou dobu a jaké ukoncˇovací podmínky nastavíme.
Zdaleka nejhu˚rˇe si vedl algoritmus náhodné cesty, jenž i na daleko menší datové ko-
lekci meˇl velice špatný cˇas a lze jej doporucˇit maximálneˇ pro velmi malé grafy velikosti
asi 150 uzlu˚ a 250 hran.
5.2 Popis ukoncˇovacích podmínek
V prˇedešlých kapitolách již neˇkolikrát bylo zmíneˇno, že hierarchické algoritmy mají ne-
jasné zakoncˇení, a pokud je necháme bez speciální ukoncˇovací podmínky, postupneˇ z
grafu odstraní veškeré hrany. Takový výsledek by však nic neznamenal.
Žádné oficiální ukoncˇovací podmínky však neexistují. Mu˚žeme si zkusit na internetu
neˇjaké podmínky najít, nebo mu˚žeme sami zkusit neˇjaké vytvorˇit. Pro tuto práci byly
použity následující podmínky.
5.2.1 Pocˇet odstraneˇných hran
Tato podmínka je ze všech podmínek nejjednodušší a nejsnáze cˇloveˇka napadne. Jak
název napovídá, jednoduše cyklus ukoncˇíme, jakmile je z grafu odstraneˇn daný pocˇet
hran. Tato podmínka je vhodná prˇedevším pro meˇrˇení rychlostí, cˇi porovnávání metod.
V praxi však mu˚žeme jen hádat, kolik kroku˚,tedy odstraneˇných hran, musí být prove-
deno, aby výsledek odpovídal skutecˇnému rozdeˇlení uzlu˚ do komunit. Implementace
této podmínky je naprosto jednoduchá, tj. pocˇítadlo kroku˚ a podmínka. Použitím této
podmínky nemusí dojít k nalezení žádných nových komunit, pokud je graf velmi hustý
a pocˇet kroku˚ nastaven na nízké cˇíslo.
5.2.2 Pocˇet nalezených komunit
Opeˇt jedna z lehcˇích podmínek. Existuje celá rˇada algoritmu˚, která dokonce vynucuje
doprˇedu odhadnout, kolik komunit asi graf obsahuje. Jedná se opeˇt o lehkou podmínku
ve smyslu implementace. Vzhledem k tomu, že po každém kroku stejneˇ zjišt’ujeme, zda
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vznikly nové komunity, moc nového se deˇlat nemusí. Opeˇt ale nám tato podmínka nedá
nijak najevo, jak dobré rozdeˇlení je, a pouze provede rozdeˇlení do daného pocˇtu komunit,
i když se v grafu reálneˇ nachází méneˇ komunit, než se snažíme vytvorˇit. Tímto mu˚že
vzniknout zbytecˇné oddeˇlování jednotlivých uzlu˚, cˇi jejich dvojic od komunity jen proto,
aby byl naplneˇn požadovaný pocˇet.
5.2.3 Požadovaná hustota komunit
Jedná se již o neˇco teˇžší podmínku, avšak stále docela jednoduchou. Princip této pod-
mínky spocˇívá v tom, že podle popisu komunit, by uzly v rámci jedné komunity meˇly být
nadpru˚meˇrneˇ provázány. Oproti ostatním metodám, tato podmínka postupneˇ vylucˇuje
komunity, se kterými již dále nebudeme pracovat, jelikož je již považujeme za skutecˇné
výsledné komunity. Samotný postup je tedy následující.
Po rozdeˇlení komunity na dveˇ, tyto noveˇ vzniklé komunity vždy otestujeme speciální
metodou, jenž posoudí, zda jsou tyto komunity považovány za husté. Aby byla komunita
považována za hustou, musí obsahovat prˇednastavený pocˇet hran. Tento pocˇet se mu˚že
lišit, v této implementaci se jedná o 50% všech možných hran, které by v této komuniteˇ
byly, jednalo by se o úplný podgraf. Pokud program považuje komunitu za hustou, tak
se již dále s touto komunitou nepracuje. V moment, kdy jsou všechny komunity považo-
vány za husté, algoritmus je ukoncˇen.
5.2.4 Modularita
Modularita je hodnota, jak moc kvalitní je rozdeˇlení uzlu˚ do komunit. Modularita slouží
pouze jako odhad, jak asi dobré toto rozdeˇlení je. Existuje více metod, jak modularitu
pocˇítat. Pro implementaci byla zvolena modularita vycházející z cˇlánku Newmana [7],
viz rovnice 2.
Stejneˇ jako podmínka požadované hustoty i tato podmínka místo pevneˇ daných krité-
rií využívá spíše odhadu kvality rozdeˇlení grafu. Vzhledem k nárocˇnosti výpocˇtu modu-
larity a nutnosti pocˇítat modularitu po odstraneˇní každé hrany, tato podmínka zpomaluje
celkovou dobu potrˇebnou k nalezení rozdeˇlení komunit.
Modularita vyjde jako cˇísla velikosti 0 až 1, kde 1 je nejkvalitneˇjší rozdeˇlení. Samotné
cˇíslo nám však nepomu˚že ukoncˇit algoritmus ve vhodný moment. Mohli bychom sice za-
vést minimální hodnotu, prˇi jejimž dosažení algoritmus ukoncˇíme, avšak tato minimální
hodnota by se prˇíliš graf od grafu lišila. Proto se veˇtšinou používá tzv."peak modularita".
Peak modularita je modularita taková, že beˇhem dalších n kroku˚ modularita již ne-
stoupá. Tudíž pokud nalezneme rozdeˇlení s vyšší modularitou, než jsme aktuálneˇ pova-
žovali za maximální, toto hodnocení se uloží a poté se provede dalších n kroku˚. Pokud
již vyšší modularitu nenalezneme, vracíme se k uloženému rozdeˇlení a algoritmus ukon-
cˇíme.
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5.3 F-Score
Cílem tohoto projektu nebylo posoudit rychlost jednotlivých metod, i když i tyto údaje
byly letmo prozkoumány, nýbrž posoudit kvalitu rozdeˇlení uzlu˚ do komunit a vyzkou-
šet experimentální metody výpocˇtu. Avšak pro posouzení kvality rozdeˇlení uzlu˚ potrˇe-
bujeme neˇjakou metodu porovnání. V aplikaci byl implementován zpu˚sob sloužící k po-
rovnání jednotlivých komunit mezi testovaným rozdeˇlením uzlu˚ a rozdeˇlením referencˇ-
ním. V sekci testování bylo jako referencˇní rozdeˇlení použito rozdeˇlení pomocí metody
nejkratší cesty vyhledávající i více nejkratších cest, avšak to neznamená, že se musíme
omezit práveˇ na tuto referencˇní metodu.
Rozdeˇlení se porovnává stylem, že pro každou komunitu z testovaného rozdeˇlení vy-
pocˇítáme, jak vysokou hodnotu tzv. F-Score má pro jednotlivé komunity z referencˇního
rozdeˇlení. Poté komunitu s nejvyšší hodnotou F-Score k této testované komuniteˇ prˇirˇa-
díme. Jedna referencˇní komunita mu˚že být obrazem více testovaných, avšak pro každou
testovanou komunitu existuje pouze jedna referencˇní.
Než se dostaneme k samotnému výpocˇtu F-Score, musíme si definovat neˇkolik pro-
meˇnných a jak tyto promeˇnné vypocˇítat.
• TP (True positive) - Jedná se o pocˇet vrcholu˚ testované komunity, jenž se nachází i
v komuniteˇ referencˇní.
• FP (False positive) - Jedná se o pocˇet vrcholu˚ testované komunity, jenž se nenachází
v referencˇní komuniteˇ.
• FN (True negative) - Jedná se o pocˇet vrcholu˚ referencˇní komunity, jenž se nenachází
v testované komuniteˇ.
Nyní potrˇebujeme vypocˇítat tyto dva údaje:
• P (Precision) - P = TPTP+FP
• R (Recall) - R = TPTP+FN
Tímto jsme získali veškeré potrˇebné údaje k vypocˇítání F-Score. Vzorec F-Score je
následující: F = 2 ∗ P∗RP+R .
Nyní už jsen stacˇí projít výsledky F-Score pro všechny referencˇní komunity a vybrat
komunitu, která má tuto hodnotu nejvyšší a tyto dveˇ komunity porovnat.
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5.4 Diagramy
Nyní prˇejdeme ke zpu˚sobu, jakým byla aplikace jako celek implementována. Projekt byl
naprogramován v prostrˇedí Visual studio 2010, v programovacím jazyku c#. Pro uživa-
telské rozhraní bylo použito WPF.
5.4.1 Trˇídní diagram hlavní cˇásti
Na obrázku 2 mu˚žeme videˇt základní trˇídy aplikace. Trˇída MainWindow slouží jako roz-
Obrázek 2: Trˇídní diagram
hraní, které podle podmeˇtu˚ uživatele patrˇicˇneˇ reaguje a volá metody ostatních, veˇtšinou
statických trˇíd. Dále si tato trˇída pamatuje, jaký typ grafu byl nacˇten a samotný graf, at’
už v podobeˇ seznamu˚, cˇi matic.
Trˇída model obsahuje pouze seznamy uzlu˚ a hran tvorˇené trˇídami Node a Edge a
funkce sloužící pro nahrání dat a nalezení konkrétního uzlu podle jeho id. Pu˚vodneˇ al-
goritmy pocˇítající betweenness požadovaly na vstup práveˇ model, pozdeˇji však v rámci
zobecneˇní prˇístupu a potrˇebeˇ neˇkterých z metod pracovat pouze se spojitými podgrafy,
byly vstupy všech metod nahrazeny trˇídou Cluster.
Trˇída Cluster reprezentuje jeden konkrétní spojitý podgraf. Podgraf obsahuje své id,
seznamy uzlu˚ a hran uložené prˇes instanci trˇídy Model a nakonec promeˇnou isDense,
která slouží pouze prˇi použití ukoncˇovací podmínky dle hustoty.
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Nakonec trˇídy Node a Edge, které reprezentují jednotlivé uzly a hrany. Edge obsahuje
typické údaje o hranách, jako dvojici uzlu˚ náležící k hraneˇ, její hodnotu, jedná-li se o
vážený graf a nakonec hodnotu betweenness. Node obsahuje kromeˇ vlastního id, veˇtší
množství promeˇnných potrˇebných pro ru˚zné metody výpocˇtu betweenness.
5.4.2 Trˇídní diagram statických trˇíd
Tím jsme si prošli jádro aplikace. Nyní si projdeme jednotlivé statické trˇídy, které veˇtši-
nou slouží k výpocˇtu betweenness a podružným funkcím kolem této cˇinnosti.
Obrázek 3: Trˇídní diagram statických trˇíd
Na obrázku 3 mu˚žeme videˇt cˇtyrˇi trˇídy pro výpocˇet betweenness a trˇídu Subgraphs
veˇnující se funkcím okolo podgrafu˚ a prˇípadneˇ jiným podružným operacím. Zacˇneme
práveˇ touto trˇídou.
Trˇída Subgraphs, jako všechny zde uvedené trˇídy, je statická. To znamená, že nemu-
síme vytvárˇet instance trˇídy, abychom meˇli prˇistup k metodám této trˇídy. Primární funkce
této trˇídy je z modelu obsahující seznamy uzlu˚ a hran vytvorˇit seznam spojitých podgrafu˚
pomocí trˇídy Cluster. Tuto cˇinnost provedeme pouze jednou a to prˇi nacˇítání dat. Beˇhem
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jednotlivých cyklu˚, kdy se odstranˇují hrany, pro ušetrˇení cˇasu vyhledáváme podgrafy již
pouze v instancích trˇídy Cluster, ve kterých se nacházela naposledy odstraneˇná hrana.
Tímto zajistíme znacˇné úspory cˇasu.
Dále tato trˇída obsahuje metodu pocˇítající hustotu clusteru, jenž se používá opeˇt
pouze u ukoncˇovací podmínky pomocí hustoty. Tato trˇída také generuje textový výpis
podle momentálního seznamu instancí trˇídy Cluster a nakonec mu˚že sloužit k porov-
nání rozdeˇlení uzlu˚ mezi námi zvoleným referencˇním rozdeˇlení a testovaným rozdeˇlení.
Ostatní statické trˇídy slouží pouze k výpocˇtu betweenness a prˇípadnému odstraneˇní
hran. Trˇída DTZ nemá vlastní odstraneˇní hrany, jelikož se jedná o stejný postup jako u
nejkratší cesty.
Nakonec zmíním trˇídu RandomWalk. Jelikož se jedná o jediný algoritmus využívající
matice, musely zde být vytvorˇeny speciální metody jako nacˇtení dat do matice. Tato me-
toda se navíc deˇlí na množství menších celku˚, jenž se používají beˇhem výpocˇtu postupneˇ.
5.4.3 Sekvencˇní diagram
Nyní si pomocí sekvencˇního diagramu projdeme, jak vypadá pru˚beˇh aplikace z hlediska
programu. Jak mu˚žeme videˇt na obrázku Sekvencˇní diagram, skutecˇný beˇh aplikace za-
cˇíná v moment, kdy uživatel nechá nacˇíst data. Jakmile jsou data nacˇtena, použijeme
statickou knihovnu Subgraphs pro nalezení jednotlivých podgrafu˚ v pu˚vodním grafu.
Nyní musí uživatel zvolit, jaká metoda výpocˇtu má být použita a jakou ukoncˇovací
podmínku hodlá použít. Nyní se dostaneme do cyklu, který bude probíhat, dokud nedo-
jde k naplneˇní ukoncˇovací podmínky.
Uvnitrˇ cyklu zacˇneme pocˇítáním betweenness zvolenou metodou. Nejprve však
potrˇebujeme vynulovat jakékoli zbytky dat z prˇedešlého výpocˇtu. Nyní provedeme
všechny potrˇebné mezi výpocˇty, až nakonec vrátíme graf s vypocˇtenými hodnotami be-
tweenness. Nyní je potrˇeba odstranit hranu. Vzhledem k metodeˇ Radicchi a náhodné
procházce, musíme i metodu k odstraneˇní hrany volat z prˇíslušné statické trˇídy. Nako-
nec využijeme metody ze statické trˇídy Subgraphs k získání nové sady podgrafu˚, pokud
neˇjaké vznikly.
Jakmile je cyklus ukoncˇen, zbývá již pouze nechat vytvorˇit textový výstup a prˇípadneˇ
tento výstup uložit do souboru. Uživatel má dále možnost porovnat výsledky s drˇíveˇ
provedenými pokusy.
Tímto byl popsán pru˚beˇh hlavní cˇást programu z pohledu aplikace. V další sekci
popíšeme práci s rozhraním a pohled na cˇinnost z hlediska uživatele.
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Obrázek 4: Sekvencˇní diagram
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5.5 Práce s aplikací
Práce s programem se dá deˇlit na 2 samostatné celky. První celek, jehož ovládání se na-
chází prˇedevším v levé cˇásti obrazovky, je samotné pocˇítání betweenness a rozdeˇlování
do komunit. Na pravé straneˇ se nachází cˇást, jenž nám umožní porovnat aktuálneˇ, cˇi
drˇíve vytvorˇené rozdeˇlení uzlu˚ do komunit.
Obrázek 5: Uživatelské rozhraní
5.5.1 Rozdeˇlení komunit
Ješteˇ než zacˇneme, popíšeme si formát vstupu˚ a výstupu˚ aplikace. Jako vstup slouží libo-
volný textový soubor, jehož obsahem je graf ve formátu seznamu hran, kde jedna hrana
je práveˇ na jednom rˇádku zapsána jakoUzel1;Uzel2. Výstup, jenž bude vypsán ve spodní
cˇásti programu je ve tvaru NazevKomunity : Uzel1;Uzel2; ..;Uzel3. nyní k samotnému
postupu.
Nejprve je trˇeba si zvolit, jaký typ grafu chceme nahrát. Program automaticky roz-
hodne, zda se jedná o ohodnocený graf, cˇi nikoliv. Musíme však dát najevo, zda chceme
graf v maticovém tvaru, a zda je graf orientovaný. Nejprve tedy pomocí jednoho ze trˇí
tlacˇítek v levém rohu nacˇteme zvolený graf. Pokud všechno probeˇhlo správneˇ, meˇla by se
naplnit nabídka výbeˇru metod. Tato nabídka obsahuje pouze ty metody, které je možné
použít pro nacˇtený graf.
Nyní je trˇeba vybrat, jakou ukoncˇovací podmínku chceme použít. Vrchní tlacˇítko pro-
vede algoritmus n krát, n zadáme do pole vedle tlacˇítka. Strˇední tlacˇítko bude provádeˇt
algoritmus, dokud nenalezne k komunit, k se opeˇt zadává do pole vedle tlacˇítka. Spodní
tlacˇítko spustí algoritmus s podmínkou vrcholu modularity. Vedle tohoto tlacˇítka se na-
chází tlacˇítko pro poslední možnou ukoncˇovací podmínku a to hustota komunit.
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Jakmile je ukoncˇovací podmínka splneˇna, beˇh programu se zastaví a do textového
pole dole se vypíše výsledné rozdeˇlení. V prˇípadeˇ, že chceme tento výsledek uložit do
souboru, v pravém horním rohu se nachází tlacˇítko umožnˇující ukládání výstupu do
souboru. V prˇípadeˇ, že se nepodarˇí podmínku splnit, cˇi je splneˇna již prˇed zacˇátkem
algoritmu, jsme o tom v cˇásti obsahující výstup informováni.
5.5.2 Porovnání rozdeˇlení
Ovládání této cˇásti funkcionality je velmi snadné a skládá se pouze z peˇti tlacˇítek. Nej-
prve nacˇteme referencˇní rozdeˇlení. Pokud chceme nahrát tyto data ze souboru, zvolíme
vrchní levé tlacˇítko. Máme však i možnost použít aktuální výstup programu, jenž nahra-
jeme spodním levým tlacˇítkem. Pokud vše probeˇhlo v porˇádku, objeví se pod tlacˇítky
potvrzení. Obdobneˇ vybereme testované rozdeˇlení.
Nakonec spustím porovnání pomocí veˇtšího tlacˇítka napravo. Výstup se opeˇt zobrazí
v spodní cˇásti obrazovky. Výstup je delší, ale jeho nejdu˚ležiteˇjší cˇást se nachází dole.
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6 Experimenty
V této kapitole se pokusíme vyhodnotit, jak kvalitneˇ jednotlivé algoritmy rozdeˇlí uzly
do komunit. Pro posouzení kvality rozdeˇlení byla zvolena hodnota F-Score. Jak se tato
hodnota pocˇítá a co znamená jsme si již probrali v drˇíveˇjší kapitole, nyní zbývá pouze
vybrat referencˇní rozdeˇlení.
6.1 Okolnosti testu˚
Jako referencˇní rozdeˇlení bylo vybráno rozdeˇlení generované pomocí algoritmu vyhle-
dávání nejkratší cesty, hledající i více cest mezi dveˇma uzly. Tato metoda byla vybrána,
protože je všeobecneˇ pokládána za standardní metodu se spolehlivými výsledky.
Jako vstupní data byla zvolena reálná datová kolekce s názvem Dolphins obsahující
62 uzlu˚ a 159 hran. Jedná se o sociální sít’ delfínu˚ skákavých, žijících v Doubtful Sound
na Novém Zélandu. Tato sít’ byla vytvorˇena sedmiletým pozorováním interakce delfínu˚.
Tato sít’ byla také použita a dokonce graficky znázorneˇna v cˇlánku [10]. Druhá testovaná
datová kolekce je graf lesmiserables obsahující 77 uzlu˚ a 254 hran. Tato kolekce je hranoveˇ
ohodnocená, avšak pro potrˇeby testu byly hodnoty hran odstraneˇny.
Pro prˇehlednost testu˚ byla zvolena ukoncˇovací podmínka, jenž ukoncˇí algoritmus,
jakmile bude graf rozdeˇlen na 8 komunit.
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6.2 Testovaná pomocí kolekce dolphins
6.2.1 Referencˇní rozdeˇlení
Nyní pro možnost porovnání bude uvedena tabulka s grafem zobrazující referencˇní roz-
deˇlení, tedy rozdeˇleníuzlu˚ do komunit, jaké v následujících testech budeme považovat
za správné.
Id. komunity: 1 2 3 4 5 6 7 8
Pocˇet uzlu˚: 3 16 2 7 12 2 17 3
Tabulka 4: Referencˇní rozdeˇlení
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Obrázek 6: Referencˇní rozdeˇlení
Z tabulky 4 a grafu na obrázku 6 mu˚žeme videˇt, že graf byl rozdeˇlen na 4 velké ko-
munity a 4 malé.
Další podkapitoly se budou veˇnovat výsledku˚m F-Score pro jednotlivé algoritmy.
Bude vždy uvedeno jaké nejvyšší F-Score nalezená komunita dosáhla, ke které z pu˚vod-
ních komunit z referencˇního grafu je nejvíce podobná a bude uveden pocˇet uzlu˚ teˇchto
nových komunit.
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6.2.2 Nejkratší cesta - jedna cesta
Zacˇneme algoritmem, jenž je pouze úpravou referencˇního algoritmu. Jediný rozdíl je, že
hledáme mezi dvojicemi uzlu˚ pouze jednu nejkratší cestu a po její nalezení se již dále o
tuto dvojici nestaráme. Zjišteˇné hodnoty jsou v tabulce 5.
Id. komunity: 1 2 3 4 5 6 7 8
Pocˇet uzlu˚: 4 6 12 8 2 16 13 1
Max. F-Score: 0.86 0.55 1 0.8 1 0.97 0.69 0.11
Odpovídající komunita: 6 1 3 4 5 2 7 8
Tabulka 5: Nejkratší cesta - jedna cesta
První rˇádek tabulky je id komunit nalezených pomocí testovaného algoritmu. Druhý rˇá-
dek je pocˇet uzlu˚, jenž tato komunita obsahuje. Trˇetí rˇádek je, jakou nejvyšší hodnotu F-
Score v porovnání s referencˇními komunitami, se podarˇilo naleznout. Nakonec poslední
rˇádek urcˇí, která komunita z referencˇního grafu odpovídá této hodnoteˇ, tedy je nejpo-
dobneˇjší noveˇ nalezené.
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Obrázek 7: Nejkratší cesta - pocˇty uzlu˚
V grafu na obrázku 7, tedy grafu prˇedstavující pocˇty uzlu˚, vidíme, že pocˇty uzlu˚ jsou
mezi komunitami rozdeˇleny podobneˇ, jako v referencˇním rozdeˇlení, akorát jedna z veˇt-
ších komunit se rozdeˇlila mezi menší komunity.
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Obrázek 8: Nejkratší cesta - F-Score
Podle grafu na obrázku 8, tedy grafu prˇedstavující F-Score, je videˇt, že hodnoty F-Score
se veˇtšinou blíží naprosté shodeˇ, tedy hodnoteˇ 1. Jediná komunita, která nedosáhla F-
Score ani 0,5, je komunita 8, avšak díky své zanedbatelné velikosti jednoho uzlu, se tato
hodnota nedá považovat za prˇílišnou odlišnost.
Máme-li vyhodnotit výsledky oproti referencˇnímu algoritmu, jedná se o výsledky velice
podobné. Není se moc cˇemu divit, když se jedná o variantu totožného algoritmu. Jak bylo
zmíneˇno u popisu algoritmu, tato metoda by meˇla dosahovat lepších cˇasu˚ a vzhledem k
dobrým výsledku˚m F-Score, mu˚že být tato metoda použita, pokud potrˇebujeme ušetrˇit
alesponˇ trochu cˇasu.
6.2.3 Náhodná procházka
Náhodná procházka je algoritmus, jenž potrˇebuje pro svu˚j výpocˇet velmi dlouhou dobu.
Tato doba je tak vysoká, že se tento algoritmus v praxi témeˇrˇ ani nepoužívá. Nyní si
alesponˇ porovnáme kvalitu výsledku˚. Vypocˇtené hodnoty jsou v tabulce 6.
Id. komunity: 1 2 3 4 5 6 7 8
Pocˇet uzlu˚: 18 12 2 2 7 6 13 2
Max. F-Score: 0.86 1 0.21 1 1 0.55 0.69 1
Odpovídající komunita: 3 4 5 6 1 7 2 8
Tabulka 6: Náhodná procházka
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Obrázek 9: Náhodná procházka - pocˇty uzlu˚
Podle grafu na obrázku 9 byl graf opeˇt rozdeˇlen na 3 velké komunity a neˇkolik menších.
Mu˚žeme tedy prˇedpokládat, že rozdeˇlení probeˇhlo podobneˇ jako prˇi použití referencˇního
algoritmu.
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Obrázek 10: Náhodná procházka - F-Score
Podle prˇedpokladu jsou hodnoty F-Score na obrázku 10 skutecˇneˇ velice vysoké, dokonce
ve cˇtyrˇech komunitách došlo k naprosté shodeˇ. Zásadní rozdíl se objevil v komuniteˇ 3,
jenž prˇedstavuje referencˇní komunitu 5. Pokud tyto komunity porovnáme, zjistíme, že
tato komunita byla zásadneˇ zmenšena, a její uzly prˇerozdeˇleny mezi ostatní menší ko-
munity. Díky tomu byly hodnoty neˇkterých ostatních komunit také sníženy.
Metoda náhodné procházky sice vrací dobré výsledky, avšak díky velice nízké rychlosti
je tato metoda témeˇrˇ nepoužívána. Není du˚vod používat takto pomalou metodu, když
máme k dispozici jiné metody, naprˇ. metodu nejkratší cesty, jenž vrací podobné výsledky
v daleko lepších cˇasech.
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6.2.4 Radicchi - trojúhelníky
Nyní prˇejdeme k porovnání výsledku˚ metody Radicchi, ve které jsme hledali trojúhel-
níky. Tato metoda se hlavneˇ vyznacˇuje svoji extrémneˇ velkou rychlostí. Tato metoda
však také mu˚že vracet velice špatné výsledky u grafu˚ s nízkým pocˇtem trojúhelníku˚.
Vypocˇtené hodnoty v tabulce 7.
Id. komunity: 1 2 3 4 5 6 7 8
Pocˇet uzlu˚: 15 5 5 3 3 7 22 2
Max. F-Score: 0.59 0.86 0.45 0.62 1 0.48 0.32 1
Odpovídající komunita: 2 7 5 3 6 4 1 8
Tabulka 7: Radicchi - trojúhelníky
Podle záznamu˚ v tabulce 7 se zdá, že zmizely neˇkteré z veˇtších komunit. Podíváme se na
grafy, kde pu˚jdou výsledky lépe porovnat.
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Obrázek 11: Radicchi, trojúhelníky - pocˇty uzlu˚
Skutecˇneˇ vymizely neˇkteré z veˇtších komunit za cenu nárustu velikosti komunity 7. Ilu-
strace na obrázku 11.Nyní se skusíme podívat, jak tato skutecˇnost ovlivní výsledky F-
Score.
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Obrázek 12: Radicchi, trojúhelníky - F-Score
I když graf na obrázku 12 obsahuje dvakrát naprostou shodu, jedná se o shodu pouze
miniaturních komunit. Veˇtšina komunit mají pru˚meˇrné hodnoty F-Score. Komunita 7,
jenž obsahuje veˇtšinu uzlu˚ grafu, má hodnotu F-Score pouze 0.32, což je velmi nízká
hodnota.
Výsledek této metody je oproti referencˇnímu rozdeˇlení docela odlišný. Tato metoda však
má správneˇ fungovat, jak už bylo neˇkolikrát zmíneˇno, pouze u grafu˚ obsahující velké
množství trojúhelníku˚. Je tedy možné, že testovací data nebyla pro tuto metodu vhodná.
I prˇes neprˇesné výsledky mu˚že být tato použita naprˇíklad, pokud potrˇebujeme nalézt
komunity v opravdu velkém grafu, nebo jsme si jistí, že náš graf splnˇuje požadavek pro
použití této metody.
6.2.5 Radicchi - cˇtyrˇúhelníky
Tato metoda je pouze upravená verze prˇedešlé metody. Zkusíme se tedy podívat, zda
vyhledávání cˇtyrˇúhelníku˚ namísto trojúhelníku˚ zlepší výsledky. Vypocˇtená data jsou v
tabulce 8.
Id. komunity: 1 2 3 4 5 6 7 8
Pocˇet uzlu˚: 5 4 22 4 7 3 14 3
Max. F-Score: 0.86 0.83 0.44 0.84 0.92 0.29 0.3 0.3
Odpovídající komunita: 4 3 1 5 2 6 7 8
Tabulka 8: Radicchi - cˇtyrˇúhelníky
Hodnoty v tabulce 8 nevypadáji oproti prˇedešlému prˇípadu prˇíliš odlišneˇ. Jak tedy vy-
padají grafy?
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Obrázek 13: Radicchi, cˇtyrˇúhelníky - pocˇty uzlu˚
Rozdeˇlení uzlu˚ do komunit podle grafu pocˇtu uzlu˚ na obrázku 13 vypadá témeˇrˇ stejneˇ
jako v prˇípadeˇ trojúhelníkl. Nyní pomocí grafu F-Score rozhodneme, nakolik je toto roz-
deˇlení podobné s referencˇním rozdeˇlením.
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Obrázek 14: Radicchi, cˇtyrˇúhelníky - F-Score
Podle grafu na obrázku 14 se podobnost s referencˇním rozdeˇlení oproti verze algoritmu
s trojúhelníky prˇíliš neliší.
Vzhledem k podobným výsledným hodnotám s algoritmem vyhledávajícím trojúhelníky,
zdá se, že u tohoto grafu nezáleží, zda hledáme trojúhelníky nebo cˇtyrˇúhelníky. Tato
metoda se hodí do stejných situací jako metoda s trojúhelníky, akorát samozrˇejmeˇ tuto
metodu chceme použít na grafy obsahující velké množství cˇtyrˇúhelníku˚.
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6.2.6 Dijkstra - jedna nejkratší cesta
Metoda, využívající k hledání nejkratších cest Dijkstru˚v algoritmus, slouží k vyhledávání
komunit pro ohodnocené grafy. Aby jsem mohli tuto metodu porovnat, ke všem hranám
testovaných dat byla prˇirˇazena hodnota 1. Tentokrát testujeme metodu hledající pouze
jednu nejkratší cestu. Takto mu˚žeme simulovat výsledek pro neohodnocený graf. Hod-
noty jsou v tabulce 9.
Id. komunity: 1 2 3 4 5 6 7 8
Pocˇet uzlu˚: 13 7 11 2 4 4 9 12
Max. F-Score: 0.67 0.61 0.96 1 0.33 0.38 0.88 0.64
Odpovídající komunita: 1 2 3 4 5 6 7 8
Tabulka 9: Dijkstra - jedna nejkratší cesta
Prˇi pohledu na tabulku 9 se zdá být vše v porˇádku, nenachází se zde žádná obrovská
komunita. Nyní se podíváme na grafy.
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Obrázek 15: Dijkstra, jedna cesta - pocˇty uzlu˚
Rozdeˇlení na obrázku 15 vypadá opeˇt velice rovnomeˇrneˇ, dokonce rovnomeˇrneˇji než
rozdeˇlení referencˇní. Nyní zjistíme, nakolik jsou si komunity podobné s komunitami re-
ferencˇního rozdeˇlení.
46
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  1  2  3  4  5  6  7  8  9
F-
Sc
or
e
Number of community
Obrázek 16: Dijkstra, jedna cesta - F-Score
Nyní k obrázku 16. Nalezené F-Score jednotlivých komunit nejsou neˇjak významneˇ
nízké, avšak také nejsou významneˇ vysoké. Dá se rˇíct, že výsledky jsou relativneˇ dobré,
šest z osmi komunit dosahují hodnoty F-Score vyšší než 0,6.
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6.2.7 Dijkstra - více nejkratších cest
Tato verze Dijkstrovy metody vyhledává veškeré nejkratší cesty mezi dvojicemi uzlu˚,
díky tomu je mírneˇ cˇasoveˇ nárocˇneˇjší. Nyní zkusíme otestovat, zda se tento náru˚st cˇasu
vyplácí. Vypocˇtená data jsou v tabulce 10.
Id. komunity: 1 2 3 4 5 6 7 8
Pocˇet uzlu˚: 3 7 12 9 2 12 1 16
Max. F-Score: 1 0.6 1 0.88 1 0.86 0.11 0.97
Odpovídající komunita: 2 6 3 4 5 1 7 8
Tabulka 10: Dijsktra - více nejkratších cest
Pocˇty uzlu˚ v komunitách se zdají podobné jako u prˇedešlé verze algoritmu, avšak komu-
nita 7 má F-Score pouze 0,11. Zkusíme tedy z grafu˚ vycˇíst, zda je to problém.
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Obrázek 17: Dijskra, více cest - pocˇty uzlu˚
Tak podle grafu na obrázku 17 jde videˇt, že naproti pu˚vodním odhadu˚m, tentokrát se
nejedná o rovnomeˇrné rozdeˇlení uzlu˚. Rozdeˇlení daleko více odpovídá referencˇnímu od-
deˇlení obsahující 4 velké a 4 malé komunity.
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Obrázek 18: Dijskra, více cest - F-Score
Jak jsme odhadovali z grafu pocˇtu uzlu˚, tak podle grafu na obrázku 18, je toto rozdeˇ-
lení skutecˇneˇ velice podobné s rozdeˇlením referencˇním. Jediný problém vznikl u sedmé
komunity, jejichž uzly byly prˇirˇazeny mezi ostatní komunity a zbyl pouze jediný uzel.
Bereme-li tedy referencˇní rozdeˇlení jako ideální, pak je tato metoda daleko lepší, než
Dijkstra využívající pouze jednu cestu. Dojde sice k náru˚stu cˇasové nárocˇnosti, avšak vý-
sledky se zdají být daleko lepší. To však neznamená, potrˇebujeme-li rychlejší algoritmus,
že nemu˚žeme použít metodu jedné cesty, která také vrací obstojné výsledky.
6.2.8 Path to zone
Tato metoda je ryze experimentální. Zatímco základy metody a myšlenky byly uvedeny
v [9], avšak jak nakonec vypocˇíst hodnoty betweenness zde uvedeno nebylo. Pro otesto-
vání tedy byly vytvorˇeny dveˇ verze, kde druhá verze pouze doplnˇuje verzi první. Postup
teˇchto algoritmu˚ byl popsán v kapitolách betweenness hran a implementace. V tabulce
11 mu˚žeme videˇt výsledky první verze, a to verze path to zone.
Id. komunity: 1 2 3 4 5 6 7 8
Pocˇet uzlu˚: 27 6 2 9 1 1 15 1
Max. F-Score: 0.64 0.55 0.21 0.88 0.15 0.5 0.65 0.11
Odpovídající komunita: 2 1 3 4 5 6 7 8
Tabulka 11: Path to zone
Prˇi pohledu na tabulku vidíme, že vznikla jedna velká komunita s 27 uzly a to komunita
1. Z grafu˚ zkusíme posoudit, jak se tato komunita projeví na zbytku komunit.
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Obrázek 19: Path to zone - pocˇty uzlu˚
Na obrázku 19 vidíme, že uzly se shromáždily do neˇkolika veˇtších komunit, zatímco 4
menší komunity obsahují jeden cˇi dva uzly. Toto rozdeˇlení prˇíliš neodpovídá referencˇním
komunitám.
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Obrázek 20: Path to zone - F-Score
Podle grafu na obrázku 20 je videˇt, že podobnost mezi tímto rozdeˇlením a rozdeˇlením re-
ferencˇním, je velmi malá. Veˇtšinu veˇtších F-Score hodnot dosahují pouze malé komunity.
Jelikož se jednalo o experimentální metodu, nekvalitní výsledek prˇíliš neprˇekvapil.
Vzhledem k cˇasové nárocˇnosti blížící se referencˇní metodeˇ, skoro neušetrˇíme ani dobu
výpocˇtu. Z teˇchto du˚vodu se dá tato metoda oznacˇit jako selhání.
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6.2.9 Path to zone - vcˇetneˇ vnitrˇku zón
Jelikož první verze této metody vrátila špatné výsledky, a tato meta je pomalejší než
referencˇní, moc dobrˇe to pro tuto metodu nevypadá. Tato verze metody navazuje na
pu˚vodní verzi, avšak prohledává graf více do hloubky. Nameˇrˇené hodnoty jsou v tabulce
12.
Id. komunity: 1 2 3 4 5 6 7 8
Pocˇet uzlu˚: 36 19 1 1 1 1 1 2
Max. F-Score: 0.53 0.91 0.15 0.15 0.5 0.67 0.11 0.21
Odpovídající komunita: 2 6 3 4 5 1 7 8
Tabulka 12: Path to zone - vcˇetneˇ vnitrˇku zón
Již prˇi prvním pohledem na tabulku 12 jde videˇt, že se jedná o selhání. V praxi byl graf
rozdeˇlen na dveˇ poloviny a poté díky podmínky dosažení osmi komunit, bylo z teˇchto
komunit odloucˇeno neˇkolik uzlu˚.
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Obrázek 21: Path to zone,vcˇetneˇ vnitrˇku zón - pocˇty uzlu˚
Z grafu rozdeˇlení uzlu˚ na obrázku 21 jde videˇt, že toto rozdeˇlení absolutneˇ neodpovídá
referencˇnímu rozdeˇlení.
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Obrázek 22: Path to zone,vcˇetneˇ vnitrˇku zón - F-Score
Hodnoty F-Score, jak mu˚žeme videˇt v grafu vypocˇtených hodnot na obrázku 22, jsou
snad nejhorší, jaké byly doposud v této práci nameˇrˇeny. Vzhledem k rozdeˇlení uzlu˚ se
tomuto výsledku ani nemu˚žeme divit.
Oproti první verzi této metody, tato verze má dokonce vyšší cˇasovou nárocˇnost, než refe-
rencˇní metoda, prˇitom výsledky jsou velice špatné. Tímto tedy obeˇ verze experimentální
metody path to zone se zdají být selhání. Jestli tomu skutecˇneˇ je tak uvidíme prˇi testování
druhé datové kolekce.
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6.3 Testování pomocí kolekce LesMiserables
6.3.1 Referencˇní rozdeˇlení
Datová kolekce LesMiserables je pomocí referencˇní metody prˇerozdeˇlena do komunit
uvedených v tabulce 13.
Id. komunity: 1 2 3 4 5 6 7 8
Pocˇet uzlu˚: 10 10 2 10 14 3 27 1
Tabulka 13: Referencˇní rozdeˇlení uzlu˚
Podle grafu rozdeˇlení uzlu˚ do komunit na obrázku 23 je videˇt, že v pocˇtu hran domi-
nuje komunita 7. Dále byly vytvorˇeny 4 komunity o velikosti kolem desíti uzlu˚. Nakonec
vznikly 3 komunity zanedbatelné velikosti. Když jsme se již seznámili s referencˇním roz-
deˇlení uzlu˚, je cˇas podívat se, jaké rozdeˇlení uzlu˚ do komunit vznikly pomocí testovaných
metod.
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Obrázek 23: Referencˇní rozdeˇlení uzlu˚
53
6.3.2 Nejkratší cesta - jedna nejkratší cesta
Opeˇt zacˇneme pouze úpravou referencˇní metody, tedy metodou vyhledávání pouze
jedné nejrkatší cesty mezi uzly. Spocˇítaná data jsou v tabulce 14.
Id. komunity: 1 2 3 4 5 6 7 8
Pocˇet uzlu˚: 10 11 12 11 13 3 11 2
Max. F-Score: 1 0.9 0.56 0.95 0.65 1 0.67 1
Odpovídající komunita: 1 4 2 3 5 6 7 8
Tabulka 14: Nejkratší cesta - jedna cesta
Graf pocˇtu uzlu˚ na obrázku 24 vypovídá o více rovnomeˇrném rozdeˇlení uzlu˚ mezi ko-
munitami. Cˇást uzlu˚ komunity 7 byla prˇerozdeˇlena mezi ostatní komunity, což zajisté
ovlivní výsledky F-Score.
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Obrázek 24: Nejkratší cesta, jedna cesta - pocˇty uzlu˚
F-Score dopadlo stejneˇ jako u prˇedešlé datové kolekce velice dobrˇe. Dalo by se odhad-
nout, že nižší hodnoty neˇkterých komunit jsou zpu˚soby již zmíneˇným prˇesunem uzlu˚ z
komunity 7 do komunit 3 a 5.
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Obrázek 25: Nejkratší cesta, jedna cesta - F-Score
6.3.3 Náhodná procházka
Nyní opeˇtovneˇ otestujeme kvalitu rozdeˇlení uzlu˚ pomocí algoritmu náhodné procházky.
Prˇi testování pomocí kolekce Dolphins byly výsledky velmi dobré. Nameˇrˇené hodnoty
jsou v tabulce 15.
Id. komunity: 1 2 3 4 5 6 7 8
Pocˇet uzlu˚: 10 14 32 3 3 3 10 2
Max. F-Score: 1 1 0.92 0.46 0.46 1 1 1
Odpovídající komunita: 1 3 4 6 2 7 5 8
Tabulka 15: Náhodná procházka
Podle grafu rozdeˇlení uzlu˚ do komunit na obrázku 26 se zdá, že se rozdeˇlení opeˇt podobá
referencˇnímu rozdeˇlení uzlu˚. Komunita s nejveˇtším množstvím uzlu˚ je však tentokrát
ješteˇ veˇtší, nejspíše na úkor jedné ze 4 komunit, jenž dosahovaly velikosti kolem 10 uzlu˚.
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Obrázek 26: Náhodná procházka - pocˇty uzlu˚
Hodnoty F-Score na obrázku 27 jsou skutecˇneˇ velice vysoké. U dvou komunit však došlo
k znacˇným rozdílu˚m, lze tedy prˇedpokládat, že tyto dveˇ komunity si navzájem promí-
chaly uzly. Rozdeˇlení uzlu˚ je i prˇes tyto dveˇ nízké hodnoty velice prˇesné.
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Obrázek 27: Náhodná procházka - F.Score
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6.3.4 Radicchi - trojúhelníky
Tato metody nebyla beˇhem testování na datové kolekci Dolphins prˇíliš prˇesná. Podíváme
se, jak se ji bude darˇit tentokrát. Vypocˇtené údaje se nacházejí v tabulce 16.
Id. komunity: 1 2 3 4 5 6 7 8
Pocˇet uzlu˚: 8 7 5 12 12 22 9 2
Max. F-Score: 0.89 0.41 0.57 0.64 0.56 0.72 0.84 0.33
Odpovídající komunita: 2 1 4 3 6 7 5 8
Tabulka 16: Radicchi - trojúhelníky
Podobneˇ jako u referencˇního rozdeˇlení uzlu˚, i zde vznikla jedna velká komunita.
Stejneˇ tak vynikly cˇtyrˇi komuniti velikosti 10 uzlu˚. Uvidíme, jak se toto odrazí na hodno-
tách F-Score.
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Obrázek 28: Radicchi, trojúhelníky - pocˇty uzlu˚
Podle grafu na obrázku 29 se zdá, že podobneˇ jako prˇi testování prˇedešlé kolekce
Dolphins, i tentokrát nebudou výsledky prˇíliš prˇesné, avšak ani vyloženeˇ špatné.
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Obrázek 29: Radicchi, trojúhelníky - F.Score
6.3.5 Radicchi - cˇtyrˇúhelníky
Nyní otestujeme druhou variantu Radicchi, která si u minulé kolekce vedla stejneˇ jako
varianta s trojúhelníky. Nameˇrˇené údaje v tabulce 17.
Id. komunity: 1 2 3 4 5 6 7 8
Pocˇet uzlu˚: 8 2 2 50 9 2 2 2
Max. F-Score: 0.89 1 0.14 0.62 0.95 0.33 0.17 0.33
Odpovídající komunita: 4 1 3 5 6 2 7 8
Tabulka 17: Radicchi - cˇtyrˇúhelníky
Podle obrázku 30 lze prˇíliš odhadnout, že tentokrát dojde ke zhoršení prˇesnosti vý-
sledku˚. Velikost nejveˇtší komunity je 50 uzlu˚, což je více než polovina celkového pocˇtu
uzlu˚ grafu. Z komunit velikosti 10 byly zachovány jen dveˇ.
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Obrázek 30: Radicchi, cˇtyrˇúhelníky - pocˇty uzlu˚
Hodnoty F-Score na obrázku 31 jsou jednoznacˇneˇ horší, než výsledky varianty s trojúhel-
níky. Pouze miniaturní komunity maji dobré výsledky, zatímco komunita 7, obsahující
veˇtšinu uzlu˚, má hodnotu F-Score pouze 0,17. Zdá se, že této datové kolekci metoda vy-
hledávající cˇtyrˇúhelníky nevyhovuje.
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Obrázek 31: Radicchi, cˇtyrˇúhelníky - F.Score
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6.3.6 Dijkstra - jedna nejkratší cesta
Nyní bude otestována další varianta nejkratší cesty a to varianta pro grafy s ohodnoce-
nými hranami. Data jsou v tabulce 18
Id. komunity: 1 2 3 4 5 6 7 8
Pocˇet uzlu˚: 10 17 13 11 6 15 3 2
Max. F-Score: 1 0.62 0.55 0.95 0.62 0.67 1 1
Odpovídající komunita: 1 2 4 3 6 5 7 8
Tabulka 18: Dijkstra - jedna nejkratší cesta
Podle rozdeˇlení uzlu˚ na obrázku 32 se zdá být rozdeˇlení oproti referencˇnímu rozdeˇ-
lení znacˇneˇ odlišné. Nachází se spíše velký pocˇet vyrovnaneˇ velkých komunit.
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Obrázek 32: Dijkstra, jedna cesta - pocˇty uzlu˚
Oproti výsledku˚m grafu pocˇtu uzlu˚, vypadají výsledky z graf F-Score na obrázku
33 docela dobrˇe. Cˇtyrˇi komunity mají mezi sebou promíchané uzly, jinak se výsledky
shodují.
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Obrázek 33: Dijkstra, jedna cesta - F.Score
6.3.7 Dijkstra - Více nejkratších cest
Tato verze dijkstrova algoritmu meˇla u prˇedešlé datové kolekce mírneˇ lepší výsledky.
Nyní otestujeme, jak to bude tentokrát. Data v tabulce 19.
Id. komunity: 1 2 3 4 5 6 7 8
Pocˇet uzlu˚: 10 17 2 10 11 10 1 16
Max. F-Score: 1 0.9 1 1 0.58 1 0.07 0.8
Odpovídající komunita: 1 6 3 4 5 2 7 8
Tabulka 19: Dijkstra - více nejkratších cest
Podle obrázku 34 rozdeˇlení uzlu˚ mezi komunitami vypadá velice podobneˇ jako u
drˇíveˇjší verze dijkstrova algoritmu. Opeˇt se nedají odhadnout výsledky F-Score.
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Obrázek 34: Dijkstra, více cest - pocˇty uzlu˚
Podle obrázku 35 jsou výsledné hodnoty F-Score lepší, akorát komunita 7 má nízkou
hodnotu. Tato komunita je ovšem tak malá, že nízká hodnota F-Score témeˇrˇ nehraje roli.
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Obrázek 35: Dijkstra, více cest - F-Score
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6.3.8 Path to zone
Prˇi testování na datové kolekci Dolphins byly výsledky této metody velice špatné. Nyní
se zkusíme ujistit, zda tato metoda skutecˇneˇ vrací tak špatné výsledky. Vypocˇtená data v
tabulce 20.
Id. komunity: 1 2 3 4 5 6 7 8
Pocˇet uzlu˚: 10 52 1 1 1 10 1 1
Max. F-Score: 1 0.68 0.67 0.67 0.13 1 0.13 0.13
Odpovídající komunita: 1 5 3 4 6 2 7 8
Tabulka 20: Path to Zone
Už prˇi prvním pohledu na obrázek 36 mu˚žeme videˇt, že výsledky asi opeˇt nebudou
nejlepší. Nyní se tedy podíváme, jak jsou na tom hodnoty F-Score.
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Obrázek 36: Path to zone - pocˇty uzlu˚
Kupodivu dveˇ komunity mají s referencˇními komunitami naprostou shodu. Zbývající
hodnoty F-Score již tak dobré nejsou. Veˇtšina komunit ztratila neˇkteré uzly ve prospeˇch
komunity 2. Potvrdilo se nám tedy, že tato metoda by v praxi nemeˇla být používána.
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Obrázek 37: Path to zone - F-Score
6.3.9 Path to zone - vcˇetneˇ vnitrˇku zón
Nakonec metoda, jenž u první datové kolekce dosáhla nejhorších výsledku˚, a to upravená
metoda path to zone. Nameˇrˇené údaje v tabulce 21.
Id. komunity: 1 2 3 4 5 6 7 8
Pocˇet uzlu˚: 10 1 1 59 2 1 1 2
Max. F-Score: 1 0.5 1 0.56 0.14 0.07 0.18 1
Odpovídající komunita: 4 1 3 5 6 2 7 8
Tabulka 21: Path to Zone - vcˇetneˇ vnitrˇku zón
Graf na obrázku 38 vypadá velice podobneˇ jako graf na obrázku 36, jedna komunita
o velikosti 10 se však rozpadla. Mu˚žeme tedy opeˇt cˇekat ješteˇ horších výsledku˚, než u
prˇedchozí metody.
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Obrázek 38: Path to zone, vcˇetneˇ vnitrˇku zón - pocˇty uzlu˚
Z obrázku 39 mu˚žeme vycˇíst, že komunita cˇtyrˇi obsahuje množství uzlu˚ ostatních komu-
nit. Poneˇkud prˇekvapivé je, že komunita 1 se opeˇt naprosto shoduje s referencˇní komuni-
tou. Opeˇt jsme si potvrdili záveˇr výsledku˚ testu s datovou kolekcí Dolphins, tedy že tato
metoda by se v praxi nemeˇla používat.
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Obrázek 39: Path to zone, vcˇetneˇ vnitrˇku zón - F-Score
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6.4 Vyhodnocení
Bylo provedeno 8 testu˚ pro obeˇ datové kolekce. Nyní tedy rekapitulujeme, co jsme se
dozveˇdeˇli. Výsledky nejvíce podobné zvolenému referencˇnímu rozdeˇlení jsou výsledky
metody nejkratší cesty a metody náhodné procházky. Náhodná procházka je však prˇíliš
pomalá, tak ji nelze doporucˇit k použití prˇi rˇešení reálných problému˚. Metoda využívající
Dijkstru˚v algoritmus také vrátila dobré výsledky. Tato metoda je však vhodná pouze pro
ohodnocené grafy. Špatneˇ si taky nevedl Radicchi. Tato metoda je skutecˇneˇ rychlá, avšak
kvalita výsledku˚ této metody prˇíliš záleží na testovaném grafu a zvoleném podtypu me-
tody. Nakonec byly otestovány experimentální metody path to zone. Obeˇ varianty vrátily
špatné výsledky, navíc se ani nepodarˇilo významneˇ zkrátit dobu trvání algoritmu oproti
metodeˇ nejkratší cesty. Vzhledem k výsledku˚m testu˚, tyto metody nejsou vhodné pro
reálné použití.
Jak tedy vyplývá z prˇedešlého shrnutí, pro reálnou práci se z testovaných algoritmu˚
nejvíce hodí algoritmus nejkratší cesty. V prˇípadeˇ, že jsme si jistí, že graf splnˇuje poža-
davky algoritmu, vyplatí se použít algoritmus Radicchi. Pro ohodnocené grafy je nej-
vhodneˇjší Dijsktru˚v algoritmus. Ostatní algoritmy nelze pro reálné použití doporucˇit.
66
7 Záveˇr
V rámci této práce byl vytvorˇen prˇehled, co to jsou grafy, k cˇemu v grafech slouží komu-
nity a jak se tyto komunity dají nalézt. Dále bylo prˇedstaveno neˇkolik metod k nalezení
komunit, z nichž byl obzvlášt’ veˇnován prostor metodám vyhledávající hrany mezi ko-
munitami.
Dále bylo naimplementováno neˇkolik vybraných metod, mezi nimi i metody expe-
rimentální. Díky cˇetným cˇlánku˚m veˇnujícím se teˇmto metodám, beˇhem implementace
témeˇrˇ nedošlo k problému˚m. Také byly naimplementovány ukoncˇující podmínky, které
se svou podstatou dost lišily.
Nakonec byla implementována možnost provézt testy mezi referencˇním výsledkem
a výsledkem, jenž chceme otestovat. Tyto testy byly poté provedeny pro všechny naim-
plementované grafy a jejich výsledky byly sepsány v kapitole experimenty.
Jelikož se jednalo o práci prˇehledovou, snažící se pouze vytvorˇit prˇehled soucˇasných
metod, mu˚že být tato práce považována za úspeˇch i prˇes špatné výsledky dvou experi-
mentálních metod.
Program by mohl být rozšírˇen o další algoritmy pro vyhledávání komunit, nejen typu
vyhledávající hrany mezi komunitami, nebo by mohla být implementována vizualizace
grafu. Tyto prvky však již urcˇiteˇ existují v jiných, samostatných pracích.
Ondrˇej Svacˇina
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