ABSTRACT: The ideas of advection and diffusion of sediment particles are probabilistic constructs that emerge when the Master equation, a precise, probabilistic description of particle conservation, is approximated as a Fokker-Planck equation. The diffusive term approximates nonlocal transport. It 'looks' upstream and downstream for variations in particle activity and velocities, whose effects modify the advective term. High-resolution measurements of bedload particle motions indicate that the mean squared displacement of tracer particles, when treated as a virtual plume, primarily reflects a nonlinear increase in the variance in hop distances with increasing travel time, manifest as apparent anomalous diffusion. In contrast, an ensemble calculation of the mean squared displacement involving paired coordinate positions independent of starting time indicates a transition from correlated random walks to normal (Fickian) diffusion. This normal behavior also is reflected in the particle velocity autocorrelation function. Spatial variations in particle entrainment produce a flux from sites of high entrainment toward sites of low entrainment. In the case of rain splash transport, this leads to topographic roughening, where differential rain splash beneath the canopy of a desert shrub contributes to the growth of a soil mound beneath the shrub. With uniform entrainment, rain splash transport, often described as a diffusive process, actually represents an advective particle flux that is proportional to the land surface slope. Particle diffusion during both bedload and rain splash transport involves motions that mostly are patchy, intermittent and rarefied. The probabilistic framework of the Master equation reveals that continuous formulations of the flux and its divergence (the Exner equation) represent statistically expected behavior, analogous to Reynolds-averaged conditions. Key topics meriting clarification include the mechanical basis of particle diffusion, effects of rarefied conditions involving patchy, intermittent motions, and effects of rest times on diffusion of tracer particles and particle-borne substances.
Introduction
The idea of sediment particle diffusion (or 'dispersion') has a long record of study in relation to tracer particle motions during bedload sediment transport in rivers and flume experiments (e.g., Lean, 1962a, 1962b; Sayre and Hubbell, 1965; Drake et al., 1988; Hassan and Church, 1991; Ferguson and Wathen, 1998; Nikora et al., 2002; Wong et al., 2007; Bradley et al., 2010; Ganti et al., 2010; Hill et al., 2010; Martin et al., 2012; Hassan et al., 2013; Phillips and Jerolmack, 2014; Hassan and Bradley, 2015) , and in relation to tracer particles and particle-borne substances on hillslopes (e.g., Dreicer et al., 1984; Bock et al., 2005; McGonigle et al., 2005; Furbish et al., 2009a; Johnson et al., 2014; Anderson, 2015) . The idea of sediment particle diffusion, moreover, is a central element in descriptions of suspended sediment in turbulent shear flows, starting with the pioneering work of Taylor (1921) and Rouse (1939) , and since elaborated in numerous theoretical and experimental studies. More recently, the idea of particle diffusion has emerged in descriptions of the flux of sediment associated with bedload transport, rain splash transport, and soil creep (Childs, 2008; Furbish et al., 2009a; Furbish et al., 2009b; Furbish et al., 2012a; Furbish et al., 2012b; Furbish et al., 2012c; Ancey et al., 2008; Ancey et al., 2015; Ancey, 2010; Ancey and Heyman, 2014; Heyman, 2014; Heyman et al., 2016; Bohorquez and Ancey, 2015; , 2016) . In the case of tracer particles, diffusion qualitatively refers to the tendency for a collection of particles to spread (disperse) relative to their center of mass during transport, whether over the surface of a sediment layer or within it in relation either to surface-subsurface particle exchanges (Phillips et al., 2013; Voepel et al., 2013; Martin et al., 2014;  SEDIMENT PARTICLE DIFFUSION 215 Pelosi et al., 2014; Johnson et al., 2014) or to differential particle motions, including segregation, during granular creep and flow (Roering, 2004; Utter and Behringer, 2004; Furbish et al., 2008; Golick and Daniels, 2009; Harrington et al., 2013) . In the case of a sediment particle flux, diffusion refers to a contribution to this flux that is related to spatial variations in particle activity, and which is added to the flux associated with the mean particle motion. Both cases fundamentally involve deviations in particle velocities about average values.
The idea of diffusion is a quintessential example of the unreasonable effectiveness of mathematics -in this case, probability theory -applied in the natural sciences (Wigner, 1960) . This example specifically pertains to descriptions of the kinematics of particles, including living 'particles' (e.g., Viswanathan et al., 1996; Okubo and Levin, 2001, Cantrell and Cosner, 2003; Reynolds, 2014) , that undergo quasi-random motions in space, whether this is a coordinate space or a suitably defined phase space (e.g., Reeks, 1991; 1993; Trigger, 2010; Furbish et al., 2012b) . Indeed, the description of Brownian particle motion provided by Einstein (1905) and (von Smoluchowski, 1906) represents an enduring, early landmark in the formalism of diffusion developed for particles that move continuously and indefinitely within a fluid. This description ('Conventional measures of diffusion', below) therefore continues to be an important touchstone in analyses of diffusion involving both abiotic and biotic particles whose behavior is more complex than that of Brownian-like particles.
In particular, there is a growing interest in the fields of biology, hydrology, granular mechanics and sediment transport concerning the idea and implications of anomalous diffusion, namely, where the rate of spreading of, say, tracer particles is faster (superdiffusion) or slower (subdiffusion) than that associated with Brownian particle motion. Understanding the underlying stochastic mechanisms of this behavior is important. In biological systems at the cellular scale, for example, anomalous diffusion may influence mixing, diffusion-limited reactions and chemical signaling (Jeon et al., 2011) ; and at the scale of critter motions, anomalous versus normal diffusion may reflect differences in foraging strategy (Viswanathan et al., 1996; de Jager et al., 2015) . In granular mechanics, anomalous diffusion may influence particle mixing, particle size segregation and rheological behavior (Utter and Behringer, 2004) . In the case of sediment transport, the presence of anomalous versus normal diffusion bears on formulations of transport rates and particle dispersion (Schumer et al., 2009; Furbish et al., 2012c) . A significant challenge, therefore, is to judiciously adapt the formalism of diffusion developed for non-sediment systems, paying particular attention to effects of the distinctive start-and-stop behavior of sediment particles. Indeed, sediment behavior contains delightful surprises.
Here it is notable that, as in other fields, emerging experimental technologies (e.g., high-resolution lapse rate and high-speed imaging, particle-fluid index matching, laser scanning) are allowing us to observe and measure particle motions in ways not previously imagined (e.g., Lajeunesse et al., 2010; Roseberry et al., 2012; Campagnol et al., 2013; Seizilles et al., 2014; Fathel et al., 2015; Houssais et al., 2015) , providing the means to directly observe particle behavior as well as to test and constrain theories of this behavior. This goes hand-in-hand with advanced computational methods that treat the physics of granular materials, notably including the physics of coupled fluid-particle systems, which are revealing things about particle behavior that cannot be observed in experiments (e.g., Chiodi et al., 2014; Kidanemariam and Uhlmann, 2014; Schmeeckle, 2014a; 2014b; Maurin et al., 2015) . These advances represent an opportunity to gain clarity in our descriptions of sediment particle diffusion, going beyond imagined similarities in behavior with classic systems.
The purpose of this paper is to describe essential elements of particle diffusion during sediment transport. This includes clarifying important details not usually covered in descriptions of diffusion, but which are essential for understanding diffusive behavior in sediment systems. We therefore highlight both similarities and dissimilarities between sediment particle diffusion and particle diffusion in classic thermodynamic systems. Similarities reside in the fact that the idea of diffusion is a probabilist construct. Basic statistical descriptions of the kinematics of quasi-random particle motions therefore are the same for conservative (e.g., gas) and dissipative (i.e., sediment) systems, revealing that sediment particle diffusion, in its barest essence, resembles gas particle diffusion. Dissimilarities reside in effects of the start-and-stop behavior of sediment particles versus the continuous, indefinite motions of gas particles. In addition, the patchy, intermittent and rarefied conditions of sediment transport present special challenges in characterizing particle diffusion, relative to more familiar descriptions of diffusion occurring in, say, a fluid continuum.
To be clear, here we focus on the idea of particle diffusion in relation to descriptions of the sediment flux (Furbish et al., 2009a; Furbish et al., 2012a; Furbish et al., 2012c; Heyman et al., 2016; Bohorquez and Ancey, 2015; , 2016 ) and the spreading rate of moving particles, deferring the topic of how rest times influence particle spreading at long timescales. Moreover, we select examples to illustrate key elements of particle diffusion during sediment transport rather than providing a review of work on this topic. Specifically, we focus on bedload transport and rain splash transport, as these nicely illustrate, as outlined next, key ideas that are transferable to other transport processes. The developments below involve several parts, as follows.
The next section provides a starting point. Namely, it clarifies why the ideas of particle advection and diffusion are fundamentally probabilistic constructs -that these ideas require no deterministic or dynamical arguments beyond appealing to the idea that particles move quasi-randomly with varying velocities, and that these velocities possess well-defined averages. This forms a framework for describing key features of sediment particle diffusion, and provides an important contrast to familiar continuum descriptions of the advection of a dissolved or suspended material by fluid motion with superimposed diffusion of this material when its concentration is nonuniform.
The third section illustrates why a diffusive particle flux is an approximate description of particle behavior at all scales. Specifically, we show that a diffusive flux represents an approximation of what recently has been described as 'nonlocal' transport -the idea that the flux at a given coordinate position depends on conditions 'far' from this position (e.g., Foufoula-Georgiou et al., 2010; Furbish and Haff, 2010; Tucker and Bradley, 2010; Gabet and Mendoza, 2012; Furbish and Roering, 2013; Doane, 2014; Furbish et al., 2016a) . This provides the basis for explaining the approximate nature of diffusion and, in turn, the meaning of local versus nonlocal transport. Herein we summarize properties of the classic 'divergence' form of the Master equation (a general probabilistic expression of conservation), the first of two forms of this equation relevant to sediment systems. The material to this point emphasizes an Eulerian perspective of particle spreading and diffusion that is central to descriptions of the particle flux. This section then provides a description of conventional Lagrangian measures of particle spreading and diffusion (Einstein, 1905; von Smoluchowski, 1906; Taylor, 1921) that are central to descriptions of tracer particles, and it ends by examining how the Lagrangian and Eulerian perspectives are related.
The fourth section illustrates both similarities and dissimilarities between sediment particle diffusion and particle diffusion in classic systems (e.g., gas particle systems). Here we examine the richness in particle diffusion that emerges in relation to the start-and-stop behavior of sediment particles, in contrast to the behavior of gas particles. This includes an examination of the appearance of anomalous-diffusion-like behavior as a consequence of the details involved in using conventional measures of diffusion developed for classic systems. We highlight the work of Fathel et al. (2016) , which is based on an unusually large, high-resolution data set obtained from high-speed imaging of particles transported as bedload (Fathel et al., 2015) . We focus on the behavior of moving particles at small timescales, neglecting effects of rest times that dominate the spreading behavior of particles at long timescales.
The fifth section elaborates consequences of the start-and-stop behavior of sediment particles, specifically the significance of particle diffusion effected by spatial variations in particle entrainment -in contrast to the more familiar situation in which diffusion is associated with variations in particle concentration. The starting point is a qualitative description of the diffusive flux associated with variations in entrainment. We then provide a formulation of the 'entrainment' form of the Master equation, the second form of this equation relevant to sediment systems.
The sixth section applies the ideas presented in the previous section. Although the entrainment form of the Master equation is relevant to transport both in rivers and on hillslopes, we focus on the example of transport by rain splash, as it nicely illustrates the difference between local and nonlocal transport.
The seventh section outlines implications for describing particle diffusion in view of the fact that sediment motions on the Earth's surface mostly are patchy, intermittent and rarefied -conditions that are at odds with conventional continuum-based descriptions of sediment transport. Here we outline the idea that a diffusive particle flux represents a statistically expected behavior associated with ensemble-averaged conditions rather than a continuously differentiable quantity in any particular realization.
We present only the essential mathematics needed to highlight the formalism associated with physical interpretations of particle diffusion. Detailed derivations are available in the cited literature.
The Definition of Diffusion

Particle flux
As with Fourier's (1822) law of heat flow by conduction and Darcy's (1856) law of water flow through a porous material, Fick's (1855) first and second laws of diffusion of mass in a liquid are phenomenological. Fick most likely could not anticipate the significance of the scientific consensus half a century later regarding the existence of atoms and molecules, which provided the physical basis of his work. With a particle worldview, we now know that the ideas of advection and diffusion are fundamentally probabilistic constructs, and start with the idea of a flux -whether of numbers of items, volume, mass, momentum, energy or probability. To illustrate this point using the familiar example of particle volume, consider a cloud of particles which are moving with varying velocities toward and through an elementary surface A [L 2 ] normal to the x-axis (Figure 1) . When viewed at the particle scale, the instantaneous solid volume flux q x [L T 1 ] associated with A is precisely defined by the surface integral of surface-normal velocities of the solid fraction, namely,
where u p [L T 1 ] is the discontinuous particle velocity field viewed at the surface A and n is the unit vector normal to A. Moreover, if the particle velocity normal to A is u p D u p n, and if H.u p / is the Heaviside step function defined by H.u p / D 0 for u p < 0 and H.u p / D 1 for u p 0, then M A .t/ D 1 H.u p /H. u p / denotes a 'mask' projected onto A such that M A D 1, where u p ¤ 0 and M A D 0 elsewhere. Integration of M A over A thus yields
where N.t/ is the total number of particles intersecting A at time t, and S i is the area of intersection of the ith particle with the surface A. In turn, Equation (1) may be expressed as
where u i is the surface-normal velocity of the ith particle intersecting A. This is a discrete version of Equation (1). Note that N.t/ is a stepped function of time as particles intersect and lose contact with A. At any instant, therefore, the derivative dN=dt strictly is either zero or undefined. Nonetheless, for sufficiently large N and rapidity of particles intersecting and losing contact with A, one can envision that N.t/ begins to appear as a smooth function of time where brief fluctuations in q x become small relative to the magnitude of q x . Note that here we are using the formal definition of the volumetric flux, a volume per unit time per unit area [L T 1 ]. The volumetric 'flux' as conventionally used in relation to, say, bedload transport, a volume per unit time per unit width [L SEDIMENT PARTICLE DIFFUSION 217 T 1 ], actually is not formally a flux. Rather, as described in Furbish et al. (2012a) and elsewhere (e.g., Paola and Voller, 2005) , it is a vertically integrated quantity (analogous to the discharge per unit width in surface water hydrology). We start with the formal definition of the volumetric flux as the basis of our general treatment of the idea of a flux in this section.
Letting an overbar denote an average over N particles intersecting A, then Equation (3) may be written as
For equal-sized particles, moreover, it may be assumed that S i and u i are uncorrelated, as there is no reason to suspect that, at any instant, particles intersecting A with large (or small) cross-sectional area S i are any more (or less) likely to possess large (or small) velocities u i . In this case
] is the total cross-sectional area of particles intersecting A, the ratio S=A D is equivalent to the particle volumetric concentration, and u i is the average velocity of the N particles intersecting A.
Note that Equations (1), (3) and (4) each represents a precise definition of the volumetric particle flux. Definition (5) is equally precise for the case of equal-sized particles and sufficiently large N (Furbish et al., 2012a) . Note also that these definitions do not distinguish between advection and diffusion. Consider Equation (5), for example. It is tempting to suggest that this definition represents an advective flux, in that it is the product of the particle concentration and the average particle velocity -as defined in continuum mechanics. This interpretation, however, is incorrect. This and the preceding definitions of the flux represent either advection or diffusion, or the presence of both. To illustrate this point, and to elaborate the assertion above -that the ideas of advection and diffusion are fundamentally probabilistic constructs -let us initially turn to a specific, familiar example.
Diffusive flux
Consider a uniform tube whose axis is parallel to x. This tube contains a macroscopically static, ideal gas at thermal equilibrium connecting infinite reservoirs of like gas with fixed concentrations c.0/ D c 0 and c.X/ D c X of tracer particles (Figure 2 ). Here, tracer particles are gas particles 'painted' a different color from all other otherwise identical particles. For convenience (and for comparison with sediment particles later) let us imagine the particles as being sufficiently large that we 'see' them as spheres with finite diameter.
Observe that the average velocity of all particles within the tube and adjoining reservoirs is precisely zero at any instant. (Whereas particle speeds follow a Maxwell-Boltzmann distribution, particle velocities follow a Gaussian distribution with zero mean.) Moreover, of the particles that are positioned at time t within any elementary interval dx, half move to the right and half move to the left during the infinitesimal interval dt. Yet we know from experiments and theory that in this situation there is a steady, uniform variation (gradient) in concentration equal to dc=dx D .c X c 0 /=X, and that there is a steady, uniform flux of tracer particles between the two reservoirs through the tube, from high tracer particle concentration (c 0 ) to low concentration (c X ). Here we illustrate that this flux from high to low concentration is due to the probabilistic behavior of the particles in the presence of the concentration gradient, but is not 'driven' by this gradient in any mechanical sense.
Across any surface A normal to x, this flux requires, according to our precise definition (5), a finite, positive average velocity of tracer particles intersecting A. Consider therefore the N tracer particles that intersect an area A at position x at time t. These particles started their motions (i.e., from their most recent collisions with other particles) at many different positions x 0 and previous times t 0 , and possess velocities
However, during a small interval dt prior to t, the ith tracer particle moves a distance x D u i dt. Thus, of the N tracer particles intersecting A at time t, relatively slow-moving particles originated close to A at time t dt and fast-moving particles originated 'far' from A. At any instant the number of tracer particles to the immediate left of A is greater than the number to the immediate right of A. This means that the proportion of N particles with relatively small positive velocities is roughly the same as the proportion of particles with small negative velocities, as the number of particles originating from small x to the left of A is roughly the same as the number originating from small x to the right of A. In contrast, the proportion of the N tracer particles with relatively large positive velocities is greater than the proportion of particles with large negative velocities, as the number of particles originating from 'large' x to the left of A is greater than the number originating from large x to the right of A. Hence at time t the average velocity u i of the tracer particles intersecting A is finite and positiveeven though the average velocity u p of all particles within the tube and adjoining reservoirs is zero.
In this situation, the product (5) represents a diffusive flux of tracer particles. Moreover, the average velocity u i is directly proportional to the concentration gradient dc=dx, as this gradient is a measure of the difference in the proportions of the N particles possessing positive and negative velocities of varying magnitude. For example, with respect to the proportion of the N particles with relatively large positive versus negative velocities, the difference in the number of particles originating from large x to the left of A and the number originating from large x to the right of A is directly proportional to the gradient dc=dx -which is the phenomenological basis of Fick's first law.
Note that an equally correct, but less precise, description of this flux appeals to the idea above, that of the particles that are positioned at time t within any elementary interval dx, half move to the right and half move to the left during a small interval dt. Because at any instant the number of tracer particles to the immediate left of A is greater than the number to the immediate right of A, during a small interval of time more tracer particles move to the right across A than to the left across A. This difference represents a diffusive flux.
For completeness, consider the situation in which the average particle velocity u p within the tube is nonzero. We now let u i D u p C u 0 i , where the prime denotes a deviation about the average, and we note that the average of these deviations is not necessarily zero (Furbish et al., 2012a) . If we consider a surface A that is moving with this average velocity u p , then in the presence of a nonzero concentration gradient across A the description above of the conditions leading to a diffusive flux is identical. That is, in this moving reference frame, u i D u 0 i . In a fixed (Eulerian) reference frame, in contrast, u i D u p C u 0 i . In this situation, the product (5) represents both an advective flux and a diffusive flux, where u p is associated with the advective part and u 0 i is associated with the diffusive part (Furbish et al., 2012a) . Note also that diffusive flux occurs only in the presence of deviations in particle velocity about the average; and, in the case where all particles are tracer particles, no concentration gradient exists, so the diffusive flux vanishes.
In this example we have envisioned the behavior of identical gas particles that are continuously moving, and the averages u p and u 0 i are well defined. If the gas satisfies the definition of a fluid continuum, then the average velocity u p is equivalent to the (continuum) fluid velocity u (Meyer, 1971; Furbish, 1997; p. 49) . Likewise the average velocity of the tracers is equal to u p D u. If the tracers represent dissolved molecules, then they are advected by the fluid with velocity u, with superimposed diffusion in the presence of a concentration gradient. If the tracers represent suspended particles that are small enough to be subjected to Brownian motion (see section on 'Conventional measures of diffusion', below), then similarly they are effectively part of the fluid continuum. However, if the tracers represent large particles with sufficiently large Stokes number that they do not mimic the continuum motion of the surrounding fluid, then in general the average tracer particle velocity is not necessarily equal to the continuum fluid velocity. Here the average u i , representing both advection and diffusion, pertains specifically to the tracer particles, not the surrounding fluid particles.
If instead of focusing on tracer particles we consider the advection and diffusion of all particles in motion, as with sediment particles, then in this situation the average u i , representing both advection and diffusion, pertains to all particles intersecting a surface A, and the tracer concentration is replaced by the particle activity , that is, the volumetric concentration of particles in motion (Ancey, 2010; Furbish et al., 2012a; Ancey et al., 2015) . For example, with bedload transport in a turbulent shear flow, the average u i represents the average velocity of active particles intersecting a surface A, and the idea of an activity gradient pertains to all active bedload particles in the vicinity of A.
To initially illustrate this point, imagine that the unpainted particles in Figure 2 represent particles at rest during a small interval of time. The painted particles are active during this interval. In this situation the kinematics of tracer particles described above are identical to the kinematics of these active particles -which leads to the conclusion that a diffusive flux of active particles (versus a diffusive flux of just tracer particles) occurs in the presence of an activity gradient. We elaborate this point below.
Note that the preceding phenomenological description of a diffusive flux is entirely probabilistic in its construction. This flux of particles occurs simply in relation to the probabilities of particles moving to the right or left during a small interval dt, and the difference in the proportions of positive versus negative velocities of particles intersecting a surface A in the presence of a concentration gradient. This description requires no deterministic or dynamical arguments beyond appealing to the idea that particles move quasi-randomly with varying velocities, and that these velocities possess well-defined averages. Also, the description is entirely consistent with the precise definition (1) of the flux, which does not distinguish between advection and diffusion. We consider a more formal description of the diffusive flux in the next section.
Diffusion as an Approximation
A classic example Let us acknowledge that the idea of a diffusive flux is an approximation at any scale. To initially illustrate this point, consider the classic one-dimensional diffusion equation (Fick' With an initial condition c.x, 0/ consisting of a step function centered on x D 0, and boundary conditions given by c. 1, t/ D 1 and c.1, t/ D 0, the solution c.x, t/ of Equation (6) involves the error function, which, although vanishingly small as x ! 1 at a small time t > 0, nonetheless is finite at any finite distance, no matter how large (Figure 3 ). This implies the existence of molecular velocities approaching infinity, which is physically incorrect. Thus the idea that the physical behavior of the solute molecules is precisely described by diffusion is incorrect. This is an approximation. Our 'out' in this problem, of course, resides in the phrase 'vanishingly small'. That is, the solution c.x, t/, even for large x, is a very good approximation of solute behavior.
We now turn to a formulation of Equation (6) based on the Master equation, which formally illustrates the probabilistic basis of Equation (6) and the source of its approximate nature, SEDIMENT PARTICLE DIFFUSION 219 specifically in relation to descriptions of sediment particle motions.
The divergence form of the Master equation
The Master equation is a general kinematic expression of conservation of probability, which can be transformed into an expression of conservation of numbers of items, volume, mass, momentum, or energy. There are several ways to write the Master equation. Here we show the divergence form of this equation to illustrate the kinematics of nonlocal behavior in particle transport, and, in turn, why diffusion is an approximation.
Let f x .x, t/ [L 1 ] denote the probability density function of particle positions x. Thus f x .x, t/dx is the probability that a particle is within the small interval x to x C dx at time t. In turn, let r D x.t C dt/ x 0 .t/ denote a small particle displacement occurring during the interval dt, and let f r .r; x 0 , t/ D f r .r; x r, t/ denote the probability distribution of the displacements r originating at the position x D x 0 . That is, x and x 0 are physically the same coordinate; the prime is a concise way to denote the starting position at time t. We may then write the Master equation as
The left-hand side of Equation (7) represents the probability density function of particle positions x at time t C dt. That is, f x .x, t C dt/dx is the probability that a particle is within the small interval x to x C dx at time t C dt. The right-hand side of Equation (7) integrates over all possible displacements r involving all possible starting positions x 0 D x r. Thus this expression explicitly acknowledges that particles arriving at x at time t C dt started their motions at time t from all possible positions x 0 D x r both near and 'far' from x. As written, Equation (7) is scale independent, as no constraints are imposed on the form of the distribution of particle displacements, f r .r; x 0 , t/. Indeed, Equation (7) is the starting point for descriptions of transport from the atomic scale (e.g., Risken, 1984) to the galactic scale (e.g., Chandrasekhar, 1943) .
Moreover, Equation (7) provides an initial view of the idea of nonlocal behavior, in that conditions contributing to motions starting at x 0 may be different from those at x. In particular, the appearance of f x .x r, t/ D f x .x 0 , t/ within the integral accommodates differences in particle concentrations at positions x 0 D x r far from x, inasmuch as these differences influence the number of particles that arrive at x at time t C dt. The appearance of x 0 within the distribution of displacements, f r .r; x r, t/ D f r .r; x 0 , t/, explicitly indicates that this distribution, and thus the factors controlling the displacements r, may vary with position x 0 . Analogous to Equations (4) and (5), the Master equation (7) is a precise probabilistic expression of conservation, but it does not distinguish between advection and diffusion. These concepts emerge when we approximate Equation (7) with the Fokker-Planck equation, where diffusion represents an approximation of the nonlocal behavior embodied in Equation (7). This is the next topic.
The Fokker-Planck approximation
We now assume that the distribution of particle displacements f r .r; x 0 , t/ is continuous and peaked near x 0 , with finite first and second moments (i.e., it is not heavy tailed). We may then expand the integrand in Equation (7) as a Taylor series to second order, subtract f x .x, t/ from both sides, then divide by dt and take the limit as dt ! 0 to obtain the Fokker-Planck equation (e.g., Risken, 1984; Ebeling and Sokolov, 2005; Furbish et al., 2009a; Furbish et al., 2012a) , namely,
where the mean particle velocity is
rf r .r; x, t/ dr (9) and the particle diffusivity is
which we return to below. Note that the Fokker-Planck equation (8) 
which consists of advective and diffusive parts. In turn, we may recast the probability distribution f x .x, t/ in terms of a suitable description of particle concentration, c.x, t/, leading to (e.g., Furbish et al., 2009b Furbish et al., , 2012a 
where it is important to note that the diffusivity Ä x is inside the derivative. Importantly, Equation (12) has been derived separately by Ancey and Heyman (2014) specifically for bedload transport using an Eulerian approach that starts from discrete Markov process theory. We note that in this and subsequent papers addressing the significance of the form of Equation (12) (e.g., Ancey et al., 2015; Ancey, 2015, 2016; Heyman et al., 2016) , these authors use angle bracket notation (neglected here) to emphasize that u p and c are ensemble averaged quantities. The diffusive term in Equation (12) is an approximation of the nonlocal behavior embodied in the integral form (7) of the Master equation. That is, this term 'looks' upstream and downstream for variations in particle concentration and diffusivity, whose effects add to or subtract from the magnitude of the advective term. The diffusive term is an approximation because it is assumed that effects associated with variations in particle concentration and diffusivity decrease sufficiently rapidly away from x that it suffices to use just the first derivative to describe these variations. (A formal description of this point is provided by Risken, 1984, and Ebeling and Sokolov, 2005.) That is, these effects vanish before the first derivative changes significantly with respect to x. We further clarify this idea below after introducing the entrainment form of the Master equation.
Recall that the Fokker-Planck equation is based on the assumption that the distribution of displacements, f r .r, x 0 , t/, is not heavy tailed. To be clear, therefore, the idea of nonlocal transport does not require a heavy-tailed distribution of particle displacements or velocities, a view that differs from previous interpretations in the sediment transport literature (e.g., Foufoula-Georgiou et al., 2010; Ganti et al., 2010; Voller and Paola, 2010; Gabet and Mendoza, 2012) . Indeed, here we have arrived at a point where we can provide a precise definition of local versus nonlocal transport. We start by asserting that, inasmuch as particle motions involve deviations in velocities about a mean value -as opposed to having the idealized motion of a continuumthen in a physical sense only nonlocal transport exists. Particles moving across a surface at any instant in time, as in Equation (1), started their motions 'nonlocally' from many positions and previous instances, no matter how near or far away in space or time. The idea of 'local' transport therefore is purely mathematical, to mean what is happening instantaneously at a local coordinate position x; and we therefore prefer just to refer to 'particle transport'. In a mathematical sense, local transport simply refers to the idea that the flux can be expressed as a local function of x, and nonlocal transport refers to the idea that a mathematical description of the flux must involve a nonlocal function, for example, a convolution. Particle transport (adding the adjective 'nonlocal' if desired) can be approximated under the circumstances outlined above as a local mathematical expression, for example, a Fokker-Planck (i.e., an advection-diffusion) equation, or as a fractional advection-diffusion equation in the case of a heavy-tailed distribution of particle displacements or velocities (e.g., Schumer et al., 2009 ). Otherwise, a description of particle transport requires a nonlocal mathematical function (e.g., the integral form of the Master equation).
Here we re-emphasize the probabilistic basis of the ideas of advection and diffusion. Namely, the terms in the Fokker-Planck equation (8) representing these quantities are obtained specifically via the averaging involved in this approximation of the integral form of the Master equation (7), which does not distinguish between advection and diffusion.
Focusing on particle diffusion, note that Equation (10) is to be interpreted as the rate of change in the variance of particle displacements for those particles located at x at time t. This definition of the particle diffusivity Ä x therefore is Eulerian. It is specifically relevant to calculations of the contribution of diffusion to the particle flux at a fixed position x due to deviations in particle velocities about the average velocity, as described in this and the preceding sections. Moreover, Equation (10) is a purely kinematic definition of the particle diffusivity. It therefore provides no insight regarding the mechanisms of particle diffusion.
We now turn to the properties of the diffusivity Ä x in relation to Lagrangian descriptions of particle diffusion that focus on the statistics of particle displacements measured with respect to time. As described next, these Lagrangian measures provide insight regarding particle spreading that is particularly relevant to the behavior of tracer particles. Importantly, for classic fluid systems in which continuous, indefinite particle motions experience homogeneous, time-invariant conditions, a clear connection exists between Lagrangian and Eulerian descriptions of the diffusivity. This result resides in the fact that the statistically expected (time-invariant) behavior of an individual particle is the same as the statistically expected behavior of a great number of nominally identical particles subjected to the same conditions. This connection, however, is not as straightforward for the start-and-stop behavior of sediment particles, where the statistically expected behavior of an individual particle during its 'lifetime' between start and stop is distinct from that of all other particles, and is time dependent rather than time invariant.
Conventional measures of diffusion
One of the landmarks of early particle physics is the formulation of the random-walk behavior of Brownian motion provided by Einstein (1905) and von Smoluchowski (1906) . This behavior, named after Robert Brown (1827), who noticed the random-walk motions of particles released from pollen grains suspended in water, arises from the many collisions between the particle and the molecules of the surrounding fluid. The significance of Einstein's 1905 paper in many respects rivaled that of his paper in the same year on special relativity, as the explanation of Brownian motion provided confirmation of the existence of atoms and molecules (Newburgh et al., 2006) . Interestingly, it was not until more than a century later that Li et al. (2010) and Huang et al. (2011) provided the first direct observation of ballistic behavior suspected by Einstein, that the suspended particle undergoes an ordinary ballistic trajectory between successive collisions with the surrounding fast-moving atoms and molecules. (The direct observation of ballistic behavior involved in one case suspending a particle within a rarefied fluid to reduce the frequency of collisions to measurable values. Pusey (2011) provides a lovely narrative of the historical context for this discovery and its implications.)
The exchanges of momentum between a Brownian particle and the surrounding smaller fluid particles accelerate the Brownian particle. During a small interval of time 1 between two successive collisions, the Brownian particle moves in a ballistic trajectory. Over a larger time interval 2 involving many collisions, the trajectory of the Brownian particle becomes deflected due to, by chance, directional asymmetry in the many collisions; but the inertia of the particle gives some persistence to its motion, such that this motion is correlated from one interval to the next, albeit with a degree of randomness produced by the many collisions. After a sufficiently large time interval 3 , any correlation in the motion between successive intervals is lost, and the particle motion appears as a random walk. This is the motion that Brown observed and which Einstein described. In effect, this random walk behavior arises from discrete sampling of a continuous motion, where the sampling interval is much longer than the decorrelation timescale of the particle motion. (In the case of Brown's visual observations of pollen particles, the sampling interval is about 0.1 s; that is, the reciprocal of the eye-brain processing rate, or 'refresh rate', of about 10 images per second -much longer than the decorrelation timescale associated with O(10 20 ) collisions per second.) Let r. / D x p .t C / x p .t/ denote a particle displacement during the interval . We then define the average displacement as hr. /i D hx p .t C / x p .t/i, where the brackets denote an average over paired observations of coordinate positions for an individual particle or for many particles (Figure 4 ). In turn we define the mean squared displacement as
This indicates that, when sampled at time intervals 3 , inertial effects (ballistic and correlated motion) are not apparent, and the particle behavior appears as an uncorrelated random walk whose variance R x increases linearly in time . (13), showing eight discrete coordinate positions x p .t/ of a particle sampled at an interval t without reference to starting position or time. The average displacement hr. /i D hx p .t C / x p .t/i is calculated for all paired positions separated by the interval , in this example involving seven displacements ( D t, black), six displacements ( D 2t, red) and five displacements ( D 3t, green). The mean squared displacement R x . / similarly involves averaging over all paired positions separated by the interval . This may involve displacements for an individual particle or for many particles. The number of paired coordinate positions involved in the calculation decreases with increasing interval . This is referred to as Brownian (or Fickian or normal) diffusion where the diffusivity Ä x D .1=2/dR x =d . That is, particle spreading looks like molecular (Fickian) diffusion.
A brief aside is merited. First, this kinematic description of Brownian motion suffices for comparison with sediment particle behavior described below. For completeness we note that a dynamical treatment of Brownian motion is provided by the Langevin equation, which describes this motion in terms of Newton's second law, with the effect of particle collisions represented by a stochastic term. Second, the factor 2 in the Einstein-Smoluchowski equation (14) arises from its dimensionality. By convention, this factor appears in the definition (10) of diffusivity, canceling the 1=2 that otherwise would appear in the Taylor expansion leading to Equation (8). This makes the Fokker-Planck equation (without the advective term) look like Fick's second law (6), where in this expression Ä x is treated as a constant and thus appears outside the derivative.
For later reference, another version of Equation (13) is sometimes used specifically with sediment tracer particles. Namely, for a group of particles starting at
where now the brackets denote an average over the group of particles at time t ( Figure 5 ) rather than over all paired observations separated by the interval (Figure 4 ). For Brownian-like particles within a gas or liquid where motions continue indefinitely, the two measures of R x above are equivalent. Moreover, the behavior of R x for an individual particle is the same as that calculated for all similar particles. This generally is not the case for sediment particles that start and stop, as described below.
Letting r. / D u p for small 1 , substitution into Equation (13) followed by expansion leads to the conclusion that ballistic behavior is characterized by R x . / 2 . More A second landmark is the formulation of the behavior of continuous particle motions within a homogeneous turbulent flow provided by Taylor (1921) . This formulation is based on the autocovariance of the particle velocity; it is a Lagrangian perspective. We initially imagine a small neutrally buoyant particle, not subject to Brownian motion but with small Stokes number; it is thus an 'ideal' tracer particle that closely follows the surrounding fluid motion. Let u 0 p .t/ D u p .t/ u p denote a deviation about the average velocity u p . Then for a sampling interval T s the autocovariance is We now define a Lagrangian integral timescale as
which is a measure of the persistence ('memory') in the particle velocity signal; this also is referred to as the correlation timescale. (Although A x . / may or may not have an exponential form, L nonetheless is analogous to an e-folding time.) Then,
If the integral in Equation (18) converges (i.e., L is finite), then particle spreading appears as normal diffusion at a timescale t L . In this respect the integral timescale L is analogous to the timescale 3 for Brownian particle motions; that is, a measure of the interval over which correlation in particle motion is lost. If, however, the integral (18) does not converge, then this suggests the presence of long-term persistence in particle motion, a characteristic of superdiffusive behavior.
Note that Equation (17) readily can be generalized for many particle motions (Furbish et al., 2012a) , and represents an ensemble calculation in considering all paired observations separated by over all motions, regardless of starting times. This calculation is consistent with the classic description of the mean squared displacement R x . / embodied in Equation (13), focusing on homogeneous and time-invariant behavior. Also note that, within the context of bedload transport, inasmuch as variations in particle velocity are of the same order as the mean velocity u p (Roseberry et al., 2012; Furbish et al., 2012b ), Taylor's definition (19) of the particle diffusivity may be redefined as Ä x D 2 2 up L u p ı as suggested by (Phillips, 1991) , where ı u p L [L] is a characteristic distance of motion over which the autocovariance C. / is significant, and is similar in magnitude to the mean hop distance (Furbish et al., 2012c) .
Momentarily returning to the touchstone provided by Brownian motion, note that a Brownian particle within a gravitational field experiences continuous acceleration. But in the absence of gravity (e.g., Haung et al., 2011) the Brownian particle is accelerated only during the impulse of collision with a surrounding particle, so its trajectory is a straight line with constant velocity between collisions -the source of ballistic behavior (i.e., R x 2 ). In contrast, a neutrally buoyant particle suspended within a fluid is strongly coupled with the turbulent fluid motion and therefore is continuously accelerating. A bedload particle likewise is strongly coupled with the surrounding fluid motion, and it is thus subject to continuous accelerations associated with turbulent fluid motions in addition to impulses associated with collisions with the bed. Taylor (1921) shows that ballistic-like behavior is expected at short times . But with strong particle-fluid coupling with small Stokes number, this is not true ballistic behavior in the sense of a Brownian particle moving through a vacuum between successive collisions. It is for this reason that we refer to the behavior R x 2 associated with a bedload particle as being 'ballistic-like' rather than ballistic (Furbish et al., 2012c) .
Let us here examine an important point that is not fully reflected in the sediment transport literature. As summarized by Fathel et al. (2016) , Einstein, von Smoluchowski and Taylor were quite clear that their measures of particle diffusion describe the statistically expected spreading of an individual particle whose motion continues indefinitely, and whose behavior is fully representative of ensemble behavior, including the associated property of time invariance. By this we mean the following. The mean squared displacement R x . / and the velocity autocorrelation function A x . / calculated for an individual particle are the same as those calculated for any other identical particle and surrounding fluid. Moreover, if we imagine setting t D 0 at any instant in the random-walk lifetime of a particle, its statistically expected spreading behavior measured from any such instant is the same. For these reasons the measures (13) and (15) yield identical results for particles subjected to statically homogeneous, time-invariant conditions. Formally, the joint probability density function f xp.t/,xp.tC / OEx p .t/, x p .t C / is invariant with respect to an arbitrary translation in time t for all intervals . Moreover, the joint probability density function f u 0
is invariant with respect to a translation in time t for all . This is quite different from the expected behavior of sediment particles that start and stop during transport: specifically, bedload particles. The expected spreading behavior of an individual bedload particle varies during its random-walk lifetime, and this behavior also varies from one particle to the next. That is, the statistically expected behavior of an individual bedload particle is not the same as that of any other particle nor that of the ensemble, and it is not time invariant. Whereas ballistic-like behavior may be expected for an individual particle or group of particles using the ensemble calculation (13), the appearance of ballistic-like or anomalous behavior using the tracer calculation (15) is an inhomogeneous time-dependent aspect of particle spreading at small timescales. These points are illustrated below.
Application to Experimental Measurements of Bedload Transport
Here we focus on bedload particle motions measured from high-speed imaging of coarse sand transported under equilibrium conditions in a flume experiment. We closely follow the presentation of Fathel et al. (2016) , elaborating points covered in this paper. Details of the experiments are provided by Roseberry et al. (2012) , Furbish and Schmeeckle (2013), Fathel et al. (2015) and Fathel et al. (2016) , and are not repeated here. The bed material used in the experiments is a uniform, coarse sand with diameter D D 0.05 cm. The high-speed (250 Hz) imaging captures a 7.57 cm (streamwise) by 6.05 cm (cross-stream) area of the bed, with a corresponding resolution of 1280 1024 pixels. Particle tracking over 5 s (Run 1) and 2 s (Run 2) of imagery is performed using the open-source software ImageJ. Approximately 95% of the particles in motion are tracked. For Run 1 we use more than 150 000 particle coordinate positions involving more than 10 000 active particles. For Run 2 we use nearly 170 000 particle coordinate positions involving more than 11 000 active particles. In addition, we identify approximately 4000 complete hops (measured start-to-stop) for Run 1 and approximately 3500 hops for Run 2. These large datasets involving sub-pixel resolution from frame-by-frame tracking (versus automated tracking) provide high-fidelity characterization of particle motions, notably including resolution of small motions that dominate the probability distributions of particle velocities, hop distances and associated travel times (Fathel et al., 2015) .
As a backdrop to the descriptions below, Nikora et al. (2002) provide a useful analogy between the random-walk behavior of bedload particles and the timescales of Brownian particle motions. In particular, they suggest the presence of three characteristic timescales. The shortest ('local') timescale is associated with successive particle-bed collisions. Inasmuch as motion between collisions involves an approximately constant velocity, then one may anticipate a ballistic-like behavior. (As described above, because particle motion is strongly coupled with fluid motion, this cannot be a true ballistic behavior in the sense of a Brownian particle [Furbish et al., 2012c] .) An intermediate timescale is associated with particle hops measured start-to-stop, involving a few to tens of particle-bed collisions. This constitutes the random-walk behavior of active particles. A long ('global') timescale is associated with hops and intervening rest times, where rest times, because they typically are much longer than hop times, exert a dominant influence on spreading behavior.
In detail, hop distances and travel times have distributions that typically are dominated by small values (Martin et al., 2012; Roseberry et al., 2012; Fathel et al., 2015) . In the experiments described here, for individual particles the local timescale spans milliseconds to tenths of a second, and the intermediate timescale (i.e., total travel times) spans hundredths of seconds to several seconds. The average travel time is 0.10 s but varies up to about 2 s, and the average hop distance is 0.5 cm but varies up to nearly 8 cm. Here we re-emphasize that our focus is on the spreading behavior associated with local and intermediate timescales; that is, the SEDIMENT PARTICLE DIFFUSION 223 behavior of active particles (not including effects of rest times on spreading).
The random-walk behavior of an individual bedload particle is statistically distinct. Its behavior as measured by its mean squared displacement R x . / and its velocity autocorrelation function A. / is unlike that of other bedload particles or an imagined ensemble behavior mimicking Brownian-like particles or particles suspended within a turbulent flow (Fathel et al., 2016) . This result resides in the fact that particle travel times are too short for the stochastic signature of individual particle-fluid and particle-bed interactions to become statistically similar to those of other particles. Consider a short hop versus a long hop. Each undergoes an initial phase of mostly positive acceleration, perhaps followed by an intermediate phase of fluctuating velocity, and then a final phase of mostly negative acceleration. This gives a time dependency in the the statistically expected behavior, whether the hop is short or long. (Also note that short hops may not experience an intermediate phase.) But in comparing this behavior -any of its phases -for the short hop with that of the long hop, the expected behaviors are distinct. Not only are the durations of the phases different, but also, the expected variations in velocity (and accelerations) are different. For example, on average, short hops do not accelerate to the same 'peak' velocities of long hops; and the expected magnitude of fluctuations in velocities differs. This also means that the velocity covariance structure of an ensemble of short (equal) hops is different from that of an ensemble of long (equal) hops. Moreover, the expected behavior of a short hop is not the same as a segment with the same distance and duration selected from a long hop.
With respect to the mean squared displacement R x . /, this quantity primarily reflects the effect of a dominant harmonic in the motion of the particle, which arises simply because the particle starts from a state of rest then stops, with one or more intervening peaks in velocity (Furbish et al., 2012c) . For example, the mean squared displacement R x . / for an individual particle whose dominant harmonic has a period T D T p characteristically shows ballistic-like behavior at small followed by a transition associated with its correlated random walk, then a well-defined peak followed by, distinctively, a decline toward zero (Figure 6 ). The shape of this function is well described by the mean squared displacement calculated Figure 6 . Plot of calculated (circles) and theoretical (solid lines) values of the mean squared displacement R x . / versus time interval for individual particle motions whose dominant harmonics have periods T D T p and amplitudes A. Dashed red lines have log-log slopes of 1 (blue) and 2 (red). Modified from (Furbish et al., 2012c) , with permission of the American Geophysical Union.
for a single sinusoid with period T and amplitude A coinciding with the dominant harmonic, with the ballistic-like regime given by .2 2 A 2 =T 2 / 2 (Furbish et al., 2012c) . Particles whose dominant harmonic has a period that is a fraction of T p exhibit a similar behavior. Moreover, the decline in R x . / reflects that the average deviation about the mean displacement near the end of the particle motion, calculated for lags approaching the particle travel time T p , by definition must approach zero.
To be sure, the mean squared displacement of an individual Brownian particle calculated for a finite sampling interval T s exhibits a similar behavior, increasing with , reaching a peak, then declining toward zero as ! T s . However, this is an effect of the finite sampling interval, not a harmonic signal. As T s ! 1, the mean squared displacement increases indefinitely. Thus this distinctive behavior of bedload particles (with finite T p ) is at odds with that of Brownian particles (or turbulently suspended particles) whose motions continue indefinitely. For comparison, experiments (Li et al., 2010; Huang et al., 2011) reveal that the form of R x . / for a Brownian particle includes the ballistic regime (˛D 2) described by .k B T =m / 2 , where k B is Boltzmann's constant, T is temperature and m is the effective particle mass, followed by an inertially influenced transition (1 <˛< 2) to the normal regime (˛! 1). In these experiments the peak and the decline to zero as ! T s observed with sediment particles are replaced with a plateau in R x . / due to effects of the optical trap used to contain the Brownian particle (Huang et al., 2011) .
With respect to the velocity autocorrelation function A x . /, this function similarly is unique to each particle, usually reflecting the dominant harmonic in the particle motion (Fathel et al., 2016) . In practical terms, the time series of individual hops typically are too short (for a 0.004 s sampling interval) to assess general behavior in the autocorrelation function (but see Martin et al., 2012 , concerning the behavior of particles that move long distances over a fixed bed). In contrast, the autocorrelation function of a Brownian-like particle (or turbulently suspended particle) calculated from an arbitrarily long interval T s is identical to that calculated for other identical particles, as all are subjected to the same statistically homogeneous conditions. Examples are provided by Li et al. (2010) and Huang et al., (2010) .
The mean squared displacement calculated for a group of particles involves two algorithms. The first, an estimate of ensemble behavior, uses Equation (13) and averages over all paired observations of coordinate positions (for all particle motions) associated with the intervals , without reference to when particle motions started (e.g., Furbish et al., 2012c , Martin et al., 2012 . The second algorithm, which we refer to as a 'tracer' calculation, uses Equation (15) and averages over all particles (rather than over all paired observations), where particles are envisioned as starting at x p .0/ at time t D 0 (e.g., Bialik et al., 2012 Bialik et al., , 2015 Fan et al., 2016) . These algorithms lead to very different results for bedload particles, whereas they yield identical results for Brownian-like particles subjected to statistically homogeneous, time-invariant conditions.
The ensemble calculation of R x . / involving all motions reveals ballistic-like behavior at small , similar to the plots of R x . / for individual particles (Figure 7) . Then, over small to intermediate , the exponent˛> 1 suggests an apparent superdiffusive behavior. The slope of R x . / then declines and approaches˛D 1 with increasing , indicating normal diffusive behavior. Finally, similar to the plot of R x . / for individual particles, R x . / reaches a peak then declines towards zero with increasing , as the sample size of paired observations also decreases with increasing . Plot of calculated values of the mean squared displacement R x . / versus time interval using all motions (Run 1, black circles; Run 2 gray circles) and using only completed hops (Run 1, black triangles; Run 2, gray triangles). Dashed lines have log-log slopes of 1 (blue) and 2 (red). Reproduced from (Fathel et al., 2016) . Figure 8 . Plot of calculated values of the mean squared displacement R x .t/ using (15) versus time t using only completed hops for Run 1 (black circles) and Run 2 (gray circles). Dashed lines have log-log slopes of 1 (blue), 2 (red) and 4 (black). Reproduced from (Fathel et al., 2016) .
The apparent superdiffusive behavior (˛> 1) represents the collective effect of correlated (sinusoidal) random walks of particles, which are randomized by particle-fluid and particle-bed interactions (Furbish et al., 2012c) . As the motions become increasingly randomized with longer travel times, they tend towards normal diffusion (˛D 1). The slope of R x . / from Run 2 approaches normal diffusion more quickly than Run 1. This is likely due to the higher activity in Run 2, where moving particles have more interactions with the bed and other active particles. Importantly, for comparison, the ensemble calculation of R x . / using only those particles that completed full hops (start-to-stop) yields virtually identical results (Figure 7) . This is expected, as these hops represent a sample of all possible particle motions, incomplete segments of which contribute to the full set of measured motions. In contrast, in treating these full hops as tracer particles, the tracer calculation of R x .t/ using Equation (15) yields both apparent superdiffusive (Run 1) and apparent super-ballistic (Run 2) behavior (Figure 8) .
The essential reason for this apparent anomalous behavior is contained in the joint probability distribution of particle hop distances L x and associated travel times T p . As described by Fathel et al. (2015) and Furbish et al. (2016a) , the relationship between these quantities is
where a [L T 2 ] denotes a characteristic acceleration and " denotes a stochastic deviation about the expected hop distance. Importantly, the quantity " is heteroscedastic in arithmetic space, and approximately homoscedastic in log-log space (Figure 9 ). This means that the local variance in hop distance for a given travel time, denoted as V " , increases with T p as
with exponent b > 1 (see Appendix). This result influences the mean squared displacement R x , as follows (Fathel et al., 2016) . Particle hop distances in both experiments are distributed as a Weibull distribution with shape parameter k < 1, such that the majority of hops involve short displacements (Fathel et al., 2015; Furbish et al., 2016b) . Now, whereas there is not a direct correspondence between R x .t/ and V " .T p / for t D T p , this correspondence is exact for the subset of particles that come to rest within an interval T p to T p C dT p . Moreover, particles that move beyond this interval (eventually stopping at longer total travel times) are likely distributed in a manner at t D T p that is similar to those particles stopping within the interval. We may therefore assume that R x .t/ V " .T p / for t D T p . This means that at short times the tracer calculation of R x .t/ on average 'sees' a small variance about the expected travel distance from many particles. With increasing time this calculation sees an increasing variance about the expected distance dominated by fewer particles with larger travel times. The tracer calculation therefore reflects the behavior of mostly short hops (and the early stages of longer hops) at small times, and the behavior of increasingly longer hops with increasing time. This behavior is neither statistically homogeneous nor time independent. Moreover, the calculation of the average displacement with increasing time is such that the expected time-average velocity hL x =T p i also increases. This is not an average velocity in the sense of 'advection' involving a mean motion with superimposed, homogeneous diffusion. For these reasons, Fathel et al. (2016) refer to the behavior represented in Figure 8 as inhomogeneous diffusion rather than anomalous diffusion.
This inhomogeneous diffusion certainly represents the spreading of tracer particles; and although the mean squared Figure 9 . Plot of hop distances L x versus travel times T p for Run 1 showing log-log slope of 2 (gray line). Modified from (Fathel et al., 2015) , with permission of the American Geophysical Union. displacement has the signature of anomalous diffusion, this behavior is not anomalous diffusion as normally envisioned in physics. It is specific to the tracer calculation of R x , which 'starts' the particles at the same time and averages over particle displacements rather than all paired positions separated by the interval . This characterization of particle spreading therefore does not survive an arbitrary translation with respect to time. The apparent superdiffusive (Run 1) and apparent super-ballistic (Run 2) behaviors primarily reveal the nonlinear rate of increase in the local variance of particles displacements as reflected in the distribution of hop distances L x versus travel times T p (Figure 9 ).
Turning to the velocity autocorrelation function A x . /, we may calculate this function for all motions without regard to starting times (Figure 10 ). Numerical integration of the functions A x . / reveals rapid convergence to fixed timescales for these experiments. However, although these nominally represent Lagrangian timescales, it remains unclear whether these timescales can be used in calculating particle diffusivities as Taylor intended. In both cases the lag-one value of A x . / is substantially less than one, and the second and higher lags then decay exponentially more slowly than would be anticipated based on the lag-one value (Fathel et al., 2016) . This behavior also appears in calculations of A x . / for individual particles, and in similar data averaged over many particles (Martin et al., 2012) . In addition to representing an unstructured noise in the velocity signals of individual particles, this behavior also is the signature of a mixture of velocity signals with different covariance structures (and degrees of persistence), reflecting the point made above, that particle travel times are too short for the stochastic structure associated with individual particles to become statistically similar to those of others. Moreover, values of A x . / with increasing lag are increasingly represented by fewer particles with travel times T p . The significance of these functions therefore is that their convergence is consistent with a normal diffusive behavior; that is, lacking any long-term memory in collective velocity behavior -a result that cannot be readily inferred from the autocorrelation functions of individual particles.
We note that Taylor's definition (19) of the diffusivity does not care about the form of the autocorrelation function A x in Equation (18), only that it converges (i.e., the integral is finite). We further note that there is considerable interest in the literature concerning fluid suspensions for using Tay- lor's formulation as the basis for the appropriate definition of the particle diffusivity (Reeks, 1991; , 1993; Mito and Hanratty, 2002; Lecrivain and Hampel, 2012) , versus definitions of the diffusivity that have grown from Prandtl's mixing length hypothesis (e.g., Furbish, 1997, pp. 370-376) . But this effort appeals to time-invariant conditions associated with turbulence, not the start-and-stop behavior of bedload particles. Thus we suspect that the calculation (integration) should in fact involve a weighting of the proportions of the particle motions representing different travel times,or that the particle diffusivity can be related more simply to the mean particle velocity u p (Furbish et al., 2012c) as suggested by Phillips (1991) . This remains an open question.
Let us place these results involving the tracer calculation of R x in the context of describing tracer particle diffusion. In these experiments the longest measured travel times are about 1.3 s, and the average travel times are 0.11 s (Run 1) and 0.16 s (Run 2). Thus any apparent anomalous behavior represents a small proportion of the total duration of particle spreading that occurs in a flume experiment or a river. In practical terms, tracer diffusion over the global timescale defined by Nikora et al. (2002) is dominated by effects of rest times, including temporary sequestration due to surface-subsurface exchanges (e.g., Martin et al., 2012 Martin et al., , 2014 Voepel et al., 2013; Pelosi et al., 2014) , for which there is theory and experimental evidence to expect emergent anomalous behavior. In our experiments, apparent anomalous diffusion at the intermediate timescale of particle hops is a brief transient behavior preceding the onset of effects of rest times on the spreading of a plume of particles.
In practical terms the ensemble calculation of R x . / is appropriate for describing particle diffusion in relation to the particle flux. As in the section on 'Particle flux', above, envision a cloud of particles moving with varying velocities through a surface A normal to the x-axis under conditions of steady transport. For a sufficiently large surface A, the particles intersecting this surface at time t represent a sample of all velocity states in proportion to all stages of motion during hops, whether these involve (mostly) short or long travel times, and regardless of when motions started. That is, these particles represent the ensemble distribution of particle velocities for given sediment properties and macroscopic flow conditions. The ensemble calculation of R x , which is based on all paired observations of coordinate positions associated with the intervals , without reference to when motions started, thus provides an appropriate description of the rate of spreading of these particles within the vicinity of A. Inasmuch as this reflects approximately normal behavior, then this calculation may be used to estimate the particle diffusivity Ä x in relation to the diffusive flux (e.g., Bohorquez and Ancey, 2015; Heyman et al., 2014 Heyman et al., , 2016 Fathel et al., 2016) .
The diffusive particle flux describes effects of spatial variations in the concentration of active particles, notably including patchy fluctuations in the concentration Ancey et al., 2015) , and therefore this flux is particularly relevant to nonuniform transport conditions. For example, Bohorquez and Ancey (2015) coupled the Saint-Venant-Exner equations with a stochastic formulation of transport involving diffusive effects, and demonstrated that under supercritical conditions antidunes with upstream migration grow as an absolute instability, where the maximum growth rate occurs at a finite wavelength in the presence of particle diffusion. Prior to this, Kahn (2011) used the flow model of Smith (1970) to examine the implications of diffusive transport in selecting the initial wavelength of sand ripples under low Froude number conditions, and suggested that the effect of diffusion is a sufficient condition leading to preferred wavelength selection at the ripple scale, as particle diffusion introduces a phase shift in the flux that suppresses growth of small wavelengths. In addition, Bohorquez and Ancey (2016) recently showed that diffusion significantly contributes to the flux based on a reanalysis of published experimental data concerning the downstream increase in particle activity associated with a step change in the bed stress, and in relation to bed scour associated with a step decrease in the sediment feed. These examples reflect a growing interest in the nature and consequences of bedload particle diffusion , including particle diffusion in laminar flows (e.g., Seizilles et al., 2014) .
Diffusion Effected by Spatial Gradients in Particle Entrainment
Diffusive flux
The previous sections focused on diffusion associated with spatial variations in particle concentration as measured by particle activity. Here we turn to the idea of diffusion associated with variations in particle activity produced by variations in the particle entrainment rate.
Reconsider the uniform tube containing particles as illustrated in Figure 2 . Instead of imagining that the particles are continuously moving as before, let us now imagine that the particles momentarily are at rest. Further suppose that the tagged (black) particles represent those which are entrained during a small interval dt and move with equal probability to the right or to the left. Consider any surface A normal to x. In the presence of a variation (gradient) in the number of particles entrained during dt, the number entrained to the immediate left of A is greater than the number entrained to the immediate right of A. This means that more particles move to the right across A than to the left across A. This difference represents a diffusive flux effected by a gradient in particle entrainment (Figure 11 ). Moreover, if E denotes the rate of particle entrainment, this flux is directly proportional to the gradient dE=dx, as this gradient is a measure of the difference in the number of particles that move to the right or left across A. In the absence of a gradient (dE=dx D 0) an equal number of particles entrained during dt moves to the right and to the left across A with zero net flux.
In this perspective of diffusion, and in contrast to the material presented above, particle velocities and variations in velocity do not directly figure in the transport rate, as this perspective neglects details during particle motion, focusing instead on travel distances. Thus, for a given distribution of travel distances, the transport rate principally is determined by the rate E at which particles are entrained. We now turn to a formulation of the entrainment form of the Exner equation, which formally illustrates the probabilistic basis of these ideas.
The entrainment form of the Exner equation
The entrainment forms of the flux and the Exner equation are particularly useful for illustrating the idea of local versus nonlocal transport, and why diffusion is an approximation of nonlocal behavior. The formulation is relevant to transport on hillslopes and in rivers. For simplicity, we present the formulation here assuming transport occurs only in the positive x direction (which is a very good approximation of river conditions), but with the understanding that the formulation readily can be generalized for bidirectional motions. Then, because of its simplicity and clarity, we focus on the example of particle transport by rain splash in the next section. Following the development of Furbish et al. (2016a) , let Á.x, t/ [L] denote the elevation of the sediment surface. Then, in its simplest form the Exner equation is (Tsujimoto, 1978) 
Here, c b D 1 is the volumetric particle concentration of the sediment surface, where is the porosity, E.x, t/ [L T 1 ] is the volumetric rate of particle entrainment per unit surface area, and D.x, t/ [L T 1 ] is the volumetric rate of particle deposition per unit surface area.
We now let L x denote a particle hop distance measured start-to-stop, and we let T p denote the associated travel time. These quantities are jointly distributed as f Lx ,Tp .L x , T p ; x 0 , t 0 /. In addition, assuming motion in only the positive x direction, note that L x D x x 0 and T p D t t 0 for a particle whose motion starts at position x 0 < x at time t 0 < t. We now write the deposition rate in terms of the entrainment rate, giving (Furbish et al., 2012a (Furbish et al., , 2016a 
23) The inner integral in Equation (23) accumulates motions over all possible starting positions x 0 , and the outer integral accumulates them over all possible starting times t 0 . Thus, like the divergence form of the Master equation (7), this nonlocal expression explicitly acknowledges that particles contributing to the local rate of change in the surface elevation at position x at time t started their motions at all possible upstream (or upslope) positions x 0 at previous times t 0 . As written, this expression therefore is scale independent. Moreover, Equation (23) is a precise probabilistic description of particle conservation, but it does not distinguish between advection and diffusion.
The Fokker-Planck-like approximation Like the divergence form of the Master equation, Equation (23) can be approximated as a Fokker-Planck-like equation. Namely, with a change of variables followed by a Taylor expansion to second order, one obtains (Furbish et al., 2012a; Furbish et al., 2016a) 
In turn, the flux is
Here it is important to recognize that L 2 x is the raw variance of the hop distances; that is, the second moment measured about the origin, rather than the ordinary variance measured about the average.
The diffusive term in Equation (25) is an approximation of the nonlocal behavior embodied in Equation (23). In effect this term 'looks' at conditions upstream of x, and takes into account the effect of variations in these conditions relative to those at x. This term is not diffusive in the classic sense of molecular diffusion. Although it describes effects of spatial variations in active particle numbers (via E) and deviations in particle velocities about the average (via L 2 x ), as in molecular diffusion, it is more accurate to think of this term as modulating the advective term in Equation (25). Moreover, this approximation is very good so long as L x 1 (Furbish et al., 2016a) , where the characteristic length scale 1 is defined as
which is a measure of the distance over which the gradient d.EL 2 x /=dx changes. Inasmuch as the numerator in Equation (26) is constant over a distance 1 L x , then in the limit of 1 ! 1, Equation (24) becomes an exact approximation of Equation (23).
Note that for uniform, quasi-steady conditions Equation (25) . The activity form focuses on instantaneous (kinematic) conditions, whereas the entrainment form neglects details during motion, focusing instead on the outcome as measured by particle hop distances. The activity form is most closely related to classic, continuum formulations of advection and diffusion, as the particle activity, analogous to the particle concentration, derives from the probability that a particle is or is not in motion at any instant. The entrainment form is intrinsically (and historically) specific to sediment problems, as it places particle entrainment and disentrainment front and center, as opposed to classic systems in which particle motions continue indefinitely.
In the case of bedload transport, unlike a gas particle system, a diffusive flux generally does not occur in the absence of advection. Bedload diffusion therefore is akin to mechanical dispersion in porous media transport, where the hydrodynamic dispersion coefficient normally is expressed as a function of the mean fluid velocity. That is, setting aside molecular-scale diffusion, variations in fluid velocity contributing to particle dispersion in a porous medium do not occur in the absence of a Darcian velocity. In contrast, diffusion can occur with rain splash transport in the absence of advection. We now turn to this topic to illustrate effects of variations in particle entrainment.
Application to Measurements of Rain Splash Transport
There is a long record of laboratory and field-based experimental work concerning rain splash transport, and it is significant that this work has purposefully distinguished particle entrainment ('particle detachment') in relation to soil properties and raindrop/rainfall energetics from particle ejection patterns and travel distances. For example, in seminal work on this topic Sharma and Gupta (1989) and Sharma et al. (1991) demonstrated how the total particle mass ejected during drop impact systematically increases with drop momentum (or kinetic energy) in excess of a threshold momentum needed to initiate particle detachment associated with the cohesion of the loamy sand to clay soils they studied. In turn, much attention has been given to the nature of the distribution of particle travel distances on both horizontal and inclined surfaces (Wright, 1987; van Dijk et al., 2002; Mouzai and Bouhadef, 2003; Leguédois et al., 2005; Legout et al., 2005; Furbish et al., 2007; Dunne et al., 2010; Ghahramani et al., 2012; Long et al., 2014) . This work falls squarely within the probabilistic framework described above, as these two elements -entrainment and travel distances -are the essential ingredients of the general expression (23) of the volumetric sediment flux.
Recent work involving high-speed imaging of the splash process associated with individual drops (Furbish et al., 2007; Long et al., 2014) reveals important details of the physics involved: the dynamics of the drop during its impact and radial spreading about the impact center; the entrainment of surface particles during this spreading, notably their acceleration and ejection involving both particle-particle collisions and the entrainment of particles by fluid; the role of particle size on absorbing part of the drop volume during impact; effects of surface tension on particle ejection; and importantly, the asymmetry in both the number and travel distances of particles ejected in the downslope versus upslope direction leading to a downslope drift in particle motions. Moreover, the recent synthesis of theory and experiments by Dunne et al. (2010) provides a clear picture of how this drift translates to transport that is proportional to the local land surface slope, where the rate constant is set by raindrop intensity, the distribution of raindrop sizes, and soil factors that influence particle detachment.
In this problem, the probability distribution of particle travel distances can be measured directly. For example, on a horizontal sediment surface, travel distances associated with individual drops tend to be exponentially (radially) distributed (e.g., van Dijk et al., 2002; Furbish et al., 2007) . This gives way to an asymmetric distribution on an inclined surface, where the mean motion represents the downslope particle drift.
To our knowledge, no one has tracked the motions of individual particles undergoing splash (which would be quite difficult). A description of particle spreading based on a calculation of the mean squared displacement, as described above in the section on 'Application to Experimental Measurements of Bedload Transport', is impractical. Nonetheless, one can envision that on a flat surface with a uniform entrainment rate (i.e., uniform rainfall and detachment) individual particles undergo random walks composed of successive splash trajectories -some involving small displacements during particle-particle collisions at a drop front, most involving relatively long displacements by ejection from the drop impact -separated by rest times of varying duration. That is, except for particles within the sediment layer moving in response to a granular pressure wave immediately next to a drop impact, most motions are entirely ballistic, start-to-stop. The magnitude and direction of successive ballistic trajectories are mechanically unrelated; their occurrence depends entirely on the randomness with which particles are whacked and ejected by raindrops. Thus, following their ballistic behavior (which occurs within 0.1 s (Furbish et al., 2007) ), particles experience an uncorrelated random walk composed of exponentially distributed travel distances, with intervening rest times.
With respect to collective particle motions, let us first consider the idea of local versus nonlocal transport. We start by defining a second characteristic length scale 2 as
which is a measure of the distance over which factors controlling transport (i.e., EL 2 x ) significantly change. Now, because L 2 x is the raw variance we may assume that L 2 x L x 2 . Using the definition (28) of the length scale 2 , Equation (25) becomes
which illustrates that only the advective term in Equation (25) is involved if L x 2 . In turn, the theory and experiments described above yield the result that L x K jSj, where K [L] is a coefficient and S D @Á=@x is the land surface slope. Momentarily assuming a uniform entrainment rate E, then 2 jSj=jdS=dxj and Equation (29) becomes
with C Á D @S=@x. For K 0.1 m (e.g., Furbish et al., 2007) , any (nonlocal) contribution to the flux involving the term with K would require an unrealistically large land surface concavity C Á . In turn, upon letting D D EK [L 2 T 1 ] and using L x K jSj, the leading (advective) term in Equation (30) retrieves the conventional local expression of slope-dependent transport for rain splash, namely,
where the diffusivity D represents the rate constant mentioned above, as elaborated by Furbish et al. (2007 Furbish et al. ( , 2009a and Dunne et al. (2010) . A brief aside is merited. Using these results the Fokker-Planck equation (24), neglecting the diffusive term, becomes @Á=@t D Ä x @ 2 Á=@x 2 with Ä x D D=c b ; that is, a diffusion equation with respect to land-surface elevation Á. For this reason, rain splash transport often is referred to as being a diffusive process whose effect is to smooth bumps and divots. It is interesting to note, therefore, that when viewed through the Figure 12 . Experimental demonstration of rain splash diffusion showing (A) impact cratered surface and (B) profile of sand mound produced during simulated 1 h rainfall with intensity of (left) about 0.64 cm min 1 over mound crest increasing to (right) about 2.7 cm min 1 . Crest is higher than original horizontal surface; mound geometry changed little during latter part of experiment and likely reflects approximate balance of opposing fluxes associated with variations in grain activity and surface slope. From (Furbish et al., 2009a) , with permission of the American Geophysical Union.
SEDIMENT PARTICLE DIFFUSION 229 probabilistic lens of the Fokker-Planck equation at the scale of the mean particle travel distance, Equation (31) actually represents an advective flux that happens to vary linearly with land surface slope.
Turning to effects of variations in the entrainment rate E,
, where the prime denotes a deviation about the average. Then, with L x D KS D K dÁ=dx, and assuming that L 0 x 2 is approximately constant, Equation (25) may be written as
where we have combined terms of order O.S 2 /, assuming small slope S.
The second term on the right-hand side of Equation (32) reveals that variations in the entrainment rate E effect a particle flux. For example, laboratory experiments involving simulated rain on sand reveal how spatial variations in drop impact intensity (impacts per unit area per unit time) effect a diffusive flux of sediment from sites of high intensity toward sites of lower intensity (Childs, 2008; Furbish et al., 2009a) (Figure 12 ). This is the essential basis of the hypothesis that differential rain splash beneath the leaf canopy of a desert shrub -from high intensity just outside the canopy to low intensity near the shrub stem -contributes to the growth of a soil mound beneath the shrub (Parsons et al., 1992; Wainwright et al., 1995; , 1999; Furbish et al., 2009a) and its behavior as a 'resource island' (Schlesinger et al., 1990; Abrahams et al., 1995; Schlesinger and Pilmans, 1998; Ridolfi et al., 2008; Furbish et al., 2009a) . Whereas diffusion normally is a smoothing process, here it is a roughening process (at the mound scale).
Moreover, depending on the signs of @Á=@x and @E=@x in Equation (32), the flux q x may involve reinforcing or opposing terms. This is the essential basis for suggesting that a soil mound does not grow indefinitely, that a point is reached where the slope-dependent outward drift of sediment (once a mound is developed), represented by the first term on the right side of Equation (32), approximately balances the inward flux associated with variations in entrainment rate, represented by the second term on the right-hand side of Equation (32) (Childs, 2008; Furbish et al., 2009a) (Figure 12 ).
The Problem of Rarefied Transport Conditions
For historical reasons the idea of particle diffusion (e.g., Fick's laws) normally is presented in phenomenological terms within the context of continuum mechanics,that is, where intensive material quantities such as the particle concentration satisfy the continuum hypothesis. In many natural and experimental settings, however, sediment particle motions are mostly patchy, intermittent, and rarefied -conditions that are at odds with conventional continuum-based descriptions of sediment transport. The descriptions of diffusion presented above pertain to continuum conditions but, importantly, the probabilistic basis of these descriptions is broader. Namely, the divergence and entrainment forms of the Master equation do not assume at the outset that sediment transport satisfies the assumptions of a continuum behavior (Furbish et al., 2016a) . This provides an opportunity to consider the effects of rarefied conditions that typically occur at low to moderate bedload transport stages in rivers and during rainstorms that produce particle splash on hillslopes -including the extent to which continuum formulations of streambed or land surface evolution involving continuously differentiable functions are adequate. This is particularly relevant to coarse-sediment rivers in which sediment transport predominantly occurs as bedload close to threshold (e.g., Pitlick and Cross, 2002; Mueller et al., 2005 , Phillips and Jerolmack, 2016 , Papangelakis and Hassan, 2016 ; that is, where rarefied conditions likely are the norm.
This topic is considered in some detail by Furbish et al. (2016a) . Here an abbreviated version suffices. We start with examples that illustrate transport under rarefied conditions, then turn to an interpretation of the instantaneous flux involving the idea of a sediment 'ensemble' (e.g., Furbish et al., 2012a; Fathel et al., 2015) . The essential points that we make in this section are these: Under conditions of rarefied, intermittent transport, formulations of the particle flux and its divergence using continuously differentiable equations are abstractions that represent the statistically expected behavior of ensemble-value fields, or, that we are envisioning (for any particular realization) spatial or temporal averaging at scales that may be larger than important scales of interest. An important challenge therefore consists of clarifying how the uncertainties in these formulations due to rarefied conditions translate to predictions of sediment surface evolution, and the conditions and scales for which continuum averaging is appropriate. Indeed, Heyman et al. (2014) illustrate that scale-dependent spatial fluctuations in particle activity can significantly influence average transport conditions, and pointedly question the use of averaged equations to describe bedload transport.
Rarefied conditions during bedload and rain splash transport
Following the examples in Furbish et al. (2016a) , consider the measurements of particle motions reported by Roseberry et al. (2012) , which involve high-speed imaging of coarse sand particles moving as bedload within an experimental flume under uniform, steady transport conditions. In each of the four sets of measurements at different transport rates, the measurement window size dB is such that the number of particles within dB varies over time (from frame to frame). The time-averaged particle number activity n a varies over nearly three orders of magnitude, from n a D 0.0447 [number cm 2 ] at the lowest transport rate to n a D 21.3 [number cm 2 ] at the highest transport rate. Momentarily setting aside the occurrence of patchiness of active particles, let us consider the issue of rarefied versus continuum conditions. Namely, let us define a mean spacing of active particles as L a D p 1=n a . In turn, we define a one-dimensional measure of the uniformity in n a as a n a =.dn a =dx/. This is a measure of the representative elementary length scale needed in spatial averaging to define the set of physical points that are in concept intended to replace the set of mathematical points in order to envision a continuum behavior (Furbish, 1997, p. 29 2 ), suggesting that a continuum approximation is reasonable with smoothing (averaging) at a scale of at least as large as 5 m to 20 cm, respectively. Viewed at smaller scales, these experiments represent rarefied conditions. Similarly, Fathel et al. (2015) report that, over an experimental sampling area of dB D 45.8 cm 2 , patchy sediment motions yield a number activity n a that fluctuates from a low Figure 13. lot of particle activity (black line) and number of entrained particles (gray line) versus time within a 7.57 cm 6.05 cm sampling window. Flow is from left to right. Snapshots show active particles (black dots) and entrainment events (red dots): (A) entrainment spike, soon followed by activity spike; (B) low number of particles entrained and low number of active particles; and (C) many particle are active, but few particles are entrained, following an entrainment spike. Upper image modified from (Fathel et al., 2015) (Figure 13 ). Noting that the particle activity times series in this experiment includes particles that enter the window from upstream, not just those that are entrained within the window, the activity signal nonetheless shows a clear response to the particle entrainment signal, in which peaks in the activity lag brief intervals (and peaks) of high entrainment. In turn, the particle entrainment events within the sampling area are sparse and highly variable, and begin to lose their patchy appearance and become space filling only when accumulated over the entire time series (Figure 14) . As in the example above, this particle activity and entrainment behavior represents rarefied conditions. In all cases the averaging area needed to envision the particle activity and entrainment rate as being continuous fields is much larger than important scales of interest, for example, the scale of ripples and small bedforms. At these scales, both intensive properties (e.g., the particle number activity) and derivative quantities (e.g., the particle flux) are spatially and temporally discontinuous. Lajeunesse et al. (2010) and Heyman et al. (2016) similarly describe transport experiments involving rarefied conditions.
Turning to rain splash transport, we start with the estimate of several thousand raindrop impacts per square meter per second for convective storm conditions (Smith et al., 2009) . To order of magnitude, about 10 particle-ejecting impacts occur each second within a 100 cm 2 area. Assuming that each impact ejects on the order of 100 particles (depending on soil properties), and noting that particle splash motions occur during 0.1 s (Furbish et al., 2007) , only 100 particles are in motion at any instant within a 100 cm 2 area, that is, a number activity n a of one active particle per square centimeter (Figure 15 ). Using the same measures above regarding the Knudsen number, a continuum approximation of rain splash transport is permissible when a L a =0.01 100L a . That is, with L a 1 cm, a continuum approximation is reasonable with smoothing (averaging) at a scale of 1 m or larger. If instead we use the average radial splash distance L r about a drop impact as an estimate of the mean-free path, L r , then the Knudsen number, Kn L r = a , tells us that a description of rain splash transport using the formalism of continuum mechanics is permissible when a =0.01 100L r . That is, with L r 1 cm, a continuum approximation is reasonable with smoothing at a scale of 1 m or larger. When average splash distances approach 10 cm (e.g., van Dijk et al., 2003) , a continuum perspective sees transport as being continuous at a scale of 10 m or larger. Thus, despite the large number of raindrops and particles involved in transport during a storm, particle motions occur under rarefied conditions. And, at the scale of the spacing of raindrop impacts ( 1 impact per 10 cm 2 per second at high intensity rainfall rates), these are patchy motions.
Instantaneous versus ensemble conditions
Focusing hereafter on bedload transport, reconsider the definition (5) of the volumetric flux of particles through a surface A. Under rarefied conditions, the number of particles N intersecting this surface at any instant fluctuates as a discontinuous function, even with macroscopically steady transport conditions. Similarly, the average particle velocity varies from one instant to the next. This means that, in general, the flux q x is not continuously differentiable with respect to time. This problem is exacerbated in that the particle activity may be patchy, so the instantaneous flux depends on the size of the averaging surface A. (In general, for a given equilibrium rate of transport, an increasing area A averages over a greater number of particles and thus variations in the flux decrease relative to its overall magnitude.)
Imagine a great number of successive instants in a time series of the flux, q x .t/. Both the activity and the average particle velocity u i vary as a random variable from one instant to the next, so the flux q x also is a random variable. If macroscopically steady conditions exist, we assume that q x is a stationary process whose distribution and moments are time invariant, consistent with the detailed particle physics associated with the macroscopic conditions. We may then calculate the expected flux, that is, the time-averaged flux over all instants in the series. As an average, this does not describe conditions at any one instant, although it is, by definition, constant, and therefore continuous in time. Note, moreover, that each instant represents a sample drawn from the time-invariant distribution of q x .
Let us now imagine a great number of independent but nominally identical systems at a fixed instant in time. At this instant, both and u i vary from one system to the next. Viewed over the great number of systems, each is a random variable with a distribution that is consistent with the detailed particle physics associated with the identical macroscopic conditions applied to each system. Likewise, the product q x D u i is a random variable. The set of particle states as measured by and u i represents, in the language of statistical mechanics, a Gibbs-like ensemble. (To be clear, we are referring to an ensemble of systems, not an ensemble of particles nor, as yet, an ensemble distribution. As Kittel (1958, p. 8) notes, 'The word ensemble is used in a special sense in statistical mechanics, a sense unrecognized by most lexicologists.') We may again calculate the expected flux. This is a formal ensemble average.
Successive instants in the time series q x .t/ described above are not independent, as the particle activity and mean velocity are each correlated from one instant to the next. Nonetheless, imagine randomizing the successive states in the series (or, in practical terms, successive images in an experimental time series) such that this serial correlation is lost. Each (now independent) state may be viewed as representing the same instant in a great number of independent but nominally identical systems at a fixed instant in time -a Gibbs-like ensemble (Furbish et al., 2012a ) -as each is entirely compatible with the extant particle physics associated with the macroscopic conditions. In this scenario the time-averaged flux and the ensemble-averaged flux are identical, as we have used the same set of system states in the two calculations, in which case we are justified in claiming that ergodicity is satisfied.
As Kittel (1958) notes,
The scheme introduced by Gibbs . . . [provides a formal way] to replace time averages over a single system by ensemble averages, which are averages at a fixed time over all systems in an ensemble . . . It may be argued, as Tolman [Tolman, 1938] has done, that the ensemble average really corresponds better to the actual situation than does the time average. We never know the initial conditions of the system, so we do not know exactly how to take the time average. The ensemble average describes our ignorance appropriately.
Moreover, when we refer to an 'ensemble distribution' -for example, the ensemble distribution of the particle activities or of the particle velocities -we mean the distribution representing the states of the great number of systems composing the ensemble.
Here is an important difference between the two averages (as well as higher moments). For simplicity, let us assume that the surface A used in defining the flux is of fixed width. Then, the ensemble average is defined at any instant and at all positions x. It is therefore a quantity that is continuously differentiable over time and space. That is, letting an overbar denote an ensemble average, we may assert that the limit
exists. We similarly may assert that this limit taken with respect to space exists. Because any instant in an individual system effectively represents a sample drawn from the ensemble, the instantaneous flux is q x .x, t/ D q x .x, t/ C " 1 .x, t/, where " 1 is a deviation about the average that may or may not be a continuous quantity, in part depending on the size of A (Furbish et al., 2016a) . Then, for example, if we appeal to the Exner equation to describe the rate of change in the local sediment surface Á, namely, c Á @Á=@t D @q x =@x, this is conceptually equivalent to
where " 2 is a deviation about the expected condition. At this point it is useful to remind ourselves of the closely related interpretation of Reynolds averaging in the field of fluid mechanics. In practice, this involves appealing to time-averaged quantities, although formally Reynolds-averaged quantities are ensemble averages (e.g., Monin and Yaglom, 1971) . A description of the Reynolds-averaged pressure and velocity fields within a flow domain based on the Reynolds-averaged continuity and Navier-Stokes equations, of which the well-known logarithmic velocity profile is an example, does not actually exist at any instant within an individual realization. Rather, such a description represents the statistically expected behavior within the flow domain. Similarly, the behavior described by the continuously differentiable equations presented above, for example, Equations (12), (24), (25), (31) and (34) (neglecting " 2 in Equation (34)), is an expected behavior, not an actuality in any realization.
Indeed, momentarily focusing on the particle flux under nominally uniform, quasi-steady transport, Heyman (2014) describes the volume-averaged flux in terms of a probability distribution whose parametric values depend on the averaging (window) size, and shows experimentally how the volume-averaged flux systematically varies with sampling window size where, as this size decreases, the flux becomes increasingly intermittent (discontinuous in time). In relation to this, Ballio et al. (2014) provide experimental measurements of the sediment particle flux using the precise surface-integral definition (1). These measurements clearly illustrate the time-discontinuous nature of the flux under rarefied conditions. Moreover, in calculating time-averaged quantities (e.g., the average particle activity, velocity, or flux) from experimental measurements involving time series, Houssais et al. (2015) show how the timescale required to achieve convergent moments (mean and variance) rapidly grows on approach to the threshold of particle motion (see their Figure 2 ), which is particularly relevant in the design of measurements in both laboratory experiments and natural rivers near threshold transport conditions.
Returning to the underlying idea of a sediment ensemble, whereas it may be possible to obtain from theory the ensemble distributions for certain quantities, for example, particle travel times and velocities (e.g., Furbish and Schmeeckle, 2013; Furbish et al., 2016a Furbish et al., , 2016b , in practice we must appeal to experimental measurements to identify these distributions, assuming the ergodic hypothesis is satisfied (Fathel et al., 2015) . So why the fuss over defining a Gibbs-like ensemble for sediment, if ultimately we must base our descriptions on experiments, assuming ergodicity? The practical answer to this question is straightforward. This fuss requires us to pay attention to what we are measuring and describing in relation to the forms of the ensemble distributions and their moments, including the necessary size, duration, resolution, etc. of our datasets, notably involving the possibility of spatial and temporal censorship (Martin et al., 2014; Fathel et al., 2015) . Ensemble averages are the proper averages in a statistical mechanics framework, and, as (Tolman, 1938, p. 65) notes,
The methods [of statistical mechanics] are essentially statistical in character and only purport to give results that may be expected on the average rather than precisely expected for any particular system . . . [and] can only be justified if [the] consequences do correspond with statistical findings.
The theoretical answer to this same question is equally straightforward, although perhaps more nuanced. This fuss provides the basis of a statistical mechanics framework for formally addressing non-continuum conditions in our descriptions of particle motions and transport.
Here we note that Heyman et al. (2014) and Ancey et al. (2015) have provided a compelling analysis of bedload transport under rarefied conditions based on a birth-death (i.e., entrainment-deposition) formulation of the particle activity that starts from Markov process theory. This work illustrates how spatiotemporal fluctuations in particle activity influence average transport conditions. Although the formulation does not directly appeal to the idea of a Gibbs-like ensemble as above, it is aimed at the same objectives, namely, to clarify the consequences of fluctuations in particle activity for individual realizations, and to assess whether the effects of these fluctuations can be adequately treated with continuum descriptions of transport.
Conclusions and Needed Clarification
In describing sediment motions and transport at the particle scale, the ideas of advection and diffusion are probabilistic constructs. Specifically, the Master equation, a precise, probabilistic description of particle conservation, does not distinguish between advection and diffusion. These concepts emerge when the Master equation is approximated as a Fokker-Planck (advection-diffusion) equation, where diffusion represents an approximation of the nonlocal behavior embodied in the Master equation. That is, the diffusive term 'looks' upstream and downstream for variations in particle activity and variations in the magnitude of deviations in particle velocity (or displacements) about the average, whose effects add to or subtract from the magnitude of the advective term. The idea of local versus nonlocal transport is mathematical (i.e., whether the particle flux can be expressed as a local or nonlocal function), not a physical concept. Conventional descriptions of bedload particle diffusion, centered on the behavior of the mean squared particle displacement and the particle velocity autocorrelation function, grow from the classic treatments of Einstein (1905 ), von Smoluchowski (1906 , and Taylor (1921) concerning the behavior of continuous, indefinite particle motions subjected to homogeneous, time-invariant conditions, where the statistically expected behavior of an individual particle is the same as that measured for a great number of identical particles.
When applied to the start-and-stop motions of sediment particles, these measures are unique for individual particles, and the spreading behavior as reflected by the mean squared displacement calculated for a great number of particles depends on how the calculation is made. In our experiments, a 'tracer' calculation for a real or imagined plume of particles starting at the same time from the same initial position, averaging over particle displacements rather than all paired positions separated by an interval , primarily reflects the transient influence of a nonlinear increase in the variance in hop distances with increasing travel time, manifest as apparent anomalous behavior. An ensemble calculation involving all paired coordinate positions separated by the interval indicates a Fickian behavior. This calculation may be used to estimate the particle diffusivity relevant to the diffusive particle flux. Spatial variations in the particle entrainment rate can produce a flux from sites of high entrainment toward sites of low entrainment. In our example of rain splash transport, this is the basis of topographic roughening, where differential rain splash beneath the canopy of a desert shrub contributes to the growth of a soil mound beneath the shrub. Under conditions of uniform entrainment, rain splash transport, often described as a diffusive process whose effect is to smooth topographic bumps and divots, actually represents an advective particle flux that happens to be slope dependent when viewed probabilistically at the scale of the average particle splash distance.
As described here, sediment particle diffusion pertains to particle motions that mostly are patchy, intermittent, and rarefied. The probabilistic framework of the Master equation, in which quantities characterizing particle motions (e.g., activity and velocities) are described in terms of their ensemble distributions, leads to the result that continuous formulations of the flux and its divergence (i.e., the Exner equation) represent statistically expected behavior, analogous to Reynolds-averaged conditions.
Within the context of what we think we have learned about essential elements of sediment particle diffusion as described above, below are three topics that deserve attention and clarification in order to gain a deeper understanding of particle diffusion during transport, including the transport and spreading of particle-borne substances.
Foremost, we need to move toward a clearer understanding of the mechanical basis of the probabilistic behavior described above. To place this point in context, recent probabilistic formulations of particle behavior and transport that are cast within a statistical mechanics framework (e.g., Ancey et al. 2006 , 2008 , Ancey, 2010 , Furbish et al., 2009a , 2012a , 2012b , 2012c , 2016a , Furbish and Schmeeckle, 2013 , Ancey and Heymann, 2014 Fan et al., 2014) have focused more on the 'statistical' part of this framework than on its 'mechanical' part, emphasizing the kinematics of particle motions. That is, this effort to date has aimed at establishing a rigorous probabilistic formulation of particle kinematics as a basis for mechanical theory. (We note, for example, that for decades the working definition of the bedload particle flux has been based on a continuum definition of advection, and only recently elaborated to include a diffusive part (Furbish et al., 2012a; Ancey and Heyman, 2014) with specific attention to the mostly rarefied (non-continuum) transport conditions in natural channels Ancey et al., 2015; Furbish et al., 2016a) .) In moving toward connecting this probabilistic framework with mechanical theory for bedload transport, the challenge involves clarifying how near-bed flow conditions and coupled fluid-granular behavior determine elements of particle motions.
For example, the probabilistic framework is in place for describing particle disentrainment via formulations of both the spatial and temporal disentrainment rates (Furbish and Haff, 2010; Furbish et al., 2012a; Furbish et al., 2016a; Furbish and Roering, 2013) as a basis for specifying the joint distribution of particle hop distances and travel times -a centerpiece of the entrainment forms of the flux and the Exner equation. Whereas in the case of bedload transport this probabilistic formulation currently can be constrained and parametrized using high-resolution measurements of particle motions, it involves no physics. The next step must aim at clarifying the physical basis of disentrainment, namely, what sets particle travel times and hop distances leading to observed distributions that are dominated by small motions -going beyond simplistic saltation models that neglect effects of irregular particle trajectories and velocities.
Similarly, with respect to particle diffusion at small timescales, we do not yet have, but need, a mechanical basis for predicting the rate of particle spreading as measured by, say, the mean squared displacement, as well as an understanding of the connection between the rate of spreading and the distribution of particle velocities. This in turn suggests the need to clarify what sets the form and moments of the particle velocity distribution (e.g., Heyman et al., 2016; Furbish et al., 2016b) , and how these might vary from near-threshold conditions to the onset of particle suspension.
Second, we need to fully examine the consequences of rarefied transport conditions involving patchy, intermittent particle motions. From a theoretical point of view, this must start with clarifying and describing the variability in the flux (e.g., Heyman et al., 2014; Ma et al., 2014; Ballio et al., 2015; Ancey et al., 2015) and its divergence about ensemble expected conditions, and the conditions and scales for which continuum averaging is appropriate. This includes how variability in these quantities influence tracer particle motions (see below).
In addition, rarefied transport reflects conditions that are near the transition between motion and rest (i.e., 'threshold conditions') as viewed at the sediment surface. Under these conditions, it is likely that details of particle arrangements at the surface and extending beneath it (i.e., particle-particle contact and force-chain configurations) influence particle motions, including the mechanics of collective entrainment (Ancey et al., 2008; Ancey and Heyman, 2014) as well as disentrainment. Inasmuch as the near-surface layer experiences fluid-driven granular shear (Capart et al. 2011; Houssais et al., 2015) , surface particles must in turn experience rearrangement that may contribute to the setup of entrainment. Granular shear also is likely to drive diffusive motions of tracer particles within the near-surface layer, as seen in granular flow experiments (Golick and Daniels, 2009; Fan et al., 2015) .
Third, although we have focused here on particle diffusion not involving rest times, this is only the starting point, as rest times dominate the spreading behavior of tracer particles in natural systems at timescales much longer than the characteristic timescale of motions measured start-to-stop. Building on early descriptions of tracer particle spreading (Crickmore and Lean, 1962a; , 1962b; Sayre and Hubbell, 1965) , recent work (e.g., Martin et al., 2012; Phillips et al., 2013; Voepel et al., 2013; Pelosi et al., 2014; Martin et al., 2014) clearly points to the idea that burial and exhumation of particles associated with fluctuations in bed elevation strongly influence the nature of the distribution of rest times, which means that describing tracer particle spreading cannot be decoupled from descriptions of bed surface evolution and associated particle size sorting (e.g., Blom, 2003; Blom et al., 2003 Blom et al., , 2008 .
Moreover, a significant challenge consists of characterizing variations in spreading behavior associated with the multi-plicity of individual realizations about the expected ensemble behavior, particularly for conditions of rarefied transport and relatively small tracer concentrations. That is, for a finite number of experimental tracer particles, their displacements will be unique in each of a great number of realizations at the same lapsed time following release of the particles, even for nominally identical sediment properties and flow conditions. Thus we need a theoretical understanding of the inherent variability in the great number of realizations in order to evaluate the extent to which the spreading that occurs in any one realization is representative of the expected (ensemble) behavior. This will inform the design of tracer studies -the required numbers of tracer particles, their necessary durations, and travel distances -in order to distinguish artifacts of too few tracers or insufficient durations and travel for reliable interpretation of both pre-asymptotic and asymptotic spreading behavior.
Experiments designed to determine from particle imaging the distributions of particle hop distances and associated travel times must pay attention to the bias introduced by spatial censorship of motions due to a finite image size (Fathel et al., 2015) . What we cannot measure fundamentally influences our interpretation of what we can measure in these experiments. Similarly, experiments aimed at determining the distribution of rest times must pay attention to the possibility of bias introduced by temporal censorship (Martin et al., 2014) , particularly if rest times involve 'unusually' long values (i.e., possess a heavy-tail distribution) in relation to burial and exhumation of tracer particles. Moreover, initial conditions (e.g., the initial placement of tracer particles) may influence the early phase of spreading relative to longer-term behavior involving burial and exhumation. We therefore need a careful analysis of these effects as context for evaluating experimental measurements of rest times.
In contrast to bedload particles, many if not most of the motions of particles entrained by raindrops during rain splash are ballistic from start to stop over O(10 1 ) s. The idea of measuring the mean squared displacement or the velocity autocorrelation function to characterize particle diffusion over this particle hop timescale therefore is not meaningful. With respect to calculating the particle flux (advective or diffusive) within a geomorphic context, rest times between motions do not figure in the analysis (Furbish et al., 2007; Furbish et al., 2009a; Dunne et al., 2010) . However, particle rest times almost certainly figure prominently in the spreading rates of particle-borne substances, including nutrients and pathogens, by rain splash. This spreading behavior is well known (Dreicer et al., 1984; Wainwright et al., 1999; Bock et al., 2005; McGonigle et al., 2005) . But it is our impression that this topic has not fully received its deserved attention at a mechanistic level, where we note that effects of wind on raindrop and particle motions clearly matter (Moeyersons, 1983; Wright, 1986; de Lima, 1989; de Lima et al., 1993; Pedersen and Hasholt, 1995; Erpul et al., 2002; Erpul et al., 2008; Warburton, 2003; Cornelis et al., 2004; Bock et al., 2005; Marzen et al., 2015) . As with bedload transport, tracer particle spreading in the presence of burial and exhumation must be coupled with descriptions of sediment surface evolution (Furbish et al., 2009a) .
Appendix: Variance in Hop Distances
The deviation " in Equation (20) 
That is, the magnitude of " scales with T p in the same way that the expected value O L x does. In turn, if we choose " to represent the standard deviation, then squaring Equation (A.3) suggests that V " scales with T 4 p . Given our uncertainty in the structure of the residual variance associated with ", we write Equation (21) in the text.
