The recent literature on high frequency financial data includes models that use the difference of two Poisson processes, and incorporate a Skellam distribution for forward prices. The exponential distribution of inter-arrival times in these models is not always supported by data. Fractional generalization of Poisson process, or fractional Poisson process, overcomes this limitation and has Mittag-Leffler distribution of inter-arrival times. This paper defines fractional Skellam processes via the time changes in Poisson and Skellam processes by an inverse of a standard stable subordinator. An application to high frequency financial data set is provided to illustrate the advantages of models based on fractional Skellam processes.
Introduction
The advent of high frequency financial data has spurred new modeling techniques to describe characteristics of trade by trade data. Recent literature on the subject includes [1, 2, 3, 10] where models based on the difference of two point processes are proposed. Difference of Poisson processes is considered in [3, 10] , and Hawkes processes are discussed in [1, 2] . This paper extends the models where the forward price of a risky asset c 2014 Diogenes Co., Sofia pp. 532-551 , DOI: 10.2478/s13540-014-0184-2 is modeled via the difference of two independent Poisson processes, also known as Skellam processes. A drawback of the existing models, which may be at odds with empirical facts, is exponential inter-arrival time, or time between trades. Mainardi et al. [21, 22] studied the fractional Poisson process, where the exponential waiting time distribution is replaced by a Mittag-Leffler distribution, see also [4, 17, 28, 32] . Meerschaert et al. [23] showed that the same fractional Poisson process can also be obtained via an inverse stable time change. Using a time change in models for financial data has been popularized in the last decade based on the idea that it is not the calendar time that drives the changes in price, but rather the information flow or activity time is what matters for modeling of the prices [15, 14, 18] . In this paper we define fractional Skellam processes via time changes in ordinary Skellam processes. The resulting fractional Skellam models incorporate Mittag-Leffler distribution of inter-arrival times and may provide better fit to high frequency financial data.
Preliminaries
This section collects definitions and some results on the Skellam process, subordinators and the fractional Poisson process. These results will be used in the next section for the construction of the fractional Skellam processes.
Skellam processes
Definition 2.1. A Skellam process is defined as
where N (1) (t), t ≥ 0 and N (2) (t), t ≥ 0 are two independent homogeneous Poisson processes with intensities λ (1) > 0 and λ (2) > 0, respectively.
The Skellam distribution has been introduced in [30] and [16] , and the Skellam processes are considered in [3] . The probability mass function of S(t) is of the form 
The Skellam process is a Lévy process with E[exp{−θS(t)}] = exp{−tψ S(1) (θ)}, and the Lévy exponent is given by
where Lévy measure ν is the linear combination of two Dirac measures:
It is easy to see that the moment generating function of the Skellam process is
2)
The mean and the variance are
and the covariance function
The next result on the Skellam processes is straightforward, but to the best of our knowledge, it has not appeared in the literature. 
with the initial conditions s 0 (0) = 1 and s k (0) = 0 for k = 0.
The moment generating function of the Skellam process solves the differential equation
with the initial condition M (θ, 0) = 1.
P r o o f. Using the properties of the modified Bessel function [31, p. 115 ]
for any integer n and all x, and
Thus (2.4) holds. Now multiply both sides of (2.4) by e θk and sum over k to get
with the initial condition M (θ, 0) = 1, thus equation (2.5) holds. This equation clearly has solution
which agrees with equation (2.2) above. 2
Subordinators and inverse subordinators
A Lévy subordinator L(t), t ≥ 0 is a homogeneous positive nondecreasing Lévy process with Laplace transform
with drift b ≥ 0 and the Lévy measure ν
is a Lévy subordinator with Laplace transform E[e −θD(t) ] = e −tθ α , θ > 0, t ≥ 0 with α ∈ (0, 1). The inverse α-stable subordinator E(t) is defined as the inverse or first passage time of a stable subordinator D(t), that is
see, for example, [7] , [25, p. 101] . Note that E(t), t ≥ 0 is non-Markovian with non-stationary and non-independent increments. From [8] , the moments are
.
The covariance function of this process is computed in [33] , see also [19, equation (9)]:
The Laplace transform of the inverse stable subordinator is
where
is the one-parameter Mittag-Leffler function, see for example [7, 20] .
Fractional Poisson process
The fractional Poisson process can be obtained as a renewal process with Mittag-Leffler waiting times between events [21] :
where {T j }, j ≥ 1 are independent identically distributed random variables with Mittag-Leffler distribution function
and F α (x) = 0 for x < 0. The density function of Mittag-Leffler distribution
is the two parameter Mittag-Leffler function, see [13] . The three parameter Mittag-Leffler function (also known as the Prabhakar function)
where (γ) r = Γ(γ + r)/Γ(γ) whenever the Gamma function Γ is defined, and (γ) 0 = 1 for γ = 0, see [13] . From [21, equation (3.10) ] (see also [4] ), the probability mass function of the fractional Poisson process is
where n ∈ N, and E (n) α is the n th derivative of the one-parameter MittagLeffler function.
It was shown in [4] that the probability mass function of the fractional Poisson process satisfies the system of fractional differential equations D
with the initial condition q 0 (0) = 1, q n (0) = 0, n ≥ 1. Here D α t is the Caputo fractional derivative
It is also proven in [23] that the definition of the fractional Poisson process as a renewal process with Mittag-Leffler distribution of inter-arrival times is equivalent to the time change definition N α (t) = N 1 (E(t)), where N 1 (t), t ≥ 0 is a homogeneous Poisson process with parameter λ > 0 and E(t), t ≥ 0 is the inverse stable subordinator independent of N 1 (t). From [4] , the mean and variance are
,
From [19] , the covariance function of the fractional Poisson process is
where B is the Beta function, and B(α, β; ·) is an incomplete Beta function.
Fractional Skellam processes
We now introduce the main results of this paper which generalize the Skellam process to a setting where the inter-arrival times are no longer exponential but instead are of Mittag-Leffler type.
Definition 3.1. Let N (1) (t) and N (2) (t) be two independent homogeneous Poisson processes with intensities λ (1) > 0 and λ (1) > 0. Let E (1) (t) and E (2) (t) be two independent inverse stable subordinators with indices α (1) ∈ (0, 1) and α (2) ∈ (0, 1) respectively, which are also independent of the two Poisson processes. The stochastic process
is called a fractional Skellam process of type I.
A fractional Sekellam process of type I X(t) has marginal laws of fractional Skellam type I denoted by X(t) ∼ f Sk(k, t; λ (1) , α (1) , λ (2) , α (2) ), which is a new four parameter distribution.
Theorem 3.1. Let X(t) be a fractional Skellam process of type I. Its probability mass function is given by
for k ∈ Z, k ≥ 0 and when k < 0
The moment generating function is
Now use the expression for the probability mass function of the fractional Poisson process given in equation (2.10) to complete the calculation. When k > 0,
The case k < 0 is treated similarly. The moment generating function is computed using that of the fractional Poisson process. Denote by h(·, t) the density of E(t), then 
Therefore for the fractional Skellam process of type I,
2
Remark 3.1. The moments of all orders can be obtained either from the moment generating function (3.1) or using the moments of the fractional Poisson processes. For example, the first moment of X(t) ∼ f Sk is
The variance is
From inspection of equations (3.2) and (3.3) it is clear that the fractional Skellam law of type I has the property of over dispersion. Figure 1 displays the probability mass function for the fractional Skellam distribution with selected parameter values.
The covariance function for the fractional Skellam process of type I can be computed by substituting the expression for the covariance function of the fractional Poisson process (2.11) into the equation below: 
Cov[X(t), X(s)]
, t ≥ 0 be a Skellam process. Let E(t), t ≥ 0 be an inverse stable subordinator of exponent α ∈ (0, 1) independent of N (1) (t) and N (2) (t). The stochastic process
Y (t) = S(E(t)) is called a fractional Skellam process of type II.

Fractional Skellam process of type II Y (t) has marginal laws of fractional Skellam type II, for which we shall write Y (t) ∼ f Sk(k, t; λ
(1) , λ (2) , α).
Theorem 3.2. Let Y (t) = S(E(t)) be fractional Skellam process of type II, and let r k (t) = P (Y (t) = k), k ∈ Z. The marginal distribution is given by
is the Wright function, also known as the Mainardi function [11] . The marginal distribution satisfies the following system of fractional differential equations:
with the initial conditions r 0 (0) = 1 and r k (0) = 0 for k = 0.
The moment generating function L(θ, t) = Ee θX(t) is
L(θ, t) = E α (−(λ (1) + λ (2) − λ (1) e θ − λ (2) e −θ )t α ),(3.
6)
and for every θ ∈ R it satisfies the fractional differential equation
with the initial condition L(θ, 0) = 1.
P r o o f. With s k (t) = P (S(t) = k) as before in (2.1), use conditioning argument to write
r k (t) = ∞ 0 s k (u)h(u, t)du,(3.
8) where h(·, t) is the density of E(t).
Using the expression for the probability mass function of the Skellam process (2.1) and the fact that
To derive the governing fractional differential equation, note that from
where the Riemann-Liouville fractional derivative for 0 < α < 1 is
Then integration by parts yields 
for both cases, k = 0 and k = 0, we have
and arrive at (3.5) using (3.8) .
Through the use of conditioning and equation (2.8), the moment generating function
Since the one-parameter Mittag-Leffeler function is the eigenfunction for the Caputo derivative [20, 24] , D α t E α (−λt α ) = −λE α (−λt α ), and equation (3.7) follows.
Note that equation (3.7) can also be obtained by multiplying both sides of equation (3.5) by e −θk and summing over k ∈ Z to get
which has the solution (3.6). 
where the covariance function for the inverse stable subordinator is given by (2.11) and [19, Equation (9)]. Fractional Skellam law of type II also has the property of overdispersion, as does fractional Skellam law of type I.
An empirical investigation of waiting times in high frequency financial data
We consider transaction records for the September 2011 Eurofx over a three month horizon from the 22nd June until expiration on the 22nd September 2011. The Eurofx is a type of forward asset known as a future, and the data set was obtained directly from the Chicago mercantile exchange.
The market is open from 12pm Sunday evening until Friday at 5pm with a one hour close each day between 4pm and 5pm.
The price of the forward asset at time t is denoted by F (t), t = 1, 2, ..., N . For this period there are N = 5, 465, 779 timestamped transactions recorded over market opening hours. Of these records, 71% of transactions get completed at the previous trade price. No tick change from one trade to the next, and single tick price changes account for 98% of all transactions.
Close symmetry between negative and positive tick jumps of the same magnitude is seen. The count for jumps of three ticks up or down is 1,411 and 1,419 respectively a difference of only eight counts, with a similarly finding for jumps of a four ticks. The frequency of both positive and negative jumps in general decreases as the jump size increases but does not hold true for an absolute jump size of eight ticks, which has a higher frequency than both six and seven tick jumps.
The data contain the transacted price along with timestamps binned to the nearest second, when multiple trades occur during the same second interval, the trades are recorded in the order they are filled but with identical time stamps. Since we are interested in the inter arrival time between trades this rounding off in timestamps will cause a data loss.
A second issue is market micro structure noise in the form of the bid-ask bounce. The futures contract is very liquid and it not uncommon to see strings of transactions occurring in rapid succession bouncing from the bid to the ask, a difference of a single tick. We note though, that our data set does not implicitly state the bid and ask prices we have only interpreted the price bounce to be such a spread. The bid price and the ask price have not changed but the transaction record details a series of positive and negative returns of a single tick.
We filter the series by only recording the transactions if they go outside the bid ask spread. The spread is fixed to a single tick of 0.0001 by setting F (0) bid = F (0) and F (t) ask = F (t) bid + 0.0001 and computing F (t) bid as
The resulting filtered transaction chain still contains 5, 465, 779 records but we now deleted all entries where the bid price has not changed from previous bid price, that is no up or down jump has occurred, leaving 682, 550 records. Figure 2 . Price path plot of original data and filtered data Next we consider the up and down jump processes in two models for the spot prices. First is the model from [3] , where the price is modeled by the Skellam process. The second model is proposed by us and it uses fractional Skellam process of type I to model the price movements. In the empirical analysis of these models, we separate up and down jumps seen in Figure 2 . In the case of Skellam processes, which is the difference of two independent Poisson processes, the absence of simultaneous jumps for the two processes follows from a general result: two independent Lévy processes have no common points of discontinuity almost surely [25, p.106] . As follows from the lemma below, absence of simultaneous jumps also holds for two components in fractional Skellam process of type I. 
where the independent random variables T
(1) i and T (2) j are waiting times between events from (2.9). Since these random variables follow MittagLeffler distribution, the distribution of their sum has a density, and the probabilities of the events summed above all have probability zero.
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We now proceed with the data analyzes by separating the up and down jump processes.
Up jump process: To construct the up jump time series we remove all trades with negative jumps leaving 317, 212 observations, all duplicate time stamps are removed leaving only the last recorded entry for each second. A time series of 253, 092 entries remain representing the positive jump process. Figure 3 clearly shows that the exponential distribution provides a poor fit to the data which can be quantified with the 95% confidence interval (0.9512, 0.9554) for α (1) and so α (1) = 1. The Mittag-Leffler provides a closer fit to the data and supports our generalization to a fractional process in this setting.
Down jump process: As with the up jump process to build the down jump series we remove the trades with negative jumps leaving 365, 338 observations, all duplicate time stamps are removed leaving only the last Similarly to the up jump process Figure 4 , the exponential distribution does not provide a realistic match the empirically observed survival probabilities. This can be quantified through the 95% confidence interval for α (2) computed as (0.9557, 0.9597), concluding that α (2) = 1 as would be the case if inter-arrival times where exponential in law.
In summary, we have shown that the inter-arrival times between the jumps in both the positive and negative jump processes are clearly not exponential. The Mittag-Leffler law provides a closer fit to the data, however the fit is not perfect and even with the added flexibility of an additional parameter, the Mittag-Leffler does not seem to provide tails that are as heavy as the market suggests. This is true for our data set and more empirical work would be needed to see if this is a common feature amongst different For the above estimators to be of use we must have data where Var[ log(T )] > π 2 /6 = 1.6449 so that the standard deviation of log(T ) is greater than 1.2825. The estimator for α is asymptotically normal as n → ∞:
and we obtained an asymptotic (1 − )100% confidence interval for α.
