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Capitolo 1
Introduzione
Questa tesi riporta l’ottimizzazione di un modello semplificato per acidi nucleici, in
particolare DNA (Acido DesossiriboNucleico), appositamente studiato per simula-
zioni di dinamica molecolare di catene lunghe su larga scala temporale. Il modello
e` poi applicato allo studio delle proprieta` meccaniche, delle transizioni strutturali
e della denaturazione del DNA.
Dopo un primo sviluppo negli anni settanta, i modelli semplificati o a bassa
risoluzione (Coarse Grained, CG) per i sistemi biologici (proteine e acidi nucleici),
erano stati messi da parte a causa anche dello sviluppo, durante tutti gli anni
ottanta e novanta, dei campi di forze a risoluzione atomica (all atom) per dina-
mica molecolare classica, piu´ accurati e predittivi. Questi, consentono oggigiorno,
la simulazione dinamica di intere proteine in ambiente acquoso per tempi fino a
centinaia di nanosecondi. Il limite del microsecondo su piccole proteine e` eccezio-
nalmente raggiunto, su sistemi di calcolo parallelo. Tuttavia, anche usando una
massiccia parallelizzazione, le scale di dimensioni e tempi interessanti dal punto
di vista biologico (agglomerati di proteine e acidi nucleici, centinaia di nanometri
o micrometri e il micro-millisecondo come scala di tempo) sembrano ancora fuori
dalla portata degli studi in silico.
Per questo motivo i modelli CG sono tornati di recente in auge. Attraverso
il Coarse Graining, ovvero la condensazione dei gradi di liberta` di gruppi di ato-
mi in singoli centri di interazione, e` possibile ridurre di tipicamente due ordini
di grandezza i gradi di liberta` del sistema. Una ulteriore riduzione del costo di
simulazione si ottiene sul piano temporale: l’eliminazione dei gradi di liberta` inter-
ni, tipicamente associati alle frequenze piu´ alte del sistema, consente di scegliere
passi di integrazione delle equazioni del moto piu´ grandi di uno o due ordini di
grandezza rispetto a quelli tipici delle simulazioni all atom, senza perdere in ac-
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curatezza dell’integrazione. Il risultato finale e` che si possono guadagnare diversi
ordini di grandezza in tempo di simulazione e che risulta possibile simulare sistemi
macromolecolari sulle scale del microsecondo con risorse di calcolo limitate.
Mentre esistono in letteratura parecchi studi recenti sui modelli CG per pro-
teine, piu´ limitata e` stata finora l’attenzione verso gli acidi nucleici, eteropolimeri
(polinucleotidi) a lunghissima catena, responsabili della conservazione, replicazio-
ne e trasmissione del codice genetico caratterizzante ciascun individuo vivente.
Queste funzioni, fondamentali per l’esistenza della vita sulla terra, coinvolgono
alcune dinamiche di base degli acidi nucleici, quali la separazione e riformazione
della doppia elica - struttura nativa del DNA -, transizioni strutturali, formazio-
ni di difetti e associazioni con altri acidi nucleici e con proteine, tutti fenomeni
che avvengono su scale di tempo lunghe. Considerato poi che le singole molecole
di DNA, benche´ strettamente compattate all’interno della cellula, possono avere
lunghezze macroscopiche, risulta evidente la necessita` di avere un modello per le
simulazioni su larga scala.
Le proprieta` strutturali e le principali funzioni degli acidi nucleici sono illustrate
nel Capitolo 2 di questa tesi.
Nel Capitolo 3 sono illustrati i concetti principali della Dinamica Molecolare
Classica e dei Campi di Forze Empirici, concetti che si applicano sia alle simulazioni
all atom che alle simulazioni con modelli CG. Viene poi approfondita la differenza
tra i due tipi di approcci (all atom e CG) e illustrato in dettaglio il concetto di
Coarse Graining. Diversi livelli di Coarse Graining, misurati tramite il numero di
centri di interazione per nucleotide - l’unita` strutturale di base degli acidi nucleici
- possono essere considerati (e sono stati considerati) in letteratura.
Il livello di Coarse Graining scelto per il modello del DNA sviluppato in questa
tesi e` di un singolo centro interattivo (bead) per nucleotide. Precedenti modelli
CG del DNA disponibili in letteratura hanno tipicamente livelli di semplificazione
meno spinti (due, tre o decine di centri di interazione per nucleotide). Il livello
‘one-bead e` il massimo livello di semplificazione che consenta ancora la descrizione
esplicita delle transizioni strutturali funzionali del DNA, in particolare la denatu-
razione, ovvero la separazione delle due catena formanti la doppia elica del DNA.
Accidentalmente, e` anche lo stesso livello di risoluzione raggiungibile con tecniche
sperimentali a bassa risoluzione tipicamente usate per studiare agglomerati macro-
molecolari biologici (ad esempio ribosomi o nucleosomi) come la crio-microscopia
elettronica, il che consente un confronto diretto tra teoria ed esperimento. Infine,
ma non meno importante, il livello di un centro di interazione per nucleotide e` in un
certo senso il piu´ naturale, essendo il nucleotide l’unita` strutturale base degli acidi
nucleici. Cio` rende il campo di forze qui sviluppato di semplice implementazione
7e l’interpretazione dei risultati delle simulazioni risulta piu´ immediata.
Un livello cos´ı alto di semplificazione si paga con aggiuntive difficolta` nella pa-
rametrizzazione del campo di forze. Infatti, in un numero limitato di termini del
campo di forze e` necessario inserire effetti di interazione molto complessi, come
legami a idrogeno, idrofobicita`, effetti di forma ed elettrostatica, che risulta un’o-
perazione molto complessa, specialmente se si vuole tenere limitato il numero di
parametri del campo, per non perdere in trasferibilita` e predittivita` del modello.
La parametrizzazione del campo di forze CG del DNA, illustrata nel Capitolo
4 e` il primo risultato originale di questa tesi. Essa si basa su una analisi stati-
stica delle distribuzioni di probabilita` delle variabili interne del sistema che, op-
portunamente invertite attraverso la formula di Boltzmann, forniscono una prima
indicazione sui potenziali relativi a ciascun grado di liberta` interno.
Il Capitolo 5 illustra il secondo contributo originale di questa tesi che riguarda
l’ottimizzazione dei singoli potenziali relativi a ciascun grado di liberta` interno,
tramite il confronto fra le distribuzioni di probabilita` ottenute dalle simulazioni
con quelle sperimentali, e simulazioni su lunghe catene di DNA e su lunghe scale
temporali. Simulazioni su catene con diverse centinaia di coppie di basi
su scale del microsecondo sono fattibili su singolo processore in tempi
dell’ordine dei giorni, che significa che con una modesta parallelizza-
zione la scala del microsecondo e oltre e` facilmente accessibile anche
per aggregati macromolecolari. Come riportato in dettaglio nel Capitolo, il
modello risulta in grado di riprodurre effetti fini e proprieta` critiche del DNA, sia
strutturali che termodinamiche. Il campo di forze mostra elevata accuratezza e
predittivita`.
Il Capitolo 6, infine, riassume i risultati principali e riporta possibili sviluppi
futuri.
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Capitolo 2
Struttura e proprieta` degli acidi
nucleici
2.1 Breve accenno all’organizzazione della cellu-
la
Le dimensioni tipiche di una cellula sono dell’ordine di 1-100 µm e in essa sono
contenute tutte le sottostrutture che svolgono ruoli diversificati per il compimento
del ciclo cellulare. L’organismo umano cos´ı come tutti gli organismi pluricellulari
e` composto di molte cellule fra loro differenziate in forma e funzionalita` e dotate
di una struttura interna complessa, dette cellule eucarioti. Una cellula eucariote
(figura 2.1) possiede un citoplasma che la riempie e al suo interno diversi compar-
timenti e organelli responsabili delle diverse funzioni cellulari. Alcuni importanti
organelli sono i mitocondri, specializzati nell’ossidazione delle sostanze nutrien-
ti (metabolismo), il reticolo endoplasmatico contenente i ribosomi, all’interno dei
quali avviene la sintesi proteica, i complessi del Golgi che secernono sostanze, tipi-
camente proteine, che servono alle cellule e infine il nucleo, separato dal citoplasma
da una membrana porosa, che contiene il codice genetico sottoforma di molecole
di DNA (acido desossiribonucleico) organizzate in strutture compatte (cromatina).
Secondo lo schema piu´ accreditato, detto modello autogeno, le cellule eucarioti si
sono differenziate dalle cellule procarioti (figura 2.1), caratterizzate da una strut-
tura piu´ semplice con materiale genetico non separato dal citolplasma, nel corso
dell’evoluzione, tramite la formazione delle membrane interne che circondano le
diverse strutture, attraverso un processo d’invaginazione della membrana cellulare
[1]. Un’altra importante differenza fra la cellula eucariote e la procariote riguarda
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Figura 2.1: Prototipo di cellula eucariote (sinistra) e di un batterio, tipica
cellula procariote (destra)
il contenuto di acidi nucleici: la prima possiede un corredo cromosomico composto
da diverse molecole di DNA mentre la seconda presenta un’unica molecola di DNA
libera nel citoplasma.
Si pensa che l’antenato del DNA sia l’RNA (acido ribonucleico), presente in
forme di vita molto primitive sia con funzionalita` di immagazzinamento e codifica-
zione dell’informazione genetica sia con funzionalita` enzimatiche. L’RNA sarebbe
poi evoluto nel DNA, piu´ efficiente come mezzo di immagazzinamento dell’infor-
mazione genetica, mentre il primo riveste ancora nelle cellule attuali una serie di
altre importantissime funzioni. Tutta la fase di traduzione e trascrizione del DNA
e` mediata dall’RNA e inoltre esso possiede caratteristiche strutturali tali da ren-
derlo piu´ flessibile del DNA e quindi piu´ adatto a partecipare a processi biologici
che coinvolgono le proteine. L’RNA e` spesso ancora presente con la funzione ance-
strale di codificazione nei virus, strutture molto semplici costituite da una capsula
proteica avvolgente l’acido nucleico [2].
2.2 Gli acidi nucleici
Breve storia della scoperta del DNA
Gli acidi nucleici sono stati per la prima volta caratterizzati dall’esperimento di
Watson e Crick che osservarono una doppia elica di DNA, mediante esperimenti di
diffrazione di raggi X su fibre di DNA [3]. Prima della loro definitiva caratterizza-
zione numerosi studiosi esaminarono questo polimero. Fra di essi vi era Chargaff
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che alla fine deglia anni ’40 stabil´ı alcune regole empiriche fondamentali mediante
metodi come la cromatografia su carta [4] [5] [6]. Esse sono qui sintetizzate:
1. Il DNA ha numeri uguali di adenine e timine cos´ı come di citosine e guanine.
2. La composizione di basi di un dato organismo e` una caratteristica che pre-
scinde dal tessuto da cui il DNA e` prelevato, da fattori come l’eta`, il meta-
bolismo o condizioni esterne. Piu´ tardi si scoprira` che questo fatto e` legato
al concetto di genoma.
Alla scoperata della molecola di DNA si sono accompagnati una serie di studi
mirati a rivelarne la struttura. Un passo fondamentale fu la predizione delle esatte
associazioni fra le coppie di basi mediante legami a idrogeno. La prima ripresa
fotografica della molecola di DNA si deve a Rosalind Franklin che la ottenne dalla
diffrazione dei raggi X di una fibra di DNA [7]. Il cristallografo Crick, costru´ı le
equazioni per la diffrazione di una molecola elicoidale con basi planari accoppiate
e parallele all’asse dell’elica [8] e verifico` l’esperimento sulle fibre di DNA. La
semplicita` apparente della struttura del DNA fece s´ı che la comunita` scientifica
apprezzasse immediatamente la scoperta e le sue implicazioni, fra cui l’ipotesi che
il DNA fosse il veicolo per l’archiviazione dell’informazione genetica.
2.2.1 Struttura degli acidi nucleici
DNA e RNA sono polimeri formati dalla ripetizione di monomeri chiamati nucleo-
tidi o nucleosidi monofosfato. Come mostrato in figura 2.2 ogni monomero contiene
un gruppo di fosfato legato al gruppo ossidrile OH5’ dello zucchero (ribosio nel-
l’RNA e desossiribosio nel DNA) e una base azotata. Il legame che si instaura fra
il gruppo fosfato di un nucleotide e il gruppo ossidrile OH3’ dello zucchero relativo
al monomero precedente e` detto legame fosfodiestere e determina una precisa dire-
zionalita` della catena polinucleotidica riferita come 5’→ 3’. La sequenza delle basi
viene letta concordemente con la direzione della catena, che peraltro corrisponde
anche alla direzione con cui gli enzimi DNA e RNA polimerasi sintetizzano gli
acidi nucleici. Legata all’atomo C1’ del pentosio vi e` la base azotata, composto
eterociclico, fra le quattro varianti disponibili che costituiscono l’alfabeto specifico
degli acidi nucleici: Citosina, Guanina, Adenina, Timina (Uracile in sostituzione
della Timina nell’RNA). Si definisce il legame fra l’atomo C1’ e l’atomo di azoto
della base azotata come legame β-glicosidico. Gli atomi di carbonio dello zucche-
ro vengono designati con un apice per distinguerli dagli atomi della base (vedere
figura 2.2).
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Definiamo ’step’ la successione di due coppie di basi adiacenti rappresentato nel
seguito in una delle due forme equivalenti: XY/C(Y )C(X) oppure semplicemente
XY dove X e Y sono due basi azotate su una catena e C(X) e C(Y) le rispettive
basi complementari sull’altra catena.
Figura 2.2: A sinistra: unita` ribo-nucleotidica; a destra: catena di RNA. L’u-
nita` nucleotidica e la catena nel caso del DNA si ottengono dalla sostituzione dei
gruppi OH cerchiati con atomi di idrogeno e dell’Uracile con la Timina.
2.2.2 Formazione della doppia elica
La reazione che porta alla formazione di un acido nucleico consiste nell’eliminazione
di una molecola d’acqua fra due nucleotidi che si legano (reazione di deidratazione).
Viene formato cos´ı il legame fosfodiestere fra due nucleotidi e quando la catena
si accoppia con la sua complementare viene generato il primo step della catena.
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La variazione dell’energia libera associata alla reazione di deidratazione e` positiva
e vale circa 25 kJ/mole [9]. La reazione inversa e` la reazione di idrolisi, favorita
energeticamente, ma che avviene solo se catalizzata da enzimi. I contributi che
permettono a due catene complementari di DNA di autoassemblarsi e formare la
tipica doppia elica sono due: l’interazione di incolonnamento o ’stacking’ fra basi
adiacenti e il legame a idrogeno che coinvolge coppie di basi complementari poste
su catene opposte. Lo scheletro, formato dalla sequenza di gruppi fosfato e anelli
di zucchero, e` carico negativamente e si dispone esternamente sia per minimizzare
l’interazione elettrostatica con l’altra catena sia per interagire maggiormente con
il solvente. Le basi occupano lo spazio interno, in parte idrofobico, e si legano fra
di loro secondo la precisa regola di complementarieta` di Watson e Crick definito
accoppiamento standard: A-T(U), C-G (figura 2.3). La deduzione dell’accoppia-
mento purina-pirimidina e` una conseguenza dei vincoli sterici a cui sono sogget-
te le coppie di basi a causa della presenza della regolare geometria dell’ossatura
zucchero-fosfato. L’avvolgimento che caratterizza la struttura tridimensionale e`
un effetto della rotazione che le coppie di basi effettuano per massimizzare le inte-
razioni idrofobiche [10]. La natura dell’iterazione di stacking e` piuttosto complessa
e il suo contributo alla stabilizzazione dell’elica e` ritenuto piu´ importante che non
quello del legame a idrogeno [2], [11].
Figura 2.3: Le coppie di basi secondo Watson e Crick. Notare che la coppia G-C
(a destra) e` unita da 3 legami a idrogeno mentre A-T (a sinistra) da due. Sono
inoltre rappresentati i lati che definiscono il minor ed il major groove, delimitati
dagli atomi C1’.
Due importanti definizioni riguardano i cosiddetti minor e major groove che
sono le due scanalature o solchi che caratterizzano la doppia elica e che hanno
dimensioni diverse (figura 2.6). Guardando all’interno del Minor groove si osserva
il ’lato corto’ di una coppia di basi delimitato dagli atomi C1’ (figura 2.3), mentre
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guardando dentro il Major groove si osserva il ’lato lungo’ delimitato dagli atomi
C1’ (figura 2.3).
2.2.3 Denaturazione e rinaturazione del DNA
La denaturazione del DNA avviene quando la temperatura aumenta e la doppia
elica si separa, assumendo la conformazione dell’avvolgimento casuale (’random-
coil’) [2]. Le proprieta` fisiche del DNA denaturato sono diverse da quello nativo.
Ad esempio la viscosita` delle soluzioni di DNA diminuisce. Anche lo spettro di
assorbimento UV subisce alterazioni. L’assorbimento del DNA e` dovuto princi-
palmente alle basi aromatiche e quando il DNA denatura esso aumenta di circa
un 40%. Questo effetto e` noto come effetto ipercromico e avviene attorno ad una
gamma di temperature ristretta (vedi figura 2.5). La denaturazione termica del
DNA e` un effetto cooperativo. La transizione viene iniziata agli estremi della dop-
pia elica (dove le fluttuazioni termiche sono maggiori) e quando la temperatura e`
sufficientemente alta da separare le due coppie di basi complementari la repulsione
fra le due catene fa s´ı che l’allontanamento proceda ulteriormente: la transizione
si propaga spontaneamente ai successivi estremi liberi della doppia catena. Cos´ı
procede la denaturazione termica degli oligonucleotidi, mentre per catene molto
lunghe si osservano sperimentalmente ’bolle di denaturazione’ ossia regioni carat-
terizzate da almeno 10-20 coppie di basi non legate localizzate nelle zone interne
del DNA (figura 2.4) e dalle quali successivamente procede la denaturazione [13].
Tali bolle inoltre sono frequenti durante i processi di trascrizione e replicazione
del DNA, mediati da proteine specifiche, e variano in lunghezza, fenomeno noto
come ’respirazione del DNA’ [14] [15]. La temperatura di denaturazione Tm e` de-
Figura 2.4: Immagine del DNA del virus λ batteriofago acquisita mediante
microscopia a scansione di forza (SFM). A destra: ingrandimento di una bolla di
denaturazione. Immagine presa da [16].
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finita come la temperatura che si raggiunge quando l’assorbimento UV relativo
(rapporto fra assorbimento alla temperatura T e l’assorbimento a 25◦ a lunghezza
d’onda fissata) vale 0.5. La Tm e` influenzata da diversi fattori come la natura del
solvente, la concentrazione di ioni, il pH, ma principalmente dalla composizione in
termini di basi del DNA (figura 2.5). Una concentrazione maggiore di coppie C-G
aumenta Tm in quanto la C-G possiede tre legami a idrogeno rispetto ai due legami
presenti all’interno della coppia A-T (vedere sezione 2.2.4). Per quanto riguarda
la dipendenza del processo di denaturazione dalla forza ionica della soluzione, la
temperatura della transizione aumenta proporzionalmente alla concentrazione di
sali nella soluzione (figura 2.5 in basso a destra). Questo perche´ all’aumentare
della forza ionica la carica dei gruppi fosfato viene schermata e quindi la repulsio-
ne fra le due catene diminuisce [17]. La dipendenza di Tm dalla lunghezza della
sequenza e dagli altri fattori menzionati e` stata valutata attraverso un modello
termodinamico che assume solo interazioni tra primi vicini [18].
La rinaturazione del DNA venne studiata nel 1960 da Marmur e Lane [19].
Partendo da una soluzione di DNA riscaldato e quindi nello stato denaturato si
osserva una completa riassociazione delle due catene quando si raffredda lenta-
mente il campione sotto la sua Tm. Se la diminuzione della temperatura e` brusca
allora la riformazione del DNA nativo e` solo parziale perche´ i moti termici delle
basi su ciascuna catena non sono sufficientemente lenti da permettere a tutte le
coppie di riformarsi come in origine [2].
2.2.4 Classificazione strutturale del DNA
Oltre alla forma scoperta da Watson e Crick chiamata B-DNA, il DNA puo` esistere
in diverse geometrie a seconda delle condizioni ambientali. Per classificarle si
ricorre ad alcuni parametri riportati in tabella 2.1. Un esame piu´ approfondito
coinvolge dodici parametri definiti in appendice A [23] [25]. Le principali forme
in cui si osserva il DNA sono l’A-DNA, il B-DNA e lo Z-DNA (vedere tabella
2.1). Ognuna di queste conformazioni costituisce una famiglia contenente differenti
sottostrutture [24].
Il B-DNA
Le osservazioni fatte da Watson e Crick hanno esaurientemente definito la forma
tridimensionale del DNA (figura 2.6) e alcune sue caratteristiche chimiche che qui
riportiamo:
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Figura 2.5: Confronto fra gli andamenti dell’assorbimento del DNA nei due
stati nativo e denaturato (in alto a sinistra); curva di transizione in funzione
della temperatura (in alto a destra); dipendenza di Tm dal contenuto di coppie
GC (in basso a sinistra); dipendenza di Tm dalla forza ionica della soluzione per
tre diversi frammenti di DNA (in basso a destra). Grafici estratti e rielaborati
da [20] [21] [22].
1. La molecola di DNA consiste di due catene o filamenti polinucleotidici avvolti
attorno ad un comune asse con un andamento destrorso formanti una doppia
elica del diametro di ≈ 20A˚. I due filamenti corrono antiparalleli definendo
le due catene accoppiate con la seguente direzionalita`
5’ 3’
↓ ↑
3’ 5’
2. I piani delle basi sono quasi perpendicolari all’asse dell’elica. Basi su filamenti
opposti formano coppie mediante legami a idrogeno. Ogni coppia di basi e`
planare e sovrapposta ad una coppia successiva. La molecola ideale di B-
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Parametri A-DNA B-DNA Z-DNA
verso dell’elica (helix sense) destrorsa destrorsa sinistrorsa
n0 basi per giro (bases per turn) 11 10 12
innalzamento (rise)(A˚) 2.55 3.42 3.7
passo (pitch)(A˚) 28 34 45
inclinazione (inclination)(deg) 19 -1.2 -9
scivolamento laterale (slide)(A˚) -4.5 0.2 -
apertura (roll)(deg) 107 -3.6 -
diametro(A˚) 26 20 18
lunghezza P-P(A˚) 5.64 6.46 6.01
angolo P-P-P (deg) 150.96 149.46 G:109.36 C:122
diedro P-P-P-P (deg) 15.17 19.3 G:27.3 C:157
Tabella 2.1: Parametri standard per la caratterizzazione delle geometrie del
DNA. I parametri innalzamento, inclinazione, scivolamento laterale e apertu-
ra sono definiti in appendice A. La conformazione dello zucchero e` definita in
appendice B. Fonti: http://en.wikipedia.org, www.tulane.org, [26] [27].
DNA consiste di 10 coppie di basi per giro completo (una coppia produce
una torsione di 36◦) e poiche` le basi aromatiche hanno uno spessore di Van
Der Waals di 3.4A˚ e sono parzialmente incolonnate l’una sull’altra il passo
del DNA risulta di 34A˚ (vedere tabella 2.1).
Il B-DNA e` caratterizzato da un Major groove ampio, facilmente accessibile alle
proteine perche´ le coppie di basi sono ivi maggiormente esposte ed un Minor groove
piu´ stretto e profondo.
La struttura del DNA devia dalla struttura ideale di Watson e Crick e una ca-
ratterizzazione piu´ accurata si e` ottenuta negli anni ’70/’80 con la cristallizzazione
di frammenti di doppia elica. Gli esperimenti di cristallografia su tali campioni so-
no infatti piu´ accurati nella descrizione delle densita` elettroniche delle basi rispetto
agli esperimenti su fibra. Con una di queste prime osservazioni, R. E. Dickerson e
H. R. Drew hanno dimostrato che il dodecamero CGCGAATTCGCG cristallizza
nella conformazione B con caratteristiche abbastanza vicine a quelle osservate da
W. e C., ma hanno trovato che alcuni residui si discostavano dalla situazione idea-
le, specialmente per quanto riguarda la torsione dell’elica che varia a seconda della
coppia esaminata all’interno della sequenza [28]. Un primo effetto non banale e`
che la sequenza influenza i parametri dell’elica. Piu´ in generale, questa flessibilita`
strutturale risulta di primaria importanza per l’interazione con le proteine.
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L’A-DNA
Al variare dell’umidita` relativa oppure della forza ionica della soluzione il DNA va
incontro a transizioni strutturali. In particolare in condizioni di umidita` ridotta
(sotto il 75%) il DNA si trova prevalentemente nella forma A (vedere figura 2.6)
[29, 30, 31] caratterizzata dai parametri in tabella 2.1. I dettagli ai raggi X dimo-
strano che l’elica dell’A-DNA e` destrorsa e possiede una conformazione piu´ larga
e schiacciata rispetto al B-DNA. L’A-DNA ha 11 coppie di basi per giro e il suo
passo medio e` di 28A˚. La caratteristica piu´ importante risulta l’inclinazione del
piano delle coppie di basi rispetto all’asse dell’elica di circa 20◦. L’A-DNA e` im-
mediatamente riconoscibile perche´ visto lungo l’asse dell’elica presenta un ’buco’
centrale del diametro di circa 6A˚ che rende il diametro di questo acido nucleico
maggiore degli altri. Possiede inoltre un minor ed un major groove che sono piu´
diversi fra di loro che nel B-DNA a causa della maggiore inclinazione delle cop-
pie di basi rispetto all’asse principale della doppia elica e della traslazione (’slide’:
vedere appendice A) che una coppia di basi possiede rispetto alla successiva. Il
Minor groove nell’A-DNA e` largo e superficiale perche´ le coppie di basi sono espo-
ste all’ambiente circostante dal lato del Minor groove mentre il Major groove e`
stretto e profondo.
Lo Z-DNA
La forma detta Z-DNA e` una particolare conformazione che il DNA adotta quando
la sequenza e` caratterizzata da un’alternanza di purine - pirimidine. La confor-
mazione degli zuccheri di purine e pirimidine e` differente per i due tipi di basi
come specificato in appendice B e questo conferisce al backbone quella particolare
forma a zig zag da cui il nome Z-DNA (figura 2.6). Lo Z-DNA possiede un minor
groove profondo e stretto ed un major groove superficiale e allungato come con-
seguenza di un diametro ridotto rispetto ad A e B-DNA. Generalmente non sono
presenti coppie A-T perche´ destabilizzano la doppia elica, ma raramente possono
essere trovate in particolari condizioni [24]. La coesistenza delle forme B e Z in
una stessa catena polinucleotidica sembra rendere topologicamente piu´ semplice
lo svolgimento della doppia elica in processi biochimicamente importanti come la
replicazione cellulare o l’espressione genica [32].
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Figura 2.6: Da sinistra a destra le rappresentazione frontali di: B-DNA, A-
DNA, Z-DNA. Per ciascuna struttura sono definiti i minor e major groove.
2.2.5 Cenni alle proprieta` chimico-fisiche
I nucleotidi sono acidi forti: in seguito alla liberazione del protone assumono una
carica netta negativa attorno al residuo di fosfato. Ogni base azotata possiede una
parte idrofobica ed una idrofilica [33]. La parte idrofilica e` coinvolta nel legame con
il solvente [34] e con la base di fronte con cui si accoppia, mentre quella idrofobica
e` coinvolta nell’interazione di stacking. Lo scheletro zuccheri-fosfati interagisce
dinamicamente con il solvente e, oltre che ad avere un ruolo di primaria importanza
nel definire la geometria delle molecole di solvente e ioni circostanti [35], previene
anche l’intrusione dell’acqua nella zona centrale occupata dallo zucchero e dalle
basi, rafforzandone l’ambiente idrofobico. Effetti relativi alla sequenza del DNA
inducono variazioni importanti nell’idratazione della molecola [36], [37].
2.2.6 Differenze strutturali fra DNA e RNA
Come gia` accennato brevemente la principale differenza chimica fra DNA e RNA
risiede nello zucchero che per il DNA e` rappresentato dal desossiribosio mentre
per l’RNA e` il ribosio. Questi due zuccheri differiscono per un atomo di ossigeno
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ossia il ribosio possiede un gruppo ossidrile mentre il desossiribosio un atomo di
idrogeno. Questa e` la causa principale della diversa struttura tridimensionale di
DNA e RNA e di tutte le diversita` funzionali che ne conseguono. Il DNA e` avvolto
nella sua tipica forma a doppia elica, stabilizzata dal solvente oltre che dai legami
a idrogeno e dallo stacking fra le basi. Viceversa l’RNA interagisce piu´ facilmente
con il solvente per la presenza del gruppo OH e questo ne stabilizza ulteriormente
la struttura. Come conseguenza non esistono strutture di RNA dalla geometria
di tipo B perche´ lo zucchero e` stabilizzato nella conformazione A [38]. Allo stes-
so tempo la maggiore e diversa struttura dell’idratazione (figura 2.9) conferisce
all’RNA una maggiore flessibilita` strutturale, permettendo contatti con proteine
o con altri RNA a seguito di uno spostamento delle molecole di acqua nel primo
strato di idratazione oppure come effetto mediato da queste negli strati successivi
(ponti) [39] [40], oppure attraverso l’intrusione di molecole di acqua nella parte
idrofobica dell’acido nucleico (quella occupata dalle basi azotate) che viene in par-
te destabilizzata [41]. Inoltre la repulsione elettrostatica fra l’atomo di ossigeno
del gruppo ossidrile e il gruppo fosfato destabilizza lo scheletro riducendo la forza
del legame fosfodiestere. Questo effetto si aggiunge a quelli prima descritti nel-
l’aumentare la flessibilita` dell’RNA. Il risultato finale e` che nell’acido ribonucleico
sono molto favoriti accoppiamenti di basi all’interno della stessa catena e topologie
estremamente complesse come evidente nelle figure 2.7 e 2.8.
Figura 2.7: Differenti geometrie assunte dall’RNA. (A) Ribozima del virus delta
dell’epatite B; (B) Ribozima di Diels-Alder. Immagine e descrizione adattate da
[42].
Altre interazioni responsabili delle conformazioni tridimensionali assunte dal-
l’RNA sono quelle fra il gruppo ossidrile e le basi azotate: uno studio dimostra che
uno dei motivi geometrici dell’RNA (il kink-turn) viene stabilizzato dal legame a
idrogeno fra il gruppo OH e l’atomo N1 del residuo di adenina [43]. Un’altra impor-
tante differenza funzionale fra DNA e RNA riguarda l’idrolisi catalizzata dalle basi
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Figura 2.8: A sinistra: ribozima ’hammerhead’. A destra: RNA hairpin
[44]. Si riscontra questo effetto nell’RNA, ma non nel DNA essendo quest’ultimo
privo del gruppo ossidrile che guida la reazione. In questo modo la maggiore sta-
bilita` del DNA lo rende un buon archivio in cui contenere l’informazione genetica,
mentre l’RNA possiede maggiori potenzialita` funzionali.
Per quanto riguarda le basi azotate, i costituenti timina (nel DNA) e uracile
(nell’RNA) differiscono per un gruppo metile, assente nell’uracile. Entrambe le
basi possono legarsi alla complementare adenina mediante accoppiamento standard
o di Watson e Crick e la presenza o meno di un gruppo metile non altera questa
caratteristica.
2.3 L’idratazione del DNA e la transizione A ↔
B del DNA
Abbiamo visto che l’idratazione della doppia elica partecipa alla sua stabilita`,
ma la moltelplicita` dei modi con cui il DNA interagisce con le molecole di solvente
costituisce, d’altro canto, la base del polimorfismo del DNA. Nelle prossime sezioni
si focalizza l’attenzione sulla distribuzione delle molecole di solvente sulla superficie
del DNA e sulle implicazioni per l’equilibrio fra A- e B-DNA.
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Figura 2.9: Sinistra: idratazione di una molecola di DNA. A destra: idratazione
di una doppia elica di RNA. Le molecole di acqua sono rappresentate in rosso.
2.3.1 Caratteristiche principali dell’idratazione del DNA
Diverse tecniche sperimentali sono state applicate per caratterizzare gli aspetti
salienti della transizione A ↔ B. Fra questi: la spettroscopia a infrarossi (IR) ha
permesso di misurare il numero di molecole di solvente legate al DNA. Per ciascun
nucleotide si hanno mediamente 20 legami a idrogeno con altrettante molecole di
acqua, dieci delle quali appartengono al primo strato d’idratazione [24] [45]. Que-
sti legami sono formati con i principali atomi polari degli acidi nucleici cioe` con
gli atomi di ossigeno dei gruppi fosfato, e con l’ossigeno esterno dello zucchero
e gli atomi di ossigeno e di azoto delle basi. Con la diffrazione di raggi X sulle
prime strutture oligonucleotidiche e` stata puntualizzata la disposizione di solvente
e ioni attorno al DNA. Il risultato maggiore raggiunto mediante questa tecnica
riguarda la distribuzione delle molecole di solvente nei due groove del DNA. Per
il B-DNA risulta che nel Major groove l’acqua e` poco ordinata e disposta su un
unico strato mentre nel minor groove le molecole d’acqua formano una struttura
ordinata, composta di due strati adiacenti che prende il nome di ’spine of hy-
dration’ dalla sua caratteristica disposizione a zig-zag (figura 2.10) [46]. Essa fu
osservata per la prima volta da Dickerson e Drew [47] per la struttura cristallina
di d(CGCGAATTCGCG) in tratti ricchi di A-T. L’idratazione maggiore si trova
attorno ai fosfati carichi e la distribuzione e` disordinata perche` i legami sono in
continua formazione/distruzione a causa della grande esposizione dei fosfati al sol-
vente [47]. Per l’A-DNA l’arrangiamento delle molecole di acqua nel Major groove
assomiglia ad una trama pressoche´ uniforme e ordinata (figura 2.10) [48]. Anche
le molecole di acqua attorno ai fosfati assumono una distribuzione piu´ regolare a
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causa del parziale occultamento che i fosfati hanno rispetto al solvente. Le inte-
razioni ioni-DNA sono piu´ intense rispetto alle interazioni solvente-DNA e quindi
i tempi di residenza sono maggiori, per il resto la distribuzione media degli ioni e`
analoga a quella dell’acqua. Con tecniche NMR e` stato possibile stimare i tempi di
residenza delle molecole di acqua che tendono a stazionare per tempi lunghi, fino
a 1 ns nel Minor groove del B-DNA influenzandone la dimensione che si stabilizza
attorno al valore di 9-10 A˚ [34], [49] e per 10-100 ps nel Major groove dell’A-DNA.
Figura 2.10: Rappresentazione dei principali siti di idratazione nel Minor groove
dell’A-DNA (a sinistra) e del Minor groove nel B-DNA dove l’idratazione piu´
evidente prende il nome di ’spine of hydration’ (a destra). Figure rielaborata da
[50].
2.3.2 Transizione A↔ B del DNA
Le prime osservazioni della transizione fra A e B-DNA risalgono agli anni ’50 [7].
La struttura dell’A-DNA appare in condizioni di deidratazione mentre il B-DNA
si presenta maggiormente idratato. E` possibile controllare l’idratazione del DNA
cambiando la forza ionica della soluzione cioe` facendo variare la concentrazione
di ioni disciolti in soluzione oppure aggiungendo etanolo. E` molto importante
puntualizzare che l’idratazione del DNA ha due componenti: una di superficie
(idratazione della catena zuccheri-fosfati) ed una interna (idratazione delle basi).
L’idratazione totale del DNA viene quantificata con il coefficiente Γ di solvatazione
o idratazione del DNA, definito come il numero di moli di acqua per mole di
nucleotide, e misurato sperimentalmente. Una quantita` leggermente diversa e`
l’attivita` dell’acqua aw o umidita` relativa, definita come la pressione di vapore
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dell’acqua diviso la pressione dell’acqua in fase liquida alla stessa temperatura.
Essa misura l’idratazione superficiale del DNA. Un modo per calcolare l’idratazione
(totale) e` usare una quantita` proporzionale alla superficie accessibile al solvente,
che si puo` calcolare facendo rotolare una sonda di raggio rw = 1.4A˚ (dimensione
media di una molecola di acqua) sulla superficie della struttura data, dove la
superficie viene definita dall’unione degli atomi della molecola rappresentati con
le rispettive sfere di Van der Waals. Le evidenze sperimentali dimostrano che il
numero medio di molecole d’acqua nel primo strato e` di 20 per nucleotide ed e` simile
nelle due forme A e B del DNA. Questo valore corrisponde all’idratazione (totale)
che si ottiene dal calcolo della superficie accessibile al solvente per rw = 1.4A˚.
Ciononostante l’A-DNA appare deidratato rispetto al B-DNA perche´ l’idratazione
superficiale e` minore.
La dinamica della transizione e` ancora in parte oscura. Alcuni meccanismi
caratterizzanti sono stati individuati, tra cui il cambiamento nelle distribuzioni
spaziali delle molecole di acqua durante l’interconversione A ↔ B. La variazione
della distribuzione del solvente dipende dalla sequenza e da quali e quanti ioni
sono disciolti. La sequenza definisce la propensione ai cambiamenti strutturali in
un senso o nell’altro cioe` la cosiddetta A-filicita` o B-filicita` e dunque la barriera
di attivazione del processo, ma sono gli ioni la vera forza che guida il processo.
Lo schema in figura 2.11 riassume brevemente i caratteri salienti della dinamica
della transizione in termini di ioni e solvente. La riorganizzazione superficiale del
solvente sembra essere una conseguenza della condensazione degli ioni nel Major
groove, ma non per questo meno importante. Gli ioni diminuiscono la repulsione
fra i fosfati che si affacciano nel Major groove che quindi collassa [51]. La mag-
giore vicinanza dei fosfati del Major groove permette alle molecole di acqua di
stabilire un numero maggiore di ponti fra di essi con due effetti concomintanti: un
guadagno nella rigidita` del DNA (piu´ legami nel Major groove) e una struttura
piu´ ordinata delle molecole di acqua. Quindi il numero di molecole di acqua che
idratano la superficie dell’A-DNA diminuisce ma aumentano i legami che queste
molecole possono stabilire. L’idratazione dipende fortemente anche dai moti termi-
ci del DNA e benche´ siano note le principali tasche di idratazione che differenziano
A e B DNA, il profilo dell’idratazione e` sempre in dinamica ridistribuzione [51].
Nella transizione opposta cioe` A → B si osserva un aumento delle molecole di
acqua idratanti la superficie ed una diminuzione dei legami che esse formano con
due o piu´ fosfati contemporaneamente. Inoltre la transizione coinvolge anche una
transizione conformazionale dello zucchero (vedere appendice B) che non passa per
stati intermedi. I legami con proteine particolari possono perturbare o inibire del
tutto in uno dei due versi la transizione, rendendo piu´ stabile una conformazione o
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Figura 2.11: Caratteristiche salienti della transizione A ↔ B
l’altra. In molti casi la transizione A ↔ B del DNA viene indotta dall’interazione
con alcune proteine, sebbene non sia semplice definire quando una data regione
assuma caratteristiche dell’una o dell’altra conformazione.
In conclusione possiamo dire che l’A-DNA massimizza le interazioni con un
numero ridotto di molecole di acqua formando con esse numerosi ponti che coin-
volgono i fosfati appartenenti alle due catene. Queste interazioni conferiscono
stabilita` alla struttura. Il B-DNA invece massimizza le interazioni con un numero
maggiore di molecole di acqua formando molti contatti fosfato-singola molecola di
solvente e pochi ponti fosfato-solvente-fosfato per cui la struttura e` piu´ flessibile
perche´ meno vincolata.
2.4 La curvatura del DNA
Figura 2.12: Una molecola di DNA in soluzione ripresa mediante la tecnica della
criomicroscopia elettronica mostra evidenti regioni curve (immagine estratta da
amscampus.cib.unibo.it/archive/00001833/01/Microscopia 06.pdf).
La curvatura dell’asse principale del DNA o (bending) e` una delle caratteristi-
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che strutturali del DNA dalla non facile interpretazione. Il DNA isolato, soggetto
ai moti di agitazione termica, assume una conformazione a doppia elica detta ri-
lassata, che non e` rigida e possiede un grado di flessibilita` intrinseco definito dalla
’lunghezza di persistenza’ Lp. Una molecola di DNA di lunghezza L < Lp si com-
porta come un’asta elastica, nel limite L << Lp (oligonucleotide) la struttura e`
lineare, mentre per L > Lp nel DNA si osservano curvature multiple (vedi figura
2.12).
Per il DNA Lp vale mediamente 50 nm (circa 150 coppie di basi) con varia-
zioni sequenza-dipendenti dovute principalmente alle diverse energie di stacking.
A questa descrizione media si aggiunge la possibilita` di pronunciati piegamenti
spontanei in DNA corti causati dall’estrusione spontanea (’flip-out’) di una o piu´
coppie di basi [53] e l’importante modulazione locale della rigidita` del DNA (o po-
tenziale bending) ad opera della specifica sequenza delle basi azotate [25, 54, 55].
Cioe` tratti corti di DNA (1-10 coppie di basi) possiedono una maggiore o minore
flessibilita` a seconda della particolare successione di basi che li caratterizza. Ne de-
riva una propensione locale al piegamento che e` molto importante nelle interazioni
specifiche DNA-proteina. Esistono altri due movimenti che il DNA puo` effettuare:
la torsione e l’allungamento/compressione. In figura 2.13 e` riportato il diagramma
delle principali geometrie del DNA al variare delle forze di torsione (ascisse) e delle
forze di allungamento/compressione applicate. In assenza di forze esterne intense
(> 20− 40 pN) il DNA assume le due forme piu´ frequenti: A e B. La forma L, in
un regime di forze poco intense, come quello dovuto all’interazione con le proteine,
e` frequente durante l’intercalazione o la trascrizione del DNA, entrambi fenomeni
che impongono alla doppia elica di svitarsi parzialmente. Transizioni locali dalle
forme A e B verso le altre ad energia maggiore sono rese possibili dall’interazione
con le proteine combinata con la formazione di difetti. Anticipiamo che e` proprio
grazie a queste distorsioni che le estremita` del DNA diventano in grado di svitarsi
o avvitarsi efficacemente rispetto alla regione contenente il difetto, in quanto la
liberta` della doppia elica di ruotare attorno al proprio asse viene meno a causa
della strozzatura generata dal difetto stesso [56, 57].
2.4.1 Interazioni proteine-acidi nucleici
La curvatura del DNA e` spesso associata all’interazione con le proteine e nel caso
di sequenze dalla lunghezza minore di Lp la curvatura e` conseguente al riconosci-
mento DNA-proteina, avviene nelle regioni piu´ flessibili (sequenza-dipendente) ed
e` facilitata da distorsioni locali spontanee come il ’flip-out’ [59]. La doppia elica di
DNA puo` interagire in molti modi con i polipeptidi: (i) formando legami a idrogeno
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Figura 2.13: Diagramma di fase delle transizioni strutturali del DNA in funzio-
ne delle forze di torsione (ascisse) e delle forze di allungamento (ordinate). Forme
canoniche di A- e B-DNA (regione gialla/arancione); il P-DNA o DNA di tipo
’Pauling’ (regione verde), costituito da uno scheletro fosfati-zuccheri interno (in
rosso) e da basi azotate esterne (turchese e giallo) e` una forma di DNA allun-
gata e stretta; S-DNA o DNA ’super-allungato’ (regione bianca) e` una forma di
DNA allungato e srotolato; L-DNA, o DNA a ’scaletta’ e` composto dalle due
catene dritte ed e` una mistura di stati con basi accoppiate e basi non accoppiate.
Le forme S e L sono spesso associate a interazioni forti con proteine che pene-
trano nell’ambiente idrofobico interno perturbandolo fortemente. Esempi sono:
i chemioterapici che impediscono in tal modo la corretta replicazione del DNA
e interazioni con proteine nella fase della replicazione per favorirla. Immagine
riadattata da [24, 58].
fra le coppie di basi azotate e le catene laterali degli amminoacidi (riconoscimento);
(ii) mediante l’intercalazione di catene laterali aromatiche fra le coppie di basi; (iii)
mediante forze idrofobiche fra basi e gruppi non polari degli amminoacidi. Il caso
(ii) avviene in presenza di srotolamento e/o allungamento della doppia elica con
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differenze notevoli per A e B-DNA fra le quali la piu´ evidente e` una conversione B
→ A limitata alla regione d’intercalazione o che si estende a regioni adiacenti, ini-
bendo stericamente l’accesso ai potenziali siti d’intercalazione successivi [24]. Gli
altri casi inducono delle distorsioni. Vedremo nel capitolo 5 che i modelli proposti
per A e B-DNA rifletteranno in parte queste proprieta` meccaniche. L’elettrosta-
tica gioca un ruolo di primo piano nell’interazione proteine-acidi nucleici e quindi
nel determinare la curvatura come nel caso dell’interazione fra il DNA e gli isto-
ni nel nucleosoma [60]. In quest’ultimo caso un’opportuna neutralizzazione della
carica permette al DNA di piegarsi verso la regione neutralizzata (figura 2.14).
Per procedere oltre questa fase iniziale che culmina con la super-organizzazione
del DNA all’interno della cellula il DNA viene sottoposto a compressioni e torsioni
oltre che a piegamenti; enzimi appartenenti alla famiglia delle topoisomerasi cata-
lizzano le reazioni di superavvolgimento del DNA (vedi figura 5.16) senza il quale
molti dei processi biologicamente importanti come la replicazione, la trascrizione
e la ricombinazione del DNA non sarebbero possibili [24] [61]. Come risultato del-
l’impacchettamento del DNA le porzioni coinvolte si trovano spazialmente vicine
e la regolazione dell’espressione genica risulta piu´ efficiente e soprattutto stabile
grazie al meccanismo di rilassamento degli stress meccanici accumulati dal DNA
in prossimita` del sito di replicazione [24] [61]. Come vedremo nel capitolo 5, dal-
l’ottimizzazione delle caratteristiche geometriche di un frammento corto di DNA
lineare (50 coppie di basi), mediante simulazioni di dinamica molecolare, emerge-
ranno le caratteristiche meccaniche sopra descritte e successivamente sara` possibile
osservare il superavvolgimento del DNA, guidato dal meccanismo di rilassamento
degli stress meccanici.
Figura 2.14: Diagramma schematico della curvatura del DNA a seguito del-
la neutralizzazione asimmetrica della carica indotta dall’interazione con l’isto-
ne. In alto, cerchiate, sono rappresentate le cariche non neutralizzate dei fosfati
responsabili della curvatura verso il lato neutralizzato. Figura rielaborata da [60].
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La curvatura, la torsione e l’allungamento/compressione sono quindi fenomeni
misti in parte spontanei e intimamente legati alle discontinuita` strutturali e al-
la sequenza ed in parte dovuti all’interazione proteine-acidi nucleici. Questi due
contributi non sono indipendenti, anzi si influenzano a vicenda in modo complesso.
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Capitolo 3
Simulazioni di dinamica
molecolare
La dinamica molecolare (DM) classica tratta una molecola come una collezione
di centri interagenti mediante un campo di forze, cioe` una somma di potenziali
dipendenti dalle variabili del sistema: l’energia totale e` descritta da una somma
di funzioni analitiche delle coordinate interne del sistema. L’evoluzione dinamica
del sistema viene simulata al calcolatore mediante la soluzione numerica alle diffe-
renze finite delle equazioni del moto, usualmente le equazioni di Newton. Quindi
la traiettoria del sistema, nonche´ le proprieta` energetiche, strutturali e termodi-
namiche (entro certi limiti) possono venir monitorate nel tempo. Diversi tipi di
dinamica molecolare si differenziano essenzialmente per il livello di dettaglio della
descrizione del sistema, per la descrizione delle interazioni e per il tipo di dinami-
ca (deterministica o stocastica). Di seguito saranno descritte la DM classica con
potenziali atomici empirici e alcuni modelli cosiddetti ’coarse grained’.
3.1 Campi di forze a livello atomico
Un approccio naturale consiste nel descrivere il sistema a livello atomico, ovvero
considerare un centro di interazione su ogni atomo. Questo rende necessario un
certo grado di empiricita` affinche´ le interazioni fra gli elettroni, non esplicitamente
considerati, possano essere incluse nel campo di forze. Da cio` deriva che le intera-
zioni non sono puri potenziali elettrostatici, ma devono includere implicitamente
l’effetto degli elettroni. Percio` un generico campo di forze a livello atomico (all-
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atom) consiste di alcuni termini che descrivono il legame chimico covalente e le
interazioni non covalenti:
U(−→r1 ,−→r2 , ...,−→rn) =
∑Nbond
ibond=1
Ubond(ibond,
−→ra ,−→rb )+
+
∑Nangle
iangle=1
Uangle(iangle,
−→ra ,−→rb ,−→rc )+
+
∑Ndihed
idihed=1
Udihed(idihed,
−→ra ,−→rb ,−→rc ,−→rd )+
+
∑N−1
i=1
∑N
j>i Unon bonded(i, j, |−→ri −−→rj |)
(3.1)
dove −→ri indica la coordinate dell’i-esimo atomo, −→ra , ...,−→rd indicano le coordinate
degli atomi coinvolti in legami chimici. Termini misti che correlano tra loro le
coordinate di legame, angolo e diedro possono essere presenti. L’intensita` e la di-
rezionalita` del legame chimico vengono schematizzate mediante i primi tre termini
del campo di forze (equazione 3.1) mentre la parte non covalente delle interazioni
in una molecola e` descritta da un termine che contiene l’interazione elettrostatica
e l’interazione di Van der Waals (ultimo termine). Ci si riferisce a questi due con-
tributi come al termine bonded e non bonded rispettivamente. Il primo termine e` il
potenziale di coppia che descrive la variazione dell’energia dovuta all’allungamento
o accorciamento del legame. Il secondo termine, o potenziale angolare, descrive
l’apertura e la chiusura dell’angolo compreso fra tre atomi successivi legati. Il
terzo termine e` il potenziale diedrale e riflette la variazione dell’energia potenziale
dovuta alla rotazione attorno ad un legame. Il termine Unon bonded viene calcolato
fra tutte le coppie i,j non coinvolte in legami chimici cioe` separate da almeno tre
legami. In figura 3.1 sono schematicamente rappresentati i quattro contributi.
I potenziali che appaiono nel campo di forze sono funzioni empiriche scelte in
modo da ottenere un buon compromesso fra efficienza computazionale e accura-
tezza. La forma funzionale dei potenziali e i parametri da cui dipende sono i due
elementi che caratterizzano un campo di forze. Accuratezza nella riproduzione del-
le proprieta` strutturali, dinamiche e termodinamiche del sistema, e trasferibilita`
a sistemi quanto piu´ possibile diversi (e quindi predittivita`) sono aspetti spesso
concorrenti nell’ottimizzazione dei parametri. Tuttavia, restringendo il campo ai
sistemi molecolari biologici, sono stati ottimizzati alcuni campi di forze per pro-
teine e acidi nucleici la cui accuratezza e` stata testata negli ultimi trenta anni di
simulazioni. I piu´ usati sono AMBER [63], CHARMM [64] [65] e GROMOS [66] .
Per il campo di AMBER, nell’implementazione originale, si ha:
Ubond =
Nbond∑
i=1
kbi (li − li,0)2 (3.2)
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Uangle =
Nangle∑
i=1
kθi (θi − θi,0)2 (3.3)
Udihed =
1
2
Ndihed∑
n=1
Vn[1 + cos(nφn − γn)] (3.4)
Unon bonded =
Nnon bond∑
i,j
[
Aij
r12ij
− Bij
r6ij
+
qiqj
rij
] (3.5)
dove li, θi, φi, rij sono la lunghezza del legame, l’angolo, il diedro e la distanza
fra gli atomi i,j rappresentati in figura 3.1. Gli altri parametri del campo sono le
costanti elastiche di legame e angolare kbi , k
θ
i , i coefficienti Vn e γn e infine, per il
termine non bonded, i coefficienti Aij, Bij, la carica atomica parziale qi, la costante
dielettrica . I campi di forze CHARMM e GROMOS e le versioni piu´ recenti
di AMBER includono anche il termine diedrale improprio
∑Nimp
i=1 k
imp
i (ϕi − ϕi,0)2
che descrive gruppi chirali. Maggiori differenze si riscontrano nell’approccio della
parametrizzazione: AMBER e` parametrizzato principalmente tramite fit di dati
strutturali ed energetici teorici (da calcoli quantistici su piccole molecole), mentre
CHARMM utilizza prevalentemente dati sperimentali strutturali e termodinamici.
GROMOS infine si serve di dati sperimentali e teorici.
Figura 3.1: Rappresentazione schematica dei quattro contributi principali al
campo di forze. In senso orario: termine di legame, potenziale angolare, diedrale
e interazioni non-bonded.
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3.2 Soluzione numerica delle equazioni del moto
Una volta fissato il campo di forze U({−→r i}), il sistema viene fatto evolvere secondo
le equazioni della dinamica newtoniana,
mi
d2−→r i
dt2
= −−→∇ iU = −→F i (3.6)
che, data la complessita` del sistema, vengono risolte numericamente (alle differenze
finite), generando la traiettoria del sistema ri(t). Nel caso standard della dinamica
newtoniana esistono diversi algoritmi per l’integrazione delle equazioni del moto,
fra i quali i piu´ usati sono quelli di Verlet. Di seguito e` brevemente descritto
l’algoritmo ’Verlet leapfrog’. Esso deriva dallo sviluppo in serie di Taylor delle
velocita` e delle posizioni rispetto all’intervallo di tempo δt o passo d’integrazione
(timestep) da cui si ottiene:
−→v (t+ δt
2
) = −→v (t− δt
2
) + δt−→a (t) (3.7)
−→r (t+ δt) = −→r (t) + δt−→v (t+ δt
2
) (3.8)
−→v (t) = 1
2
[−→v (t− δt
2
) +−→v (t+ δt
2
)] (3.9)
E` necessaria la conoscenza della configurazione iniziale del sistema e delle velocita`
iniziali di tutti gli atomi. Le posizioni contengono un errore dell’ordine di δt4,
mentre le velocita` sono accurate fino al secondo ordine in δt.
La scelta di δt e` limitata dagli errori nell’integrazione delle equazioni del moto e
in particolare dei modi piu´ veloci del sistema. Se Tmin = 2pi/wmax e` il periodo rela-
tivo alla frequenza piu´ alta del sistema ωmax, normalmente δt ∼ (1/10÷1/100)Tmin
e` sufficiente ad integrare correttamente il moto relativo a wmax e quindi tutti i moti
del sistema. Un approccio diverso dalla dinamica newtoniana e` la dinamica di Lan-
gevin, originariamente introdotta per descrivere il moto di un sistema immerso in
un solvente e trattare gli effetti relativi a quest’ultimo (viscosita` e urti casuali delle
molecole del solvente) senza includerlo esplicitamente. L’equazione che descrive il
moto in questo caso e`:
mi
−→a i = −→F i − γimi−→v i +−→R i (3.10)
dove −γimi−→v i e` la forza d’attrito viscoso, con γi la frequenza di collisione, dipen-
dente dal coefficiente di attrito ξ tramite la relazione γi = ξ/mi e
−→
R i e` la forza
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stocastica dovuta agli urti con le particelle di solvente. Generalmente si assume che
la forza
−→
R i abbia una distribuzione gaussiana con media nulla. Poiche´ l’equazione
di Langevin descrive il moto di un sistema in un bagno termico stocastico si sce-
glie un’opportuna dipendenza di
−→
R i dal termine di attrito in modo da bilanciare il
contributo di smorzamento responsabile della diminuzione della temperatura per
mantenere la temperatura attorno ad un valore costante. La formula che riassume
questa dipendenza e`:
< Ri(0)Rj(t) >= 2miγikBTδijδ(t) (3.11)
dove <> indica l’operazione di media sul tempo (δij e δ(t) sono rispettivamente
la delta di Kronecker e di Dirac) . A seconda del time step δt scelto l’equazione
viene risolta in diversi regimi. Per γδt  1 l’effetto di smorzamento puo` essere
trascurato; per γδt 1 il moto della particella e` rapidamente rallentato [67]. Il re-
gime sovrasmorzato prende il nome di dinamica browniana e deriva dall’equazione
3.10 considerando trascurabile il termine di secondo ordine, ma nelle simulazioni
proposte in questa tesi (capitolo 5) non sara` utilizzata.
3.3 Modelli “Coarse Grained”
Simulazioni di proteine e piccoli oligomeri di acidi nucleici (ordine di 10 coppie
di basi) in un ambiente acquoso (∼ 50000-100000 atomi) della durata di 10-100
nanosecondi sono attualmente possibili con risorse di calcolo modeste [68] [69]. Per
scale di tempo maggiori e lunghezze che cadono nella regione mesoscopica (fra 10
nm e 1 µm) le simulazioni all-atom sono troppo dispendiose in termini di risorse
computazionali e per studiare questa area di rilevante interesse biologico bisogna
rivolgere l’attenzione ai modelli semplificati.
Spesso nello studio di un sistema macromolecolare biologico non e` necessario
conoscere l’evoluzione di tutti i gradi di liberta` atomici. Si puo` quindi tentare
una descrizione semplificata del sistema tramite la ‘condensazione’ di gruppi di
atomi in centri di interazione (‘beads’), procedura nota come ‘coarse graining’.
Piu´ spinto e` il coarse graining maggiore e` il vantaggio acquisito in termini risorse
computazionali e quindi di dimensioni e scale di tempo simulabili del sistema.
Infatti si ha un guadagno diretto derivante dalla riduzione del numero di gradi
di liberta` e un vantaggio indiretto dovuto al fatto che, essendo stati eliminati i
gradi di liberta` interni al ‘bead’ (tipicamente i piu´ veloci) si possono scegliere δt
piu´ grandi. Il vantaggio si paga con aggiuntive difficolta` nella parametrizzazione
del campo di forze poiche´ nei pochi parametri dei modelli coarse grained bisogna
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includere l’effetto di interazioni complesse (legami a idrogeno, idrofobicita`, effetti
di forma, elettrostatica). Per i modelli coarse grained si usano gli stessi metodi di
integrazione delle equazioni del moto che per i modelli a livello atomico. Inoltre
la dinamica stocastica in questo caso e` particolarmente importante perche´: (1) Il
solvente deve necessariamente essere implicito altrimenti si perde il vantaggio del
coarse graining, (2) altri gradi di liberta` (oltre a quelli del solvente) sono trattati
implicitamente e i loro effetti vanno inclusi nei parametri di Langevin.
I modelli CG esistenti si differenziano per i diversi livelli di coarse graining e
per il metodo usato nella parametrizzazione e rappresentano diversi compromessi
fra accuratezza e trasferibilita`. Infatti come gia` accennato, piu´ spinto e` il ‘coarse
graining’ piu´ difficile e` ottenere un campo di forze contemporaneamente accurato
e predittivo. Essi sono raggruppati in categorie, dalla piu´ schematizzata alla piu´
accurata nel rappresentare la struttura degli amminoacidi o degli acidi nucleici.
3.3.1 Modelli ‘one-bead’
I modelli ad un bead sono i piu´ vantaggiosi nel rappresentare le molecole di grosse
dimensioni sebbene le informazioni che si possono estrarre sono circoscritte come
vedremo per i modelli piu´ popolari (modelli a rete elastica e modelli di Go¯) e
variano a seconda della complessita` del campo di forze. Piu´ articolati sono i
termini di quest’ultimo maggiore e` il numero di aspetti fisici che si riesce a cogliere
e maggiore e` lo sforzo per parametrizzare il campo.
Modelli a rete elastica
I modelli a rete elastica (ENMs) rappresentano la molecola come una rete elastica:
tutte le coppie di centri interattivi a distanza minore di un raggio opportunamente
scelto sono connessi da una molla [70]. Le posizioni d’equilibrio sono esattamente
uguali a quelle di una struttura di riferimento, di solito sperimentale e la costante
elastica e` uguale per tutte le molle ed e` un parametro aggiustabile per riprodurre le
fluttuazioni termiche sperimentali. Per gli acidi nucleici gli atomi rappresentativi
sono generalmente i fosfati mentre per le proteine sono i carbonii-α. I modelli
ENM sono utilizzati per predire i principali modi di oscillazione di un biopolimero,
importanti in quanto correlati alle loro funzioni biologiche. La loro applicabilita` e`
limitata dal fatto che e` necessaria una struttura di riferimento e i modi che se ne
ottengono sono limitati ad una approssimazione armonica.
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Modelli tipo Go¯
I modelli di tipo Go¯ sono nati per la simulazione del folding delle proteine di cui
sia nota la struttura nativa. Nel piu´ semplice di questi modelli la proteina vie-
ne rappresentata come una catena di amminoacidi, ognuno schematizzato da un
singolo centro interagente mediante potenziali non-bonded attrattivi o repulsivi
parametrizzati in maniera tale da forzare la geometria verso la configurazione di
riferimento [71]. I modelli di Go¯ riproducono con successo vari aspetti della ci-
netica e della termodinamica del processo del folding delle proteine che avviene
in base al principio di minima frustrazione [72]: durante il processo del folding,
l’associazione verso la struttura nativa avviene attraverso pochi stati intermedi.
L’estrema semplicita` del modello rappresenta un vantaggio per la parametrizza-
zione del campo di forze e per l’efficienza computazionale, ma possiede anche delle
limitazioni quali la necessita` di conoscere a priori la struttura nativa e la mancanza
nel predire gli stati intermedi durante il folding di una proteina, che in molti casi
sono presenti e rilevanti per la cinetica del folding.
Altri modelli ‘one-bead’
La maggior parte dei modelli ‘one-bead’ attualmente usati sono un’evoluzione dei
modelli di Go¯, il cui campo di forze e` stato arricchito di altri termini allo scopo di
simulare gli stati intermedi. Ciononostante resta un certo grado di dipendenza dal-
la configurazione di riferimento che limita la predittivita` di questo tipo di modelli.
Essendo scarsamente trasferibili e predittivi non sono applicabili, ad esempio, allo
studio di transizioni strutturali complesse come quelle che riguardano la struttura
secondaria nelle proteine o come la denaturazione e la transizione A↔ B nel caso
degli acidi nucleici, interessanti dal punto di vista biologico. Il modello di Soren-
son e Head-Gordon [74], creato allo scopo di simulare il folding delle proteine, va
verso la direzione di una maggiore trasferibilita` in quanto il campo di forze non e`
parametrizzato su una struttura di riferimento specifica. Tuttavia la sua accura-
tezza e` scarsa. Un modo per aumentare l’accuratezza del modello, preservandone
la predittivita` e semplicita`, consiste nell’utilizzare l’inversione di Boltzmann (de-
scritta nei capitoli successivi) per parametrizzare il campo di forze. Esistono pochi
esempi di modelli one-bead coarse grained che utilizzano questo metodo a partire
da un insieme statistico di strutture sperimentalmente note, e sono stati applicati
al ribosoma [75], alla proteasi dell’HIV [76] ed al nucleosoma [77]. Vedremo piu´ in
dettaglio nei prossimi capitoli che l’inversione di Boltzmann permettera` di costrui-
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re un modello ‘one-bead’ per gli acidi nucleici completamente privo da qualunque
conoscenza a priori pur mantenendo una buona accuratezza.
3.3.2 Modelli a due o piu´ ‘bead’
L’inclusione di un secondo bead migliora la descrizione delle interazioni e si riesce
a raggiungere un grado di indipendenza dalla struttura di riferimento migliore ri-
spetto ai modelli a singolo bead. Esistono anche modelli a due bead indipendenti
dalla struttura di riferimento ma il campo di forza contiene termini complessi co-
me, ad esempio, i termini misti che correlano angolo e diedro [73]. Con un numero
ancora crescente di bead a disposizione si includono esplicitamente gli atomi di O
e N e il gruppo funzionale degli amminoacidi (nel caso delle proteine) o lo zuc-
chero e le basi (nel caso degli acidi nucleici) e quindi si possono inserire potenziali
d’interazione che mimino il legame a idrogeno, riproducendo il meccanismo d’ag-
gregazione di proteine come nell’esempio delle fibrille amiloidi o la denaturazione
e l’ibridizzazione del DNA [69]. Tuttavia il numero di parametri aumenta e la
complessita` nella parametrizzazione del campo di forze aumenta di conseguenza.
Capitolo 4
Modello coarse grained del DNA
4.1 Introduzione
Questo capitolo e il successivo descrivono la parte originale del lavoro di questa
tesi. Come gia` accennato nel capitolo precedente, mentre esiste una letteratura
ormai abbastanza consistente su modelli CG per proteine, ai modelli CG per acidi
nucleici e` stata rivolta minore attenzione. In letteratura sono disponibili pochi
modelli a piu` di un centro interattivo per nucleotide [69, 78, 79, 80] e pochissimi
modelli a un singolo centro interattivo per nucleotide [75, 77]. Questi ultimi,
tuttavia, sono caratterizzati da un limitato livello di trasferibilita` e predittivita`:
la loro parametrizzazione infatti si basa su strutture sperimentali di riferimento la
cui conoscenza a priori e` inclusa nella costruzione del modello.
In questo capitolo verra` descritto un modello a singolo centro interattivo per
nucleotide ad alta predittivita`: per la parametrizzazione non e` necessaria cono-
scenza a priori sulla struttura, a parte quella ovvia sull’accoppiamento WC tra
le basi. La forma funzionale del campo di forze di questo modello e` ispirata ai
campi di tipo all atom, ovvero contiene termini che descrivono legami di tipo ‘co-
valente’ (termini ‘bonded’, ivi inclusi quelli che descrivono l’accoppiamento WC)
e interazioni di tipo non covalente (termini non bonded), che includono oltre all’e-
lettrostatica e alle interazioni Van der Waals, anche effetti di idrofobicita` e altre
interazioni con il solvente. La scelta del numero e forma funzionale dei campi
di forze segue il criterio della massima semplicita`: si cerca di tenere piu´ limita-
to possibile il numero di parametri per non perdere il vantaggio della semplicita`
guadagnata con l’uso di un modello CG.
La parametrizzazione segue una filosofia simile a quella usata per il campo all
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atom CHARMM: si e` cercato di massimizzare il confronto dei risultati delle simula-
zioni con dati sperimentali strutturali e/o caratteristiche termodinamiche note (ad
esempio, la temperatura di denaturazione). Per avere una maggiore trasferibilita`,
invece di confrontare con singole strutture, si e` confrontato con insiemi statisti-
ci di strutture sperimentali. In questo capitolo e` descritto il metodo (inversione
di Boltzmann) per estrarre una prima approssimazione dei parametri del campo
dall’analisi statistica delle strutture sperimentali. Nel prossimo capitolo verranno
descritte le simulazioni e l’ottimizzazione del campo di forze.
4.2 Descrizione del modello
Il modello di seguito descritto per il DNA e` un modello minimalista ad un centro
d’interazione one bead coarse grained. Il centro d’interazione e` posizionato sull’a-
tomo di fosforo del fosfato e verra` indicato con P. La figura 4.1 mostra il passaggio
da una struttura di DNA, dettagliata a livello atomico, alla struttura equivalente
dopo il ‘coarse graining’. Ogni nucleotide viene rappresentato dal suo atomo di
fosforo e l’interazione fra due centri interattivi non corrisponde piu´ alla sola inte-
razione fra i due atomi di fosforo che si avrebbe in un modello ‘all-atom’, bens´ı,
come vedremo meglio nella prossima sezione, conterra` un contributo elettrostatico
dovuto alle cariche dei fosfati, l’interazione idrofobica responsabile (parzialmente)
delle energie di stacking, i legami a idrogeno che uniscono le basi formanti una
coppia di Watson e Crick, gli effetti di volume escluso e di dipolo (Van der Waals)
e infine il legame fosfodiestere all’interno delle singole catene.
L’eliminazione dei gradi di liberta` relativi allo zucchero e alla base azotata di
ciascun nucleotide e` giustificata dalle proprieta` fisico-chimiche che rendono que-
sti composti molto stabili e conferiscono loro una liberta` conformazionale limita-
ta. La flessibilita` dello scheletro e` d’altro canto molto piu´ pronunciata e questo
suggerisce di prendere come rappresentativo di un nucleotide l’atomo di fosforo
del fosfato. Questa scelta consente di perdere relativamente poche informazioni
e permettera` successivamente, con la parametrizzazione del campo di forze, di
riprodurre in modo accurato le principali proprieta` dinamiche responsabili del po-
limorfismo del DNA. Il modello ‘one-bead’ proposto e` il massimo livello di ‘coarse
graining’ compatibile con lo scopo di osservare la denaturazione e cambiamenti
strutturali. Infatti livelli piu´ bassi di risoluzione necessiterebbero dell’inclusione
della struttura secondaria. Inoltre questo modello consente un risparmio notevole
di risorse computazionali ed infine rende possibile un confronto diretto con espe-
rimenti di criomicroscopia elettronica. Questa tecnica largamente utilizzata per
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Figura 4.1: Rappresentazione all atom di una frammento di B-DNA (a sini-
stra). Gli anelli delle basi azotate sono colorati in blu mentre quelli relativi agli
zuccheri in turchese; rappresentazione coarse grained della stessa struttura (al
centro). Il centro interattivo o bead e` posto sull’atomo di fosforo del fosfato.
Rappresentazione schematica della doppia elica (a destra).
studiare la struttura di sistemi macromolecolari (generalmente non cristallizzabili)
fornisce strutture con una risoluzione tipica di circa 10A˚, dove solo i carbonii-α
per le proteine e il fosforo dei fosfati per gli acidi nucleici sono risolti.
4.3 Campo di forze
Il campo di forze che descrive le interazioni fra i P e` dato da:
U({−→ri }) = Ub + Uθ + Uφ + Ubp + UNB (4.1)
con −→ri coordinata dell’i-esimo P. I termini Ub, Uθ, Uφ rappresentano le interazioni
fra P primi-vicini, l’interazione in funzione dell’angolo fra tre P consecutivi e l’inte-
razione in funzione del diedro definito da quattro P consecutivi e appartenenti alla
stessa catena (ulteriori dettagli in sezione 3.1). Per questi termini si sono scelte le
seguenti forme funzionali:
Ub =
∑
b
ub =
∑
b
1
2
kb(l − l0)2 (4.2)
Uθ =
∑
θ
uθ =
∑
θ
1
2
kθ(θ − θ0)2 (4.3)
Uφ =
∑
φ
uφ =
∑
φ
1
2
kφ(φ− φ0)2 (4.4)
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dove l, θ e φ indicano rispettivamente le variabili distanza primi-vicini, angolo fra
tre P consecutivi e diedro definito da quattro P consecutivi.
Il termine Ubp descrive l’accoppiamento di Watson e Crick ed e` composto di tre
termini distinti:
Ubp = Uij + Uij+1 + Uij+2 (4.5)
dove
Uij =
∑
j=N+1−i
N/2∑
i=1
uij (4.6)
Uij+1 =
∑
j=N+1−i
N/2∑
i=2
uij+1 (4.7)
Uij+2 =
∑
j=N+1−i
N/2∑
i=3
uij+2 (4.8)
dove gli indici i,j appartengono ciascuno ad una catena diversa e N = numero totale
dei P. Il senso di questa scelta e` il seguente: se le distanze di equilibrio di questi
termini sono opportunamente scelte, la geometria locale di due coppie successive
di basi e` accuratamente riprodotta in quanto i centri interattivi i,i+1,j,j+1 sono
ai vertici di un tetraedro che circoscrive la coppia di basi (vedere figura 4.1) i cui
sei spigoli hanno tutti lunghezza vincolata. Di conseguenza anche la torsione della
doppia elica verra` stabilizzata e ben riprodotta. La scelta della forma funzionale
uij dipende dal tipo di fenomeno che si vuole simulare. Ne sono state considerate
due:
uij =
1
2
kij(r
ij − rij0 )2 (4.9)
uij = E
ij{(e−kij0 (rij−rij0 ) − 1)2 − cij} · 1
2
{1− tanh(kij1 (rij − rij1 ))} (4.10)
La prima forma funzionale e` adatta alla simulazione della dinamica di equilibrio ed
e` stata utilizzata in una prima fase di ottimizzazione dei parametri del campo di
forze. La seconda descrive un potenziale separabile ed e` necessaria per passare alla
simulazione della denaturazione del DNA. E` piu´ generale della prima in quanto
permette di osservare sia la dinamica d’equilibrio del DNA a basse temperature
che la denaturazione ad alte temperature. Infine per ciascun termine uNB in
UNB =
∑
NB uNB sono state considerate le due forme funzionali seguenti:
E{(e−k0(r−r0) − 1)2 − c} (4.11)
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E{(e−k0(r−r0) − 1)2 − c} · 1
2
{1− tanh(k1(r − r1))} (4.12)
dove la distanza r indica la distanza fra due P non legati cioe` due centri che non
sono coinvolti in uno dei legami descritti da Ub, Uθ, Uφ, Ubp. La prima forma funzio-
nale e` un potenziale Morse ed e` stato utilizzato nella prima fase dell’ottimizzazione
dei parametri ma poi e` stato sostituito da una forma piu´ generale contenente, co-
me il Morse, una regione attrattiva, che descrive la natura parzialmente idrofobica
degli acidi nucleici e da una barriera di potenziale dovuta alla natura elettrostatica
repulsiva che i fosfati conferiscono allo scheletro degli acidi nucleici. Come vedremo
nel capitolo 5 la prima forma funzionale e` poco adatta in quanto crea una eccessiva
stabilita` nella struttura del DNA e non descrive correttamente l’elettrostatica.
Si noti che la coincidenza delle forme funzionali 4.10 e 4.12 e` dovuta alla ne-
cessita` di avere, per entrambe, un profilo con una buca, una barriera e una coda
repulsiva anche se le due funzioni esprimono effetti fisici molto diversi. Infatti i
parametri sono molto diversi.
Riportiamo in tabella 4.1 i valori delle distanze di equilibrio coinvolte nelle in-
terazioni Ubp e UNB, oltre che altre relative alla geometria di Minor e Major groove,
estratte dalle strutture modello ideali di A- e B-DNA. Come si e` detto per ciascu-
na delle tre distanze i:j,i:j+1,i:j+2, a cui d’ora in poi ci riferiremo come struttura
locale, esiste un termine distinto del campo di forze. Per le altre, appartenenti al
Minor e Major groove, non esistono termini specifici nel potenziale, e tutte quante
risentono dell’influenza del termine UNB.
4.4 Una prima parametrizzazione del campo di
forze
La parametrizzazione del campo di forze e` basata sull’analisi statistica di strutture
sperimentali estratte dalle due principali banche dati accessibili sul web: il Protein
Data Bank (www.rcsb.org) e il Nucleic Acid Data Bank (ndbserver.rutgers.edu).
Per raggiungere lo scopo e` stato utilizzato il pacchetto software 3DNA [81] per
l’analisi delle strutture di DNA e programmi sviluppati in ambiente fortran per la
manipolazione e analisi dei dati.
4.4.1 Analisi statistica dei dati - l’inversione di Boltzmann
E` stata effettuata una ricerca sui due database di tutti i file che contenessero
le coordinate di molecole di DNA risolte con i metodi di diffrazione di raggi X
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A-DNA B-DNA
Distanze del
major groove (A˚)
i:j-8 13.78
i:j-7 9.87
i:j-6 8.23
i:j-5 9.85 21.12
i:j-4 12.88 18.12
i:j-3 15.72 16.96
i:j-2 17.29
i:j-1 18.64
Distanze
inter-catena (A˚)
(struttura locale)
i:j 18.55 18.23
i:j+1 17.78 17.39
i:j+2 16.97 15.53
Distanze del
minor groove (A˚)
i:j+3 16.95 13.17
i:j+4 18.40 11.7
i:j+5 12.84
i:j+6 16.6
Tabella 4.1: Valori ottenuti da strutture ideali di DNA costruite con il software
commerciale InsightII prodotto dalla Accelrys (www.accelrys.com).
o esperimenti NMR. Il set statistico cos´ı definito e` stato utilizzato per calcolare
varie distribuzioni statistiche necessarie per trovare una prima approssimazione
dei parametri del campo di forze tramite la cosiddetta inversione di Boltzmann: le
distribuzioni statistiche sono state usate per stimare il potenziale di forza media
definito dalla formula:
V (q) = −kBT ln(P (q)) (4.13)
dove P (q) e` la distribuzione di probabilita` associata alla coordinata interna q.
V (q) descrive una sorta di energia libera associata alla variabile q. Ad esempio se
q = θ = angolo fra tre fosfati legati, V (θ) = −kBT ln(P (θ)) e` il potenziale di forza
media associato a θ e costituisce una prima grossolana approssimazione per Uθ.
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Con opportuni fit delle V (q) si puo` dedurre l’approssimazione dei parametri dei
potenziali del campo di forze per mezzo di una procedura di fit usando le forme
funzionali precedentemente descritte. Tuttavia e` necessario qui ricordare che i
potenziali di forza media V (q) relativi alle variabili interne coincidono con Uq solo
nell’ipotesi che le variabili interne siano scelte in modo da esser completamente
scorrelate [82]. Altrimenti V (q) contiene anche effetti di correlazione con le altre
variabili, e pertanto i parametri da esso ottenuti sono grossolane approssimazioni
di partenza e vanno riottimizzati con procedure che verranno descritte in seguito.
4.4.2 Distribuzioni statistiche
Per ottenere una maggiore accuratezza e specificita` dei parametri, l’insieme stati-
stico di strutture e` stato suddiviso in diversi sottoinsiemi in base alla classificazione
in A- o B-DNA effettuata mediante il software freeware 3DNA [81], alla tecnica
sperimentale (NMR o cristallografia ai raggi X), alla presenza o meno di accop-
piamenti fra basi non di tipo Watson-Crick ed infine in base alla presenza o meno
di interruzioni o difetti della doppia elica ottenendo quattro diversi sottoinsiemi.
Il sottoinsieme che abbiamo usato per la parametrizzazione del campo di forza
sia per A- che per B-DNA e` quello che presenta solo doppie eliche senza difetti e
accoppiamenti di tipo Watson-Crick, definito ’regolare-WC’.
Per costruire le distribuzioni di B-DNA sono stati usati intervalli piu´ piccoli
rispetto all’A-DNA permessi dalla statistica piu´ elevata delle strutture di B-DNA;
a posteriori questo ha permesso di apprezzare il maggiore polimorfismo strutturale
di B-DNA che si manifesta con una maggiore ricchezza strutturale delle distribu-
zioni di probabilita`. Come vedremo nel prossimo capitolo cio` e` rilevante perche´ le
simulazioni riproducono una caratteristica strutturale ben precisa: il doppio picco
nella regione attorno a 15 A˚ (figura 4.5).
La figura 4.5 riporta le funzioni di distribuzione di coppia g(r) degli atomi
di P. La g(r) descrive la probabilita` di trovare un atomo P a distanza r da un
altro fissato, normalizzata alla stessa probabilita` per un sistema di riferimento,
tipicamente un gas di particelle non interagenti (uniformemente distribuite). Le
probabilita` vengono stimate tramite le rispettive frequenze N(r):
g(r) =
N oss(r)
N rif (r)∆r
(4.14)
con
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N rif (r)∆r =
ρ2
N
∫∫
δ(|−→r | − |−→r1 −−→r2 |) dr1 dr2∆r = ρ4pir2∆r (4.15)
da cui otteniamo il potenziale di forza media V (r) mediante inversione di Boltz-
mann:
V (r) = −kBT ln(g(r)) = −kBT ln
(
N oss(r)
N rif (r)∆r
)
(4.16)
Le g(r) per i vari insiemi statistici sono riportate in figura 4.5. Dalla g(r) possono
essere separati diversi contributi additivi da cui verranno stimati i diversi termini
del potenziale. Nelle figure 4.2 e 4.3 sono riportate le distribuzioni dei primi vicini
cioe` degli atomi di P consecutivi, lungo la stessa catena. Per il B-DNA (figura 4.3)
un fit gaussiano e` appropriato piu´ di quanto lo sia per l’A-DNA (figura 4.2) che
presenta una sottostruttura dal carattere a doppio picco.
Figura 4.2: A sinistra: distribuzioni primi vicini del set di strutture NMR
dell’A-DNA. A destra: distribuzioni primi vicini del set di strutture ai raggi X
dell’A-DNA. La linea nera e` una guida per l’osservatore.
Dalle distribuzioni di A-DNA sembrerebbe emergere un carattere bistabile: una
frazione della popolazione assume valori della distanza P-P simile alla distanza
osservata nel B-DNA. Un’altra caratteristica dell’A-DNA che emerge quando si
considerano le distribuzioni in figura 4.2 riguarda le popolazioni della regione che
chiameremo tipo-A (attorno a 6 A˚) e della regione che chiameremo tipo-B (attorno
a 7 A˚). Il set di strutture NMR (a sinistra) presenta una popolazione della regione
tipo-B maggiore rispetto alla popolazione della regione tipo-A e questo e` in accor-
do con l’osservazione che in soluzione, in un ambiente simile a quello cellulare, la
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Figura 4.3: A sinistra: distribuzioni primi vicini del set di strutture NMR del
B-DNA. Nell’inserto la stessa distribuzione e` stata calcolata con un intervallo
doppio. A destra: distribuzioni primi vicini del set di strutture ai raggi X del
B-DNA. La linea nera e` una guida per l’osservatore.
forma ’biologicamente dominante’ sia la forma B [24]. Al contrario la distribuzione
del set statistico ai raggi X (a destra) rivela un andamento opposto, con un’altez-
za del picco caratteristico delle regione tipo-A maggiore rispetto al picco tipo-B
(anche se la media e` un valore centrale unico attorno ai 6A˚ in accordo con il valore
della struttura ideale di A-DNA riportato in tabella 2.1). Cio` puo` essere imputato
ai diversi effetti del cristallo e della soluzione sul DNA. In generale il DNA risulta
piu´ destrutturato in soluzione di quanto lo sia nei cristalli: cioe` la larghezza e il
valore centrale di alcuni picchi relativi alle distribuzioni e` maggiore in soluzione.
L’aumento della larghezza media e` facilmente spiegabile dal fatto che la tecnica
NMR ha meno risoluzione della cristallografia ed inoltre risolve le strutture con
un incertezza intrinseca maggiore dovuta al solvente: le frequenti collisioni DNA-
solvente aumentano il rumore aumentando le fluttuazioni delle posizioni atomiche
e quindi la loro incertezza. Il secondo effetto, cioe` l’aumento del valore centrale
del picco, e` piu´ fine e riguarda il fatto che in soluzione il DNA e` piu´ ‘srotolato’ che
in un cristallo [24]. Se immaginiamo di estrarre la molecola di DNA (il ragiona-
mento si applica indistintamente sia ad A- che a B-DNA) cristallizzata e porla in
soluzione abbiamo prodotto due effetti: la rimozione di un vincolo che in qualche
modo impedisce la liberta` conformazionale del DNA e l’inserimento di urti stoca-
stici da parte del solvente che favoriscono la liberta` conformazionale del DNA. Cio`
determina un allungamento globale del DNA seguito da un suo srotolamento. Lo
srotolamento spiega appunto l’aumento del valore centrale del picco. I due effetti
combinati destrutturano parzialmente la geometria a doppia elica piu´ compatta
nel cristallo, e spiegano anche la propensione ai valori tipo-B della distanza P-P
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primi vicini che si riscontra nella distribuzione NMR in figura 4.2.
Le distribuzioni primi-vicini per le strutture di B-DNA risolte ai raggi X e NMR
riportate in figura 4.3 sono mediamente simili come si vede dal confronto fra la
figura a destra e l’inserto della figura a sinistra. La distanza primi-vicini nel set
NMR subisce fluttuazioni maggiori rispetto alla stessa distanza nel cristallo come
si vede confrontando le due figure 4.3. Come gia` detto per l’A-DNA questo e` il ri-
sultato dei vincoli che un cristallo impone sul DNA e che sono assenti in soluzione.
Le distribuzioni per le variabili interne θ e φ e per le distanze ij, ij+1, ij+2 sono
altri contributi additivi riportati nelle figure 4.4 e 4.6.
Figura 4.4: Distribuzioni dell’angolo di legame θ per: A-DNA del set ai raggi X
(rosso), A-DNA del set NMR (magenta), B-DNA del set ai raggi X (blu), B-DNA
del set NMR (turchese).
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Figura 4.5: A partire dalla figura in basso a sinistra, in senso orario le g(r) per:
A-DNA del set ai raggi X; A-DNA del set NMR; B-DNA del set NMR; B-DNA
del set ai raggi X.
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Figura 4.6: Dalla figura in basso a sinistra, in senso orario: distribuzioni delle
distanze i:j+1, distribuzioni delle distanze i:j, distribuzioni diedrali e distribuzioni
delle distanze i:j+2 di A- e B-DNA per i set di strutture ai raggi X e NMR. Rosso:
A-DNA del set ai raggi X. Magenta: A-DNA del set NMR. Blu: B-DNA del set
ai raggi X. Turchese: B-DNA del set NMR.
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4.4.3 Potenziali statistici di forza media
Utilizzando la formula 4.16 sulla distribuzione primi-vicini si ottengono i poten-
ziali di forza media Vb(r) per A- e B-DNA che sono stati fittatati con una funzione
armonica (equazione 4.2) per ottenere i parametri di Ub riassunti nella tabella 4.3.
I fit armonici supplementari mostrano il comportamento bistabile della distanza
primi-vicini nel caso dell’A-DNA, gia` descritto prima (figura 4.7). Il caratteristi-
co spostamento del valore di equilibrio della parabola e le costanti elastiche piu´
piccole nel set di strutture NMR sono spiegabili in termini del diverso effetto che
solvente e cristallo hanno sul DNA. Da quest’analisi risulta che la variabile distanza
primi-vicini per l’A-DNA e` abbastanza stabile nelle diverse condizioni ambientali
e che in soluzione la costante elastica kb e` un 20% minore che nel cristallo. I dati
Figura 4.7: Potenziali di forza media relativi ai primi-vicini del set NMR (a
sinistra) e del set ai raggi X (a destra) per l’A-DNA (in blu) e per il B-DNA (in
verde).
provenienti dal B-DNA (tabella 4.3) sono facilmente rappresentabili con un singolo
fit parabolico. Anche per questo caso si nota che in soluzione la costante elastica
kb e` un 20% minore che nel cristallo, ma la variazione del valore di equilibrio e`
trascurabile. Se ne conclude che il B-DNA e` piu´ stabile dell’A-DNA nelle diverse
condizioni ambientali.
Possiamo confrontare i valori dei parametri della variabile angolare e diedrale (ta-
bella 4.4) con quelli ottenuti dalle strutture ideali riportati in tabella 2.1 che sono
spesso usati come valori standard di partenza per le simulazioni. Le distribuzioni
dell’angolo di legame θ dei set di strutture NMR e ai raggi X sono in buono accordo
fra di loro e dimostrano che il valore medio di equilibrio dell’angolo di legame e`
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pressoche´ conservato nelle due diverse condizioni sperimentali e fra le due strut-
ture di A- e B-DNA. Per quanto riguarda la variabile diedro, nel confronto con le
strutture ideali, le strutture ai raggi X sono in buon accordo, mentre le strutture
NMR si discostano notevolmente. Le cause di questa differenza sono il rumore
presente nelle strutture NMR e l’aver scelto un intervallo di fit in un intorno del
minimo principale affinche´ la funzione armonica approssimi la curva calcolata. Nel
caso del B-DNA se si aumenta l’intervallo di fit i valori φ0 e kφ si avvicinano a
quelli delle strutture ai raggi X sebbene sia evidente che l’approssimazione dei dati
con una funzione armonica peggiori. Per l’A-DNA i parametri hanno un errore
alto a causa della scarsa statistica. Abbiamo deciso di lasciare dei valori che non
sono in accordo fra di loro per dimostrare quale importanza rivesta la presenza del
solvente o del cristallo.
Con la stessa procedura dalle distribuzioni dell’angolo θ e del diedro φ e delle
distanze inter-catena ij, ij+1, ij+2 si ottengono i potenziali di forza media V (θ),
V (φ) e Vij(r), Vij+1(r), Vij+2(r). V (θ), V (φ) vengono fittati con le funzioni ar-
moniche in equazione 4.3, 4.4 per ottenere i parametri di Uθ e Uφ (riassunti in
tabella 4.4). Vij(r), Vij+1(r), Vij+2(r) vengono momentaneamente fittati mediante
la formula 4.9 (risultati nelle tabelle 4.5, 4.6, 4.7) come punto di partenza per
la successiva ottimizzazione del campo di forze che permettera` la denaturazio-
ne. Inoltre, a causa dell’evidente bistabilita` di alcune di queste distanze, abbiamo
preferito fittare i dati con due funzioni armoniche.
Sottraendo dalle distribuzioni totali le distribuzioni per i termini di legame e
i termini inter-catena ij, ij+1, ij+2 si ottiene la distribuzione delle distanze non
bonded la cui inversione da` il potenziale di forza media VNB(r). I grafici di figura
4.8 mostrano il risultato dell’inversione di Boltzmann sulla parte non bonded della
g(r) per A- e B-DNA. Un’importante caratteristica che distingue le due geometrie
e` la presenza, in VNB del B-DNA, della buca fra 5 e 10A˚ che descrive l’effetto della
’spine of hydration’ (vedere figura 2.10) nel minor groove, e che verra` implementata
in un secondo momento.
Il potenziale VNB(r) e` quello che piu` criticamente risente degli effetti delle
correlazioni. Non solo sono presenti correlazioni dovute agli altri termini del po-
tenziale, ma anche effetti di interazioni a molti corpi che compaiono in VNB(r) e
che devono essere esclusi in UNB(r) [83]. A questi effetti sono presumibilmente
dovuti i minimi a lungo raggio presenti in VNB(r). Quindi, come prima approssi-
mazione, si e` costruito un UNB(r) che contenesse solo il primo minimo di VNB(r),
fittandolo con una funzione di tipo Morse. Vedremo nel prossimo capitolo che que-
sta approssimazione e` sufficiente solo a basse temperature. Tuttavia il potenziale
qui fittato (parametri riportati in tabella 4.2) verra` usato come punto di partenza
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per l’ottimizzazione.
Figura 4.8: potenziali di forza media VNB(r).
I grafici che mostrano i fit di V (θ), V (φ), Vij(r), Vij+1(r), Vij+2(r) sono riportati
in appendice C.
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ADNA E(kcal/mole) k0(A˚
−1) r0(A˚) c
XRAY 0.46 0.71 9.12 -3.4
BDNA
XRAY 0.62 0.24 11.97 0.04
Tabella 4.2: Parametri ottenuti dai fit dei potenziali di forza media VNB(r) =
E{[1− e−k0(r−r0)]2 − c}.
ADNA k(kcal/mole·A˚2) l0(A˚) descrizione
XRAY
7.47 5.89 picco a sinistra
14.79 6.713 picco a destra
3.28 6.06 tutti i punti
NMR
4.9 6.24 picco a sinistra
10.3 6.7 picco a destra
2.6 6.2 tutti i punti
BDNA
XRAY 9.8 6.66
NMR 7.9 6.70
Tabella 4.3: Parametri ottenuti dal fit dei potenziali di forza media Vb(r) =
1/2kb(l − l0)2.
ADNA kθ(
kcal
mole·rad2 ) θ0(deg) ADNA kφ(
kcal
mole·rad2 ) φ0(deg)
NMR 32.83 149.34 NMR 0.9 23
XRAY 26.27 148.66 XRAY 3.61 15.88
BDNA BDNA
NMR 40.2 148.58 NMR 5.25 15.60
XRAY 29.55 148.69 XRAY 2.63 19.1
Tabella 4.4: Parametri ottenuti dal fit dei potenziali di forza media V (θ) =
1/2kθ(θ − θ0)2 (a sinistra) e per la variabile diedro V (φ) = 1/2kφ(φ − φ0)2 (a
destra). Le costanti elastiche kθ e kφ sono in unita` di kcal/mole·rad2 per esigenze
del programma di simulazione.
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ADNA k(kcal/mole·A˚2) rij0 (A˚) descrizione
XRAY
7.15 18.44 picco a sinistra
3.03 19.34 picco a destra
NMR 2.1 19.5
BDNA
XRAY 1.24 19.25
NMR
4.18 17.35 picco a sinistra
1.03 19.49 picco a destra
Tabella 4.5: Parametri ottenuti dai fit dei potenziali di forza media Vij(r) =
1/2kij(rij − rij0 )2.
ADNA k(kcal/mole·A˚2) rij+10 (A˚) descrizione
XRAY
7.78 17.40 picco a sinistra
5.36 18.04 picco a destra
NMR
6.2 17.25 picco a sinistra
5.17 17.98 picco a destra
BDNA
XRAY 5.64 17.93
NMR
3.7 17.4
3.66 18.12
Tabella 4.6: Parametri ottenuti dai fit dei potenziali di forza media Vij+1(r) =
1/2kij+1(rij+1 − rij+10 )2.
ADNA k(kcal/mole·A˚2) rij+20 (A˚) descrizione
XRAY 2.6 16.09
NMR
4.9 15.39 picco a sinistra
6.33 16.20 picco a destra
BDNA
XRAY
4.78 14.93 picco a sinistra
2.52 15.84 picco a destra
NMR
2.08 15.37 picco a sinistra
2.2 16.63 picco a destra
Tabella 4.7: Parametri ottenuti dai fit dei potenziali di forza media Vij+2(r) =
1/2kij+2(rij+2 − rij+20 )2.
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4.5 I limiti dell’inversione di Boltzmann e il loro
superamento
Come piu´ volte ribadito nel corso di questo capitolo, il potenziale di forza media
V (q) e` solo una prima approssimazione del potenziale di interazione U(q). In let-
teratura sono descritte un paio di procedure per ottenere U(q). Una usa il metodo
del “Force Matching” che consiste nel fittare le forze dovute al potenziale CG su
forze calcolate tramite simulazioni “all atom” [83]. Questo metodo restituisce co-
me output dei potenziali che sono perfettamente compatibili con quelli “all atom”
dello stesso sistema, ma necessita di estensive simulazioni “all atom” per produrre
dati di riferimento da usare per il fit. Inoltre la trasferibilita` dei potenziali ottenuti
dipende da quanto e` stato campionato lo spazio delle fasi durante la simulazione.
Una seconda procedura usa l’inversione di Boltzmann in maniera iterativa: V (q) e`
usato come primo passo dell’iterazione. Un nuovo set statistico di strutture viene
generato da una simulazione che usa V (q) e tramite una nuova analisi statistica
confrontato con quello di partenza, e la differenza usata per correggere V (q) [84].
La procedura e` rigorosa e puo` essere formalizzata, ma in questa forma rigorosa e`
molto difficilmente applicabile a sistemi con molte variabili interne.
Nel prossimo capitolo e` descritta una procedura di ottimizzazione simile a que-
sta, ma semplificata. La discrepanza tra le funzioni di distribuzione di probabilita`
delle variabili interne ottenute dalle simulazioni e quelle sperimentali guida empi-
ricamente la modifica dei parametri del campo di forze, fino a che l’accordo non e`
soddisfacente. Come verra` spiegato nel prossimo capitolo, la procedura richiedera`
anche un cambiamento di alcune delle forme funzionali del campo di forze, per
renderlo piu´ generale e trasferibile.
Capitolo 5
Simulazioni
5.1 Introduzione
Questo capitolo contiene il secondo e centrale contributo originale di questo lavoro
di tesi: l’ottimizzazione del campo di forze e i risultati delle simulazioni.
L’ottimizzazione del campo di forze e` portata avanti attraverso diverse itera-
zioni, e con una procedura che, pur basata sul confronto tra le distribuzioni di
probabilita` delle variabili interne delle simulazioni con quelle sperimentali e di
proprieta` termodinamiche come la temperatura di denaturazione, incorpora ad
ogni passo anche conoscenze a priori sul sistema, attraverso la scelta di opportune
forme funzionali per i termini critici del potenziale (UNB e Uij). La procedura e`
illustrata nel dettaglio per A-DNA ed applicata nello stesso modo a B-DNA che
presenta ulteriori difficolta` dovute alla diversa struttura del major e minor groove.
I risultati di questo capitolo sono l’ottimizzazione di campi di forze per A- e
B-DNA (sia una versione non denaturabile che una versione denaturabile) e simu-
lazioni che riproducono in maniera realistica non solo gli stati A e B ma anche i loro
sottostati strutturali. Simulazioni con la versione denaturabile del campo ripro-
ducono la corretta temperatura di denaturazione. Inoltre, sotto-denaturazione la
simulazione riporta la formazione di difetti con struttura peculiare e la formazione
delle bolle di denaturazione, caratteristiche osservate sperimentalmente. Sono infi-
ne presentate simulazioni in catene molto lunghe, che a 300K mostrano curvatura
e superavvolgimento (supercoiling), che nel DNA sono riconosciuti essere compor-
tamenti funzionali all’interazione con proteine e all’organizzazione del DNA nella
cellula. Tutte queste caratteristiche emergono dalle simulazioni in maniera in un
certo senso inaspettata, dal momento che non sono presenti nel set statistico da
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cui i parametri sono stati derivati. Sono invece imputabili ad una oculata scelta
della forma funzionale dei termini del campo di forze e della parametrizzazione,
che conferisce al campo una alta predittivita`.
Tutte le simulazioni sono state realizzate con il pacchetto software DL POLY
[85] usando software localmente sviluppati per creare l’input. Il protocollo di
simulazione e` descritto all’inizio della prossima sezione.
5.2 Parametri e protocolli di simulazione
Scelta della configurazione iniziale
Descriviamo la procedura nel caso dell’A-DNA. Fra tutte le strutture appartenenti
al set ‘regolare-WC’ del gruppo di strutture ai raggi X (vedi sezione 4.4.2), e` stata
selezionata come configurazione iniziale la struttura i cui valori delle variabili in-
terne si avvicinano al minimo dei potenziali di forza media fittati e poi usati come
valori d’equilibrio dei vari termini del campo di forze. Tuttavia e` stato opportuno
costruire anche una molecola di A-DNA piu´ lunga (51 coppie di basi) usando il
software commerciale InsightII, per studiare meglio le proprieta` dinamiche di cur-
vatura, compressione/allungamento e torsione durante le simulazioni di dinamica
molecolare, poco evidenti nella struttura sperimentale, essendo quest’ultima molto
corta (10 coppie di basi).
Scelta del passo di integrazione
La scelta del passo di integrazione deve assicurare la corretta integrazione delle
equazioni del moto durante l’intera traiettoria come spiegato in sezione 3.2. So-
stituendo nell’equazione T = 2pi
√
m/k il valore della costante elastica del legame
P primi-vicini (k ≈ 5 − 10 kcal/mole·A˚2), equivalente alla frequenza piu´ alta del
sistema, la massa ridotta dei due P interagenti (m = Mp/2, con Mp ' 300uma)
si ottiene T = 1 ps che indicherebbe un passo di integrazione δt = 0.01 ps. Nella
pratica pero` e` spesso conveniente usare la stima di δt come valore iniziale e poi otti-
mizzarlo finche´ le costanti del moto del sistema (ad esempio l’energia totale in una
simulazione nell’insieme microcanonico) siano conservate. Il passo di integrazione
che useremo nelle simulazioni proposte in questo lavoro e` compreso nell’intervallo
0.001-0.01 ps.
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Minimizzazione locale
Le minimizzazioni locali sono necessarie per far rilassare la configurazione iniziale
scelta nel minimo piu´ vicino del campo di forza per partire da strutture senza ‘pa-
tologie’ che potrebbero compromettere le simulazioni a temperatura finita. Queste
ottimizzazioni strutturali precedono qualunque simulazione a temperatura diversa
da zero ed hanno le seguenti caratteristiche tecniche: passo d’integrazione = 0.01
ps e numero di passi = 100000. Questi valori risultano sufficienti per il rilassamento
della struttura iniziale in tutti i casi analizzati.
Scelta del termostato
Per simulare il sistema a contatto con un bagno termico abbiamo scelto il termo-
stato di Berendsen [85]. La temperatura viene mantenuta costante riscalando le
velocita` dei P in modo tale che:
Ecin =
N∑
i=1
1
2
mi
−→v 2i =
3
2
NkBT (5.1)
5.3 Studio preliminare della stabilita` di A- e B-
DNA
In questa versione del modello tutti i potenziali bonded sono funzioni armoniche
mentre il non bonded e` una funzione di Morse:
• Ub = 12kb(l − l0)2
• Uθ = 12kθ(θ − θ0)2
• Uφ = 12kφ(φ− φ0)2
• Uij = 12kij(rij − rij0 )2
• UNB = E{[1− e−k0(r−r0)]2 − c}
Lo scopo e` quello di ottimizzare i parametri del campo di forze per riprodurre
la stabilita` delle due forme di DNA alla temperatura di 300K. La denaturazione
del DNA verra` studiata in seguito e richiedera` di cambiare le forme funzionali dei
potenziali Uij e UNB. In tabella 5.1 sono riportati i parametri iniziali dei campi di
forze per A- e B-DNA.
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potenziale costante elastica valore d’equilibrio
(kcal/mole) (kcal/mole·A˚2) (A˚)
A-DNA B-DNA A-DNA B-DNA
Ub 7.47 9.80 5.89 6.66
Uij 7.15 1.24 18.44 19.25
Uij+1 6.00 5.64 17.40 17.93
Uij+2 2.6 4.78 16.09 14.93
(kcal/mole) (kcal/mole·rad2) (deg)
Uθ 27.58 29.55 149.53 148.69
Uφ 3.61 2.63 15.88 19.1
E k0 r0 c
(kcal/mole) (A˚−1) (A˚)
A-DNA B-DNA A-DNA B-DNA A-DNA B-DNA A-DNA B-DNA
UNB 0.46 0.62 0.71 0.24 9.12 11.97 -3.4 0.04
Tabella 5.1: Parametri del campo di forze per A-DNA e B-DNA.
Risultati
Sia nel caso di A- che di B-DNA sono state effettuate simulazioni a energia costante
a partire da strutture localmente ottimizzate, seguendo il protocollo gia` descritto.
E` stato osservato che l’A-DNA e` stabile fino alla temperatura T0 ' 70K, mentre
a temperature piu´ elevate avviene una transizione strutturale ad uno stato ’con-
tratto’. Questa transizione avviene a causa della forma funzionale scelta per UNB
(Morse), la cui buca coincide con il primo minimo dei potenziali di forza media
VNB e descrive le interazioni attrattive con il solvente. La presenza della buca
attrattiva non e` sufficiente nei casi considerati a riprodurre una struttura del DNA
vicina a quella di partenza perche´ il minor groove risente di una forza attrattiva,
dovuta alla coda del Morse, che produce sullo stesso un collasso (ed una relativa
espansione del major groove) come evidente dalla figura 5.1. Il DNA ha un gua-
dagno energetico in questa transizione come evidente dall’andamento dell’energia
potenziale in figura 5.2.
Mediante una serie di simulazioni fatte a temperature minori di T0 si sono
calcolate le distribuzioni statistiche per ogni variabile del campo di forze. Ciascuna
di esse e` stata successivamente fittata con una gaussiana:
P (q) = Ae
− (q−q0)2
2σ2q (5.2)
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Figura 5.1: Grafico dell’andamento nel tempo delle distanze: ij-6 del major
groove (verde), ij+3 del minor groove (rosso), ij della ’struttura locale’ (blu). A
t'9ns c’e` transizione allo stato contratto mentre prima il DNA fluttua attorno
alla geometria A-standard.
Figura 5.2: In basso grafico dell’andamento nel tempo dell’energia totale E
(marrone), potenziale U (ocra) e della temperatura T (nero). A t=9ns c’e`
transizione allo stato contratto.
dove q indica genericamente una delle variabili interne del sistema, A, q0 e σq sono
i parametri del fit. σq misura la larghezza della distribuzione P(q), e quindi e`
legata alla costante elastica del potenziale di forza media V (q) = −kBT ln(P (q))
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in questo modo:
V (q) = −kBT ln(A) + kBT
2σ2q
(q − q0)2 (5.3)
Possiamo ridefinire V (q) → V (q) + kBT ln(A) essendo kBT ln(A) una costante a
temperatura fissata e paragonare l’equazione 5.3 con la funzione armonica
V (q) =
1
2
k
′
q(q − q0)2 (5.4)
da cui si ricavano la costante elastica k
′
q e il valore d’equilibrio q0
k
′
q =
kBT
σ2q
(5.5)
Questa relazione e` stata utilizzata per il calcolo delle costanti elastiche k
′
q. Poiche´
l’A-DNA transita allo stato contratto per T > T0 e` stato necessario estrapolare il
valore σ2q (T = 300K) fittando il grafico T vs σ
2
q (T ), ottenuto mediante simulazioni
a T < T0, con una retta. Riportiamo come esempio il fit lineare per la variabile r
ij
0
di σ2ij vs T in figura 5.3. Questa procedura e` stata ripetuta per le due strutture di
A-DNA considerate cioe` la struttura ideale (51 coppie di basi) e quella sperimentale
(10 coppie). I valori calcolati delle costanti elastiche sono riportati nella tabella
5.2. La non perfetta coincidenza delle costanti elastiche k
′
b, k
′
θ, k
′
φ, k
′
ij, k
′
ij+1, k
′
ij+2
con quelle di input indica la non armonicita` del sistema gia` a basse temperature.
k
′
b k
′
θ k
′
φ k
′
ij k
′
ij+1 k
′
ij+2
7.3 63 3.9 9.7 9.4 4
7.7 73 4.6 10.5 11 4.5
Tabella 5.2: Valori delle costanti elastiche calcolate per la struttura sperimen-
tale (10 coppi di basi) in alto e per la struttura ideale (51 coppie di basi) in
basso.
Le simulazioni riguardanti il B-DNA utilizzando il campo riportato in tabella
5.1 danno un risultato molto simile a quello dell’A-DNA ma gia` a temperature
molto basse. La causa di cio` va ricercata nel fatto che minor e major groove hanno
dimensioni piu´ simili nel BDNA per cui la buca del Morse attrae con maggior forza,
rispetto all’A-DNA, il major groove. Esattamente come nel caso dell’A-DNA lo
stato finale, dopo la transizione, e` uno stato contratto e piu´ stabile di quello di
partenza.
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Figura 5.3: Fit lineare (in verde) del grafico σ2ij relativo alla variabile interna
rij0 . La variazione della pendenza della curva indica la temperatura di transizione
T0.
Come vedremo in dettaglio nella prossima sezione l’impossibilita` di eliminare
questa transizione ci ha spinto a cambiare la forma funzionale di UNB in modo
da includere la repulsione elettrostatica fra i fosfati carichi. Questa repulsione
influisce in particolar modo sul minor groove dell’A-DNA e sul major groove del
B-DNA con un contributo repulsivo, destabilizzando queste regioni dall’attrazione
responsabile della transizione allo stato contratto.
5.4 Stabilita` di A-DNA: una prima ottimizzazio-
ne del campo di forze
In questa sezione il campo di forze per l’A-DNA viene ottimizzato in modo che la
struttura della molecola fluttui attorno alla geometria standard. Il criterio che gui-
da i cambiamenti dei parametri durante le iterazioni richieste per l’ottimizzazione
e` la qualita` con cui vengono riprodotte le distribuzioni sperimentali delle variabili
interne e come conseguenza la g(r) sperimentale. Una immediata conseguenza di
questo modo di procedere e` un campionamento sempre piu´ ampio e accurato dello
spazio conformazionale del DNA ad ogni iterazione che migliora la g(r) calcolata.
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Modifica del potenziale UNB per includere l’elettrostatica
Le simulazioni fatte utilizzando per UNB la forma funzionale Morse danno risul-
tati insoddisfacenti a temperature alte perche´ la geometria dell’A-DNA tende a
schiacciarsi a causa del contributo attrattivo che UNB esercita sul minor groove
(oltre che sul major groove) e che tende a comprimerlo. Lo stato che si raggiunge
non corrisponde alla geometria media dell’A-DNA e non riproduce i dati speri-
mentali. Si pone dunque il problema di trovare la forma funzionale piu´ adatta
di UNB per fittare il potenziale di forza media VNB. Bisogna qui ricordare che
UNB non puo` e non deve ricalcare esattamente l’andamento di VNB in quanto UNB
descrive delle interazioni fisiche fra gli oggetti mentre VNB contiene un’alternanza
di buche e barriere che mascherano le interazioni fisicamente rilevanti. Di queste
strutture ‘fittizie’ sono responsabili gli effetti di correlazione fra le variabili inter-
ne. In questo lavoro non abbiamo valutato prima e sottratto poi le correlazioni
da VNB bens´ı siamo partiti dalla conoscenza a priori (minima) sulle due principali
interazioni responsabili dell’equilibrio del DNA per ‘indovinare’ la forma funzio-
nale di UNB da fittare su VNB e successivamente abbiamo ottimizzato i parametri
da cui UNB dipende, in modo da riprodurre la distribuzione di coppia, seguendo
una metodologia parzialmente empirica. Le due principali interazioni considerate
sono: l’attrazione fra i nucleotidi, e quindi fra i centri interattivi P, di origine sia
idrofobica che dovuta all’idratazione, e la repulsione elettrostatica fra i fosfati e
non meno importanti gli effetti dell’idratazione dell’A-DNA. La forma funzionale
scelta per UNB e` dunque:
UNB(r) = E{(e−k0(r−r0) − 1)2 − c} · 1
2
{1− tanh(k1(r − r1))} (5.6)
rappresentata in figura 5.4. La scelta consente, in maniera semplice, di modificare,
il potenziale di Morse aggiungendo una barriera e una coda repulsiva. La presenza
della barriera repulsiva che separa la buca impedisce la contrazione del minor
groove, osservata quando per UNB si e` utilizzato il Morse.
Il parametro k0 in equazione 5.6 definisce la larghezza della buca ma anche la
larghezza della barriera assieme al parametro k1 da cui dipende la pendenza della
parte repulsiva. Nel seguito l’energia del minimo della buca verra` indicata con ∆E1
mentre l’energia del massimo della barriera con ∆E2. Risulta che ∆E1 = −E · c
e ∆E2 ∝ E(1 − c). La scelta della funzione tanh con cui tagliare il morse per
rappresentare la repulsione elettrostatica deriva dal fatto che all’interno dell’am-
biente cellulare il DNA interagisce con ioni e solvente i quali, oltre a diminuire
direttamente la carica dei fosfati, schermano il campo da loro generato. In questa
5.4. Stabilita` di A-DNA: una prima ottimizzazione del campo di forze 65
Figura 5.4: Nuova forma funzionale dell’interazione non bonded.
ottica e` opportuno usare un’interazione repulsiva esponenzialmente depressa alle
grandi distanze.
Ottimizzazione del campo di forze
Tutte le simulazioni sono state fatte nell’insieme canonico per tempi ' 100 ns,
impiegando un tempo macchina di ' 1 ora (102 centri interattivi). Possiamo
schematizzare questa fase come in figura 5.5.
Figura 5.5: Schema riassuntivo della fase 1
∆Etot e` uguale alla diminuzione di energia corrispondente al salto energetico fra
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la configurazione finale ottimizzata localmente e quella iniziale (DNA ideale). Il
rilassamento della configurazione iniziale verso la configurazione ottimizzata non
assicura che lo stato resti stabile durante una simulazione arbitrariamente lunga
alla temperatura T, in quanto le regioni I e II in figura 5.4 sono separate da una
barriera di potenziale scavalcabile se la sua altezza e` confrontabile con l’energia
termica media kBT .
Durante le diverse iterazioni sono fissati i valori di equilibrio della distanza
l0, degli angoli θ0 e φ0 ai valori sperimentali (valori in tabella 5.3) ottenuti dal-
le relative distribuzioni per assicurarsi la corretta riproduzione delle posizioni dei
picchi nelle distribuzioni dei primi-vicini, dell’angolo e del diedro. Le costanti ela-
stiche kb, kθ, kφ sono fissate attorno ai valori sperimentali per riprodurre in prima
approssimazione le larghezze delle distribuzioni dei primi-vicini, dell’angolo e del
diedro, ma questi valori non sono definitivi e verranno ottimizzati successivamente
per la denaturazione del DNA. I valori ki:j, ki:j+1, ki:j+2 (in questa fase relativi a
potenziali armonici) assieme ai parametri di UNB determinano la stabilita` di minor
e major groove: i primi in minor misura del secondo e in modo sostanzialmente di-
verso per A- e B-DNA. Sono state fatte tre prove al variare di ki:j, ki:j+1, ki:j+2 per
diversi potenziali UNB, corrispondenti ai tre casi seguenti: ki:j, ki:j+1, ki:j+2 simili
ai valori sperimentali, piccoli (' 0.1 kcal/mole·A˚2), e grandi (' 30 kcal/mole·A˚2).
Da queste prove e` emerso che il ∆Etot piu´ piccolo e la distribuzione di coppia g(r)
piu´ simile a quella sperimentale si ottengono usando valori vicini a quelli speri-
mentali (riportati in tabella 5.3). Il valore osservato di ∆Etot, per fosfato, varia
fra 1 e 2 kcal/mole. L’origine di questa variazione di energia risiede nel fatto che
i valori delle variabili interne iniziali differiscono dai valori sperimentali ai quali la
struttura iniziale (ideale) tende in fase di minimizzazione.
In questa fase l’attenzione e` stata focalizzata su UNB e in particolar modo sulla
stabilita` relativa degli stati associati alla buca e alla coda repulsiva (regioni I e II
in figura 5.4). Sono state fatte diverse prove al variare della profondita` della buca
che indichiamo con ∆E1 e dell’altezza della barriera cioe` ∆E2 relativamente alla
coda repulsiva, riportate in figura 5.7.
Gli stati conformazioneli osservati durante questa fase sono:
• A: stato A-standard
Rappresenta la geometria tipica dell’A-DNA ed infatti la distribuzione di
coppia sperimentale e la distribuzione di coppia della simulazione sono in
buon accordo come si vede dalla figura 5.6. Le regioni dove si nota una
maggiore discrepanza sono attorno a 9 A˚ e 24 A˚. Picchi piu´ alti dei valori
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parametri bonded parametri non bonded
l0=5.89 A˚ kb = 5.2 kcal/mole·A˚2
θ0=149.53 deg kθ = 30 kcal/mole·rad2
φ0=15.88 deg kφ = 5.2 kcal/mole·rad2
rij0 =18.44 A˚ ki:j = 5 kcal/mole·A˚2
rij+10 =17.40 A˚ ki:j+1 = 5 kcal/mole·A˚2
rij+20 =16.09 A˚ ki:j+2 = 1 kcal/mole·A˚2
k0 = 0.7 A˚
−1
r0 = 8.86 A˚
k1 = 1.0 A˚
−1
r1 = 14 A˚
c = ...
E = ... kcal/mole
Tabella 5.3: Parametri del campo di forze per la simulazione della stabilita`
dell’A-DNA. Le diverse simulazioni sono ottenute al variare dei parametri E e c
che definiscono ∆E1 e ∆E1. Diagramma di fase in funzione di ∆E1 e ∆E1 in
figura 5.7.
sperimentali sono indicativi di un A-DNA piu´ strutturato, con un minor ed
un major groove molto stabili. Le differenze con la distribuzione di coppia
sperimentale sono da attribuire al fatto che in molte molecole del set spe-
rimentale queste distanze risultano sottorappresentate a causa di un major
groove tendezialmente piu´ largo o leggermente distorto, dovuto ad intera-
zioni con le proteine. La distribuzione di coppia in figura 5.6 puo` pertanto
essere interpretata come la distribuzione di coppia di un modello di A-DNA
tendenzialmente regolare, inteso come ADNA poco interagente con protei-
ne e quindi meno distorto rispetto alla media delle strutture dell’insieme
statistico utilizzato.
• E: stato ’esteso’
La caratteristica saliente di questa geometria e` l’ampiezza del major groove
che risulta simile a quella del minor groove come risulta dalla figura in ta-
bella 5.4. La lunghezza maggiore che questa struttura ha rispetto allo stato
A-standard e` dovuta a due fattori: l’allungamento della molecola seguita da
uno srotolamento parziale. Come conseguenza, l’intera struttura risulta visi-
bilmente piu´ flessibile perche´ il contributo attrattivo fra i P del major groove
e` ora assente. In tabella 5.4 sono riportati distanze e angoli di equilibrio
prima e dopo la transizione.
• C: stato ’contratto’
La geometria di questo stato e` contratta rispetto allo stato A-standard per-
che´ lo stato A-standard subisce una compressione seguita da un avvitamento
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Figura 5.6: confronto fra la distribuzione di coppia sperimentale (in verde) e
la distribuzione di coppia ottenuta da una delle simulazioni che definiscono la
regione nera in figura 5.7.
lungo l’asse. Il minor groove risulta compresso e delle stesse dimensioni del
major groove. Le distanze di entrambe le scanalature sono confinate nella
buca attrattiva rendendo in tal modo l’intera struttura completamente rigida
e piu´ stabile rispetto all’A-standard. In tabella 5.4 sono riportati i valori dei
parametri prima e dopo la transizione a questo stato.
Il diagramma di fase 5.7 mostra chiaramente che esiste una regione ben definita al
variare dell’altezza ∆E2 della barriera e della profondita` ∆E1 della buca di UNB
in cui l’A-DNA e` stabile. Cio` e` possibile in quanto minor e major groove risultano
sufficientemente disaccoppiati grazie alla presenza della barriera che si interpone fra
le distanze caratteristiche dell’uno e dell’altro: alla temperatura di 300K il minor
groove e` ostacolato a comprimersi (stato C) dalla presenza del contributo repulsivo
della barriera, mentre il major groove non si espande (stato E) perche´ la barriera
lo separa dalla zona repulsiva che ne causerebbe l’aumento. Di conseguenza anche
gli stati E e C sono sufficientemente indipendenti fra di loro. Oltre ai valori ∆E1 e
∆E2 anche la posizione r1 e lo spessore k1 scelti della barriera di UNB sono elementi
cruciali per disaccoppiare le dinamiche di minor e major groove. Come vedremo in
seguito con un’opportuna scelta di questi due parametri si riesce a creare un certo
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A-standard esteso contratto
l0(A˚) 5.9(0.3) 6.0(0.3) 5.9(0.3)
θ0(deg) 149(5) 155(6) 146(4)
φ0(deg) 15(12) 17(16) 11(12)
rij0 (A˚) 18.5(0.3) 18.5(0.3) 18.3(0.3)
rij0 (A˚) 17.3(0.3) 17.3(0.3) 17.6(0.3)
rij0 (A˚) 16.3(0.4) 16.3(0.4) 15.3(0.4)
Tabella 5.4: Valori delle distanze di equilibrio per lo stato A-standard,
esteso e contratto calcolati dalla simulazione con ∆E1 = −1.25(kcal/mole)
e ∆E2 = 1.4(kcal/mole) per lo stato esteso e ∆E1 = −1.305(kcal/mole) e
∆E2 = 0.75(kcal/mole) per lo stato contratto (vedi tabella 5.7). I valori in
parentesi sono le deviazioni standard.
grado di accoppiamento fra minor e major e quindi a creare un equilibrio dinamico
fra gli stati A, E e C.
5.5 Ottimizzazione del campo di forze di A-DNA
per la denaturazione
Per ottenere simulazioni piu´ realistiche, in questa fase, oltre ad usare il termostato
di Berendsen, sono stati cambiati i potenziali Uij, Uij+1, Uij+2 per permettere la
denaturazione del DNA. La forma funzionale utilizzata e`, per motivi pratici, uguale
a quella di UNB:
Uij(r) = E
ij{(e−kij0 (rij−rij0 ) − 1)2 − cij} · 1
2
{1− tanh(kij1 (rij − rij1 ))} (5.7)
Il significato fisico e quindi i parametri sono pero` diversi. Infatti la buca descrive
il contributo attrattivo dell’accoppiamento Watson-Crick fra le basi, mentre a di-
stanze maggiori, si hanno due contributi: la repulsione elettrostatica fra i fosfati
ed interazioni idrofiliche. La repulsione elettrostatica resta la forza che guida la
denaturazione, ma l’intrusione del solvente fra le due eliche che iniziano a scindersi
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Figura 5.7: Stati conformazionali dell’ADNA in funzione di ∆E1 e ∆E2. I
puntini neri e bianchi corrispondono alle simulazioni fatte. I valori degli altri
parametri del campo di forze utilizzati per le simulazioni riportate nel grafico
sono in tabella 5.3.
la favorisce e ne aumenta la cooperativita` [87]. La relazione fra i parametri dei
potenziali Uij precedenti, di tipo armonico, e l’attuale forma funzionale e` data da
kx ' 2Exkx0 , con x =ij, ij+1, ij+2, dove kx e` la costante elastica relativa al po-
tenziale Ux armonico. Questa relazione, ottenuta uguagliando la derivata seconda
della funzione armonica alla funzione di Morse nel punto di minimo, vale con buo-
na approssimazione anche nel caso del potenziale 5.7, e puo` essere usata per avere
una prima stima dei valori dei parametri per il nuovo potenziale.
Ottimizzazione di Uij
Anche la procedura di ottimizzazione e raffinazione dei parametri di Uij segue crite-
ri empirici: i valori iniziali dei parametri vengono stimati sulla base di conoscenza
a priori del sistema. Il primo parametro ad essere stimato e` stata la differenza
rij1 − rij0 . La differenza rij1 − rij0 e` all’incirca pari alla fluttuazione media che una
delle distanze ij, ij+1, ij+2 puo` subire oltre la quale il legame si considera rotto
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perche´ il contributo repulsivo e le interazioni idrofiliche dominano. Il valore di
rij1 − rij0 e` stato stimato considerando che quando inizia il processo di denaturazio-
ne il solvente penetra fra le due catene e diminuisce la forza del legame a idrogeno
che tiene unita la coppia di basi. Nella coppia A-T sono sufficienti due molecole
di acqua per saturare i legami a idrogeno e tre per la coppia C-G. Si conclude che
l’allungamento massimo che puo` subire una coppia di basi e quindi le tre distanze
ij, ij+1 e ij+2 varia tra due e tre volte la dimensione media di una molecola di
acqua (' 1.4A˚) che si insinua fra le due catene. Considerando anche la repulsione
elettrostatica si e` scelto il valore di 2A˚ per le tre interazioni Uij, Uij+1 e Uij+2.
In alcuni casi e` stato modificato per scopi specifici che descriveremo nel seguito.
Questo valore e` in accordo con valori precedentemente usati in letteratura [79]. In
questa fase l’ottimizzazione ha coinvolto kθ, kφ e le costanti elastiche equivalenti
kij, kij+1, kij+2 ed i parametri di UNB. I criteri di controllo utilizzati sono stati
due:
1. il confronto delle distribuzioni relative alle singole variabili interne del sistema
con le distribuzioni sperimentali.
2. il confronto fra la temperatura a cui si osserva denaturare il DNA dalle
simulazioni con la temperatura Tm=340K.
Nelle tabelle 5.5, 5.6, 5.7, 5.11 sono riassunte le diverse prove fatte.
ki:j = ki:j+1 = 3, ki:j+2 = 1.8 (kx1=1 con x=ij, ij+1, ij+2)
T(K) 300 320 340 360 380 400
∆E1 ∆E2 kθ kφ
-1.3 0.95 60 10 A D
-2 1.4 30 5 T
-1.3 0.95 30 5 T T
-1 0.6 30 5 T D D T
-0.6 0.6 30 5 D
-0.4 0.6 30 5 D D
-1 0.6 17.5 1.25 T D
Tabella 5.5: Unita` di misura come in tabella 5.3. Simulazioni di A-DNA a
diverse temperature, fissate le costanti elastiche equivalenti ki:j (ki:j = 2Eijk
ij
0 ).
I parametri che variano sono: ∆E1 e ∆E2 di UNB e kθ, kφ di Uθ, Uφ. Gli stati
T, D sono gli stati ‘stretto’ e denaturato definiti in questa sezione.
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ki:j = ki:j+1 = 3.3,ki:j+2 = 2 (kx1=1 con x=ij, ij+1, ij+2)
T(K) 300 320 340 360 380 400
∆E1 ∆E2 kθ kφ
-1 0.6 17.5 1.25 W W
ki:j = ki:j+1 = 3.5,ki:j+2 = 2.2 (kx1=1 con x=ij, ij+1, ij+2)
T(K) 300 320 340 360 380 400
∆E1 ∆E2 kθ kφ
-1 0.6 17.5 1.25 A T D
ki:j = ki:j+1 = 3.75,ki:j+2 = 2.35 (kx1=1 con x=ij, ij+1, ij+2)
T(K) 300 320 340 360 380 400
∆E1 ∆E2 kθ kφ
-0.6 0.6 30 5 E
-1 0.6 30 5 A A A A A
-1 0.6 25 2.5 A A A
-1 0.6 17.5 1.25 A W D
Tabella 5.6: Unita` di misura come in tabella 5.3. Simulazioni di A-DNA a
diverse temperature, fissate le costanti elastiche equivalenti ki:j (ki:j = 2Eijk
ij
0 ).
I parametri che variano sono: ∆E1 e ∆E2 di UNB e kθ, kφ di Uθ, Uφ. Gli stati
T, D sono gli stati ‘stretto’ e denaturato definiti in questa sezione.
Si nota che appaiono due stati nuovi oltre agli stati contratto (C) ed esteso (E)
gia` visti:
• T: stato “stretto”
Lo stato T e` caratterizzato da una doppia elica allungata, dal diametro sen-
sibilmente piu´ stretto e avvitato rispetto alla geometria A-standard. Questo
stato e` uno stato ‘pseudo-denaturato’: le distanze ij, ij+1, ij+2 (o struttura
locale) sono cos´ı allungate rispetto ai valori di equilibrio che sono legami a
idrogeno rotti (valori e figura in tabella 5.8) e tuttavia le due catene restano
unite, mantenendo una struttura elicoidale modificata rispetto alla geome-
tria A-standard, perche´ stabilizzate da UNB. Il contributo attrattivo di UNB
compensa l’aumento dell’energia dovuto alla rottura della struttura locale co-
me si nota dalla figura 5.8. La dinamica della transizione A→ T indica quali
5.5. Ottimizzazione del campo di forze di A-DNA per la denaturazione 73
ki:j = ki:j+1 = 3.3,ki:j+2 = 2 (kx1=0.5 con x=ij, ij+1, ij+2)
T(K) 300 320 340 360 380 400
∆E1 ∆E2 kθ kφ
-1 0.6 25 10 A A A A
-1 0.6 25 7 A A D D T D
-1 0.6 17.5 1.25 W W W W
ki:j = ki:j+1 = 3.5,ki:j+2 = 2.2 (kx1=0.5 con x=ij, ij+1, ij+2)
T(K) 300 320 340 360 380 400
∆E1 ∆E2 kθ kφ
-1 0.6 25 10 A A A A
-1 0.6 30 5 A A A A D
-1 0.6 25 3 A W D D D
-1 0.6 17.5 1.25 T
-0.8 0.6 17.5 1.25 D D
Tabella 5.7: Unita` di misura come in tabella 5.3. Simulazioni di A-DNA a
diverse temperature, fissate le costanti elastiche equivalenti ki:j (ki:j = 2Eijk
ij
0 ).
I parametri che variano sono: ∆E1 e ∆E2 di UNB e kθ, kφ di Uθ, Uφ. Gli stati
A, E sono rispettivamente gli stati A-standard, ‘esteso’ definiti in sezione 5.4; T,
W, D sono gli stati ‘stretto’, ‘invertito’ e denaturato definiti in questa sezione.
siano le variabili importanti coinvolte e quindi i parametri che la favoriscono
o meno. Quando una delle estremita` del DNA inizia a denaturare, aprendo il
major groove, comincia un processo di scivolamento delle due catene che cul-
mina con la riassociazione delle catene nello stato T e la propagazione della
bolla di denaturazione al resto della molecola. Diversi fattori sono determi-
nanti per la transizione: la struttura locale, ancora parzialmente attrattiva
(figura in tabella 5.8) impedisce alla denaturazione di completarsi e grazie
anche all’attrazione che UNB esercita alle brevi distanze si produce un lento
scivolamento relativo delle due catene che culmina nella riassociazione del
DNA. La dinamica dello stato T e` un esempio di coesistenza di eventi di
denaturazione/riassociazione. Valori di kθ e kφ alti sfavoriscono lo stato T
(tabella 5.5) perche` rendono la struttura piu´ rigida e fragile e quindi molto
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stabile al di sotto della denaturazione e molto instabile al di sopra. Inoltre
valori bassi delle costanti elastiche kij favoriscono lo stato T (tabelle 5.5, 5.6,
5.7 messe in ordine crescente di kij, kij+1, kij+2).
Lo stato T ha una geometria analoga alla conformazione definita P-DNA
(vedere immagine 2.13 in sezione 2.4) [90] [91] sebbene il paragone diretto
con la struttura atomica sia impossibile per la mancanza di dati strutturali.
Nel caso del P-DNA le basi sono espulse dall’interno, occupato dallo schele-
tro zuccheri-fosfati, e questo verosimilmente corrisponde alla geometria dello
stato T in cui l’aumento delle distanze ij, ij+1, ij+2 corrisponde all’estrusione
delle basi.
A-standard stato T
l0 (A˚) 5.9(0.3) 5.8(0.34)
θ0 (deg) 149.45(5.5) 139.1(7.3)
φ0 (deg) 15.1(12) 38.1(24)
rij0 (A˚) 18.47(0.3) 27.70(3.6)
rij+10 (A˚) 17.32(0.3) 30.30(4.1)
rij+20 (A˚) 16.31(0.4) 33.4(4.9)
Tabella 5.8: In alto: valori dei parametri prima e dopo la transizione allo stato
stretto. I valori in parentesi sono le deviazioni standard. In basso: distribuzione
della distanza ij da cui e` evidente il carattere solo parzialmente denaturato. Le
distanze ij+1 e ij+2 hanno un comportamento simile.
• W: stato “invertito”
La transizione verso questo stato produce una curvatura a gomito in corri-
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Figura 5.8: Instaurazione dello stato stretto. La bolla di denaturazione si
propaga verso la regione nello stato A-standard provocando la transizione allo
stato T.
spondenza della bolla di denaturazione. La bolla si propaga lungo tutta la
molecola e come si vede dalla figura provoca nel tratto che attraversa tran-
sizione allo stato W. Questo stato e` caratterizzato da una netta contrazione
del minor groove ed una dilatazione del major groove. Come risultato minor
e major groove si scambiano rispetto alle dimensioni che hanno nello stato
A-standard, lasciando pressoche´ inalterate le distanze ij, ij+1 e ij+2 (tabel-
la 5.9). La dinamica della transizione A → W chiarisce i ruoli che hanno
i potenziali UNB e Uij, Uij+1, Uij+2. L’inizio della transizione e` dovuto al-
la denaturazione di una delle estremita` del DNA guidata dal termine UNB.
La separazione delle due eliche non procede fino al totale distacco perche´
la struttura locale si oppone alla denaturazione (le distanze ij, ij+1, ij+2
restano inalterate dopo la transizione). Quindi dall’apertura e successiva
chiusura dell’estremita` del DNA si origina una bolla di denaturazione che
si propaga nel resto della molecola. Con una simulazione, in cui i poten-
ziali Uij sono stati modificati utilizzando delle funzioni armoniche, e` stata
osservata ugualmente la transizione e cio` ha chiarito che UNB produce inizial-
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mente e favorisce poi la denaturazione mentre gli Uij hanno il ruolo passivo
di contenerla.
A-standard stato W
l0 (A˚) 5.9(0.3) 5.9(0.4)
θ0 (deg) 149.45(5.5) 150.2(6.7)
φ0 (deg) 15.1(12) 25.4(26.5)
rij0 (A˚) 18.47(0.3) 18.45(0.4)
rij+10 (A˚) 17.32(0.3) 17.6(0.6)
rij+20 (A˚) 16.31(0.4) 16.0(0.4)
Tabella 5.9: Valori dei parametri prima e dopo la transizione allo stato invertito
W. I valori in parentesi sono le deviazioni standard.
Valori bassi di kθ e kφ favoriscono la formazione delle bolle e quindi di questo
stato. Come si vede dalle tabelle 5.5, 5.6, 5.7 (messe in ordine crescente di
kij, kij+1, kij+2) fissati i valori ∆E1 = −1, ∆E2 = 0.6, kθ = 17.25, kφ = 1.25
la transizione A → W e` favorita da valori intermedi di ki:j, ki:j+1, ki:j+2.
Questo perche´ gli Uij non devono essere troppo attrattivi per non ostacolore
la nascita della bolla e nemmeno scarsamente attrattivi per non provocare
totale denaturazione.
• D: stato denaturato
Le due catene del DNA si separano perche´ le distanze ij, ij+1, ij+2 e le
distanze del major groove (attorno alla buca attrattiva) risentono della re-
pulsione elettrostatica dovuta alla parte a lunga distanza dei potenziali Uij,
Uij+1, Uij+2 e UNB. La dinamica della transizione A → D e` piu´ complessa
delle precedenti. Tuttavia si puo` affermare che la denaturazione comple-
ta avviene quando i termini Uij, Uij+1, Uij+2 e UNB sono ‘sincroni’ ovvero
quando, alla temperatura di denaturazione Tm, i suddetti potenziali agisco-
no contemporaneamente con un contributo repulsivo, sulle distanze ij, ij+1,
ij+2 e sulle distanze del major groove.
Denaturazione
Il campo di forze in tabella 5.10 e` stato ottimizzato per la denaturazione termica
del DNA e come si puo` vedere dalla seconda riga in tabella 5.7 ha il comportamento
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Figura 5.9: Instaurazione dello stato W lungo una molecola di A-DNA. La bolla
di denaturazione, propagandosi verso lo stato A-standard, induce la transizione.
che ci si aspetta: a T < Tm = 340K la struttura e` stabile per simulazioni lunghe
(diverse centinaia di nanosecondi) e denatura correttamente da Tm = 340K in
poi. In figura 5.10 sono presentate le RMSD delle due simulazioni fatte a 300K (in
rosso) e a 340K (in verde). La costanza della RMSD a 300K (in rosso) dimostra
che la struttura e` stabile per 200 ns. Alla Tm si osserva un repentino aumento
della RMSD seguito da una diminuzione, indicativa di un evento di rinaturazione
(picco fra 70 e 80 ns) e la successiva crescita monotona della RMSD che dimostra
che la denaturazione avviene completamente in 100 ns.
La denaturazione completa del DNA e` un processo cooperativo che si comple-
ta solo al raggiungimento della temperatura di denaturazione. Prima di questa e`
tuttavia possibile osservare eventi di denaturazione locale a cui ci si riferisce come
formazione di bolle o respirazione del DNA. Queste regioni, in cui la doppia elica
si separa esponendo le basi all’interazione con il solvente e/o proteine, sono molto
probabili in sequenze di DNA lunghe. Infatti grazie alla curvartura, piu´ evidente
in molecole lunghe, vengono indotte distorsioni responsabili della formazione della
bolla. Un esempio molto evidente lo abbiamo incontrato nel caso degli stati W e
T (figure 5.9 e 5.8). Oltre ad essi, la formazione di una bolla di breve durata e
poco prima che il DNA denaturasse completamente e` stata osservata nella simu-
lazione corrispondente al campo in tabella 5.6 riga 6 da cui si nota che le bolle di
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UNB Ub,Uθ,Uφ Uij Uij+1 Uij+2
E = 1.4 kθ = 25 E
ij=4.5 Eij+1=4.5 Eij+2=11.3
k0 = 0.7 kφ = 7 k
ij
0 = 0.6 k
ij+1
0 = 0.6 k
ij+2
0 = 0.3
r0 = 8.86 kb = 5.2 r
ij
0 = 18.44 r
ij+1
0 = 17.40 r
ij+2
0 = 16.10
c = 0.42 cij = 0.142 cij+1 = 0.142 cij+2 = 0.059
k1 = 1.0 k
ij
1 = 0.5 k
ij+1
1 = 0.5 k
ij+2
1 = 0.5
r1 = 14.0 r
ij
1 = 20.44 r
ij+1
1 = 19.4 r
ij+2
1 = 18.1
∆E1 = −1 ki:j = 3.3 ki:j+1 = 3.3 ki:j+2 = 2
∆E2 = 0.6
Tabella 5.10: Unita` di misura come in tabella 5.3. Campo di forze ottimizzato
per riprodurre la distribuzione di coppia g(r) a T < Tm e la denaturazione termica
del DNA a T ≥ Tm.
Figura 5.10: RMSD delle simulazioni relative al campo riportato in tabella 5.10
a temperatura di 300K (in rosso) e a temperatura di Tm =340K (in verde).
denaturazione sono favorite da valori bassi di kθ ed in particolare di kφ.
Ulteriori simulazioni
Le simulazioni riportate in tabella 5.11 sono state fatte nell’intento di cercare un
equilibrio fra struttura A-standard (A) e stato esteso (E). Questo equilibrio si puo`
rivelare utile in vista della transizione A↔B del DNA in quanto lo stato esteso e`
presente sia nell’A-DNA che nel B-DNA e con caratteristiche molto simili e quin-
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Figura 5.11: evoluzione di una bolla di denaturazione nell’A-DNA e separazione
finale delle eliche. Il processo dura 100 ps.
di e` un candidato come stato intermedio della transizione. Vi e` un’altra ragione
per studiare questo equilibrio e riguarda l’effettiva maggiore larghezza del major
groove nelle strutture sperimentali di A-DNA rispetto alla struttura ideale. Come
evidente dalla tabella 5.11 in tutti i casi e` stata diminuita la profondita` della buca
per favorire transizioni allo stato esteso. Tuttavia cio` non e` sufficiente a far s´ı che
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lo stato E torni spontaneamente allo stato A-standard. Per creare un dipendenza
reciproca fra gli stati A ed E e dunque osservare l’equilibrio A↔ E e` stata avvici-
nata la barriera di UNB alla buca del major (r1−r0 piccolo) e contemporaneamente
resa piu´ stretta (k1 alto). La simulazione (e) si avvicina molto alla situazione de-
scritta ma richiede un’opportuna ottimizzazione dei parametri ki:j, ki:j+1, ki:j+2
per impedire la denaturazione a 300K (per i valori usati riferirsi alla tabella 5.12).
Si ottiene in questo modo una traiettoria stabile per 200 ns e la distribuzione di
coppia corrispondente, uguale a quella della simulazione (e), e` riportata in figura
5.12. Il comportamento del DNA in questi casi denota un maggiore grado di ac-
coppiamento minor/major groove grazie al quale e` possibile questo equilibrio fra
stati conformazionali. E` opportuno fare una considerazione circa la temperatura
di denaturazione. Questa e` dipendente dalla configurazione attuale della molecola
e in particolare quando il DNA si trova nello stato esteso E la temperatura di
denaturazione effettiva diminuisce in virtu´ del fatto che non occorre l’energia per
aprire il major groove. Pertanto se si vuole che lo stato esteso E non denaturi a
300K bisogna far s´ı che lo stato duri poco oppure aumentare la stabilita` dei legami
a idrogeno e quindi la vita media dello stato. Rispetto alla distribuzione di coppia
Figura 5.12: confronto fra la distribuzione di coppia g(r) sperimentale (verde)
e quella calcolata dalla simulazione (e) ottimizzata in tabella 5.11 (nero).
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in figura 5.6 possiamo dire che la distribuzione di coppia in figura 5.12 rappresenta
un’A-DNA interagente con proteine e con l’ambiente circostante perche´ la relativa
traiettoria presenta frequenti transizioni che ampliano il major groove. Inoltre gli
effetti di interazione con le proteine, con il solvente e soprattutto gli effetti della
sequenza sono inclusi nel campo di forze in modo efficace ed in quanto tali non
possono produrre alterazioni strutturali localizzate.
ki:j = ki:j+1 = 3.3,ki:j+2 = 2
(kx1=0.5 con x=ij, ij+1, ij+2)
T(K) 300
∆E1 ∆E2 r1 k1 kθ kφ
-0.6 0.6 12.5 3 25 7 A(c)
-0.8 0.6 13.8 0.8 25 7 A(d)
-0.65 0.6 13.5 0.8 25 7 D(e)
Tabella 5.11: Unita` di misura come in tabella 5.3. (c) distribuzione di coppia
con accenno di popolazione fra 13 e 15 A˚; (d) distribuzione di coppia come in
figura 5.6; (e) distribuzione di coppia in figura 5.12.
Rinaturazione
La rinaturazione del DNA e` un processo molto complesso da osservare con le si-
mulazioni al computer per diversi motivi fra i quali il problema della deriva delle
singole catene, osservato durante le simulazioni. Tuttavia e` possibile osservare rina-
turazione parziale cioe` eventi di riassociazione che avvengono in molecole di DNA
parzialmente denaturato. La successiva osservazione della rinaturazione completa
richiedera` di inserire l’informazione della concentrazione di DNA osservata spe-
rimentalmente, di includere nel campo di forze l’effetto del solvente (ad esempio
mettendo una dipendenza opportuna dalla distanza rij0 nei potenziali Uθ e Uφ) e di
vincolare lo spazio delle fasi accessibile per evitare la deriva. Utilizzando il campo
di forza riportato in tabella 5.12 si osserva un evento di rinaturazione del DNA a
300K che coinvolge circa 20-30 coppie di basi e che non e` stato mai osservato nelle
altre simulazioni in modo cos´ı evidente. Come si nota la distribuzione di coppia
in figura 5.12 continua a restare molto buona, indice del fatto che l’equilibrio fra
gli stati A, E e D (parziale) e` probabilmente intrinseco nel DNA a temperatura
ambiente. A temperature superiori a 300K e probabilmente per simulazioni molte
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lunghe anche a temperatura ambiente si nota transizione allo stato W (A → E →
W). La simulazione relativa al campo di forze 5.12 e` solo una prova preliminare
per osservare la rinaturazione del DNA ed ha un potere predittivo limitato. E`
pertanto indispensabile modificare le forme funzionali dei potenziali Ub, Uθ, Uφ
per includere l’effetto del solvente e quindi costruire un campo di forze ancora piu´
generale che sia in grado di riprodurre anche questo aspetto della dinamica del
DNA.
UNB Ub,Uθ,Uφ Uij Uij+1 Uij+2
E = 2.1 kθ = 18 Eij=6.2 Eij+1=6.2 Eij+2=12.5
k0 = 0.7 kφ = 3 k
ij
0 = 0.6 k
ij+1
0 = 0.6 k
ij+2
0 = 0.3
r0 = 8.86 kb = 5.2 r
ij
0 = 18.44 r
ij+1
0 = 17.40 r
ij+2
0 = 16.10
c = 0.36 cij = 0.18 cij+1 = 0.18 cij+2 = 0.08
k1 = 0.6 k
ij
1 = 0.5 k
ij+1
1 = 0.5 k
ij+2
1 = 0.5
r1 = 12.5 r
ij
1 = 20.04 r
ij+1
1 = 19 r
ij+2
1 = 18.1
∆E1 = −0.75 ki:j = 4.5 ki:j+1 = 4.5 ki:j+2 = 2.3
∆E2 = 0.6
Tabella 5.12: confronto fra la distribuzione di coppia g(r) sperimentale (verde)
e quella calcolata dalla simulazione relativa alla rinaturazione parziale del DNA
(nero). In alto: parametri del campo di forze. Unita` di misura come in tabella
5.3.
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5.6 Curvatura - compressione - torsione
Il campo 5.10 e tutti quelli che danno traiettorie corrispondenti alla geometria A-
standard (figura 5.7) sono caratterizzati da una curvatura, compressione e torsione
blandi, per cui la molecola appare rigida. Si osservano rotazioni della molecola at-
torno al suo asse sebbene esse non producano alcuna transizione strutturale. Una
piu´ spiccata tendenza a variazioni della geometria lineare la possiedono invece i
campi 5.12 e il campo (e) in tabella 5.11. La transizione A → E e` molto interes-
sante in quanto avviene con un globale srotolamento della struttura, dimostrando
che delle forze torsionali possono instaurarsi quando la rigidita` della doppia elica
diminuisce o nascono delle distorsioni locali.
Simulazione di una doppia catena lunga di A-DNA
Il campo 5.10, che corrisponde, come gia` detto, ad un modello di A-DNA poco
interagente (con le proteine) e` stato utilizzato per simulare un DNA molto lungo
composto di 700 coppie di basi. Alla temperatura di 300K la struttura e` stabile e la
distribuzione di coppia relativa identica a quella in 5.6. Utilizzando invece il cam-
po che rappresenta un modello di A-DNA ‘interagente’ in figura 5.12, la situazione
cambia drasticamente come dimostrato in figura 5.13. Sebbene la distribuzione
di coppia sia molto simile a quella in 5.12 si nota una differenza importante nella
regione r > 19A˚ indicativa di un DNA diversamente strutturato, che alterna tratti
tipici delle conformazioni T, W ed E a tratti di A-standard ed anche bolle di de-
naturazione. Il carattere di queste modificazioni strutturali e` irreversibile nell’arco
della simulazione che dura 70 ns. L’aumento dell’energia totale testimonia la for-
mazione di bolle di denaturazione multiple e di altri difetti (vedere figura 5.13).
Questi difetti (includendo i vari sottostati strutturali) coesistono in un’unica lunga
catena e sono stabili.
L’estrusione (flip-out) delle basi
Nel nostro modello a singolo centro d’interazione l’estrusione di una coppia di basi
e` stata analizzata solo qualitativamente e una trattazione quantitativa richiede
un approfondito studio per correlare la dinamica dell’estrusione delle basi con i
cambiamenti prodotti nei fosfati relativi. L’estrusione nell’A-DNA avviene con
l’esposizione delle basi al solvente dal lato del minor groove in quanto le basi
sono maggiormente esposte nel minor groove, mentre il major groove, piu´ stabile
grazie ai ponti con il solvente, resta invariato. Il campo 5.10 non mostra variazioni
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sensibili del minor groove e nemmeno torsioni per cui le estrusioni sono assenti. Il
campo di forza (e) in tabella 5.11 presenta frequenti transizioni reversibili allo stato
S, che ampliano il major groove, e quindi e` candidato a rappresentare i possibili
eventi di estrusione delle basi. Lo stato stretto T puo` essere interpretato come
un esempio estremo di questo fenomeno che coinvolge tutte le coppie di basi in
quanto le distanze ij, ij+1, ij+2, che descrivono l’accoppiamento, sono fortemente
aumentate rispetto ai loro valori d’equilibrio (vedi tabella 5.8). Lo stato T, come
gia` spiegato, condivide la caratteristica esposizione delle basi con il P-DNA (figura
2.13).
Figura 5.13: In alto: Istantanea della simulazione di una molecola di A-DNA di
700 coppie di basi. In basso: andamento dell’energia totale durante la simulazio-
ne. I repentini aumenti corrispondono alla formazione di bolle di denaturazione
ed altri difetti.
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5.7 Ottimizzazione del campo di forze del B-DNA
L’ottimizzazione del campo di forze nel caso del B-DNA, benche´ gia` noti i risultati
per l’A-DNA, ha posto altre difficolta´ dovute alla diversa struttura geometrica. Il
B-DNA e` costituito da un minor groove ed un major groove dalle dimensioni piu´
simili come evidente dalla tabella 4.1 e per tale motivo la ricerca dei parametri
del campo di forze, ed in particolare di UNB, ha richiesto molteplici iterazioni.
Il grado di accoppiamento di minor e major groove risulta piu´ spiccato rispetto
all’A-DNA in cui una valle piuttosto ben definita (regione fra 13 e 15 A˚ in figura
4.5) separa le distanze rappresentative delle due scanalature. Nel B-DNA questa
separazione non esiste ed esaminando la distribuzione di coppia sperimentale re-
lativa, riportata in figura 4.5, si nota che la regione fra 14 e 16 A˚ e` strutturata
e definita da due picchi ai quali contribuiscono la distanza ij+2 e le distanze non
bonded. La natura di questi due picchi e` molto importante ed e` il meccanismo di
accoppiamento fra minor e major groove, a cui contribuisce anche il resto della
struttura locale (distanze ij e ij+1). La distanza ij+2 si colloca nel minor groove
del B-DNA seguita dalle distanze ij e ij+1 a cavallo fra minor e major groove
mentre nell’A-DNA le tre distanze vengono a trovarsi interamente nel minor groo-
ve. Questa differenza causa un accoppiamento fra minor e major groove, mediato
dalla dinamica della struttura locale, piu´ forte rispetto all’A-DNA e viceversa la
scelta di UNB influenza le distanze ij, ij+1, ij+2 ed in particolar modo il delicato
equilibrio che ci ha permesso di ricostruire il doppio picco fra 14 e 16 A˚ con le
simulazioni. E` interessante notare che nella distribuzione di coppia sperimentale
ottenuta dalle strutture NMR (figura 4.5) il doppio picco e` molto meno pronuncia-
to e come vedremo successivamente, in funzione dei parametri scelti sara` possibile
riprodurlo o meno, avvicinandosi maggiormente alla geometria del B-DNA nel cri-
stallo o nel solvente. Nelle prime simulazioni, a 300K, della durata di 100 ns, sono
stati fissati i valori di kθ e kφ rispettivamente a 50 e 7 (kcal/mole·rad2) in modo
da avere le due eliche del DNA piuttosto rigide e sono stati fissati anche i valori
dei parametri Uij, Uij+1, Uij+2 per determinare le ripercussioni dei cambiamenti
di UNB sulla distribuzione di coppia. Due sono i campi di forza piu´ significativi,
emersi in questa fase, riportati nelle tabelle 5.14 e 5.13. Come si nota dalle due
tabelle cambia soltanto r1 ossia la posizione della barriera di UNB ma l’effetto sulla
distribuzione di coppia g(r) e` sostanziale. Nella distribuzione di coppia raffigurata
in tabella 5.13 si nota un aumento del picco attorno a 11-12A˚ (relativo al minor
groove), fuso con il picco attorno a 13A˚ (secondi vicini) rispetto alla distribuzione
di coppia raffigurata in tabella 5.14. Inoltre la distribuzione di coppia raffigurata
in tabella 5.13 non riproduce bene la distribuzione di coppia sperimentale spe-
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UNB Ub,Uθ,Uφ Uij Uij+1 Uij+2
E = 2.8 kθ = 50 Eij = 3.7 Eij+1 = 3.7 Eij+2 = 57
k0 = 0.7 kφ = 7 k
ij
0 = 0.8 k
ij+1
0 = 0.8 k
ij+2
0 = 0.1
r0 = 11.7 kb = 5.2 r
ij
0 = 19.25 r
ij+1
0 = 17.93 r
ij+2
0 = 14.8
c = 0.21 cij = 0.215 cij+1 = 0.215 cij+2 = 0.016
k1 = 3 k
ij
1 = 1 k
ij+1
1 = 1 k
ij+2
1 = 0.5
r1 = 15.2 r
ij
1 = 21.25 r
ij+1
1 = 19.93 r
ij+2
1 = 16.8
∆E1 = −0.6 ki:j = 4.7 ki:j+1 = 4.7 ki:j+2 = 1.1
∆E2 = 1.5
Tabella 5.13: In alto: parametri del campo di forze. Unita` di misura come
in tabella 5.3. In basso: confronto fra la distribuzione di coppia g(r) calcolata
(400 ns di simulazione) (in nero) e la g(r) sperimentale (in verde). Nell’inserto:
distribuzioni di coppia relative alla distanza ij+2 (in marrone) e alla parte non
bonded (in celeste).
cialmente nella zona finale in cui il valore centrale dei picchi risulta aumentato.
Quest’ultima caratteristica riflette un B-DNA mediamente piu´ destrutturato e di-
storto. Infine si nota la presenza del doppio picco fra 14 e 16A˚. Un piu´ attento
esame delle distribuzione della distanza ij+2 e della parte non bonded dimostra
che il doppio picco riproduce bene i dati sperimentali solo per un effetto di com-
pensazione (inserto nella g(r)). In questa prima parte di simulazioni sono state
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UNB Ub,Uθ,Uφ Uij Uij+1 Uij+2
E = 2.7 kθ = 50 Eij = 3.7 Eij+1 = 3.7 Eij+2 = 57
k0 = 0.7 kφ = 7 k
ij
0 = 0.8 k
ij+1
0 = 0.8 k
ij+2
0 = 0.1
r0 = 11.7 kb = 5.2 r
ij
0 = 19.25 r
ij+1
0 = 17.93 r
ij+2
0 = 14.8
c = 0.22 cij = 0.215 cij+1 = 0.215 cij+2 = 0.016
k1 = 3 k
ij
1 = 1 k
ij+1
1 = 1 k
ij+2
1 = 0.5
r1 = 15.6 r
ij
1 = 21.25 r
ij+1
1 = 19.93 r
ij+2
1 = 16.8
∆E1 = −0.6 ki:j = 4.7 ki:j+1 = 4.7 ki:j+2 = 1.1
∆E2 = 1.5
Tabella 5.14: In alto: parametri del campo di forze. Unita` di misura come in
tabella 5.3. In basso: confronto fra la distribuzione di coppia g(r) calcolata (400
ns di simulazione) (in nero) e la g(r) sperimentale (in verde).
notate alcune tendenze che elenchiamo, senza esplicitamente fornire il campo di
forze e relativa distribuzione di coppia, estrapolabili dalle due gia` presentate come
casi intermedi.
• r1 alto, k1 basso (simili al campo 5.14) e keq ' 2Ek20 basso (buca di UNB lar-
ga) sfavoriscono il doppio picco e nelle altre regioni la distribuzione di coppia
si sovrappone abbastanza bene con la distribuzione di coppia sperimentale.
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• r1 basso, k1 alto (simili al campo 5.13) e keq ' 2Ek20 alto (buca di UNB stret-
ta) favoriscono il doppio picco sebbene la distribuzione di coppia si discosti
da quella sperimentale nelle altre regioni.
Campi di forza con le caratteristiche del secondo caso sono piu´ adatti ad una
descrizione del set delle strutture cristallografiche, mentre nel primo riproducono
meglio i dati NMR, includendo parzialmente l’effetto del solvente, sebbene, come
vedremo successivamente, una descrizione piu´ completa del solvente, seppure in
forma implicita, necessiti dell’inclusione della ‘spine of hydration’ e degli urti sto-
castici. L’ottimizzazione di UNB e di Uij, Uij+1, Uij+2 e` stato il passo successivo
per la corretta riproduzione delle distribuzioni di coppia parziali e quindi della
g(r) sperimentale. Dalle distribuzioni di coppia raffigurate in tabella 5.14 e 5.15
si nota la presenza di un singolo picco attorno a 15.5 A˚ corrispondente alla di-
stribuzione delle distanze ij+2. Le cause che influenzano cos´ı profondamente il
comportamento della distanza ij+2 sono la dinamica del minor groove, in quanto
la distanza ij+2 si trova a ridosso di esso (vedi tabella 4.1) e i vincoli imposti dalle
distanze ij, ij+1, situate dal lato opposto. L’intensita` dell’accoppiamento minor
groove-distanza ij+2 puo` essere modificata con un’opportuna scelta dei potenziali
UNB e Uij+2. Un esempio di campo di forze compatibile con il doppio picco e`
riportato in tabella 5.17. Scegliendo kij+20 piu´ alto rispetto ai campi in tabella 5.14
e 5.16 e` stata prodotta una maggiore resistenza della distanza ij+2 all’influenza
del minor groove ed un conseguente aumento della popolazione attorno al valore
d’equilibrio rij+20 . Inoltre per non distruggere completamente la correlazione e` sta-
to necessario scegliere kij+21 piu´ alto. Grazie a questa modifica le fluttuazioni che
portano la distanza ij+2 nella zona del potenziale Uij+2 a forza nulla (oltre la bar-
riera) e viceversa dalla regione a forza nulla verso la buca attrattiva di Uij+2 sono
minori. Si hanno in questo modo frequenti interconversioni di rij+20 fra i valori di
14.5 A˚ e 15.5A˚, cioe` il doppio picco. L’equilibrio dinamico responsabile del doppio
picco deriva da un delicato bilancio fra i termini UNB e Uij+2. Come si vede dal
confronto fra le distribuzioni di coppia raffigurate in tabella 5.16 e in 5.17 se una
delle due interazioni non e` opportunamente calibrata rispetto all’altra il doppio
picco sparisce. Inoltre per avere una popolazione non nulla nella regione attorno a
15A˚ della parte non bonded della g(r) e` opportuno che la barriera di UNB non sia
troppo alta. La presenza della bistabilita` influenza le distanze del minor groove
(regione fra 10 e 14 A˚). Dal confronto fra le distribuzioni raffigurate in tabella 5.15,
5.16 e 5.17 si nota che quando il doppio picco e` assente la parte non bonded della
distribuzione di coppia presenta due picchi piu´ separati e larghi rispetto a quando
il doppio picco e` presente.
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UNB Ub,Uθ,Uφ Uij Uij+1 Uij+2
E = 11 kθ = 25 Eij = 4.9 Eij+1 = 4.9 Eij+2 = 0
k0 = 0.15 kφ = 3 k
ij
0 = 0.6 k
ij+1
0 = 0.6 k
ij+2
0 = −−
r0 = 12 kb = 5.2 r
ij
0 = 19.25 r
ij+1
0 = 17.93 r
ij+2
0 = −−
c = 0.055 cij = 0.165 cij+1 = 0.165 cij+2 = −−
k1 = 1.5 k
ij
1 = 1 k
ij+1
1 = 1 k
ij+2
1 = −−
r1 = 16 r
ij
1 = 21.25 r
ij+1
1 = 19.93 r
ij+2
1 = −−
∆E1 = −0.6 ki:j = 3.5 ki:j+1 = 3.5 ki:j+2 = 0
∆E2 = 1
Tabella 5.15: In alto: parametri del campo di forze. Unita` di misura come
in tabella 5.3. In basso: confronto fra la distribuzione di coppia g(r) calcolata
(200 ns di simulazione) (in nero) e la g(r) sperimentale (in verde). In celeste il
contributo della parte non bonded alla g(r) calcolata dalla simulazione e in rosso
quello alla g(r) sperimentale.
Nel caso del B-DNA la frequenza con cui appaiono gli stati esteso E e contratto
C e` basso. Tuttavia gli stati E e C rivestiranno ugualmente un ruolo importante,
ma diverso rispetto all’A-DNA ed avranno conseguenze sulle proprieta` meccaniche
come vedremo in sezione 5.8.
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UNB Ub,Uθ,Uφ Uij Uij+1 Uij+2
E = 1.8 kθ = 50 Eij = 3.7 Eij+1 = 3.7 Eij+2 = 57
k0 = 0.7 kφ = 7 k
ij
0 = 0.8 k
ij+1
0 = 0.8 k
ij+2
0 = 0.1
r0 = 11.65 kb = 5.2 r
ij
0 = 19.25 r
ij+1
0 = 17.93 r
ij+2
0 = 14.8
c = 0.34 cij = 0.215 cij+1 = 0.215 cij+2 = 0.016
k1 = 3 k
ij
1 = 1 k
ij+1
1 = 1 k
ij+2
1 = 0.5
r1 = 15 r
ij
1 = 21.25 r
ij+1
1 = 19.93 r
ij+2
1 = 16.8
∆E1 = −0.6 ki:j = 4.7 ki:j+1 = 4.7 ki:j+2 = 1.1
∆E2 = 0.7
Tabella 5.16: In alto: parametri del campo di forze. Unita` di misura come in
tabella 5.3. In basso: confronto fra la distribuzione di coppia g(r) calcolata (400
ns di simulazione) (in nero) e la g(r) sperimentale (in verde). In blu il contributo
della parte non bonded alla g(r) calcolata dalla simulazione e in rosso quello alla
g(r) sperimentale.
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UNB Ub,Uθ,Uφ Uij Uij+1 Uij+2
E = 1.8 kθ = 50 Eij = 3.7 Eij+1 = 3.7 Eij+2 = 43
k0 = 0.7 kφ = 7 k
ij
0 = 0.8 k
ij+1
0 = 0.8 k
ij+2
0 = 0.4
r0 = 11.65 kb = 5.2 r
ij
0 = 19.25 r
ij+1
0 = 17.93 r
ij+2
0 = 14.8
c = 0.34 cij = 0.215 cij+1 = 0.215 cij+2 = 0.014
k1 = 3 k
ij
1 = 1 k
ij+1
1 = 1 k
ij+2
1 = 2
r1 = 15 r
ij
1 = 21.25 r
ij+1
1 = 19.93 r
ij+2
1 = 15.2
∆E1 = −0.6 ki:j = 4.7 ki:j+1 = 4.7 keffi:j+2 = 4− 5
∆E2 = 0.7
Tabella 5.17: In alto: parametri del campo di forze. Unita` di misura come
in tabella 5.3. keffi:j+2 e` il valore effettivo della costante elastica che avrebbe la
buca del potenziale Uij+2 se considerassi al suo posto una parabola. La formula
ki:j+2 = 2Ek20 e` inappropriata in quanto la buca non e` approssimativamente un
morse in questo caso. In basso: confronto fra la distribuzione di coppia g(r)
calcolata (800 ns di simulazione) (in nero) e la g(r) sperimentale (in verde). In
blu il contributo della parte non bonded alla g(r) calcolata dalla simulazione e in
rosso quello alla g(r) sperimentale.
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5.7.1 Denaturazione
Il campo in tabella 5.17 e` ottimizzato per riprodurre la distribuzione di coppia a
temperatura ambiente e osservare la denaturazione a T ≥ Tm. Per questo cam-
po e` stato possibile costruire la curva di transizione riportata in figura 5.14. Le
simulazioni alle diverse temperature, utilizzate per ricavare la curva sigmoide, so-
no state fatte utilizzando una rappresentazione implicita del solvente mediante
dinamica smorzata di Langevin e sono tutte della stessa durata di 400 ns. La
curva di denaturazione in figura 5.14 mostra che la transizione si estende per un
intervallo di 40-50 K. Possiamo fare alcune considerazioni generali per spiegare
questo fatto complesso che coinvolge molti fattori, fra i quali il fattore determinate
e` l’elettrostatica.
• Interazioni Uij, Uij+1, Uij+2
rij1 e k
ij
1 bassi favoriscono la denaturazione [87]: in questo caso la repulsione
fra le prime coppie di basi che cominciano a denaturare e` sufficientemente
estesa (a lungo raggio) da impedire eventi di riassociazione o ricerca di stati
conformazionali diversi (come W o T) e contemporaneamente la forza che
separa gli strand si propaga alle coppie di basi adiacenti, grazie anche ad
interazioni idrofiliche intense (rij1 basso).
• Interazione UNB
La scelta di r1 e k1 e` piu´ difficoltosa in quanto va fatta compatibilmente
con la distribuzione di coppia sperimentale a 300K. Ad esempio valori di k1
troppo bassi destabilizzano eccessivamente il major groove.
Oltre a questi due fattori e` importante sincronizzare gli eventi di apertura del minor
groove e di rottura dei legami a idrogeno scegliendo i parametri delle barriere delle
interazioni Uij, Uij+1, Uij+2 e di UNB non troppo diversi fra di loro. La mancata
osservanza di questo criterio porta ad una diminuzione della cooperativita` della
denaturazione e come accade nelle simulazioni dell’A-DNA facilita l’apparizione
degli stati intermedi T e W.
Ottimizzando per la denaturazione termica del DNA il potenziale UNB di ta-
bella 5.15 e la parte bonded presa da tabella 5.17 si arriva alla migliore rappresen-
tazione della distribuzione di coppia sperimentale raffigurata in tabella 5.18.
5.7. Ottimizzazione del campo di forze del B-DNA 93
Figura 5.14: Curva di denaturazione per un polinucleotide di 51 coppie di basi,
relativa al campo riportato in tabella 5.17. La linea verde e` solo una guida per il
lettore.
5.7.2 Inclusione dell’effetto del solvente
Una caratteristica peculiare che distingue il B-DNA dall’A-DNA e` il suo profilo
d’idratazione che comprende la cosiddetta ‘spine of hydration’ come spiegato nel
capitolo 2. E` possibile includere l’effetto del solvente nei campi di forza finora
trattati aggiungendo una buca attrattiva al potenziale UNB centrata attorno al
valore di 8A˚ (figura 5.15). Esiste un modo di procedere alternativo cioe` quello
di aggiungere un legame opportuno fra i fosfati relativi alle basi i e j+1, vista la
connettivita` dei legami solvente-basi [24], ma abbiamo preferito la prima soluzione
perche´ abbiamo voluto mantenere uguale la topologia dei modelli di A e B-DNA.
La forma analitica del nuovo potenziale UNB e` la seguente:
UNB(r) = WNB(r) · 1
2(1 + cs/2)
{1 + cs + tanh(as(r − rs))} (5.8)
con
WNB(r) = E{(e−k0(r−r0) − 1)2 − c} · 1
2
{1− tanh(k1(r − r1))} (5.9)
Come mostrato in figura 5.15 il livello della buca del solvente e` piu´ alto rispet-
to alla buca principale per riprodurre il tempo di residenza finito delle molecole
94 Capitolo 5. Simulazioni
d’acqua nel minor groove. Averlo scelto anche piu´ alto rispetto alla coda repulsiva
migliora la distribuzione di coppia nella regione < 10A˚. La parte attrattiva di UNB
attorno a 8A˚ descrive anche la contrazione del minor groove successiva all’intera-
zione con particolari proteine come la distamicina [49]. Sia nel caso di interazione
DNA-solvente che DNA-proteina nel minor groove, la conseguenza e` la stessa: una
contrazione del minor groove che diventa inaccessibile ad altri agenti esterni (si-
mile al major groove dell’A-DNA). Analogamente all’interpretazione fornita del
modello di A-DNA in figura 5.6, la regione della distribuzione di coppia attorno
a 8A˚ e` l’impronta del grado di interazione del DNA con le proteine e l’ambien-
te circostante. Come si vedra` nella sezione successiva cio` avra` conseguenze sulla
flessibilita` del B-DNA.
Figura 5.15: Potenziale UNB con l’inclusione della ‘spine of hydration’.
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UNB Ub,Uθ,Uφ Uij Uij+1 Uij+2
E = 8.8 kθ = 25 Eij = 3.7 Eij+1 = 4.5 Eij+2 = 37
k0 = 0.15 kφ = 3 k
ij
0 = 0.8 k
ij+1
0 = 0.8 k
ij+2
0 = 0.4
r0 = 12 kb = 9 r
ij
0 = 19.25 r
ij+1
0 = 17.93 r
ij+2
0 = 14.8
c = 0.05 cij = 0.215 cij+1 = 0.27 cij+2 = 0.01
k1 = 1 k
ij
1 = 1 k
ij+1
1 = 1 k
ij+2
1 = 2
r1 = 15.5 r
ij
1 = 21.25 r
ij+1
1 = 19.93 r
ij+2
1 = 15.2
∆E1 = −0.5 ki:j = 4.7 ki:j+1 = 5.8 keffi:j+2 = 4− 5
∆E2 = 0.6
Tabella 5.18: In alto: parametri del campo di forze. Unita` di misura come in
tabella 5.3. In basso: confronto fra la distribuzione di coppia g(r) calcolata (400
ns di simulazione) (in nero) e la g(r) sperimentale (in verde).
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UNB Ub,Uθ,Uφ Uij Uij+1 Uij+2
E = 2.5 kθ = 20 Eij = 4.1 Eij+1 = 5 Eij+2 = 38
k0 = 0.5 kφ = 3 k
ij
0 = 0.8 k
ij+1
0 = 0.8 k
ij+2
0 = 0.3
r0 = 11.2 kb = 12.5 r
ij
0 = 19.25 r
ij+1
0 = 17.93 r
ij+2
0 = 14.6
c = 0.3 cij = 0.24 cij+1 = 0.32 cij+2 = 0.008
k1 = 0.9 k
ij
1 = 1 k
ij+1
1 = 1 k
ij+2
1 = 3
r1 = 15 r
ij
1 = 21.25 r
ij+1
1 = 19.93 r
ij+2
1 = 15.2
cs = 0.0019
ks = 0.67
rs = 11.4
∆E1 = −0.4 ki:j = 5.25 ki:j+1 = 6.4 keffi:j+2 = 4− 5
∆E2 = 0.6
Tabella 5.19: In alto: parametri del campo di forze. Unita` di misura come in
tabella 5.3. In basso: confronto fra la distribuzione di coppia g(r) calcolata (1 µs
di simulazione) (in nero) e la g(r) sperimentale (in verde).
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UNB Ub,Uθ,Uφ Uij Uij+1 Uij+2
E = 8 kθ = 25 Eij = 5 Eij+1 = 4.5 Eij+2 = 37
k0 = 0.15 kφ = 3 k
ij
0 = 0.5 k
ij+1
0 = 0.8 k
ij+2
0 = 0.4
r0 = 11.9 kb = 12.5 r
ij
0 = 19.25 r
ij+1
0 = 17.93 r
ij+2
0 = 14.8
c = 0.057 cij = 0.15 cij+1 = 0.27 cij+2 = 0.01
k1 = 0.9 k
ij
1 = 1 k
ij+1
1 = 1 k
ij+2
1 = 2
r1 = 15.7 r
ij
1 = 21.25 r
ij+1
1 = 19.93 r
ij+2
1 = 15.2
cs = 0.07
ks = 0.8
rs = 10.1
∆E1 = −0.45 ki:j = 2.5 ki:j+1 = 5.7 keffi:j+2 = 4− 5
∆E2 = 0.55
Tabella 5.20: In alto: parametri del campo di forze. Unita` di misura come in
tabella 5.3. In basso: confronto fra la distribuzione di coppia g(r) calcolata (3 µs
di simulazione) (in nero) e la g(r) sperimentale (in verde).
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5.8 Curvatura - compressione - torsione
La curvatura, la compressione e la torsione sono proprieta` spontanee degli acidi
nucleici, maggiormente evidenti per sequenze lunghe, ma sono anche indotte dalle
interazioni con le proteine, ed in tal caso hanno un carattere molto piu´ locale e
specifico e quindi evidenti per catene corte. Nelle simulazioni sono stati osservati
i moti di curvatura, compressione e torsione. Nella traiettoria del campo di forze
riportato in tabella 5.17 e` molto evidente il moto di compressione/allungamento,
come una vibrazione del DNA lungo l’asse, mentre lo e` meno la curvatura. Dal
campo di forze riportato in tabella 5.15 e` emersa invece una spiccata propensione
alla curvatura ed una modesta alla compressione. Nel campo che consiste dell’unio-
ne fra la parte bonded del primo e il potenziale UNB del secondo e` stato osservato
un DNA molto piu´ rigido. La causa di questi andamenti riguarda, come gia` an-
ticipato, gli stati esteso E e contratto C definiti in sezione 5.4 e la correlazione
fra minor e major groove. Gli stati E e C, rispettivamente ottenuti da un allar-
gamento del minor groove e da un restringimento del major groove, nel B-DNA si
influenzano a vicenda. Infatti ad una compressione/espansione del minor groove
corrisponde una compressione/espansione del major groove e quindi un successivo
ritorno alla situazione di partenza. Grazie all’accoppiamento minor-major groove,
che ricordiamo essere in parte intrinseco e dovuto alla geometria delle due sca-
nalature ed in parte dovuto alla struttura locale, situata a cavallo fra di essi, la
probabilita` di transizione agli stati E ed C viene diminuita ed inoltre si instaura
una risonanza fra questi due stati.
I parametri r1 e k1 del potenziale UNB sono, ancora una volta molto importanti
nel determinare le proprieta` del DNA. Scegliendo r1 basso e k1 alto le dinamiche di
minor e major groove risultano maggiormente accoppiate e la compressione viene
conseguentemente accentuata come osservato per il campo in tabella 5.17 rispetto
al campo in tabella 5.18. La curvatura, invece, aumenta se l’accoppiamento fra
minor e major diminuisce cioe` se r1 alto e k1 basso (campo 5.18).
DNA circolare
Utilizzando il campo riportato in tabella 5.17 e` stato simulato un frammento di
DNA circolare composto da 600 coppie di basi in cui e` stata inserita inizialmen-
te una bolla di denaturazione. Durante la simulazione non sono state osservate
transizioni strutturali o la respirazione del DNA (aumento della bolla di denatu-
razione) ma solo piegamenti locali dovuti alle tensioni meccaniche indotte dalla
distorsione. E` proprio dalla diversa evoluzione di queste tensioni lungo la molecola
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Figura 5.16: Prima fotografia a sinistra: cccDNA (DNA circolare). A destra:
superavvolgimento del cccDNA. Riprese dal libro DNA replication di Kornberg
e Baker (Freeman & Co.)
chiusa di DNA, rispetto ad una lineare, che hanno origine le strutture superavvol-
te osservate in certe fasi della simulazione e che sono simili a quelle sperimentali
(figura 5.16) con il raggio di una spira che varia da un minimo di ' 80A˚ ad un
massimo di ' 150A˚ (forma non circolare della spira). Le alterazioni globali nella
topologia di questo DNA (figura 5.17) non influenzano la distribuzione di coppia
che resta identica alla figura inclusa in tabella 5.17. Questo esempio ci permette
di concludere che la curvatura, la torsione e la compressione descritte da questo
campo di forze sono proprieta` indipendenti dalla lunghezza della sequenza e dalla
topologia.
Effetto del solvente: implicazioni per la formazione di difetti
La modifica fatta su UNB per includere l’idratazione del minor groove (spine of
hydration) migliora la popolazione della distribuzione di coppia nella regione< 10A˚
come gia` spiegato ed in particolare dalla figura 5.18 si osserva che il minor groove in
certi tratti della simulazione assume dei valori bassi attorno a 7A˚. Insieme ai valori
piu´ alti di circa 13-14A˚ essi descrivono le distorsioni causate dall’interazione con
le proteine e sono in accordo con i valori riscontrati sperimentalmente in complessi
DNA-proteina [49]. I tre picchi evidenti nella regione > 16 A˚ sono invece indicativi
di difetti dal carattere ibrido fra le bolle di denaturazione e l’estrusione (’flip-out’)
delle basi dalla regione del minor groove. Come si vede dalla figura 5.18 la distanza
ij+2 vale ' 19A˚ e corrisponde ad un legame a idrogeno rotto, mentre le distanze
ij e ij+1 rappresentano legami a idrogeno integri, per cui l’accoppiamento fra
le basi azotate i e j corrispondenti va considerato rotto solo per 1/3. La causa
maggiore dell’apertura e` il termine UNB a cui e` soggetta la distanza del minor
groove riportata in figura 5.18: questa distanza aumenta improvvisamente di piu´
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Figura 5.17: Istantanee della simulazione del DNA circolare con una distor-
sione. Il campo usato e` lo stesso di 5.17. Da sinistra in senso orario, seguendo
l’evoluzione temporale della simulazione: configurazione iniziale; curvatura do-
vuta allo stress meccanico che la distorsione introduce; schiacciamento del DNA
circolare con superavvolgimento; superavvolgimento del DNA circolare.
del doppio del suo valore medio (' 11A˚). Una corretta trattazione del fenomeno
delle bolle di denaturazione e dell’estrusione di 1-2 coppie di basi prevede l’ulteriore
ottimizzazione del campo di forze ed in particolare dei parametri rij1 e k
ij
1 delle
interazioni Uij, Uij+1, Uij+2 e di UNB.
L’effetto del solvente si riflette sulla curvatura del DNA in modo evidente.
Eventi di curvatura multipla o anisotropa come quelli in figura 5.18 sono piu´ fre-
quenti. La spine of hydration sembra inoltre conferire in fase di predenaturazione
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Figura 5.18: Difetto nel B-DNA e relativa curvatura da essa causato (a destra).
Evoluzione della distanza del minor groove (in verde) in funzione del tempo (a
sinistra).
(T < Tm) una maggiore stabilita` ai legami a idrogeno [89] e quindi alle distanze
ij, ij+1, ij+2 che li rappresentano. Un meccanismo plausibile per spiegare questa
tendenza e` la curvatura locale dello scheletro del DNA che avviene per protegge-
re l’integrita` dell’accoppiamento fra le basi quando questo e` perturbato da agenti
esterni. I due aspetti, apparentemente contrastanti, sono compatibili per due mo-
tivi: (1) la flessibilita` conformazionale dello scheletro va vista come una perturba-
zione delle energie di stacking che non coinvolge necessariamente i legami a idogeno
fra coppie di basi; (2) le basi azotate hanno una liberta` conformazionale molto piu´
limitata rispetto allo scheletro. La stabilita` del DNA in fase di predenaturazione
e` stata effettivamente osservata dalla simulazione utilizzando il campo di forza ri-
portato in tabella 5.20. Utilizzando la dinamica di Langevin e` stato osservato che
il DNA e` molto stabile fino alla temperatura di 335K per 3.7 µs di simulazione alla
fine dei quali non e` stata osservata denaturazione mentre a 340K la denaturazione
completa avviene relativamente presto, dopo 1.7 µs. I campi di forza riportati
nelle tebelle 5.19 e 5.20 approssimano meglio di tutti la distribuzione di coppia
sperimentale ed in quanto tali rappresentano modelli di B-DNA interagente con le
proteine e dotati di spine of hydration. Per completare l’analisi dell’effetto che il
solvente ha sul DNA ed in particolare sulla sua denaturazione riportiamo in figura
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5.19 un confronto fra l’andamenento dell’energia totale per il campo in tabella
5.20 utilizzando due tipi di dinamica diversa: la dinamica classica e la dinamica di
Langevin. Nella dinamica di Langevin si osserva un’inizio di denaturazione seguito
da rinaturazione mentre nella dinamica classica la denaturazione prosegue fino alla
separazione totale delle due catene. Inoltre si ha un globale rallentamento della
dinamica dimostrato dalla larghezza dell’intervallo tf − ti indicato in figura 5.19 e
un aumento delle fluttuazioni a causa degli urti stocastici. Il rallentamento e` un
effetto noto [92] e realistico: la dinamica di Langevin re-include in maniera efficace
i gradi di liberta` eliminati, il cui effetto e` quello di creare piccoli sottostati locali
che rallentano la dinamica.
Figura 5.19: Andamento dell’energia totale nel tempo nel caso della dinami-
ca classica (in alto a sinistra) e della dinamica di Langevin (in alto a destra)
utilizzando il campo di forze in tabella 5.20.
5.9 Confronto e transizione strutturale fra A- e
B-DNA
Nelle simulazioni fatte si e` osservato che l’A-DNA e` in generale piu´ rigido del B-
DNA. Questa affermazione, al momento qualitativa, puo` essere sostanziata dalla
definizione di opportune variabili che misurano curvatura, torsione e compressio-
ne. La maggiore rigidita` dell’A-DNA non e` sorprendente dal momento che la
sua geometria e` piu´ compatta, correlata come si e` gia` detto alla diversa idrata-
zione superficiale rispetto al B-DNA. All’aumentare dello srotolamento del DNA
l’idratazione aumenta fino al limite estremo di due catene parallele che possiedono
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la massima esposizione superficiale all’ambiente esterno e il minimo volume idro-
fobico interno che protegge il materiale genetico. Ne consegue, come osservato
nelle simulazioni, che lo stato esteso E e` piu´ flessibile del B-DNA, a sua volta piu´
flessibile dell’A-DNA, fino alla massima flessibilita` possibile che corrisponde allo
stato denaturato D. La minore rigidita` del B-DNA e` fondamentale per l’intera-
zione con tutte quelle proteine coinvolte nelle funzioni che compattono il DNA.
La rigidita` dell’A-DNA serve invece come meccanismo per stabilizzare i contatti
specifici DNA-proteina. E` stato infatti proposto che la forma A aumenti la fedelta`
del processo d’interazione con la DNA-polimerasi [93].
5.9.1 Transizione A ↔ B
Dalle simulazioni fatte per A- e B-DNA e` emerso che esiste lo stato conformazionale
esteso E (vedi sezione 5.4) con caratteristiche simili in entrambi i casi. Lo stato
E e` quindi un candidato ad intermedio nella transizione A ↔ B. Utilizzando il
campo di forze in tabella 5.21 per A-DNA e il campo di forze in tabella 5.17 per
B-DNA e` stata simulata la transizione A → B nel seguente modo. Con il campo
in tabella 5.21 e` stato fatto evolvere l’A-DNA fino alla transizione allo stato E (A
→ E), quindi e` stato sostituito il campo per B-DNA in tabella 5.17 e raffreddato
lentamente il sistema. La struttura di A-DNA ha cominciato la transizione verso
la forma B, che si e` completata correttamente. Questa e` stata solo una simulazione
preliminare della transizione A → B ed un modo piu´ rigoroso consiste nel variare
lentamente il campo di forze e non la temperatura che invece va tenuta costante
a 300K per riprodurre le condizioni sperimentali in cui avviene la transizione.
Le fasi della transizione sono riportate in figura 5.20. Negli stati intermedi, dove
coesistono gli stati A o B ed E, si notano curvature dovute alla maggiore flessibilita`
delle regioni dalla geometria tipo-E.
UNB Ub,Uθ,Uφ Uij Uij+1 Uij+2
E = 1.6 kθ = 25 Eij=6.2 Eij+1=6.2 Eij+2=12.5
k0 = 0.7 kφ = 7 k
ij
0 = 0.6 k
ij+1
0 = 0.6 k
ij+2
0 = 0.3
r0 = 8.86 kb = 5.2 r
ij
0 = 18.44 r
ij+1
0 = 17.40 r
ij+2
0 = 16.10
c = 0.4 cij = 0.18 cij+1 = 0.18 cij+2 = 0.08
k1 = 0.8 k
ij
1 = 0.5 k
ij+1
1 = 0.5 k
ij+2
1 = 0.5
r1 = 13.5 r
ij
1 = 20.04 r
ij+1
1 = 19 r
ij+2
1 = 18.1
Tabella 5.21: In alto: campo di forze ottimizzato per la transizione A→ E del
DNA. Unita` di misura come in tabella 5.3.
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A-DNA
stato E B-DNA
Figura 5.20: Istantanee della transizione A→ B. In alto a sinistra: stato iniziale
A. In basso a sinistra: stato attivato E. In basso a destra: stato finale B. Gli altri
sono stati intermedi in cui sono evidenti le alternanze fra regioni dalla geometria
A, B ed E.
Capitolo 6
Conclusioni e possibili sviluppi
In questa tesi e` illustrato un modello originale per dinamica molecolare su larga
scala spaziale e temporale del DNA. L’accelerazione della simulazione e` ottenuta
attraverso la riduzione dei gradi di liberta` interni della molecola (Coarse Grai-
ning) fino ad un singolo centro di interazione per nucleotide, il massimo livello
che ancora consente la descrizione della denaturazione del DNA (separazione della
doppia elica) e delle transizioni strutturali interne. Per questo motivo il modello e`
chiamato “minimalista”.
L’originalita` di questo lavoro riguarda sia, come gia` detto, il modello in se´,
sia la metodologia della parametrizzazione, sia le predizioni delle simulazioni. La
parametrizzazione presenta complicazioni aggiuntive rispetto a modelli con Coar-
se Graining meno spinto, proprio per la necessita` di descrivere accuratamente
interazioni complesse che occorrono tra i nucleotidi con i pochi parametri a dispo-
sizione del modello. In questo lavoro, la parametrizzazione e` basata su una analisi
statistica delle distribuzioni di probabilita` delle variabili interne del sistema che,
opportunamente invertite attraverso la formula di Boltzmann, forniscono una pri-
ma indicazione sui potenziali relativi a ciascun grado di liberta` interno. I singoli
potenziali sono stati poi ottimizzati tramite simulazioni preliminari confrontando
le distribuzioni di probabilita` ottenute dalle simulazioni con quelle sperimentali.
Il campo di forza risultante e` in grado di riprodurre con ottima accuratezza le due
forme strutturali principali del DNA (A e B-DNA) e molte delle loro sottoforme
strutturali osservate sperimentalmente. Una delle sottoforme strutturali risulta
comune ad A e B-DNA, ed e` pertanto un buon candidato per lo stato attivato
della transizione tra A e B. Questa e` stata simulata variando il campo di forze una
volta raggiunto tale stato, mimando in questo modo le condizioni ambientali che
inducono la transizione (variazione della forza ionica). Tutti questi risultati indi-
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cano l’alta predittivita` del modello, in quanto alcune delle sottoforme sperimentali
sono scarsamente o per nulla rappresentate nell’insieme statistico di partenza. La
predittivita` e` imputabile all’accurata scelta delle forme funzionali del campo di
forze e all’ottimizzazione dei parametri mirata a riprodurre le caratteristiche di
flessibilita` del DNA.
Un ulteriore contributo originale di questa tesi riguarda simulazioni su lun-
ghe catene di DNA e su lunghe scale temporali. Il modello risulta in grado di
riprodurre effetti fini e proprieta` critiche del DNA. Non solo la termodinamica del-
la denaturazione viene correttamente riprodotta (temperatura di denaturazione
compatibile con quella sperimentale), ma anche effetti fini della dinamica del-
la transizione (formazione di difetti e bolle di denaturazione in prossimita` della
transizione, evoluzione dinamica delle bolle) vengono spontaneamente riprodotti
nella simulazione. Al di sotto della temperatura di transizione, vengono inoltre
osservate deformazioni tipiche della struttura (curvatura del DNA, formazione di
difetti con specifica struttura) che sono riconosciute essenziali per l’interazione con
le proteine. Nella simulazione del DNA circolare viene riprodotto il “superavvi-
tamento” (supercoiling), una particolare organizzazione strutturale della doppia
elica. Questi risultati sono ulteriori conferme dell’accuratezza e della predittivita`
del modello, che nonostante la sua estrema semplicita`, e` in grado di descrivere
quantitativamente e in maniera predittiva i principali comportamenti funzionali
del DNA.
Questo lavoro apre a molteplici sviluppi futuri. Sul fronte del miglioramento
del modello, la prima azione da intraprendere e` lo studio di un modello analogo per
l’Acido RiboNucleico (RNA), che oltre all’immagazzinamento dell’informazione ge-
netica, riveste importantissime altre funzioni negli organismi viventi. Rispetto al
DNA, l’RNA e` caratterizzato da una maggiore variabilita` strutturale: la struttura
secondaria non e` necessariamente la doppia elica, come nel caso del DNA, ma e`
molto varia e determinata dalla sequenza dei quattro tipi differenti di nucleotidi
(ATCG). Cio` rende essenziale introdurre nel modello la descrizione accurata del-
la specificita` rispetto al tipo di nucleotide, aspetto ancora carente nella versione
attuale. Una volta ottimizzato questo aspetto, dovrebbe essere possibile costruire
un modello per RNA predittivo della struttura secondaria, che consentirebbe di
studiare i processi di ripiegamento dell’RNA stesso. La specificita` per nucleotide
e` importante anche nel DNA per descrivere la rinaturazione e la descrizione piu`
accurata di strutture non standard soprattutto in interazione con le proteine.
Sul fronte delle applicazioni, le possibilta` sono vastissime. Gli acidi nucleici si
trovano in macro-aggregati con altri acidi nucleici o proteine ubiquitariamente nei
sistemi biologici. Quindi, una volta scelto un modello CG per proteine a risoluzio-
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ne analoga (modelli one-bead per aminoacido sono gia` disponibili in letteratura)
sara` possibile studiare agglomerati macromolecolari proteina-acido nucleico, come
Ribosomi (le nano-macchine cellulari responsabili per la sintesi delle proteine) o
Nucleosomi (le unita` base della cromatina, costituite da spire di DNA arrotolate
intorno a proteine istoniche). Rispetto a modelli gia` esistenti in letteratura di
questi macro-aggregati molecolari, che contengono ancora un elevato bias verso
strutture sperimentali note, questo dovrebbe avere un grado di predittivita` mag-
giore e consentire di simulare passi successivi a quelli preliminari nei processi della
sintesi proteica (per il ribosoma) e della organizzazione del materiale genetico nel
nucleo (per il nucleosoma). Passando ai sistemi artificiali, il DNA, arrotolato su
sfere di silicio rivestite di poliarginina, ha una particolare importanza dal punto di
vista sperimentale, come sistema modello per la cromatina. Il modello descritto in
questa tesi si presta particolarmente a studiare un sistema del genere e potrebbe
dare informazioni strutturali e dinamiche rilevanti per coadiuvare i dati sperimen-
tali. Questi sono solo alcuni esempi: in realta`, data l’enorme quantita` di aggregati
macromolecolari contenti acidi nucleici, le possibilita` sono praticamente infinite.
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Appendice A
Parametri geometrici del DNA
Figura A.1: I sei parametri in alto riguardano l’orientazione di due basi che
formano una coppia Watson e Crick mentre i sei parametri in basso riguardano
l’orientazione di due coppie di basi adiacenti.
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Appendice B
Dettagli della struttura degli acidi
nucleici
B.1 La conformazione dello scheletro zuccheri-
fosfati
La geometria del legame zucchero-base e` rigida, pertanto la flessibilita` del polimero
dipende principalmente dalla catena zucchero-fosfato (scheletro o backbone). La
conformazione di una unita` nucleotidica e` specificata da sei angoli di torsione o
diedri relativi alla struttura del backbone e dall’angolo di torsione attorno al legame
glicosidico che descrive l’orientamento della base rispetto alla catena zucchero-
fosfato (figura B.1). La conformazione dello scheletro e` importante perche´ riflette
le differenti geometrie del DNA [94] [95].
B.2 L’anello di zucchero
L’anello di zucchero possiede un certo grado di flessibilita` che influenza significati-
vamente la conformazione del backbone. Esso non possiede una geometria planare
bens´ı definita a ’mezza sedia’ per permettere ai suoi atomi costituenti di mini-
mizzare le interazioni steriche. In un modellino di minimo vincolo sterico si puo`
pensare che gli atomi di carbonio che definiscono un piano siano tre, ma nella mag-
gioranza delle strutture si osserva che quattro atomi (tre carbonii e un ossigeno)
risultano coplanari entro un errore di pochi centesimi di A˚. Resta fuori dal piano
un atomo di carbonio e in funzione della sua posizione relativa rispetto all’atomo
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Figura B.1: Rappresentazione grafica e definizione degli angoli di torsione
dell’unita` nucleotidica
C5’ si definiscono le conformazioni che l’anello puo` assumere. Se l’atomo sporge
dal piano dallo stesso lato dell’atomo C5’ allora la conformazione viene definita
endo, altrimenti eso (figura B.2). Nella maggior parte delle strutture si osserva che
gli atomi a esporsi fuori dal piano sono C2’ e C3’. Simulazioni al computer confer-
mano questa tendenza: l’energia dello zucchero al variare dell’angolo di torsione
presenta due minimi separati da una barriera di 0.6 kcal/mole [96]. Le due confor-
mazioni sono strettamente correlate con le geometrie assunte dagli acidi nucleici
(A e B DNA). Il ripiegamento del ribosio si ripercuote sulla conformazione dei
fosfati (figura B.2). Lo zucchero del B-DNA assume una conformazione C2’-endo
mentre l’A-DNA (e l’RNA) generalmente si trova nella conformazione C3’-endo.
Questa differenza strutturale e` la principale responsabile delle differenze tra A e
B-DNA, nonche´ di quelle tra RNA e B-DNA. Nello Z-DNA, all’alternanza di puri-
ne - pirimidine, corrisponde un’alternanza di conformazioni dell’anello di zucchero
C3’-endo - C2’-endo.
B.3 Vincoli sulle basi azotate
Le purine hanno, rispetto all’angolo di torsione χ (figura B.1) due orientazioni
stericamente permesse relativamente allo zucchero, note come conformazioni syn e
anti. Per le pirimidine e` disponibile solo la conformazione anti a causa del residuo
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Figura B.2: Conformazioni C2’-endo (sinistra) e C3’-endo (destra) dell’anello
di zucchero
C2 che interferisce stericamente con lo zucchero. Nelle conformazioni A e B del
DNA le basi azotate si trovano nella conformazione anti, mentre nello Z-DNA si
presentano residui alternati di purine e pirimidine nelle conformaizoni syn e anti.
Questa circostanza conferisce allo scheletro dello Z-DNA la tipica conformazione
distorta a zig-zag da cui il suo nome.
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Appendice C
Potenziali di forza media
I grafici nelle figure C.1, C.2 e C.3 mostrano i potenziali di forza media relativi alle
variabili interne del sistema rij+2, rij, rij+1, θ e φ, calcolati applicando l’inversione
di Boltzmann sulle rispettive g(r), per A e B-DNA.
Figura C.1: Da sinistra a destra i potenziali di forza media Vij+2(r) per il set
ai raggi X e il set NMR. Blu: fit parabolici per l’A-DNA, verde: fit parabolici
per il B-DNA.
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Figura C.2: Da sinistra a destra in senso orario i potenziali di forza media
per le variabili interne: distanza ij del set ai raggi X, distanza ij del set NMR,
distanza ij+1 del set NMR, distanza ij+1 del set ai raggi X. Blu: fit parabolici
per l’A-DNA, verde: fit parabolici per il B-DNA.
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Figura C.3: Da sinistra a destra in senso orario i potenziali di forza media per
le variabili interne: diedro del set ai raggi X, diedro del set NMR, angolo del
set NMR, angolo del set ai raggi X. Blu: fit parabolici per l’A-DNA, verde: fit
parabolici per il B-DNA.
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Appendice D
Dettagli su DL POLY
D.1 Diagramma di flusso
L’esecuzione di DL POLY prevede l’utilizzo di alcuni file di input: CONFIG, CON-
TROL, FIELD. Il file CONTROL definisce le direttive che vengono usate nella si-
mulazione come ad esempio la temperatura, la lunghezza del time step, l’intervallo
di stampa sui file di output e cos´ı via. Il file CONFIG contiene le informazioni sui
tipi di atomi, le loro coordinate ed eventualmente velocita`. Il file FIELD descri-
ve tutte le interazioni fra gli atomi e quindi contiene tutti i parametri usati nei
potenziali. Uno schema della struttura che genera i file di output e` in figura D.1.
I file di output sono molteplici. Nel file HISTORY vengono scritte le coordinate,
le velocita` e le forze atomiche. Il file OUTPUT e` diviso in sette sezioni: testa-
ta, specifiche del file CONTROL, riassunto del file FIELD, configurazione iniziale,
stato della simulazione, riassunto dei dati statistici, campione della configurazione
finale e la distribuzione radiale (se richiesta nel file CONTROL). Il file REVCON,
scritto con la stessa sintassi del file CONFIG, contiene l’ultima configurazione del
sistema. Nel file STATIS si trovano molte informazioni fra cui i vari contributi
dell’energia del sistema.
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Figura D.1: a sinistra i file di input che generano i file di output (a destra).
File asteriscati non sono obbligatori
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