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A~traet - -A  new error rate estimator is presented based on shrinking the leaving-one-out estimate. 
Simulations are used to compare it with the most widely used alternatives, and it is shown to perform 
very well. 
1. INTRODUCTION 
Error rate is the most popular criterion for assessing the performance of classification rules. 
Because of its importance, considerable effort has been put into developing effective stimators and 
a glance at the literature reveals that it is still a very active area of research. Surveys of error rate 
estimation methods include those of Toussaint [1] and Hand [2]. 
An important distinction is between parametric and non-parametric approaches. The former 
assume that the class-conditional distributions belong to a specified family. This permits analytic 
expressions for error rate to be determined, and these can be evaluated by plugging in parameter 
estimates obtained from the data. Much work on removing the optimistic bias inherent in this 
procedure has been carried out. The most popular choice of distribution family is, of course, the 
normal family. Some publications describing such work are those of Dunn and Varady [3], 
Lachenbruch and Mickey [4], Sorum [5, 6], Snapinn and Knoke [7], Page [8] and McLachlan [9]. 
Of course, if one's assumed family is incorrect then such methods will generally be biased. For 
this reason there has been much work on non-parametric approaches, which do not make 
distributional ssumptions. For large samples the choice between estimators i not critical, but it 
can have a significant impact for small samples. 
The three most important non-parametric methods in the past have been the resubstitution 
method, the leaving-one-out or cross-validation method and the bootstrap method. In this paper 
we compare six estimators: resubstitution; leaving-one-out; a new estimator based on shrinking the 
classical leaving-one-out form; a rotation estimator; an approximation to the 632 bootstrap 
estimator described in Efron [10]; and the jackknife stimator described in Efron [11]. Details of 
the estimators are given below. 
The primary measure by which we have compared performance is 
E(e - ~):, 
where e is the true overall error rate for the classifier in question, ~is the estimated value, and where 
expectation is over design sets of a fixed size. (In fact, we fixed the numbers from classes 1 and 
2 separately in the Monte Carlo work described below.) Because this is removing the conditioning 
on the design set, Snapinn and Knoke [7, 12], who also use this criterion, term it the unconditional 
mean square error (UMSE). (One could alternatively take the expectation over design sets of a 
given size and producing a given true classifier error rate. This would be very interesting but poses 
complicated problems for the Monte Carlo simulations.) 
2. BACKGROUND 
Our objective in this paper is to compare ways of estimating e, the true error rate of a given 
classifier, e is the proportion of future data points that will be misclassified by the classifier. We 
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assume that we only have available a finite sample of classified ata points and that we must use 
this sample both to design the classifier and to estimate . (We note here that in design the aim 
is to produce a classifier which minimizes e, while in estimation we seek to estimate as accurately 
as possible. Some of the consequences of this distinction are explored by Hand [13]. 
From the design point of view, most efficient use is made of the sample if we use all of it to 
design the classifier. Then an obvious approach to estimating e is simply to reclassify the sample. 
It is obvious, however, that this is likely to yield optimistically biased results--it underestimates 
the proportion of future cases that will be misclassified. This is the resubstitution estimator. 
No problem would arise if the classifier was designed and tested using independent sets-- 
obtained, for example, by splitting the entire sample. This, however, has the disadvantage that 
design will then be based on a reduced size set, producing a less reliable classifier. We have included 
an estimator of this type in our comparisons, not because it is of special interest in its own right, 
but because it is computed as a stage in deriving one of the other estimators. The particular form 
we have used splits the data into two halves, and designs on one and uses the other to estimate 
e. Then this is reversed with the second half being used for design and the first for estimation of 
e. The final estimator is the average of the estimates from the two stages. This is our rotation 
estimator. 
The leaving-one-out or cross-validation estimator represents an extreme of the splitting idea. If 
the sample consists of n points, n splits are conducted, each being into a set of size 1 and a set 
of size (n - 1). One such split is conducted for each point. For each split the (n - 1) are used for 
design and the 1 point is classified. The final result is obtained by averaging the n classification 
results. Since (n - 1) points are used for design, the pessimistic bias consequent on using a reduced 
size design set is minimal for moderate n. 
The bootstrap estimator involves correcting the bias of the resubstitution estimator by estimating 
this bias from subsamples drawn from the available sample. Efron [10] in fact presents everal 
modifications of the basic idea. One of them, his 632 estimator, "performed best in the sampling 
experiments, but has the weakest heoretical justification." Efron remarks that a good approxi- 
mation to the 632 estimator is given by 0.368 x (resubstitution estimator) + 0.632 x (the rotation 
estimator described above). This approximation is quick to compute and is the estimator we have 
used. 
The jackknife is a general statistical technique for removing bias based on extrapolating the bias 
of the estimator using n points and that using (n - 1) points. Efron [11] describes a form suitable 
for error rate estimation and we have used it below with the resubstitution estimate. 
The other estimator in our comparisons i a new one and is described in the next section. 
3. THE SHRUNKEN LEAVING-ONE-OUT ESTIMATOR 
We begin with the identity 
e = fe(x) f (x)  dx, 
where e(x) is the probability that the classifier in question misclassifies a point at x and f(x) is 
the overall pdf of x. Separating e(x) and f(x) in this way suggests that we might estimate them 
separately, yielding 
= ~O(x)f(x) dx. (1) 
(We note in passing that f(x) does not require knowledge of the true classes of the points used 
to estimate it, so that f (x )  could be based on unclassified ata, of which large quantities are often 
available. In this paper, however, we restrict ourselves to using solely the design set.) 
In fact both resubstitution and leaving-one-out estimators can be expressed as above with 
1 
f (x )  = n 
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where 6(xi) is a delta-function located at xj, and with 
{01 if ci=c'A, (2) 
~(xi) = if ci ~ ci 
where c~ is the true class of x~ and di is its estimated class based on, in the resubstitution case, the 
classification rule derived from the entire set, and in the cross-validation case, the classification rule 
derived from the set with point x~ omitted. 
~(xi) defined as in expression (2) is an unbiased estimator of e(x~) but it is also an estimator with 
large variance. A reduced variance stimator will be produced if ~ (x~) is shrunk towards e(x~). Since 
we do not in fact know e(xi), we must shrink towards ome estimate of it and this must introduce 
some bias. Nonetheless the overall effect of such shrinkage might be beneficial. We should, in any 
case, note that bias in ~(x) does not necessarily imply bias in ~. It depends also on f (x ) .  
Two ways of shrinking ~(xi) from the values in expression (2) have been suggested. 
The first is to use local smoothing to yield a non-parametric estimate of e(x~) at each x~. The 
most common approach is via the k-nearest-neighbour posterior probability estimator. Examples 
of papers describing this approach are those by Fukunaga and KesseU [14], Fukunaga and 
Hostetler [15] and Kittler and Devijver [16, 17]. In principle one estimates e(x~) by the proportion 
of the k nearest design sample points to x~ which are misclassified. For small k little bias in ~(xi) 
is introduced, with little variance reduction, while for large k the reverse is true. Unfortunately, 
performance of this method has been found to be disappointing for small samples. 
The second approach is to use global smoothing. Here a global model, such as assuming each 
class has a normal distribution, is used to yield estimates of e(xi). Simple piecewise linear estimates 
of e(x~) have also been proposed: in the vicinity of the decision surface 6(x~) decays linearly, and 
far from the decision surface the unsmoothed estimator isused. Of course, users of such approaches 
must contend with the usual doubts about the appropriateness of the global model assumed. 
For work in this direction see Glick [18], Ganesalingam and McLachlan [19] and Snapinn and 
Knoke [12]. 
An even simpler way to shrink ~(x~) from 0 or 1 is to use 
. ~" e if ci = ci  
e(x,) = . ,  (3) 
1 -e  if c~#c~ 
where c is some suitably chosen small constant. Efron [10] in fact suggests this kind of approach 
for use in conjunction with the bootstrap method. 
The estimator using expression (3) leads to 
= (1 - 2Qe' + 2E .(1/2), 
where e' is the unshrunk estimator (with E = 0). It is thus seen to be a linear combination of e' 
and 1/2. 
We can obviously generalise this estimator to shrink towards any other value ~. Cox and Hinkley 
[20] suggest that shrinking should not be considered unless one has genuine prior information about 
the parameter value. In many discrimination problems one has such information. For those cases 
where one does not have prior information we adopt the following approach. 
Assuming a 0/1 loss function E(e) will generally be less than min(/7, 1 - /7 ) ,  where H and 
(1 - /7 )  are the class priors. Without loss of generality we shall assume/7 = min(/7, 1 - /7 ) .  This 
means that the lower bound (of zero) on the extimated error rate is nearer to the true value than 
is the upper bound (of unity), so that the distribution is likely to be skewed, with a long tail to 
the right. We therefore chose to shrink towards zero, so that we have 
= be', (4) 
with shrinkage factor b. 
Of course, it is not possible to deduce properties of ~ without knowing something about the 
properties of e'. That is, one must decide which estimator one is shrinking. For the moment, let 
us suppose that e' is binomially distributed on n points. Then for the mean square error (MSE) 
of ~ we have 
nMSE = b2e(1 - e) + n(1 - b )Ee ~. 
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Table l. The percentage improvement obtained by 
using the shrinkage factor b = n l l / (n l l  + 1 - I I )  
n H e S x 100% 
100 0.5 0.1 1.86 
200 0. l 0.05 6.48 
30 0.5 0.2 5.57 
50 0. l 0.02 25,81 
100 0.1 0.02 14.44 
From this we find that shrinking using any factor between [he - (1 - e)]/[ne + (1 - e)] and 1 
will lead to an improvement, while the optimum result occurs when b is ne/(ne + l - e) __4 bopt. 
From this we see that any shrinkage between the optimum and 1 is safe, in that it leads to a smaller 
MSE. Since dbopt/de is positive and since e < i l  we err on the side of caution if we choose 
b = n I l / (nH + 1 - i l ) .  
For small n, when/ / i s  small the shrinkage can be quite significant. For example, w i th / /=  0.1, 
b = n/(n + 9) and with H = 0.01, b = n/(n + 99). The extent o which this choice of b influences 
things can be seen by calculating 
S =[nMSE(e ' ) -nMSE(d) ] /nMSE(e ' )= - n i l  + 1 - i l  -n  n i l  q--1 - i l  e 
1 -e  
+1. 
Table 1 illustrates this for various values of n, H and e. 
Thus far we have assumed e' to be binomially distributed. The leaving-one-out estimate isalmost 
unbiased but has a large variance (see, for example, Glick [18], Toussaint [1] and the simulation 
results described below). Indeed, since this is calculated as an average of n single point estimates 
derived from n different classifiers one might expect it to have a larger variance than an n point 
error count estimator, which uses the same classifier each time. Thus we might legitimately apply 
more smoothing in the leaving-one-out case--so that our factor of n i l / (n i l  + 1 - I I )  is even more 
conservative when used with the leaving-one-out estimator. 
4. MONTE CARLO EXPERIMENTS 
The abbreviations used in the results tables to describe the six methods compared in this paper 
are as follows: 
(i) resubstitution (R); 
(ii) leaving-one-out (L); 
(iii) shrunken leaving-one-out (S); 
(iv) rotation estimator (C); 
(v) approximation to 632 bootstrap (B); 
(vi) jackknife (J).  
The literature on error rate estimation i cludes reports of the methods applied to many different 
classification techniques. The classifier used in this paper represents each class by a single 
stereotypical point and classifies new points according to which stereotype they are nearest o. 
Generalisations of this method include Fisher's classical discriminant analysis and nearest 
neighbour methods. The especial advantage of this method for us is that it can be computed very 
rapidly. 
It is perhaps worth remarking that it seems reasonable to hope that the comparative performance 
of non-parametric error rate estimators will be substantially independent of the classification rule, 
although magnitudes they return will naturally depend on the classifier. If this is true then our 
results will generalize immediately. 
For our simulations we took the special case of two multivariate normal distributions with equal 
priors. The data were generated using NAG subroutine G05DDF and transformed to the 
distributions N(O, I) and N~,  I), with/~ = ~,  0 . . . .  ,0). 
The classifier described above has the additional advantage that its true error rate can be 
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calculated very rapidly. This is important in simulation work. If i ,  and i 2 a re  the sample means 
of the two classes then the true error rate is lle~ + (1 - II)e2, where 
e ,= l -~(y l ) ,  e2=l -~(y2) ,  
where ~(y)  is the cumulative normal distribution (evaluated using NAG subroutine S15ACF) and 
Y, = (x2 -- ~,)' (~, + i2)/211R2 - ~, II 
and 
Y2 -- (~; -- ~2)'(i, -4- i2 -- 2/J)/211i2 -- i t  II. 
For every combination of sample size, Bayes error rate, and number of variables described below 
we generated 1000 data sets. 
5. S IMULATION RESULTS 
Table 2 shows unconditional MSEs for the six estimators, as defined in Section 1. In this table 
d is the number of variables, n is the number of design points per class (so that there are 2n 
altogether), s is the separation between the true means of the classes and the classifier labels are 
as described in the preceding section. 
One striking observation is that there is a uniform improvement in performance as n increases 
from 10 to 20 for fixed d. This is presumably because the larger samples lead to more accurate 
parameter estimates. The difference is especially marked in the resubstitution case, where the 
optimism consequent on overfitting is apparent. 
Similarly, as d increases from 1 to 10 for fixed n there is a uniform deterioration i performance. 
These phenomena re paralleled by the figures in the last column of Table 2, which show the 
average true error rates over simulations in the experiments. These were calculated by evaluating 
the true error analytically, as described in Section 4, and then averaging over the 1000 data sets 
with the same parameter values. The Bayes (best achievable) error rate for our experiments i
0.3085 for all cases with s = 1.0 and 0.0668 for all cases with s = 3.0. Clearly one cannot expect 
to do well with only twice as many data points as variables (the d = 10, n = 10 cases) or even four 
times as many (the d = 10, n = 20 cases). 
Table 2 also shows that, for the parameter values we have considered, the shrunken leaving-one- 
out method always beats the straightforward leaving-one-out method. This is gratifying since, 
although the former was designed to be an improvement of the latter, theory was developed under 
very approximate binomial distribution assumptions. Indeed the shrunken leaving-one-out method 
is always best, except in the two d = 10, s = 1.0 cases, and even then it is not far from the best. 
For the s = 3.0 cases, our simulations give little basis for a recommendation, except hat the 
rotation estimator performs badly. This is, perhaps, to be expected. 
Comparing the resubstitution and leaving-one-out methods, we see that leaving-one-out is 
generally better when the din ratio is large and that otherwise resubstitution is best. This is 
particularly interesting because of the historical importance of the leaving-one-out method as a 
more recent and supposedly better estimator than resubstitution because of its smaller bias. 
Table 2. Unconditional MSE ( x 10,000) of the ~x classifiers 
d n s R L S C B J True 
1 10 1.0 109 116 107 202 144 120 3180 
1 20 1.0 56 55 53 67 58 57 3106 
10 10 1.0 473 175 158 203 145 171 3905 
10 20 1.0 202 79 76 105 74 80 3630 
I 10 3.0 28 31 28 36 30 31 716 
I 20 3.0 17 17 16 19 17 17 693 
10 10 3.0 42 43 39 83 43 44 921 
10 20 3.0 19 18 17 27 17 18 792 
d : number of variables; n : number of sample points in the design set for each class 
(so that there are 2n points in all); and s : difference between the true means. 
The last column contains the average true error rates ( x 10,000). 
C.A,M.W.A. 14/~B 
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Table 3. Average bias (× 10,000) of the six classifiers 
d n s R L S C B J 
1 10 1.0 - 159 -3  - 155 +221 +81 - 12 
1 20  1.0 -75  -28  - 103 +28 - 10 -27  
10 10 1.0 -2014 + 143 -49  +270 -571 +75 
I0 20 1.0 - 1263 - 17 - 105 +215 -329  -41  
1 10 3.0 -- 111 -- 11 --44 +41 - 15 -- 16 
1 20 3.0 --58 -- 10 --27 + 14 -- 13 --10 
10 10 3.0 --444 +33 --12 +274 +10 +26 
10 20 3.0 --236 +9 -- 10 + 128 --6 +9 
Snapinn and Knoke [7] remark that resubstitution is better than leaving-one-out when d ~< 3, but 
it must also depend on n. The approximation to the bootstrap 632 estimator (B in Table 2) is never 
very bad and is sometimes the best--lending support to Efron's [10] conclusions. 
Table 3 shows the average bias of the six estimators. That is, it shows the average difference 
between ~ and e [we call (~ - e) "bias" since bias = E(~) - e = ~ - e because ~ is fixed for a given 
design set. As mentioned earlier, an alternative approach would be to take the expectation over 
design sets which had true error rate e.] 
As expected, the resubstitution method has large negative bias and the leaving-one-out method 
is almost unbiased. Shrinkage introduces bias, as expected, and in the expected irection. The 
rotation method has large positive bias, again as expected. Of more interest is the large negative 
bias of the 632 estimator in the d = 10, s = 1.0 cases. 
Finally, the jackknife estimator generally has a relatively small bias, as expected. 
The pattern of differences as the din ratio changes reflects that for unconditional mean square 
er ror .  
Table 4 shows the variances of the six estimators. The jackknife does not perform poorly. The 
shrunken leaving-one-out estimator has a uniformly smaller variance than the straightforward 
leaving-one-out estimator and, as hoped, it is this which compensates for the larger bias to give 
an overall unconditional mean square improvement. 
What is particularly interesting about this table is that the resubstitution method has a very small 
variance, being best in all but one case, and in that case very nearly best. Snapinn and Knoke [12] 
suggest shrinking the resubstitution method towards a global estimate of pointwise conditional 
error rate, as outlined in Section 3, in a successful attempt o reduce variance while introducing 
bias in a direction to counteract the natural bias of the resubstitution method. The same idea could 
be pursued for our shrinking method, but one would need approximations to unshrunk bias and 
variance to devise a suitable shrinking factor. 
Once again, the same general pattern is observed as the din ratio changes. 
6. A REAL EXAMPLE 
For the purposes of illustration, to demonstrate that the estimators can produce quite 
substantially different results, we applied the estimators to some real data. The data are given in 
Chapter 53 of Andrews and Herzberg [21] and consist of 18 variables measured on cases from three 
species of kangaroo. Table 5 shows the results of the six error rate estimation techniques applied 
with the classifier described above. 
Table 4. Variances ( x 10,000) of  the six classifiers 
d n s R L S C B J 
1 10 1.0 104 136 123 197 142 139 
1 20 1.0 56 55 52 67 59 56 
10 10 1.0 61 187 169 203 115 184 
10 20 1.0 42 84 80 103 65 85 
1 10 3.0 26 30 27 36 29 30 
1 20 3.0 16 17 16 19 17 17 
10 10 3.0 22 44 40 76 43 45 
10 20 3.0 13 18 17 25 17 18 
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Table 5. Error ate stimates for kangaroo data taken from 
Andrews and Herzberg [21, Chap. 53] 
R L S C B J 
0.2917 0.2917 0.2857 0.4583 0.3970 0.2990 
0.2500 0.5000 0.4615 0.3333 0.3027 0.4722 
For  the first row of Table 5 the first 24 females from each of the M.f. melanops and M.f. 
fuliginosus pecies were used, with variables 1-9 from Andrews and Herzberg [21]. Global  means 
over the cases on the relevant variables were substituted for the missing values. 
The second row of the table uses the first six completed cases from these two species, with the 
same variables. 
Quite substantial differences are evident in the table, even between the two "best" estimators of 
shrunken leaving-one-out and 632 bootstrap. 
7. CONCLUSION 
It is clear that shrinking can improve the uncondit ional  MSE performance of the basic 
leaving-one-out method. I f  one has prior knowledge of the approximate true error rate, as is often 
the case in discrimination problems, then this may be used to advantage. If  not, then the shrinkage 
factor n I l / (n I I  + 1 - I1) may be used. This is a conservative estimate, derived from the assumption 
e < min (//, 1 - / / ) .  For  the parameter values and alternative methods we have explored, this 
conservative approach leads to a shrunken leaving-one-out estimator which is almost always the 
best, and when it is not it is very near to the best. 
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