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Abstract
In this paper, energy-efficient scheduling for grouped machine-type devices deployed in cellular networks is
investigated. We introduce a scheduling-based cooperation incentive scheme which enables machine nodes to organize
themselves locally, create machine groups, and communicate through group representatives to the base station. This
scheme benefits from a novel scheduler design which takes into account the cooperation level of each node, reimburses
the extra energy consumptions of group representatives, and maximizes the network lifetime. As reusing cellular
uplink resources for communications inside the groups degrades the Quality of Service (QoS) of the primary users,
analytical results are provided which present a tradeoff between maximum allowable number of simultaneously active
machine groups in a given cell and QoS of the primary users. Furthermore, we extend our derived solutions for the
existing cellular networks, propose a cooperation-incentive LTE scheduler, and present our simulation results in the
context of LTE. The simulation results show that the proposed solutions significantly prolong the network lifetime.
Also, it is shown that under certain circumstances, reusing uplink resource by machine devices can degrade the
outage performance of the primary users significantly, and hence, coexistence management of machine devices and
cellular users is of paramount importance for next generations of cellular networks in order to enable group-based
machine-type communications while guaranteeing QoS for the primary users.
Index Terms
Machine-type communications, Cooperation, Energy Efficiency, Lifetime, Grouping, Interference.
I. INTRODUCTION
Information and Communications Technology (ICT) can play an important role in smart cities in order to
improve the services that support urban dwelling like security, healthcare, public transportation, remote working and
education, entertainment, and communications [1, 2]. For example, due to ever increasing portion of old-aged people
in the societies, ICT can provide a wide-range of health-care applications in order to monitor the status of citizens
right from their homes by smart sensors [3]. The number of smart devices is expected to be nearly 50 billion by 2020,
based on the estimation from Ericsson [4], and these devices are expected to be able to communicate autonomously.
Machine-to-Machine (M2M) communications means the inter-communications of machine devices without human
intervention, and aims at enabling ubiquitous connectivity among uniquely identifiable smart physical objects that are
capable of sensing or acting on their environment [5]. An important enabler for M2M communications over cellular
networks is Machine-Type Communications (MTC) which is expected to play a critical role in the market since
cellular networks are penetrated deeply into almost all locations, provide easy-to-use cost-efficient communications
anywhere by ubiquitous coverage and roaming capability [6]-[8]. M2M networks are generally characterized by
the massive number of concurrent active devices, low-payload data transmission, and vastly diverse Quality-of-
Service (QoS) requirements [9]. The continuing growth in demand from machine-type communications [10], the
fact that most smart devices are battery driven and long battery-lifetime is crucial for them, and the inefficiency in
current cellular infrastructure for providing energy-efficient small data communications [11] have triggered many
research projects to see how current cellular standards must be revisited in order to provide large-scale yet efficient
machine-type communications [12]-[17].
In this paper, energy efficient scheduling for grouped machine-type devices over cellular networks is investigated.
Aiming at maximizing the network lifetime, we present a cooperation incentive scheduler which reimburses the
extra energy consumptions for the helper nodes. Also, we extend the derived solutions for existing cellular networks.
Finally, we analyze the impact of underlying intra-group communications on the uplink transmission of primary
users.
The main contributions of this paper include:
• Present a lifetime-aware cooperative machine-type communications framework for future cellular networks
with dense MTC deployment.
• Present a cooperation-aware scheduler which reimburses the extra energy consumptions of the helper nodes
and maximizes the network lifetime. Investigate the application of the proposed scheduler for existing LTE
networks.
• Present a distributed grouping scheme for machine-type devices deployed in cellular networks.
• Explore analytically the tradeoffs between maximum allowable number of overlay machine groups in a cell
and the interference level at the primary user.
The remainder of this article is organized as follows. Section II presents the related works. The system model is
introduced in section III. In section IV, the cooperation incentive scheduler is presented. In section V, distributed
grouping is presented. In section VI, a cooperation-incentive MTC scheduler for LTE networks is investigated. The
impact of intra-group M2M communications on QoS of primary users is investigated in section VII. Simulation
results are given in section VIII. Concluding remarks are presented in section IX.
II. RELATED WORKS AND MOTIVATION
A. Cellular-access for machine-type subscribers
The continuing growth in demand from machine-type subscribers for small data communications poses significant
challenges to the existing cellular networks [9]. Random Access Channel (RACH) in the Long-Term Evolution (LTE)
networks is the typical way for machine nodes to connect to the BS [18]. Regarding the limited number of available
preambles per time per cell, collisions and energy wastages are likely to happen when a large number of machine-
type devices try to connect to the BS [17]. Several solutions, including Access Class Barring (ACB) [19, 20],
prioritized random access [21, 22], and connectionless MTC [23, 24] are studied in literature to reduce congestion
in an overload condition. In ACB, each machine node in class i which has data to transmit, decides to content for
channel access with probability pi and to defer the transmission with 1− pi. In prioritized random access schemes
[21, 22], the available preambles are divided among different classes of users, and hence, each class of users has
only access to a limited set of preambles. To further reduce the probability of congestion in the RACH of LTE,
machine nodes with limited data packet size can send data directly to the BS without connection establishment [23,
24].
The surge in the number of connected devices [25], not only affects the Radio Access Network (RAN) of LTE
but also severe signaling overload is expected to happen at the Evolved Packet Core (EPC) of LTE [26]. In [27],
the scalability of MTC and Internet of Things (IoT) on existing LTE networks is investigated and it is shown that
some MTC traffic categories, e.g. asset tracking, can be substantially challenging. Then, efficient scheduler design
with reduced signaling overhead is of paramount importance for future M2M-enabled cellular networks [17].
B. Towards energy efficient MTC over cellular networks
To curb undesirable energy wastage and extend the battery lifetime of machine devices, a variety of energy-
conserving measures have been developed, including Discontinues Reception (DRX), group-based MTC, and energy-
efficient MTC scheduling.
1) Discontinues reception: DRX has been specified in LTE for energy saving by allowing User Equipment
(UE) to switch off its receiver and go to the sleep mode. During the sleep period, UE cannot receive packets from
the base station, and hence, DRX can introduce delays in data reception. To maximize the energy saving gain
and keep the aforementioned delay bounded, the DRX paramete
for machine-type communications is investigated in [29, 30], and it is shown that such operation can significantly
prolong the battery lifetimes of machine nodes deployed in LTE networks.
2) Group-based MTC: Cooperation among machine devices and a group-based operation of them seem to be
promising approaches for offloading the BS [9]. In addition to the BS offloading, our previous work in [31] showed
that network-assisted grouping can significantly prolong the M2M network lifetime.
Group-based MTC through gateways: Integrating MTC Gateways in cellular network architecture enables us to
handle a massive number of concurrent access requests using capillary networking, and extend the coverage in
remote areas [9, 17]. Group-based MTC has been studied in [32], and the authors claim that the capillary networks
will become a key enabler of the future networked society. Addressing the massive machine access problem for
existing cellular networks with the help of M2M gateways and capillary networks is investigated in [33].
Group-based MTC through UEs: D2D communications over cellular networks motivates the idea to relay the
MTC traffic originated from the machine nodes through the D2D links [34]. MTC traffic relaying through D2D
links underlying downlink transmission of primary cellular users is investigated in [35]. Aggregation of locally
generated MTC traffic through D2D links is investigated in [36], where a tradeoff between latency and the transmit
power, which is needed to deliver the aggregate traffic, is presented. A multi-hop routing scheme for MTC traffic
consisting of opportunistic D2D links is presented in [37].
Group-based MTC through M2M links: Without a fixed a priory installed M2M gateway or a cellular UE which
is eager/secure to relay the MTC traffic, each machine node could temporary act as a GR [34]. In this case, the
selection of the GR should be based on the remaining energy level of machine nodes and the channel state with
the BS. Energy-efficient clustering and medium access control (MAC) design for a massive number of machine
devices which connect to the BS in the asynchronous mode, e.g. RACH of LTE, is considered in [31, 38, 39], where
feasible regions for clustering, the optimal cluster-size, cluster-head selection, and energy-efficient communications
protocol design are investigated.
3) Energy efficient MTC scheduling: The energy-efficient uplink scheduling in LTE networks with coexistence
of machine- and human-oriented traffic is investigated in [40]. Power-efficient Resource Allocation (RA) for MTC
is developed in [41, 42]. To facilitate network design, the 3rd Generation Partnership Project (3GPP) and IEEE
have defined specific service requirements for M2M communications where one of the most important ones is the
time-controlled feature [43, 44]. This feature is intended for use with M2M applications that can tolerate to send
data only during defined time intervals. Based on this feature, a reduced complexity approach for scheduling a
massive number of machine devices is introduced in [45]. This scheme organizes machine devices with similar
QoS requirements into classes where each class is associated with a prescribed QoS profile, including priority
level, packet delay and jitter budget, and dropped packet rate requirement. Then, fixed access grant time intervals
are allocated to each class based on the traffic rate and the priority of each class. This time-controlled scheduling
framework for semi-constant rate machine devices is widely adopted in literature [17], [46]-[51]. In [38, 52], we
have adopted this time-controlled scheduling framework, presented an accurate energy consumption model for MTC
communications, and presented lifetime-aware scheduling solutions for SC-FDMA-based networks.
C. Motivation
There are many M2M applications that require very high energy efficiency to ensure long battery lifetime. While
the proposed scheduling schemes in [38, 41, 42, 52] aim at enabling energy-efficient machine-type communications,
network congestion including radio network congestion and signaling network congestion as defined in [53] is likely
to happen in serving a massive number of machine devices. Relaying MTC traffic over fixed gateways and D2D
links are promising approaches to prevent such kind of congestions in cellular networks [37, 54]. However, when a
fixed a priory installed M2M gateway is unavailable, or a cellular UE which is eager and secure to cooperate with
machine nodes is unavailable, a machine node can relay its neighbors’ packets to the BS. Here, the energy costs
for the helper nodes is of paramount importance because they are also battery-limited machine-type devices and
wish to maximize their individual lifetimes. These problems motivate us to propose a novel scheduler for grouped
MTC scheduling over cellular networks.
III. SYSTEM MODEL
Consider a single cell with one base station in the center and a massive number of machine nodes which are
uniformly deployed in the cell. The machine nodes are battery-limited, and hence, long battery-lifetime is crucial for
them. For node i, denote the remaining energy at time t0 by Ei(t0). Define the power consumption in transmitting
mode for node i as αPi +Pc where Pc is the circuit power consumed by electronic circuits in transmission mode,
α is the inverse of power amplifier efficiency, and Pi is the transmit power for reliable data transmission. Also,
denote by by Eis the average static energy consumption in each duty cycle for data gathering, synchronization,
admission control, and etc. Then, the expected lifetime for node i at time t0 can be expressed as the product of
duty cycle and the ratio between remaining energy at time t0 and the required energy consumption in each duty
cycle, as follows [52]:
Li(t0) =
Ei(t0)
Eis + τi(Pc + αPi)
Ti. (1)
In this expression, Ti is the expected length of each duty cycle, τi is the data transmission time. Given the individual
lifetime of machine nodes, one may define the network lifetime as a function of individual lifetimes in different
ways [52]. In this paper we consider First Energy Drain (FED) network lifetime which refers to the time at which
first node drains out of energy, and is applicable when missing even one node deteriorates the performance or
coverage.
IV. SCHEDULING AS A COOPERATION INCENTIVE STRATEGY
Consider the system model in section III where a set of machine devices £ with cardinality L must be scheduled at
once. The results for other multiple-access schemes can be similarly derived. Denote the total number of available
resource elements as ct, the length of each resource element as τr, and the allocated fraction of time for data
transmission of node i as τi = ciτr. Denote the pathloss between node i and the BS as gi, and the noise power
spectral density (PSD) at the receiver as N0. Then, using the Shannon capacity formula the transmit power of node
i is derived as a function of ci as follows:
Pi = Gi(2
Di
ciτrw − 1), ∀i ∈ £, (2)
where Gi = giΓN0w, w is the bandwidth, and Γ is the signal to noise ratio (SNR) gap between channel capacity
and a practical coding and modulation scheme. As transmit power of each device is bounded by Pmax, the lower
bound on ci is found as:
cmini =
⌈
Di
τrw log2(1 + Pmax/Gi)
⌉
, ∀i ∈ £. (3)
Instead of scheduling all machine nodes to connect directly to the core network, the BS may prefer to promote
group-based communications, especially in the case of dense machine deployment. Grouping has been proved to
be effective to reduce collisions and increase network-level energy efficiency in M2M-enabled cellular networks
[17, 32, 55]. With grouping, a selected node/gateway is responsible for relaying group member’s packets to the base
station. As a result, the energy consumption of the helper nodes will be much higher than the other nodes. Here, we
present a cooperation incentive strategy which utilizes uplink scheduling as a rewarding mechanism to reimburse
the extra energy consumptions in the helper nodes. In our scheme, BS broadcasts a promotion message in the cell,
which includes a rewarding parameter β. From this parameter, each node can determine its optimal strategy, i.e.
to make a group or attach to another group, and the optimal group size. After group forming, to be discussed in
the section V, the initial set of nodes reduces to £r with cardinality Lr. Designing intra-group communications
protocols is out of the scope of this paper and is left as a research direction in which this work can be extended.
For preliminary results, the interested reader may refer to [31, 39], where a hybrid communications protocol for
intra-group communications is investigated. In the following, we focus on formulating a resource allocation problem
which benefits from dealing with a lower number of devices, considers the cooperation level of the helper nodes, and
maximizes the network lifetime. Then, the joint scheduling and power control optimization problem that maximizes
the network lifetime is written as follows:
max
β,ci,Pi
min
i∈£r
Li(t0) (4)
subject to: C.4.1:
∑
i∈£r
ci ≤ ct,
C.4.2: cmi ≤ ci, ∀i ∈ £r,
C.4.3: cri resource elements are guaranteed for node i,
C.4.4:
∑
i∈£r
(βni + 1)c
min
i ≤ ct,
where cri = (βni + 1)cmini , cmi is found from (3) as:
cmi =
⌈
(ni + 1)Dˆ
τrw log2(1 + Pmax/Gi)
⌉
, (5)
ni is the number of clients for node i, Eh the energy consumption in listening mode for data collection from a
neighbor node, Dˆ the average packet size over the set of connected machine nodes, and Li(t0) is found by rewriting
the lifetime expression in (1) as follows:
Li(t0) =
Ei(t0)
Eis + τi(Pc + αPi) + niEh
Ti. (6)
One must note that beside network lifetime, other performance measures, to be discussed in section V, also contribute
in determining the optimal β. Then, in the reminder of this paper we assume that β is known a priory at the BS.
The optimal choice of β is left as a research direction in which this work can be extended. Let us first solve the
optimization problem in (4) by assuming that β = 0, i.e. when scheduler is not aware of the cooperation level of
each node. When β = 0, one can rewrite the optimization problem in (4) as:
max
ci,Pi
min
i∈£r
Li(t0) (7)
subject to: C.7.1:
∑
i∈£r
ci ≤ ct,
C.7.2: cmi ≤ ci ∀i ∈ £r.
Using linear relaxation, the integer scheduling problem in (7) transforms into a related linear optimization problem,
as follows:
max
τi
min
i∈£r
Li(t0) (8)
subject to: C.8.1:
∑
i∈£r
τi ≤ ctτr,
C.8.2: τmi
∆
=
(ni + 1)Dˆ
w log2(1 + Pmax/Gi)
≤ τi ∀i ∈ £r.
By inserting (2) in (6), one sees that the lifetime expression Li(t0) in (8) and its inverse L−1i (t0) are strictly
quasiconcave and convex functions of τi respectively. Then, one can transform the problem in (8) to a related
convex optimizations problem by defining z as an auxiliary variable where z = maxi∈£r L−1i (t0), and rewriting
(8) as follows:
min
τi
z (9)
subject to: C.8.1,C.8.2, and
L−1i (t0) ≤ z, ∀i ∈ £r.
As L−1i (t0) is a convex function of τi, and z is a convex function1 of τi, the joint scheduling and power control
problem in (9) is a convex optimization problem. Using the method of Lagrange multipliers [56], the optimal
transmission time for node i is found as follows:
τsi = max
{
ln(2)(ni + 1)Dˆ
w × lambertw(−1e +
Pcλi+TiµEi(t0)
Giλieα
) + w
, τmi
}
, (10)
where µ and λi:s are Lagrange multipliers, τmi has been introduced in (8), the lambertw function2 is the inverse
of the function f(x) = xex [57], and e is the Euler’s number. Also, the Lagrange multipliers are found due to the
following Karush Kuhn Tucker3 (K.K.T.) conditions [56]:
µ ≥ 0; λi ≥ 0 ∀i ∈ £r;
µ(
∑
i∈£r
τi − ctτr) = 0;
λi(L
−1
i (t0)−z) = 0 ∀i ∈ £r. (11)
To find the number of allocated resource elements to node i, one can divide τsi by τr. The τsi expression in (10)
is a fractional solution to the relaxed problem and the τ
s
i
τr
expression is not necessarily integer. Then, one can use
1Because the point-wise maximum operation preserves convexity [56].
2Also called the omega function or product logarithm.
3First order necessary conditions for a solution in nonlinear programming to be optimal.
randomized rounding to find the number of assigned resource elements to each node, i.e. csi , and also satisfy the
integrality constraint [58]. Finally, the uplink transmit power of node i is found from (2) where ci = csi .
Now, let come back to the original problem in (4) where β > 0. One can transform this problem to a convex
optimizations problem by defining z = maxi∈£r L−1i (t0) as an auxiliary variable and rewriting (4) as follows:
min z (12)
subject to: C.12.1:
∑
i∈£r
τi ≤ ctτr ,
C.12.2: τmi ≤ τi, ∀i ∈ £r,
C.12.3: L−1i (t0) ≤ z, ∀i ∈ £r,
C.12.4: τri seconds are guaranteed for node i,
where
τri = (βni + 1)τ
min
i ,
τmini =
Di
w log2(1 + Pmax/Gi)
,
Pi = (2
(ni+1)Dˆ
τiw − 1)Gi.
To unify the second and fourth constraints, we can formulate a subproblem as:
τ∗i = argmax
τi
Li(t0)
= argmin
τi
τi(Pc + α(2
(ni+1)Dˆ
wτi − 1)Gi (13)
subject to: τmi ≤ τi ≤ τri .
The objective function in (13) is a strictly convex function of τi and chooses its minimum value at
τxi = min{max{τ
m
i ,
ln(2)(ni + 1)Dˆ/w
lambertw(Pc−αGieGiα ) + 1
}, τri }. (14)
Then, one can rewrite the optimization problem in (12) as:
min z (15)
subject to: C.12.1,C.12.3, and
τxi ≤ τi, ∀i ∈ £r.
One sees that this problem is similar to the optimization problem in (9). Then, one can pursue the same approach
to prove that (15) is a convex optimization problem. Using(10), one can derive the optimal solutions for (15) as
follows:
τ∗i = max
{
ln(2)(ni + 1)Dˆ/w
lambertw(−1e +
Pcλi+TiµEi(t0)
Giλieα
) + 1
, τxi
}
, (16)
where the Lagrange multipliers are found due to the K.K.T. conditions in (11). To find the number of allocated
resource elements to node i, one can divide τ∗i by τr, and use randomized rounding to find the number of assigned
resource elements to each node, i.e. c∗i . Finally, the uplink transmit power of node i is found from (2) where ci = c∗i .
V. DISTRIBUTED REWARDING-BASED GROUPING
To enable group-based MTC, a distributed grouping scheme is needed to help machine nodes organize themselves
locally and form machine groups. Regarding our proposed scheme in section IV, BS broadcasts the rewarding
parameter β, and each node independently decides to broadcast itself as a GR or attach to the group of its nearest
GR. In other words, we assumed that given the incentive parameter β, each node is able to derive its optimal number
of clients n∗i . In this section, we settle this issue by formulating the group forming as an optimization problem
which can be solved locally at each node. If node i broadcasts itself as a GR, τri = (βni+1)τmini seconds will be
guaranteed for it. Then, one can formulate the grouping problem as a lifetime-maximization problem as follows:
max
τi,ni
Li(t0) (17)
subject to: C.17.1: τmi ≤ τi ≤ τri ,
C.17.2: ni ∈ {0, 1, · · · , nmax},
where nmax is limited due the practical limits on the maximum number of sustained clients for a machine node.
By manipulating the objective function, the optimization problem in (17) reduces to:
min τiPc + τiα(2
(ni+1)Dˆ
τiw − 1)Gi + niEh (18)
s.t.: C.17.1,C.17.2.
One sees that the objective function in (18) is a strictly convex function of ni and τi, but it is not jointly convex.
If we fix ni, the optimal transmission time for a given ni, i.e. τ∗i (ni), is found from the (13), as follows:
τ∗i (ni) = min{max{τ
m
i ,
ln(2)(ni + 1)D/w
lambertw(Pc−αGieGiα ) + 1
}.
Now, the optimization problem in (18) reduces to the following optimization problem:
n∗i = arg max
ni∈{0,··· ,nmax}
Li(t0)
∣∣
τi=τ∗i (ni)
. (19)
If the incentive parameter β is known, each node can solve this optimization problem independently, and find its
optimal number of clients. For the ith node, if n∗i > 0 then it can broadcast itself as a GR. If the number of received
requests from neighbor nodes which prefer to connect to node i, i.e. nri , is less than n∗i , then this node can derive
its optimal number of clients by substituting nmax with nri , and once again solving the optimization problem in
(19).
One must note that beside network lifetime, other performance measures like level of interference to the primary
user may also contribute in determining the optimal β. For example, in section VIII we will show how the choice
of β impacts the average number of clients per each GR, and hence, the average number of groups in the cell. Also,
in section VII we will present how the number of active groups in the cell, which are reusing the uplink resources,
can impact the QoS for a primary user. The BS can use learning-based approaches [59], and by monitoring the
level of interference at the primary users, determine the optimal choice of β. The optimal choice of β is left as a
research direction in which this work can be extended.
VI. COOPERATION INCENTIVE SCHEDULER FOR LTE NETWORKS
In order to investigate possible benefits of our proposed solutions in practice, here we extend our derived solutions
for the existing LTE networks. LTE is a standard for high-speed wireless data communications of mobile phones and
data terminals. This standard is developed by the 3GPP, and supports deployment on different frequency bandwidths,
including: 1.4MHz, 3MHz, 5MHz, 10MHz, 15MHz, and 20MHz. Let us consider the air interface of the 3GPP LTE
Release 10 [60], where radio resources for uplink transmission are distributed in both time and frequency domains.
Data transmission in time domain is structured in frames where each frame consists of 10 subframes each with 1
ms length. In the frequency domain, the available bandwidth is divided into a number of subcarriers each with 15
KHz bandwidth. A Physical Resource Block Pair (PRBP) is the minimum allocatable resource element in an LTE
frame which consists of 12 subcarriers spanning over one Transmission Time Interval (TTI) [60]. Each TTI consists
of two slots and includes 12 OFDM symbols if long cyclic prefix is utilized. Denote the number of assigned PRBPs
to node i by ci, the estimated downlink pathloss by γi, the compensation factor by βi, the number of symbols in a
PRBP by Ns, the noise power in each resource block by pn, and the required SNR level at the receiver by γ0. Then,
the uplink transmit power of each node is determined using the LTE open-loop uplink power-control mechanism
in [61], as follows:
Pi = ci
(
βi(γ0 + pn) + (1− βiPmax)
)
βiγi(2
1.25TBS (ci , δi )
12ciNs − 1), (20)
Algorithm 1: Cooperation-incentive scheduling for LTE networks
1 cmini (1 + βni)→ c
in
i , ∀i ∈ £r;
2 for i ∈ £r do
3 for j = 1 : cini do
- From Table 7.1.7.2.1-1 of [61], derive the lowest δi which satisfies Di ≤ TBS(j, δi). Call it δji ;
- Derive the corresponding transmit power from (20), i.e. Pi|δi=δji ,ci=j → P
j
i ;
- Derive the expected lifetime from (21), i.e. Li|Pi=P ji → L
j
i ;
-if P ji > Pmax then
0→ Lji ;
4 ci = arg maxj∈{1,··· ,cini } L
j
i ;
5 ct −
∑
i∈£r
ci → c
n
t ;
6 Use Algorithm 1 in [38] and allocate the remaining cnt PRBPs to the machine nodes;
7 return ci
where the Transport Block Size (TBS) can be found in Table 7.1.7.2.1-1 of [61] as a function of ci and TBS index.
For a quick reference, the first 4 columns of this table are depicted in Fig. 1. The TBS index, δi ∈ {0, · · · , 26}, is
a function of modulation and coding scheme as in Table 8.6.1-1 of [61]. Regarding the aforementioned scheduling
framework in LTE, one can use the derivations in section IV and rewrite the expected lifetime for node i as follows:
Li(t0) =
Ei(t0)Ti
Eis + niEh + TTI(Pc + αPi)
. (21)
Aiming at FED network lifetime maximization, uplink scheduling for machine-type communications over LTE
networks is investigated in [38]. Inspired by the derived solutions in section IV, we modify the proposed algorithm
in [38], and present a cooperation incentive scheduler for MTC over LTE networks, as in Algorithm 1. In this
algorithm, the cooperation incentive parameter β is a non-negative integer, and TBS(x, y) shows the transport block
size as a function of number of assigned PRBPs, i.e. x, and TBS index, i.e. y. Algorithm 1 first satisfies the
minimum requirements of all machine nodes. Then, it reimburses the extra energy consumptions for the helper
nodes. Finally, it adopts the proposed algorithm4 in [38] to allocate the remaining PRBPs.
VII. INTERFERENCE-AWARE GROUPED M2M COMMUNICATIONS
Assume a single-cell in which one5 Primary User (PU) sends data on the uplink channel to the BS with prior
authentication and resource reservation. This primary user, which is randomly deployed in the cell, can be a GR,
human user, or an isolated machine-type device. In the same time, M groups of machine-type devices are active
4More efficient scheduling algorithms for network lifetime maximization will be appeared in [62].
5As in the uplink transmission of cellular networks each resource block is allocated only to one node at each time, the interference from
intra-group communications only affects at most one node at each time. Then, here we only need to consider one primary user in the system.
The same approach has been used in [63].
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Fig. 1. Transport block size as a function of δi and number of PRBPs
and reusing the PU’s uplink resources for intra-group communications. The aggregate interference at the BS from
machine nodes may degrade the QoS for the PU transmission over the same uplink resource, as it is investigated
in [63] for the case of device-to-device communications. To model the received interference at the BS we need the
transmit power of machine devices and their pathloss at the base station. Let denote the transmit power of machine
nodes for intra-group communications as Pmt . Since the location of machine nodes is assumed to be unknown
to the BS, the distance between a node to the BS as well as its corresponding pathloss is a random variable.
We transform the Signal to Interference and Noise Ratio (SINR) constraint for the PU, γpu, to the aggregated
interference constraint as follows:
γth ≤ γpu
⇒ γth ≤
P put Gcb∑M
i=1 P
m
t Gib +N0
⇒
∑M
i=1
Pmt Gib ≤
P put Gcb
γth
−N0, (22)
where γth is the predetermined threshold SINR, Gcb the instantaneous gain of the PU-BS link, P put the transmit
power of the PU, and N0 the noise power at the BS. Also, Gib = gib|hib|2 is the instantaneous channel gain
between the transmitting-node in group i and the base station, gib = cdδ
ib
the distance-dependent pathloss, dib the
corresponding distance, c a constant, δ the pathloss exponent, and |hib| is the Rayleigh fading with Eh{|hib|2} = 1
where Ex stands for expectation over x. We investigate the long-term average of the interference constraint in (22)
as follows:
EG
{∑M
i=1
Pmt Gib
}
≤ EG{
P put Gcb
γth
−N0}. (23)
Using EG{Gcb} = c|dcb|−δ , where dcb is the known distance between CU and the BS, we recalculate the RHS of
(23) by defining Ith as the threshold interference, as follows:
EG{
P put Gcb
γth
−N0} =
P put c
γthdδcb
−N0 = Ith.
As channel gains are non-negative, we move the expectation inside the summation and simplify the expression as:
Pmt
M∑
i=1
EG{Gib} ≤ Ith (24)
⇒ Pmt
M∑
i=1
EG{gib|hib|
2} ≤ Ith
(a)
⇒ Pmt
∑M
i=1
Eg{gib}Eh{|hib|
2} ≤ Ith
⇒ cPmt
∑M
i=1
Ed{d
−δ
ib } ≤ Ith
⇒ Pmt M ≤
Ith
cEd{d
−δ
ib }
(25)
where (a) is due to the fact that pathloss and fading are independent. One sees a feasible tradeoff in (25) between
number of active groups and the transmit power for intra-group communications. To simplify the tradeoff expression
in (25), we need to calculate the Ed{d−δib } term. We assume grouped machine-nodes are distributed uniformly in
the cell with distance dn ≤ dib ≤ dx from the BS. Then, the probability distribution function of dib is 2dibd2x and we
have:
Ed{d
−δ
ib } =
∫ dx
dn
1
dδib
2dib
d2x
ddib =


2
d2x
ln dx
dn
δ = 2
2(d2−δx −d
2−δ
n )
d2x(2−δ)
O.W.
Finally, we can rewrite the tradeoff expression in (25), for δ > 2, as follows:
Pmt ×M ≤
Ithd
2
x(2 − δ)
2c(d2−δx − d
2−δ
n )
=
d2x(δ − 2)
1
d
δ−2
n
− 1
d
δ−2
x
×
Ith
2c
(26)
It is evident in (26) that given the transmit power for intra-group communications Pmt , by increase in the pathloss-
exponent or dn, the maximum allowable number of concurrent active groups in the cell increases. Assume semi
circular-shaped clusters are formed in the cell with diameter ∆ such that the average received power from the
group-edge machine device is Pmr at the GR which is located ∆ meters far from the transmitter in the worse case.
Then the transmit power of machine devices will be at most Pmt = Pmr ∆δm/cm, where cm is a constant and δm is
TABLE I: Simulation Parameters
Parameter Value
Cell inner and outer radius 50 and 450 m
Number of nodes, L 40
Pathloss model adopted from [64]
Total resources, ctτr 2.5L×maxi∈£{τmini }
PSD of noise, N0 -121 dBW
Threshold SINR for PU, γth 0, 2 dB
Static Energy cons., Eis 50 µJoule
Circuit power, Pc 1 mW
P cut = Pmax 1 W
Full battery capacity 250 Joule
the pathloss exponent for the intra-group communications. Now one can rewrite the expression in (26) as follows:
∆δm ×M ≤
d2x(δ − 2)
1
d
δ−2
n
− 1
d
δ−2
x
×
cmIth
2chPmr
. (27)
The inequality in (27) presents an interesting tradeoff between the maximum number and radius of groups that can
be supported in a given cell when there is a QoS requirement for the primary user. Specially, one can see that by
doubling the radius of the groups, the number of active groups must decrease 4 times when δm = 2.
VIII. PERFORMANCE EVALUATION
In this section, we evaluate the system performance. The testbed for our simulations is implemented in Matlab
and consists of a single-cell, one BS at the cell-center, and L battery-driven machine devices which are randomly
deployed according to a spatial Poisson point process (SPPP) in the cell with a minimum distance of 50 m from
the base station. When cooperation among machine nodes is enabled, the GRs schedule their group members to
send their data before the allocated resource pool starts by reusing the uplink cellular resources (inband underlay
D2D). As the interference from PUs can significantly degrade the reliability of intra-group communications, the
machine nodes sense the carrier before data transmission. The other simulation parameters can be found in Table I.
Fig. 2 compares the degrees of motivation for cooperation among machine nodes for different β and ξ values
where β is the cooperation incentive parameter and ξ is the average Eh to Eis ratio. Given the β value, each machine
node determines its optimal number of clients by solving the optimization problem in (19). From Fig. 2 one sees
as the cost per client increases, the motivation of machine nodes for cooperation decreases. Also, we see that an
increase in the allocated time for data transmission, which is achieved by increasing β, doesn’t necessary lead to
a higher level of motivation for cooperation. This is due to the fact that machine nodes have also circuit energy
consumptions. In most previous works on energy efficient MTC scheduling, only the transmit energy is considered
and the other energy consumptions by the operation of electronic circuits, which are comparable or more dominant
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Fig. 2. Degrees of motivation for cooperation versus β.
than the energy consumption for reliable data transmission [65, 66], are neglected [40–42]. Here, one sees that such
an assumption may result in misleading grouping guidelines.
The network lifetime performance of the proposed joint scheduling and power control scheme and its augmented
version which utilizes cooperation among nodes are investigated in Fig. 3. As a benchmark, we compare lifetime
performance of the proposed schemes with the results of the following schemes: (i) Equal Resource Allocation
(ERA) in which resource elements are distributed equally among the nodes; and (ii) Throughput-aware Resource
Allocation (TRA) in which, the closer nodes to the BS have priority in resource allocation. In our simulation
model, we perform the scheduling at the reference time t0 when the remaining energy of each machine device is
a random value between zero and full battery capacity. Also, the lifetime results in this figure are normalized to
the lifetime performance of the ERA scheme and are shown as lifetime factor in order to provide a comparative
analysis rather than a quantitative analysis. From Fig. 3, it is evident that the FED network lifetime is extended
using the optimal non-cooperative solution in (10). Also, one sees that significant improvement in network lifetime
can be achieved by triggering cooperation among nodes. For example, when machine nodes construct groups of
size 3, i.e. n ∆= ni = 2, ∀i ∈ £r, the resulted network lifetime from our proposed scheme in (16) is approximately
200% more than the case of ERA scheme. One can also see that as the energy consumption in receiving data
from group members increases, i.e. ξ increases, the lifetime benefit from grouping decreases. Then, lifetime-aware
data transmission schemes for intra-group communications, e.g. the proposed schemes in [31, 39], are important for
network lifetime maximization. Furthermore, one sees that the lifetime factor increases in the data payload size.
This is due to the fact that the transmit power, and hence the energy consumption, increase in data payload size.
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A. Performance evaluation in the context of LTE
Here, we implement the uplink transmission of a single cell, multi-user 3GPP LTE network in Matlab. Machine
nodes are randomly deployed in the cell with a minimum distance of 50 m from the base station. The other
simulation parameters can be found in Table I unless specified in Table II. Our aim here is to investigate how
the constraints on the transport block size, discrete modulation and coding indexes, and discrete time/frequency
resources in the existing 3GPP LTE networks can influence our proposed scheduling solutions. The FED lifetime
performance of the network is presented in Fig. 4. In comparison with Fig. 3, ones sees that the lifetime curves
are not smooth any more. This bell-shaped behavior can be argued as follows. As one sees, the lifetime curves are
increasing in Di until Di = 712, which is the maximum TBS per one PRBP. When Di is relatively small, e.g.
100 bits, the required TBS index from Fig. 1 is found to be 7, which results in a relatively low transmit power.
When Di is sufficiently large, e.g. 700 bits, the required TBS index from Fig. 1 is found to be 26, which results
in a relatively high transmit power. As the energy consumption, and hence the lifetime degradation, in large Di
values are more critical, one sees that the lifetime factor increases in Di in our proposed solutions, and decreases
in Di for the throughput-aware solution which is not designed to be lifetime-aware. When Di exceeds 712, the
cmini =
⌈
Di
712
⌉
increases from 1 to 2. Now, if Di = 712 + d where d712 is relatively small, the situation becomes
similar to the case where Di is small, and hence, the difference between the proposed schemes and the ERA is
not significant. Then, one sees a significant decrease in the lifetime-factor after Di = 712. Finally, one sees that
when n = 3, the lifetime factor is lower than the case when n = 1. This is in accordance with our results in Fig. 2,
where we have found that increasing the group size may decrease the lifetime-factor as the BS can not reimburse
all energy consumptions by the helper nodes.
TABLE II: Simulation Parameters for an LTE Network [61]
Parameter Value
Data payload size, Di [100,1300]
Downlink pathloss compensation factor, βi 0.91
Total number of PRBPs, ct 60 ×cmin
Maximum transmit power, Pmax -6 dB
Transmission time interval, TTI 1 msec
SNRtarget -5 dB
Ns 12
Transport block size Table 7.1.7.2.1-1 of [61]
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Fig. 5 depicts the outage probability in uplink transmission of a primary user versus different numbers of active
groups in the cell, M . Given M , the maximum transmit power of machine nodes for intra-group communications
is controlled by (26). From Fig. 5, one sees that when PU is far away from the BS, e.g. dcb = 250m, even a
small number of concurrent reuses of the uplink resource degrades the outage performance significantly. When PU
is located closer to the BS, e.g. dib = 150m, one sees that 9 concurrent reuses of the uplink resource degrades
the outage performance at most one order of magnitude. These results show that the coexistence of machine- and
human-oriented traffic should be considered in next generations of cellular networks to guarantee the QoS for
primary users while enabling group-based M2M communications.
B. How does each network entity benefit from cooperation?
In this section we analyze how each entity of the network, i.e. Group Member (GM), GR, and BS, benefits
from cooperation, when the proposed rewarding mechanism is utilized in the network. The potential energy-saving
in data transmission for group members happens because of relatively shorter distance between a GM and its
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Fig. 5. QoS for primary user versus different number of groups in the cell.
respective GR than the distance between a GM and the BS. Also, local synchronization and coordination with GR
for data transmission wastes less energy than the case of computationally complex synchronization with the BS [67],
especially when the BS is heavily loaded or it must serve a massive number of nodes. The potential energy-saving
for GRs comes from the proposed incentive algorithm in this work where each GR has this opportunity to transmit
(ni+1)Dˆ bits of data in (βni+1)cmini resource elements instead of transmitting Di bits of data in cmini resource
elements. Furthermore, the GRs won’t suffer from potential congestion in the RACH connection due to less number
of nodes which need direct connection to the BS. The potential benefit for the BS comes from dealing with lower
number of nodes, in contradictory with the case of direct access, where the BS must sustain a massive number of
short-lived sessions, while it has been designed and optimized for a small number of long-lived sessions. Last but
not least, being energy-efficient in supporting machine-type communications also let the network to become green
because with a lower number of nodes, each BS can handover its potential arriving users to the neighbor cells and
go to the sleep mode which results in a huge energy saving for the access network [68].
IX. CONCLUSION
In this paper, a lifetime- and interference-aware incentive mechanism for triggering cooperation among machine-
type devices underlying cellular networks is investigated. Aiming at maximizing network lifetime and offloading the
BS, we present a cooperation incentive scheme which reimburses the extra energy consumptions for the helper nodes.
We then analyze the impact of underlying intra-group communications on the uplink transmission of primary users.
Our theoretical and simulation results show that significant improvement in the network lifetime can be achieved
by triggering cooperation among nodes, while guaranteeing QoS for the primary users.
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