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UNIQUE CONTINUATION AT THE BOUNDARY FOR HARMONIC
FUNCTIONS IN C1 DOMAINS AND LIPSCHITZ DOMAINS WITH
SMALL CONSTANT
XAVIER TOLSA
Abstract. Let Ω ⊂ Rn be a C1 domain, or more generally, a Lipschitz domain with
small local Lipschitz constant. In this paper it is shown that if u is a function harmonic in
Ω and continuous in Ω which vanishes in a relatively open subset Σ ⊂ ∂Ω and moreover
the normal derivative ∂νu vanishes in a subset of Σ with positive surface measure, then
u is identically zero.
1. Introduction
In Rn, with n ≥ 3, there are examples of harmonic functions in the half-space Rn+, C
1 up
to the boundary, such that the function and its normal derivative vanish simultaneously
on a set of positive measure of ∂Rn+. This was shown by Bourgain and Wolff in [BW].
The same result was generalized later to arbitrary C1,α domains by Wang [Wa]. A related
conjecture which is still open is the following:
Conjecture. Let Ω ⊂ Rn be a Lipschitz domain and let Σ ⊂ ∂Ω be relatively open with
respect to ∂Ω. Let u be a function harmonic in Ω and continuous in Ω. Suppose that u
vanishes in Σ and the normal derivative ∂νu vanishes in a subset of Σ with positive surface
measure. Then u ≡ 0 in Ω.
As far as I know, this conjecture was first mentioned in 1991 as an open problem in
Fang-Hua Lin’s work [Lin]. It was later stated explicitly as a conjecture in the works by
Adolfsson, Escauriaza, and Kenig [AEK], [AE]. The conjecture is known to be true in the
plane, and also in higher dimensions if one assumes the function u to be positive. In the
first case, this can be deduced from the subharmonicity of log |u|, and in the second one
it is possible to use standard techniques in connection with harmonic measure and the
comparison principle.
In this paper it is shown that the conjecture is true for Lipschitz domains with small
local Lipschitz constant. The precise result is the following:
Theorem 1.1. Let Ω ⊂ Rn be a Lipschitz domain, let B be a ball centered in ∂Ω, and
suppose that Σ = B ∩ ∂Ω is a Lipschitz graph with slope at most τ0, where τ0 is some
positive small enough constant depending only on n. Let u be a function harmonic in Ω
and continuous in Ω. Suppose that u vanishes in Σ and the normal derivative ∂νu vanishes
in a subset of Σ with positive surface measure. Then u ≡ 0 in Ω.
As an immediate corollary, it follows that the above conjecture holds for C1 domains.
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Remark that, up now, the result stated in Theorem 1.1 (and in the conjecture) was
only known in the case of Dini domains (i.e., Lipschitz domains whose outer normal is
Dini continuous), by results of Adolfsson and Escauriaza [AE] and Kukavica and Nystro¨m
[KN], and also in the case of convex Lipschitz domains, by Adolfsson, Escauriaza, and
Kenig [AEK]. Previously, the case of C1,1 domains had been solved by F.-H. Lin [Lin].
See also [Mc] for a recent contribution in the particular case of convex domains where the
recent geometric techniques introduced by Naber and Valtorta [NV] are applied to study
the strata of the set where ∂νu vanishes.
The proof of Theorem 1.1 is based on the study of the doubling properties of L2 aver-
ages of the harmonic function u by means of the so called Almgren’s frequency function,
analogously to the works mentioned in the previous paragraph. The strategy in this paper
consists in studying the behavior of the frequency function at points in Ω approaching the
boundary. This strategy is closer to the one of Kukavica and Nystro¨m in [KN] than to
the one of Adolfsson and Escauriaza [AE], which is based on the use of a clever change
of variables that transforms the Laplace equation into an elliptic PDE in divergence form
with non-constant coefficients and improves the domain, in a sense.
The main novelty in the arguments to prove Theorem 1.1 is the application of some
combinatorial techniques developed by Logunov in the works [Lo1], [Lo2] in connection
with the nodal sets of harmonic functions and the Nadirashvili and Yau conjectures. In
particular, one of the main technical results in this paper, the Key Lemma 3.1 uses some
ideas inspired by [Lo1] to bound the set where the frequency function is large. With the
Key Lemma 3.1 in hand, in the last section of the paper a probabilistic argument is used
to show that
lim inf
r→0
´
B(x,6r) |u| dm´
B(x,r) |u| dm
<∞
for almost all points x ∈ Σ. By a lemma due to Escauriaza and Adolfsson [AE, Lemma
0.2], this suffices to show that ∂νu cannot vanish in a subset of Σ with positive measure.
In case that Ω is a Dini domain, in [AE] and [KN] it is also proven that if u is harmonic
in Ω and vanishes continuously in Σ (where Σ is as in Theorem 1.1), then |∂νu| is a local
B2 weight in Σ with respect to surface measure (i.e., it satisfies a local reverse Ho¨lder
inequality with exponent 2). This follows from the local uniform bound of Almgren’s
frequency function proven in [AE] and [KN], which in turn implies a local uniform doubling
condition for L2 averages of the function u on surface balls. Then, as shown in [AEK,
Theorem 1], this doubling condition ensures that |∂νu| is a local B2 weight. In the case
of Lipschitz domains with small constant, the proof of Theorem 1.1 in this paper does
not ensure that the frequency function is locally uniformly bounded (or even pointwise
bounded!) in Σ, and thus one cannot deduce that |∂νu| is a local a B2 weight.
In a similar vein, under the Dini assumption, in [AE] it is shown that the dimension of
the set where ∂νu vanishes in Σ has dimension at most n− 2. This follows by arguments
developed previously in [Lin] in the case of C1,1 domains, which are based on the mono-
tonicity of the frequency function in Σ. For C1 domains or Lipschitz domains with small
constant one cannot derive any bound on the Haudorff dimension smaller than n− 1 from
the arguments in this paper, as far as I know.
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2. The frequency function
As usual in harmonic analysis, in the whole paper, the letters C, c are used to denote
positive constants which just depend on the dimension n and whose values may change at
different occurrences. On the other hand, constants with subscripts, such as at C0, retain
their values in different occurrences. The notation A . B is equivalent to A ≤ C B, and
A ≈ B is equivalent to A . B . A.
In the whole paper, unless otherwise stated, we assume that Ω and Σ are as in Theorem
1.1. We consider a function u harmonic in Ω and continuous in Ω which vanishes in Σ, and
we assume that u is not constant in Ω. We extend u by 0 out of Ω, so that u is continuous
across Σ. For x ∈ Rn and r > 0, denote
h(x, r) =
1
σ(∂B(x, r))
ˆ
∂B(x,r)
u2 dσ,
where σ stands for the surface (n − 1)-dimensional measure. For a ball B(x, r) which
intersects Ω, the Almgren frequency function (or just, frequency function) associated with
u is defined by:
F (x, r) = r ∂r log h(x, r).
If B¯(x, r) ∩ ∂Ω ⊂ Σ, taking into account that u = 0 in Σ, we have
∂rh(x, r) =
2
σ(Br)
ˆ
∂B(x,r)
u(y)∇u(y) ·
y − x
r
dσ(y) =
2
σ(Br)
ˆ
∂(B(x,r)∩Ω)
u∂νu dσ(y),
where Br = B(0, r) and ∂ν stands for the derivative in the direction of the outer normal
ν. By the divergence theorem and the harmonicity of u in Ω, then we deduce
∂rh(x, r) =
1
σ(Br)
ˆ
B(x,r)∩Ω
∆(u2) dy =
2
σ(Br)
ˆ
B(x,r)∩Ω
|∇u|2 dy.
In particular, this tells us that ∂rh(x, r) ≥ 0 and thus h(x, r) is non-decreasing with respect
to r. Further, the above calculation shows that
F (x, r) = r
∂rh(x, r)
h(x, r)
=
2r
´
B(x,r) |∇u|
2 dy´
∂B(x,r) u
2 dσ
,
under the assumptions that B¯(x, r) ∩ ∂Ω ⊂ Σ and u ≡ 0 in Rn \ Ω.
The following lemma is already known. It is essentially contained (but not stated in
this way) in [AEK]. For the reader’s convenience we include the detailed proof here.
Lemma 2.1. Let x ∈ Rn and r > 0. Suppose that B(x, r)∩Ω 6= ∅ and B¯(x, r)∩∂Ω ⊂ Σ.
Then
∂rF (x, r) =
4r
H(x, r)2
(ˆ
∂B(x,r)∩Ω
|u|2 dσ
ˆ
∂B(x,r)∩Ω
∣∣∂νu∣∣2 dσ − (ˆ
∂B(x,r)
u∂νu dσ
)2)(2.1)
+
2
H(x, r)
ˆ
B(x,r)∩∂Ω
(y − x) · ν(y)
∣∣∂νu(y)∣∣2 dσ(y),
4 XAVIER TOLSA
where
H(x, r) = σ(Br)h(x, r) =
ˆ
∂B(x,r)
u2 dσ.
In particular, if (y − x) · ν(y) ≥ 0 σ-a.e. y ∈ B(x, r) ∩ ∂Ω, then ∂rF (x, r) ≥ 0.
Proof. Denote
I(x, r) =
ˆ
B(x,r)
|∇u|2 dy.
The calculations above show that
∂rF (x, r) = ∂r
2r I(x, r)
H(x, r)
= 2
(I(x, r) + r I ′(x, r))H(x, r) − r I(x, r)H ′(x, r)
H(x, r)2
,
where the symbol ′ denotes the derivative with respect to r. Observe that
H ′(x, r) = ∂rσ(Br)h(x, r) + σ(Br)h
′(x, r)
=
(n− 1)σ(Br)
r
h(x, r) + 2 I(x, r) =
(n− 1)
r
H(x, r) + 2 I(x, r).
Therefore,
(2.2) ∂rF (x, r) =
2
H(x, r)2
(
r H(x, r) I ′(x, r)− (n− 2)H(x, r) I(x, r) − 2r I(x, r)2
)
.
To calculate I ′(x, r) we take into account that
I ′(x, r) =
ˆ
∂B(x,r)
|∇u|2 dσ
=
ˆ
∂(B(x,r)∩Ω)
y − x
r
· ν(y) |∇u(y)|2 dσ(y)−
ˆ
B(x,r)∩∂Ω
y − x
r
· ν(y)|∇u(y)|2 dσ(y).
By the Rellich-Necas identity with vector field β(y) = y − x, y ∈ Ω, we have
div(β |∇u|2) = 2div((β · ∇u)∇u) + (n− 2) |∇u|2 in Ω.
Integrating in B(x, r) ∩Ω and applying the divergence theorem, we deriveˆ
∂(B(x,r)∩Ω)
(y − x) · ν(y) |∇u(y)|2 dσ(y)
= 2
ˆ
∂(B(x,r)∩Ω)
(y − x) · ∇u(y) ∂νu(y) dσ(y) + (n− 2) I(x, r)
= 2r
ˆ
∂B(x,r)∩Ω
|∂νu|
2 dσ + 2
ˆ
B(x,r)∩∂Ω
(y − x) · ν(y) |∂νu(y)|
2 dσ(y) + (n− 2) I(x, r).
Thus,
I ′(x, r) = 2
ˆ
∂B(x,r)∩Ω
∣∣∂νu∣∣2 dσ + n− 2
r
I(r) +
1
r
ˆ
B(x,r)∩∂Ω
(y − x) · ν(y)
∣∣∂νu(y)∣∣2 dσ(y).
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Plugging the last calculation for I ′(x, r) into (2.2), we obtain
∂rF (x, r) =
4r
H(x, r)2
(
H(x, r)
ˆ
∂B(x,r)∩Ω
∣∣∂νu∣∣2 dσ
(2.3)
+
H(x, r)
2r
ˆ
B(x,r)∩∂Ω
(y − x) · ν(y)
∣∣∂νu(y)∣∣2 dσ(y)− I(x, r)2).
Observe now that I(x, r) can be written in the following way:
I(x, r) =
1
2
ˆ
B(x,r)∩Ω
∆(u2) dy =
1
2
ˆ
∂(B(x,r)∩Ω)
∂ν(u
2) dσ =
ˆ
∂B(x,r)
u∂νu dσ.
Plugging the last identity into (2.3), we get (2.1).
The last assertion in the lemma follows from the fact that, by Cauchy-Schwarz,ˆ
∂B(x,r)∩Ω
|u|2 dσ
ˆ
∂B(x,r)∩Ω
∣∣∂νu∣∣2 dσ − (ˆ
∂B(x,r)
u∂νu dσ
)2
≥ 0,
and from the condition that (y − x) · ν(y) ≥ 0 for σ-a.e. y ∈ B(x, r) ∩ ∂Ω, which implies
that ˆ
B(x,r)∩∂Ω
(y − x) · ν(y)
∣∣∂νu(y)∣∣2 dσ(y) ≥ 0.

It is immediate to check that ∂rF (x, r) ≥ 0 is equivalent to saying that the function
f(t) = log h
(
x, et
)
is convex in t = log r, i.e., f ′′(log r) ≥ 0.
Lemma 2.2. Given x ∈ Rn, let I ⊂ (0,∞) be an interval such that h(x, r) > 0 and
∂rF (x, r) ≥ 0 for all r ∈ I. Given a > 1, if both r, ar ∈ I, then
(2.4) F (x, r) ≤ loga
h(x, ar)
h(x, r)
≤ F (x, ar).
Another way of writing the preceding estimate is the following, for R = ar:
(2.5) h(x, r)
(
R
r
)F (x,r)
≤ h(x,R) ≤ h(x, r)
(
R
r
)F (x,R)
.
Proof. By the convexity of the function f defined above, we have
f ′(log r) ≤
f(log ar)− f(log r)
log ar − log r
≤ f ′(log ar).
It is immediate to check that this is equivalent to (2.4). 
From now on, we say that an interval I ⊂ (0,∞) is admissible for x ∈ Rn if h(x, r) > 0
and ∂rF (x, r) ≥ 0 for all r ∈ I.
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Lemma 2.3. Let x, y ∈ Rn and r > 0, γ ∈ (0, 1/2), such that |x − y| ≤ γr. Let I be
an open interval admissible for x and y such that both r, 2(1 + γ1/2)r ∈ I. Suppose that
B(x, 5r) ∩ ∂Ω ⊂ Σ. Then
(2.6) F (y, r) ≤ (1 + Cγ1/2)F
(
x, 2(1 + γ1/2)r
)
+ Cγ1/2,
for some absolute constant C > 0.
Proof. Let x, y, r, γ be as above and let δ ∈ (0, 1) to be chosen below. Since h(y, ·) is
non-decreasing, we deduce that
h(y, r) = −
ˆ
∂B(y,r)
u2 dσ ≤ −
ˆ
A(y,r,(1+δ)r)
u2 dm,
where A(z, r1, r2) stands for the open annulus centered at z with inner radius r1 and outer
radius r2. Analogously,
h(y, r) ≥ −
ˆ
A(y,(1−δ)r,r)
u2 dm.
The same estimates are valid interchanging y by x and/or r by 2r. Then, by (2.4), we
have
F (y, r) ≤ log2
h(y, 2r)
h(y, r)
≤ log2
−´
A(y,2r,(2+δ)r) u
2 dm
−´
A(y,(1−δ)r,r) u
2 dm
.
Observe now that
A2y := A(y, 2r, (2 + δ)r) ⊂ A(x, (2 − γ)r, (2 + δ + γ)r) =: A
2
x,
and
A1y := A(y, (1 − δ)r, r) ⊃ A(x, (1 − δ + γ)r, (1 − γ)r) =: A
1
x.
Thus,
F (y, r) ≤ log2
−´
A2y
u2 dm
−´
A1y
u2 dm
≤ log2
(
−´
A2x
u2 dm
−´
A1x
u2 dm
·
m(A2x)m(A
1
y)
m(A1x)m(A
2
y)
)
≤ log2
−´
∂B(x,(2+δ+γ)r) u
2 dm
−´
∂B(x,(1−δ+γ)r) u
2 dm
+ Cδ,γ,
where we denoted
Cδ,γ = log2
m(A2x)m(A
1
y)
m(A1x)m(A
2
y)
.
We choose δ = γ1/2. Using just that γ ≤ δ, we get
F (y, r) ≤ log2
−´
∂B(x,(2+2δ)r) u
2 dm
−´
∂B(x,(1−δ)r) u
2 dm
+ Cδ,γ =
log 2+2δ1−δ
log 2
log 2+2δ
1−δ
−´
∂B(x,(2+2δ)r) u
2 dm
−´
∂B(x,(1−δ)r) u
2 dm
+ Cδ,γ .
Since (2 + 2δ)r ∈ I (by assumption), by Lemma 2.2 we have
log 2+2δ
1−δ
−´
∂B(x,(2+2δ)r) u
2 dm
−´
∂B(x,(1−δ)r) u
2 dm
≤ F (x, (2 + 2δ)r).
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It is also immediate to check that
log 2+2δ1−δ
log 2
≤ 1 + Cδ = 1 + Cγ1/2.
Hence,
F (y, r) ≤ (1 + Cγ1/2)F (x, (2 + 2γ1/2)r) + Cδ,γ.
It only remains to show that Cδ,γ ≤ Cγ
1/2. To this end, observe that
m(A2x)
m(A2y)
=
(2 + δ + γ)n − (2− γ)n
(2 + δ)n − 2n
=
(2 + δ)n + n(2 + δ)n−1γ +O(γ2)− 2n + n2n−1γ +O(γ2)
(2 + δ)n − 2n
= 1 +
n(2 + δ)n−1γ + n2n−1γ +O(γ2)
n2n−1δ +O(δ2)
.
It follows that ∣∣∣∣m(A2x)m(A2y) − 1
∣∣∣∣ ≤ C γδ = Cγ1/2.
Almost the same arguments show that∣∣∣∣m(A1y)m(A1x) − 1
∣∣∣∣ ≤ C γδ = Cγ1/2.
Therefore,
Cδ,γ = log2
m(A2x)
m(A2y)
+ log2
m(A1y)
m(A1x)
. γ1/2,
as wished. 
3. The Key Lemma
To prove Theorem 1.1 we consider an arbitrary ball B0 centered in Σ such thatM
2B0 ⊂
B, where B is the ball in Theorem 1.1 and M ≫ 1 will be fixed below. We denote
Σ0 = ∂Ω ∩MB0. We will show that if u is a non-zero (i.e., not identically zero) function
harmonic in Ω and continuous in Ω which vanishes in Σ, then the normal derivative ∂νu
cannot vanish in a subset of Σ0 ∩ B0 with positive surface measure. Clearly, this suffices
to prove Theorem 1.1.
Let H0 be the horizontal hyperplane through the origin. By the hypotheses in the
theorem, we can assume that ∂Ω∩MB0 is a Lipschitz graph with respect to the hyperplane
H0 with slope at most τ0 ≪ 1. We consider the following Whitney decomposition of Ω:
we have a family W of dyadic cubes in Rn with disjoint interiors such that⋃
Q∈W
Q = Ω,
and moreover there are some constants Λ > 20 and D0 ≥ 1 such the following holds for
every Q ∈ W:
(i) 10Q ⊂ Ω;
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(ii) ΛQ ∩ ∂Ω 6= ∅;
(iii) there are at most D0 cubes Q
′ ∈ W such that 10Q ∩ 10Q′ 6= ∅. Further, for such
cubes Q′, we have ℓ(Q′) ≈ ℓ(Q).
Above, we denote by ℓ(Q) the side length of Q. From the properties (i) and (ii) it is clear
that dist(Q, ∂Ω) ≈ ℓ(Q). We assume that the Whitney cubes are small enough so that
(3.1) diam(Q) <
1
20
dist(Q, ∂Ω).
This can be achieved by replacing each cube Q ∈ W by its descendants P ∈ Dk(Q) from
the k-th generation, for some fixed k ≥ 1, if necessary.
Let Π denote the orthogonal projection on H0. By translating the usual dyadic lattice
if necessary, we can assume that there exists some cube R0 ∈ W such that Π(B0) ⊂ Π(R0)
and ℓ(R0) ≤ C r(B0) and moreover R0 ⊂
M
2 B0, for M big enough.
Next we need to define some “generations” of cubes in W. We let D0W(R0) = {R0}.
For k ≥ 1 we define DkW(R0) as follows. Let
J(R0) = {Π(Q) : Q ∈ W such that Π(Q) ⊂ Π(R0) and dist(Q,Σ0) < dist(R0,Σ0)}.
Observe that J(R0) is a family of (n − 1)-dimensional dyadic cubes in H0, all of them
contained in Π(R0). Let J˜k(R0) ⊂ J(R0) be the subfamily of cubes with side length
at most 2−kℓ(R0), and let Jk(R0) ⊂ J˜k(R0) be the subfamily of (n − 1)-dimensional
dyadic cubes with maximal side length, which turn out to be disjoint by maximality. To
each Q′ ∈ Jk(R0) we assign some Q ∈ W such that Π(Q) = Q
′, Π(Q) ⊂ Π(R0), and
dist(Q,Σ0) < dist(R0,Σ0), and we write s(Q
′) = Q. Notice there may be more than one
possible choice for Q. However, the choice is irrelevant. Anyway, for definiteness we could
take the cube Q that is closest to R0 among all the possible choices, say. Then we define
DkW(R0) = {s(Q
′) : Q′ ∈ Jk(R0)}.
Next we let
DW(R0) =
⋃
k≥0
DkW(R0)}.
Notice that {Π(Q) : Q ∈ DkW(R0)} is a filtration of Π(R0). Finally, for each R ∈ D
k
W(R0)
and j ≥ 1 we denote
DjW(R) = {Q ∈ D
k+j
W (R0) : Π(Q) ⊂ Π(R)}.
By the properties of the Whitney cubes, it is easy to check that
Q ∈ DW(R0) ⇒ dist(Q,Σ0) = dist(Q, ∂Ω) ≈ ℓ(Q).
From now on, for any cube Q, we denote by xQ its center. Further, we denote by mn−1
the (n− 1)-dimensional Lebesgue measure on the hyperplane H0.
Key Lemma 3.1. Under the assumptions of Theorem 1.1, let R0 be as above and let
N0 > 1 be big enough. There exists some absolute constant δ0 > 0 such that for all A≫ 1
big enough the following holds, assuming also τ0 small enough and M big enough. Let
R ∈ DW(R0) satisfy F (xR, A ℓ(R)) ≥ N0. There exists some positive integer K = K(A)
big enough such that if we let
GK(R) =
{
Q ∈ DKW(R) : F (xQ, Aℓ(Q)) ≤
1
2 F (xR, A ℓ(R))
}
,
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then:
(a) mn−1
(⋃
Q∈GK(R)
Π(Q)
)
≥ δ0mn−1(Π(R)).
(b) For all Q ∈ DKW(R), it holds
F (xQ, Aℓ(Q)) ≤ (1 +CA
−1/2)F (xR, Aℓ(R)).
A key point in the lemma is that δ0 does not depend on A. On the other hand, τ0, M ,
and K depend on A. The constant N0 is also an absolute constant independent of the
other parameters.
The general strategy for the proof of the Key Lemma is similar to one of the Hyperplane
Lemma 4.1 from [Lo1]. The main differences stems from the fact that in the lemma above
we wish to estimate the frequency function in points that are close to ∂Ω, and then we have
to be more careful and more precise with the monotonicity properties of the frequency
function.
A basic tool for the proof of the Key Lemma 3.1 is the following result on quantitative
Cauchy uniqueness:
Theorem 3.2. Let v be a function harmonic in the half ball B+1 = {x ∈ R
n : |x| < 1, xn >
0} and C1 smooth up to the boundary. Let Γ the following subset of ∂B+1 :
Γ = {x ∈ Rn : |x| < 3/4, xn = 0}.
Suppose that ˆ
B+
1
|v|2 dm ≤ 1
and
sup
Γ
|v|+ sup
Γ
|∇v| ≤ ε,
for some ε ∈ (0, 1). Then
sup
B(1/2,1/4)
|v| ≤ Cεα,
where C,α are positive absolute constants.
This result appears in [Lin, Lemma 4.3] and it is proven in much greater generality in
[ARRV, Theorem 1.7].
Remark 3.3. Observe that, given T > 0 and R ∈ DW(R0), if x ∈ Ω satisfies
dist(x,R) ≤ T ℓ(R) and dist(x, ∂Ω) ≥ T−1 ℓ(R),
then the interval (0, Aℓ(R)) is admissible for x, assuming M ≫ T,A and that τ0 is small
enough, depending on T and A. This follows from the fact that, in this situation,
(y − x) · ν(y) ≥ 0 σ-a.e. y ∈ B(x, r) ∩ ∂Ω, 0 < r ≤ Aℓ(R),
and then Lemma 2.1 ensures that ∂rF (x, r) ≥ 0 for 0 < r ≤ Aℓ(R) if the slope of the
Lipschitz graph that defines Σ is small enough. This property will be essential for the
proof of the Key Lemma.
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Proof of the Key Lemma 3.1. For any Q ∈ W, we consider its associated cylinder:
C(Q) = Π−1(Π(Q)).
Let R ∈ DW(R0) be as in the lemma and let A≫ 1. For some j ≫ 1 to be fixed below
(independent of A), let L be a hyperplane parallel to H0 such that
dist(L,Σ0 ∩ C(R)) = 2
−j ℓ(R).
Notice that there are two possible choices for L. If τ0 is small enough (and so Σ flat
enough) depending on j, then
(3.2) dist(x, ∂Ω ∩ C(10R)) ≈ 2−j ℓ(R) for all x ∈ L ∩ C(10R).
Then we choose L so that L ∩ C(10R) ⊂ Ω.
Let J denote the family of cubes from W which intersect L∩ C(12R). By the properties
of Whitney cubes and (3.2), it is clear that
ℓ(Q) ≈ 2−j ℓ(R) and Π(Q) ⊂ Π(R) for all Q ∈ J .
Denote by Adm(2ΛQ) the set of points x ∈ Ω∩2ΛQ such that the interval (0,diam(25ΛQ))
is admissible for x. Recall that Λ is the constant in the definition of Whitney cubes. We
assume τ0 small enough so that 3Q ⊂ Adm(2ΛQ)
1. Then by Lemma 2.3,
(3.3) sup
x∈Adm(2ΛQ)
F (x,diam(5ΛQ)) ≤ C0 F (xQ,diam(20ΛQ)) + C0,
where C0 is an absolute constant.
Claim. There exists some Q ∈ J such that
(3.4) F (xQ,diam(20ΛQ)) ≤
F (xR, Aℓ(R))
4C0
if j is big enough and we assume that τ0 is small enough depending on j, and also that
N0 is big enough.
Remark again that the choice of j will not depend on the constant A.
To prove the claim we intend to apply a rescaled version of Theorem 3.2 to a suitable
half ball B+ centered at zR, the orthogonal projection of xR on L. We take
B+ =
{
x ∈ B(zR, ℓ(R)/4) : xn > (zR)n
}
,
so that B+ ⊂ Ω, assuming that Σ0 ∩ C(R) is below L. We also consider the point
z˜R = zR + (0, . . . , 0, ℓ(R)/8).
Notice that z˜R ∈ B+ (in fact, B(z˜R, ℓ(R)/8) ⊂ B+).
Aiming for a contradiction, suppose that F (xQ,diam(20ΛQ)) >
N
4C0
for all Q ∈ J ,
where N = F (xR, Aℓ(R)). For each Q ∈ J , by the subharmonicity of |u| and (2.5), we
1Notice that 2ΛQ 6⊂ Adm(2ΛQ) because 2ΛQ intersects Rn \ Ω. Instead, a big portion of 2ΛQ is
contained in Adm(2ΛQ) if Σ0 is flat enough.
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have
sup
2Q
|u| . −
ˆ
∂B(xQ,diam(3Q))
|u| dσ ≤ h(xQ,diam(20ΛQ))
1/2
≤ h(xQ, ℓ(R))
1/2
(
diam(20ΛQ)
ℓ(R)
)F (xQ,diam(20ΛQ))/2
.
Here we applied the property described in Remark 3.3, allowing the smallness of the slope
constant τ0 to depend on j. Below we will make repeated use of this property, often
without further reference.
To estimate h(xQ, ℓ(R)) we take into account that
h(xQ, ℓ(R)) ≤ −
ˆ
A(xQ,ℓ(R),2ℓ(R))
|u|2 dm . −
ˆ
B(z˜R,C1ℓ(R))
|u|2 dm ≤ h(z˜R, C1ℓ(R)),
since A(xQ, ℓ(R), 2ℓ(R)) ⊂ B(z˜R, C1ℓ(R)) for some fixed C1 > 1. Further, by (2.5),
h(z˜R, C1ℓ(R)) ≤ h(z˜R, ℓ(R)/16) (16C1)
F (z˜R,C1ℓ(R))
. (16C1)
F (z˜R,C1ℓ(R)) −
ˆ
B(z˜R,ℓ(R)/8)
|u|2 dm
. (16C1)
F (z˜R,C1ℓ(R)) −
ˆ
B+
|u|2 dm,
recalling that B(z˜R, ℓ(R)/8) ⊂ B+. Thus,
(3.5) sup
2Q
|u|2 . (16C1)
F (z˜R,C1ℓ(R))
(
diam(20ΛQ)
ℓ(R)
)F (xQ,diam(20ΛQ))
−
ˆ
B+
|u|2 dm.
Observe now that, by Lemma 2.3,
F (z˜R, C1ℓ(R)) ≤ C F (xR, Cℓ(R)) + C,
for a suitable absolute constant C > 2C1. So for A and N0 big enough (both independent
of j, just larger than some absolute constant),
(3.6) F (z˜R, C1ℓ(R)) ≤ C F (xR, Aℓ(R)) + C ≤ C
′N.
Therefore, recalling also the assumption F (xQ,diam(20ΛQ)) >
N
4C0
, by (3.5) we get
sup
2Q
|u|2 . (16C1)
C′N
(
diam(20ΛQ)
ℓ(R)
)N/4C0
−
ˆ
B+
|u|2 dm = 2−jcN+C
′′N −
ˆ
B+
|u|2 dm
(here we took into account that diam(20ΛQ) ≤ ℓ(R) for j larger than some absolute
constant). Also, by standard interior estimates for harmonic functions,
sup
3
2
Q
|∇u|2 .
1
ℓ(Q)2
sup
2Q
|u|2 .
22j
ℓ(R)2
2−jcN+C
′′N −
ˆ
B+
|u|2 dm.
From the last two estimates we deduce that if j is big enough and N0 (and thus N) also
big enough, then there exists some c′ > 0 such that
sup
3
2
Q
(
|u|2 + ℓ(R)2 |∇u|2
)
. 2−jc
′N −
ˆ
B+
|u|2 dm.
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Since the cubes 32Q with Q ∈ J cover the flat part of the boundary of B+, which we denote
by Γ, it is clear that
sup
Γ
(
|u|2 + ℓ(R)2 |∇u|2
)
. 2−jc
′N −
ˆ
B+
|u|2 dm.
Applying now a rescaled version of Theorem 3.2 to the half ball B+, we infer that
sup
B(z˜P ,ℓ(R)/16)
|u|2 . 2−jc
′Nα −
ˆ
B+
|u|2 dm.
Consequently,
h(z˜R, ℓ(R)/16) . 2
−2jc′Nα −
ˆ
B(z˜R,ℓ(R))
|u|2 dm . 2−2jc
′Nα h(z˜R, ℓ(R)),
for some fixed α > 0. By Lemma 2.2, this implies that
F (z˜R, ℓ(R)) ≥ log16
h(z˜R, ℓ(R))
h(z˜R, ℓ(R)/16)
≥ c jNα,
for some fixed c > 0. However, for j big enough this contradicts the fact that F (z˜R, ℓ(R)) .
N , which follows from (3.6). So the proof the claim is concluded.
Now we are ready to introduce the set GK(R). Fix Q0 ∈ J such that (3.4) holds for Q0.
Notice that, by (3.3),
(3.7) sup
x∈Adm(2ΛQ0)
F (x,Λℓ(Q0)) ≤ C0 F (xQ0 ,diam(20ΛQ0)) + C0 ≤
N
4
+ C0 ≤
N
2
,
since N ≥ N0 and we assume N0 big enough. Now we just define
GK(R) = {Q ∈ D
j+k(R) : Π(Q) ⊂ Π(Q0)},
with k = ⌈log2A⌉. So we have GK(R) ⊂ D
K
W(R) with K = j + k and it holds ℓ(Q) ≈
2−kℓ(Q0) for every Q ∈ GK(R).
The property (a) in the lemma follows easily from (3.7). Indeed, if P ∈ GK(R), then
taking into account that xP ∈ Adm(2ΛQ0) for τ0 small enough (depending on A),
F (xP , Aℓ(P )) ≤ F (xP , ℓ(Q0)) ≤ F (xP ,Λℓ(Q0)) ≤
N
2
.
Notice also that
mn−1
( ⋃
Q∈GK(R)
Π(Q)
)
= ℓ(Q0)
n−1 ≈ (2−j ℓ(R))n−1,
and recall that j is independent of A. So (a) holds with δ0 ≈ 2
−j(n−1).
The property (b) is an easy consequence of Lemma 2.3. Indeed, for any P ∈ DKW(R),
since |xP − xR| . ℓ(R), taking γ ≈ A
−1 in (2.6), we deduce
F (xP , Aℓ(P )) ≤ F (xP , Aℓ(R)/3) ≤ (1 + CA
−1/2)F
(
xR, Aℓ(R)
)
+ CA−1/2
≤ (1 + 2CA−1/2)N.

UNIQUE CONTINUATION AT THE BOUNDARY 13
4. The proof of Theorem 1.1
Our next objective is to prove the following result:
Lemma 4.1. Under the assumptions of Theorem 1.1, let R0 ∈ W be as in Section 3.
Then,
lim inf
r→0
h(x, 12r)
h(x, r)
<∞ for σ-a.e. x ∈ Σ0 ∩ C(R0).
Recall that C(R0) is the cylinder
C(R0) = Π
−1(Π(R0)),
and it contains B0, by the assumption just after (3.1).
The proof of the preceding lemma will use the following version of the law of large
numbers, due to Etemadi [Et]:
Theorem 4.2. Let {Xk}k≥1 be a sequence of non-negative random variables with finite
second moments such that:
(a) supk≥1 EXk <∞,
(b) E(Xj Xk) ≤ EXj EXk for j 6= k, and
(c)
∑
k≥1
1
k2
VarXk <∞.
Let Sm = X1 + . . .+Xm. Then
lim
m→∞
Sm − ESm
m
= 0 almost surely.
Proof of Lemma 4.1. Let ΠΣ0 : C(R0)→ C(R0)∩Σ0 denote the projection on C(R0)∩Σ0
in the direction orthogonal to the horizontal hyperplane H0. We consider the measure
µ = ΠΣ0#(mn−1|C(R0)∩H0).
This is the image measure (or push-forward measure) of the (n−1)-dimensional Lebesgue
measure on C(R0) ∩ H0 to C(R0) ∩ Σ0. Obviously, µ is mutually absolutely continuous
with the surface measure σ on C(R0) ∩ Σ0.
Next we consider the families of cubes from W defined by
(4.1) T ′j =
{
Q ∈ DjKW (R0) : F (xQ, Aℓ(Q)) ≤ N0
}
, j ≥ 0,
where the constants K, A, and N0 are given by the Key Lemma 3.1 (the precise large
value of A will be chosen below). We also denote
RΣ0 = ΠΣ0(R0)
and consider the following subset of RΣ0 :
Tj =
⋃
Q∈T ′j
ΠΣ0(Q), j ≥ 0.
We will prove the following:
Claim. We have
µ
(
RΣ0 \ lim sup
j→∞
Tj
)
= 0.
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Let us see first that the lemma follows from this claim. Indeed, if x ∈ Tj , then there
exists some cube Q ∈ T ′j such that x ∈ ΠΣ0(Q). By construction, F (xQ, Aℓ(Q)) ≤ N0 and
thus, by (2.5),
h(xQ, Aℓ(Q)) ≤ 48
N0 h(xQ, Aℓ(Q)/48).
For A big enough, we have
B(x,Aℓ(Q)/24) ⊃ 32B(xQ, Aℓ(Q)/48) and
3
2B(x,Aℓ(Q)/2) ⊂ B(xQ, Aℓ(Q)).
Then, by the subharmonicity of |u| in a neighborhood of Σ0 and standard arguments,
h(x,Aℓ(Q)/24) & h(xQ, Aℓ(Q)/48) and h(x,Aℓ(Q)/2) . h(xQ, Aℓ(Q)).
Hence, for each x ∈ Tj,
h(x,Aℓ(Q)/2)
h(x,Aℓ(Q)/24)
.
h(xQ, Aℓ(Q))
h(xQ, Aℓ(Q)/48)
≤ 48N0 ,
with ℓ(Q) ≈ 2−jKℓ(R0).
Consequently, if x ∈ lim supj→∞ Tj, then there exists a sequence of radii rj → 0 such
that
h(x, 12rj)
h(x, rj)
. 48N0 ,
which implies that
lim inf
r→0
h(x, 12r)
h(x, r)
<∞,
and yields the lemma, assuming the claim.
To prove the claim above we need to introduce some additional notation. For j ≥ 0 and
K as in the Key Lemma 3.1, we denote
D˜j(RΣ0) = ΠΣ0(D
jK
W (R0)),
or more precisely,
D˜j(RΣ0) =
{
ΠΣ0(Q
′) : Q′ ∈ DjKW (R0)
}
.
We also set
D˜(RΣ0) =
⋃
j≥0
D˜j(RΣ0).
For any R ∈ D˜j(RΣ0) such that R = ΠΣ0(R
′) for some R′ ∈ DjKW (R0), we consider the
good set
G(R) =
⋃
Q′∈GK(R′)
ΠΣ0(Q
′),
with GK(R
′) as in the Key Lemma 3.1. Finally, we write
Tj =
{
ΠΣ0(Q
′) : Q′ ∈ DjKW (R0), F (xQ′ , Aℓ(Q
′)) ≤ N0
}
,
or in other words,
Tj = ΠΣ0(T
′
j ),
with T ′j defined in (4.1)
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To prove the claim we have to show that
⋃
j≥h Tj has full µ-measure in RΣ0 for every
h ≥ 0. To this end, for any fixed h we define the following functions fj, j ≥ h:
fj =
∑
Q∈D˜j(RΣ0 )
fQ,
where fQ = 0 if Q is contained in some “cube” Q˜ ∈
⋃
j≥h Tj and, otherwise,
fQ =
µ(Q)
µ(G(Q))
χG(Q) − χQ.
It is immediate to check that the functions fj have zero µ-mean and they are orthogonal,
i.e.,
´
fi fj dµ = 0 if i 6= j (taking into account that fj has zero µ-mean in each Q ∈
D˜j(RΣ0) and is constant in each P ∈ D˜j+1(RΣ0)). Observe also that the functions fj are
uniformly bounded, due to the fact that µ(G(Q)) ≥ δ0 µ(Q) in the latter case by the Key
Lemma. So their L2(µ) norms are uniformly bounded too.
We consider the probability measure µ|RΣ0/µ(RΣ0) and the random variables Xj =
fj + 1, j ≥ h. Notice that they are non-negative and the assumptions in Theorem 4.2
are satisfied. Indeed, (a) and (c) follow from the uniform boundedness of the functions
fj, and the zero mean of each fj and the mutual orthogonality of the fj’s imply that
E(XiXj) = E(Xi)E(Xj) if i 6= j. Applying the theorem then we infer that
(4.2) lim
m→∞
1
m
m∑
j=h+1
fj(x) = 0 for µ-a.e. x ∈ RΣ0 ,
using the fact that EXj = 1 for all j.
We will show that
(4.3) x ∈ RΣ0 \
⋃
j≥h
Tj ⇒ lim
m→∞
1
m
m∑
j=h+1
fj(x) 6= 0.
Clearly, by (4.2), this implies that RΣ0 \
⋃
j≥h Tj has null µ-measure and finishes the proof
of the claim.
We prove (4.3) by contradiction. Suppose that there exists some point x ∈ RΣ0\
⋃
j≥h Tj
such that limm→∞
1
m
∑m
j=h+1 fj(x) = 0. Denote by Qj the “cube” from D˜j(RΣ0) that
contains x. Since Qi 6∈ Ti for any i ≥ h, by definition we have
fj(x) =
µ(Qj)
µ(G(Qj))
χG(Qj)(x)− 1 for any j ≥ h.
Then (4.2) tells us that, for any ε > 0,∣∣∣∣ m∑
j=h+1
µ(Qj)
µ(G(Qj))
χG(Qj)(x)−m
∣∣∣∣ ≤ εm
for any m big enough. In particular, choosing ε = 1/2 we infer that, for some m0 = m0(x),
m∑
j=h+1
µ(Qj)
µ(G(Qj))
χG(Qj)(x) ≥
m
2
for any m ≥ m0.
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Since µ(G(Qj)) ≥ δ0 µ(Qj), we get
(4.4)
m∑
j=h+1
χG(Qj)(x) ≥
δ0m
2
for m ≥ m0.
For each j ≥ h, let Q′j ∈ DW(R0) be such that Qj = ΠΣ0(Q
′
j). Recall that the Key
Lemma asserts that
F (xQ′j+1 , Aℓ(Q
′
j+1)) ≤
1
2
F (xQ′j , Aℓ(Q
′
j) if x ∈ G(Qj)
and otherwise just ensures that
F (xQ′j+1 , Aℓ(Q
′
j+1)) ≤ (1 +CA
−1/2)F (xQ′j , Aℓ(Q
′
j) if x ∈ Qj \G(Qj).
These estimates and (4.4) imply that
F (xQ′m+1 , Aℓ(Q
′
m+1)) ≤
(
1
2
)δ0m/2
(1 + CA−1/2)m for m ≥ m0.
However, if A is chosen big enough (recall that A is independent of δ0 and can be taken
arbitrarily big in the Key Lemma 3.1), this implies that
F (xQ′m, Aℓ(Q
′
m))→ 0 as m→∞,
which cannot happen because x 6∈
⋃
j≥h Tj , recalling the definition of Tj . This concludes
the proof of the claim and of the lemma. 
The proof of Theorem 1.1 will follow as a straightforward consequence of Lemma 4.1
and the next result of Escauriaza and Adolfsson:
Lemma 4.3. [AE, Lemma 0.2] Let D ⊂ Rn be a Lipschitz domain and let V be a relatively
open subset of ∂D. Let v be a non-zero function harmonic in D and continuous in D which
vanishes identically in V , and whose normal derivative ∂νv vanishes in a subset E ⊂ V of
positive surface measure. Then, for every point x ∈ V which is a density point of E (with
respect to surface measure), we have
(4.5) lim
r→0
´
B(x,r)∩D |v| dm´
B(x,6r)∩D |v| dm
= 0.
Actually, the identity (4.5) is not stated explicitly in Lemma 0.2 from [AE]. Instead, it
is said that v vanishes to infinite order in x. However, a quick inspection of the proof shows
that the authors actually prove (4.5), which in turn implies that v vanishes to infinite order
in x. The lemma above relies on [AEK, Lemma 1 and Theorem 1]. Though the proof of
[AEK, Lemma 1] is not correct - as explained in [AEWZ, paragraph before Lemma 5] -
one can replace that lemma either by [AE, Lemma 2.2] or by more quantitative arguments
involving [AEWZ, Lemma 4] and well known properties of harmonic functions2.
2I thank Luis Escauriaza for informing me about this fact.
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Proof of Theorem 1.1. As explained at the beginning of Section 3, it suffices to show
that ∂νu cannot vanish in a subset of positive surface measure of Σ0 ∩ C(R0) (since this
set contains the ball B0).
For the sake of contradiction, suppose that ∂νu vanishes in a subset E ⊂ Σ0 ∩ C(R0) of
positive surface measure. By Lemma 4.3, for any x ∈ Σ0 ∩ C(R0) which is density point
of E,
lim
r→0
´
B(x,6r) |u| dm´
B(x,r) |u| dm
=∞.
By the subharmonicity of |u|, for r small enough,
h(x, r/2)1/2 =
(
−
ˆ
∂B(x,r/2)
|u|2 dσ
)1/2
. −
ˆ
B(x,r)
|u| dm.
Also, by Cauchy-Schwarz and the fact that h(x, ·) is non-decreasing in r,
−
ˆ
B(x,6r)
|u| dm ≤
(
−
ˆ
B(x,6r)
|u|2 dm
)1/2
≤ h(x, 6r)1/2.
Therefore,
lim inf
r→0
h(x, 6r)1/2
h(x, r/2)1/2
& lim inf
r→0
−´
B(x,6r) |u| dm
−´
B(x,r) |u| dm
=∞.
Consequently,
lim
r→0
h(x, 12r)
h(x, r)
=∞,
which contradicts Lemma 4.1. 
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