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Abstract
In this paper, robust nonparametric estimators, instead of local linear
estimators, are adapted for infinitesimal coefficients associated with inte-
grated jump-diffusion models to avoid the impact of outliers on accuracy.
Furthermore, consider the complexity of iteration of the solution for local
M-estimator, we propose the one-step local M-estimators to release the
computation burden. Under appropriate regularity conditions, we prove
that one-step local M-estimators and the fully iterative M-estimators have
the same performance in consistency and asymptotic normality . Through
simulation, our method present advantages in bias reduction, robustness
and reducing computation cost. In addition, the estimators are illustrated
empirically through stock index under different sampling frequency.
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Keywords: One-step local M-estimation, integrated jump-diffusion
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1 Introduction
The diffusion model defined on a filtered probability space (Ω,F , (Ft)t≥0, P )
dXt = µ(Xt)dt+ σ(Xt)dWt (1)
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is a widely used continuous-time stochastic model in economic and finance mar-
ket to depict the dynamics of an underlying assets such as log stock indices, free
foreign exchange rates and commodity prices, where µ(x) and σ2(x) economi-
cally represents the risk-neutral return and volatility of Xt respectively. So for
practical applications, estimating the coefficients µ(x) and σ2(x) is necessary.
In fact, by Itoˆ formula, the infinitesimal conditional moment equtations
lim
∆→0
E
[
Xt+∆ −Xt
∆
|Xt = x
]
= µ(x) (2)
and
lim
∆→0
E
[
(Xt+∆ −Xt)2
∆
|Xt = x
]
= σ2(x) (3)
provide the basis for statistical inference. Given the discrete-time observations
{Xi∆n ; i = 1, 2, · · · }, many statisticians and economists estimated µ(x) and
σ2(x) by using the nonparametric regression method based on (2) and (3),
where ∆n is the sampling interval tending to 0. One can refer to Bandi and
Phillips [3] and Fan and Zhang [9] et al. for more details.
As we know, many stochastic processes in empirical finance or physics can
be seen as integrated stochastic processes, since the observation behaves as the
accumulation of all past perturbations, such as stock prices or nominal exchange
rates (Nicolau [20]) and the velocity of the particle on the surface of a liquid
(Rogers and Williams [22] ). Especially, in some financial cases, returns are
generally stationary in mean and weak in autocorrelation, and the distribution
is not normal. In order to specify these phenomena, Nicolau [20] introduced the
integrated diffusion model motivated by unit root processes under the discrete
framework of Park and Phillips [21]{
dYt = Xtdt,
dXt = µ(Xt)dt+ σ(Xt)dWt.
(4)
The model (4) can accommodate nonstationarity and be made stationary by
differencing, which can not be performed through univariate diffusion model
due to the nondifferentiability of a Brownian motion. Nicolau [20] studied the
asymptotic properties of Nadaraya-Watson estimators of µ(x) and σ2(x). Wang
and Lin [26], Wang, Zhang and Tang [28] improved the Nadaraya-Waston esti-
mators for µ(x) and σ2(x) in model (4).
Recently, growing evidence in finance shows that diffusion with jumps are
becoming an increasing important issue, which can accommodate the impact
of sudden and large shocks to financial markets (see Johannes [17], Aı¨t-Sahalia
and Jacod [1], Bandi and Nguyen [2]). It is reasonable to extend the model (4)
to the following case:{
dYt = Xtdt,
dXt = µ(Xt−)dt+ σ(Xt−)dWt +
∫
E
c(Xt−, z)r(ω, dt, dz),
(5)
where E = R \ {0}, W = {Wt}t≥0 is standard Brownian motion, r(ω, dt, dz) =
(p − q)(dt, dz), p(dt, dz) is a time-homogeneous Poisson random measure on
2
R+ × R, which is independent of Wt, and q(dt, dz) is its intensity measure,
that is, E[p(dt, dz)] = q(dt, dz) = f(z)dzdt, f(z) is a Le´vy density. In empirical
analysis part, we will use real financial data to testify the existence of jumps and
prove the validity of model (5) other than (4) in helping us modeling integrated
econometric phenomena.
In Song and Lin [24], Song, Lin and Wang [25], the nonparametric estima-
tion and inference for the unknown coefficients in model (5) are discussed based
on Nadaraya-Watson method and the discrete time observations {Yi∆n ; i =
1, 2, · · · }, where ∆n is the sampling interval. Chen and Zhang [7] considered
the local linear estimators to correct boundary bias. However, these previous
estimation procedures for model (5) are obtained by using the least-squares
techniques which are sensitive to outliers, and may result in larger bias and un-
reasonable conclusions. Meanwhile, outliers are common in economic, financial
industry, and other applications such as heavy tail data, so how to deal with
these observations is a very important issue in financial time series analysis. A
primary purpose of the present paper is to establish a robust nonparametric
statistical inference for model (5) which generates heavy tail data.
M-type regression estimators are natural candidates for achieving desirable
robust properties. So far, the nonparametric M-type estimators have been al-
ready studied by many authors, such as Huber [13], Hall and Jones [12] and
so on. In addition, an inordinate amount of attention has been focused on lo-
cal M-estimator, which not only inherits the robustness of M-estimator, but
also can achieve the bias reduction like local linear estimator does. Fan and
Jiang [10] established the consistency and asymptotic normality for the local M-
estimators and one-step iterative local M-estimation of the regression function
and its derivative based on the samples with independent identical distribution.
Jiang and Mack [16] studied them for stationary dependent case. Wang, Zhang
and Tang [27] only developed local M-estimation for jump-diffusion, Wang and
Tang [29] considered local M-estimators for the unknown infinitesimal moments
of continuous second-order diffusion model.
The local M-estimators require iteration for numerical implementation, while
the local one-step M-estimator not only retains the robustness and the same
asymptotic performance of local M-estimators based on good initial value but
also bring about computational expediency. In this paper, we will apply the
one-step local M-estimator in Fan and Jiang [10] to the unknown coefficients in
integrated jump-diffusion model (5). To our knowledge, it is the first article re-
garding the one-step local M-estimator for diffusion model with jump, especially
integrated jump-diffusion model (5).
The paper is organized as follows. In Section 2, we introduce the local
M-estimator and some technical assumptions. The large sample properties for
local M-estimator, especially the one-step local M-estimators are collected in
Section 3. Section 4 presents the finite sample performance through Monte
Carlo simulation study. The estimators are illustrated empirically in Section
5. Some technical lemmas and the proofs for the main theorems are given in
Appendix.
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2 Local M-estimator and Assumptions
Different from model (1), nonparametric estimators constructed for the coeffi-
cients in integrated jump-diffusion model (5) give rise to new challenges for two
main reasons.
On the one hand, we usually get observations {Yi∆n ; i = 1, 2, · · ·} rather than
{Xi∆n ; i = 1, 2, · · ·} for model (5). The value of Xti cannot be obtained from
Yti = Y0 +
∫ ti
0 Xsds in a fixed sample intervals. Additionally, nonparametric
estimations of the unknown qualities in model (5) cannot in principle be con-
structed on the observations {Yi∆n ; i = 1, 2, · · ·} due to the unknown conditional
distribution of Y . As Nicolau [20] showed, with observations {Yi∆n ; i = 1, 2, · · ·}
and given that
Yi∆n − Y(i−1)∆n =
∫ i∆n
(i−1)∆n
Xudu,
we can obtain an approximation value of Xi∆n by
X˜i∆n =
Yi∆n − Y(i−1)∆n
∆n
. (6)
On the other hand, the Markov properties for statistical inference of un-
known qualities in model (5) based on the samples {X˜i∆n ; i = 1, 2, · · ·} should
be built, which are infinitesimal conditional expectations characterized by in-
finitesimal operators as equations (2) and (3). Fortunately, under Lemma 1 we
can build the following infinitesimal conditional expectations for model (5)
E
[
X˜(i+1)∆n − X˜i∆n
∆n
|F(i−1)∆n
]
= µ(X(i−1)∆n) +Op(∆n), (7)
E
[
(X˜(i+1)∆n − X˜i∆n)2
∆n
|F(i−1)∆n
]
=
2
3
σ2(X(i−1)∆n) +
2
3
∫
E
c2(X(i−1)∆n , z)f(z)dz +Op(∆n).
(8)
where Ft = σ{Xs, s ≤ t}. One can refer to Appendix A in Song, Lin and Wang
[25] for detailed calculations.
Our aim is to estimate the functions µ(x) andM(x) := σ2(x)+
∫
E
c(x, z)f(z)dz
by {X˜i∆n ; i = 1, 2, · · · }. For the given {X˜i∆n ; i = 1, 2, · · · }, the local linear es-
timators for µ(x) and M(x) based on infinitesimal conditional expectations (7)
and (8) are defined as the solutions to the following weighted least squares
problems: find a1, b1, a2, b2 to minimize
n∑
i=1
(X˜(i+1)∆n − X˜i∆n
∆n
− a1 − b1
(
X˜(i−1)∆n − x
))2
K
(X˜(i−1)∆n − x
hn
)
, (9)
n∑
i=1
( 3
2 (X˜(i+1)∆n − X˜i∆n)2
∆n
−a2−b2
(
X˜(i−1)∆n − x
))2
K
(X˜(i−1)∆n − x
hn
)
, (10)
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where K(·) is the kernel function and hn is a sequence of positive numbers,
satisfies hn → 0 as n→∞.
Obviously, criterions (9) and (10) are based on the least-squares principle
and are not robust. To overcome this shortcoming of lack of robustness, the
least-squares principle is placed by
arg min
a1,b1
n∑
i=1
ρ1
( X˜(i+1)∆n − X˜i∆n
∆n
− a1 − b1
(
X˜(i−1)∆n − x
))
K
(X˜(i−1)∆n − x
hn
)
,
(11)
arg min
a2,b2
n∑
i=1
ρ2
( 3
2 (X˜(i+1)∆n − X˜i∆n)2
∆n
−a2−b2
(
X˜(i−1)∆n − x
))
K
(X˜(i−1)∆n − x
hn
)
,
(12)
these are equal to satisfying the following local estimation equations:
Ψn :=
n∑
i=1
ψ1
( X˜(i+1)∆n − X˜i∆n
∆n
−a1−b1
(
X˜(i−1)∆n − x
))
K
(X˜(i−1)∆n − x
hn
)( 1
X˜(i−1)∆n − x
)
=
(
0
0
)
,
(13)
Φn :=
n∑
i=1
ψ2
( 3
2 (X˜(i+1)∆n − X˜i∆n)2
∆n
−a2−b2
(
X˜(i−1)∆n − x
))
K
(X˜(i−1)∆n − x
hn
)( 1
X˜(i−1)∆n − x
)
=
(
0
0
)
,
(14)
where ρ1(·) and ρ2(·) are given outlier-resistant functions and ψ1(·) and ψ2(·)
are the derivatives of ρ1(·) and ρ2(·), respectively. The local M-type estimators
of µ(x) is defined as µˆ(x) = aˆ1, which is the solution to equation (13). the local
M-type estimators of M(x) is defined as Mˆ(x) = aˆ2, which is the solution to
equation (14).
The assumptions of this paper are listed below, which confirm the large
sample properties of the constructed estimators based on (13) and (14).
Assumption 1 i) (Local Lipschitz continuity) For each n ∈ N, there exist a
constant Ln and a function ζn : E → R+ with
∫
E
ζ2n(z)f(z)dz < ∞ such that,
for any |x| ≤ n, |y| ≤ n,
|µ(x)− µ(y)|+ |σ(x) − σ(y)| ≤ Ln|x− y|, |c(x, z)− c(y, z)| ≤ ζn(z)|x− y|.
(ii (Linear growthness) For each n ∈ N, there exist ζn as above and C, such
that for all x ∈ R,
|µ(x)|+ |σ(x)| ≤ C(1 + |x|), |c(x, z)| ≤ ζn(z)(1 + |x|).
Remark 1 This assumption guarantees the existence and uniqueness of a so-
lution to stochastic differential equation (5), see Jacod and Shiryayev [15].
Assumption 2 The process X = {Xt}≥0 is ergodic and stationary with a finite
invariant measure φ(x). For a given point x0, the stationary probability measure
p(x) of the process X is continuous at x0 and p(x0) > 0. Furthermore, the
process X is ρ−mixing with ∑i≥1 ρ(i∆n) = O( 1∆αn ), n→∞, where α < 1.
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Remark 2 The hypothesis that Xt is a stationary process is obviously a plausi-
ble assumption because for major integrated time series data, a simple differen-
tiation generally assures stationarity. The same condition yielding information
on the rate of decay of ρ−mixing coefficients for Xt was mentioned the Assump-
tion 3 in Gugushvili and Spereij [11].
Assumption 3 The kernel K(·) : R → R+ is a positive, symmetric and con-
tinuously differentiable function satisfying:∫
K(u)du = 1,
∫
uK(u)du = 0, K2 :=
∫
K2(u)du <∞.
Assumption 4 For 2 ≤ i ≤ n,
lim
h→0
E
[ 1
h
|K ′(ξn,i)|α
(X˜(i−1)∆n − x
h
)m]
<∞
where α = 1, 2 or 4, m = 0, 1 or 2 and ξn,i = θ(
x−X(i−1)∆n
h )+(1−θ)(
x−X˜(i−1)∆n
h ),
0 ≤ θ ≤ 1.
Remark 3 As Nicolau [20] pointed out this assumption is generally satisfied
under very weak conditions. For instance, with a Gaussian kernel and a Cauchy
stationary density (which has heavy tails) we still have limh→0E
[
( 1h )|K
′
(Xh )|4
]
<
∞. Notice that the expectation with respect to the distribution ξn,i depends on
the stationary densities of X and X˜ because ξn,i is a convex linear combination
of X and X˜.
Assumption 5 For every p ≥ 1, supt≥0E[|Xt|p] <∞, and
∫
E
|z|pf(z)dz <∞.
Remark 4 If X is a Le´vy process with bounded jumps (i.e., supt |∆Xt| ≤ C <
∞ almost surely, where C is a nonrandom constant), then E{|Xnt |} < ∞ ∀n,
that is, Xt has bounded moments of all orders, see Protter [19]. This condition
is widely used in the estimation of an ergodic diffusion or jump-diffusion from
discrete observations, see Florens-Zmirou [9], Kessler [18], Shimizu and Yoshida
[23].
Assumption 6 ∆n → 0, (n∆nhn )(∆n log( 1∆n ))
1
2 → 0, ∆n log(1/∆n)h2n∆αn → 0, h
5
nn∆n =
O(1) as n→∞.
Assumption 7 Let ψi(·) be the derivative of ρi(·) with i = 1, 2,M(x) = σ2(x)+∫
E
c2(x, z)f(z)dz, we assume that
(i) E
[
ψ1(ui∆n)|X(i−1)∆n = x
]
= O(δ) with ui∆n =
X˜(i+1)∆n−X˜i∆n
∆n
− µ(X(i−1)∆n);
(ii) E
[
ψ1(u
′
i∆n
)|X(i−1)∆n = x
]
= O(δ) with u
′
i∆n
=
Xi∆n−X(i−1)∆n
∆n
− µ(X(i−1)∆n);
(iii) E
[
ψ2(vi∆n)|X(i−1)∆n = x
]
= O(δ) with vi∆n =
3
2 (X˜(i+1)∆n−X˜i∆n )2
∆n
−M(X(i−1)∆n);
(iv) E
[
ψ2(v
′
i∆n
)|X(i−1)∆n = x
]
= O(δ) with v
′
i∆n
=
(Xi∆n−X(i−1)∆n )2
∆n
−M(X(i−1)∆n).
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Assumption 8 The function ψi(·) is continuous and has a derivative ψ′i(·)
almost everywhere. Furthermore, it is also assumed that
E
[
ψ
′
1(ui∆n)|X(i−1)∆n = x
]
> 0, E
[
ψ
′
2(vi∆n)|X(i−1)∆n = x
]
> 0,
E
[
ψ21(ui∆n)|X(i−1)∆n = x
]
> 0, E
[
ψ22(vi∆n)|X(i−1)∆n = x
]
> 0,
E
[
ψ
′2
1 (ui∆n)|X(i−1)∆n = x
]
> 0, E
[
ψ
′2
2 (vi∆n)|X(i−1)∆n = x
]
> 0,
and these functions are continuous at x0.
Assumption 9 The function ψ
′
(·) satisfies
E
[
sup
|z|≤δ
|ψ′1(ui∆n + z)− ψ
′
(ui∆n)||X(i−1)∆n = x
]
= o(1),
E
[
sup
|z|≤δ
|ψ1(ui∆n + z)− ψ(ui∆n)− ψ
′
(ui∆n)z||X(i−1)∆n = x
]
= o(δ),
E
[
sup
|z|≤δ
|ψ′2(vi∆n + z)− ψ
′
(vi∆n)||X(i−1)∆n = x
]
= o(1),
E
[
sup
|z|≤δ
|ψ2(vi∆n + z)− ψ(vi∆n)− ψ
′
(vi∆n)z||X(i−1)∆n = x
]
= o(δ)
as δ → 0 uniformly in x in a neighborhood of x0.
Remark 5 The assumptions (7) - (9) imposed on ψ(·) are mild and fulfilled
for Huber’s ψ(·). For more details about these conditions one can refer to Fan
and Jiang [10] such as (A.5), (A.7) and (A.8) in it.
3 Large sample properties.
We lay out some notations for convenience. Write:
Kl =
∫
K(u)uldu , Jl =
∫
ulK2(u)du , for l ≥ 0,
U =
(
K0 K1
K1 K2
)
, V =
(
J0 J1
J1 J2
)
, A =
(
K2
K3
)
,
G1(x) = E
[
ψ
′
(ui∆n)|X(i−1)∆n = x
]
, G
′
1(x) = E
[
|ψ′(ui∆n)||X(i−1)∆n = x
]
,
H1(x) = E
[
ψ
′
(vi∆n)|X(i−1)∆n = x
]
, H
′
1(x) = E
[
|ψ′(vi∆n)||X(i−1)∆n = x
]
,
G2(x) = E
[
∆nψ
2(u
′
i∆n)|X(i−1)∆n = x
]
, H2(x) = E
[
∆nψ
2(v
′
i∆n)|X(i−1)∆n = x
]
,
We have the following asymptotic results.
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Theorem 1 Under the Assumptions 1-9, then there exist solutions, denoted
by µˆn(x0) and µˆ
′
n(x0) to equation (13), and there exist solutions, denoted by
Mˆn(x0) and Mˆ
′
n(x0) to equation (14) such that
(i)
(
µˆn(x0)− µ(x0)
h(µˆ
′
n(x0)− µ
′
(x0))
)
P−→ 0, as n −→∞
(ii)
√
nh∆n
[( µˆn(x0)− µ(x0)
h(µˆ
′
n(x0)− µ
′
(x0))
)
− h
2µ
′′
(x0)
2
U−1A
]
D−→ N(0,Σ2),
where Σ2 =
G2(x0)
G21(x0)p(x0)
U−1V U−1,
(iii)
(
Mˆn(x0)−M(x0)
h(Mˆ
′
n(x0)−M
′
(x0))
)
P−→ 0, as n −→∞
(iv)
√
nh∆n
[(
Mˆn(x0)−M(x0)
h(Mˆ
′
n(x0)−M
′
(x0))
)
− h
2M
′′
(x0)
2
U−1A
]
D−→ N(0,Σ4),
where Σ4 =
H2(x0)
H21 (x0)p(x0)
U−1V U−1.
A non-iterative one-step local M-estimator with a similar performance as
local linear M-estimator is constructed through Newton,s procedure, which is
following the idea of Bickel [5], Fan and Jiang [9]. Following is an outline of the
procedure.
Solve the nonlinear equations (13), (14) by Newton,s method for the first
iteration with the initial value a10 = µˆ0(x) and b10 = µˆ
′
0(x), a20 = Mˆ0(x) and
b20 = Mˆ
′
0(x), which can be derived in the simple and explicit expression. Then
the form for the first iteration of Newton,s method is as follows(
µ˜n(x)
µ˜
′
n(x)
)
=
(
µˆ0(x)
µˆ
′
0(x)
)
−W−1n Ψn(µˆ0(x), µˆ
′
0(x)), (15)
where
Wn =
(
∂
∂a1
Ψn1(µˆ0(x), µˆ
′
0(x)),
∂
∂b1
Ψn1(µˆ0(x), µˆ
′
0(x))
∂
∂a1
Ψn2(µˆ0(x), µˆ
′
0(x)),
∂
∂b1
Ψn2(µˆ0(x), µˆ
′
0(x))
)
,
and (
M˜n(x)
M˜
′
n(x)
)
=
(
Mˆ0(x)
Mˆ
′
0(x)
)
− Z−1n Ψn(Mˆ0(x), Mˆ
′
0(x)), (16)
where
Zn =
(
∂
∂a2
Φn1(Mˆ0(x), Mˆ
′
0(x)),
∂
∂b2
Φn1(Mˆ0(x), Mˆ
′
0(x))
∂
∂a2
Φn2(Mˆ0(x), Mˆ
′
0(x)),
∂
∂b2
Φn2(Mˆ0(x), Mˆ
′
0(x))
)
.
The estimators µ˜n(x), µ˜
′
n(x), M˜n(x) and M˜
′
n(x) are called ”one-step local M-
estimators”. Subsequently, we will show that the one-step local M-estimators
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possess the same asymptotic performance as the M-estimator as long as the
initial estimators µ˜n(x), µ˜
′
n(x), M˜n(x) and M˜
′
n(x) satisfy mild conditions, which
to some extend reduce computational cost without loss of their property.
Theorem 2 Assume that the initial estimators satisfy
µˆ0(x0)−µ(x0) = Op
(
h2n+
1√
nhn∆n
)
and hn
(
µˆ
′
0(x0)−µ
′
(x0)
)
= Op
(
h2n+
1√
nhn∆n
)
,
Mˆ0(x0)−M(x0) = Op
(
h2n+
1√
nhn∆n
)
and hn
(
Mˆ
′
0(x0)−M
′
(x0)
)
= Op
(
h2n+
1√
nhn∆n
)
.
Then, under the Assumptions 1-9, then we have√
nh∆n
[( µ˜n(x0)− µ(x0)
h(µ˜
′
n(x0)− µ
′
(x0))
)
− h
2µ
′′
(x0)
2
U−1A
]
D−→ N(0,Σ2),
where Σ2 =
G2(x0)
G21(x0)p(x0)
U−1V U−1, and
√
nh∆n
[( M˜n(x0)−M(x0)
h(M˜
′
n(x0)−M
′
(x0))
)
− h
2M
′′
(x0)
2
U−1A
]
D−→ N(0,Σ4),
where Σ4 =
H2(x0)
H21 (x0)p(x0)
U−1V U−1.
Remark 6 In contrary to the second-order diffusion model without jumps (Nico-
lau [20]), the second infinitesimal moment estimator has a rate of convergence
that is the same as the rate of convergence of the first infinitesimal moment
estimator. Apparently, this is due to the presence of discontinuous breaks that
have an equal impact on all the functional estimates. As Johannes [17] pointed
out, for the conditional variance of interest rate changes, not only diffusion play
a certain role, but also jumps account for more than half at lower interest level
rates, almost two-thirds at higher interest level rates, which dominate the con-
ditional volatility of interest rate changes. Thus, it is extremely important to
estimate the conditional variance as σ2(x) +
∫
E
c2(x, z)f(z)dz which reflects the
fluctuation of the underlying asset.
Remark 7 It is very important to consider the choice of the bandwidth in non-
parametric estimation. Here we will select the optimal bandwidth hn based on the
mean squared error (MSE) and the asymptotic theory in Theorem 1 and 2. Take
µ(x) for example, the optimal smoothing parameter hn for local M-estimator of
µ(x) is given that
hn,opt,fi =
(
1
n∆n
· 4
µ2′′(x)a1
) 1
5
= Op
(
1
n∆n
) 1
5
,
where a1 denotes the first elements in the vector U
−1A. Meanwhile, the optimal
smoothing parameter hn for one-step local M-estimator of µ(x) is the same as
that for local M-estimator as far as the initial estimator is well behaves, such as
the local linear estimator. The optimal bandwidth coincides with that in Bandi
and Nguyen [2].
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4 Monte Carlo Simulation Study
In this section, we conduct a simple Monte Carlo simulation experiment aimed
at the small-sampling performance of the local M-estimators constructed as (13)
and the one-step local M-estimators constructed as (15) . Assessment will be
made between them and local linear estimators by comparing their mean square
error (MSE). Our experiment is based on the following model:{
dYt = Xt−dt,
dXt = −10Xt−dt+
√
0.1 + 0.1X2t−dWt + dJt,
(17)
where the coefficients of continuous part equal to the ones used in Nicolau ([20])
and Jt is a compound Poisson jump process, that is, Jt =
∑Nt
n=1 Ztn with arrival
intensity λ = 20 and jump size Zn ∼ N (0, 0.0362) corresponding to Bandi and
Nguyen ([2]), where tn is the nth jump of the Poisson process Nt. By taking the
integral from 0 to t in the second expression of (17), we obtain
Xt = −10
∫ t
0
Xs−ds+
∫ t
0
√
0.1 + 0.1X2s−dWt +
Nt∑
n=1
Ztn . (18)
Then we have
Yt =
∫ t
0
Xs−ds = − 1
10
(
Xt −
∫ t
0
√
0.1 + 0.1X2s−dWt −
Nt∑
n=1
Ztn
)
. (19)
Xt can be sampled by the Euler-Maruyama scheme according to (18), which
will be detailed in the following algorithm (one can refer to Cont and Tankov
[6]).
Algorithm 1 Simulation for trajectories of second-order jump-diffusion model
Procedures:
Step 1: generate a standard normal random variate V and transform it
into Di =
√
0.1 + 0.1X2ti−1 ∗
√
∆ti ∗ V , where ∆ti = ti − ti−1 = Tn is the
observation time frequency;
Step 2: generate a Poisson random variate N with intensity λ = 20;
Step 3: generate N random variables τi uniformly distributed in [0, T ],
which correspond the jump times;
Step 4: generate N random variables Zτi ∼ N (0, 0.0362), which corre-
spond the jump sizes;
One trajectory for Xt is
Xti = Xti−1 − 10Xti−1 ∗∆ti +Di + 1{ti−1≤τi<ti} ∗ Zτi .
Step 5: By substitution of Xti in (19), Yti can be sampled.
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One sample trajectory of the differentiated process Xt and integrated process Yt
with T = 10, n = 1000, X0 = 0 and Y0 = 100 using Algorithm 1 is shown in FIG
1. Through observation on FIG 1(b), we can find the following features of the
integrated process Yt: absent mean-reversion, persistent shocks, time-dependent
mean and variance, nonnormality, etc.
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Time
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(a) The differentiated process Xt
0 1 2 3 4 5 6 7 8 9 10
100
100.05
100.1
100.15
100.2
100.25
Integrated process − Y
Time
(b) The integrated process Yt
Figure 1: the Sample Paths of Xt and Yt
Throughout this section, we take ρ(u) =
{
u2/2, |u| ≤ 0.135
0.135|u| − 0.1352/2, |u| > 0.135 ,
which deduces the Huber’s function ψ(u) = ρ
′
(u) = max{−0.135,min{u, 0.135}}.
We will consider various lengths of observation time interval T (= 50, 100, 500)
and sample sizes n (= 500, 1000, 5000) with ∆n =
T
n . We use Gaussian ker-
nel K(x) = 1√
2pi
e−
x2
2 and the common bandwidth h = cSˆ(n∆n)
− 15 = cSˆT−
1
5 ,
where Sˆ denotes the standard deviation of the data and c represents different
constants for different estimators with c = 2.8 for µˆn(x) and c = 1.3 for Mˆn(x).
Since Bandi and Nguyen [2] and Theorems 1 - 2 above show that the conver-
gence rates of estimators depend on the time span n∆n = T , the character of
the bandwidth h is used in terms of T instead of the sampling size n, which is
different from the continuous case in Nicolau ([20]) (One can refer to part (4.2)
in Xu and Phillips [30] for more details).
Take the estimator µˆn(x) of µ(x) for example to demonstrate the small-sampling
performance. Due to no explicit expression for µˆn(x), we should deduce µˆn(x)
by iteration based on any initial value µˆ0(x) and the following iterative relation:(
µˆn(x)
µˆ
′
n(x)
)
=
(
µˆn−1(x)
µˆ
′
n−1(x)
)
−W−1n (µˆn−1(x), µˆ
′
n−1(x))Ψn(µˆn−1(x), µˆ
′
n−1(x)), (20)
where µˆn−1(x) and µˆ
′
n−1(x) are the n−th iteration and as for Wn and Ψn, one
can refer to equations (13) and (15). The loop termination criterion are n = 600
or ∣∣∣∣∣∣ (µˆn(x)
µˆ
′
n(x)
)
−
(
µˆn−1(x)
µˆ
′
n−1(x)
) ∣∣∣∣∣∣ ≤ 10−4. (21)
Figure 2 represents the local linear estimator, the one-step local M-estimator
and the fully iterative local-M estimator for µ(x) from a sample with T = 10
and n = 1000, which shows the one-step or fully iterative local-M estimators
performs a little better than local linear estimator, especially on the boundary.
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Next, we will assess the performance of the fully iterative local M-estimator,
the one-step local M-estimator in this paper and local linear estimator via the
Mean Square Errors (MSE)
MSE =
1
m
m∑
k=0
{µˆ(xk)− µ(xk)}2 , (22)
where µˆ(x) is the estimator of µ(x) and {xk}m1 are chosen uniformly to cover the
range of sample path of Xt. Table 1 gives the results on the MSE of local linear
estimator (MSE-LL), the one-step local-M estimator (MSE-OS) and the fully
iterative local-M estimator (MSE-FI) for the drift function µ(x) with jump size
Zn ∼ N (0, 0.0362) over 100 replicates. Table 2 reports the results on MSE-LL,
MSE-OS and MSE-FI for the drift function µ(x) with different types of jump
size Zn over 100 replicates.
We can notice that the one-step or fully iterative local-M estimator performs
a little better than the local linear estimator in terms of the MSE from Table 1
and 2. From Table 1, we can get the other three findings. Firstly, for the same
time interval T , as the sample sizes n tends larger, the performances of these
estimators improved. Secondly, for the same sample sizes n, as the time interval
T expands larger, the performances of these estimators get worse due to the
fact that more jumps happens in larger time interval T in steps 3 of Algorithm
1. Thirdly, the one-step local-M estimator performs almost as the fully iterative
local-M estimator does, which to some extent reduces computational cost. From
Table 2, we can know that the performances of the one-step or fully iterative
local-M estimator are more robust than the local linear estimator, especially
when the jump size Zn ∼ N (0, 1) or Zn ∼ Cauchy(0, 1). In addition, the one-
step local-M estimator performs almost as the fully iterative local-M estimator
does, which confirms the result in Theorem 2.
−0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3
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−4
−3
−2
−1
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Ordered Xt
Various estimators for drift µ(x)
 
 
True Drift µ(x)
LL estimator
One−Step estimator
Local M estimator
Figure 2: Various Estimators for µ(t)
Figure 3 gives the QQ Plots for the one-step and fully iterative local-M
estimators of the drift function µ(x) with T = 10 and ∆n = 0.01. This reveals
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Table 1: Simulation results on MSE-LL, MSE-OS and MSE-LM for three lengths
of time interval (T) and three sample sizes for µ(x) = −10x with jump size
Zn ∼ N (0, 0.0362) over 100 replicates.
T n = 500 n = 1000 n = 5000
10 MSE-LL 0.8913 0.2478 0.0591
MSE-OS 0.8175 0.2261 0.0512
MSE-FI 0.8040 0.2259 0.0508
50 MSE-LL 2.6146 0.7495 0.0437
MSE-OS 2.6097 0.7433 0.0422
MSE-FI 2.6093 0.7430 0.0421
100 MSE-LL 12.4987 3.3573 0.1422
MSE-OS 12.4303 3.3461 0.1393
MSE-FI 12.4273 3.3450 0.1393
Table 2: Simulation results on MSE-LL, MSE-OS and MSE-LM for three types
of jump size Zn and three sample sizes for µ(x) = −10x with T = 10 over 100
replicates.
T n = 500 n = 1000 n = 5000
Zn ∼ N (0, 0.0362) MSE-LL 0.8913 0.2478 0.0591
MSE-OS 0.8175 0.2261 0.0512
MSE-FI 0.8040 0.2259 0.0508
Zn ∼ N (0, 1) MSE-LL 0.8570 0.6834 0.1975
MSE-OS 0.5221 0.3915 0.0639
MSE-FI 0.4556 0.3887 0.0638
Zn ∼ Cauchy(0, 1) MSE-LL 7.4400 5.8410 2.7078
MSE-OS 2.9864 0.5740 0.4145
MSE-FI 2.9813 0.3858 0.3457
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Figure 3: QQ Plots of Sample Data versus Standard Normal for One-step and
Fully iterative local-M estimators of µ(x)
the normality of one-step and fully iterative local-M estimators in finite sample,
which confirms the results in Theorems 1 - 2.
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5 Empirical Analysis.
In this section, we apply the integrated jump-diffusion to model the stock index
of Shanghai Stock Exchange by using the daily (from Jan 4, 2000 to Feb 7,
2017) and one-minute (May 4, 2015 to Aug 31, 2015) data of closing stock
price, and then apply the one-step local M-estimators to estimate the unknown
the coefficients in model (5). To our knowledge, it is the first article regarding
the integrated jump-diffusion model for stock index, under low-frequency data
containing the year 2008 (financial crisis), and one-minute high-frequency data.
We assume that{
d log Yt = Xtdt,
dXt = µ(Xt−)dt+ σ(Xt−)dWt +
∫
E
c(Xt−, z)r(ω, dt, dz),
(23)
where log Yt is the log integrated process for stock index and Xt is the latent
process for the log-returns. According to (6), we can get the proxy of the latent
process
X˜i∆n =
log Yi∆n − log Y(i−1)∆n
∆n
. (24)
The plots of the stock index (SSE) and its proxy in daily and one-minute
frequency data are shown in Figure 4 and 5.
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Figure 4: the Time Series of the Stock Index (SSE) in Daily and One-Minute
Frequency Data
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Figure 5: the Proxy of the Stock Index (SSE) in Daily and One-Minute Fre-
quency Data
First, we test the existence of jumps for the proxy Xt through the test
statistic proposed in Barndorff-Nielsen and Shephard [4]. For daily data, the
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value of the test statistic is -6.1721, which exceeds [-1.96, 1.96]. For one-minute
data, the value of the test statistic is 6.9171, which also exceeds [-1.96, 1.96].
We can obtain that there exists jumps in daily or one-minute data at the 5%
significance level, which coincides with macroeconomic shocks such as 2008’s
financial crisis throughout the world, 2015’s disaster in China stock market etc,
and confirms the validity of model (5) not model (4) for the stock index in
Shanghai Stock Exchange by the integrated process.
Then, we test the stationarity for Yt and the proxy Xt through the Aug-
mented Dickey-Fuller test statistic.
Table 3: Augmented Dickey-Fuller stationarity test.
Data TestStat CriticalValue PValue
Daily data Yt -1.7127 -2.8635 0.4237
Xt -62.7877 -2.8635 ¡0.01
One-Minute data Yt -0.1709 -2.861 0.9395
Xt -103.9539 -2.861 ¡0.01
From table 3, we see that the null hypothesis of non-stationarity is accepted
at the 5% significance level for the stock index Yt, but is rejected for the proxy
of Xt, which confirms the assumption of stationary by differencing.
Finally, we will employ the one-step local M-estimator (15) and (16) to
estimate the unknown qualities µ(x) and M(x) based on (24) with ∆n =
1
20
for daily data (t = 1 meaning one month) and ∆n =
1
242 for one-minute data
(t = 1 meaning one day). Meanwhile, the 10% observations are used for the
initial estimator for (20). The estimation curves for unknown qualities in daily
and one-minute frequency data are demonstrated in Figure 6 and 7.
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Figure 6: One-step local M-estimator of the drift coefficient for the Stock Index
(SSE) in Daily and One-Minute Frequency Data
It can be shown that the linear shape with negative coefficient for drift estima-
tor in FIG 6(a) & 7(a) which indicates that the higher log-return increments
correspond to the lower drift in the latent process, (this fact coincides with the
economic phenomenon of mean reversion) and the quadratic form with positive
15
−0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
5.6
5.8
6
6.2
6.4
6.6
6.8
7
7.2
7.4
SSE
Vo
la
til
ity
X
(a) One-step local M-estimator of
the volatility coefficient in daily
data
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
5
10
15
20
25
30
SSE
X
Vo
la
til
ity
(b) One-step local M-estimator of
the volatility coefficient in one-
minute data
Figure 7: One-step local M-estimator of the volatility coefficient for the Stock
Index (SSE) in Daily and One-Minute Frequency Data
coefficient for volatility estimator in FIG 6(b) & 7(b) which reveals that the
higher absolute value of log-return increments correspond to the higher volatil-
ity in the latent process (this fact coincides with the economic phenomenon of
volatility smile).
6 Appendix.
In this section, we first present some technical lemmas and the proofs for the
main theorems.
6.1 Some Technical Lemmas with Proofs
Lemma 1 (Shimizu and Yoshida [23]) Let Z be a d-dimensional solution-process
to the stochastic differential equation
Zt = Z0 +
∫ t
0
µ(Zs−)ds+
∫ t
0
σ(Zs−)dWs +
∫ t
0
∫
E
c(Zs−, z)r(ω, dt, dz),
where Z0 is a random variable, E = R
d\{0}, µ(x), c(x, z) are d-dimensional vec-
tors defined on Rd,Rd×E respectively, σ(x) is a d×d diagnonal matrix defined
on Rd, and Wt is a d-dimensional vector of independent Brownian motions.
Let g be a C2(l+1)-class function whose derivatives up to 2(l + 1)th are of
polynomial growth. Assume that the coefficient µ(x), σ(x), and c(x, z) are C2l-
class function whose derivatives with respective to x up to 2lth are of polynomial
growth. Under Assumption 6, the following expansion holds
E[g(Zt)|Fs] =
l∑
j=0
Ljg(Zs)
∆jn
j!
+R, (25)
for t > s and∆n = t−s, where R =
∫∆n
0
∫ u1
0
· · · ∫ ul
0
E[Ll+1g(Zs+ul+1)|Fs]du1 . . . dul+1
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is a stochastic function of order ∆l+1n , Lg(x) = ∂
∗
xg(x)µ(x)+
1
2 tr[∂
2
xg(x)σ(x)σ
∗(x)]+∫
E
{g(x+ c(x, z))− g(x)− ∂∗xg(x)c(x, z)}f(z)dz.
Remark 8 Consider a particularly important model:{
dYt = Xt−dt,
dXt = µ(Xt−)dt+ σ(Xt−)dWt +
∫
E
c(Xt−, z)r(w, dt, dz).
As d = 2, we have
Lg(x, y) = x(∂g/∂y) + µ(x)(∂g/∂x) + 12σ
2(x)(∂2g/∂x2)
+
∫
E
{g(x+ c(x, z), y)− g(x, y)− ∂g∂x · c(x, z)}f(z)dz.
(26)
Lemma 2 [Jacod [14]] A sequence of R−valued variables {ζn,i : i ≥ 1} defined
on the filtered probability space (Ω,F , (F)t≥0,P) is Fi∆n−measurable for all n, i.
Assume there exists a continuous adapted R−valued process of finite variation
Bt and a continuous adapted and increasing process Ct, for any t > 0, we have
sup
0≤s≤t
∣∣ [s/∆n]∑
i=1
E
[
ζn,i|F(i−1)∆n
]−Bs∣∣ P−→ 0, (27)
[t/∆n]∑
i=1
(
E
[
ζ2n,i|F(i−1)∆n
]−E2[ζn,i|F(i−1)∆n])−Ct P−→ 0, (28)
[t/∆n]∑
i=1
E
[
ζ4n,i|F(i−1)∆n
] P−→ 0. (29)
Then the processes
[t/∆n]∑
i=1
ζn,i ⇒ Bt +Mt,
whereMt is a continuous process defined on the filtered probability space
(
Ω, P,F)
and which, conditionally on the the σ−filter F , is a centered Gaussian R−valued
process with E
[
M2t |F
]
= Ct.
Remark 9 Condition (29) is a conditional Lindeberg theorem or Lyapounov’s
condition, whose aims is to ensure that the limiting process is continuous. It is
a particular case of Theorem IX.7.28 in Jacod and Shiryayev [15].
Lemma 3 Under the Assumptions 1-9, for any random sequence {ηi∆n}ni=1
with max1 ≤i ≤n |ηi∆n | = op(1) and l = 0, 1, 2, we have
(i)
n∑
i=1
ψ
′
1(ui∆n + ηi∆n)K
(X˜(i−1)∆n − x
h
)(
X˜(i−1)∆n − x
)l
= nhl+1G1(x0)p(x0)kl(1 + op(1)),
(ii)
n∑
i=1
ψ
′
1(ui∆n + ηi∆n)R1
(
X˜(i−1)∆n
)
K
(X˜(i−1)∆n − x
h
)(
X˜(i−1)∆n − x
)l
= nhl+3
G1(x0)
2
µ
′′
(x0)p(x0)kl+2(1 + op(1)),
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where R1
(
X˜(i−1)∆n
)
= µ(X˜(i−1)∆n)− µ(x0)− µ
′
(x0)(X˜(i−1)∆n − x).
Proof. For (i), we have
n∑
i=1
ψ
′
1(ui∆n + ηi∆n)K
(X˜(i−1)∆n − x
h
)(
X˜(i−1)∆n − x
)l
=
n∑
i=1
ψ
′
1(ui∆n)K
(X˜(i−1)∆n − x
h
)(
X˜(i−1)∆n − x
)l
+
n∑
i=1
[
ψ
′
1(ui∆n + ηi∆n)− ψ
′
1(ui∆n)
]
K
(X˜(i−1)∆n − x
h
)(
X˜(i−1)∆n − x
)l
:= Tn1 + Tn2.
For Tn1,
1
nhl+1
Tn1 :=
1
nhl+1
n∑
i=1
ψ
′
1(ui∆n)K
(X˜(i−1)∆n − x
h
)(
X˜(i−1)∆n − x
)l
=
1
nhl+1
n∑
i=1
ψ
′
1(ui∆n)K
(X(i−1)∆n − x
h
)(
X(i−1)∆n − x
)l
+
1
nhl+1
n∑
i=1
ψ
′
1(ui∆n)
[
K
(X˜(i−1)∆n − x
h
)(
X˜(i−1)∆n − x
)l
−K
(X(i−1)∆n − x
h
)(
X(i−1)∆n − x
)l]
:=
1
nhl+1
T
′
n1 + δn.
For 1
nhl+1
T
′
n1, we only need to show
E
[ 1
nhl+1
T
′
n1
]
=
1
nhl+1
n∑
i=1
E
[
ψ
′
1(ui∆n)K
(X(i−1)∆n − x
h
)(
X(i−1)∆n − x
)l]
=
1
nhl+1
n∑
i=1
E
{
E
[
ψ
′
1(ui∆n)K
(X(i−1)∆n − x
h
)(
X(i−1)∆n − x
)l|X(i−1)∆n = x0]}
=
1
nhl+1
n∑
i=1
E
{
K
(X(i−1)∆n − x
h
)(
X(i−1)∆n − x
)l
E
[
ψ
′
1(ui∆n)|X(i−1)∆n = x0
]}
= G1(x0)
1
nhl+1
n∑
i=1
E
[
K
(X(i−1)∆n − x
h
)(
X(i−1)∆n − x
)l]
= G1(x0)p(x0)Kl,
by using the assumption on G1(x0) and the stationary density of the process
Xt, so we have
1
nhl+1
n∑
i=1
ψ
′
1(ui∆n)K
(X(i−1)∆n − x
h
)(
X(i−1)∆n − x
)l
= G1(x0)p(x0)Kl(1+op(1)).
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Now we mention a property of uniform boundedness of the increments between
X˜(i−1)∆n and X(i−1)∆n :
max
1≤i≤n
∣∣X˜(i−1)∆n −X(i−1)∆n∣∣
≤ max
1≤i≤n
1
∆n
∣∣ ∫ (i−1)∆n
(i−2)∆n
(Xs− −X(i−1)∆n)ds
∣∣
≤ max
1≤i≤n
sup
(i−2)∆n≤s≤(i−1)∆n
∣∣Xs− −X(i−1)∆n ∣∣
= Oa.s.(
√
∆n log(1/∆n)), (30)
For δn,
δn =
1
nhl+1
n∑
i=1
ψ
′
1(ui∆n)
[
K
(X˜(i−1)∆n − x
h
)(
X˜(i−1)∆n − x
)l −K(X(i−1)∆n − x
h
)(
X(i−1)∆n − x
)l]
=
1
nhl+1
n∑
i=1
ψ
′
1(ui∆n)
[
K
(X˜(i−1)∆n − x
h
)(
X˜(i−1)∆n − x
)l −K(X(i−1)∆n − x
h
)(
X˜(i−1)∆n − x
)l]
+
1
nhl+1
n∑
i=1
ψ
′
1(ui∆n)
[
K
(X(i−1)∆n − x
h
)(
X˜(i−1)∆n − x
)l −K(X(i−1)∆n − x
h
)(
X(i−1)∆n − x
)l]
:= δ1n + δ2n.
Here we only prove δ1n → 0 for simplicity, the same procedure can also be
applied to δ2n → 0.
E|δ1n| ≤ 1
nhl+1
n∑
i=1
E
∣∣ψ′1(ui∆n)[K(X˜(i−1)∆n − xh )−K(X(i−1)∆n − xh )](X˜(i−1)∆n − x)l∣∣
=
1
nhl+1
n∑
i=1
E
{∣∣[K(X˜(i−1)∆n − x
h
)
−K
(X(i−1)∆n − x
h
)](
X˜(i−1)∆n − x
)l
×∣∣E[|ψ′1(ui∆n)|∣∣X(i−1)∆n = x0]}
= G
′
1(x0)
1
hl+1
E
{∣∣K ′(ξni)X˜(i−1)∆n −X(i−1)∆n
hn
(
X˜(i−1)∆n − x
)l∣∣}
≤ G′1(x0) ·
√
∆n log(1/∆n)
hn
E
[ 1
hn
∣∣K ′(ξni)( X˜(i−1)∆n − x
hn
)l∣∣] −→ 0
by mean-value theorem for K(·), (30), the assumption on G1(x0), the stationary
density of the process Xt and assumption 5 with m = l.
For Tn2, for any given η > 0, let Λn = (δ1, δ1, · · ·, δn)T ,
Dη = {Λn : |δj | ≤ η, ∀j ≤ n},
Y (Λn) =
1
nhl+1
n∑
i=1
[
ψ
′
1(ui∆n + δj)− ψ
′
1(ui∆n)
]
K
(X˜(i−1)∆n − x
h
)(
X˜(i−1)∆n − x
)l
.
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Then
sup
Dη
|Y (Λn)| ≤ 1
nhl+1
n∑
i=1
sup
Dη
∣∣ψ′1(ui∆n+δj)−ψ′1(ui∆n)∣∣K(X˜(i−1)∆n − xh )∣∣X˜(i−1)∆n−x∣∣l.
Under the Assumption 9 and the fact that
∣∣X˜(i−1)∆n − x∣∣ ≤ Chn due to the
bounded support of the kernel function, we have
E sup
Dη
|Y (Λn)|
≤ 1
nhl+1
n∑
i=1
E[sup
Dη
∣∣ψ′1(ui∆n + δj)− ψ′1(ui∆n)∣∣K(X˜(i−1)∆n − xh )∣∣X˜(i−1)∆n − x∣∣l]
=
1
nhl+1
n∑
i=1
E
{
K
(X˜(i−1)∆n − x
h
)∣∣X˜(i−1)∆n − x∣∣lE[sup
Dη
∣∣ψ′1(ui∆n + δj)− ψ′1(ui∆n)∣∣X(i−1)∆n = x]}
≤ op(1) · 1
nhl+1
n∑
i=1
E
{
K
(X˜(i−1)∆n − x
h
)∣∣X˜(i−1)∆n − x∣∣l} = op(1),
Since max1 ≤i ≤n |ηi∆n | = op(1), then we can obtain Y (Λˆn) = op(1) with Λˆn =
(η1, η1, · · ·, ηn)T .
Finally, we get the result based on the above conclusions:
1
nhl+1
n∑
i=1
ψ
′
1(ui∆n + ηi∆n)K
(X˜(i−1)∆n − x
h
)(
X˜(i−1)∆n − x
)l
= G1(x0)p(x0)Kl(1+op(1)),
that is,
n∑
i=1
ψ
′
1(ui∆n + ηi∆n)K
(X˜(i−1)∆n − x
h
)(
X˜(i−1)∆n − x
)l
= nhl+1G1(x0)p(x0)Kl(1+op(1)).
The part (ii) can be obtained by the similar procedures as the detailed proof
of part (i) and the Taylor’s expansion, so we omit the details for simplicity
Lemma 4 Under the Assumptions 1-9, we have
√
∆n√
nh
 ∑ni=1 ψ(ui∆n)K( X˜(i−1)∆n−xh )∑n
i=1 ψ(ui∆n)K
(
X˜(i−1)∆n−x
h
)(
X˜(i−1)∆n−x
h
)
 D−→ N(0,Σ1),
where Σ1 = G2(x0)p(x0)V.
Proof. Denote
Π(X˜i∆n) :=
√
∆n√
nh
 ∑ni=1 ψ1(ui∆n)K( X˜(i−1)∆n−xh )∑n
i=1 ψ1(ui∆n)K
(
X˜(i−1)∆n−x
h
)(
X˜(i−1)∆n−x
h
)
 ,
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Π(Xi∆n) :=
√
∆n√
nh
 ∑ni=1 ψ1(u′i∆n)K(X(i−1)∆n−xh )∑n
i=1 ψ1(u
′
i∆n
)K
(
X(i−1)∆n−x
h
)(
X(i−1)∆n−x
h
)
where u
′
i∆n
=
Xi∆n−X(i−1)∆n
∆n
− µ(X(i−1)∆n) and Xi∆n are discretely sampled
from dXt = µ(Xt−)dt+ σ(Xt−)dWt +
∫
E
c(Xt−, z)r(ω, dt, dz).
Write
Π(X˜i∆n) = Π(Xi∆n) +
[
Π(X˜i∆n)−Π(Xi∆n)
]
,
hence to prove Π(X˜i∆n)
D−→ N(0,Σ1), it is sufficient to verify that Π(Xi∆n) D−→
N(0,Σ1) and Π(X˜i∆n)−Π(Xi∆n) P−→ 0.
Firstly, we prove that Π(Xi∆n)
D−→ N(0,Σ1).
To prove Π(Xi∆n)
D−→ N(0,Σ1), it is sufficient to prove that the linear
combination of the two components of Π(Xi∆n) :
k1Π(Xi∆n)11 + k2Π(Xi∆n)21 :=
n∑
i=1
qi
converges in law.
We can obtain that
∑n
i=1 qi
D−→ N(0, G2(x)p(x)[k21J0+2k1k2J1 + k22J2]) by
Lemma 2, if the following conditions hold
|S1| =
∣∣∑n
i=1 Ei−1[qi]
∣∣ P→ 0;
S2 =
∑n
i=1
(
Ei−1[qi2]− E2i−1[qi]
) P−→ G2(x)p(x)[k21J0 + 2k1k2J1 + k22J2];
S3 =
∑n
i=1Ei−1[qi
4]
P→ 0;
where Ei−1[ · ] = E[ · |Xti−1 ].
We will utilize the same technical details as 1
nhl+1
T
′
n1, hence more details are
omitted for simplicity in the following proofs.
For S1,
|S1|
=
∣∣∣√∆n√
nh
n∑
i=1
Ei−1
[
k1ψ1(u
′
i∆n)K
(X(i−1)∆n − x
h
)
+ k2ψ1(u
′
i∆n)K
(X(i−1)∆n − x
h
)(X(i−1)∆n − x
h
)]∣∣∣
≤
√
∆n√
nh
n∑
i=1
∣∣∣{k1K(X(i−1)∆n − x
h
)
+ k2K
(X(i−1)∆n − x
h
)(X(i−1)∆n − x
h
)
E
[
ψ1(u
′
i∆n)|X(i−1)∆n
]}∣∣∣
=
√
∆n√
nh
n∑
i=1
∣∣∣[k1K(X(i−1)∆n − x
h
)
+ k2K
(X(i−1)∆n − x
h
)(X(i−1)∆n − x
h
)]
O(∆n)
∣∣∣
=
√
∆n√
nh
· O(∆n)
n∑
i=1
∣∣∣[k1K(X(i−1)∆n − x
h
)
+ k2K
(X(i−1)∆n − x
h
)(X(i−1)∆n − x
h
)]∣∣∣
= O
(√∆n√
nh
·O(∆n) · nh ·
∣∣k1K0p(x) + k2K1p(x)∣∣)
= O
(√
nh∆3n
)
−→ 0.
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For S2, Similarly as S1,
∑n
i=1
(
E2i−1[qi]
)
= O(∆3n) · [k1K0p(x)+ k2K1p(x)]2 −→
0, it is sufficient to deal with the first part of S2.
n∑
i=1
Ei−1[qi2]
=
∆n
nh
n∑
i=1
Ei−1
{
ψ21(u
′
i∆n)
[
k1K
(X(i−1)∆n − x
h
)
+ k2K
(X(i−1)∆n − x
h
)(X(i−1)∆n − x
h
)]2}
=
∆n
nh
n∑
i=1
[
k1K
(X(i−1)∆n − x
h
)
+ k2K
(X(i−1)∆n − x
h
)(X(i−1)∆n − x
h
)]2
Ei−1
[
ψ21(u
′
i∆n)
]
= G2(x)
1
nh
n∑
i=1
[
k1K
(X(i−1)∆n − x
h
)
+ k2K
(X(i−1)∆n − x
h
)(X(i−1)∆n − x
h
)]2
P−→ G2(x)p(x)[k21J0 + 2k1k2J1 + k22J2],
so we have proved that S2 =
∑n
i=1
(
Ei−1[qi2]−E2i−1[qi]
) P−→ G2(x)p(x)[k21J0+
2k1k2J1 + k
2
2J2].
For S3,
n∑
i=1
Ei−1[qi4]
=
∆2n
(nh)2
n∑
i=1
Ei−1
{
ψ41(u
′
i∆n)
[
k1K
(X(i−1)∆n − x
h
)
+ k2K
(X(i−1)∆n − x
h
)(X(i−1)∆n − x
h
)]4}
=
1
∆nnh
· 1
nh
n∑
i=1
[
k1K
(X(i−1)∆n − x
h
)
+ k2K
(X(i−1)∆n − x
h
)(X(i−1)∆n − x
h
)]4
∆3nEi−1
[
ψ41(u
′
i∆n)
]
=
1
∆nnh
·Op(1) P−→ 0.
Finally, we prove Π(X˜i∆n) − Π(Xi∆n) P−→ 0, for which we only consider the
first component here due to the fact that we can prove the second component
by K(x) · x instead of K(x).
Π11(X˜i∆n)−Π11(Xi∆n)
=
√
∆n√
nh
n∑
i=1
ψ1(ui∆n)K
(X˜(i−1)∆n − x
h
)
−
√
∆n√
nh
n∑
i=1
ψ1(u
′
i∆n)K
(X(i−1)∆n − x
h
)
=
√
∆n√
nh
n∑
i=1
ψ1(ui∆n)K
(X˜(i−1)∆n − x
h
)
−
√
∆n√
nh
n∑
i=1
ψ1(u
′
i∆n)K
( X˜(i−1)∆n − x
h
)
+
√
∆n√
nh
n∑
i=1
ψ1(u
′
i∆n)K
(X˜(i−1)∆n − x
h
)
−
√
∆n√
nh
n∑
i=1
ψ1(u
′
i∆n)K
(X(i−1)∆n − x
h
)
:= δ3n + δ4n.
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For δ3n,
E[|δ3n|] =
√
∆n√
nh
n∑
i=1
E
[
K
(X˜(i−1)∆n − x
h
)
|ψ1(ui∆n)− ψ1(u
′
i∆n)|
]
=
√
∆n√
nh
n∑
i=1
E
{
K
(X˜(i−1)∆n − x
h
)
E
[
|ψ1(ui∆n)− ψ1(u
′
i∆n)||X(i−1)∆n = x
]}
= O(∆n) ·
√
n∆nhnE
[ 1
hn
K
(X˜(i−1)∆n − x
h
)]
= O(
√
n∆3nhn)→ 0,
because
E
[
ui∆n − u
′
i∆n
]
= E
[X˜(i+1)∆n − X˜i∆n
∆n
− Xi∆n −X(i−1)∆n
∆n
]
= O
(
∆n
)
.
For δ4n, it suffices to show that
lim
n→∞
E(δ4n) = 0, lim
n→∞
V ar(δ4n) = 0.
By the mean-value theorem, we have
E(δ4n) =
√
∆n√
nh
n∑
i=1
E
[
ψ1(u
′
i∆n)
(
K
(X˜(i−1)∆n − x
h
)
−K
(X(i−1)∆n − x
h
))]
=
√
∆n√
nh
n∑
i=1
E
[
ψ1(u
′
i∆n)K
′
(ξni)
X˜(i−1)∆n −X(i−1)∆n
h
]
=
√
∆n√
nh
n∑
i=1
E
{
K
′
(ξni)
X˜(i−1)∆n −X(i−1)∆n
h
E[ψ1(u
′
i∆n)|X(i−1)∆n = x]
}
= O(∆n) ·
√
∆n√
nh
n∑
i=1
E
[
K
′
(ξni)
X˜(i−1)∆n −X(i−1)∆n
h
]
= O(∆n) ·
√
n∆n√
h
E
[
K
′
(ξni)
X˜(i−1)∆n −X(i−1)∆n
h
]
,
Hence, by the equation (30),
|E(δ4n)| ≤ O(∆n) ·
√
n∆n√
h
E
[
|K ′(ξni)|
|X˜(i−1)∆n −X(i−1)∆n |
h
]
≤ O(∆n) ·
√
n∆n√
h
√
∆n log(1/∆n)E
[ 1
h
|K ′(ξni)|
]
= O(∆n ·
√
n∆2n log(1/∆n)√
h
)→ 0.
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Moreover,
V ar(δ4n) =
1
h2n
V ar
[ 1√
n
n∑
i=1
√
∆nψ1(u
′
i∆n)
1√
hn
K
′
(ξni)
(
X˜(i−1)∆n −X(i−1)∆n
)]
:=
1
h2n
V ar
[ 1√
n
n∑
i=1
fi
]
We find V ar[ 1√
n
∑n
i=1 fi] =
1
n
∑n
i=1 V ar[fi] + εn where εn represents the sum
of 2n
∑n−1
j=1
∑n
i=j+1 terms involving the autovariances.
Firstly, we prove that E[f2i ] <∞. Now we calculate E[f2i ]:
E[f2i ] = E
[
∆nψ
2
1(u
′
i∆n)
1
hn
K
′2(ξni)
(
X˜(i−1)∆n −X(i−1)∆n
)2]
= E
{ 1
hn
K
′2(ξni)
(
X˜(i−1)∆n −X(i−1)∆n
)2
E
[
∆nψ
2
1(u
′
i∆n)|X(i−1)∆n = x
]}
= G2(x)E
[ 1
hn
K
′2(ξni)
(
X˜(i−1)∆n −X(i−1)∆n
)2]
≤ G2(x)∆n log(1/∆n)E
[ 1
hn
K
′2(ξni)
]
= O
(
∆n log(1/∆n)
)
<∞.
Then, we prove that the series εn = O(
1
∆αn
). It is known that {Xi∆n , i =
1, 2, · · · } and {X˜i∆n , i = 1, 2, · · · } are stationary and ρ−mixing with the same
size. Moreover, measurable functions of ρ−mixing processes are ρ−mixing with
the same size in the space of square integrable functions according to the defi-
nation of ρ−mixing.
fi :=
√
∆nψ1(u
′
i∆n)
1√
hn
K
′
(ξni)
(
X˜(i−1)∆n −X(i−1)∆n
)
.
We have already proved E[f2i ] < ∞ above, so fi is stationary under As-
sumption 2 and ρ−mixing with the same size as {Xi∆n , i = 1, 2, · · · } and
{X˜i∆n , i = 1, 2, · · · }. Hence |εn| ≤ 8n
∑n−1
j=1
∑n
i=j+1 ρ((i− j)∆n)Ef22 = O(Ef
2
2
∆αn
).
So the series εn = O(
∆n log(1/∆n)
∆αn
).
One easily obtains V ar[ 1√
n
∑n
i=1 fi] = O(
∆n log(1/∆n)
∆αn
). In conclusion,
V ar[δ4n] =
1
h2n
V ar[
1√
n
n∑
i=1
fi] = O
(∆n log(1/∆n)
h2n∆
α
n
)
→ 0 as n→∞.
So δ4n → 0 can be deduced from the above considerations.
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6.2 The proof of Theorem 1
Proof. (i) Firstly, we prove the consistency of the local M-estimators for µ(x)
and µ
′
(x). Write
Ln(r) =
n∑
i=1
ρ1
( X˜(i+1)∆n − X˜i∆n
∆n
− a1− b1
(
X˜(i−1)∆n − x
))
K
(X˜(i−1)∆n − x
hn
)
,
and
r = (a1, hb1)
T , r0 = (µ(x0), hµ
′
(x0))
T .
Denote Sε = {r : ||r − r0|| = ε}: the circle centered at r0 with radius ε, we will
prove that for any sufficiently small ε,
lim
n→∞
P{ inf
r∈Sε
Ln(r) > Ln(r0) = 0} = 1. (31)
We have
ri∆n = (r − r0)T
(
1
X˜(i−1)∆n−x0
hn
)
= (a1 − µ(x0), hb1 − hµ
′
(x0))
(
1
X˜(i−1)∆n−x0
hn
)
= a1 − µ(x0) + (hb1 − hµ
′
(x0))
X˜(i−1)∆n − x0
hn
= a1 − µ(x0) + (b1 − µ
′
(x0))(X˜(i−1)∆n − x0)
= a1 + b1(X˜(i−1)∆n − x0)− µ(x0)− µ
′
(x0)(X˜(i−1)∆n − x0)
= a1 + b1(X˜(i−1)∆n − x0) +R1(X˜(i−1)∆n)− µ(X˜(i−1)∆n)
= a1 + b1(X˜(i−1)∆n − x0) +R1(X˜(i−1)∆n)−
(X˜(i+1)∆n − X˜i∆n
∆n
− ui∆n
)
+
[
µ(X(i−1)∆n)− µ(X˜(i−1)∆n)
]
,
where R1(X˜(i−1)∆n) = µ(X˜(i−1)∆n)− µ(x0)− µ
′
(x0)(X˜(i−1)∆n − x0).
25
For r ∈ Sε, we have
Ln(r) − Ln(r0)
=
n∑
i=1
ρ1
( X˜(i+1)∆n − X˜i∆n
∆n
− a1 − b1
(
X˜(i−1)∆n − x
))
K
(X˜(i−1)∆n − x
hn
)
−
n∑
i=1
ρ1
(X˜(i+1)∆n − X˜i∆n
∆n
− µ(x0)− µ
′
(x0)
(
X˜(i−1)∆n − x
))
K
(X˜(i−1)∆n − x
hn
)
=
n∑
i=1
K
(X˜(i−1)∆n − x
hn
)[
ρ1
(
ui∆n +R1(X˜(i−1)∆n)− ri∆n + ǫ1
)
−
ρ1
(
ui∆n +R1(X˜(i−1)∆n) + ǫ1
)]
=
n∑
i=1
K
(X˜(i−1)∆n − x
hn
)∫ ui∆n+R1(X˜(i−1)∆n )−ri∆n
ui∆n+R1(X˜(i−1)∆n )
ψ1(s+ ǫ1)ds
=
n∑
i=1
K
(X˜(i−1)∆n − x
hn
)∫ ui∆n+R1(X˜(i−1)∆n )−ri∆n
ui∆n+R1(X˜(i−1)∆n )
{
ψ1(ui∆n) + ψ
′
1(ui∆n)(s− ui∆n) +
+
[
ψ1(s+ ǫ1)− ψ1(ui∆n)− ψ
′
1(ui∆n)(s− ui∆n)
]}
ds
:= Ln1 + Ln2 + Ln3,
where ǫ1 = µ(X(i−1)∆n)− µ(X˜(i−1)∆n).
In the subsequent part, we will show three asymptotic results:
Ln1 = op(nhε), (32)
Ln2 =
nh
2
(r − r0)TG1(x0)p(x0)U(1 + op(1))(r − r0) +Op(nh3ε), (33)
Ln2 = op(nhε
2). (34)
As for Ln1, we have
Ln1 =
n∑
i=1
K
(X˜(i−1)∆n − x
hn
)∫ ui∆n+R1(X˜(i−1)∆n )−ri∆n
ui∆n+R1(X˜(i−1)∆n )
ψ1(ui∆n)ds
=
n∑
i=1
K
(X˜(i−1)∆n − x
hn
)
ψ1(ui∆n)(−ri∆n)
= −(r − r0)T
n∑
i=1
K
(X˜(i−1)∆n − x
hn
)
ψ1(ui∆n)
(
1
X˜(i−1)∆n−x0
hn
)
= −(r − r0)TWn,
where
Wn =
 ∑ni=1 ψ1(ui∆n)K( X˜(i−1)∆n−xhn )∑n
i=1 ψ1(ui∆n)K
(
X˜(i−1)∆n−x
hn
)
X˜(i−1)∆n−x0
hn
 .
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According to Lemma 4, we have E(Wn) = 0 and
V ar(Wn) =
nh
∆n
G2(x0)p(x0)V (1 + op(1)).
So we have Wn = Op(
√
nh
∆n
) = op(
√
nh) by the fact of Wn = E(Wn) +
Op
(√
V ar(Wn)
)
and the assumption nh∆n → 0, which implies that (32) holds
for r ∈ Sε.
As for Ln2, we have
Ln2 =
n∑
i=1
K
(X˜(i−1)∆n − x
hn
) ∫ ui∆n+R1(X˜(i−1)∆n )−ri∆n
ui∆n+R1(X˜(i−1)∆n )
ψ
′
1(ui∆n)(s− ui∆n)ds
=
1
2
n∑
i=1
K
(X˜(i−1)∆n − x
hn
)
ψ
′
1(ui∆n)
[(
R1(X˜(i−1)∆n)− ri∆n
)2 −R21(X˜(i−1)∆n)]
=
1
2
n∑
i=1
K
(X˜(i−1)∆n − x
hn
)
ψ
′
1(ui∆n)
[
r2i∆n − 2R1(X˜(i−1)∆n)ri∆n
]
=
1
2
n∑
i=1
K
(X˜(i−1)∆n − x
hn
)
ψ
′
1(ui∆n)(r − r0)T
 1 X˜(i−1)∆n−x0hn
X˜(i−1)∆n−x0
hn
(
X˜(i−1)∆n−x0
)2
h2n
 (r − r0)
−
n∑
i=1
K
(X˜(i−1)∆n − x
hn
)
ψ
′
1(ui∆n)R1(X˜(i−1)∆n)ri∆n
:= Ln21 + Ln22.
Applying Lemma 3 with l = 0, 1, 2 respectively, it can be similarly obtained
Ln21 =
1
2
n∑
i=1
K
(X˜(i−1)∆n − x
hn
)
ψ
′
1(ui∆n)(r − r0)T
 1 X˜(i−1)∆n−x0hn
X˜(i−1)∆n−x0
hn
(
X˜(i−1)∆n−x0
)2
h2n
 (r − r0)
=
nh
2
(r − r0)TG1(x0)p((x0))
(
K0 K1
K1 K2
)
(1 + op(1))(r − r0)
=
nh
2
(r − r0)TG1(x0)p(x0)U(1 + op(1))(r − r0)
and
Ln22 = −
n∑
i=1
K
(X˜(i−1)∆n − x
hn
)
ψ
′
1(ui∆n)R1(X˜(i−1)∆n)ri∆n
= −(r − r0)T
n∑
i=1
K
(X˜(i−1)∆n − x
hn
)
ψ
′
1(ui∆n)R1(X˜(i−1)∆n)
(
1
X˜(i−1)∆n−x0
hn
)
= −nh
3
n
2
(r − r0)TG1(x0)µ
′′
((x0))p(x0)
(
K2
K3
)
(1 + op(1))
= Op(nh
3ε).
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As a conclusion,
Ln2 = Ln21 +Ln22 =
nh
2
(r− r0)TG1(x0)p(x0)U(1 + op(1))(r− r0) +Op(nh3ε).
As for Ln3, we get
Ln3
=
n∑
i=1
K
(X˜(i−1)∆n − x
hn
)∫ ui∆n+R1(X˜(i−1)∆n )−ri∆n
ui∆n+R1(X˜(i−1)∆n )
[
ψ1(s+ ǫ1)− ψ1(ui∆n)− ψ
′
1(ui∆n)(s− ui∆n)
]
ds
=
n∑
i=1
K
(X˜(i−1)∆n − x
hn
)∫ R1(X˜(i−1)∆n )−ri∆n
R1(X˜(i−1)∆n )
[
ψ1(ui∆n + s+ ǫ1)− ψ1(ui∆n)− ψ
′
1(ui∆n)s
]
ds
=
n∑
i=1
K
(X˜(i−1)∆n − x
hn
)[
ψ1(ui∆n + zi∆n + ǫ1)− ψ1(ui∆n)− ψ
′
1(ui∆n)zi∆n
]
(−ri∆n)
= −(r − r0)T
n∑
i=1
K
(X˜(i−1)∆n − x
hn
)
×
×
[
ψ1(ui∆n + zi∆n + ǫ1)− ψ1(ui∆n)− ψ
′
1(ui∆n)zi∆n
]( 1
X˜(i−1)∆n−x0
hn
)
where the second equation follows from the mean-value theorem and zi∆n lies
between R1(X˜(i−1)∆n)− ri∆n and R1(X˜(i−1)∆n) for i = 1, 2, · · ·, n.
For
∣∣X˜(i−1)∆n − x∣∣ ≤ hn based on the bounded compact of K(·), we have
max
i
∣∣zi∆n + ǫ1∣∣ ≤ max
i
∣∣R1(X˜(i−1)∆n)∣∣+ ∣∣∣(r − r0)T
(
1
X˜(i−1)∆n−x0
hn
)∣∣∣+ |ǫ1|
≤ max
i
∣∣R1(X˜(i−1)∆n)∣∣+ 2ε+ C√∆nlog(1/∆n), (35)
where ǫ1 = µ(X(i−1)∆n)−µ(X˜(i−1)∆n) = µ
′
(ξn,i)(X(i−1)∆n−X˜(i−1)∆n), ξn,i lies
between X(i−1)∆n for i = 1, 2, · · ·, n and X˜(i−1)∆n and C denotes
∣∣maxi µ′(ξn,i)∣∣.
Meanwhile, by the Taylor expansion,
max
i
∣∣R1(X˜(i−1)∆n)∣∣ = maxi ∣∣µ(X˜(i−1)∆n)− µ(x0)− µ′(x0)(X˜(i−1)∆n − x0)∣∣
= max
i
∣∣1
2
µ
′′
(θn,i)(X˜(i−1)∆n − x0)
∣∣
= Op(h
2
n), (36)
where θn,i lies between X˜(i−1)∆n and x0 for i = 1, 2, · · ·, n.
For fixed ε (which tends to zero) and any ∆n < ε
2, by equations (35) - (36),
the Assumption 9 and the similar argument as that in Lemma 3 (i) for Tn2, we
obtain
Ln2 = op(nhε
2).
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Let λ be the smallest eigenvalue of the positive definite matrix U. Then for
any r ∈ Sε (fixed ε but sufficiently small tending to zero), we have
Ln(r) − Ln(r0) = Ln1 + Ln2 + Ln3
=
nh
2
(r − r0)TG1(x0)p(x0)U(1 + op(1))(r − r0) + op(nhε2)
≥ nh
2
G1(x0)p(x0)λε
2(1 + op(1)) + op(nhε
2).
So we have
lim
n→∞
P
{
inf
r∈Sε
(
Ln(r)−Ln(r0)
) ≥ nh
2
G1(x0)p(x0)λε
2(1+op(1)) > 0
}
= 1, (37)
which implies that (31) holds.
By (31), Ln(r) has a local minimum in the interior of Sε, so at the local
minimum, (13) and (14) must be satisfied. Let be (µˆn(x0), hµˆ
′
n(x0))
T the closest
solutions to r0 = (µ(x0), hµ
′
(x0))
T , then
lim
n→∞
P
{
(µˆn(x0)− µ(x0))2 + h2n(µˆ
′
n(x0)− µ
′
(x0))
2 ≤ ε2
}
= 1,
which implies the consistency of the local M-estimators of µˆn(x0) and µˆ
′
n(x0).
(ii) Finally, we prove the normality of the local M-estimators of µˆn(x0) and
µˆ
′
n(x0) for µ(x) and µ
′
(x). Let
ηˆi∆n = R1(X˜(i−1)∆n)− (µˆn(x0)− µ(x0))− (µˆ
′
n(x0)− µ
′
(x0))(X˜(i−1)∆n − x0),
(38)
we have
X˜(i+1)∆n − X˜i∆n
∆n
= ui∆n + µ(X(i−1)∆n)
= ui∆n + µ(X(i−1)∆n)− µ(x0)− µ
′
(x0)(X˜(i−1)∆n − x0)
+µ(x0) + µ
′
(x0)(X˜(i−1)∆n − x0)
= ui∆n + [µ(X(i−1)∆n)− µ(X˜(i−1)∆n)] +R1(X˜(i−1)∆n)
+µˆn(x0) + µˆ
′
n(x0)(X˜(i−1)∆n − x0) + ηˆi∆n −R1(X˜(i−1)∆n)
= ui∆n + [µ(X(i−1)∆n)− µ(X˜(i−1)∆n)] + µˆn(x0) + µˆ
′
n(x0)(X˜(i−1)∆n − x0) + ηˆi∆n
= µˆn(x0) + µˆ
′
n(x0)(X˜(i−1)∆n − x0) + ui∆n + ηˆi∆n + ǫ1.
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Therefore, it follows from equation (13) with a1 = µˆn(x0) and b1 = µˆ
′
n(x0) that(
0
0
)
=
n∑
i=1
ψ1
(
ui∆n + ηˆi∆n + ǫ1
)
K
(X˜(i−1)∆n − x
hn
)( 1
X˜(i−1)∆n−x
hn
)
=
n∑
i=1
[
ψ1(ui∆n) + ψ
′
1(ui∆n)ηˆi∆n +
[
ψ1(ui∆n + ηˆi∆n + ǫ1)− ψ1(ui∆n)− ψ
′
1(ui∆n)ηˆi∆n
]]×
×K
(X˜(i−1)∆n − x
hn
)( 1
X˜(i−1)∆n−x
hn
)
:= Vn1 + Vn2 + Vn3,
where Vn1 =Wn.
By (38) and Lemma 3, we get
Vn2 =
n∑
i=1
ψ
′
1(ui∆n)R1(X˜(i−1)∆n)K
( X˜(i−1)∆n − x
hn
)( 1
X˜(i−1)∆n−x
hn
)
−
n∑
i=1
ψ
′
1(ui∆n)K
( X˜(i−1)∆n − x
hn
)
×
×
(
(µˆn(x0)− µ(x0)) + (µˆ′n(x0)− µ
′
(x0))(X˜(i−1)∆n − x0)
X˜(i−1)∆n−x
hn
[(µˆn(x0)− µ(x0)) + (µˆ′n(x0)− µ
′
(x0))(X˜(i−1)∆n − x0)]
)
=
n∑
i=1
ψ
′
1(ui∆n)R1(X˜(i−1)∆n)K
( X˜(i−1)∆n − x
hn
)( 1
X˜(i−1)∆n−x
hn
)
−
n∑
i=1
ψ
′
1(ui∆n)K
( X˜(i−1)∆n − x
hn
) 1 X˜(i−1)∆n−x0hn
X˜(i−1)∆n−x0
hn
(
X˜(i−1)∆n−x0
)2
h2n
( µˆn(x0)− µ(x0)
hn(µˆ
′
n(x0)− µ
′
(x0))
)
=
nh3
2
G1(x0)µ
”(x0)p(x0)
(
K2
K3
)
(1 + op(1))
−nhG1(x0)p(x0)
(
K0 K1
K1 K2
)
(1 + op(1))
(
µˆn(x0)− µ(x0)
hn(µˆ
′
n(x0)− µ
′
(x0))
)
=
nh3G1(x0)µ
”(x0)p(x0)
2
A(1 + op(1))− nhG1(x0)p(x0)U(1 + op(1))
(
µˆn(x0)− µ(x0)
hn(µˆ
′
n(x0)− µ
′
(x0))
)
:= Vn21 + Vn22.
Noting that for
∣∣X˜(i−1)∆n −x∣∣ ≤ hn based on the bounded compact of K(·), we
have
sup
i
|ηˆi∆n | = sup
i
∣∣R1(X˜(i−1)∆n)− (µˆn(x0)− µ(x0))− (µˆ′n(x0)− µ′(x0))(X˜(i−1)∆n − x0)∣∣
≤ sup
i
|R1(X˜(i−1)∆n)|+ |µˆn(x0)− µ(x0)|+ hn|µˆ
′
n(x0)− µ
′
(x0)|
= Op
(
h2n + |µˆn(x0)− µ(x0)|+ hn|µˆ
′
n(x0)− µ
′
(x0)|
)
= op(1),
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where the last equality follows from the consistency of (µˆn(x0), hnµˆ
′
n(x0)).
Then, by the Assumption 9, Assumption 6 and the similar argument as that
in Lemma 3 for Tn2 or Theorem 1 (i) for Ln3, we obtain
Vn3
=
n∑
i=1
[
ψ1(ui∆n + ηˆi∆n + ǫ1)− ψ1(ui∆n)− ψ
′
1(ui∆n)ηˆi∆n
]
K
(X˜(i−1)∆n − x
hn
)( 1
X˜(i−1)∆n−x
hn
)
= op(nh)
[
h2n + |µˆn(x0)− µ(x0)|+ hn|µˆ
′
n(x0)− µ
′
(x0)|+ c
√
∆nlog(1/∆n)
]
+ c · nh
√
∆nlog(1/∆n)
= op(nh)
[
h2n + |µˆn(x0)− µ(x0)|+ hn|µˆ
′
n(x0)− µ
′
(x0)|
]
= op(Vn22).
Therefore, by the equation Vn1 + Vn2 + Vn3 = 0, we have(
µˆn(x0)− µ(x0)
hn(µˆ
′
n(x0)− µ
′
(x0))
)
=
1
nh
G−11 (x0)p
−1(x0)U−1(1+op(1))Wn+
h2n
2
µ”(x0)U
−1A(1+op(1)),
which follows that√
nh∆n
[( µˆn(x0)− µ(x0)
hn(µˆ
′
n(x0)− µ
′
(x0))
)
− h
2
n
2
µ”(x0)U
−1A(1 + op(1))
]
= G−11 (x0)p
−1(x0)U−1(1 + op(1))
√
∆n√
nh
Wn.
Finally, by Lemma 4, Assumption 6 and the Slutsky’s Theorem, we can
prove √
nh∆n
[( µˆn(x0)− µ(x0)
hn(µˆ
′
n(x0)− µ
′
(x0))
)
− h
2
n
2
µ”(x0)U
−1A(1 + op(1))
]
= G−11 (x0)p
−1(x0)U−1(1 + op(1))
√
∆n√
nh
Wn
D−→ G−11 (x0)p−1(x0)U−1N(0,Σ1)
= N(0,
G2(x0)
G21(x0)p(x0)
U−1V U−1)
:= N(0,Σ2).
We have proved the consistency and the normality of the local M-estimators:
µˆn(x0) and µˆ
′
n(x0) for µ(x) and µ
′
(x).
6.3 The proof of Theorem 2
Proof. For simplicity, denote Hn as
(
1 0
0 hn
)
.
By (15), we deduce(
µ˜n(x0)− µ(x0)
hn
(
µ˜
′
n(x0)− µ
′
(x0)
)) = ( µˆ0(x0)− µ(x0)
hn
(
µˆ
′
0(x0)− µ
′
(x0)
))−HnW−1n Ψn(µˆ0(x0), µˆ′0(x0)),
(39)
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where
Wn =
(
∂
∂a1
Ψn1(µˆ0(x0), µˆ
′
0(x0)),
∂
∂b1
Ψn1(µˆ0(x0), µˆ
′
0(x0))
∂
∂a1
Ψn2(µˆ0(x0), µˆ
′
0(x0)),
∂
∂b1
Ψn2(µˆ0(x0), µˆ
′
0(x0))
)
:=
(
w11 w12
w21 w22
)
.
Let
δˆi∆n = R1(X˜(i−1)∆n)− (µˆ0(x0)− µ(x0))− (µˆ
′
0(x0)− µ
′
(x0))(X˜(i−1)∆n − x0),
then by the definitions of Ψn1 , Ψn2 and Lemma 3 (i), we have
w11 = −
n∑
i=1
ψ
′
1
(X˜(i+1)∆n − X˜i∆n
∆n
− µˆ0(x0)− µˆ
′
0(x0)
(
X˜(i−1)∆n − x0
))
K
(X˜(i−1)∆n − x0
hn
)
= −
n∑
i=1
ψ
′
1
(
ui∆n + δˆi∆n + ǫ1
)
K
(X˜(i−1)∆n − x0
hn
)
= −nhnG1(x0)p(x0)K0(1 + op(1)),
which follows from the fact that for
∣∣X˜(i−1)∆n − x∣∣ ≤ hn based on the bounded
compact of K(·), we have
sup
i
|δˆi∆n | = sup
i
∣∣R1(X˜(i−1)∆n)− (µˆ0(x0)− µ(x0))− (µˆ′0(x0)− µ′(x0))(X˜(i−1)∆n − x0)∣∣
≤ sup
i
|R1(X˜(i−1)∆n)|+ |µˆn(x0)− µ(x0)|+ hn|µˆ
′
n(x0)− µ
′
(x0)|
= Op
(
h2n + |µˆn(x0)− µ(x0)|+ hn|µˆ
′
n(x0)− µ
′
(x0)|
)
= Op
(
h2n +
1√
nhn∆n
)
= op(1),
and |ǫ1| = |µ(X(i−1)∆n) − µ(X˜(i−1)∆n)| = |µ
′
(ξn,i)(X(i−1)∆n − X˜(i−1)∆n)| =
C
√
∆nlog(1/∆n) = op
(
h2n +
1√
nhn∆n
)
.
In the similar arguments, we can obtain
w12 = w21 = −nh2nG1(x0)p(x0)K1(1 + op(1))
and
w22 = −nh3nG1(x0)p(x0)K2(1 + op(1)).
Combination of the above results leads to
Wn = −Hn
(
K0 K1
K1 K2
)
HnnhnG1(x0)p(x0)(1 + op(1))
and
W−1n = −H−1n (K0K2−K21)−1
(
K2 −K1
−K1 K0
)
H−1n (nhnG1(x0)p(x0))
−1(1+op(1)).
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Meanwhile, according to the denotation of δˆi∆n and the expression of Ψn1, we
get
Ψn1(µˆ0(x0), µˆ
′
0(x0))
=
n∑
i=1
ψ1
( X˜(i+1)∆n − X˜i∆n
∆n
− µˆ0(x0)− µˆ
′
0(x0)
(
X˜(i−1)∆n − x0
))
K
(X˜(i−1)∆n − x0
hn
)
=
n∑
i=1
ψ1
(
ui∆n + δˆi∆n + ǫ1
)
K
(X˜(i−1)∆n − x0
hn
)
=
n∑
i=1
[
ψ1(ui∆n) + ψ
′
1(ui∆n)δˆi∆n +
[
ψ1(ui∆n + δˆi∆n + ǫ1)− ψ1(ui∆n)− ψ
′
1(ui∆n)δˆi∆n
]]×
×K
(X˜(i−1)∆n − x0
hn
)
:= In1 + In2 + In3.
By virtue of Lemma 3 (ii) with ηˆi∆n = 0, it yields
In2
= −nhnG1(x0)p(x0)K0
(
µˆ0(x0)− µ(x0)
)
(1 + op(1))− nh2nG1(x0)p(x0)K1
(
µˆ
′
0(x0)− µ
′
(x0)
)
(1 + op(1))
+
G1(x0)
2
nh3nK2µ
′′
(x0)p(x0)(1 + op(1))
= −nhnG1(x0)p(x0)(1 + op(1))(K0,K1)
(
µˆ0(x0)− µ(x0)
hn
(
µˆ
′
0(x0)− µ
′
(x0)
))
+
G1(x0)
2
nh3nK2µ
′′
(x0)p(x0)(1 + op(1)).
Similarly as the procedure of Vn3, we can prove that
In3 = op(nh)
[
h2n + |µˆn(x0)− µ(x0)|+ hn|µˆ
′
n(x0)− µ
′
(x0)|
]
.
Substituting the results for In1, In2, In3, we obtain
Ψn1(µˆ0(x0), µˆ
′
0(x0)) =
G1(x0)
2
nh3nK2µ
′′
(x0)p(x0)(1 + op(1)) +
n∑
i=1
ψ1(ui∆n)K
(X˜(i−1)∆n − x0
hn
)
−nhnG1(x0)p(x0)(1 + op(1))(K0,K1)
(
µˆ0(x0)− µ(x0)
hn
(
µˆ
′
0(x0)− µ
′
(x0)
)) . (40)
In the similar way, we can show
Ψn2(µˆ0(x0), µˆ
′
0(x0))
=
G1(x0)
2
nh4nK3µ
′′
(x0)p(x0)(1 + op(1)) +
n∑
i=1
ψ1(ui∆n)K
( X˜(i−1)∆n − x0
hn
)(
X˜(i−1)∆n − x0
)
−nh2nG1(x0)p(x0)(1 + op(1))(K1,K2)
(
µˆ0(x0)− µ(x0)
hn
(
µˆ
′
0(x0)− µ
′
(x0)
)) . (41)
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Substituting Ψn1(µˆ0(x0), µˆ
′
0(x0)) and Ψn2(µˆ0(x0), µˆ
′
0(x0)) intoHnW
−1
n Ψn(µˆ0(x0), µˆ
′
0(x0)),
it follows
HnW
−1
n Ψn(µˆ0(x0), µˆ
′
0(x0)) = HnW
−1
n
G1(x0)
2
nh3nµ
′′
(x0)p(x0)(1 + op(1))Hn
(
K2
K3
)
−HnW−1n nhnG1(x0)p(x0)Hn
(
K0 K1
K1 K2
)(
µˆ0(x0)− µ(x0)
hn
(
µˆ
′
0(x0)− µ
′
(x0)
))
+HnW
−1
n Hn
n∑
i=1
ψ1(ui∆n)K
(X˜(i−1)∆n − x0
hn
)( 1
X˜(i−1)∆n−x0
hn
)
:= Jn1 + Jn2 + Jn3. (42)
Under a simple calculation, we can achieve
Jn1 = − µ
′′
(x0)h
2
n
2(K0K2 −K21)
(
K22 −K1K3
K0K3 −K1K2
)
(1 + op(1))
and
Jn2 =
(
µˆ0(x0)− µ(x0)
hn
(
µˆ
′
0(x0)− µ
′
(x0)
)) (1 + op(1)).
Hence, by (39) and (42), we get(
µ˜n(x0)− µ(x0)
h(µ˜
′
n(x0)− µ
′
(x0))
)
= (nhnG1(x0)p(x0))
−1
(
K0 K1
K1 K2
)−1 n∑
i=1
ψ1(ui∆n)K
(X˜(i−1)∆n − x0
hn
)( 1
X˜(i−1)∆n−x0
hn
)
+
µ
′′
(x0)h
2
n
2(K0K2 −K21)
(
K22 −K1K3
K0K3 −K1K2
)
+ op
(
h2n +
1√
nhn∆n
)
. (43)
The conclusion√
nh∆n
[( µ˜n(x0)− µ(x0)
h(µ˜
′
n(x0)− µ
′
(x0))
)
− h
2µ
′′
(x0)
2
U−1A
]
D−→ N(0,Σ2)
follows from (43) and Lemma 4, where Σ2 =
G2(x0)
G21(x0)p(x0)
U−1V U−1.
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