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Abstract 
The aim of this paper is to classify satellite imagery using moment's features extraction with K-Means clustering 
algorithm in remote sensing. Clustering is the assignment of objects into groups called clusters so that objects 
from the same cluster are more similar to each other than objects from different clusters. In this research, the 
study area chosen is to cover the area of Baghdad city in Iraq taken by landsat 8. The proposed work consists of 
two phases: training and classification. The training phase aims to extract the moment features (mean, standard 
deviation, and skewness) for each block of the satellite imagery and store as dataset used in classification phase 
to compute the similarity measurement.  The experimental result of classification showed that the image 
contains five distinct classes (rivers, agriculture area, buildings with vegetation, buildings without vegetation, 
and bare lands). The classification result assessment was carried out by comparing the result with a reference 
classified image achieved by Iraqi Geological Surveying Corporation (GSC). It is observed that both the user 
accuracy and producers' accuracy and hence overall classification accuracy are enhanced with percent 
92.12447%. 
 Keywords: k-Means; Image features; Remote sensing; Color Moments; Satellite Image Classification; 
Landcover.  
1. Introduction 
Remote sensing is the field that uses satellite imagery to enroll data from the Earth about specific object or 
phenomenon without physical contact. Remotely sensed data are contributed with information of ecosystems to 
offer opportunity for predicting and understanding the behavior of the Earth phenomenon [1].  
----------------------------------------------------------------------- 
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In modern terms, Aerial sensor technologies are used to detect and classify objects from the distance of Earth by 
electromagnetic radiation, its surface, atmosphere and oceans by means of propagated signals [2]. RS can be 
divided into supervised and unsupervised classification, but mostly it is cumbersome to obtain prior knowledge 
due to the effect of image noise, various characteristics and complex background. The significance of Earth 
observation in our future decision-making processes through Remote Sensing, Pattern recognition, automatic 
classification, clustering, Change detection, feature extraction and parameter estimation is advantageous for 
economic reasons, disaster management, and high yield of crop production, deforestation, security and 
surveillance [3]. Land cover refers to the features of the land surface. These can be natural or man-made. The 
main reason for producing land cover maps is to give us an idea of what all natural and built resources exist [4]. 
Satellite image classification is the most significant technique used in remote sensing for the computerized study 
and pattern recognition of satellite information, which is the process that involves grouping the image pixel 
values into meaningful categories [5, 6]. ]. The study area chosen for research is cover the area of Baghdad city 
in Iraq taken by landsat 8 with an spatial resolution 30 Km and the total area covered of 185 kilometer (115 
mile) wide swath. The reasons for the selection of this region are based on the area having 5 types of land and 
being used with support for the interpretation. These types are rivers, agriculture area, Buildings with 
vegetation, Buildings without vegetation, and bare lands. The geographical position of Baghdad region and its 
land patterns are shown in Figure 1. 
 
Figure 1: geographical position of Baghdad. 
In this paper we propose a method for classifying satellite image based on color moment features clustering. 
Concept of color moment is extended to obtain the features and k-means algorithm is applied to cluster and 
classify the images. The rest of paper is organized as follows. Section 2 provides an overview of the previous 
work related to satellite image segmentation and classification. Section 3 illustrates methodology about image 
classification techniques. Section 4 discusses the proposed approach algorithm. Section 5 describes 
experimental results and discussion. Finally, the conclusion is given in Section 6. 
2. Related work  
Many literatures are devoted to satellite image segmentation and classification. They differ in many aspects such 
as, material images, used approach, or even the application limitations. The feasibility of using color features-
based classification method for satellite images is investigated in the following: 
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 In [7], a novel method is presented for unsupervised classification in multi-temporal optical image based on 
DWT feature extraction and K-Means clustering is proposed. After preprocessing the optical image is feature 
extracted using the discrete wavelet transform. The feature extracted image feature reduction is performed using 
energy based selection. Finally, different K means clustering is performed and analyzed using MATLAB and 
ground truth data for improving classification accuracy. In [8], methodology is presented. It was provided for 
the Landcover classification of satellite images based on clustering of the Kohonen’s self-organizing map 
(SOM). The implementation showed reasonable results. A segmentation and classification of remote sensing 
images were established in [9]. The classified image is given to k-Means algorithm and back propagation 
algorithm of ANN to calculate the density count. The excremental result found that k-means algorithm gives 
very high accuracy, but it is useful for single database at a time. Anil [10] proposed the segmentation method 
called Color –based K-means clustering, by first enhancing color separation of satellite image using 
decorrelation stretching then grouping the regions a set of five classes using K-means clustering algorithm. In 
[11], an efficient image classification technique for satellite images was proposed; the work done with the aid of 
KFCM and artificial neural network (NN). In spite of relatively long implementation time, the classification 
results were valued. Furthermore, a cellular with fuzzy rules for classifying the satellite image was implemented 
in [12].  
The quality of classified image was also analyzed, and the results indicate the ability of evolutionary algorithms 
for classifying the satellite images. In [13] a method is proposed for area classification of Landsat7 satellite 
image using area clustering method, which depends on pixel aggregation after distributing some seeds in the test 
image. The assessment showed accurate classification result. In [14], it is presented that SVM algorithm shows 
better performance than the maximum likelihood estimation method for the classification of satellite images. In 
comparison with maximum likelihood SVM shows overall accuracy above 92%. The objective of this work is to 
use SVM technique for classifying multispectral satellite image dataset and comparing the overall accuracy with 
the conventional image classification method. 
3. Methodology 
To classify features in an image by using the elements of visual interpretation, an analyst identifies the 
homogeneous regions that represent various features. The classification algorithms are based on the assumption 
that the image to be processed contains one or more features, such as spectral region in remote sensing case. 
Each of these features belongs to distinct class [15]. 
Image classification can be performed using two different approaches: supervised and unsupervised. In 
supervised classification, the classes are specified by providing the sample set of data by analyst to supervised 
classification [16] while in unsupervised classification the algorithm automatically groups the pixels with 
similar moment features, such as mean, Standard deviation, and others into unique clusters based on some 
statistically determined criteria. The analyst then relabels and combines the spectral clusters into information 
classes [17]. In this paper, the K-means clustering algorithm based on color moments are used to extract features 
and classify satellite images. The following sections describe the concepts of the used features: color features 
and clustering based on K-Means. 
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3.1 Preprocessing  
A preprocessing stage seeks to improve and enhance the visual image appearance of the image under 
consideration. This stage is relied on the intensity of pixels with no effect of the correlation of adjacent pixels. 
Such enhancement leads to improve the distinguishing between image features, which can be achieved by 
applying the following relation on the image:  
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Where, Ie(x,y) represents the new enhanced image, Io(x,y) is the original image, x, and y  are indices of the pixel 
in the image. l represents the bottom 1% of all pixel values of original image, and h represents the top 1% of all 
pixel values of original image [18]. 
3.2 Satellite Image Partitioning 
Uniform image partitioning is a process of dividing the image into square blocks of uniform size. This process is 
not concerned with the spectral distribution of the image; it is just geometrical partition. 
In this paper, the size of block is 4×4 depends on the amount of spatial resolution of the image.  
It is taken into account that low resolution image is divided into a number of blocks is less than that of higher 
resolution image. This is for credit enough information are containing in each block. 
3.3 Color Features 
Color is a widely used important feature for image representation. This is quite important as it is invariant with 
respect to scaling, translation and rotation of an image. Color space, color quantification and similarity 
measurement are the key components of color feature extraction [19]. A basic color image could be described as 
three layered image with each layer as Red, Green and Blue and a as shown in Figure 2. 
 
Figure 2: Image Component. 
 
A) Color Features Extraction 
Feature extraction is a sort of dimensionality reduction that efficiently represents a region of an image as a 
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compact feature vector or the process in which certain features of interest within an image are detected and 
represented for further processing. Color moments are measures that can be used to differentiate images based 
on their features of color. The basis of color moments set in the assumption is that the distribution of color in an 
image can be interpreted as a probability distribution.  
Probability distributions are characterized by a number of unique moments (e.g. Normal distributions are 
differentiated by their mean and variance). It therefore follows that if the color in an image follows a certain 
probability distribution, the moments of that distribution can then be used as features to identify that image 
based on color.  
The mean, standard deviation, and Skewness of an image are known as color moments used to extract features 
for each block of the three color component. Following equations that definine the mean, standard deviation, 
and Skewness of an image of size W × H [20]: 
MOMENT 1 – Mean: 
𝜇𝜇 = 1
𝑊𝑊𝑊𝑊
∑ ∑ 𝐹𝐹𝑖𝑖𝑖𝑖
ℎ−1
𝑖𝑖=0
𝑤𝑤−1
𝑖𝑖=0                             … (2) 
Where  μ is the mean of the image or sub block of image, Fijis the value of the ij-image pixel, H is the height of 
the image, and W is the width of the image. It can be understood as the average color value in the image or sub 
block of image. 
MOMENT 2 – Standard Deviation: 
The standard deviation is the square root of the variance of the distribution. 
SD =𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆( 1
𝑊𝑊𝑊𝑊
∑ ∑ (𝐹𝐹𝑖𝑖𝑖𝑖  − 𝜇𝜇 )2𝑊𝑊−1𝑖𝑖=0𝑊𝑊−1𝑖𝑖=0 )       … (3) 
MOMENT 3 – Skewness: 
S =( 1
𝑊𝑊𝑊𝑊
∑ ∑ (𝐹𝐹𝑖𝑖𝑖𝑖  − 𝜇𝜇 )3𝑊𝑊−1𝑖𝑖=0𝑊𝑊−1𝑖𝑖=0 )1/3        … (4) 
Skewness can be understood as a measure of the degree of asymmetry in the distribution. 
3.4 K Means Clustering Algorithm 
K-means is one of the simplest unsupervised learning algorithms in which each point is assigned to only one 
particular cluster. Feature extraction is the most important step of any recognition and classification system. The 
goal of k-means is to reduce the variability within the cluster.  
The procedure follows a simple, easy and iterative way to classify a given data set through a certain number of 
clusters (assume k clusters) fixed a priori. The procedure consists of the following steps [9]: 
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Step 1: Sets the number of cluster k. 
Step 2: Determines the centroid coordinate. 
Step 3: Determines the distance of each object to the centroids. 
Step 4: Groups the object based on minimum distance. 
Step 5: Continues from step 2 until convergence where no object moves from one group to another. 
4. Proposed approach 
The generic structure of the proposed work is shown in Figure (3). It is shown that a method is designed to 
consist of two phases: the training and classification. The training is responsible for collecting sample image 
classes to be stored as in database. However, the classification is responsible for verifying the test image pixels 
in comparison with the trained models found in the database. Both phases are composed of three stages 
including: image preprocessing, image partitioning, and features extraction mentioned in sections 3.1, 3.2, and 
3.3 respectively. 
4.1 Training Phase 
The training of dataset is an important step in the image classification. It is used for determining the image 
classes as shown in figure 3.  
The color moment's features (mean, standard deviation, and skewness) are extracted for each image block as a 
vector for each feature and stored in 2D array, and then K-Means algorithm is used for grouping these features 
and then determining the best clusters (centroids) within the resulted features. The image part belongs or closes 
to each centroid are stored in database to be used in the classification phase. 
4.2 Classification Phase 
The classification phase is carried out after performing the training phase. The classification method depends on 
the comparison of spectral value of each pixel with the established database, and it depends on the proximity of 
each pixel into the available classes in the database.  
The classification is carried out by computing the similarity measure (𝑆𝑆𝑘𝑘) between each pixel in the enhanced 
image Fij and the means μ as given in equation (5). The maximum value of 𝑆𝑆𝑚𝑚𝐾𝐾 refers to the class to which 
image pixel is belonging. 
Sk = 1 − �μ − Fij�                             … (5) 
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Figure 3: Block diagram of proposed classification method. 
 
5. Experimental results and discussion  
The Landsat 8 ETM+ data has been used to identify the features in area of interest (AOI). The resolution of input 
satellite image is 1024x1024 pixels, which carried acceptable range of informatics details about the image of 
consideration as shown in figure 4. It can be classified into five categories: rivers (C1), agriculture area (C2), 
buildings with vegetation (C3), buildings without vegetation (C4), and bare lands (C5).  
 
Figure 4: Color satellite image. 
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The first phase of the proposed work computes color moments for each block of the three color components. 
Each block yields a feature vector of three elements as discussed in section 3.3 i.e. mean, standard deviation and 
skewness. The database contains moment's features values of image blocks corresponding to the final best 
centroids resulted from applying the K-Means on the image blocks as discussion in section 3.4 and 4.1, where 
the number of iterations needed to get convergence is 12. Each of the best five centroids represents a feature for 
a specific block. The mean of each block shown in Table (2). 
 
 
 
 
 
 
The K means Clustering algorithm using the results of color features clustering is applied and Classification 
obtained is shown in Figure.5. What is obtained is that the proposed approach was able to sense the small 
variation found in some image regions, truly classifying the fine details of that regions. In the classified image, 
rivers are shown in blue, agricultural area in green, building with vegetation in pink, and bare land in yellow 
color.  Based on commonly used performance measures in satellite image classification, a reference image of 
the same area study is classified by Iraqi Geological Surveying Corporation (IGSC) used for purpose of 
comparison. This image is classified by Maximum Likelihood Method using ArcGIS software version 9.3. Each 
individual class covers an area and it has a number of pixels shown in Table 2.  
 
Figure 5: Classified imagery using color feature clustering 
Table 1: five classes with the best Centroids. 
Classes Best Centroids 
Rivers 25 
Agricultural area 83 
Buildings with vegetation 115 
Buildings without vegetation 184 
bare lands 240 
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Table 2: No. of pixel with cover area for each class in 
classified image. 
 
Classes No. Pixels Area Covers (m2) 
Rivers 96089 2882670 
Agricultural area 152278 4568340 
Buildings with 
vegetation 
292375 8771250 
 
Buildings without 
vegetation 
453595 
 
1.360785E+07 
 
Bare lands 54239 1627170 
Generally speaking, classification algorithm evaluation is conducted by the Confusion Matrix. The Confusion 
Matrix is composed of the number cmij of elements from the class i classified in the class j. The data produced 
in a classification scheme are the counts of the correct and incorrect classifications from each class and this 
information is displayed in a Confusion Matrix, which is a form of contingency table showing the differences 
between the true and predicted classes for a set of labeled data [21]. A matrix representing classification 
accuracy test (%) for the classification has been neatly constructed as shown in Table 3 that shows Confusion 
matrix accuracy, with the overall performance and classification for accuracy percentage of as 92.12447 %, 
where each class we refer are .  
Table 3: Confusion Matrix/ Precision-Recall values for satellite 
imagery classification. 
 
True Classes Producer 
Accurac
y 
(Precisio
n)% 
C1 C2 C3 C4 C5 
C
la
ss
es
 /C
la
ss
ifi
er
 r
es
ul
ts
 C1 
9608
9 0.0 0.0 0.0 0.0 100 
C2 0.0 
1522
78 0.0 0.0 0.0 64.83805 
C3 0.0 
8258
1 
2097
94 0.0 0.0 100 
C4 0.0 0.0 0.0 
4535
95 0.0 100 
C5 0.0 0.0 0.0 0.0 
542
39 100 
User 
Accuracy 
(Recall) 
% 
100 100 71.75511 100 100 
Overall 
Accuracy 
(OA): 
92.12447 % 
6. Conclusion 
The purpose of feature extraction is to take the important characteristics of the satellite image and classify the 
overall image using this small set of information. The selection of features directly effects the classification 
operation. Good features results have been obtained by using this procedure. The result of the classification is 
much cleaner so post processing is avoided. The procedure is also interactive and has few tuning parameters. K 
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–means clustering algorithm based on moment features classification approach is suitable when classes are to be 
determined by spectral distinctions that are inherent in the data .It is observed that both the user accuracy and 
producers' accuracy and hence overall classification accuracy are enhanced with percent 92.12447%. 
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