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La violencia en contra las mujeres como tal es un problema, cada vez mayor en nuestra 
sociedad y se pueden presentar en texto digital, por ejemplo, en las redes sociales. Hoy 
en día existen una amplia y gran variedad de trabajos; se centraron en la detección de 
textos digitales en el idioma inglés, sin embargo, en el idioma español hay pocos 
estudios que abordan este tema y aún más escaso el tema de detección de violencia 
contra la mujer por Opinion Mining. 
La propuesta en el siguiente documento es un modelo que nos ayude a detectar la 
violencia contra las mujeres en redes sociales, en el idioma español. Se utilizan técnicas 
de Opinion mining, Document Term Matrix (DTM), como bag off words (bolsa de 
palabras), así como los algoritmos Naive Bayes (NB), Decision Trees (DT) y Support 
Vector Machine (SVM).  Además, se elaboró un dataset recolectando información 
utilizando la herramienta Search Twitter para luego ser validado por un especialista 
(lingüista) el cual a su vez valido nuestras palabras claves (Key Words) para esta 












Violence against women as such is a growing problem in our society and can be 
presented in digital text, for example, on social networks. Today there is a wide variety 
of jobs; focused on the detection of digital texts in the English language, however, in the 
Spanish language there are few studies that address this issue and even more limited 
the issue of detection of violence against women by Opinion Mining. 
The proposal in the following document is a model that helps us detect violence against 
women in social networks, in the Spanish language. Opinion mining, Document Term 
Matrix (DTM) techniques are used, such as bag off words, as well as the Naive Bayes 
(NB), Decision Trees (DT) and Support Vector Machine (SVM) algorithms. In addition, a 
dataset was assembled by collecting information using the Search Twitter tool and then 
validated by a specialist (linguist) who in turn validated our key words for this collection 
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El incremento del uso de las redes sociales ha hecho que cada vez se hagan más 
estudios sobre ellas, con la finalidad de usarlas como fuentes de información sobre 
diferentes temas que van desde la publicidad a estudios socioculturales. De esta 
manera, durante en la última década se han perfeccionado y desarrollado la forma de 
extraer y analizar esta información por medio de la técnica denominada OM. Este campo 
de estudio permite determinar la opinión de comentarios en la web sobre diversos temas 
del interés de la sociedad. 
Es así, como por medio de diversos algoritmos se ha buscado obtener la opinión de los 
usuarios de Internet de forma automática abarcando la mayor cantidad de gente posible. 
Una de las principales redes sociales usadas en la actualidad es Twitter en todo el 
mundo. Para el caso de esta investigación, se analizan sólo comentarios (tweets) en 
español que hacen acto de violencia contra la mujer, los cuales han ido incrementando 
puesto que es tema de debate y de opinión de la gente en el día a día. Para esto, se 
busca determinar que mensajes (tweets) contiene VCM, clasificando los tweets como 
violentos o no violentos. 




• Capítulo 1, en este apartado encontramos el Planteamiento del Problema y 
posteriormente definimos los objetivos tanto el general como los específicos, 
Justificación, alcance y limitaciones. 
• Capítulo 2, Fundamentación Teórica; en este apartado revisamos las técnicas, 
métodos, campos de estudio y comparaciones de métodos. 
• Capítulo 3, Estado del Arte; en este apartado destacamos investigaciones que son 
similares a esta y que contienen conceptos importantes, los cuales son necesarias 
para comprender el tema de investigación. 
• Capítulo 4, Metodología; en este apartado identificamos el tipo de investigación 
según el objetivo, según los datos y según el experimento, como también 
realizamos la descripción de la investigación. 
• Capítulo 5, Desarrollo e Implementación; se describe la propuesta y las actividades 
que se ejecutaron para la recolección de datos, preprocesamiento de texto, OM y 
el uso de algoritmos clasificadores de Machine Learning; a su vez este incluye 
diagramas de actividad, secuencia y de contexto lo cuales explican cómo se 
desarrolló e implemento la propuesta. 
• Capítulo 6, Presentación y Análisis de Resultados; se muestran los resultados que 
comprueban el funcionamiento del modelo propuesto. 














1.1. Planteamiento Del Problema 
El problema social que tiene gran magnitud en nuestra sociedad es la violencia en 
contra de la mujer el cual está demostrado en diversos estudios, esto producto de 
la organización estructural social que está basada en la desigualdad lo cual hoy en 
día en el mundo afecta de manera sistemática a muchas mujeres [1]. 
Partiendo desde esta perspectiva, la violencia basada en la desigualdad de género 
es un factor importante y central el cual ayuda a comprender mejor la condición 
social de las mujeres. La amenaza real de violencia presente y cotidiana nos ilustran 
cómo la opresión y también la desigualdad colocan a las mujeres en una posición 
de gran vulnerabilidad en nuestra sociedad [1]. Según el Instituto Nacional de 
Estadística e Informática (INEI) dio a conocer que, en el país, el 65,9 % de las 
mujeres de 15 a 49 años, fue víctima de algún tipo de violencia (psicológica, verbal, 
física o sexual), según los resultados de la Encuesta Demográfica y de Salud 
Familiar (ENDES) del primer semestre de 2018 [2]. 
La violencia contra las mujeres es de hecho la piedra angular de la dominación de 
género. Como lo plantea Lori Heise: (1991, p. 18) "esta violencia no es casual, el 
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factor de riesgo es ser mujer” esto nos quiere decir que ser mujer es riesgoso en la 
sociedad actual. Las víctimas son elegidas por su género [3]. 
Esto nos lleva al siguiente punto, internet es el tejido de nuestras vidas en este 
momento, no es futuro, es presente. Internet es un medio para todo que interactúa 
con el conjunto de la sociedad [4]. 
En nuestra actualidad vivimos en la denominada “sociedad red” (Castells, 2001) la 
cual expresa que las redes sociales han evolucionado y abarcan una gran mayoría 
en la vida de las personas y en esta la gran mayoría está interconectado, como 
nuestra realidad online y offline las cuales se entremezclan de tal manera hasta 
concebirse como un todo. En esta realidad interconectada, las redes sociales 
forman de nuestras vidas y el uso de estas están totalmente insertado en nuestros 
días [5]. 
Dada la naturaleza y sensibilidad del tema, el desarrollo de la investigación se 
desenvolverá con un método denominado OM, esto aplicado a los comentarios de 
personas provenientes de diferentes sectores, porque día a día manifiestan su 
opinión a temas de la actualidad y además cada uno tiene un perfil o postura sobre 
el tópico o tema denominado Violencia contra la Mujer. 
Esta tecnología permite extraer contenidos implícitos de recursos como blogs, 
redes sociales, páginas web, etc., los cuales son considerados como información 
que no tiene un modelo formal de sus datos, en otros términos, están representados 
en información no estructurada. Asimismo, el uso de esta tecnología permite 
identificar la polaridad. 
La polaridad se encarga de asignar un valor a los términos que expresan una 
opinión, dependiendo del significado lingüístico de la palabra. En la que cada parte 
del texto se etiqueta como positivo, negativo según la opinión general, expresada 
en dicho texto [6], este tendrá un valor de acuerdo con un rango numérico 
especificado por quien esté realizando el estudio. 
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Por lo tanto, la correlación entre el problema de violencia contra la mujer en Twitter 
y la tecnología de OM es una opción factible como solución ya que esta área de 
estudio es una de las especialistas en la detección de opinión en textos no 
estructurados (tweet).  
1.1.1. Pregunta Principal De Investigación 
¿Cuál es la precisión con la cual se podrá detectar violencia contra la mujer 
en redes sociales en español utilizando Opinion mining? 
1.1.2. Preguntas Secundarias De Investigación 
¿Cómo influye la propuesta de detección de violencia contra la mujer 
utilizando Opinion mining? 
 
1.2. Objetivos 
1.2.1. Objetivo General 
Proponer un modelo de detección de violencia contra la mujer en redes 
sociales en español, utilizando Opinion Mining. 
1.2.2. Objetivos específicos 
• Investigar y conocer el OM en las redes sociales en idioma español. 
• Diseñar un corpus sobre la violencia contra la mujer. 
• Investigar y conocer los algoritmos Naive Bayes (NB), Decision Trees (DT) 
y Support Vector Machine (SVM). 
• Validar y evaluar la propuesta de detección de violencia contra la mujer. 
1.3. Hipótesis 
Es posible que el Opinion Mining a redes sociales en español pueda detectar 
violencia contra la mujer. 
1.4. Justificación 
1.4.1. Justificación Académica 
La presente investigación, pretende identificar, que comentarios en Twitter 
contienen o no VCM, es así como esta permite la aplicación de los estudios 
4 
 
y conocimientos adquiridos hasta la actualidad en OM y algoritmos 
clasificadores de Machine Learning. 
1.4.2. Justificación Social 
Este tema de investigación pretende ayudar a la población que hace uso de 
las redes sociales, en especial en el caso Twitter a detectar VCM en los 
mensajes (tweets) de los usuarios todo esto gracias a la propuesta de 
detección planteada en esta investigación. 
 
1.5. Alcances Y Limitaciones 
1.5.1. Alcances De La Investigación 
El presente estudio investiga la importancia de la detección de la violencia 
contra la mujer, mediante el uso del OM que se transmiten en las redes 
sociales en el idioma español, y gracias a ello, podremos tener una 
herramienta de apoyo a la hora de detectar la violencia virtual contra la 
mujer. La investigación abarca únicamente la violencia contra la mujer en 
redes sociales. 
1.5.2. Limitación Temporal 
El estudio tiene como referencia esencialmente a la aplicación del campo de 
estudio del Opinion Mining en redes sociales (twitter), las cuales son de 
uso nacional e internacional desde su lanzamiento en el año 2006 hasta la 
actualidad. 
1.5.3. Limitación Espacial 
La investigación presente está enfocado a la situación actual que viven los 
países actualmente con referencia a la VCM; principalmente los países 
hispanos hablantes debido a que la investigación ocupa el idioma español 














2.1. Redes Sociales 
En los últimos años, las Redes Sociales como tal han evolucionado de manera muy 
rápida y gracias a ella se ha producido múltiples, diversos y nuevos medios de 
comunicación. Hoy en día, las personas hacen uso de estas tecnologías de manera 
diaria como son el uso de correo electrónico, páginas web, etc [7]. 
Gracias a las redes sociales tenemos como principal propiedad la oportunidad de 
interactuar con otras muchas personas, beneficio positivo y negativo ya que las 
personas han aprovechado al máximo el acceso que hacen de esta. Es por ello por 
lo que al comunicarse mediante una red social se vuelve muy amplia y con ella 
podemos expresar nuestros sentimientos, saberes, opiniones, etc [7]. 
 
2.2. Twitter 
Entre las principales plataformas virtuales sociales de comunicación bidireccional 
en el cual puedes compartir información de diversos temas de forma rápida y 
sencilla con una cantidad máxima de caracteres de 140 es Twitter. El éxito de 
Twitter radica en su simpleza de uso puesto que las personas pueden escribir sobre 
temas de su día a día o dar opiniones y discutirlas sin necesidad siquiera de estar 
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informados sobre el tema en debate, es decir Twitter a la hora de escribir un 
mensaje no nos limita puesto que esta herramienta es de carácter informal. Esto 
lleva a Twitter a no solo ser una red social, sino que también se ha tomado como 
una fuente de información para el uso en los estudios sociales o de mercado. 
Twitter oficialmente fue lanzado en el año del 2006 por el mes de julio, es así como 
a la fecha se cuenta con una gran cantidad de datos e información en esta 
plataforma ya por los inicios del año del 2012 esta plataforma bordeaba los 400 
millones de usuarios o cuentas creadas alrededor del mundo [8]. 
2.2.1. Twitter Archiver 
Twitter Archiver es una extensión gratuita de Google Drive que permite 
extraer mensajes (tweets) de la red social Twitter de manera fácil, siguiendo 
las reglas de búsqueda como: Búsqueda por palabras clave (Key Words), 
por tendencia (hashtag), por idioma, también se pueden hacer búsquedas 
más complejas; la información extraída se guarda automáticamente en una 
hoja de cálculo de Google Drive, siendo esta una de las principales ventajas 
de extraer tweets con la extensión de Twitter Archiver. 
2.2.2. Twitter características  
Twitter se puede usar para diferentes funciones y situaciones. Por ejemplo, 
para difundir noticias o crear debates sobre problemas de vanguardia, 
preparar protestas, anunciar productos y servicios de forma gratuita, Twitter 
es una herramienta potencial en el área del comercio. 
Lo que hace especial a Twitter es que las cuentas de usuario son públicas, 
esta permite que la información de calidad puede ser divulgada en poco 
tiempo y sea transparente, todo lo que se diga será cuestionado por la 
comunidad, mantener información manipulada es imposible [9]. 
2.2.3. Tipos de Tweets 
La esencia de la comunicación de Twitter son los tuits, tienen un máximo 
de 140 caracteres, estos tuits pueden contener texto plano, imágenes, 
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enlaces y videos. existen diversas maneras de compartir un mensaje y 
pueden ser clasificados mediante etiquetas ejemplo: 
• Palabras precedidas por el carácter “#” conocidas como hashtags, son 
conocidos como tuits de promoción o tendencia. 
• Palabras precedidas por el carácter “@” conocidos como Retwetts, se 
refiere que el contenido original ha sido compartido con todos tus 
seguidores. 
• También pueden ser Tweets de otros contenidos como: Noticias, post, 
videos, etc [9]. 
2.2.4. Estrucctura de twitter 
Twitter puede entenderse como una red de usuarios que siguen y, a su vez, 
son seguidos por otros usuarios. Los usuarios que uno sigue son conocidos 
como amigos y, en cambio, los usuarios que siguen la cuenta de uno son 
conocidos como seguidores. Los usuarios que tienen una gran cantidad de 
seguidores y, por lo tanto, pueden tener un gran impacto en la red, se conocen 
como celebridades, aunque no tienen ningún trato distintivo o especial en 
Twitter. También hay usuarios verificados, una forma de distinguir marcas o 
personas famosas con una pequeña marca azul [9]. 
2.3. Web Mining 
Se puede definir como el análisis de información útil en la Web a través de técnicas 
de minería de datos (data mining), La minería web es el concepto que reúne todas 
las técnicas, métodos y algoritmos utilizados para extraer información y 
conocimiento de los datos originados en la Web (Web data). 
La Web Mining actualmente es un área de investigación extensa, especialmente 
por el alto crecimiento de la información que existe en la Web y por el movimiento 
económico que ha generado el e-commerce. Actualmente, el objetivo principal es 
aprender los comportamientos de los usuarios en la Web [10]. 
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Los datos originados en la Web o web data, corresponden esencialmente a tres 
fuentes: 
• Contenido: Son los objetos que aparecen dentro de una página web, por 
ejemplo, las imágenes, los textos libres, sonidos, etc. 
• Estructura: Se refiere a la estructura de hipervínculos presentes en una 
página. 
• Uso: Son los registros de web logs, que contienen toda la interacción entre los 
usuarios y el sitio web. [10]. 
 
2.4. Web Opinion Mining (WOM) 
Web Opinion Mining es un nuevo concepto en la Web. Tiene como objetivo 
extraer, analizar y agregar datos web sobre opiniones. WOM estudia las opiniones 
de los usuarios, las considera relevante porque a través de ellos es posible 
determinar cómo se sienten las personas acerca de un producto o servicio y saber 
cómo se recibió por el mercado [11]. 
 
2.5. Opinion Mining 
Esta se caracteriza por la identificación de opiniones, es una de las herramientas 
más utilizadas, esta técnica hace uso del análisis de texto y a su vez de las 
herramientas computacionales, con el fin de clasificar opiniones que se basan en 
las opiniones de la persona, ya sean opiniones propiamente u opiniones sobre 
diversos temas. Estos métodos han sido usados y aplicados por más de 15 años 
para este tipo de análisis, los cuales se han usado para clasificar mails, reseñas de 
clientes, publicaciones digitales, etc. En el momento en el cual queremos diseñar 
un sistema que analice y clasifique opiniones, para esto en primer lugar, tenemos 




• Lo primero a determinar en los tweets es si existe una opinión o no, ya que no 
siempre esto ocurre [8]. 
• La importancia de saber si la información es útil o no, es determinar el tema 
que se va a abordar en la investigación, ya que se puede estar buscando 
opiniones sobre un perfil determinado y si el tweet es sobre violencia contra la 
mujer, este aporta o no información relevante sobre lo que se está buscando 
[8]. 
• Otro punto que tratar es el de reconocer la presencia de modismos típicos o 
abreviaciones en tweets. Al tener Twitter carácter informal el lenguaje usado 
no siempre es correcto, ya que normalmente no se ocupan tildes y se ocupan 
palabras populares que no aparecen en el diccionario [8]. 
• Es así como también tenemos la necesidad de obtener o saber la polaridad en 
cada una de las oraciones aun pudiendo tener palabras negativas o positivas 
en la misma [8]. 
Los tweets que suelen ser usados para la evaluación son todos aquellos que en los 
cuales se expresan una emoción u opinión en el tema de interés, dejando de lado 
los mensajes objetivos o informativos. Es así como existen varios métodos que se 
pueden aplicar para realizar un Opinion Mining en Twitter. En general, el problema 
presente cuenta con una o varias soluciones, una de estas es el de catalogar las 
opiniones en polaridades, determinando si contiene una opinión positiva o negativa 
en el tema en investigación. Sin embargo, este no es un tema simple de resolver, 
ya que dependiendo del contexto hay palabras que pueden expresar tanto una 
opinión positiva como negativa. En el caso de tener dos polaridades, que es más 
usado en la literatura, cada mensaje puede ser catalogado como positivo o 
negativo. En este método, se incluyen estudios sobre distintos tópicos, como el caso 
de extraer opiniones en reseñas de películas o libros (“bueno” o “malo”), en opinión 
de productos (“me gusta” o “no me gusta”) o en elecciones políticas (“va a ganar”, 
“no va a ganar”) [8]. Además, se han considerado comúnmente 6 emociones 
10 
 
universales: enojo, disgusto, miedo, alegría, tristeza y sorpresa [12]. De esta 
manera es posible catalogar los tweets de acuerdo con estas emociones de manera 
de determinar su polaridad y el grado de esta, lo cual puede ser de gran utilidad 
para diferenciar mensajes en una mayor cantidad de categorías y no solo positivo-
negativo [8]. 
 
2.6. Aprendizaje Computacional 
También conocido como el aprendizaje automático, es un concepto que se refiere 
a la capacidad que tiene un programa u ordenador de aprender mediante procesos 
de inducción del conocimiento [13]. 
La enorme cantidad de datos que se generan continuamente ha llevado a que se 
designe al tiempo que estamos viviendo como la era de los datos. Para poder 
analizar esta inmensa cantidad de información se utiliza el aprendizaje automático 
[14]. 
El aprendizaje computacional tiene como objetivo principal buscar realizar un 
análisis de información automatizada y de forma supervisada, teniendo como base 
los sets de entrenamiento para que pertenezcan a la característica supervisada, los 
cuales serán usados al momento de catalogar el restante de opiniones halladas en 
la web, para lo cual se realizan pruebas y posteriormente se lleva a cabo una 
validación. Las principales técnicas para este método se utilizan diversos algoritmos 
clasificadores. De esta manera, para el desarrollo del aprendizaje computacional se 
utiliza la categoría gramatical de las palabras, así como la presencia y su frecuencia 
de algunos términos como también su composición semántica [8].  
La mayoría de estos métodos van acompañados de algún diccionario que entrega 
información a priori de los términos para obtener las polaridades respectivas. En 
algunos casos, estos diccionarios son realizados por personas y en otros se ocupa 
un sistema semiautomático [8]. 
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2.7. Matriz de confusión 
Una matriz de confusión es una técnica para resumir el rendimiento de un algoritmo 
de clasificación, la Matriz de confusión, es una tabla con dos dimensiones, “Real”, 
y “Predicción”, donde las columnas de la matriz indican la clase observada o real y 
las filas indican la clase predicha como muestra la Tabla 1 [13]. 
La dimensión “Real” se refiere a los datos reales del dataset los cuales van a ser 
comparados con el dataset de “Predicción”, esta predicción se hace con los 
modelos de clasificación escogidos (SVM, Naive Bayes, Decision trees) [13]. 
 
Tabla 1: Matriz de Confusión 
M-C VCM - R No VCM – R 
VCM – P (TP) (FP) 
No VCM – P (FN) 1(TN) 
Fuente: [Elaboración Propia Adaptada [15] ]. 
 
2.7.1. Términos asociados con la Matriz de Confusión 
• Verdaderos Positivos (True Positives – TP): Son los casos en los que 
los datos reales son -1 (VCM) y la predicción también es -1 (VCM). 
• Verdaderos Negativos (True Negatives – TN): Son los casos en los 
que los datos reales es 1 (No-VCM) y el pronóstico también es 1 (No-
VCM). 
• Falsos Positivos (False Positives – FP): Son los casos en que los 
datos reales indica que es 1 (No-VCM) y la predicción indica que es -1 
(VCM), es decir la predicción ha sido errónea. La palabra Falso es 
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porque el modelo ha pronosticado incorrectamente y positivo porque la 
predicción ha sido correcta [13]. 
• Falsos Negativos (False Negatives – FN): Son los casos en que los 
datos reales indica que es -1 (VCM) y el pronóstico es 1 (No-VCM), 
ocasionando que la predicción ha sido incorrecta. La palabra Falso es 
porque el modelo ha predicho incorrectamente y negativo porque predijo 
que era negativa [13] 
 
A partir de la información de la matriz de confusión se puede determinar la 
eficiencia de los algoritmos como: 
• Accuracy: Es el número de predicciones correctas realizadas por el 
modelo por el número total de registros. Para el caso de la investigación 
propuesta indica la cantidad de tweets que fueron clasificados 
correctamente como violentos contra la mujer (TP), y la cantidad de 
tweets que fueron clasificados correctamente como no violentos contra 
la mujer (TN), también podríamos decir que Accuracy se refiere a lo 
cerca que esta el resultado de una medición al valor verdadero [13]. 
 
• Precisión: La precisión se define como la proporción de predicciones 
positivas con respecto al número de observaciones que son realmente 
positivas. En el caso de la investigación propuesta nos indica que 
proporción de los tweets a los que se clasifico como violentos contra la 
mujer en realidad son violentos [13]. 
• Recall: Es la proporción de observaciones positivas predichas 
correctamente a todas las observaciones en la clase real. Indica que 
proporción de los tweets que realmente son violentos contra la mujer 
fue diagnosticado por el algoritmo como si tuviera violencia contra la 
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mujer, el modelo predice todos los casos de violencia contra la mujer 
[13]. 
 
2.8. Support Vector Machine (SVM) 
SVM es perteneciente a los algoritmos clasificadores de tipo discriminativo el cual 
tiene como principal característica un hiper-plano de separación, el cual nos ayuda 
a clasificar las nuevas muestras de datos. Cuando este hiper-plano tiene un 
margen máximo podemos decir que es el mejor, planteado también como la 
distancia mínima mayor, que a partir de nuestra data de entrenamiento es obtenida 
y esta es calculada gracias a los vectores de soporte [14]. 
SVM es también perteneciente a los algoritmos supervisados de aprendizaje, este 
algoritmo hace uso de una clasificación binaria, dada la data de entrenamiento 
previamente clasificados y asignados a sus clases, es así como el algoritmo es 
entrenado en base a lo antes mencionado y puede clasificar la nueva data, es así 
como esto se puede ver en la Figura 1. [14]. 
Figura 1: SVM. 
Fuente [14]. 
 
Definimos el hiper-plano  𝐻 dado que: 
• 𝐻:  𝑤 ∙ 𝑥 + 𝑏 = 0 
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Posteriormente definimos 𝐻1 y 𝐻2 para los planos: 
• 𝐻1:  𝑤 ∙ 𝑥 + 𝑏 = 1 
• 𝐻2:  𝑤 ∙ 𝑥 + 𝑏 = −1 
Dónde: 
• 𝑤 = 𝑉𝑒𝑐𝑡𝑜𝑟 𝑛𝑜𝑟𝑚𝑎𝑙 𝑎𝑙 ℎ𝑖𝑝𝑒𝑟𝑝𝑙𝑎𝑛𝑜. 
• 𝑏 = 𝐶𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 𝑑𝑒 𝑝𝑜𝑠𝑖𝑐𝑖ó𝑛 𝑑𝑒𝑙 𝑝𝑙𝑎𝑛𝑜 𝑟𝑒𝑠𝑝𝑒𝑐𝑡𝑜 𝑎𝑙 𝑜𝑟𝑖𝑔𝑒𝑛 𝑑𝑒 𝑐𝑜𝑜𝑟𝑑𝑒𝑛𝑎𝑑𝑎𝑠. 
Los puntos en los planos 𝐻1 y 𝐻2 son los vectores de soporte. 
El objetivo del algoritmo SVM, es encontrar en el hiper-plano, el máximo margen 
que separa el conjunto de puntos de datos que tienen el rótulo de clase de 𝑦𝑖 = 1 
del conjunto de puntos de datos que tienen el rótulo de clase 𝑦𝑖 = −1 de tal manera 
que la distancia entre el hiper-plano y la muestra de los puntos de datos de 
cualquier clase más cercana a ella se maximiza. Estos puntos de datos de muestra 
se conocen como vectores de soporte [14]. 
 
2.9. Naive Bayes (NB) 
El algoritmo de NB es uno de los clasificadores de aprendizaje supervisado de gran 
precisión a la hora de clasificar datos está basado en el denominado Teorema de 
Bayes [14], como muestra la Ecuación 1. 







Dadas las probabilidades de 𝑥 pertenecientes a las clases existentes. 
Ecuación 2: Probabilidad Previa. 





• 𝑃(𝑐|𝑥)es la probabilidad posterior de la clase (objetivo) dado el predictor 
(atributo). 
• 𝑃(𝑐) es la probabilidad previa de la clase. 
• 𝑃(𝑥|𝑐) es la probabilidad del predictor dada cada clase. 
Probabilidad total de 𝑥: 
Ecuación 3: Probabilidad Total. 





2.10. Decision Trees (DT) 
Decision Trees es un algoritmo perteneciente a los métodos de clasificación 
supervisados en el cual se realiza la construcción de un árbol en el cual contiene 
nodos con múltiples caminos, en cada uno de estos nodos los atributos presentes 
buscan aquel que provee mayor ganancia de información para la clase. Este árbol 
tiene por objetivo crecer hasta un máximo para luego ser acotado es decir se le 
realiza una poda el cual nos beneficia con una mejora a la hora de generalización 
para los datos que no ocurren en el conjunto de entrenamiento. A partir de este 
modelo se infieren reglas de decisión sobre las cuales se tiene como base para la 
clasificación [16] como se muestra en la Figura 2. 





Para el desarrollo debemos de esta tenemos que dar una definición matemática 
de la entropía que sirva para medir la incertidumbre para lo cual se definió la 
siguiente función que mide el grado de incertidumbre como muestra la Ecuación 
4 [16]: 
Ecuación 4: Entropía 






Donde 𝑺 es el conjunto de muestras, 𝑪 es el número de diferentes clasificadores 
que usamos y cada 𝒑𝒊 es la proporción de ejemplos que hay de la clasificación 𝒊 
en la muestra. 
En el punto de que la clasificación sea binaria la función se definiría de la siguiente 
manera [16]: 
Ecuación 5: Entropía Binaria 
𝑬(𝑺) =  −𝑷 𝒍𝒐𝒈𝟐(𝑷) − 𝑵 𝒍𝒐𝒈𝟐(𝑵) 
Fuente: [15]. 
 
Donde 𝑷 y 𝑵 son, respectivamente, la proporción de ejemplos positivos y 
negativos. 
Donde se recuerda que la entropía asociada a un atributo 𝑿 seria [16]: 
Ecuación 6: Aplicación de Entropía 





Y la ganancia de información que aportaría dividir respecto a los valores de ese 
atributo: 
Ecuación 7: Ganancia de Información 





2.11. Preprocesamiento De Texto 
Dentro del proceso de descubrimiento de información en OM el preprocesamiento 
de texto es una etapa esencial. Es así como el preprocesamiento de texto se hace 
cargo de la limpieza de datos, su integración, transformación y reducción para la 
siguiente fase [17]. 
Teniendo en cuenta que el uso de datos sin preprocesamiento es de baja calidad 
y esto nos conlleva a obtener resultados pobres al momento de aplicar el OM, se 
hace necesaria su aplicación. Una vez aplicado el preprocesamiento podemos 
decir que el resultado en conjunto obtenido puede ser visto como fuente adecuada 
y consistente de calidad de datos para la aplicación de los clasificadores 
supervisados. El preprocesamiento contiene varias técnicas las cuales podemos 
agrupar en dos áreas: La preparación de datos y la reducción de estos [17]. 
La preparación de datos incluye una serie de técnicas que tiene el fin de inicializar 
de manera correcta los datos que servirán de entrada para los clasificadores 
supervisados. Estas técnicas son de uso obligatorio o se podrían clasificar de esta 
manera, porque sin estas los clasificadores supervisados para la extracción de 
conocimiento no podrían ejecutarse y esto conllevaría a obtener resultados 
pésimos. Dentro de esta podemos ver el uso de la transformación de datos y 
normalización, integración, limpieza de ruido [17]. 
Las técnicas de reducción de datos se enfocan en la forma de obtener una 
representación reducida de los datos originales obtenidos, pero también el 
mantener la integridad y la información de estos en la mayor medida posible [17]. 
 
2.12. Elección De Palabras 
La forma de seleccionar las palabras para el diccionario depende del tópico que 
se está estudiando como se muestra en la Figura 3 y 4 y de las veces que se 
ocupa cada palabra en el total de tweets. Es decir que para añadir una palabra o 
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más a un diccionario es imprescindible tener que realizar la determinación de la 
frecuencia para cada una de estas. Por lo tanto, la mencionada frecuencia de 
palabras, esta es la que contiende la relación de la cantidad de veces que 
cualquier palabra se repite en todo el conjunto total de los tweets para examinar, 
gracias a esto podemos ver y tenemos un conocimiento de cuáles son aquellos 
términos que son más usados para así incluirlos en el diccionario en caso 
contengan alguna característica emocional. 
Los hashtags son buenos indicadores ya que gracias a ellos podemos decretar 
la polaridad de cada uno de los tweets. Estos suelen contener alguna opinión 
sobre el tema que se está analizando, además de contener información sobre el 
tema. Estos han sido ocupados para crear sets de entrenamiento [8], en donde 
los hashtags ocupados reflejaban opiniones positivas y negativas. Para 
agregarlos a la lista, los hashtags deben aparecer por lo menos 1000 veces en el 
corpus de Edinburgh. Algunos ejemplos de los usados para crear el set de 
entrenamiento. 
 
Figura 3: Hashtag negativos de violencia contra la mujer. 
Fuente: [Elaboración Propia]. 
 
Figura 4: Hashtag positivos de violencia contra la mujer. 




2.13. Palabras Clave 
Las palabras clave tienen un valor importante en la búsqueda de los tweets ya 
que estos deben de ser debidamente seleccionados por un especialista (lingüista) 
para cada tópico en especial, cada búsqueda se puede hacer por estas palabras 
clave para así obtener la información más precisa posible para así a la hora de 
reprocesarla este tenga más calidad para el uso de las técnicas de OM y Machine 
Learning; se muestra a continuación en la Figura 5 un ejemplo en el tópico de 
violencia contra la mujer: 
Figura 5: Palabras clave. 
Fuente: [Elaboración Propia]. 
 
2.14. Importancia Frecuencia y Presencia de Palabras 
Uno de los principales factores clave al analizar un texto es identificar palabras 
que demuestren una opinión fuerte. Esto se puede medir tanto por la cantidad de 
veces que aparece la palabra en el texto a analizar (frecuencia) como por la 
presencia de la palabra. Se analiza tanto la presencia como la frecuencia de las 
palabras y se determinó que se obtienen mejores resultados analizando solo la 
presencia de la palabra. Estos resultados se ocupan cuando se evalúa la polaridad 
del mensaje, positivo o negativo respecto a algo, determinando si una palabra está 
o no en el texto a analizar. Sin embargo, en el caso de Twitter se tiene que los 
textos son más cortos que los analizados en blogs, páginas de reseñas de 
películas o restoranes, lo que implica que es poco probable que una palabra se 
repita, por lo que analizar la presencia o frecuencia pierde sentido si se analizan 
tweet por tweet. En caso contrario, si se ocupan todos los mensajes de un usuario 
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a lo largo de un periodo, la frecuencia de las palabras si juega un papel más 
importante, y se podría ocupar sólo la presencia como el caso estudiado por [18]. 
 
2.15. Stopwords 
Los stopwords o palabras vacías y que son de uso frecuente en el idioma, tales 
como los artículos, pronombres, preposiciones, adverbios, etc. Estas no incluyen 
ni aportan información Tabla 2, por ello dichos términos quedan eliminados en 
este proceso [19]. Existen varias listas de stopwords (Palabras Vacías) en la web, 
la cual se complementa a medida que se aplican los métodos de selección de 
palabras. 
 
Tabla 2: Ejemplo de stopwords. 
 
Un una unas unos uno sobre todo tras 
Algún alguna alguno algunas algunos ser es eres 
Estoy esta estamos están como en para porque 
Otro somos fuimos fueron hacer hago hace Hacen 
Cada fin incluso primero desde conseguir consigo ir 
Voy va vamos van vaya ha tener tiene 
tienen el la lo las los su mío 
Suyo tuyo ellas ellos nos nosotros si solo 
saber sabe sabes ultimo Largo bastante haces aquellos 
Era eras cual cuando quien con entre yo 
aquel de se a y del eso oye 
 
Fuente: [Elaboración Propia]. 
 
2.16. El Método Del Corpus 
Uno de los problemas de los métodos supervisados es la necesidad de contar con 
un dataset (corpus) previamente categorizado, y más aún en el caso concreto de 
la clasificación de Twitter, aunque en la actualidad existen varios recursos en el 
idioma inglés, no es sencillo encontrarlas en español, la creación de este tipo de 
elementos resulta complicada debido al enorme coste de tiempo y esfuerzo 
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necesarias para completarlas, problema al cual muchos investigadores se 
enfrentan [20]. 
La técnica de creación del corpus incluye una cantidad determinada de tweets 
sobre él te tópico a investigar, ejemplo (Violencia Contra la Mujer), estos tweets 
pueden ser extraídos de Twitter Archiver una extensión Google Drive, siguiendo 
las reglas de Twitter Archiver como: Palabra clave, cantidad de tweets, idioma, 
etc. 
Los mensajes del corpus (teweets), antes de ser valorizados pasan por un 
proceso de limpieza de datos, se quitan los comentarios que no aportan valor al 
dataset, el corpus  pueden ser clasificados en dos o más categorías dependiendo 
del interés del investigador, ejemplo: Positivo (P), Muy Positivo (P+), Negativo (N), 
Muy Negativo (N+) y sin sentimiento (None), en ocasiones se requiere la opinión 
de un profesional para determinar el valor de la clasificación de los comentarios 
(tweets) para agregarle valor al dataset [20]. 
El método del corpus tiene algunas desventajas respecto al diccionario léxico, ya 
que es difícil de juntar un texto que incluya todas las palabras en un idioma 
específico, sin embargo, puede ser útil si se buscan opiniones sobre un tema en 












ESTADO DEL ARTE 
 
Según el estudio “Automatic Cyberbullying Detection in Spanish-language Social 
Networks using Sentiment Analysis Techniques”. Este trabajo tiene como objetivo 
detectar acoso cibernético en las redes sociales en idioma español. Se utilizan técnicas 
de análisis de sentimientos, bolsa de palabras, eliminación de signos y números, 
tokenización y derivación, así como un clasificador bayesiano. Los datos utilizados 
para el entrenamiento del clasificador bayesiano se obtuvieron del Diccionario Español 
de Afectos en el Lenguaje (SDAL), que es una base de datos formada por más de 2500 
palabras evaluadas manualmente en tres dimensiones. Como resultado, el software 
desarrollado tiene un 93% de éxito en las pruebas de validación realizadas [21]. 
Según el estudio “Clasificación Automática de la Intención del Usuario en Mensajes 
de Twitter”. La investigación aborda una taxonomía que facilita la clasificación 
automática de mensajes en Twitter utilizando un enfoque de máquinas de aprendizaje, 
toma a Twitter como uno de los principales micro-blogging y el más popular en la 
actualidad, ya que esta carece de herramientas que permitan filtrar o clasificar los 
mensajes [22]. 
El artículo “Una aproximación supervisada para la minería de opiniones sobre 
tweets en español en base a conocimiento lingüístico”. La investigación describe 
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un sistema para la clasificación de la polaridad de tuits escritos en español. La 
evaluación de la propuesta se lleva a cabo sobre el corpus TASS 2012. Se adopta una 
aproximación híbrida, que combina conocimiento lingüístico obtenido mediante PLN con 
técnicas de aprendizaje automático, como paso previo se realiza una primera etapa de 
preprocesado para tratar ciertas características del uso del lenguaje en Twitter. [23]. 
El documento “Twitter as a Corpus for Sentiment Analysis and Opinion Mining”. EL 
estudio se centra en el uso de Twitter, la plataforma más popular de microblogging, 
para la tarea de análisis de sentimientos. Muestra cómo recopilar automáticamente un 
corpus para fines de análisis de sentimientos y minería de opinión, realizan análisis 
lingüísticos del corpus recopilado y explican los fenómenos descubiertos. Usando el 
corpus construyen un clasificador Naive Bayes. [24]. 
El documento “Learning Sentiment-Specific Word Embedding for Twitter 
Sentiment Classification”. Presenta un método que aprende la incorporación de 
palabras para la clasificación de sentimientos de Twitter en este documento. La mayoría 
de los algoritmos existentes para aprender representaciones de palabras continuas 
generalmente solo modelan el contexto sintáctico de las palabras, pero ignoran el 
sentimiento del texto. Esto es problemático para el análisis de sentimientos, ya que 
generalmente asignan palabras con un contexto sintáctico similar, pero con una 
polaridad opuesta al sentimiento, como buena y mala, a los vectores de palabras 
adyacentes. Abordamos este problema mediante el aprendizaje de incrustación de 
palabras específicas de sentimientos (SSWE), que codifica la información de 
sentimientos en la representación continua de palabras [25]. 
El documento “Opinion mining and sentiment analysis on a Twitter data stream”. 
El estudio analiza el rendimiento de varios algoritmos de clasificación en función de su 
precisión y recuperación en tales casos, analiza un enfoque en el que un flujo publicitado 
de tweets desde el sitio de microblogging de Twitter se procesa y clasifica según su 




Este documento “Aplicando técnicas de aprendizado de máquina para detecção 
automática de bullying no Twitter”. Pretende mostrar, cómo al aplicar estas técnicas 
a un conjunto de datos extraído de Twitter y anotado manualmente, es posible detectar 
automáticamente cuando un Tweet contiene lo que describimos como un rastro de 
intimidación. Se estudiaron y compararon varias configuraciones de clasificadores y 
representaciones de características para evaluar cuál es la mejor para esta tarea [27]. 
El documento “Reconocimiento de agresión verbal en Twitter con el uso de 
patrones lingüísticos”. Se estudian los tipos de aprendizaje de máquina y los 
algoritmos relacionados. Además, se desarrolló un prototipo, el cual contempla las 
Máquinas de Soporte Vectorial. Para poder llevar esto a cabo fue necesario recabar una 
gran cantidad de tweets y clasificarlos dependiendo su nivel de agresividad. Para probar 
el rendimiento de dicho prototipo se fueron variando diferentes parámetros como la 
validación cruzada, n-gramas, penalización y uso de steamer. El Algoritmo diseñado 
tiene un acierto cercano al 99% al ocupar 3-gramas [28]. 
El estudio “Modelo para analizar mensajes y detectar actitudes peligrosas a través 
de análisis de sentimientos con algoritmos de aprendizajes”. Brinda un modelo que 
permite determinar qué mensaje o grupo de mensajes se aproximan a ser peligrosos, 
extrayendo información de redes sociales de acceso público, para ser demostrados, con 
métodos de aprendizaje supervisados y no supervisados, también con métodos de 
análisis de sentimientos y minería de opiniones [29]. 
El estudio “Prediction of Aggressive Comments in Social Media: An Exploratory 
Study”. Presenta un conjunto de técnicas para predecir comentarios agresivos en las 
redes sociales. Uno de estos se refiere al uso de técnicas de aprendizaje automático 
para detectar automáticamente casos de ciberacoso; una tarea principal dentro de esta 
detección de ciberacoso consiste en la detección agresiva de texto. Exploran diferentes 
técnicas computacionales para llevar a cabo esta tarea, ya sea como una clasificación 
o como un problema de regresión, y nuestros resultados sugieren que una característica 
clave es la identificación de palabras profanas [30]. 
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El estudio “Detecting Online Harassment in Social Networks”. El presente trabajo, 
propone un patrón basado en enfoque para detectar tales mensajes. Dado que los textos 
generados por el usuario contienen lenguaje ruidoso, como primer paso de 
normalización se transforma las palabras en sus formas canónicas. Además, introducen 
un módulo de identificación de personas que marca frases que se relacionan con una 
persona. Los resultados muestran que estos pasos de preprocesamiento aumentan la 
clasificación de rendimiento. El clasificador basado en patrones usa la información 
proporcionada mediante los pasos de preprocesamiento para detectar patrones que 
conectan a una persona con palabras de acoso [31]. 
El estudio “Detección automática de ciber acoso en redes sociales”. El objetivo de 
esta investigación es el desarrollo de un enfoque que permita la detección del ciber 
acoso de manera automática en una red social, utilizando técnicas de aprendizaje 
computacional, análisis de sentimiento y minería de datos, se realiza una búsqueda de 
los comentarios destacados como agresivos, siendo estos los componentes que se 
consideran para lograr la detección de ciber acoso en una red social [32]. 
El documento “Social media bullying detection using machine learning on Bangla 
text”. Propone el uso de algoritmos de aprendizaje automático y la inclusión de 
información del usuario para la detección de acoso cibernético en el texto de Bangla. 
Para este propósito, se recopiló un conjunto de texto de Bangla de las plataformas de 
medios sociales disponibles y se etiquetó como acosado o no acosado para capacitar a 
diferentes modelos de clasificación basado sen el aprendizaje automático. Los 
resultados de la validación cruzada de los modelos indican que un algoritmo basado en 
una máquina de vectores de soporte logra un rendimiento superior en el texto Bangla 
con una precisión de detección del 97% [33]. 
El estudio “Cyberbullying identification on twitter using random forest classifier”. 
La investigación propuso el uso de la clasificación de Random Forest para ayudar a 
identificar el ciberacoso en una de las redes sociales afectadas como Twitter. El método 
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propuesto se aplicó en 50 grupos de tweets utilizando la capacitación entre la división 
de prueba [34]. 
El estudio “Supervised Machine Learning for the Detection of Troll Profiles in 
Twitter Social Network: Application to a Real Case of Cyberbullying”. Presenta una 
metodología para detectar y asociar perfiles falsos en la red social de Twitter que se 
emplean para actividades difamatorias a un perfil real dentro de la misma red mediante 
el análisis del contenido de los comentarios generados por ambos perfiles. 
Acompañando este enfoque, también presenta un caso exitoso de uso en la vida real 
en el que se aplicó esta metodología para detectar y detener una situación de ciberacoso 
en una escuela primaria real [35]. 
La presente investigación “Detección de contenido malicioso mediante técnicas de 
Machine Learning en las redes sociales”. Está enfocada en la detección de contenido 
malicioso publicado en Facebook, mediante el desarrollo de un modelo de Machine 
Learning (Weka, knn, SMO, Naive Bayes), recopilando datos públicos de páginas y 
grupos con contenido en español y en el contexto latinoamericano [36]. 
El documento “Herramienta de Text Mining aplicado a textos cortos y redes 
sociales”. Tiene como objetivo el diseño e implementación de un sistema para 
procesar, analizar y clasificar textos, lo que se conoce como un módulo Text Mining. El 
sistema utiliza las últimas tecnologías que ofrece el ecosistema Apache Hadoop, 
principalmente Spark 2.0 y Mlib, que permiten construir un sistema distribuido con el fin 
de aprovechar las capacidades computacionales que nos ofrecen los entornos Big Data 
[37]. 
El documento “Identificación de la presencia de ironía en el texto generado por 
usuarios de Twitter utilizando técnicas de Opinion Mining y Machine Learning” 
.Tiene como objetivo diseñar e implementar un módulo clasificador de texto que permita 
identificar la presencia de ironía en el contenido generado por usuarios de Twitter, 
mediante el uso de herramientas asociadas a Opinion Mining y Machine Learning 
(Naive Bayes) [38]. 
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El estudio “Cyber Bullying Detection Using Social and Textual Analysis”. Investiga 
si el análisis de las funciones de las redes sociales puede mejorar la precisión de la 
detección de acoso cibernético. Al analizar la estructura de la red social entre los 
usuarios y derivar características como el número de amigos, con ayuda de algoritmos 
de Machine Learning (Nive Bayes) [39]. 
El documento “Modelo de detección de agresiones verbales, por medio de 
algoritmos de Machine Learning”. Tiene como objetivo detectar evidencias de 
agresiones verbales en archivos de audio. Al respecto se identifican dos clases: 
Conversaciones normales y Agresión verbal. Para lograr el objetivo, se aplican 4 
métodos. El modelo utilizado por Vincenzo Carletti, donde se propone un enfoque para 
la detección de eventos de audio basados en el paradigma de "bolsa de palabras" (del 
inglés, Bag of Words), una variación de este modelo utilizando features de la 
herramienta open SMILE, Support vector machine alimentado por ambas clases y 
finalmente regresión lineal alimentada por ambas clases. [40]. 
Según el estudio “Adolescentes y Violencia de Género en las Redes Sociales” El 
objetivo del estudio principalmente consiste en analizar las redes sociales como 
influencian en el tema de la violencia de género en la sociedad principalmente entre 
jóvenes y adolescentes. Este estudio plantea de qué manera conocer y poder revisar la 
violencia de género el cual está siendo promovido en las redes sociales que tienen un 
mayor uso por el sector antes mencionado. Otro factor o punto que se ve abordo por el 
estudio son las consecuencias que se presentan precisamente el problema de salud y 
el impacto que reciben y su representación. Teniendo en cuenta lo anterior el estudio 
analiza la intervención de enfermeras para estos fenómenos emergentes en los jóvenes 
y adolescentes como población. Para así dimensionar fenómenos y así poder analizar 
estados en cuestión, se determina la realización de una revisión bibliográfica y a su vez 
una actualización del conocimiento en concreto, utilizando varios y diferentes bases de 
datos entre los años 2009 al 2014 [41]. 
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Según el estudio “Estrategias para enfrentar la violencia contra las mujeres: 
reflexiones feministas desde América Latina” En el estudio antes mencionado se 
establece a la VCM como el problema de gran magnitud y marcado en el concepto de 
desigualdad de género. Es así como la encargada de este estudio desarrolla una 
síntesis de los puntos principales que se llevan a discusión y del denominado 
movimiento feminista latinoamericano en estos últimos años. Acentúa el principio de la 
VCM como un problema el cual es público y que en la ciudadanía es una negación a los 
derechos. También nos presenta la contradicción que existe entre el movimiento 
feminista frente a las instituciones sociales y que existe una creciente practica social 
nueva respecto a la VCM perpetrada en nuestra actualidad [42]. 
El presente estudio “Reporte De La Situación De América Latina Sobre La Violencia 
De Género Ejercida Por Medios Electrónicos”. Nos brinda tres razones las cuales 
son fundamentales y se detalla a continuación; primero vemos el por qué la violencia de 
género en el ámbito online es hoy en día uno de los presentes problemas que afecta 
de manera particular a nuestra sociedad, este que es azotado lamentablemente en 
varias dimensiones por el machismo; segundo la actual discusión que se torna legal y 
los intermediarios privados  tienen que fundamentalmente alzar la voz para que de esta 
manera traten la problemática del ambiente del cual forman parte; finalmente se hace 
precisa la ponderación de derechos humanos que permitan brindar la protección a las 
víctimas y a su vez cumpla la función de evitar que estos derecho en medios electrónicos 
como son la liberta de expresión, anonimato y la denomina privacidad no se vean 
afectados [43]. 
El documento “CDMX Ciudad Segura y Amigable para la Mujeres y las Niñas”. El 
estudio se planteó como meta elaborar un plan de acciones públicas para la prevención 
de la violencia y el acoso sexual contra las mujeres en las redes sociales a partir de la 
investigación documental, el monitoreo a mensajes en Twitter y Facebook, entrevistas 
a mujeres víctimas, entrevistas, a la difusión y monitoreo en medios electrónicos y 
grupos focales con mujeres y hombres. La metodología del estudio se abordó desde un 
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enfoque exploratorio de análisis cualitativo y cuantitativo, el impacto que tienen las redes 
sociales como instrumento de comunicación e interacción y los usos que hace la 
población de éstas en la emisión y difusión de mensajes, imágenes de violencia de 















4.1.1. Tipo de Investigación Según el Objetivo 
Esta investigación es de tipo básica aplicada; básica puesto que se 
propondrá un modelo de detección que mejore la tasa de aciertos utilizando 
OM y los algoritmos clasificadores de Machine Learning; y es aplicada 
debido a que centra en problema social-psicológico en la sociedad que es la 
violencia contra la mujer en redes. 
4.1.2. Tipo de Investigación Según los Datos 
Esta investigación se basa en otros estudios realizados por lo cual es de un 
enfoque cuantitativo; ya que este, toma técnicas como conceptos, modelos 
y también herramientas con el fin de darle solución a un problema presente, 
además de la utilización de metodología que contiene resultados y pruebas. 
Además, se busca dar una solución a una muestra de manera que se 
generalice a una población. 
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4.1.3. Tipo de Investigación Según el Experimento 
Esta investigación según el experimento es de tipo experimental puesto que 
modificaremos la variable independiente y observaremos cambios en la 
variable dependiente. 
4.1.4. Diseño de la Investigación 
Esta investigación tiene un nivel que es de carácter correlacional puesto que 
en esta se establece una relación entre dos a más variables. 
4.1.5. Técnicas 
• Machine Learning (Algoritmos Clasificadores): Para entrenar y 
realizar las pruebas con nuestro corpus de violencia contra la mujer. 
• Opinion Mining: Para analizar la información en forma de texto y 
encontrar el tipo de opinión subyacente, para nuestro caso de estudio 
violencia contra la mujer en redes sociales. 
• R studio (IDE para usar R): Entorno que facilita la programación en R. 
• Twitter Archiver: Herramienta que nos ayuda a interactuar con Twitter.  
Tabla 3: Operacionalización de variable e indicadores. 
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DESARROLLO E IMPLEMENTACION 
 
Teniendo en cuenta los conceptos antes estudiados en este capítulo se desarrollará y 
se podrá validar la investigación planteada de violencia contra la mujer y se obtendrá la 
efectividad de la técnica de clasificación y la del OM. 
Procederemos a analizar el comportamiento de la herramienta y los distintos procesos 
y flujos que ocurren en la clasificación. En la sección de implementación, describiremos 
como se modelo el OM de violencia contra la mujer, especificaremos el diseño, los 
criterios adoptados y herramientas externas que se utilizaron en la implementación. 
 
5.1. Descripción de la Propuesta 
Teniendo claro que los mensajes que en Twitter son publicados son de gran interés 
ya que la posibilidad de detectar violencia contra la mujer está latente en cada 
mensaje. El hecho que las opiniones, ideas y debates se hagan públicas   da 
comienzo a un tipo de conversación, pero de tipo informal. El análisis de contenido 
y los estudios cuantitativos de los mensajes de Twitter permitirán identificar 
violencia contra la mujer. 
No obstante, la investigación requiere evaluar grandes volúmenes de mensajes de 
Twitter, por esa razón es conveniente desarrollar varios métodos que nos permitan 
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procesar textos de forma automática con confiabilidad y de una precisión buena o 
aceptable. De esta manera, estaríamos en condiciones de forma óptima por las 
opiniones y la información de los datos extraídos de las conversaciones entre una 
gran cantidad usuarios respecto a tópico tratado. El OM es una opción que se usa 
en Twitter por lo que es una de las mejores opciones, así como una respuesta a 
esta necesidad de detectar VCM. 
El OM y el desarrollo de las diferentes técnicas en inglés tiene ya un mediano 
recorrido con estudios que tiene resultados satisfactorios. No obstante, este 
desarrollo en el idioma español aún no tiene este nivel de investigación o 
tratamiento en este idioma. 
El propósito de esta investigación es detectar violencia contra la mujer usando 
algoritmos clasificadores y OM en Twitter. 
En resumen, veremos técnicas conocidas en el aprendizaje automático en inglés 
(machine learning) y de las herramientas R y R studio. La investigación se 
estructura como se muestra en el diagrama de la Figura 6. Como primer paso, se 
introducirá al OM. Continuando como paso dos, se muestran las diferentes fases 
de las técnicas basadas en diversos algoritmos que son utilizados en el aprendizaje 
automático supervisado, se explicará el planteamiento de la herramienta R studio 





Figura 6: Diagrama de contexto: Opinion Mining de violencia contra la 
mujer. 
Fuente: [Elaboración Propia]. 
 
5.2. Dataset De Violencia Contra La Mujer 
En esta sección describiremos el conjunto de datos de violencia contra la mujer que 
se ha desarrollado para la implementación de nuestra investigación. 
5.2.1. Características 
El conjunto de datos de violencia contra la mujer que se desarrollo tiene 
como característica principal la búsqueda de palabras de tipo Adjetivo 
Demostrativo Despectivo para el género femenino, los cuales fueron 
debidamente seleccionados por un especialista, tanto las palabras clave 
para la búsqueda como los tweets para la valoración; en nuestra 
investigación el especialista en esta área es un lingüista el cual brinda a 
nuestro dataset la validación necesaria para poder desarrollar la 
investigación de violencia contra la mujer ya que este especialista es aquel 
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que realiza el estudio científico de la estructura de las lenguas naturales y 
de aspectos relacionados con ellas, como es nuestro caso. 
El dataset desarrollado tiene un valor muy importante ya que se está 
desarrollando en el idioma español. 
5.2.2. Búsqueda De Palabras Clave Con Twitter Archiver 
Los diagramas de la Figura 7 y 8 se detallan cómo se hace la búsqueda de 
palabras clave con Twitter Archiver, el cual es un complemento gratuito de 
Google que permite guardar fácilmente tweets para cualquier palabra clave 
en una hoja de cálculo de Google. 
 
Figura 7: Diagrama de actividades: Búsqueda de palabras clave con 
Twitter Archiver. 






Figura 8: Diagrama de secuencia: Búsqueda de palabras clave con 
Twitter Archiver. 
Fuente: [Elaboración Propia]. 
 
5.3. Recolección De Datos 
En esta etapa explicaremos cual es el proceso que se ha seguido para recolectar 
información de la red social Twitter: 
5.3.1. Normalización Y Acreditación 
La Figura 19 y 10 muestra cómo se establece las palabras clave con ayuda de 
una lingüista, las palabras son adjetivos demostrativos despectivos de violencia 
contra la mujer, luego se procede a la eliminación del texto inútil, la selección y 
valorización de texto es realizada por la lingüista para después pasar a la 






Figura 9: Diagrama de actividades: Recolección de datos. 









Figura 10: Diagrama de secuencia: Recolección de datos. 
Fuente: [Elaboración Propia]. 
 
5.3.2. Eliminación De Texto Inútil 
Se considera indispensable la eliminación de texto que no aporta 
información relevante para la nuestro DataSet, por ejemplo: 
• Direcciones web. 
• Nombres de usuario. 
• Hashtags. 
• Eliminar números. 
5.3.3. Selección De Texto Y Valoración 
La Tabla 4 muestra cómo se hace la selección y normalización de textos 
recurrimos a la ayuda profesional de una lingüista la cual evaluara la 
información con criterios léxicos, La lingüística juega un papel importante a 
la hora de estudiar y valorar el lenguaje limitado, pues es una herramienta 














Fuente: [Elaboración Propia]. 
5.4. Preprocesamiento De Texto 
En el conjunto de datos realizaremos las normalizaciones necesarias para que 
puedan ser aplicadas las técnicas de modelado para el desarrollo de la 
implementación. 
5.4.1. Cambiar De Mayúsculas Y Minúsculas 
En esta etapa todas las palabras se vuelven a minúsculas o mayúsculas con 
la función tolower como se muestra en la Figura 11, esta herramienta brinda 
la facilidad de modelar el texto según sea conveniente. 
Figura 11: Ejemplo de tolower. 
Fuente: [Elaboración Propia]. 
Que importa si estoy haciendo el ridículo, si se 
escandalizan los de tu casa si tú eres lo que más 
quiero en la vida, la mujer que amo con toda mi 
alma; y la música seguirá afuera de tu casa, hasta 
que salgas, hasta ver de tu nuevo tu hermosa cara. 
1 
Por qué tienes que ser tan hermosa mujer. 1 
No puedo con lo hermosa que es mi mujer, la amo 
demasiado. 
1 
Carolina pampita eres la mujer más hermosa del 
mundo de que planeta viniste explícame. 
1 
Cuando Moniquita sepa que la gente de Perú no la 
conoce, la llaman huachafa y defienden a Miriam. 
-1 
Esa Mujer es horrible, la detesto demasiado 
por lo que hicieron conmigo.
• Antes del proceso tolower.
esa mujer es horrible, la detesto demasiado 
por lo que hicieron conmigo.
• Despues del proceso tolower.
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5.4.2. Remover Puntuaciones 
Es necesario en esta etapa remover los signos de puntuación porque no 
aporta información relevante al caso de estudio y lo hacemos con la función 
removepunctuation, como se muestra en la Figura 12. 
 
Figura 12: Ejemplo de removepunctuation. 
 
Fuente: [Elaboración Propia]. 
 
5.4.3. Palabras Vacías 
Continuando con el preprocesamiento tenemos que remover las palabras 
vacías (stopwords) como muestra la Figura 13, estas palabras que tienen 
como principal característica el no entregan información al mensaje, estas 
palabras casi siempre suelen ser artículos, preposiciones y conectores, las 
cuales son eliminadas del tweet para que de esta manera no tengan 
presencia y no puedan aparecer al preciso momento en el cual 




Figura 13: Ejemplo de stopwords. 
 
Fuente: [Elaboración Propia]. 
 
5.4.4. Raíz De Las Palabras 
La Figura 14 muestra cómo se procede a reducir las palabras o llevarlas a 
su base o raíz morfológica, en general. La raíz no necesita ser idéntico a la 
raíz morfológica de la palabra; Por lo general, es suficiente que las palabras 
relacionadas se asignen a la misma raíz. 
Esto se logra gracias a la librería TM que nos proporciona el lenguaje de 
programación R y dentro de esta librería nos encontramos con la función 
stemDocument la cual nos ayuda a realizar la etapa antes mencionada bajo 
el modelo Snowball que se utiliza para el idioma en español. 
 
Figura 14: Ejemplo de stemDocument. 
 




5.4.5. Espacios O Tabulaciones En Blanco 
Los diagramas de la Figura 15 176 y 17 se puede apreciar que 
StripWhitespace en una función de R que elimina los espacios en blanco 
adicionales de un documento de texto. Varios caracteres de espacio en 
blanco se contraen en un solo espacio en blanco. 
 
Figura 15: Ejemplo de StripWhitespace. 
 







Figura 16: Diagrama de actividades: Preprocesamiento de texto. 
Fuente: [Elaboración Propia]. 
 




Figura 17: Diagrama de secuencia: Preprocesamiento de texto. 
Fuente: [Elaboración Propia]. 
 
5.5. Document Term Matrix 
5.5.1. Matrix Frequencies 
Partiendo del punto en el cual el corpus se encuentra en un estado semi-
depurado pasamos a un enfoque común que tiene el OM que es la creación 
de la matriz de documentos – términos, teniendo la estructura en la cual los 
documentos los ubicamos en las filas mientras que los términos los 
podremos visualizar en las columnas. Estas matrices son muy usadas en 
muchas aplicaciones de OM como entrada.  
Para los pesos en la matriz se usaron 4 modelos de esquema de 
ponderación: Term frequency y Term frequency – Inverse Document 
Frequency.   
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5.5.2. Term frequency 
En definición es la frecuencia del término en los documentos que la 
contienen. El tamaño del documento o su longitud es un factor el cual nos 
da un indicio de que el termino más de una vez en los documentos que son 
más grandes en texto que los que no. Por consecuencia la frecuencia del 
término se tiene que dividir por la medida del total de términos del 
documento [45]. 
Teniendo en cuenta lo antes mencionado podemos decir que un término 𝑡𝑗 
que tiene presencia muchas veces en un documento 𝑑𝑖 es más relevante o 
importante que otro que tiene poca presencia; como se representa en la 
Ecuación 8. 
Ecuación 8: TF. 









Donde 𝑛𝑖𝑗 es el número de veces que aparece el término 𝑡𝑗 en el documento 
𝑑𝑖 . 
La figura final de nuestra matriz es como se muestra en la Tabla 5. 
Tabla 5: Matriz de frecuencia – TF. 
tweet Opinión Fea Tonta … Palabra N 
1 -1 1 0 … … 
2 -1 0 1 … … 
3 1 … … … … 
… … … … … … 
n … … … … … 
 




5.5.3. Term Frequency – Inverse Document Frequency 
El TF-IDF no es más que el TF antes hallado por el IDF para lo cual el 
Term frequency  𝑡𝑓𝑖𝑗 cuenta el número de ocurrencias 𝑛𝑖𝑗 de un término 
𝑡𝑗 en un documento 𝑑𝑖. En el caso del IDF, se dice que un término 𝑡𝑗 que 
aparece en pocos documentos discrimina mejor que uno que aparece en 
muchos y esto se define como se muestra en la siguiente Ecuación 9 [42]. 
Ecuación 9: IDF. 






Donde N es el número total de documentos y  nj es el número de 
documentos que contiene el término tj . 
Ecuación 10: TF-IDF. 
𝑻𝑭 − 𝑰𝑫𝑭 =  𝒕𝒇𝒊𝒋  ∙  𝒊𝒅𝒇𝒋 
Fuente: [45]. 
 
La siguiente Tabla 6 muestra una representación de lo que se puede obtener 
a la hora de aplicar el TF-IDF: 
Tabla 6: Matriz de frecuencia TF-IDF. 
tweet Opinión Fea Tonta … Palabra N 
1 -1 0.5929106 0 … … 
2 -1 0 0.6130971 … … 
3 1 … … … … 
… … … … … … 
n … … … … … 
 
Fuente: [Elaboración Propia]. 
5.5.4. Matriz Sparce 
En esta etapa y a partir de la matriz de frecuencia realizaremos la eliminación 
de las palabras con poca participación en dicha matriz con la función 
(remuveSparceTerms), como muestra las Figuras 18 y 19. El objetivo de este 
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proceso es el de tener solo las palabras con mayor valor y participación para 
así poder clasificar nuestros tweets con una mayor precisión, además de 
obtener un corpus de mayor calidad para el tópico de violencia contra la 
mujer. 
Figura 18: Diagrama de actividades: Matrix OM. 








Figura 19: Diagrama de secuencia: Matrix OM. 
Fuente: [Elaboración Propia]. 
 
5.6. Acondicionamiento Y Configuración 
Para hacer uso de los modelos de clasificación tenemos que realizar la conversión 
del corpus en formato Base de Datos R y una vez que convertimos en este formato 
mencionado tendremos que realizar dos procesos el primero que tenemos que 
asignarle los valores a cada palabra que teníamos en nuestro anterior formato y 
luego tenemos que asignar la variable de opinión en nuestro nuevo formato para 
así poder correr nuestros modelos de clasificación. 
 
5.7. Modelos De Clasificación 
La Tabla 7 Muestra los modelos de clasificación abordados en base a lo 
anteriormente estudiado son los modelos SVM (Support Vector Machine), NB 
(Naive Bayes) y DT (Decision Trees) para poder usar estos modelos usaremos el 
corpus ya antes acondicionado y configurado en el cual tendremos separemos los 
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datos de entrenamiento en un 80% y los datos de prueba en un 20% para poder 
correr los algoritmos. 
Tabla 7: Modelos de clasificación. 
Modelos Clasificadores Funciones | Library (e1071) 
Support Vector Machine svm(as.factor(opinion)~ ., data=trainSparse) 
Naive Bayes naiveBayes(as.factor(opinion)~ ., data=trainSparse) 
Decision Trees C5.0(as.factor(opinion)~ ., data=trainSparse) 
 
Fuente: [Elaboración Propia]. 
 
Teniendo en cuenta que los algoritmos son complejos para poder aplicarlos 
mediante código duro ya que la complejidad algorítmica es alta procedemos a hacer 
uso de herramientas que nos faciliten este proceso, como se muestra en las Figuras 
20 y 21, y así obtener nuestros resultados, por lo tanto el lenguaje de programación 
R toma parte principal para poder ejecutar de forma más rápida y menos compleja 
para poder hacer uso de ellas mediante sus librerías que nos proporcionan 




Figura 20: Diagrama de actividad: Proceso algoritmos clasificadores. 
Fuente: [Elaboración Propia]. 
  
Figura 21: Diagrama de secuencia: Proceso algoritmos clasificadores. 




5.8. Matriz De Confusión 
En los diagramas de las Figuras 22 y 23 se muestra cómo hacer la matriz 
de confusión. Usaremos la función confusionMatrix en R que nos 
mostrará nuestra matriz de confusión la cual nos brindará la información de 
porcentaje (%) de precisión de detección una vez ya ejecutado nuestros 
algoritmos clasificadores. 
Figura 22: Diagrama de actividades: Matriz de confusión. 
Fuente: [Elaboración Propia]. 
 
Figura 23: Diagrama de secuencia: Modelo de clasificación. 












PRESENTACIÓN DE ANÁLISIS Y RESULTADOS 
 
6.1. Palabras Clave (Key Words) 
En nuestros resultados obtenidos del trabajo con Twitter y la Lingüista se obtuvo 
un total de 152 palabras clave como se muestra en la Tabla 8, para la detección de 
la Violencia contra la Mujer, en el ambiente de Twitter se obtiene mediante la 
frecuencia de palabras y por el lado de la lingüista la profesional realiza una 
búsqueda de palabras bajo su ambiente profesional para brindarnos también 
palabras clave para la detección de la violencia contra la mujer en redes sociales. 
Tabla 8: Palabras clave. 
Payasa Vulgar Entrometida Virginal Tarada Inútil 
Fea Operada Escoria Princesa Débil Jodida 
Cerda Enana Estúpida Obesa Cualquiera Lameculos 
Asquerosa Hocico Farsante mamacita Golfa Lameplatos 
Sucia Psicópata Ladrona Mongola Perdida Lerda 
Esquizofrénica Pezones Corrupta Chucha Violar Libertina 
Criada Puerca Fresca Asterisco Ultrajar Lunática 
Natacha Cínica Gallina Calzón Adefesio Majadera 
Inculta Cojuda Maldita Perra Arpía Mala 
Analfabeta Verdulera Gorrona Tonta Arrastrada Malasangre 
Culera Loba Grosera Flácida Burra Malcriada 
Gorda Mandona Vieja Débil Babosa Malnacida 
Puta Fría Sonsa Estrías Bestia Querida 
Zorra Bruja Hipócrita Indígena Bruta Maricona 
Chismosa Barata Idiota Chola Flaca Marimacho 





Fuente: [Elaboración Propia]. 
 
6.2. Data Set 
Una vez realizada la búsqueda con nuestras palabras clave; obtuvimos un DataSet 
de 1507 Tweets como se muestra en la Figura 24, el cual contiene dos valores, un 
primer valor de 593 Tweets de no violencia contra la mujer y un segundo valor de 
914 Tweets de violencia contra la mujer, el cual nos servirá tanto como para armar 
nuestro corpus y para la validación de nuestros modelos. 
Figura 24: Dataset clasificado de violencia contra la mujer. 
Fuente: [Elaboración Propia]. 
 
6.3. Document Term Matrix 
La Figura 25 se muestran los resultados de frecuencia, que al realizar la inspección 
obtuvimos como resultado el total de 1507 Tweets y la cantidad de 5571 términos 
Lesbiana Negra Impertinente Trastornada Ciega Mula 
Borracha Sidosa Impresentable Loca Invalida Mezquina 
Alcohólica Insegura Incapaz Prostituta Cochina Mierda 
Culo Ramera Inepta Sinvergüenza Vaga Mocosa 
Nalga Dramática Infame Indeseable Cornuda Momia 
Teta Fulana Infeliz Bipolar Cretina Mosca 
Concha Asistenta Ingrata Despechada Energúmena Ordinaria 
Sexo Reprimida Insensata Mojigata Engendra Paliza 
Pendeja Víbora Insolente Piruja Piojosa Pedante 
Ridícula Rata     
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con la que trabajamos, a su vez también obtuvimos el término más largo que es de 
32 caracteres. 
• Documentos: 1507 
• Términos: 5571 
• Máximo largo: 32 
Figura 25: Inspección del dataset. 
Fuente: [Elaboración Propia]. 
 
6.4. Matriz Sparce 
La Figura 26 se detalla el diseño de nuestra matriz, mediante el 
procedimiento de Sparce quitamos lo términos que no nos aportarían valor 
a nuestro Corpus y para ello al inspeccionar obtuvimos los siguientes 
valores. Los valores presentes en esta matriz son los reales es decir valores 
que servirán de referencia para comparar con los obtenidos de nuestros 
modelos realizados. 
• Documentos: 1507 
• Términos: 265 




Figura 26: Términos sin valor. 
Fuente: [Elaboración Propia]. 
 
6.5. Matriz De Confusión 
Las Tablas 9, 10 y 11, detallan una de las principales métricas más importantes que 
obtuvimos como es la matriz de confusión, para cada uno de los clasificadores, en 
la cual podemos observar los TP o verdaderos positivos, FP lo falsos positivos, FN 
los falsos negativos y el TN lo verdaderos Negativos; por lo que la diagonal 
empezando de la parte superior izquierda a parte inferior derecha son las 
clasificaciones correctamente echas y las que no se encuentra en dentro de esta 
son las clasificaciones erróneas o mal realizadas. Estos resultados obtenidos son 
resultado de la comparación con nuestro corpus de valores Reales “R” y los 
Predichos “P”. 
Tabla 9: Matriz de confusión.SVM. 
M-C VCM - R No VCM – R 
VCM – P 172(TP) 14(FP) 
No VCM – P 11(FN) 105(TN) 




Tabla 10: Matriz de confusión.Naive Bayes. 
M-C VCM - R No VCM – R 
VCM – P 147(TP) 24(FP) 
No VCM – P 36(FN) 95(TN) 
Fuente: [Elaboración Propia Adaptada [15] ]. 
 
Tabla 11: Matriz de confusión. Decision Tree. 
M-C VCM - R No VCM – R 
VCM – P 178(TP) 19(FP) 
No VCM – P 5(FN) 100(TN) 
Fuente: [Elaboración Propia Adaptada [15] ]. 
 
Teniendo como resultado la matriz de confusión anteriormente detallada podemos 
obtener los siguientes resultados: 
6.5.1. Accuracy 
En la Ecuación 11, se muestra la fórmula para hallar el Accuracy: 
Ecuación 11: Accuracy. 
#𝑇𝑃 + #𝑇𝑁
#𝑇𝑃 + #𝑇𝑁 + #𝐹𝑃 + #𝐹𝑁
(100) = 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(%) 
Fuente: [15]. 
6.5.2. Recall 
En la Ecuación 12 se muestra la fórmula para hallar el Recall: 





(100) = 𝑅𝑒𝑐𝑎𝑙𝑙 (%) 
Fuente: [15]. 
6.5.3. Precision 
La Ecuación 13 muestra como determinar la precisión: 
Ecuación 13: Precision. 
#𝑇𝑃
#𝑇𝑃 + #𝐹𝑃
(100) = 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (%) 
Fuente: [15]. 
6.6. Resultados De Experimentación 
6.6.1. Representación Term Frequency 
Haciendo uso de TF que nos mide la frecuencia con la que el termino está 
presente en un documento, podremos obtener los siguientes resultados en 
los cuales podemos notar que como principal y con mayor porcentaje de 
Accuracy tenemos a el algoritmo de DT seguido por el SVM y finalmente 
NB, es así como podemos decir que con TF el mejor algoritmo a usar es DT 
por los resultados obtenidos los cuales se muestra en la Figura 27: 
Figura 27: Representación TF. 
Fuente: [Elaboración Propia]. 
Accuracy Recall Presicion
DT 92,05% 97,26% 90,35%
SVM 91,72% 93,98% 92,47%














Accuracy, en la figura 27 se muestra, las pruebas realizadas con los 
modelos. (DT, SVM, NB), se obtuvo un 92.05% de Accuracy con el modelo 
DT, siendo este el mejor porcentaje de Acuracy de los tres modelos de 
clasificación propuestos con el esquema TF; teniendo en cuenta que el 
Accuracy no es más que la muestra o fracción de nuestro total obtenido que 
fueron correctamente clasificados por los modelos. 
Real, en la figura 27 se muestra, las pruebas realizadas con los modelos. 
(DT, SVM, NB), se obtuvo un 97.26% de Recall con el modelo DT, siendo 
este el mejor porcentaje de Recall de los tres modelos de clasificación 
propuestos con el esquema TF; teniendo en cuenta que el Recall es uno de 
los resultados, el cual contiene documentos relevantes recuperados con 
éxito. 
Presicion, en la figura 27 se muestra, las pruebas realizadas con los 
modelos. (DT, SVM, NB), se obtuvo un 92.47% de Presicion con el modelo 
SVM, siendo este el mejor porcentaje de Presicion de los tres modelos de 
clasificación propuestos con el esquema TF; teniendo en cuenta que la 
Presicion es el valor predictivo positivo o la fracción de las predicciones 
positivas que son realmente positivas. 
 
6.6.2. Representación Term Frequency - Inverse Document Frequency 
Mientras TF nos mide la frecuencia de un término el IDF nos mide cuán 
importante es el termino, teniendo en cuenta esto al momento de hacer uso 
del TF-IDF provoca una baja importante en el algoritmo SVM como se 
muestra en los resultados al igual que en nuestro algoritmo NB, pero DT que 
con anterioridad obtuvo los mejores resultados no obtuvo ningún cambio por 
lo que podemos decir que es el algoritmo con mejor resultado el cual 
podemos implementar o usar a futuro para realizar más pruebas de nuestro 




Figura 28: Representación TF-IDF. 
Fuente: [Elaboración Propia]. 
Accuracy, en la figura 28 se muestra, las pruebas realizadas con los modelos. (DT, 
SVM, NB), se obtuvo un 92.05% de Accuracy con el modelo DT, siendo este el mejor 
porcentaje de Acuracy de los tres modelos de clasificación propuestos con el esquema 
TF-IDF; teniendo en cuenta que el Accuracy no es más que la muestra o fracción de 
nuestro total obtenido que fueron correctamente clasificados por los modelos. 
Recall, en la figura 28 se muestra, las pruebas realizadas con los modelos. (DT, SVM, 
NB), se obtuvo un 97.26% de Recall con el modelo DT, siendo este el mejor porcentaje 
de Recall de los tres modelos de clasificación propuestos con el esquema TF-IDF; 
teniendo en cuenta que el Recall es uno de los resultados, el cual contiene documentos 
relevantes recuperados con éxito. 
Presicion, en la figura 28 se muestra, las pruebas realizadas con los modelos. (DT, 
SVM, NB), se obtuvo un 90.35% de Presicion con el modelo DT, siendo este el mejor 
porcentaje de Presicion de los tres modelos de clasificación propuestos con el esquema 
TFI-DF; teniendo en cuenta que la Presicion es el valor predictivo positivo o la fracción 
de las predicciones positivas que son realmente positivas. 
Accuracy Recall Presicion
DT 92,05% 97,26% 90,35%
SVM 87,08% 93,98% 86,00%














6.6.3. Average Precision 
El presente resultado nos brinda la media de precisión de nuestros algoritmos 
el cual nos ayuda a precisar que algoritmo es el más adecuado para su uso 
en nuestro tópico de estudio. 
La Ecuación 14 muestra como determinar el Average Precsion. 
Ecuación 14: Average Precision. 










• GTP = Gran verdadero positivo. 
• TP = Coincidencias positivas. 
• i = Cantidad de casos evaluados. 
6.6.4. Resultados De Experimentación Del Average Presicion 
En el Figura 29, hacemos muestra de nuestros APs obtenidos con el uso de 
TF y TF-IDF para obtener una comparación e identificar el mejor algoritmo 
para su uso en más pruebas. 
Figura 29: Comparación de Algoritmos Clasificadores Average 
Precision. 

































Como primera conclusión con referencia al objetivo general se concluye que en el 
presente trabajo de investigación se ha estudiado un problema social complejo como es 
el de la VCM en la red social Twitter en idioma español y los desafíos asociados al OM 
y que para la propuesta de un modelo de detección es necesario la aplicación del campo 
de estudio de OM y Algoritmos Clasificadores que a su vez estos tienen que ser 
apoyados por la metodología corpus en el tópico de estudio de violencia contra la mujer 
para así obtener un mejor resultado a la hora de detectar VCM. 
En relación con los objetivos específicos concluimos lo siguiente: 
Primero que el campo de estudio de OM en redes sociales en español está un poco 
retrasado comparado con los avances hechos en el idioma ingles ya son muy pocos los 
estudios encontrados por lo que se llegó a obtener los procesos adecuados para poder 
desarrollar esta propuesta. 
Segundo que el diseño de un corpus sobre el tópico de VCM fue uno de los retos 
también grandes puesto que no se contaba con ninguna fuente de datos para poder 
validar nuestra propuesta por lo que en el transcurso del desarrollo de este diseño se 
vio por conveniente contactar a un especialista (lingüista) para así proporcionarle los 
datos extraídos de la red social Twitter y de esta manera contar con un corpus validado 
y correctamente diseñado; un factor importante que influyó en los resultados finales y el 
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cual dificulto la precisión del modelo es el carácter informal de escritura de los mensajes 
en Twitter y la inclusión de términos y abreviaciones propias de cada usuario, lo que 
hace aún más difícil diagnosticar si un tweet contiene una opinión positiva o negativa. 
Además, como Twitter es una herramienta la cual se ocupa para redactar mensajes 
cortos y varios muchos otros casos son ambiguos o dependen del contexto esto dificulta 
la precisión al momento de detectar violencia contra la mujer en Twitter por lo que se 
vio por conveniente la normalización y estandarización de estos mensajes como una 
prioridad. 
Tercero que la conclusión al momento de investigar y conocer los algoritmos 
clasificadores para poder visualizar cual es el más eficiente al momento de clasificar 
modelos con dos polaridades ya que en esta área su clasificación mejora notablemente 
en contra de otros algoritmos por lo que en nuestra propuesta fue un factor muy 
importante su uso. 
Cuarto que la validación y evaluación de nuestra propuesta de modelo de detección de 
VCM tiene por conclusión que esta con el debido tratamiento de datos correctos y 














En el futuro, como primer trabajo futuro a tomar en cuenta es a raíz de los problemas de 
OM como la detección de sarcasmo, ironía, la ambigüedad o la dependencia de 
contexto, se podrían mejorar usando redes neuronales en particular Long Short Term 
Memory (LSTM) son un tipo especial de redes recurrentes. La característica principal 
de las redes recurrentes es que la información puede persistir introduciendo bucles en 
la arquitectura de la red. 
Como segundo punto se recomienda desarrollar una dataset en ingles puesto que este 
tema aún no ha sido tratado en ese idioma y no se cuenta con estudios de OM en inglés. 
Se recomienda incluir en los modelos la inclusión de los emoticonos y abreviaciones ya 
que estos han llegado a ser más utilizados para expresar opiniones positivas y 
negativas, emociones y estados de ánimo. 
Y como tercer y último punto de trabajo futuro se recomienda evaluar la propuesta de 
detección de violencia contra la mujer en español en redes sociales como Facebook, 
Instagram y Youtube, debido a que este problema social se presenta no solo en Twitter 
















Anexo 1: Búsqueda de una de las palabras clave con sus respectivas 
reglas en Twitter. 
Fuente: [Elaboración Propia]. 
 
Anexo 2: Palabras claves buscadas. 





Anexo 3: Resultado de la búsqueda con las palabras mujer inteligente. 
Fuente: [Elaboración Propia]. 
 
 
Anexo 4: Tweets sin procesar. 




Zorra, loca, prostituta del dcitador, en Venezuela las farmacias venden, no comida porque no hay, sino lo que pueda… https://t.co/lXCdtvT1C0
Loca prostituta del dictador, por qué no entraste al McDonalds a ver cuántos habían allí dentro, te aseguro por tu… https://t.co/tSQbJFa7Em
melodiasdv @JuanMa_Moreno @PPopular @ppandaluz @pablocasado_ @TeoGarciaEgea @loleslopez Los de la coca y prostitut… https://t.co/K1KCN0qssM
KatuArkonada Eres una loca prostituta comunista! Ya no hallan que hacer ni que decir y ya no tienen ni dinero para… https://t.co/PifuqisN6K
DrWilfredoBello @AveFenix182 Simple loca enferma y prostituta de estas hay muchas que de verdad no el rancho en la… https://t.co/kJBNaZ13Pe
monerohernandez Finalmente es una prostituta muy cara que supo colocarse y cumplir con su trabajo.
jcsosazpurua Pago en dolares a la Primera que le de una paliza a la prostituta loca esta! Jajajajaja.. inteligente… https://t.co/GR60TBYQKq
JULIOCESARRIVAS @asancher Si es una prostituta de poca monta que anda buscando tres lochas es tan fea que ni Chuckie la quiere coger
As_TomasRoncero @vini11Oficial @SergioRamos Fuera del área hijo de tu cerda madre! Habla ahora del VAR que eres un… https://t.co/IuEQ79Isei
Además, quienes estamos vinculados al medio deportivo, sabemos que Paty López de la Cerda es famosa por ser de las… https://t.co/8WAcTFWLHk
BarbaraUSanz Jajajaja y prostituta barata de ricardo sanchez como siempre oliéndole los peos a Cabello
martinno79 Una prostituta barata,que vive con un degenerado incestuoso,un impresentable que deshonra una banca y o… https://t.co/HUUni7lggq
Mi repertorio musical de hoy empezó con música para ponerme a bailar como prostituta barata https://t.co/wWxVK2eKyl
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Anexo 5: Bag of words para R. 
Fuente: [Elaboración Propia]. 
 
Anexo 6: Corpus. 







Anexo 7: Pseudocodigo. 
 
#-------------------------------------------------------------------------------------------------- 
#---------------------------------- Carga de Data Set --------------------------------------------- 
 
getwd() #Ruta de directorio donde se trabaja 
tweets <- read.csv("DatasetOM.csv", sep =",") #cargar Data Set ("nombre del archivo.csv", 
separador) 
table(tweets$opinion) #Estadisticas de valoracion del Data Set 
corpus <- Corpus(VectorSource(tweets$text)) #objeto corpus se le asigna el objeto de tweets 
// lee los tweets 
length(corpus) #cuenta las palabras tiene el corpus 
content(corpus[[1]]) #imprime la posicion que se desea 
 
#-------------------------------------------------------------------------------------------------- 
#---------------------------------- Pre Procesamiento --------------------------------------------- 
 
corpus <- tm_map(corpus, PlainTextDocument) #Conversion a formato plainText 
corpus <- tm_map(corpus, tolower) #Conversion a minusculas 
corpus <- tm_map(corpus, removePunctuation) #Remueve puntacion y simbolos 
corpus <- tm_map(Corpus, removeNumbers) #Remueve Numeros 
corpus <- tm_map(Corpus, stripWhitespace) #Remueve espacios 
stopwords("spanish")[1:1] # Muestra stopwords 
corpus <- tm_map(corpus, removeWords, c(stopwords("spanish"), "mujer","hace", "hay", 
"miriam", "estÃ", "una", "ere", "sus", "quier", "tan", "siempr", "sea", "mas", "asa", "sos", 
"pola", "nica", "nia")) #remueve las stopwords y otras palabras que se deseen 




#---------------------------------- DTM - Sparce Matrix --------------------------------------------- 
 




frequenciesTFIDF <- DocumentTermMatrix(corpus, control = list(weighting = weightTfIdf))  
#TF/IDF 
inspect(frequenciesTFIDF[15:100, 5:10]) 
frequenciesBIN <- DocumentTermMatrix(corpus, control = list(weighting = weightBin))  #BIN 
inspect(frequenciesBIN[15:100, 5:10]) 
frequenciesSMART <- DocumentTermMatrix(corpus, control = list(weighting = weightSMART))  
#SMART 
inspect(frequenciesSMART[15:100, 20:40]) 




frequencies #imprime atributos de frequencies 
inspect(frequencies[15:100, 5:10]) #zoom de la matriz / posiciones [15:20, 5:10] 
findFreqTerms(frequencies, lowfreq = 50) #frecuencias de palabras iguales o mayoes a 50 
sparse <- removeSparseTerms(frequencies, 0.995) #quitar palabras que son mencionadas muy 
poco / deja las palabras mas usadas 
sparse #imprime sparse 
tweetsSparse <- as.data.frame(as.matrix(sparse)) # retornar la variable sparse como una base 
de datos en formato R 
colnames(tweetsSparse) = make.names(colnames(tweetsSparse)) #asinar los nombres de cada 
palabra al dataframe 




#---------------------------------- Clasidicadores ML --------------------------------------------- 
 
set.seed(12) #Semilla aleatoria para poder reproducir lo que se hace con todos los algoritmos 
split <- sample.split(tweetsSparse$opinion, SplitRatio = 0.8) #decide que observaciones se van 
para un lado u otro 
trainSparse = subset(tweetsSparse, split==TRUE) #Data de entrenamiento para entrenamiento 









TREE <- C5.0(as.factor(opinion)~ ., data=trainSparse) #Entrenamiento 
predictTREE <- predict(TREE, newdata = testSparse) #Prediccion con la data de prueba 
 
#Naive Bayes 
BAYES <- naiveBayes(as.factor(opinion)~ ., data=trainSparse) #Entrenamiento 
predictBAYES <- predict(BAYES, newdata = testSparse) #Prediccion con la data de prueba 
 
#Support Vector Machine 
SVM <- svm(as.factor(opinion)~ ., data=trainSparse) #Entrenamiento 
predictSVM <- predict(SVM, newdata = testSparse) #Prediccion con la data de prueba 
 
#-------------------------------------------------------------------------------------------------- 






summary(TREE) #Describe el clasificador 
summary(BAYES) #Describe el clasificador 
summary(SVM) #Describe el clasificador 
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Anexo 8: Autenticidad de Datos. 
 





GLOSARIO DE TERMINOS 
(OM)  Opinion Mining  
(SVM)  Support Vector Machine 
(NB)  Naive Bayes  
(DT)   Decision Trees 
(DTM)   Document Term Matrix 
(TF)   Term Frequency 
(TF-IDF)   Term Frequency – Inverse Document Frequency 
(DAL)  Dictionary of Affect in Language  
(LIWC).  Linguistic Inquiry and Word Count”  
(SEPLN)   Sociedad Española para el Procesamiento del Lenguaje Natural  
(ML).  Machine learning  
(NLP).  Natural Language Processing,  
(DS).  DataSet 
(API)  Application Programming Interface 
(LSTM)  Long Short-Term Memory 
(AP)  Average Precision 
(TP)   Verdaderos Positivos 
(FP)  Falsos Positivos 
(FN)   Falsos Negativos 
(TN)   Verdaderos Negativos 
(GTP)  Gran Verdadero Positivo. 
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