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Abstract
As the Internet is widespread and there are many online shops in the Internet, many persons buy products in the online shops.
Customer’s behavior in the online shops is a sequence of customer driven activities intrinsically because his/her movement in an
online shop occurs according to only his/her decision. Hence, to achieve satisfactory purchase experiments it is important how
the shop supports them. Online shops have to predict visitors’ intents correctly to support them eﬀectively. One of information
resources the shops can use is an access log including information on customer’s movement in the online shop. If they are histories
of customer’s behaviors in online shops and the behaviors depend on customer’s intents, we can extract new knowledge on them
from the access logs. Speaking concretely, we can predict customers’ intents from the access logs since their internal intents aﬀect
their activities. We can realized more appropriate recommendation service by changing recommendation strategy depending on
customer’s intents. In this paper, we propose a method to predict customer’s intents from access logs in a real online shop. We
adopt a Topic Tracking Model (TTM) to analyze the access logs.
c© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
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1. Introduction
As the Internet is widespread and there are many online shops in the Internet, many persons buy products in the
online shops. Customer’s behavior in the online shops is a sequence of customer driven activities intrinsically because
his/her movement in an online shop occurs according to only his/her decision. Hence, to achieve satisfactory purchase
experiments it is important how the shop supports them. Online shops have to predict visitors’ intents correctly to
support them eﬀectively. One of information resources the shops can use is an access log including information on
customer’s movement in the online shop. These logs are originally intended to be used for only online shop service
maintenance. If they are histories of customer’s behaviors in online shops and the behaviors depend on customer’s
intents, we can extract new knowledge on them from the access logs. Speaking concretely, we can predict customers’
intents from the access logs since their internal intents aﬀect their activities. We assume that users visiting an online
shop have some intents; for example, just a window shopping, comparing similar items, looking for a newer item
than the one the customer has already bought. Detecting these intents are important to support them. We can realized
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more appropriate recommendation service by changing recommendation strategy depending on customer’s intents.
For example, if an online shop can predict a category a customer will buy from his/her intents, we can recommend
more speciﬁc items related to the category. Moreover, if an online shop can predict a item a customer will buy, we
give him/her extra information on a sale price.
In this paper, we propose a method to predict customer’s intents from access logs in a real online shop. We
adopt a Topic Tracking Model (TTM)1 to analyze the access logs. A topic model is one of generative models which
include latent properties called topics. The topic is an element to determine customer’s behavior and customer’s
activities are generated according to the topic. In generative model, customer’s behavior is generated with two-step
probabilistic process; in the ﬁrst step a topic is selected according to a topic probability distribution representing topic
selection tendency. In the next step user’s activity is determined according to activity probability distribution linked
to the selected topic in the ﬁrst step. Especially TTM can capture topic dynamics because TTM can consider time
dependency and analyzes access logs considering dependencies between neighboring actitiveis in access logs.
In section 2, related works are introduced. In section 3 we explain TTM and how to train it and in section 4 we
explain how to apply TTM to access log analysis. Experiments using actual access logs are executed in section 5.
Finally in section 6, we describe conclusions and future works.
2. Related Works
There are many researches to predict users’ intents from their activity histories. In this section we describe such
related works to emphasize our research aims. First, we describe researches on search engines. Carman et al. 2
proposed extended LDA models including latent topics and achieved search result personalization. One of their
model is similar to ours because they assume that a user has topics. Lin et al. 3 analyzed query logs using n-gram
model to predict user behaviors (for example, clicking the item on search result, requesting the next page and so
on) and Sadagopan et al. 4 applied Markov model to session classiﬁcation (for example, sessions made by bots) with
logs. In their experiments, logs contains only speciﬁcs behaviors, such as searching, requesting next pages, clicking a
promotion link, and so on. Guo et al. 5 predicted user intents; whether or not the user purchases item. They used SVM
and various operations on the search result pages as feathers; cursor movements, scrolls, keyboard inputs, and so on.
What features are useful for predicting user behaviors were examined by Van den Poel et al. 6 works.
There are researches about user behaviors analysis on online shopping sites. Iwata et al. proposed Topic Tracking
Model (TTM), applied it to purchase history analysis, and predicted items a user would purchase. In this paper we
apply TTM to access log analysis and predict customer’s intents. A work of Kumagae et al., predicted user’s intent
from access logs using a hidden Markov model.
Our proposed method is related to a topic model to predict user’s intents. Latent Dirichlet Allocation (LDA)7 is
one of the most famous topic models and at ﬁrst is proposed as a document generation model. Nowadays LDA is used
more widely to capture hidden structure from observation. However, it cannot deal with time-series data well because
LDA assumes document as bag-of-words that is a independent among word occurence. Therefore some LDA-based
topic models which can deal with time-series data were proposed. Topic Tracking Model (TTM) is one of LDA
variations and in our proposed method we use it.
Dynamic Mixture Model (DMM)8 and Dynamic Topic Model (DTM)9 are one of topic models dealing with time
series. DMM supposes random variable θ, which denotes a topic, changes over time, in the left ﬁgure of Fig. 1. Since
φ, which denotes user’s behavior preference, does not depends on time, the dynamics of behavior probabilities cannot
be captured. The graphical model of DTM is shown in the right ﬁgure of Fig. 1. DTM can deal with dynamics of
topic probabilities and behavior probabilities. Speaking concretely, the model changes α, which denotes trends of
topic selection, and β, which denotes behavior preference. However, when we apply it to user’s intent analysis, we do
not track each user appropriately because no parameters are shared over time. On the other hand, TTM is suitable for
access log analysis because TTM deﬁne a topic probability and a behavior probability are diﬀerent as time spends but
common parameter, α and β are shared in each user.
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Fig. 1. Graphical model of DMM(left), DTM(right)
3. Topic Tracking Model
3.1. Generative Process
Table 1. Notation in this paper
symbol description
t discrete time
u user
w user’s behavior
k topic
U the number of users
W the number of behaviors users can take
K the number of topics
In a generative process, observation, which denotes user’s actual behavior, is generated from the following process.
In the ﬁrst step a topic is selected according to a topic probability distribution representing user’s intent selection
preference and then behavior is determined based on the selected topic. Considering P(w|u, t) as a probability of
behavior w user u takes in time t, it is expressed as Equation (1). We use notation described in Table 1.
P(w|u, t) = ΣKk=1φt,u,kθt,k,w (1)
φt,u,k = P(k|u, t) (2)
θt,k,w = P(w|k, t) (3)
φt,u,k is a variable that denotes the k-th topic a user u selects at time t and θt,k,w is a variable that denotes the w-th
behavior a user u take at time t. In this model a topic is selected for each user and aﬀects user’s behavior selection.
Hence, φt,u is regarded as user’s intents which select his/her behavior. Moreover, θt,k denotes preference of behavior
when user’s topic is determined. As explained above, the users intent and their behavior preference changes over time.
In TTM φt,u and θt,k is calculated with a Dirichlet distribution conditioned by previous φt,u and θt,k. Hence, we assume
the model satisﬁes a Markov property.
φt,u = {φt,u,k}Kk=1 (4)
P(φt,u|φˆt−1,u, αt,u) ∝
∏
k
φ
αt,uφˆt−1,u,k−1
t,u,k (5)
A parameter of the Dirichlet distribution is αt,uφˆt−1,u. φˆt−1,u is a estimates of φt−1,u and αt,u is a persistency parameter.
Then, expectation of the distribution is φˆt−1,u, a variance is 1/αt,u. Therefore αt,u means how φt,u tends to be close to
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Fig. 2. Graphical model of TTM
φˆt−1,u. In other words, αt,u is a parameter which represents ﬂuidity of users intents when the time changes from t − 1
to t. Similarly, the prior distribution of θt,k is Equation (7).
θt,k = {θt,k,w}Ww=1 (6)
P(θt,k |θˆt−1,k, βt,k) ∝
∏
w
θ
βt,k φˆt−1,k,w−1
t,k,w (7)
βt,k is a persistency parameter and θˆt−1,k is an estimated value of θt−1,k.
The behavior generation in TTM is summarized as follows. Here, It,u is the number of behaviors user took on at
time t, xt,u,i is the ith behavior of the user u at time t, and zt,u,i is a topic and aﬀects a selection of xt,u,i.
1. for each k = 1, · · · ,K
(a) sampling behavior probabilities
θt,k ∼ Dirichlet(βt,kθˆt−1,k)
2. for each u = 1, · · · ,U
(a) sampling topic probabilities of user
φt,u ∼ Dirichlet(αt,uφˆt−1,u)
(b) for each behavior i = 1, · · · , It,u
i. sampling a topic
zt,u,i ∼ Multinomial(φˆt,u)
ii. sampling a behavior
xt,u,i ∼ Multinomial(θˆt,zt,u,i )
Fig. 2 is a graphical model which describes dependencies of variables in TTM.
3.2. TTM training
To train TTM from observations, we use a probabilistic EM algorithm10. Speciﬁcally, we apply the following two
step repeatedly.
1. Topics estimation: estimate Zt using gibbs sampling11.
2. Persistency parameters update: apply update rules of ﬁxed-point iteration to αt and βt.
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Repeating the probabilistic EM algorithm until convergence, then we estimate φˆt,u, θˆt,k using samples of Zt, αt, βt.
φˆt,u,k =
nt,u,k + αt,uφˆt−1,u,k
nt,u + αt,u
(8)
θˆt,k,w =
nt,k,w + βt,kθˆt−1,k,w
nt,k + βt,k
(9)
nt,u is the number of behaviors generated by the user u at time t. nt,k is the number of behaviors that were assigned to
topic k at time t. nt,u,k is the number of behaviors generated by the user u at time t and assigned to topic k.
In a topic estimation step, we use gibbs sampling to get topics Zt. Deﬁning Xt as behaviors of all users, rules are
following.
Φˆt−1 = {φˆt−1,u}Uu=1 (10)
Θˆt−1 = {θˆt−1,k}Kk=1 (11)
P(z j = k|Xt, Zt\ j, Φˆt−1, Θˆt−1, α, β) ∝ nt,u,k\ j + αt,uφˆt−1,u,knt,u\ j + αt,u
nt,k,x j\ j + βt,kθˆt−1,k,x j
nt,k\ j + βt,k
(12)
In a persistency parameters update step, we use update rules of ﬁxed-point iteration. Those iterations are to maximize
likelihood of persistency parameters; αt,u, βt,k. Update rules are:
αt,u ← αt,u Σkφˆt−1,u,kAt,u,k
Ψ(nt,u + αt,u) − Ψ(αt,u) (13)
βt,k ← βt,k Σwθˆt−1,k,wBt,k,w
Ψ(nt,k + βt,k) − Ψ(βt,k) (14)
where
At,u,k = Ψ(nt,u,k + αt,uφˆt−1,u,k) − Ψ(αt,uφˆt−1,u,k) (15)
Bt,k,w = Ψ(nt,k,w + βt,kθˆt−1,k,w) − Ψ(βt,kθˆt−1,k,w) (16)
Ψ is the digamma function, Ψ = ∂ log Γ(x)
∂x .
4. Application of TTM to access log analysis
TTM is usually used to analyze purchase history1. In this paper we apply TTM to access log analysis and extract
a topic, which denotes user’s intent to select his/her actual behavior, from the access logs. Hence, purchase history is
diﬀerent from access logs since generally some access logs are not related to purchase. For example, customers often
visit online shop to know new product.
1. Remove user’s access log without item purchase because we focus on user’s intent related to item purchase.
2. Divide user’s access logs into some sequences including only a purchase event because we clarify relationship
between purchase and user’s behavior.
3. Adjust the number of sessions in the sequences. The sequence consists of some sessions separated with prede-
ﬁned duration, for example half an hour. We assume the session is constructed based on single intent and regard
the sessions as features of the sequence. Since the length of the sequence is diﬀerent, sequences include the
diﬀerent number of sessions. Hence we insert dummy sessions in head of the sequence to adjust the number
of sessions in the sequence. The dummy session is considered as a access to nonexistent pages. After that, the
sequence to analyze user’s intent includes purchase in the last session of the sequence.
Since the session is a set of web pages (URLs) which a user visited, we represent a session using these web pages.
Generally URL description denotes the structure of online shop and user’s operation, for example search, purchase,
and so on. For example, a URL includes item categories, item brand, search conditions. Hence, we separate URLs
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with symbols, ”/”, ”&”, and ”=” and so on, and each separated parts, which we call an activity, is used as features to
describe the session. For example, the separated parts include item name, brand name and so on.
We conﬁrm relation between our study and TTM in Section 3. We sort sessions of each sequence in chronological
order and describe the session order as time t. And we expressed user’s behavior w as the activity extracted from a
session, such as item name, brand name. We set the sequence as u.
After TTM training, we discuss change of topics and predict user’s intent. We determine a topic in a session which
has the highest probability in all topics. Hence, since we assume a session include only one topic, we can capture a
topic sequence easily.
5. Experiments
5.1. Dataset and evaluation
We used access logs in an actual online shop related to golf. These logs collected for a month and 24,050,086
accesses of 779,059 users were included. We executed above preprocess for the access logs. The number of sessions
in a sequence is 10. After that, the dataset which contains 43,516 sequences, 31,935,160 activities (82,517 unique
activities) were obtained. Finally, we set the number of topics to 50 and estimated topics by TTM. We assume the
customer’s intent as topic which has highest probability on the user.
Since customer’s intents are not observed directly, we do not know correct intent label for each session. Hence,
it is diﬃcult to evaluate how correctly our proposed method assigned a topic to a session. We discuss coocurrence
frequency of a topic and item purchase. When a topic frequently occurs with the same item purchase, we can judge
strong relation between the topic and the item purchase. Moreover, we discuss when a topic related to item purchase
occurs in a sequence. If the topic appears near the ﬁnal session, we can predict customer’s purchase using the topic
occurrence.
5.2. Results
We found some estimated topics were related to a purchased items. Table 2 shows probabilities of item purchased
on topic 29, 39 or 40 in the 10th session. 44% of sessions assigned Topic 29 to long pant was bought. Hence, we can
regard Topic 29 as customer’s intent showing customers look for long pants.
Table 2. Item purchase probability in Topic 29, 39, or 40 the ﬁnal session
Topic 29 Topic 39 Topic 40
item probability item probability item probability
long pants 0.44 driver 0.37 driver 0.25
cap 0.06 putter 0.06 fairway wood 0.15
half-sleeved shirt 0.06 fairway wood 0.05 iron 0.12
ball 0.05 ball 0.04 utility 0.10
half pants 0.03 cap 0.03 wedge 0.08
shoes 0.03 long pants 0.03 putter 0.05
glove 0.03 glove 0.03 glove 0.02
other goods 0.02 half-sleeved shirt 0.03 ball 0.01
tee 0.02 wedge 0.03 long paths 0.01
underwear 0.02 utility 0.03 cap 0.01
Topic 38 and Topic 39 is related to driver purchase strongly. However, they include diﬀerent activity patterns. In
Table 3 we discuss activity patterns of Topic 38 and Topic 39 focusing on search operations. One of operations is
searches related to ﬂex, which is a attribute of driver, and the another is searches related to brand name of driver. In
Topic 39 searches specifying ﬂex occurs more frequently than in Topic 38. On the other hand, in Topic 38 searches
with a brand name are executed more frequently than in Topic 39. Therefore, our propose method can classify topics
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Fig. 3. Topic changes for sessions including iron purchase
(customer’s intents) not only according to purchased items but also according to how to search item. Hence, we could
conﬁrm our proposed method extract customer’s intent from access logs appropriately.
Table 3. Flex search, brand search probability of users who have Topic 38 or Topic 39
ﬂex search brand search
t Topic 38 Topic 39 Topic 38 Topic 39
1 0.0002 0.0107 0.0170 0.0090
2 0.0007 0.0071 0.0179 0.0079
3 0.0011 0.0061 0.0159 0.0066
4 0.0002 0.0074 0.0168 0.0051
5 0.0014 0.0080 0.0157 0.0055
6 0.0024 0.0089 0.0161 0.0063
7 0.0022 0.0088 0.0175 0.0065
8 0.0015 0.0080 0.0153 0.0089
9 0.0021 0.0080 0.0165 0.0073
10 0.0016 0.0087 0.0128 0.0091
Fig. 3 shows topic changes for sessions including iron (a category of golf club) purchase. The top 10 frequently
occurred topics are shown individually in Fig. 3 and the other 40 intents are contained in “others” because such topics
occurred less frequently than the top 10 topics. At t = 1, Topic 26, 30, 37 occupied in almost all sessions. Since the
Topic 26, 30, 37 includes many activities related to dummy sessions, we regarded the topics as meaningless topics.
Since almost all sequences includes the smaller number of sessions than 10 sessions, they have dummy sessions at
t = 1. Sessions including Topic 26, 30, 37 decrease gradually as t increases. This shows dummy sessions decreases
and topics constructed with actual customer’s activities emerge.
Using TTM we can capture how the occurrence frequency of a topic changes as time spends. Table 4 shows
occurrence probability of Topic 47, which is related to browsing reviews pages as time spends. The probabilities
increase over time, thus it shows customers tend to check review pages as a probability of purchase is high.
Finally, we discussed whether an estimated topic can predicted item category that purchase item belongs to. After
topic estimation with TTM and LDA, we divide sequences into two data sets randomly. We assigned the item category
to a topic based on cooccurrence frequency of a topic and purchase item category in a data set. In evaluation step
we evaluate category prediction accuracy using the another data set, which is not used for category assignment. The
results are shown in Table 5. There are three topic estimation method, TTM, LDA(all) and LDA(last). TTM is our
proposed method, and LDA(all) is the method which applies LDA and uses all sessions before t-th session to estimate
topic. LDA(last) uses only the t-th session to estimate topic. In evaluating an accuracy rate we used only the last 3
148   Keisuke Uetsuji et al. /  Procedia Computer Science  60 ( 2015 )  141 – 149 
Table 4. Transition of review list probability of intent 47
t probability
1 0.00008
2 0.00000
3 0.00000
4 0.00000
5 0.00000
6 0.00017
7 0.00019
8 0.00028
9 0.00032
10 0.00206
sessions since in our proposed method we inserted dummy sessions into sequences and topics in earlier sessions is
not reliable.
The accuracy rate of TTM is exceed the rate of LDA(all) and LDA(last) on every session. Since TTM can track
changes of topic transition, TTM can estimate a topic in a session more correctly. Hence, our proposed method
improved category prediction considering change of topics over time.
Table 5. Accuracy rate of prediction of purchase item category
t TTM LDA(all) LDA(last)
8 0.239 0.233 0.220
9 0.268 0.248 0.218
10 0.355 0.321 0.339
6. Conclusion
In this paper, we proposed a access log analysis method using Topic Tracking Model. And we conﬁrmed our
proposed method could discover useful topics related to item purchases.
In future works, we will ﬁnd some topic transition patterns shared with many customer’s activities. In this study we
focus on individual topics but I think topic transition patterns is valuable. And those are useful for recommendation
in earlier session.
We will make training faster. Since it takes too long to train TTM, it is diﬃcult to process access logs in real
time fashion. We will use the methods that achieve faster LDA estimation. For example, the eﬃcient method to
calculate Zt, and the parallelized algorithms for LDA were proposed.12,13. These methods are also adoptable to the
TTM estimation, because gibbs sampling in TTM is the same process as in LDA.
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