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ABSTRACT
We are developing CdZnTe pixel detectors for use as focal plane sensors in astronomical hard X-ray telescopes. To optimize
the spectral response and imaging performance, we are investigating the effect of contact geometry on charge collection.
Specifically, we have studied contact designs with orthogonal thin strips placed between pixel contacts. We apply a negative
bias on the grid with respect to the pixel potential to force charge to drift toward the contacts. The grid bias is selected to be
just sufficient to avoid charge collection on the grid, while increasing the transverse electric field on the surface between
contacts. In contrast to focusing electrodes designed to force field lines to terminate on the pixel contact, our approach allows
us to overcome the effects of charge loss between the pixels without significant increase of the leakage current, improving the
overall energy resolution of the detector. In this paper we describe the performance of a CdZnTe pixel detector containing a
grid electrode, bonded to a custom low-noise VLSI readout. We discuss the advantages of this type of detector for high
spectral resolution applications.
Keywords: X-ray astrophysics — CdZnTe pixel detectors
1. INTRODUCTION
Charge loss between contacts of traditional pixel detectors (those with the anode segmented into individual contacts held at
the same potential) has limited the spectral performance of these devices when events occurring between pixels are included
in the pulse-height distribution. In developing a focal plane detector for the balloon-borne High-Energy Focusing Telescope
(HEFT) [1 ,2], we have evaluated a contact geometry designed to improve the charge collection efficiency in CdZnTe (CZT)
pixel sensors. In our detectors, we include very thin strips between the rectangular pixel contacts, held at a potential
intermediate between cathode and anode, the main purpose of which is to increase the electric field on the surface between
pixel contacts. Although the idea ofusing additional electrodes (usually called focusing or steering electrodes) is not new (it
has been employed in numerous types of gaseous and semiconductor detectors [3,4]), the purpose of the grid in our
application is not to focus the field lines onto the contacts, but rather to supply sufficient transverse electric field on the
surface to redirect field lines to the contacts. This minimizes additional leakage current introduced by the intermediate
electrode, resulting in improved spectral resolution.
If an incident photon is absorbed over the pixel contact of a conventional CdZnTe detector, and all the electrons
from the cloud are collected by a single contact (except those trapped in the bulk), the pulse will be detected on a single pixel.
If, however, the interaction takes place over pixel boundaries, or the electron cloud expands (due to diffusion) outside the
perimeter of the contact, the total charge produced will be shared between two or more pixels. We call this a charge-split
event. In the latter case the signals from adjacent pixels should be added together to recover the total produced charge. This
procedure increases the electronic nOise component of the total energy proportionally to the electronic noise of a single pixel
multiplied by the square root of the total number of added signals. If the electronic noise is small, this will not significantly
degrade the overall energy resolution. However, if the charge is not totally collected—i.e. some fraction of charge is trapped
near the surface—this can significantly degrade resolution, and leads to low energy tails in the pulse-height spectra. An easy
way to see this effect is to plot the correlation between the pulse heights, A1 and A2, from two adjacent pixels for the events
when points of interactions lie between these two pixels. If no charge loss is assumed, then A 1+A2—E, where E is the photon
energy, and, consequently, the dots in the plot corresponding to the events with the same energy E should lie on a straight
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line at 45 degrees to the vertical and horizontal axes. In the opposite case, the curvature of the line would be the signature of
the charge loss between the pixel contacts (Fig. 4).
In our previous studies [5-8], we found that charge is lost near the surface between the pixel contacts of CZT
detectors. We attribute this effect to the high conductivity of the CZT surface, which makes the electric field originating near
the top at the boundary between pixels terminate on the surface between contacts. As a result, a large fraction of the electrons
driven to the surface by the electric field will be lost because of the high trapping rate at the CZT surface. In the case ofthe
conventional contact geometry, the field lines approach the surface between the contact nearly perpendicularly, then turn 90
degrees and enter a very thin layer at the surface. It is clear that in the middle of the gap where the field lines turnin opposite
directions, the transverse component of field is very small, resulting in low charge collection efficiency from this area. For
large contact gaps, the charge produced over pixel boundaries could be entirely lost, leading to dead areas between the pixel
contacts [5].
Although the nature of the CZT surface conductance is not fully understood, its influence on the performance of
multi-electrode detectors is important [5,9,10]. Due to the lack of experimental information, we assume that the surface
conductance results from high-density surface states located within the energy gap, as demonstrated for Si, Ge, GaAs and
others semiconductors. Two types of conductance can contribute to the measured surface current of semiconductors. One
type is conduction in a space charge layer existing in the sub-surface region in many semiconductors. This layer is formed as
a result of the energy band bending near the surface, and its type (inversion, depletion, or accumulation) depends on the
surface potential and bulk properties of the semiconductor [1 1]. As an example, the space charge layer is formed inside a
metal-insulator-semiconductor (MIS) structure, and controlled by the varying potential of a gate electrode (gate-controlled
space charge layer) [12]. Theoretically, in high-resistivity semi-insulating (SI) material such as CZT, the inversion or
accumulation layer could also exist between contacts separated even by un-gated surface areas. However, when a bias voltage
is applied, the layer will be rapidly depleted. The second type is the surface state band conductance. Again, due to the lack of
data, we refer to other semiconductors where similar effects were observed and studied. For example, the conductance of the
Si surface was studied by Hasegawa et al [13], and was attributed to the two-dimensional metallic-like states localized on the
Si surface. A similar idea was proposed by Jin et al [14] to explain the effects related to the surface conductance of GaAs
devices. According to the latter work, thermally emitted electrons occupy the surface state band located close to the
conduction band edge. The electrons in this band are confined within the thin layer near the surface by the potential barrier
whose value is the difference between the conduction band edge and the surface state band. The electrons are free to move
along the surface but have to overcome the potential barrier in order to penetrate inside.
In order to prevent field lines from intersecting the surface one has to increase the surface resistivity. This can be
achieved by using chemical surface treatment that reduces the density of the surface states. For example, it is well known that
oxygen exposure decreases the surface conductance of Si and Ge, and it was recently proved that surface oxidation
significantly increases the surface resistivity of CZT as well [1 0]. However, despite all these improvements, the surface
conductivity remains still too high in comparison to the bulk conductivity of the depleted CZT sample. Furthermore, the
electrons can still reach the surface as the result of a diffusion process.
To avoid charge loss between pixels, we investigated a conventional contact pattern with small gaps [7,8]. For each
individual pixel of a 100 jim gap, 8x8 pixel detector, we obtained very good spectra with the source collimated within a pixel
contact (typical FWHM for the 59.5 keV line was 670 eV at —10 °C). However, even with such a small gap, we observed
strong bending ofthe correlation curve for the charge-split events. As a result, the added signals from two adjacent pixels did
not produce good pulse-height spectra, even though we employed a correction for the bending. Another solution to this
problem, which we present here, is to place very thin negatively biased electrodes in the middle of the gaps to increase the
electric field on the surface, and thus, to improve the charge collection efficiency. A similar approach to the contact pattern
design was used by He et al [3]; however this important role of the grid and the optimal geometry of the grid were not
discussed in this work.
2. EXPERIMENTAL SETUP
In the measurements described here, we used a CZT sensor bonded to a custom low-noise VLSI readout hybrid designed in
our laboratory. The sensor consists of a 7.6x7.8x2 mm CdZnTe crystal with an 8x8 array of platinum contacts on one side
and a monolithic contact on the opposite, made by eV-Products, indium bump bonded to the 64 channel readout chip. A
detailed description ofthe hybrid and electronics can be found in our previous publications [7,8]. The new contact pattern has
50-pin wide strips (that formed the grid) placed between pixel contacts, as shown in Fig. 1 . The contacts are evenly spaced
with a 650 by 680 im pitch, and are arranged in four groups. Each group differs from the others by the size of the gaps
between the strips and the contacts, which varies from group to group over the range of 100 to 250 jim with 50 jim strips. We
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Figure2. Surface leakage current measured between the grid and Figure 3. Bulk leakage current measured through the 100 im gap
pixel contact; the cathode is at zero potential. pixel contact; the grid is at zero potential.
curves measured between -10 and +10 V for the 100 im gap pixels were between (2.O-2.5)x1012 Ohm/square. These values
are close to those reported in Ref [10].
In contrast to the surface leakage, we observed the measured bulk leakage current to be more stable. Figure 3 shows
a typical bulk I- V curve measured through a pixel contact when a voltage is applied on the cathode, with the grid at ground
potential. The dependence is clearly not linear. This suggests that Schottky-type barriers form under the Pt contacts. If the
CZT detector is a simple metal-semiconductor-metal (MSM) structure with two barrier contacts, according to Sze Ct al [16],
Ohmic current would be expected at low voltages, and thermionic emission current (over the potential barrier at the reverse-
biased contact) would be observed at high voltages. This is clearly not observed, and could indicate the influence of deep
levels existing in CZT. Since at low biases (<0.1 V) the resistance of the contact is small (typically 107l08 Ohm), we can
evaluate the bulk resistivity by calculating the reciprocal derivative of the current at zero bias. We find it to be within +/-20%
ofthe 3x10'° Ohm cm specified by eV products.
3.2. Pulse height spectrum measurements with the collimated source
In order to check the hybrid readout chip and to confirm our previous results, we measured pulse height spectra with the
collimated 241 source positioned over the center of one pixel. Among the four groups of pixels, we obtain the best energy
resolution for 100- and 150-tim gap pixels. With the off-chip shaping amplifier (1 is shaping time) and a temperature of —10
Oc, we obtain a FWHM ofthe 59.5 keV line of 570 and 580 eV, respectively. The cathode voltage was -350 V, and -15 and -
25 V were applied on the grid for 100 and 150 im gaps, respectively. (The FWHM of the test pulse peaks were 260 and 280
eV). These results were slightly better than our previous measurements with conventional pixel detectors [5]. This is
primarily due to the smaller pixel capacitance of the "gridded" detector. For 200 and 250 jim gaps, the resolution was not as
good as for smaller gaps. This is because of the larger electronic noise, due to the higher required grid voltage and
consequently higher surface leakage current. Based on these data, we calculate the effective Fano-factor, which decreases
from 0.18 to 0.14 as the cathode voltage increases from 250 up to 400 V. These relatively large numbers indicate some field-
dependent effects that degrade the energy resolution. With the on-chip shaping amplifier, we measured the FWHM of 0.8-1.1
keV (depending on the grid bias) for the 59.5 keV line and 600-800 eV electronic noise at room temperature (26 °C). Again,
these are slightly better results than those previously obtained with "ungridded" detectors.
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Figure 4. Correlation curves measured for 150 jtm gap pixels with -9 V (a) and -16 V (b) on the grid.
The results ofthe fitting procedure (dark dotted line) and Monte-Carlo modeling (upper
parts ofthe curves) are shown in (c) and (d).
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3.3. Correlation curve measurements
We studied the effect of the grid on the charge sharing between two adjacent pixels with a collimated 241Am source
positioned over the boundary between two pixels. We measured the pulse heights from the two adjacent pixels, and plotted
the correlation between two pulse-heights for two cases: a) one or b) both pixels triggered. For these measurements we set the
electronic threshold as low as possible. As an example, Fig. 4(a) and 4(b) show two representative correlation curves
measured for 150 pm gap pixels at low (-9 V) and high (-16 V) biases on the grid, respectively. In these plots, each X-ray
event is represented by a single dot. As explained in the introduction, for the events produced by X-rays with the same
energy, the dots are concentrated along the correlation curve at 45 degrees to the vertical and horizontal axes, with the
curvature being due to signal loss. The upper line corresponds to the 59.5 keV X-rays. Other lines due to the CZT escape
peaks are apparent on the plots. The dots concentrated around the vertical and horizontal baselines are due to events where
charge is shared with one of the other adjacent pixels (besides the two under consideration). One of the factors determining
the width of the distribution in the direction perpendicular to the lines is the electronic noise, clearly seen as a wide cluster
corresponding to the test pulse events. Several distinguishing features are evident on the low grid bias curve, some of which
can also be seen on the high grid bias curve as well. These features are: drops (vertical and horizontal) near the ends of the
correlation line, the line's curvature, and a broad distribution above the correlation curve near the center.
Schematically, the charge sharing process can be considered as follows. A charge produced by the incident photon
near the cathode travels 2 mm in a nearly uniform field toward the anode. Due to strong diffusion, the original point-like
charge distribution becomes broader, and can be described in the lateral direction near the anode surface by the Gaussian
ftinction. We calculate the sigma of the distribution (in the case of one-dimensional diffusion) to be 30 jim, taking the
diffusion coefficient D, as 25 cm2/s, electron mobility i,as 960 cm2/Vs [6], and assuming a 250 V bias on the cathode. Thus,
99.7% of the total charge is located within 1 80 im (6 sigma)—the size comparable to the gap size between the contacts. In
reality, the exact shape of the charge distribution is affected by field lines bending near the contacts, and thus, should be
calculated by solving 3-D diffusion equations with the presence of the electric field. Nevertheless, as will be shown below,
even a rough solution of this equation can explain the basic features of the correlation curves. Let us consider two adjacent
pixels with the collimated source positioned over their boundary. If all charge arriving at the anode side lies within the
contact's area of one pixel, the maximum signal will be read out from this pixel and just noise from the other. This
corresponds to the topmost and rightmost points on the correlation curves (Fig. 4). If only a fraction of the charge arrives on
one contact and the rest lands between the contact and grid, less signal will be read out from one pixel, and again only noise
from the other. As a result, the conelation curve drops at the ends (the parts of the curve parallel to the axes). If the charge
lands on both side of the grid strip that divides the two adjacent pixels, the signals from both pixels will be read out even
though only one pixel is triggered. Since the size of the charge distribution is comparable to the gap size, in the first
approximation, the percentage of charge trapped on the surface (or near the surface) is the same on both sides of the strip.
Thus, one should expect to see the correlation curve as a straight line at 45 degrees to the vertical and horizontal axes shifted
with respect to the topmost and rightmost points in axes directions by distances equal to the "drops". In reality, however, the
line is curved primary because some fraction of charge is
collected by the grid or trapped within the grid where the
electric field is low. Since the strip is thin, for each charge-
split event, it "removes" a very narrow "slice" from the
Charge gaussian-like distribution of the total charge arrived at the
distribution surface, i.e. the curvature of the lines in Fig. 4 reflects the
— S
Charge collected gaussian distribution of the arrived charge. As seen in Fig.
—
/b
the grid 4, there are additional dots patterns above the correlation
—),- 1 50 im level curves which we attribute to the two-point interaction events
+ caused by CZT escape photons.
In order to model these processes quantitatively
we use an approximate solution of the drift diffusion
equation for the 2 D case We assume that the electrons4....... — originally produced near the cathode drift in a uniform field
Contact 1 Grid Contact 2 down to a level of 100 im above the anode. At this level,
the distribution of electrons, broadened by diffusion, is
Figure 5. Approximation ofthe solution ofthe drift-diffusion given by a gaussian with o—(2Dt)"2, where t is the drifting
equation near the pixel contacts. time, D is the diffusion coefficient, t=d/pE, E is the electric
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Figure 6. Parameter t5versus the electric field strength in a gap Figure 7. Parameter tr versus the electric field strength in a gap
evaluated for 100, 150, and 250 im pixel gaps. evaluated for 100, 150, and 250 im pixel gaps.
field strength, and d=2 mm. Below the 100 im level the solution of the drift-diffusion equation can be constructed with the
help oftwo adjustable parameters. Fig. 5 shows the one dimensional charge distribution along the line at a 100 jim level over
two adjacent pixel. To find the charge distribution G(x), after it anives to the surface we use the following transformation of
the original gaussian. Let us assume, that the electrons arriving at the central region of the 100 im line, ö will travel further
to the grid, while the electrons from outside this region will be evenly translated along straight lines toward the bare surface
and contacts as shown in Fig. 5. The next step is to calculate the charge collected by the pixel contacts. We assume that all
charge located within 6 is lost, i.e. 5 takes into account the charge loss on the grid strip (or in its vicinity where the fieldis
low). To account for the charge loss on the surface and in the bulk, we introduce the second parameter -an effective t'V-
product. The fraction of charge loss after traveling a distance x along the surface is 1-exp(-xL/p'VUg), where Ug is the grid
bias, and L is the grid to contact distance, and x is measured from the contact edge (if x < 0 all charge is collected on the
contact). With these two parameters, finding a solution of the drift-diffusion equation in the area near the contacts becomes a
simple geometrical problem.
Using this simple algorithm and having found the parameters 5 and vV from fitting the measured curves, we were
able to reproduce very accurately all features on the correlation plots measured for different pixel gaps and grid biases. As an
example, the least square fits of the experimental data are illustrated as dark dotted lines in Figs. 4 (c) and (d). In these plots,
the upper half of the correlation curves (above the diagonal) are the results of Monte-Carlo simulation with the estimated ö
and 4u'r. As seen, the dot patterns over the correlation curve on both plots are correctly reproduced.
Figure 6 shows the dependence of the parameter ö evaluated for different pixel gaps versus electric field strength in
the gap between the grid and the contact. The data, although obtained for different gaps, represents common behavior, and
can be described with the same curve. The sharp change in the slope, as seen in the plot at around (0.75-0.8) kY/cm,
corresponds to the change in the field line distribution when all field lines are pushed away from the grid and S is reduced to
its nearly saturated value (< 2 tim). The residual value of ö can be attributed to a small fraction (-4% ofthe total charge in the
case of 1 50 im gaps) of charge loss near the grid; a low field region exists near the grid strip and electrons can also diffuse to
the grid.
The field dependence of the parameter /fl is shown in Fig. 7 for several pixel gaps. The changes is parameter fr
reflects in the changes of the real field line distribution and electron trapping rate at the surface with the grid bias. As seen,
they also become saturated at (0.9-1) kY/cm, resulting in small residual drops of the correlation curve. At some point, while
increasing the grid bias, the electric field in the gap becomes so strong that the charge loss at the surface is overcome entirely.
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However, charge loss in the bulk practically remains the same, causing the observed residual drops of the correlation curves
(1% ofthe total charge in the case of 150 pm gaps). The effect ofthe charge loss in the bulk can be reduced by applying a
higher voltage on the cathode. Unfortunately, it will require a proportional increase of the grid voltage, which will result in
the increase ofthe leakage current. In the previous section, we pointed out the large values ofthe Fano-factor which indicates
some additional effects deteriorating the energy resolution. This could be the variation of charge loss in the bulk due to
differences in the path lengths (or drifting times) which electrons travel from the original point to the pixel contact.
The two residual effects discussed above limit the energy resolution when signals from two adjacent pixels are
added together. The correction applied by taking into account the shape of the correlation curve did not work because of the
broadening ofthe correlation curve caused by the escape photons. This is illustrated in Fig. 8, which shows two pulse-height
spectra, (a) and (b), collected from two adjacent 100 jim gap pixels with the collimated source positioned over the pixel
boundary (both pixels are triggered). The third spectrum, (c), is obtained by adding the pulse heights from the pixels for each
event. The cathode and grid biases were —250 V and —11 V, respectively. The FWFIM ofthe 59.5keV line estimated from the
"added" spectrum was I .8 keV, which exceeds the width that would be expected if only the contribution of the electronic
noise (970 eV measured for a single pixel at 1 1 V on the grid) were taken into account. The true solution ofthe problems can
be achieved by making the grid thinner and the gap between the grid and contacts smaller. The thinner grid also means that a
smaller voltage is required to bend field lines away from the grid, and consequently smaller level of leakage current is
expected. We are currently fabricating a new CZT-VLSI hybrid which will have a nearly optimal contact pattern with 25pm
grid strips, 50 pm gaps, and 500 jim pixes.
The above approach uses a simplified solution of the drift-diffusion equation, although good agreement with
experimental data was obtained with the help oftwo adjustable parameters. Despite its simplicity it allowed us to understand
the physical process governing the charge sharing in the CZT pixel detector with the grid. We are currently developing a
comprehensive model, which accounts for the realistic 3-D field and electron diffusion inside a CZT detector with the
minimum number of adjustable parameters.
4. CONCLUSIONS
We have tested a contact geometry incorporating thin orthogonal electrodes between the pixel contacts. This grid, biased up
to 1 5-20 V, allows us to significantly increase the field on the CZT surface, and to entirely overcome the charge loss on the
surface between contacts. For all contact patterns we tested, we could operate at a grid voltage at which the degradation of
the resolution resulting from incomplete charge collection is negligible. The two dominant effects we were able to minimize
are: 1) charge collection differences resulting from interaction depth variations, and 2) charge being collected on the grid
rather than the contact. For the pattern with the smallest (100 tim) gap, the residual drop ofthe correlation curves is minimal.
However, the contribution of both effects (currently on the -4% level for a 150 jim gap) can be reduced well below the
electronic noise level by reducing the size ofthe gap and making the grid thinner. Our modeling shows that for 50 pm gaps, a
25 pm wide grid, and a 500x500 pm pixel size, the contribution ofthese effects should be less than 0.2%.
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