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Compensation of Magnetic Saturation of Self-sensing Magnetic 
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Abstract 
This paper investigates the magnetic saturation problem of self-sensing electromagnetic levitation system and presents 
a novel self-sensing scheme. The proposed approach employs a demodulation technique. By superimposing a high frequency 
voltage, the resulting electromagnet coil currents have ripples that can be used for gap sensing. This paper shows the effect 
of magnetic saturation on the gap sensing and the gap length is not uniquely determined when using the relation between the 
ripple, control current and the gap in simulations. The results imply that the constraint conditions are to be determined to 
solve the problem. The proposed approach utilizes the dynamical motion model of the electromagnetic levitation system to 
uniquely identify the gap. By using the system behavior information, the gap can be uniquely estimated. To incorporate the 
dynamical model with the gap sensing algorithm, the unscented Kalman filter is employed. The proposed estimator is 
demonstrated in simulations. The results show that it is possible to deal with magnetic saturation by using the proposed gap 
sensing scheme. The estimator has a good accuracy in wide gap range compared to the conventional method. 
Key words: self-sensing, senorless, electromagnetic levitation, magnetic saturation, position estimation, unscented Kalman 
filter 
I. Introduction 
Magnetic levitation technology provides a fiictionless feature. This 
system is employed for some applications such as magnetic bearings, 
turbo machines, and magnetically levitated vehicles. The electromagnetic 
suspension system is inherently unstable and needs to be controlled. In 
most of cases, tl1e stabilization is achieved witl1 a displacement sensor that 
detects the position of the suspended object. The electromagnetic levitation 
which eliminates the position sensors and estimates the potion from the 
currents in the electromagnet is called the self-sensing electromagnetic 
levitation. 1l1e self-sensing teclmique is preferable in terms of the cost and 
reliability of the system. Additionally sin1plification of the mechanism and 
sensor/actuator collocation are achievable. 
The self-sensing approaches are to design an algorithm that transduces 
the voltage and current into the position signal. There are some approaches. 
One of the method is the state estimation approach and was first proposed 
by Visher'l. A one-degree of freedom electromagnetic levitation system 
can be modeled by a single-input single-output linear tin1e invariant model. 
The model is controllable and observable. A linear state observer can be 
used for tl1e estimation of the gap from the voltage and current. By using 
the estimated gap, the object can be suspended. However tl1e model has a 
non-minimum phase zero and an unstable pole. This characteristic 
represents a poor robustness of tl1e self-sensing electromagnetic levitation 
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system. Some researchers investigated the limitation of the robustness2l 3l 
4l. One oftl1e alternative methods are the amplitude modulation approach. 
Many researchers have studied self-sensing techniques uisng this 
approach;l 6l 7> 8>. The approach is based on measuring the inductance, 
which utilizes a high frequency voltage input to prevent mutual 
interference with the control voltage. 1l1e sum of the high frequency 
voltage and the control voltage is applied to the coil. 1l1en the excited coil 
current has ripple components from which the gap length can be calculated. 
1l1e robustness of this self-sensing system is analyzed by the linear 
periodic system framework 9> w>. The papers9l 10> showed that the 
robustness of the system improves by injecting high frequency voltage to 
the coil. Altl10ugh the modulation approach is not a new idea, it still 
remains a teclmical challenge. 
One of the major problems associated with tl1e self-sensing technique 
to be addressed is the magnetic saturation. Since the nonlinear 
phenomenon of magnetic materials influences the self-inductance of the 
coil, the accuracy of the gap estimation is deteriorated. For this magnetic 
saturation problem, some researchers presented the compensation 
methods 11 > 12> 13> 14>. However, these methods are only valid for applications 
such as magnetic bearing. It is not clear that the validation of these self-
sensing schemes can be ensured in the wide air gap range. 
In this paper, we investigate the magnetic saturation problem of self-
sensing electromagnetic levitation and present a new self-sensing scheme. 
The proposed scheme employs an amplitude demodulation technique. In 
the section 3, we show static self-sensing characteristics to confinn the 
influence by magnetic saturation. And we shows that tl1e gap is not 
uniquely detem1ined by using the relation among the ripple, control current 
and the gap. To uniquely identify the air gap length, the proposed scheme 
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utilizes the dynamical model of the electromagnetic levitation system. To 
incorporate the system model with the gap sensing algorithm, the 
unscented Kalman filter (UKF) 15l is employed. Finally, we show the 
simulation results. 
2. Mathematical model 
2.1 Electromagnetic levitation system 
We consider a one-degree of freedom electromagnetic levitation 
system shown in Fig. 1. The system is stabilized to control the voltage 
applied to the electromagnet. We assume that the fringing effect is 
neglected and the permeability of the magnetic material is constant, the 
flux density is uniformly distributed across the air gap and the leakage 
flux is neglected to derive the simple model. We will consider magnetic 
saturation in the sections 3. Then the system can be described by: 
. d 
v=R1 + N-efi 
dt 
N1 =-- 2x+ - ¢i . I ( / J
µoA µ , 
( l) 
(2) 
(3) 
where x is the gap, M the mass, g the gravity acceleration, v the input 
voltage, i the coil current, R the resistance, / the average length of the 
iron core in the magnetic circuit, µ0 the penneability of free space, µr 
the relative permeability of the iron core, A the cross sectional area, N 
the number of coil turns, </> the flux of the gap. 
2.2 Amplitude modulation approach and demodulation algorithm 
Figure 2 shows the concept of the applied voltage v scheme of the 
amplitude modulation approach. The voltage v consists of the control 
voltage v1 and the high frequency injection voltage V1, , and 
accordingly the resulting current i consists of the control current i1 and 
the high frequency injection current i1, , i.e., v = v1 + v" , i = i1 + i1, . 
Using Eq. (2) and (3), a simplified inductor model of the electromagnet 
is derived: 
where coil inductance 
d 
v = Ri +-{L(x)i} 
dt 
I -L(x) = µ0AN2(2x+-) 1 
µ,. 
(4) 
(5) 
We only consider the high frequency components and if the coil 
resistance R is assumed to be sufficiently small and the frequency of the 
air gap variation is significantly smaller than the injection frequency, 
then the Eq. (5) can be expressed as 
v,, = l(x )!!_i,, 
dt 
If the injected voltage 
v,, = V,,, cos(w,,t) 
the excited current i,, can be expressed as: 
(6) 
(7) 
Electromagnet 
Fig. 1 Electromagnetic Levitation System 
Sensing 
(J) 
Fig. 2 Frequency spectrum of the voltage 
i,, == I ,. sin( tiJI) (8) 
where the current amplitude I., = V., (L(x ){o t1. Using Eqs. (7) and 
(8), the air gap can be expressed as 
X = 0.5(µ0 AN2 ~ _ _!__) 
v., µ , 
(9) 
Equation (9) shows that the air gap depends on the current amplitude 
! 111 and voltage amplirude V,,, . 
Next, we show the demodulation algorithm. The square of the current 
i1, 
i1, 2 = (1., sin(cot ))2 
=~I;,, (1 - cos(2a11 )) ( IO) 
After the low-pass filtering to eliminate the second tenn of eq. ( I 0), we 
have 
LPFV, 2 )=/fl,,, ( II) 
Figure 3 shows tl1e block diagram of the demodulation algorithm. In the 
algorithm, the control current is approximated by the average current. 
2.3 Unscented Kalman filter 
The unscented Kalman filter (UKF) is categorized in a class of 
·nonlinear filtering. The UKF uses unscented transforn1 to approximate 
a probability distribution. The transforn1 removes the requirement to 
calculate the Jacobian and calculate the sigma points. We consider the 
following discrete nonlinear system. 
02) 
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+ 
Fig. 3 Amplitude demodulation scheme 
(13 ) 
where X k E m II is the state at k, y k E mp the output at k, 
Wk E m" white noise with the covariance Q k , V k E m I' the white 
noise with the covariance R k ' f : m,, ~ m,, ' h : m II ~ m " 
The UKF algorithm is described as follows: 
Step 0. Initialization step at k = 0 
Xa; = Xa' Pa/ = Pa 
/ -1 / -1 
Step I. Calculate the sigma points 
,o , .,,0 ?c 
xkl =xk/,; rr =--
lk lk n+?c 
0.5 
n+?c 
'i+II ' (~( 1)P ) / 0.5 . xy,; =xy,; -n+/l, y,; ,W =n+?c ' 1=l, .. · ,n 
Step 2. Propagation of the sigma points 
x~+,l{ = 1( xx ), i = 1, · · · ,2n 
Step 3. Update of the output 
Step 4. Calculate the cross covariance matrix 
Step 5. Calculate the Kalman gain 
Kk+I = uk+y/k~,l{ 
Step 6. Calculate the estimated state and the covariance 
Step 7. Go to Step I. 
3. Simulation results 
3.1 Simulation model 
In the previous section, the electromagnetic levitation system 
described by Eqs. -(I), (2) and (3) were expressed based on the 
assumption that the iron pem1eability is constant. However the material 
permeability is not constant and depends on the magnetic flux density. 
Now we employ a more exact model to consider magnetic saturation. 
Table I summarizes the model parameters. The flow diagram of the 
model is shown in Fig. 4. 
Table I Dimensions of simulation test bench 
Sinusoidal injection signal frequency 2kHz 
Sinusoidal injection signal amplitude 24V 
Maximum control current lOA 
Maximum air gap length 1mm 
Coil t urns 120 
Coil r esis tance 0.3 ll 
Pole face area 2.24e-4 m2 
Initial gap, velocity, flux , voltage 
Previous value 
Magnetic calculation µr(B) 
Calculation ofEq. (3) 
Calculation ofEq. (1) and(2) 
Fig. 4 Flow diagram of the simulation model 
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3.2 Static characteristics of self-sensing 
To investigate the effect of magnetic saturation on the static self-
sensing characteristics, we obtained the relationship among the gap 
length, the current amplitude, and the control current from the 
simulation results (Fig. 5). In the calculations we varied the gap length 
from 0.1mm to 0.7mm and the steady state current from OA to 7A. The 
current amplitude was calculated by using the algorithm (Fig.3 ). Figure 
5 (a) shows the relationship between the gap length and the current 
amplitude with different values of the control current. The result shows 
that the relationship is linear as long as the control current is relatively 
small. However, if the control current becomes larger, the current 
amplitude increases significantly. And there is no gap information from 
the current amplitude and the control current when gap length is 0.5mm 
and the control current is 4A. Next. Fig. 5 (b) shows the relationship 
between the control current and the current amplitude with different 
values of the gap length. The result shows the point where lines intersect 
exists. The result implies that tl1e gap length is not exactly calculated 
from the current amplitude and control current. 
3.4 Compensation of magnetic saturation 
From the simulation result of Fig. 5 in the previous section, the air 
gap length is not uniquely detennined by using the current amplitude 
and the control current. The non-uniqueness suggests that the additional 
constraint condition is needed to detem1ine the gap length. One of the 
conditions is setting the limitation for the solution. If we set that the air 
gap range 0.6±0.1 mm and the maximum current is 3A, the gap can be 
detenn ined (Fig. 5). In this paper, we utilize the dynamical motion 
model of the electromagnetic levitation system as the constraint 
condition. Using Eq. (I), (2) and (3), the discrete dynamical model can 
be expressed as follows: 
( 14) 
wherex is the gap, v the velocity, ~ = (x v )" = (~1 ~ 2 )" the state 
vector, u = i1 tl1e system input. 
Using the relationship (Fig. 5), we formulate the observation model 
with the Lasso regression 16l. The Lasso is a shrinkage and selection 
method for the linear regression and the Li - nonn regularized least-
square regression. We assume that we have the input and output data 
sets (xk, Yk} k = 1,2, · · n . And we consider the following function. 
J(x) = i>kK(x,xk) (15) 
k=I 
where a k is an unknown coefficient, 
( 16) 
, /3 is the Gauss function parameter. Then we find the parameter such 
that it minimizes tl1e following function: 
( 17) 
Where the second tem1 .:l is the tuning parameter for the Li - nom1 
regularization. Using the data set (Fig. 5), we solve the optimization 
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Fig. 5. Static characteristics of self-sensing 
7 
1 
problem and modeled as eq. (15) fom1. We show the curve fitting result 
in Fig. 6. The optimized parameters are /3 = 0.5, A = 1.5 . 
To incorporate the dynamical model of Eq. ( 14) with the 
observation model ofEq. (15), we employ the unscented Kalman filter. 
Figure 7 shows tl1e proposed the self-sensing system configuration. The 
coil current are measured and are demodulated by the algorithm (Fig. 3 ). 
And the resulting signal are processed by the UKF, which estimate the 
gap length. Table 2 presents a summary of UKF parameters. Table 3 
presents a summary of tl1e controller parameters. 
3.5 Self-sensing electromagnetic levitation simulation 
When the object is suspended at tl1e steady gap length of 0.5mmm 
tl1e required steady current 5A. Figure 8 shows the chirp signal 
response of the air gap length as function of the control current. A chirp 
signal disturbance is applied to the coil at 0.2 seconds. The signal 
frequency varies from 0.0 I Hz to I OHz. It is expected from the value of 
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0.7. 
Fig. 6 curve fitting results 
the current indicates the iron core is saturated (see Fig. 5). The 
estimated gap value is coincide with the sensor. The results showed 
that the gap can be estimated and are controlled while the iron core is 
saturated. 
4. Conclusion 
We investigated the magnetic saturation problem of the self-sensing 
electromagnetic levitation. We showed the relationship among the air gap 
length, the current amplitude and the control current to confim1 the 
influence of magnetic saturation by using computer sinmlations. The 
results showed that the gap is not uniquely estin1ated when using the 
relation among the ripple, the control currents and the air gap length. This 
result in1plied that it requires additional constraint condition to uniquely 
identify the gap length. For this problem, we employed the dynamical 
model of the electromagnetic levitation system and modeled the 
observation model from the relationship among the ripple and the control 
currents and the gap length. And we incorporated dynamical model with 
the observation model by the using unscented Kalman filter (UKF). 
Finally, we showed that the UKF exactly estimated the gap even if the 
electromagnet iron core is magnetically saturated. The perfom1ance of the 
proposed self-sensing scheme was demonstrated satisfactorily. 
Additionally, the perfom1ance depends on the accuracy of dynamical 
model and the observation model. If the parameter variation occurs, the 
perfonnance of the self-sensing system is deteriorated. However, the 
number of the dynamical model parameter needs to be identified is only 
one. 
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