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概要
人同士の協調動作をよく観察すると，協調者間で動作の周期と位相を一致させる，い
わゆる「息を合わせる」ことが重要となっていることに気づかされる．身近な協調動
作である，二人三脚や大縄跳び，綱引きにおける人の動作は全て，協調に関わる人々
が動作の認識や予測が容易な反復動作で構成されている．こうした反復動作中の関節
の位置や角度を計測した時系列データには，周期的に特徴的なパターンが現れる．音
楽の分野では，このような「時系列データ上で周期的に現れる強調パターンのこと」
を”リズム”と呼んでいる．本論文では，この定義を人の動作へと拡張し，「人の動作
を観測した時系列データ上で周期的に現れるパターンのこと」を”動作リズム”と定
義する．反復動作においては，反復の一単位が動作リズムにあたる．
Figure 1: Model of a human–human cooperation
本論文では，この動作リズムが協調者間で同期されたとき，”息の合った”理想的な
協調状態になっていると考え，人同士で行う協調のモデルを Figure1のように考える．
このモデルでは，視覚や聴覚，力覚といった感覚器官への入力からマルチモーダルな
動作リズムを検出し．それに基づいて予め作成しておいた動作パターンの速度を変化
させた上で身体で出力する．これを協調を行っている者同士で相互に行うことで，動
作の同期をとる．しかし，実際の協調のメカニズム中で，マルチモーダルな感覚がど
のような相互作用を持って影響しているのかについては，明確な知見が存在しなかっ
た．そのため，実際に人同士を協調させた実験で，マルチモーダルなリズムが協調に
与える影響を調査した．ロボットは人と比べて，実現できる動作に機構的な制限が存
在するため，ここで得られた知見は，人とロボットが協調するシステムを構成する際
に，人が行う動作リズムをロボットが得意な動作リズムへ誘導するために利用される．
先の図に基づき，人と協調するロボットを構成するためには，Figure2に示すように，
感覚器官はセンサーと，身体は機体と置き換えれば良い．しかし，リズム認知につい
ては，指揮動作などの複雑な動作からでも動作リズムを抽出できるアルゴリズムが必
要となる．そのため，人の動作から動作リズムを抽出し，周期と位相を算出しながら
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動作の予測も行うアルゴリズムを開発した．さらに，様々な協調動作に適した動作パ
ターンを作成するためには，従来は作成に長大な時間がかかっているロボットの全身
動作生成を効率よく行う手法を開発する必要もある．そのため，ロボットの全身動作
をモーションキャプチャシステムで簡便に生成する手法の開発も行った．これら新規
開発した手法を，従来は固定の軌道の動作しか対応していなかった CPGやアトラク
タを用いた動作の同期手法と組合わせることにより，任意の全身動作を抽出した動作
リズムに同期して再生するロボットの制御が可能となると考えられる．
Figure 2: Proposed system for a human–robot cooperation
提案した人とロボットの協調方策の評価を行うため，実際に人とロボットが提案モ
デルに基づいて協調するシステムを構築した．構築したシステムでは大縄回し協調タ
スクを例にとり，力覚センサで検出した相手の人の縄回し動作リズムと予め作成して
おいたロボットの大縄回し動作パターンを，アトラクタを用いて同期させた．このと
き，人同士の協調の実験で得られていた知見に基づき，ロボット側からマルチモーダ
ルな動作リズムの提示を行って人の動作リズムをロボットの得意な動作リズムへ誘導
した．構築した人・ロボット協調システムが，どれほどうまく協調を実現できている
か，提示した目標動作リズムと人の実際の動作リズムの角速度のエラーで評価した．
その結果，人同士の協調の知見と同様のマルチモーダルな動作リズム提示を行ったほ
うが，エラーが小さくなる結果が得られ，提案モデルの妥当性が確認できた．
従来の人とロボットの協調動作の研究は，ロボット側の制御方策に着目するものば
かりであったが，人の協調メカニズムを解明し，そこに介入してロボットに有利な動
作速度になるよう協調の系全体を誘導するというのが，本研究が提案する協調方策の
最大の特徴である．
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用語説明
ここでは用語の解釈を統一するため，本論文における解釈について説明を行う．
パルス 強いエネルギーがごく短い時間に発せられること，
ビート（拍） 繰り返されるパルスの時間や空間の間隔．
単位は [sec]や [m]
拍子 周期的に繰り返されるビートの集合．
リズム（韻律） ある事象について，人が時間的，空間的なまとまりで分割した
ときの，最小の要素．
リズム同期 あるリズムに対して，その始点と終点のタイミング，その間の
変化に同期すること．
視覚リズム 人が視覚を用いて認知することのできるリズム．
聴覚リズム 人が聴覚を用いて認知することのできるリズム．
力覚リズム 人が力覚を用いて認知することのできるリズム．
モダリティ 感覚器やセンサーが持つ，対象を観察する能力．人であれば，
視覚・聴覚・力覚（触覚）・臭覚・味覚の五感
マルチモーダル 複数のモダリティを組み合わせた観察能力．
動作リズム 人が動作をするときに表出される，マルチモーダルなリズム．
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第1章 緒言
1.1 研究背景と目的
人が一人で行うことのできる作業負荷には限界がある．そのため，重いものを持ち
上げるとき，長い距離をものを運搬するときなど，人は様々な場面で即興的に複数人
で協力して一つのタスクを遂行する能力を獲得している．こうした協調作業を人は難
なくこなしてしまうが，それが人の中でどのようなメカニズムで実現されているのか
については，まだ分かっていないことが多い．このメカニズムが解明されれば，同等
のメカニズムをロボットに実装することで，人と一緒に協調を行うロボットが実現で
きる．すると，介護など肉体労働の分野において複数人で行っていた作業について，
ロボットが人の代わりに働くことができるようになるため，サービスの提供者側に
とっては人的リソースの省力化が進み，サービスを受ける側にとっても，労働従事者
が他の仕事にリソースを割けるようになってより良いサービスを受けられるようにな
る．このように，人の協調のメカニズムを明らかにすることについては公共的な価値
があるにも関わらず，これまであまり研究されてはこなかった．こうした背景により
本研究は，人の協調メカニズムを解明して人とロボットの協調作業に応用し，労働の
現場で人員の補填に充てられるロボットの協調方策を明らかにすることを目指した．
1.2 人とロボットの協調の関連研究
人とロボットで協調動作を実現する方策については，小菅らによってロボット側が
人の動作に追従する方策が提案されている [1]．この方策は，人とロボットで協調し
て単一の物体を搬送するタスクにおいて，ロボット側の物体を支持しているエンドエ
フェクタが物体との間にインピーダンスを設定することで実現されている．しかしこ
の方策では，任意の速度の動作に対応できなかったり，人がロボットの動作を引っ張
ることになるため，ロボットが協調系に対して貢献できるエネルギー量が人よりも小
さくなってしまったりという問題がある．FlashとHoganは，人が物体の操作を行う
際に，その動作経路における速度が釣り鐘状に変化する性質を利用し，ロボットの動
作もその釣り鐘状になるように振る舞うことで，エネルギー量の不均一の問題を解消
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する方策を提案している [2]．また前田らは，目的の動作を事前に人同士で行って協
調者間のエネルギー授受量のデータを取得しておき，後にロボットでそのエネルギー
量の授受を再現する方策を提案している [3]．しかし，これらの方策は，物体の移動
軌道が固定のもののみしか適用できず，一般の協調動作に適用することはできない．
本研究では，人が行っている協調動作について再考し，その多くが反復動作で成り
立っていることに着目した．協調動作で行われている反復動作を抽出すると，それを
用いて協調動作中の軌道の予測が可能となる．この抽出した動作を人とロボットの間
で同期して行うと，ロボットが人より多くのエネルギーを協調に貢献できることが期
待できる．この仮説を元に，協調中の人の反復動作を抽出して，その予測を行い，ア
トラクタを用いて人とロボットの間で動作を同期させるシステムを構築することが，
本研究の目的である．
1.3 提案する人とロボットの協調方策
人は機械のモーターのような無限回転機構を持たないため，アクチュエータ（筋肉）
で動かされる身体部位には必ず可動限界が存在し，そのため空間上で長い距離を移動
する場合，限界まで到達した部位を再度戻して使用する必要がある．歩行中に，身体
を支えている脚（支持脚）が後ろに移動する間，もう片方の脚（遊脚）を空中で前に
出しているところや，ピアノで 5鍵より多い距離を連続して弾くとき，3鍵を弾いた
ときに最初の指で 4鍵目を弾くところなどが，その典型的な例である．他に，長い距
離を移動する場合でなくとも，このように，人が身体を動かすとき，そこには自然な
繰り返し動作が生まれる．こうした繰り返し動作はリズムと呼ばれ，古くから音楽や
絵画・運動など，様々な場面で使用されてきている．この「リズム」は，誰もが理解
できるのにもかかわらず，この言葉の定義を明確に示すことは難しい．この言葉につ
いては，音楽と認知の分野の研究者たちが，古くから定量的な定義を明確にしようと
奮闘しているが，未だ統一的な見解は，ある事象を人がグルーピングしたときの個々
の要素という程度のものしかない [4][5]．
神経科学および音楽学の分野でも，Patelが統一的な定義はないとしながらも，「音
のテンポとアクセントのパターン」としており [6]，Michaelがこれらの過去の議論
から，リズムとは「時間（もしくは時間間隔）の組織の中のスペースに関して，系統
だった分割を行うものである．この時間組織は，再帰的で，しばしば（必ずしもいつ
もというわけではないが）周期性によって特徴付けられるものである．」という見解
を著作の中で述べている [7]．
翻って工学の分野では，Arsenioらによる，人の動作リズムというものが，人の動
作によってマルチモーダルに広がる値変化のうち，周波数が一致したものという見解
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を述べている程度である [8]．
これらは，リズムという言葉の，時間軸上における役割についての定義でしかない．
しかし，実際，我々の周りでは，リズムという言葉を音楽やダンスのみならず，絵画
や詩といった時間軸上に展開されていないものについても，リズムという言葉が使用
されている．そこで，本論文では，まずこの「リズム」という言葉の定義について詳
らかに再検討してみようと思う．
ある軸上に散らばった値の群の中からまとまりを見つける場合，人が最も頼りにし
やすいのは，パルスといった短い時間に発せられる大きなエネルギーである．音楽で
言うと，ドラムやベルの大きな音などがこれに当たる．絵画で言うと，周囲に比べて
彩度の高い色彩だろうか．運動で言うと，運動の方向が逆転するタイミングや，動き
と動きの間で一瞬動作が停止する”止め動作”のときなどが考えられる．周囲のレベ
ルに対して目立つ部分というのは，人の注意を大きく引きつける．このパルスが常に
同じ間隔，同じ強さで繰り返されるのが，一番単純なリズムの構造である．多くの人
は，個々のパルスの間隔（ビート）を容易に認識することができ，次にパルスが表出
する位置を予測することができる．電子メトロノームの音に合わせて手を叩くといっ
たことや，格子状に並んだ町並みで次の交差点までの距離を推測するといったことは，
人がこのようなリズム認識を行っているためであると考えられる．
しかし，一般の音楽が，常に同じ間隔，同じ強さで繰り返されるパルス音を持って
いるわけではない．他にも，強弱のパルス音が組み合わさってリズムを形成している
ものもある．これは，「ト・ト・トン」といった弱パルス２つ，強パルス１つの組合せ
で，一つのリズムを成しているものなどである．この「ト・ト・トン」といった強弱
のビート（拍）の集まりは，拍子と呼ばれる．この拍子も，短いものであれば人が容
易に認識することが可能で，例えば「けんけんぱ」といった身体を使った遊びで用い
られる．こうした拍子が 2つ以上連続すると，リズムとして認識される．
パルスが滅多に出現しない，もしくは出現してもリズムとは関係しない事象も存在
する．そのような場合は，連続的なエネルギー変化に対して自己相関係数を計算した
とき，最も係数が高くなる最小の長さをリズムと考えるのが適切だろう．なお，異な
るベクトル（周波数）を持った要素の軸上におけるまとまりは，「メロディ（旋律）」
であり，本論文が扱うリズムとは異なる．
これらの検討から，本論文では，リズムを次式のように周期 T を持つ１つの周期変
化で記述できるものとして定義し，以下の議論を進める．
(t) = (t  T ) (1.1)
本式が推定できれば，任意時刻におけるの値を予測することが可能である．なお，
より一般的に複数のリズムで構成される変化においては，式 1.1は，式 1.2と表され
るが，それぞれのリズムがきちんと同期したとき，観測されるリズムは一つとなり，
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式 1.1と一致する．
(t) =
nX
k=1
fn(t  Tn) (1.2)
なお，センサ等で実際に計測される値の変化には，リズム由来の成分とリズムに関
係しない成分が混ざっていると考えられるので，そのような場合の式は周期 T によら
ない時間変化の項を含め，式 1.3と表される．
y(t) =
nX
k=1
fn(t  Tn) + C(t) (1.3)
Arsenioらによると，0.1[Hz]以下の動作リズムは，人にとって遅すぎて，逆に10[Hz]
以上の動作リズムは早すぎて，それぞれ認識が難しい [8]．人が，自分以外の作業者
と協調する際も，他人の動作リズムを認識しているが，そのリズムもこの周波数範囲
内に入っていると考えられる．よって，この範囲の周期で，式 1.2にしたがって変化
しているものを，本論文では人の”動作リズム”と定義する．
人は五感で外界を認識しているが，協調作業に使用しているのは主として力覚，視
覚，聴覚であると考えられる．そこで，これらの感覚をロボットで使用するセンサ機
器で代替し，人と同様に他人の動作リズムを抽出する方法を開発する．本研究では，
力覚センサおよび視覚センサによって人の動作リズムを検出する．
本論文では，この動作リズムが，協調者間で同期されたとき，”息の合った”理想的
な協調状態になっていると考えた．そこで，人と協調するロボットが人に対してマル
チモーダルなリズム提示を行い，人の動作リズムを引き込むことで，両者のより良い
協調を実現できるのではないかという仮説を立て，実際に人同士の実験でマルチモー
ダルなリズム提示が協調に与える影響を調査した．その上で，ロボットが人の動作リ
ズムを認識して動作を同期させるため，人の動作から動作リズムを抽出するアルゴリ
ズムの開発を行い，さらにロボットの全身動作を生成する手法の開発も行った．それ
らを組み合わせる際に必要となる，アトラクタを用いてロボットの動作リズムを人の
動作リズムと同期させる手法も開発した．評価は，実際に人とロボットが仮説に基づ
いて協調するシステムを構築し，動作リズムの同期が協調に与える影響を調査するこ
とで行った．従来の人とロボットの協調動作の研究は，ロボット側の制御方策に着目
するものばかりであったが，人の協調メカニズムを解明し，そこに介入してロボット
に有利な動作速度になるよう協調の系全体をコントロールするというのが，本研究が
提案する協調方策の最大の特徴である．
以下，本論文では，2章で人同士の協調について人が感じるモダリティを部分的に
遮断した状態の協調のスコアを比較し，人にとって最も協調しやすい動作リズムの提
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示方策を検証した研究について説明する．3章では，人の周期動作を観測した結果か
ら，本論文で定義した動作リズムが抽出可能であることを検証した研究について説明
する．4章では，様々な協調を実現するためのヒューマノイドロボットの動作を，簡
易モーションキャプチャを用いて人の動作から即興的に生成する手法を開発したこと
について説明する．5章では，縄回し動作についてはアトラクタを用いてロボットの
動作リズムを人の動作リズムと同期させつつ，視覚や聴覚のモダリティからは，その
動作とは独立に目標リズムを提示して人の動作リズムを誘導したときに，人とロボッ
トの協調がどのように良くなるか検証した結果について報告する．6章では，本論文
で行った研究全体について総括し，仮説の検証と今後の展望について述べる．
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第2章 協調中の人の動作認知メカニズ
ムの解明
人は協調している際，視覚や聴覚，力覚などのモダリティを通して系の情報を得て
いる．こうしたヒューマンインタフェースにおける，マルチモーダルな情報提示にお
ける人の特性を，視覚，聴覚，力覚という，他者と協調を行う上で最も利用される 3
種のモダリティを同時に比較・検討した協調の研究は存在しない．
本研究では，こうしたマルチモーダルな目標動作速度のやりとりが協調中にどの
ように行われているか，被験者の各モダリティを条件ごとに遮断した状態で協調を行
わせ，その際の協調のエラーを比較することで解明することにした．これにより，ロ
ボットが人と協調する際に，人に対して行う目標動作提示を，どのモダリティの組み
合わせで行うべきか明らかとなる．
2.1 協調中のマルチモーダルな目標動作速度のやりとり
握手をするときや複数人で重量物を搬送するときなど，人同士が物理的にインタラ
クションするときの，両者間のマルチモーダルな目標動作リズムの変化は興味深い．
円滑な物理的インタラクションというものは，異なる目標動作リズムを持つ両者が，
お互いに相手の動作のリズムを認知し，歩み寄り，同期することで実現されていると
考えられる．
人が発する聴覚や視覚のリズムに同期するシステムを開発することにフォーカスし
た研究は，数多くある．例えば，Dannenbergは世界初のキーボードプレイヤーとセッ
ションを行うシステムを開発している [9]．Vercoeも同様にパフォーマーが出すリズ
ムに合わせるシステムを開発している [10]．しかしこれらのシステムは，人間のパ
フォーマーが可能なアレンジが大きく制限されており，パフォーマーは楽譜やリハー
サルからテンポをアレンジすることすら許されない．この 2つの先行研究を皮切りに，
多くの研究者たちが人とコンピュータのインタラクションの同期方法について考える
こととなった．現在では，さらに複雑な人のリズムに合わせることのできるシステム
が存在している．Kotosakaと Schaalは，神経振動子を用いて，ドラマーの出すリズム
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の音と同期してドラムセッションを行うシステムを開発している [11]．Michalowski
らは，“Keepon”と言う音のビートに合わせて人と一緒に素早くダンスを踊るロボッ
トを開発している [12]．Yoshiiらは，リアルタイムにビートに追従することのできる
ロボットを開発している [13]．Murataらは Yoshiiの手法を，テンポの変化に素早く
対応できるように拡張している．彼らはさらに音のビートを検知し，ロボットが足
踏みやスキャットをしながら歌を歌うシステムを実現している [14]．Takanishiらは，
音楽のリズムを利用して，フルーティストとリアルタイムに協調することのできるフ
ルーティストロボットを開発している [16, 17]．これらのシステムは，人とコンピュー
タの同期に，聴覚センサを利用している．Paradisoらは “Light Stick”と言うシステム
で，人のパフォーマーが棒を振るチズムに合わせて音楽のリズムを演奏するシステム
を開発している [18]．このシステムは，人とコンピュータの同期に視覚センサを利用
している．Hoffmanらは，人とMIDIコントロールのパーカッションロボットの間で，
聴覚と視覚の情報を用いてリアルタイムの同期を実現している [19]．彼らのシステム
は，人とコンピュータの協調に，聴覚と視覚のセンサを利用している．これらの先行
研究では，システム側が人のリズムに同期することを研究の主眼としているが，実際
の人とシステムの協調においては，ロボット側だけではなく，人の側もシステムが発
するリズムに引き込まれる現象が発生していることは明白である．ところが，人が外
界から受けるリズムと同期する際の特性についての研究は，日出らによる，ヒューマ
ンインタフェースにおけるマルチモーダルなリズムに対する人の同期特性は，聴覚の
みによるもの，視覚と聴覚によるもの，視覚のみによるものの順番で良好な成績を示
すという報告の他には [20]，筆者の知る限り行われていない．
そのため，視覚や聴覚，力覚といった各モダリティが協調に及ぼしている影響を定
量的に評価する実験を行うことにした．実験では，視覚・聴覚・力覚の情報を取得する
感覚器を個別に遮断した状態で被験者に協調を行ってもらい，それぞれのモダリティ
が協調に与えている影響を，動作リズムの同期具合で評価した．
2.2 協調者間のモダリティを遮断した大縄回し協調実験
2.2.1 大縄回しタスク
視覚や聴覚，力覚といった各モダリティが協調に及ぼしている影響を定量的に評価
するため，大縄回しタスクを用いたシステムを構築した．大縄回しタスクは，縄や作
業者の動きなど視覚により抽出されるリズムと，縄が風を切る音や地面に当たる音，
縄回し歌など聴覚により抽出されるリズムと，縄によって伝えられる力など力覚によ
り抽出されるリズムが，複合的に利用される協調タスクである（Figure2.1）．また大
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縄回しタスクは，二人の回し手の縄回し動作リズムが一致していれば縄は問題なく回
るが，互いの縄回し動作リズムが一致していないととたんに縄が回らなくなってしま
うといったように，縄回し動作リズムを比較することで，各モダリティが協調に及ぼ
している影響を評価することが可能なタスクである．
Figure 2.1: Multi-modality of rope turning
2.2.2 モダリティの遮断方法
Figure 2.2: Force masking rope turning system
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具体的な遮断方法としては，被験者にアイマスクを着用させることにより視覚を遮
断した．また被験者にはヘッドホンを着用させ，ホワイトノイズを聞かせることで聴
覚を遮断した．力覚を遮断する際には，Figure 2.2のように片側の被験者をロボット
で置き換え，ロボットの手先軌道を被験者がWiiコントローラ経由で制御することで，
縄からの力情報を遮断することとした．
2.2.3 縄の選定
大縄回しシステムにおいて，被験者とロボット間のコミュニケーションを取り持つ
接続器となる縄は非常に重要で，様々な要素を加味して選定しなければならない．
大縄を制御する際，縄はできるだけ重いほうが，慣性力が大きく働くため，遅い周
波数でも安定して縄回しを行うことができる．しかし，重過ぎるとロボット単体の力
では縄を回すことができなくなるため，ロボット単体でも十分に縄を回せて且つでき
るだけ重い縄を選定する必要がある．また，事前の調査で，Figure 2.3のように全体
が単線で構成される大縄回しの縄はそれ自体が復元力を持つため，静置した形に対し
てバネのような挙動を示し，Figure 2.4のようにより線で構成されるものは，それが
ないことが分かった．バネの特性を持っている単線の形状をしているもののほうが反
動をつけて回しやすいため，ロボットが制御する大縄回しの縄としては，全体が単線
で構成されているもののほうが適している．
Figure 2.3: A rope made from a single thread
Figure 2.4: A rope made from weave
縄と把持部分の接続方法についても重要で，市販されているもののほとんどは，縄
と把持部が無限回転するように工夫されている．これは回している最中に，縄の復元
力で縄全体にねじり力が発生することを防いでいる．事前の調査により，全体が一本
で構成されている縄において縄を両端が回転できないようにして縄回しをすると，縄
にねじり力が働き，それが解放される際に縄の形が一瞬崩れ，力センサに大きなノイ
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ズが入ることがわかった．そのため，本研究の縄と把持部分の接続についても，縄が
無限回転できるように工夫を行った．
2.2.4 縄のセンシング
縄の角度をリアルタイムに計測するため，6軸力覚センサを搭載した縄の持ち手を
開発した．持ち手は人間とロボットの双方に把持し易い形にする必要があったため，市
販の縄跳びの持ち手に近い形にすることにした．作成した縄の持ち手を Figure 2.5,2.6
に示す．力センサを搭載した部分は，Figure 2.7のように無限回転するように工夫さ
れている．
Figure 2.5: Rope handle Figure 2.6: Force sensor unit
6軸力覚センサについては Figure 2.8に示すNITTAの TFS(Tiny Force Sensor)を選
定した．TFSの仕様を表 2.1に示す．TFSは力検出素子に薄膜型ひずみゲージを利用
した小型の 6軸力覚センサであるため，これを用いることで一般の縄把持用の持ち手
の形に近い形で設計することが可能となった．また，重量が軽いために，持ち手の重
心位置をほとんど移動しない設計が実現できた．
このセンサは 0～10[V]のアナログ信号を 6ch出力し，仕様書には 12Bit以上の分解
能を持つAD変換器が推奨されている．出力された信号には軸間干渉が存在し，工場
出荷時にセンサごとに付属される校正データを元に補正された力やモーメントを行列
計算する必要がある．さらに，本実験ではロボットと人が縄に加えるエネルギー量を
比較する必要があり，センサからの出力信号は 12chになる．TFSの出力信号から行列
計算を行い，力を算出する演算をリアルタイムにこなすためには，行列の積和演算用
の専用命令を持つプロセッサを使用した専用の演算ボードを利用するのが望ましい．
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Figure 2.7: Infinite rotating mechanism
Figure 2.8: TFS - Tiny Force Sensor
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Table 2.1: Specification of TFS (6-axis force sensor)
メーカ NITTA
型式 TFS12-25 (Tiny Force Sensor)
定格
Fx,Fy[N] 25
Fz[N] 50
Mx,My[N・cm] 30
Mz[N・cm] 30
外形/ケーブル Φ 12x15.8x15h／長さ 1m
仕上がり径Φ 1.8シールド付
取付 M2タップ穴 PCD=Φ 9 3ヵ所
力検出方式 薄膜ひずみゲージ式
専用アンプ電源電圧 DC12～15[V]リップル P-P1.0%以下
／消費電流 ／ 47[mA]
センサ部消費電流 DC11[mA]（駆動電圧DC5[V]の場合）
センサ本体重量 約 7[g]
アンプ出力 アナログ電圧 0～10[V], 6ch
直線性誤差 定格の 1%以下
ヒステリシス 定格の 1%以下
応答周波数 約 5[kHz]
温度特性 定格の 1%以下／℃
センサ部使用温度 0～100℃結露・氷結なきこと
／湿度 ／ 35～85%RH
静的耐過負荷特性 Fx,Fy=50[N],Fz=100[N]
Mx,My=60[N・cm],Mz=60[N・cm]
耐久性 1000万回
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そこで，TFSから出力されるアナログ信号から力の情報を計算し，PCに取込むた
めの専用ボードを開発した．開発したボードを Figure 2.9に示す．計測器は 2[kHz]で
センシングを行い，16タップの移動平均フィルタをかけてノイズの影響を抑えた値
を，125[Hz]で記録用のコンピュータに送信することとした．この周波数は事前実験
により求めた，人が力いっぱい縄を回したときの最大周波数である 3[Hz]を十分に上
回っており，縄のセンシングに妥当である．
Figure 2.9: Force calculation board
Table 2.2: Specification of the force sensor board
入力信号 アナログ電圧 0～10[V]
入力チャネル 12ch
分解能 12Bit
アウトプット方式 RS-232C
アウトプット周期 100[Hz]（内部 2[kHz]）
機能 DSP（Digital Signal Prosessor）演算プロセッサ搭載
開発した 6軸力覚センサの出力信号をAD変換し，校正データと行列演算して実際
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の力の値に変換した後，ロボットの制御コンピュータに送る演算処理ボードの仕様を
表 2.2に示す．
プロセッサについてはMicrochip社の dsPICを選定した（Figure 2.10）．このプロ
セッサはDSP命令を搭載したPICマイコンという位置づけで，120[MHz]で 30[MIPS]
の高速動作を誇り，音声処理用として組み込まれた行列積和演算命令を持っている．
内蔵のAD変換器は 12Bitの分解能を持っており，最高 200[ksps]の高速AD変換が可
能である．
dsPICの仕様を表 2.3に示す．
Figure 2.10: dsPIC30F2012
構築した縄持ち手の先端にかかる力とモーメントの情報を取得するセンサシステム
のシステム図を Figure 2.11に示す．
2.2.5 力覚遮断用のリモートコントロールロボット
大縄回しタスクにおいて被験者が感じる力覚情報を遮断するために使用したロボッ
トを Figure2.12に，その関節軸構成を Figure 2.13に，その仕様を表 2.4に示す．この
ロボットは首 3自由度，腰 3自由度，腕 7自由度，及びハンド 6自由度を備えている．
また，2つのカメラとレーザーレンジファインダを備えている．
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Table 2.3: Specification of dsPIC
メーカ Microchip
型番 dsPIC30F2012-30I/SO
動作スピード [MIPS] 30
（120[MHz]動作において）
命令長 16Bit
動作電源電圧 [V] 4.5～5.5
内蔵フラッシュメモリ [kByte] 12
SRAM [Byte] 1024
ADコンバータ 12[Bit] 200[ksps] 10[ch]
周辺機能 UART,SPI,I2C等
Figure 2.11: Sensory system of the rope handle
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Figure 2.12: HRI-JP humanoid robot
Table 2.4: Specifications of the robot arm (Right)
Joint Min Max Max speed
[deg] [deg] [deg/s]
Shoulder Pitch -45 135 75
Roll -120 0 113
Upper arm Yaw -135 90 340
Elbow Pitch 0 120 93
Front arm Yaw -90 90 250
Wrist Roll -180 180 280
Pitch -80 80 280
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Figure 2.13: Structure of HRI-JP humanoid robot
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大縄を回すエンドエフェクタの軌道は，まず Figure 2.14のように大縄の回転軸に
垂直な平面を定義し，その上に円形に作成する．被験者がWiiコントローラを持って
縄回しのように腕を振ると，コントローラに搭載されたジャイロセンサにより，被験
者の手先の角速度を取得することができる．このとき，手先のピッチ方向の角速度を
_y，ヨー方向の角速度を _z とし，Figure 2.14の平面上における角速度ベクトル の
方向を以下の式で算出する．
 = Arctan
_z
_y
(2.1)
ロボットのエンドエフェクタを，目標円軌道上の の角度の位置に向けて最大速度
で制御することで，大縄の遠隔制御を実現する．
rope
projection plane
end effector
Figure 2.14: The projection plane is projected vertically with respect to the rotational axis
of the rope. The end effector (the hand of the robot) was controlled on the projection plane.
2.2.6 実験条件
実験は，埼玉県和光市のホンダ・リサーチ・インスティチュート・ジャパンにおい
て，一組の被験者を対象として行った．被験者には，最初にこれから行う大縄回しの
実験について，その回数・時間・終了予定時刻について説明をし，インフォームド・コ
ンセントを行った．次に，タスクに習熟して結果に影響を及ぼすことを避けるため，
実験前に本番と同じ手順・同じ時間で１度のみ練習を行わせた．練習時の被験者はア
イマスク非着用で，提示したリズム音は本番と同じリズム周期の 2 [Hz]ものである．
また，被験者の腕の疲れが実験の結果に影響を及ぼすことを避けるため、アイマスク
着脱ごとに休憩をはさんだ．被験者には表 2.5に示す 8種類の条件で，視覚，聴覚，
力覚を遮断した状態で，大縄回しをさせた．
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Table 2.5: Combination of masks
Experiment Number 1 2 3 4 5 6 7 8
Eye mask Off On Off On Off On Off On
Headphone Off Off On On Off Off On On
Force mask Off Off Off Off On On On On
2.2.7 実験結果
被験者が感じることのできる視覚，聴覚，力覚を制限された状態で行った大縄回し
協調について，前項で開発した 6軸力覚センサを搭載した縄持ち手を用いて，Figure
2.14における投影面上の縄回しの角速度を 100[Hz]で 50秒間計測した．計測した縄
回しの角速度について，式 (2.2)を用いて被験者間の協調のエラーを定義した．
Err(t) = j _1(t)  (  _2(t))j (2.2)
1 2 3 4 5 6 7 80
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0.04
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Figure 2.15: Error average of angular velocities
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_1は，被験者 1の縄回しの角速度で， _2は，被験者 2の縄回しの角速度である．両
者は対面して縄を回しており，被験者 1と被験者 2の縄を回す方向は逆方向となるた
め，被験者 2の角速度は符号を逆転させている．協調が最もうまくいっている場合，
両者の動作は同期して，Err(t) = 0となると考えられる．それぞれの実験条件におけ
る縄回しについて計算した協調のエラーの平均値を，Figure 2.15に示す．”ひげ”は，
標準誤差を表している．
Figure 2.15において，単一のモダリティを提示した場合で比較したものを Figure
2.16に示す．この Figureでは，力覚のモダリティのみを提示した実験 4と，聴覚のモ
ダリティのみを提示した実験 6，視覚のモダリティのみを提示した実験 7のバーを赤
色で強調している．また，それぞれの条件間で T検定を行った結果を上端に示した．
Figure 2.16: Error average of angular velocities (Single modality)
Figure 2.15において，視覚のモダリティを提示した場合としなかった場合で比較し
たものを Figure 2.17に示す．この Figureでは，視覚のモダリティを提示しなかった
場合を赤色で強調している．また，それぞれの条件間でT検定を行った結果を上端に
示した．
Figure 2.15によると，モダリティを遮断していない条件 1の場合にエラーが大きく
なっており，不可解に思えるかもしれない．しかしこれは，日出らの研究 [20]でも観
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測された現象であり，人は一部のモダリティを遮断されたほうがタスクのパフォーマ
ンスは良くなる傾向がある．これは，被験者が全てのモダリティを利用した縄回しに
習熟し，エラーからのリカバリ方法を熟知しているため，他の条件に比べエラーを許
容し易かったためではないかと考えられる．単一の感覚器のみで縄回しを行った条件
4,6,7で比較した Figure 2.17によると，「力覚の感覚のみ」<「聴覚の感覚のみ」<「視
覚の感覚のみ」の順でエラーが低くなり，人は力覚を有効に使って縄回しを行ってい
ることがわかった．また，視覚提示の有無で比較した Figure 2.17によると，視覚のモ
ダリティを提示した実験は，提示しなかった実験に比べてエラーが大きくなる傾向が
得られた．
Figure 2.17: Error average of angular velocities (Compared with visual modality and oth-
ers)
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2.3 視覚モダリティを遮断した大縄回し協調実験
2.3.1 視覚の情報が協調に与える影響
前項の実験結果では，人同士の協調において，視覚の情報がある条件では，それが
なかった条件に比べて協調のエラーが大きくなるという結果が得られた．この傾向を
詳しく確かめるため，新たに視覚情報の有無が動作リズムの同期と遷移に及ぼす影響
を評価する実験を行った．
2.3.2 実験条件
実験では，2名の被験者がアイマスクによって視覚から得ることのできる情報を制
限された状態で大縄回し協調を行う．アイマスクを着用させる条件は，表 2.6に示す
とおり．このとき同時に，被験者にはヘッドホンを用いて大縄回しを行うリズムを聴
覚的に提示する．ヘッドホンを用いて提示するリズムを表 2.7に示す．被験者には，
リズムが提示された場合はそのリズムに合わせて縄を回し，提示されなかった場合は
協調相手に合わせて縄を回すよう指示した．
Table 2.6: Test set for visual information
Experiment Number Subject 1 Subject 2
1 On On
2 Off On
3 Off Off
2.3.3 評価方法
縄回し周波数の正確さ
各 Periodにおける縄回し周波数の正確さを，以下の手順で評価する．
1. 計測した周波数を 1.0[Hz]カットオフのローパスフィルタにかける．
2. 各 Period切換え直前の 10[s]の周波数を平均する．
3. 2で計算した平均周波数とヘッドホンで被験者に提示したリズムを比較する．
計算した平均周波数と被験者に提示したリズムのエラーが小さいほど，良い協調が実
現できていると評価する．
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Table 2.7: Presented auditory rhythms
Period Time [s] Subject 1 [Hz] Subject 2 [Hz]
1 0-20 2.0 2.0
2 20-40 1.6 -
3 40-60 2.0 2.0
4 60-80 - 2.4
5 80-100 2.0 2.0
6 100-120 - -
7 120-140 2.0 2.0
8 140-160 2.4 -
9 160-180 2.0 2.0
10 180-200 - -
11 200-220 2.0 2.0
12 220-240 1.6 -
13 240-260 2.0 2.0
縄回し周波数の遷移速さ
各 Periodにおける縄回し周波数が遷移する速さを，以下の手順で評価する．
1. 計測した周波数を 1.0[Hz]カットオフのローパスフィルタにかける．
2. 各 Period切換え直前の 10[s]の周波数を平均する．
3. 2で計算した平均周波数を用いて，切換え前後の Periodの中間の周波数を計算
する．
4. Periodの開始時間から 3で計算した中間の周波数を 1でフィルタにかけた周波
数が縦断するまでの時間を遷移時間とする．
遷移時間が短いほど，良い協調が実現できていると評価する．
2.3.4 実験結果
実験結果のグラフをFigures 2.18-2.20に示す．黒線が計測した縄回し周波数を1.0[Hz]
カットオフのフィルタにかけたものである．赤線が被験者 1にヘッドホンで提示した
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リズム，青線が被験者 2にヘッドホンで提示したリズムである．
Figure 2.18: Experiment 1: Observed Rope Turning Frequency
Figure 2.19: Experiment 2: Observed Rope Turning Frequency
Figure 2.20: Experiment 3: Observed Rope Turning Frequency
縄回し周波数の正確さについて評価した結果を，表 2.8に示す．ヘッドホンで提示
した周波数から最もエラーが大きくなった条件，すなわち協調が最もうまくいかな
かった条件の結果を赤字で示す．
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Table 2.8: Result: Evaluation for Completion of the Rope Turning Frequency
Period Time Subject 1 Subject 2 Error [Hz] Error [Hz] Error [Hz]
[s] [Hz] [Hz] Experiment 1 Experiment 2 Experiment 3
1 0-20 2.0 2.0 - - -
2 20-40 1.6 - -0.02 -0.13 0.00
3 40-60 2.0 2.0 +0.03 +0.02 +0.01
4 60-80 - 2.4 -0.23 +0.06 -0.03
5 80-100 2.0 2.0 +0.02 -0.02 +0.01
6 100-120 - - - - -
7 120-140 2.0 2.0 +0.02 +0.02 +0.01
8 140-160 2.4 - +0.04 -0.16 +0.08
9 160-180 2.0 2.0 -0.01 -0.03 0.00
10 180-200 - - - - -
11 200-220 2.0 2.0 0.00 0.01 0.00
12 220-240 1.6 - -0.02 -0.08 0.00
13 240-260 2.0 2.0 - - -
実験 1と 2の被験者に視覚の情報を提示した条件は協調の結果が悪かった回数が多
いが，実験 3の両方の被験者の視覚の情報をアイマスクで覆った条件は，他の条件に
比べて常に良い協調の結果が得られた．
次に，被験者にヘッドホンで提示するリズムを変化させたときの縄回し周波数の遷
移時間を表 2.9に示す．最も遷移時間が長くかかったもの，すなわち協調が最もうま
くいかなかった条件の結果を赤字で示す．
どちらの被験者もアイマスクを着用しなかった実験 1の条件が，常に他の条件と比
べて遷移時間が最も長くなるという結果が得られた．これらの結果から，視覚の情報
は協調を悪化させる傾向が示唆された．
2.4 まとめと考察
人の協調時，協調する相手が発する視覚や聴覚・力覚といったマルチモーダルな情
報が動作リズムの同期に寄与する影響を，大縄回しタスクを用いて定量的に評価した
実験の結果，力覚>聴覚>視覚の順で動作リズムの同期に影響を及ぼしていること
を発見した．この結果は，提示されたリズムとの同期には，聴覚リズムが大きく寄与
していること，視覚情報をマスクしたほうがより良く同期ができるることを確かめた
26
日出らの研究 [20]とも矛盾しない結果である．また新たに，聴覚リズムよりも力覚リ
ズムのほうが動作リズムの同期同期に大きく寄与していることを発見した．
Table 2.9: Result: Elapsed Times of Changing a Presented Rhythm
Period Elapsed Time of Elapsed Time of Elapsed Time of
Experiment 1 [s] Experiment 2 [s] Experiment 3 [s]
2-3 3.44 1.35 1.42
3-4 4.67 2.69 3.63
4-5 3.00 0.99 1.02
5-6 3.13 0.79 0.00
6-7 3.12 1.62 2.00
7-8 3.39 3.14 1.72
8-9 2.68 1.33 0.91
9-10 2.53 1.17 1.13
10-11 3.37 1.24 0.00
11-12 3.14 1.66 3.02
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第3章 人の動作リズムの検出と予測
協調動作では，協調者間でその周期と位相を一致させる，いわゆる「息を合わせる」
ことが重要となるが，二人三脚や大縄跳び，綱引きといった協調動作の多くは，人に
とって動作の認識や予測が簡単な反復動作によって構成されており，息を合わせるこ
とが容易になっている．こうした反復動作について，ロボットも認識や予測をできる
ようになれば，人とロボットが協調して作業を行う際に，ロボットが人と息を合わせ
るための有用な手段となり得る．しかし人の動作というものは人によって大きさや形
状が大きく異なるため，コンピュータで扱うことは難しい課題である．そこで，反復
動作における繰り返しの基本単位を”動作リズム”として定義することで，人の動作
を予測するスキームを考案した．
人の繰り返し動作をモーションキャプチャ等のセンサで記録すると，その時系列
データには周期性が現れる．時系列データが周期性を有するとき，自己相関係数を計
算すると，その周期の位置で最大となることはよく知られている．しかし，現在まで
に実現されている手法は，事前に予測する周期運動の汎化した生成モデルを構築して
おく必要があるため，システムが未知の周期運動を予測することはできない．時系列
解析の分野においては，自己回帰移動平均モデルが周期的な変化の予測によく利用
されているが，このモデルは推定するモデルの次数の最大値を事前に決めておく必
要があったり，パラメータの最尤推定に用いる係数の初期値の取り方によって異なっ
た結果が得られてしまったりと，オンラインでの利用を想定して設計されていない．
そのため，周期運動のモデルを逐次更新しながら予測を行うことで，システムが未知
の周期動作について，オンラインに認識と予測を行う方法を開発した．カメラやマイ
ク，モーションキャプチャといったセンサによって計測された人の動作の多次元時系
列データについて，自己相関係数最大化の計算を行い，周期的な挙動を検出する．そ
して，周期的な挙動をしている時間区間が検出されたら，その部分の時系列データか
ら一周期分を抽出し，動作リズムとして保存する．その後，継続して入力され続ける
人の動作の時系列データについて，最初に保存した動作リズムと周期を揃えた上で位
相をシフトさせながら，それぞれの位相シフト量に対する自己相関係数を計算し，係
数が最大となるシフト量を探索する．ここで探索して見つかった最大の係数が閾値を
超えた場合，その位相シフト量を，最初に保存した動作リズムとの位相差であると認
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識する．そして，新しく認識された周期動作と保存済みの動作リズムの間で重畳計算
を行い，動作リズムを更新することで，再現性が低いと考えられる人の動作から，真
の動作リズムの推定を行う．そして，計測した周期と位相，更新した動作リズムを用
いて，未来の動作の予測を行う．
3.1 関連研究
人の動作の認識や予測を行う手法としては，Inamuraらによって提案された，動作の
それぞれの段階におけるセンサによる計測値をパターンとして認識し，Hidden Markov
Models (HMM)を用いて次点に出現するパターンを予測する手法がある [21]．しかし
この手法は，システムが既知の特徴を持つ動作パターンにしか使えず，ロバスト性がな
い．HMMを用いる手法を統計的学習法により改良した手法として，Switching Linear
Dynamic System (SLDS)[22]やGaussian Process Dynamical Models (GPDMs)[23]を用
いて，歩行や走行といった特定の動作パターンについて，複数データから平均的な特
徴を抽出した生成モデルを構築し，認識と予測に活かす手法が提案されている．しか
し，これらの方法で構築された生成モデルは，平均化により特徴を削減されてしまっ
ているため，高精度な予測を行うことは困難である．周期運動に限って言えば，松原
らが，自己相関係数最大化の手法を使った周期認識を用いて，周期運動時における関
節角度の時系列変化を特異値分解することで，汎化した生成モデルとパターンの個性
を分離し，認識時には汎化した生成モデルを用い，予測時には加えてパターンの個性
を利用することで，周期運動の認識と予測を高精度に行う手法を提案している [24]．
しかし，この手法は，事前に予測する周期運動の汎化した生成モデルを構築しておく
必要があるため，システムが未知の周期運動を予測することはできない．時系列解析
の分野においては，自己回帰移動平均モデルが周期的な変化の予測によく利用されて
いるが，このモデルは推定するモデルの次数の最大値を事前に決めておく必要があっ
たり，パラメータの最尤推定に用いる係数の初期値の取り方によって異なった結果が
得られてしまったりと，オンラインでの利用を想定して設計されていない [25]．
過去の運動履歴を用いて対象の運動の予測をするシステムとしては，三上らがメモ
リベースパーティクルフィルタ (M-PF) を提案している [26]．M-PFはシステム内に
過去の全ての運動履歴を保持し続ける必要があるため，履歴が増大すると事前確率分
布予測の計算コストが爆発するという問題がある．
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3.2 動作リズムの実際の動作からの抽出
3.2.1 動作リズムの抽出
我々は，周期運動のモデルを逐次更新しながら予測を行うことで，システムが未知
の周期動作について，オンラインに認識と高精度な予測を行う方法を開発した [27]．
開発した方法では，システムは認識する人の周期動作について，事前情報を必要とし
ない．
Figure 3.1: Process of Proposed Real-time Human Motion Recognition Method.
計算の手順について，Figure 3.1に示す．カメラやマイク，モーションキャプチャと
いったセンサによって計測された人の動作の多次元時系列データについて，Makihara
らによって提案された自己相関係数最大化の計算を行い，周期的な挙動を検出する
[28]．このとき，もし自己相関係数が閾値を超えないならば，時系列データは周期動
作をしていないと見なし，以降の計算は行わない．周期的な挙動をしている時間区間
が検出されたら，その部分の時系列データから一周期分を抽出し，周期動作の基本単
位”動作リズム”として保存する．その後，継続して入力され続ける人の動作の時系
列データについて，最初に保存した動作リズムと周期を揃えた上で位相をシフトさせ
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ながら，それぞれの位相シフト量に対する自己相関係数を計算し，係数が最大となる
シフト量を探索する．ここで探索して見つかった最大の係数が閾値を超えた場合，そ
の位相シフト量を，最初に保存した動作リズムとの位相差であると認識する．そして，
新しく認識された周期動作と保存済みの動作リズムの間で重畳計算を行い，動作リズ
ムを更新することで，再現性が低いと考えられる人の動作から，真の動作リズムの推
定を行う．最後に，計測した周期と位相，更新した動作リズムを用いて，未来の動作
の予測を行う．
提案手法は，三上らのM-PFと異なり周期運動以外の運動を予測することができな
いが，過去の履歴を周期的な運動ごとに分類し汎化を行っているため，M-PFよりシ
ステムのメモリ使用効率が良く，計算速度も早いという利点がある [26]．
このアルゴリズムの実装では，アルゴリズムを逐次処理可能とするために線形代数
の高速演算ライブラリBLASを用いており，計算の高速化を行っている．その手順に
ついて詳述する．
なお本稿では，観測してコンピュータのメモリ内に保存されている時系列データの
うち，ある一つの次元の全体を，
y = [y1 y2 ::: yl] (3.1)
と yで表記し，その要素数は lであるとする．この時系列データは，事象を固定周波
数で計測した量的データであれば何でも良い．この時系列は，観測が繰り返されるご
とに，ylに新しい値が代入され，その他の要素は yi ! yi 1と，一つ古い要素へシフ
トされる．コンピュータのメモリ資源は有限なので，y1要素は削除される．yの内の
特定のインデックスで切り出した部分を，開始インデックス kと要素数 nを用いて，
y(k;n) = [yk yk+1 ::: yk+n 1] (3.2)
と表記する．また，y(k;n)部分の算術平均を，y(k;n)と表記することにして，実際の計
算は以下のように行う．
y(k;n) =
1
n
l+n 1X
i=k
yi (3.3)
まず，一般的な自己相関係数の計算は，以下の式で表される．
Acor(y(k;n); d) = Corr(y(k;n);y(k+d;n)) (3.4)
=
Cov(y(k;n);y(k+d;n))
Std(y(k;n))  Std(y(k+d;n))
(3.5)
式 (3.5)において，dは時系列データのインデックスの遅れ幅である．Corrは通常の
相関係数の計算，Covは共分散の計算，Stdは標準偏差の計算である．Covと Stdの
計算は，y(k;n)の算術平均 y(k;n)を用いて，次のように定義される．
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　Cov(y(k;n);y(k+d;n)) =
1
n  1
nX
i=1
(yk+i 1   y(k;n))(yk+d+i 1   y(k+d;n))
Std(y(k;n)) =
vuut 1
n  1
nX
i=1
(yk+i 1   y(k;n))2
このとき周期 periodは，自己相関係数最大化の方策を用いて，Acorが最大となる d
を配列中から検索すれば，観測周期 Toを用いて，以下の式 (3.7)のように表される．
この計算で算出される lrは，周期部分の時系列データ中のデータ長にあたる．
lr = argmax
d2[1; l
2
]
Acor(y(k;n); d) (3.6)
period = lr  To (3.7)
人の周期動作の周期は，おおむね 0.1～10[Hz]の間であるとの Fitzpatrickらの主張
を借りれば [29]，式 (3.6)について，0.1～10[s]までの時間幅に対応する nの間につい
て計算すれば，人の動作周期を見つけることが可能である．
しかし，式 (3.6)で周期の計算を行った場合，比較するサンプル数 nの大きさが一
定となっているため，観測システムの動作周期が急激に変化したときに，自己相関係
数が最大となる dが，変化前と変化後の dの値を nに対応する時間をかけてゆるやか
に変化することになり，俊敏な挙動を捕らえきれないという問題があった．
この問題を我々は，自己相関の計算部分を次のように遅れ幅 dに合わせて伸縮させ
ることにより解決した．
lr = argmax
d2[1; l
2
]
Corr(y(l d+1;d); y(l 2d+1;d)) (3.8)
式 (3.8)では，検出したい周期の長さに応じて相関を計算するウィンドウ幅 dを変化
させ，短い周期の相関係数は狭いウィンドウ幅で，長い周期の相関係数は広いウィン
ドウ幅で計算している．この手法は，計測したいターゲット周波数に合わせて計算す
る時系列データの時間幅を調節するウェーブレット変換の手法を参考にした．これは
図示すると Figure 3.2のようになる．
次に，式 (3.8)の相関係数の算出部分を BLASが適用可能となるよう，次のように
展開する．
　Corr(y(l d+1;d);y(l 2d+1;d))
=
Cov(y(l d+1;d);y(l 2d+1;d))
Std(y(l d+1;d))  Std(y(l 2d+1;d))
=
3p
1
p
2
(3.9)
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1 =
1
d  1
dX
i=1
(yl d+i   y(l d+1;d))2
2 =
1
d  1
dX
i=1
(yl 2d+i   y(l 2d+1;d))2
3 =
1
d  1
dX
i=1
(yl d+i   y(l d+1;d))(yl 2d+i   y(l 2d+1;d))
Figure 3.2: Time Width of Auto-correlate Calculation. The horizontal axis shows the time,
and the vertical axis shows the time lapse d. We calculate a correlation coefficient between
dark gray term and light gray term. In this case, the biggest correlate coefficient is calcu-
lated in middle figure. Because of the explanation, this figure shows only one time series
value. But actually we calculate multivariate time series values.
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ここで， 1
d 1 は約分すれば消えるので，以降の説明では省略する．1，2，3は，Pd
i=1(yk)が d  y(k;d)と展開できるので，次のように整理される．
1 =
dX
i=1
(yl d+i   y(l d+1;d))2
=
dX
i=1
y2l d+i   dy2(l d+1;d) (3.10)
2 =
dX
i=1
(yl 2d+i   y(l 2d+1;d))2
=
dX
i=1
y2l 2d+i   dy2(l 2d+1;d) (3.11)
3 =
dX
i=1
(yl d+i   y(l d+1;d))(yl 2d+i   y(l 2d+1;d))
=
dX
i=1
(yl d+i  yl 2d+i)  dy(l d+1;d)  y(l 2d+1;d) (3.12)
このとき，
Pd
i=1 y
2
l d+i，
Pd
i=1 y
2
l 2d+i，
Pd
i=1(yl d+i  yl 2d+i)は時系列データの要素同
士の掛け算の合計であるので，BLAS内の実数ベクトルの内積を計算する関数である
ddot関数が適用できる．また，d  y(k;d)は，y(k;d)の要素と，全ての要素が 1で長さが
dの時系列データの要素との掛け算の合計と考えられるので，この計算にも ddot関数
が適用できる．実装したプログラムを，Algorithm 1に疑似コードで示す．
以上の計算で dごとに算出された自己相関係数のベクトルから，最大となるイン
デックスを探索する計算には，BLAS内の配列中の最大の要素のインデックスを返す
idamax関数が適用できるので，そちらでも高速化を行う．
最終的に，我々が求めていた動作リズム rは，式 (3.8)で算出された lrを用いて以
下のように表される．
r = y(l lr+1;lr) (3.13)
以後，表記の簡単のため，動作リズム rは，その境界の外でも繰り返されていること
とし，インデックスが境界を超えても問題ないこととする．
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Algorithm 1 The optimized implementation of the formula to calculate auto-correlation
coefficient. ddot is a function of the BLAS to calculate an inner product between real
number vectors. The function get 5 arguments (The length of the vector, the start index of
the first vector in the time-series data, the step number of the first vector in the time-series
data, the start index of the second vector in the time-series data, the step number of the
second vector in the time-series data). sqrt is a function to calculate a square root.
Ensure: acor(y; d)
ONE[1]( f1g
SUM1 ( ddot(d;ONE[1]; 0; y[l d]; 1)
SUM2 ( ddot(d;ONE[1]; 0; y[l 2d 1]; 1)
DDOT1 ( ddot(d; y[l d]; 1; y[l d]; 1)
DDOT2 ( ddot(d; y[l 2d 1]; 1; y[l 2d 1]; 1)
DDOT3 ( ddot(d; y[l d]; 1; y[l 2d 1]; 1)
SIGMA1 ( DDOT1   1=d  SUM1  SUM1
SIGMA2 ( DDOT2   1=d  SUM2  SUM2
SIGMA3 ( DDOT3   1=d  SUM1  SUM2
if (SIGMA1! = 0)&&(SIGMA2! = 0) then
acor(y; d)( SIGMA3=sqrt(SIGMA1  SIGMA2))
end if
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3.2.2 観測中の周期動作における位相差の計算
動作の予測や，動作リズムデータベースの更新を行うためには，観測時における動
作の位相とデータベース中に保存されている動作リズムとの間の位相差を計算する必
要がある．観測中の周期動作における位相差を計算するためには，まず基準となる動
作リズム r0を定める必要がある．これは，前項の周期と動作リズムを求める計算に
おいて算出された自己相関係数が，初めて閾値を上回った時点の動作リズム rを基準
とすることにした．動作が観測され yが更新されるたびに切り出される動作リズム r
について，r0との位相差を計算するためには，あらかじめ以下の式を用いて配列の
長さを lr0と一致させた r0を作成しておく必要がある．
r0  [rdk lr
lr0
e] (k = 1; 2; :::; lr0) (3.14)
配列の長さを揃えた上で，以下の
p = argmax
d2[1;lr0 ]
Corr(r0(1;lr0 ); r
0
(1+d;lr0 )
) (3.15)
phase =
2
lr0
 p (3.16)
計算を行い，算出した相互相関係数が最も高かったインデックスの遅れ幅 pを 2で
正規化したものを，現在の位相とする．
式 (3.16)の計算中，算出された最大の相互相関係数が閾値を超えなかった場合は，
最新の動作リズムが現在の基準の動作リズム r0とは異なるものと認識し，最新の動作
リズム rを新たな動作リズムとしてリズム・データベースに保存し，位相を 0とする．
また，この段階において，倍周期が計測された場合の処理も行う．直前に観測され
た周期に対して整数倍に近い周期が観測された場合，相互相関係数の計算は，観測さ
れたリズムの長さを整数で割ったものとも行われ，そちらのほうが係数が高かった場
合，そちらが採用される．また，対応して周期も整数で割った値に修正される．
3.2.3 動作の予測
観測された時系列データ yから認識した動作リズム r0を引いた定常成分を y^とし，
以下の式でその一周期ぶんを計算する．
y^(l lr0+1;lr0 ) = y(l lr0+1;lr0 )   r(1+p;lr0 ) (3.17)
そして，この y^について，最小自乗法により近似式 f(t)を求める．すると，j回の計
測後の未来における動作位置 yl+jは，
yl+j = f(l + j) + r0 1+p+j (3.18)
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として予測することができる．
3.2.4 リズム・データベースの更新
人の動作の再現性は低いと考えられるため，観測された動作データは揺らぎを含ん
でいると考えられる．この揺らぎは動作予測の精度を下げる要因となるため，教師な
し機械学習アルゴリズムの一種である強化学習の方策を導入し，逐次学習することで
真のリズムにリズム・データベース内のリズムを近づける．
真のリズムを rと表記するとき，観測されたリズム roは，人の動作の再現性の低
さに起因する揺らぎwを用いて次のように表記できる．
ro = r
 +w (3.19)
この揺らぎwの分散が正規分布に従い，平均が 0であると仮定すれば，観測された
リズムについて位相毎に合計し，平均をとることで真のリズムが得られる．これを実
現するために，TD学習法に基づき [30]，
ro1+p  ro1+p + (r lr   ro1+p) (3.20)
とリズム・データベース内のリズムを更新する．ここで は学習に用いる 0    1
のステップサイズ・パラメータである．この更新をプロセス毎に行い，揺らぎが含ま
れている観測値から，徐々に揺らぎの影響を削減したモデルを構築していく．
3.2.5 多次元時系列データへの拡張
前項までの計算は，時系列データが一次元の場合を例として説明したが，実際の時
系列データは多次元に渡る場合が多い．そのような場合について説明する．例えば，
3次元空間上における位置を計測した場合，時系列データY は以下のように多次元に
渡る．
Y =
264 x1 x2 ::: xly1 y2 ::: yl
z1 z2 ::: zl
375 (3.21)
こうした場合に周期や位相の計算を行う際は，以下の式のように各次元ごと，dごと
に計算した相関係数を次元間で足し合わせ，その上で足し合わせた係数が最大とな
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る dを探し出す．よって，観測時系列中の周期的な部分のインデックスを検索する式
(3.8)は以下のように表される．
lr = argmax
d2[1; l
2
]
[Corr(x(l d+1;d);x(l 2d+1;d))
+Corr(y(l d+1;d);y(l 2d+1;d))
+Corr(z(l d+1;d);z(l 2d+1;d))] (3.22)
また，基準の動作リズムとの位相差を計算するための式 (3.15)は以下のように表さ
れる．
p = argmax
d2[1; l
2
]
[Corr(rx0(1;lr0 ); rx
0
(1+d;lr0 )
)
+Corr(ry0(1;lr0 )
; ry
0
(1+d;lr0 )
)
+Corr(rz0(1;lr0); rz
0
(1+d;lr0 )
)] (3.23)
この他の動作の予測や基準となる動作リズムの更新は，各次元ごとに一次元の場合
と同様に行う．
3.3 実証実験
3.3.1 実験環境
人の動作リズムを認識するシステム
Leap Motionセンサ [31]を用いて人の動作を計測するシステムを構築した．構築した
システムを Figure 3.3に示す．Leap Motionセンサとコンピュータは高速なUSB3.0バ
スで接続されている．Leap Motionセンサで検出された手の位置や速度を，コンピュー
タに実装した提案アルゴリズムで計算処理し，動作の周波数や位相を計算する．実
装したシステムが認識可能な人の動作の範囲は，Leap Motionセンサの上方，逆ピラ
ミッド型の 25  600[mm]の範囲であり，片手の指揮動作を検出する程度のものであ
るが，本実験は，提案アルゴリズムにより人の動作から周波数と位相の認識ができる
ことを示すことが第一義であるので今回は問題としない．計測可能範囲が狭いことは
使用したセンサの計測可能範囲に依存する問題であり，より人の動作を広範囲で計測
することが可能なセンサを用いれば容易に拡張することができる．Control PCの仕様
を Table 3.1に示す．
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Figure 3.3: Motion rhythm recognition system
Table 3.1: Specification of the control PC.
OS Mac OSX ver.10.9.3 (Marvericks)
CPU intel Core i7 2.6[GHz]
Memory DDR3 1600[MHz] 16[GB]
GCC Apple LLVM version 5.1 (clang-503.0.40)
BLAS MacOSX10.9 SDK, Accelerate Framework[32]
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人の指揮動作を模擬するロボット
人の動作リズム認識システムの有効性を検証するため，人の手の動作を模擬するロ
ボットシステムを構築した．構築したロボットシステムをFigure 3.4に示す．この人の
Figure 3.4: Hand motion robot: Left figure shows the front view of the robot. Right figure
shows the right view of the robot.
手の動作を模擬するロボットは全 4軸の関節で構成されているが，可動する関節数は 2
であり，その他の関節は指揮動作を行う中心の方向にロボットを向けるために用いる固
定関節である．2つの可動関節はラジコン用のサーボモータ（GWSMICRO 2BBMG）
であり，ロボット手先のヨー軸とピッチ軸に相当する．このロボットは，コンピュータ
と RS232Cで接続された制御用マイコンボード（TI MSP-EXP430G2 LaunchPad）か
ら出力される PWM信号によって駆動される．
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人の動作リズム認識システムと，その評価用の人の手の動作を模擬するロボットシ
ステムについて，その全体のシステム図を Figure3.5に示す．
Figure 3.5: Whole experiment system
41
3.3.2 システムの計測精度の検証
構築した人の動作リズム認識システムが，正しく人の手の動作を計測可能であるこ
とを確かめる検証実験を行った．検証実験では，人の手の動作を模擬するロボットシ
ステムにおいて空中に軌道を描き，その動作をシステムで計測して，人差し指の軌道
が正しく計測されていることをグラフから評価した．結果を Figure 3.6,3.7に示す．グ
ラフでは，ラジコン用サーボモータに送信した関節角度から順運動学を用いて算出し
た理論上の指先の軌跡（コマンド値）を赤丸でプロットし，実際に Leap Motionで計
測した指先位置（計測値）を青丸でプロットしている．Figure 3.6を見ると，計測値
はコマンド値と比べX 方向に歪んでいるが，本研究でターゲットとしている繰り返
し動作の認識は，実際の指先位置に対し Leap Motionの計測値が一意でありさえすれ
ば良いので，問題としない．Figure 3.7の時間軸を見ると，計測値はコマンド値に対
して約 0.1[s]の遅延で得られており，本研究で必要とする仕様は満たしていると考え
られる．
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Figure 3.6: A commanded track to a servo motor is drawn with a red circle. An observed
track with a Leap Motion is drawn with a blue circle.
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Figure 3.7: Time-series commands of a servo motor is drawn with a red circle. Observed
time-series with a Leap Motion is drawn with a blue circle.
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3.3.3 既知の動作を用いたシステムの周期・位相の認識精度の検証
人の指揮動作を模擬するロボットで周波数と位相が既知の動作を行い，それを提案
手法を実装した人の動作リズム認識システムで認識を行う，このとき，周波数と位相
が正しく認識できていることをグラフから評価した．結果を，Figure 3.8-3.12に示す．
グラフは，上段に Leap Motionで計測された指先の xyz座標を示し，中段に前章のア
ルゴリズムで計算された周期を青線，真の周期を赤線で示し，下段に前章のアルゴリ
ズムで計算された位相を青線，真の位相を赤線で示している．位相は，提案アルゴリ
ズムがリズムを初めて認識した時点を基準に算出しているため，真の位相との一致を
見るのではなく，全区間に置いて真の位相と認識された位相の位相差が一定であるこ
とで検出できているとみなす．
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Figure 3.8: Top figure shows observed time-series positions. Middle figure shows recog-
nized periods with a blue line and actual periods with a red line. Bottom figure shows
recognized phases with a blue line and actual phases with a red line. The configuration of
the period is 1.24[s].
Figure 3.8-3.12のグラフは，周期が 1.24[s], 1.55[s], 1.86[s], 2.17[s], 2.48[s]時に置け
る計測値と認識した周期と位相を表している．システムが起動してから，2回以上，
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同じ動作が繰り返されたとき，周期や位相が認識される．このタイミングは，計測誤
差の影響を受けるため，認識され始める時刻にはある程度のバラつきがある．Figure
3.9-3.12に示す結果では，認識し始めた頃，周期が実際の 1/3や 1/6の周期で認識さ
れているが，その後は安定して真の周期が得られた．この挙動は，当初データ数が多
くない時点では，pxと pzに現れている実際のリズムの 1/3や 1/6周期のリズムを認識
してしまっているが，その後データ数が十分に蓄積されると，本来のリズムのほうが
pyに現れている相関係数との合算が高くなることを検知したので修正が起こったのだ
と考えられる．このように，どの実験条件においても，最終的に周期はとても安定し
て認識できていることが，結果から見て取れる．位相についても，Figure3.9-3.12は，
認識初期の周期を実際より短く誤認識している部分で乱れている範囲があるものの，
その後は正しく認識できていることがグラフから明らかである．
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Figure 3.9: Top figure shows observed time-series positions. Middle figure shows recog-
nized periods with a blue line and actual periods with a red line. Bottom figure shows
recognized phases with a blue line and actual phases with a red line. The configuration of
the period is 1.55[s].
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Figure 3.10: Top figure shows observed time-series positions. Middle figure shows rec-
ognized periods with a blue line and actual periods with a red line. Bottom figure shows
recognized phases with a blue line and actual phases with a red line. The configuration of
the period is 1.86[s].
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Figure 3.11: Top figure shows observed time-series positions. Middle figure shows rec-
ognized periods with a blue line and actual periods with a red line. Bottom figure shows
recognized phases with a blue line and actual phases with a red line. The configuration of
the period is 2.17[s].
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Figure 3.12: Top figure shows observed time-series positions. Middle figure shows rec-
ognized periods with a blue line and actual periods with a red line. Bottom figure shows
recognized phases with a blue line and actual phases with a red line. The configuration of
the period is 2.48[s].
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また，動作周期を Table 3.2に示す通り時間によって 1.55[s]と 2.17[s]の間で次々と
変化させた場合のシステムの周期認識結果を，Figure 3.13に示す．この場合にも，動
作が 2回以上繰り返された，3.1[s]と 4.34[s]後に周期が認識できていることが見て取
れる．
Table 3.2: Alternate Reference Rhythm.
Time [s] Frequency [Hz]
0:0  t < 9:3 1.55
9:3  t < 22:32 2.17
22:32  t < 31:62 1.55
31:62  t < 44:64 2.17
44:64  t < 53:94 1.55
53:94  t < 60 2.17
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Figure 3.13: This figure shows recognized periods with blue line and actual periods with
red line. The configuration of the period is alternate between 1.55[s] and 2.17[s] (Ta-
ble.3.2).
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3.3.4 システムのリアルタイム性検証
提案したシステムが，人の動作の周波数と位相をリアルタイムに認識可能である
ことの検証を行う．本実験においては，最悪の計算時間がロボットの制御周波数とし
て想定している 10[ms]以下であることを検証する．計算に使用したマシンの仕様を
Table 3.3に示す．
Table 3.3: Specification of the control PC.
OS Mac OSX ver.10.9.3 (Marvericks)
CPU intel Core i7 2.6[GHz]
Memory DDR3 1600[MHz] 16[GB]
GCC Apple LLVM version 5.1 (clang-503.0.40)
BLAS MacOSX10.9 SDK, Accelerate Framework[32]
Figure 3.8-3.12に示した挙動について，リズム認識の計算を行った際の，計算時間
の変化を Figure 3.14に示す．グラフ中の T は，それぞれの挙動の周期 T である．平
均の計算時間は 0.145[ms]，最悪でも 0.422[ms]と，目標の 10[ms]を大きく下回るこ
とが確認できた．
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Figure 3.14: Calculation time in 30[s] analysis.
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3.3.5 動作リズムを用いた動作予測の検証
動作リズムを用いることで，直近における動作の予測が行えることを確認する．Fig-
ure 3.11と同じ，周期が 2.17[s]の動作において，システムが認識した動作リズムを用
いて予測した 1[s]後におけるX座標位置と，実際の 1[s]後のX座標位置をグラフで
並べて評価した．評価のため，実際の 1[s]後の位置を，予測を行った時刻と合わせる
ため，1[s]過去にずらして Figure 3.15を作成した．pxは複雑な挙動をしているにも
かかわらず，提案手法により，振幅の細部の形まで実際の挙動とよく一致した予測が
可能であることが示された．
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Figure 3.15: Motion prediction with motion rhythm. The blue line shows the predicted
value for the 1 second after. The red line shows the real value which shifted 1 second to the
past from observed time to compare with the blue line.
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3.3.6 実際の人による動作リズム認識の検証
3.3項で指揮動作の模擬システムが行ったのと同様の指揮動作を，今度は人が 1.5[s]
周期のメトロノームの音に合わせてしたとき，提案システムでリアルタイムに周波数
と位相が認識されることを確かめる実験を行った．
計測された人の動作の手の位置と，認識された周期と位相について，Figure 3.16に
示す．ほとんど全ての時刻において，周期と位相が正しく認識できていることがグラ
フから確認でき，構築したシステムが人の動作リズムを認識可能であることが確かめ
られた．
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Figure 3.16: Top figure shows observed time-series positions. Middle figure shows rec-
ognized periods with a blue line and actual periods with a red line. Bottom figure shows
recognized phases with a blue line and actual phases with a red line. The configuration of
the period is 1.5[s].
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3.4 結論
人の動作の中から周期的なパターン（動作リズム）を認識し，人の動作予測を行う
方策を提案した．提案した方策は，人の動作の時系列データから，周期を計算する部
分，位相を計算する部分，記録している動作リズムを更新する部分，人の動作予測を
行う部分から成り立っている．周期の計算には自己相関係数最大化の方法を用いたが，
元の数式に対して逐次処理が可能となる工夫を施し，線形代数の高速演算ライブラリ
であるBLASを用いて効率的な計算の実装を行った．位相の計算では，システム内の
過去に記録された動作リズムと周期を一致させた状態で位相を次々にずらしながら相
関係数を計算し，最も相関係数が高くなる位相を検索するアルゴリズムの実装を行っ
た．動作リズムの更新部分では，本システムが対象としている人の動作は再現性が低
いと考えられ，毎回の計測には揺らぎが混入しているとの仮定の元，TD誤差学習を
行い，逐次，記録している動作リズムを現在の計測された値で更新を行う実装を行っ
た．動作予測については，前までの処理で計算された，現在の動作にマッチする動作
リズムと周期，位相の情報から，人の動作位置の予測を行う．提案したアルゴリズム
の有効性を確かめるため，アルゴリズムを用いて指揮の動作リズムを認識するシステ
ムを構築し，人の指揮動作を模擬するロボットを用いて，正確な周波数と位相をシス
テムが認識できるか確かめる実験を行った．また認識された動作リズムから，指揮動
作の予測が行えるか調べる実験も行った．実験の結果，システムが指揮の動作リズム
を認識し，周期や位相を正確に認識できることが確かめられ，さらにそれらを用いて
高精度な予測も可能であることが確かめられた．また，この指揮の動作リズム認識シ
ステムを用いて，人の指揮動作を認識させた結果，周波数や位相が問題なく認識でき
ることを確かめた．人動作のリアルタイムな認識と予測を行うシステムに利用するこ
とを想定し，実装したシステムの計算速度評価も行った．実験の結果，最悪計算時間
は 0.422[ms]と，10[ms]以内としていた算出目標速度を大きく下回った．このことか
ら，このシステムが人動作のリアルタイムな認識と予測を行うシステムに適用可能で
あることが確かめられた．これにより，協調する人の動作リズムをリアルタイムに認
識可能なシステムをが実現可能であることを確かめた．
提案した信号の波形から信号の時刻ごとの周波数を解析する手法は，時間-周波数
同時解析と言われ，STFT(Short-Time Fourier Transform)やウェーブレット変換などが
有名である．STFTは，FFTの「計測した全時間区間の周波数毎の振幅の大きさを平
均した結果を算出する」という能力を利用し，計測した時間区間を短く区切って窓に
見立て，その窓の中で次々に FFTの計算をおこなっていく手法である．この手法で
急な周波数変化を検知するためには窓の幅を狭くすれば良いが，窓の幅を狭くすると
FFTの対象となる信号データ数が少なくなるので，周波数分解能が低下する．このよ
うに，STFTには時間分解能と周波数分解能の間にトレードオフの関係が存在し，時
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間と周波数の情報を同時に詳しく知ることはできず，時間-周波数同時解析における
不確定性原理として知られている [33]．この問題を解決したのがウェーブレット変換
で，ウェーブレット変換では，窓の幅を計測したいターゲット周波数に応じて変化さ
せる工夫が行われている．我々の提案手法も，ウェーブレット変換で行われている工
夫と同様の工夫を行うことで，最小のレイテンシでターゲット周波数を認識できるよ
うになっている．
ターゲットとしているリズムの数については，STFTやウェーブレット変換が一回
の計測に対し，様々な周波数のリズムが混在していることを想定しているが，我々の
提案手法は，一つの計測に対して一つのリズムしか存在しないことが前提となってお
り，汎用性が犠牲となっている．
ターゲットとしているリズムの次元数については，STFTやウェーブレット変換が
基本的に 1次元なのに対し，我々の提案手法は複数次元にわたっていることを前提と
している．これにより，空間上の物体の移動を 3次元で計測した場合や，人の動作を
関節軸毎に計測した場合などのように，同一のリズムが他の次元にも関係している場
合に，他の手法と比べて 1/2周期などの他の周期に誤認識してしまう確率を減らすこ
とができる．
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第4章 ヒューマノイドロボットの動作
生成
人とロボットの協調方策を考えるにあたり，既存のロボットはどれも人にとってな
じみがなく，そのフォルムや動きから，ロボットと協調する人の側が，ロボットの動
作を予測しにくいという問題があるが，この問題は，人と姿形がよく似ているヒュー
マノイドロボットを用いることで解決できる．
ヒューマノイドロボットの動作を作成するためには，従来よりモーションキャプチャ
等を用いて得られた人の動作をロボットに適用する方法と，キーフレームごとに定義
されたロボットのポーズ (キーポーズ)を，なめらかに接続する方法がある．しかし，
モーションキャプチャを利用する方法は，大掛かりかつ高価な設備であり，演者への
マーカー装着や，計測データの処理にも専門性が必要なため，気軽に使えるもので
はなかった．それに対してキーポーズベースの手法は，動作の編集がとても容易であ
り，動作の作成時にあらかじめベースとなる動作データを必要としないため即興的に
ロボットの動作を作成することができるという特徴がある．しかし滑らかな動作を生
成するためには数多くのキーポーズを入力することが必要となるため，入力に長い時
間と職人芸的な技術が求められてしまう．このため，キーポーズを手軽（簡便かつ安
価）に入力できる手法の開発が望まれていた．
そこで，簡易モーションキャプチャを用いてモデルとなる人の床面と足の接地状態
をセンシングし，接地している足を判定するとともに，その位置を基準として，全身
姿勢を再構成することで，キーポーズを手軽に入力できる手法を開発した．開発した
手法はキーポーズベースの動作生成が可能な Choreonoid上において，プラグインの
形で実装した．Choreonoidを用いて作成したモーションの再生速度を変化させること
で，人の動作リズムに同期したモーションの生成が可能となる．
4.1 関連研究
これまでヒューマノイドロボットの動作は，ロボットのエンジニアや研究者が専門
知識やツールを駆使して作成していることが多かった．しかし今後，これらのロボッ
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トがより一般に利用されるためには，ロボット工学の専門知識を持たないコンテンツ
クリエータにも，ロボットの動作を作成してもらうことが望ましいと考えられている．
そのため，ヒューマノイドロボットの動作を作るための，様々な手法やツールが提案
されている [34]．
設計者が思い描く所望のヒューマノイドロボットの動作をコンピュータに取り込む
手法には大きく分けて，演者が不要な手法と，演者が必要な手法が存在する．その分
類を，Table 4.1に示す．
Table 4.1: Classification table for method to generate a humanoid motion
分類 手法
直接ロボットの身体を手で動かす手法 [35][36]
実機と相似な小型のモデルを手で動かす手法 [37][38]
演者不要 関節の角度指令値を直接実機に送って動かす手法 [35]
コンピュータの画面上に表示されたロボットの
CGモデルを動かす手法 [39][40]
演者必要 人がとったポーズをモーションキャプチャで取得する方法 [41][42]
Figure 4.1: HeartToHeart: Kondo Kagaku co.,ltd. [35]
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Figure 4.1に示すのは，(1)の手入力方式を採用している近藤科学が販売するホビー
ロボットの動作を作成するためのソフトウェア『HeartToHeart[35]』である．このソフ
トウェアには，”Catch and Play”というロボットのサーボの保持力を一時的に止め，人
が手で実機の関節を動かし，希望のポーズができたところで保持力を元に戻すといっ
た手法でポーズを作成する機能が搭載されている．
この手法は，ロボットの実機を直接動かすため，直観的にポーズを作成できるが，
ロボットが大きくなると，ポーズをとらせたロボットを保持するのに大きな力が必要
になってしまうという問題があった．この問題に対して吉崎らは，サーボに加わって
いる負荷の向きを電流値から計算することで，重力に逆らってポーズを保持するトル
クを常時ロボットに与えつつ，人が加える外力に従うという”無重力教示システム”で
この問題を解決している [36]．しかし，この方式は，事前にロボットで使用されてい
るサーボのトルク-電流特性をシステムにコーディングしておく必要があり，あらゆ
るヒューマノイドに使用できるというわけにはいかない．
Figure 4.2: QUMA (SoftEther)[37]
Figure 4.3: Marionette[38]
2012年夏に SoftEther社がリリースした『QUMA』デバイス [37]は，(2)の小型の
モデルを手で使用する手法にあたる．しかし，この方式は，ターゲットのヒューマノ
イドとモデルのヒューマノイドの関節軸数と寸法比が一致していないと，両者のポー
ズが異なったものとなってしまい，扱いにくくなる．また，QUMA自体は，アニメー
ションのキャラクターのモーション作成用として開発されており，関節の稼働角や駆
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動できるトルクに制限がある実機のヒューマノイドの動作作成については考慮されて
いない．Takuboらの開発したMarionetteシステム [38]は，これらが完全に一致した
小型のヒューマノイドのモデルを作成し，さらに手で操作するモデルの方にもサーボ
モータを搭載することで，実際のロボットに加わっているトルクをユーザーにフィー
ドバックする仕組みを備えている．しかし，このようなモデルを作成するにはコスト
がかかるため，手軽に利用することはできない．
前述の『HeartToHeart』は，(3)の関節の角度指令値を直接実機に送って動かす手法
も提供している．これは，ソフトウェア上の一つ一つのスライドバーが，ヒューマノ
イドの一つ一つの関節角度に対応しており，これをマウスやキーボードで操作するこ
とで，一軸ずつロボットのポーズを望みのポーズに近づけていくといった手法である．
実装が簡単なため，ホビー用ヒューマノイドの動作作成手法としては最もポピュラー
なものである．しかし，思い通りのポーズを作成するためには，ユーザーがヒュー
マノイドの運動学を理解しておく必要があり，操作には慣れが必要だったり，間違っ
た関節角度を入力してしまうと，ロボットが思いも寄らぬ動作をして危険だったりと
いった問題があった．
『V-Sido』は，(4)のCGモデルを動かす手法に対応している [40]．動作を作成する
ロボットの 3Dイメージを画面上に表示し，そのイメージの関節をマウスでドラッグ
すると，その移動に合わせて安定なヒューマノイドの姿勢を再計算する仕組みを取り
入れることで，ユーザーに運動学を意識させることなく，複雑なロボットのポーズを
作成可能とした．入力値を間違えても実機が壊れることがないため，安心して作業が
できるという利点もある．Choreonoid[39]にも同様の機能が実装されている．しかし
この手法は，コンピュータの画面という 2次元平面上の操作となっているため，ある
視点からは思い通りのポーズとなっていても，別の視点からは歪んでいるポーズが作
成されることもあり，全てのポーズで何度も視点を変えながらポーズを作成する必要
があり，ユーザーにツールへの習熟が必要となる．
(5)の手法は，演者にモーションキャプチャ・システムの観測領域の中に入ってもら
うか，全身に関節角度を計測する器具をつけてもらって，演技をしてもらい，そのと
きの演者の関節の位置や角度の時系列データセットを取得する．この手法は，ヒュー
マノイドロボットの全身の関節角度の時系列データセットを直接生成する場合や，動
作プリミティブを生成する場合によく使用されている．
この方式の利点は，演者がシステムについて理解していなくとも，その動作を取り
込めることである．また，演者が不要な手法に比べて，取り込みにかかる時間が大幅
に少ない．
しかし，一般に，モーションキャプチャを用いて取得した演者の身体のポーズを二
足歩行ヒューマノイドに適用する場合，演者とヒューマノイドの関節の軸構成，リン
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クの長さ比等に違いがあると，うまく両者の間でポーズの変換ができない．この問題
は，これまでにもモーションキャプチャで得られた人のポーズをヒューマノイドに適
用するときの問題として認識されており，Pollardらは人から得られた関節角度を角度
限界や速度限界を考慮してヒューマノイドに適用することで，上半身の模倣を実現
しているが，下半身の模倣はできていない [43]．Koenemannらは，構成されたヒュー
マノイドの動作に対して，CoMがサポートポリゴンの内部に入るように足の位置を
移動させる方法を提案し，小型ロボットによるデモを行ったが，静的なポーズの実現
のみを目標としており，時間軸に沿った一連の動作の実現は対象とされていない [44]．
中岡らはキャプチャした脚のモーションから脚動作プリミティブの列を認識し，その
情報から安定な動作を再構築して再生することで会津磐梯山のダンスを実現してい
るが，この方法では，事前に用意されたプリミティブで表現できないポーズに対して
ヒューマノイドの動作を実現することはできない [41]．山根らは，ロボットが人の全
身動作をオンラインで追従することを可能とする手法を提案しているが，この手法で
は重心の床への投影点を常にサポートポリゴン内に維持するようになっており，脚の
ステップに関しては準静的なものに限定されている [42]．
また，ジャイロスーツや大がかりなカメラ設備でマーカーを計測するモーション
キャプチャシステムは，一般に高価であり，マーカーレスで人体を計測するものは実
験室レベルでの成功にとどまっていた [45][46]．しかし，この状況はMicrosoft Rが
2010年 11月にリリースしたKinectTM[47]により一変した．KinectTMは深度センサと
カメラを組み合わせることで，画像中から人体の部分を抽出することが可能であり，
さらに抽出された部分から人のポーズを推定する機能まで備えている．
そこで，簡易モーションキャプチャ・システムであるKinectTMを用いて，演者のポー
ズをキーポーズベースのヒューマノイドのモーション作成支援ソフトウェアChoreonoid
へ入力するインタフェースを開発した．Choreonoid上でモーションキャプチャ・シス
テムから得られたポーズを利用可能とすることで，Choreonoidの機能として提供され
ている，ZMPをサポートポリゴンの中へ入れる補正を利用し [39]，ヒューマノイド
の安定した全身動作の生成を可能とした．これにより，他のモーションキャプチャ・
システムを利用する方法と比較して，
1. 安価に実現可能
2. 狭い空間で実現可能
3. 入力したポーズがオンラインにターゲットロボットの 3D CGモデルに適用され
るので，ポーズ設計者のイメージをすぐに確認可能
4. 演者とシステムの操作者を分ける必要がないので，一人でも動作の作成が可能
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5. キーポーズを用いて動作の表現に要するフレーム数を削減したことで，部分的
な修正が容易
6. 直感的なポーズ入力が可能
であり，しかも直観的なポーズ入力が可能であるという特性を持つ動作生成システム
を構築した．
ヒューマノイドのモーション入力方式の操作性についてまとめた表を，Table 4.2に
示す．この表は，Takuboが作成した Table [38]に手入力方式と直接送信方式，提案す
るKinectTMを用いた方式の評価を付け加えることで作成した．
Table 4.2: Comparison for method to generate a humanoid motion
方式 コスト スペース 操作の明快さ 操作の快適さ
手入力 middle small good fair
Marionette middle small good fair
直接送信 low small difficult fair
CG low small not good good
Motion Capture high large good difficult
KinectTM middle middle good good
4.2 モーションキャプチャによる支持脚検出を用いた等身
大ヒューマノイドロボットの全身動作生成
4.2.1 全体の構成
構成した，KinectTM[47]を用いて Choreonoidに対する人の動作を入力するインタ
フェースの全体構成について説明する．処理の流れを，Figure 4.4に示す．
まず，KinectTMで得られた人のポーズを上半身と下半身に分離する．その後，下半
身について支持脚の検出を行う．支持脚は，まず，モデルの人とターゲットのヒュー
マノイドの脚リンク長の比から，足先位置と腰高さを変換する．次に足先姿勢を床面
と並行になるよう補正する．最後に，補正された足先と腰の位置姿勢から逆運動学を
解くことにより，各関節の角度を求める．遊脚と上半身については，KinectTMから得
られた人のポーズ関節角度を対応するヒューマノイドの関節角度に変換する．このよ
うにして得られたキーポーズを Choreonoid上のヒューマノイドモデルへ適用するプ
ラグインを作成した．
以下ではそれぞれの処理について詳述する．
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Figure 4.4: Procedure of our convert method from a pose of a human to the similar pose of
a humanoid robot.
4.2.2 モーションキャプチャによる支持脚検出
KinectTM[47]から得られた人のボーン情報から支持脚の判定を行うアルゴリズムを
開発した．このアルゴリズムは，KinectTMを仮想的なタッチセンサとするAndrewに
よる手法 [48]を用いて，新たな機器を導入することなく人と環境との接触を判定し，
支持脚判定を可能とした機能を追加した．
環境側にセンサを設置する必要がなく，人が環境と接触している状態をセンシング
する手法として，深度情報を用いてタッチセンサを構成する手法 [48]がある．このよ
うな手法は他にも両眼カメラを用いて距離を計測し平面への接触状態を測る手法 [49]
や，単眼カメラで背景に落ちる影を計測し接触状態を推定する手法 [50]などがある
が，Andrewによる手法は，
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1. 接触する環境が平面でなくとも可能．
2. 接触している身体部位も同時に検出可能．
3. KinectTMを使用できるため，新たなセンサが不要．
といった利点があり，演者の支持脚の判定に適している．
Andrewの手法 [48]は，事前に人がいない状態の背景の深度を計測範囲内の全体に
おいて計測しておく．その上で，人の身体がセンシング領域内に入ってきたとき，深
度センサで計測した X-Y範囲の深度マップ dx;yに背景の深度から身体の厚さを引い
た距離 dminよりも大きい部分がある場合，この部分が環境と接触していると判定す
る（Figure 4.5）．
Figure 4.5: Thresholds dmax and dmin are used to segment a feet touching a surface at depth
dsurface.
ただしdminはあまり小さく設定してしまうと，足が接地していない状態でも接地して
いると誤認識してしまうため，接地を認識できるぎりぎりの値とした．また，KinectTM
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による人と背景の分離がうまくいかず，背景の中から人と認識されてしまった部分を
排除するため，最低限背景から離れていないといけない距離 dmaxは dsurfaceの値とな
るべく近く設定した．これにより，次式 (4.1)が成立する dx;yに含まれる領域が，環
境と接触している身体の部分とした．
dmax > dx;y > dmin (4.1)
KinectTMにより得られた深度マップはノイズを含んでいるため，1地点の値を周辺
の値の平均値と置き換える単純平滑化フィルタを適用することでノイズを除去した．
実際に検出した結果を Figures 4.6, 4.7, 4.8に示す．左側は RGBカメラで取得した画
像，右側は KinectTM で計測した深度マップを灰色の濃淡で示したものであり，人と
判定された部分を青色で示している．また，接触していると判定された部分をマゼン
タ色で着色した画像を表示している．地面に接触している足は，足のふち部分がマゼ
ンタ色となっており，接触を正しく判定できていることが分かる．
Figure 4.6: The result of the floor touching detection 1. Detected human shadow is drawn
in blue. Touched particles are drawn in magenta.
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Figure 4.7: The result of the floor touching detection 2. Detected human shadow is drawn
in blue. Touched particles are drawn in magenta.
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Figure 4.8: The result of the floor touching detection 3. Detected human shadow is drawn
in blue. Touched particles are drawn in magenta.
65
こうして得られた接触位置は，KinectTM が出力する推定骨格の足位置と離れてい
るため，接触位置の近傍の足を支持脚とするという単純な判定法では，右足と左足の
取り違えが起こってしまう場合がある．そこで，KinectTMが示す足位置から床へ向け
て,検出された演者のシルエットを接触位置まで走査し，左足と右足のどちらが接触
しているかを判定するアルゴリズムを実装した．このアルゴリズムは演者のシルエッ
ト部分だけを選択して走査するため，画面全体から走査するものに比べて解像度の
高い深度情報でも効率良く扱えるという特徴を持つ．開発したアルゴリズムの実装を
Algorithm 2に疑似コードで示す．また，その模式図を Figure 4.9に示す．KinectTMか
ら得られた足の位置座標と，検出された床面との接地位置座標は，通常，Figure 4.9
に示すように離れているが，同じシルエットの中に存在する．そこで，この疑似コー
ドで示した走査は，KinectTMが示す足の位置座標から，x方向に演者のシルエット内
を左右交互に走査し，床面と接触しているピクセルを探す．
この走査は，左右にシルエットがなくなると，走査する高さを y方向にシフトし，
シルエットの切れ目まで操作を行い，床面と接触しているピクセルが見つかれば，そ
の脚は支持脚であると判断し，もし見つからなければ，その脚は遊脚であると判断
する．
シルエット内を走査をするとき，y方向に走査する高さをシフトした直後の xの初
期値は，一つ前の yにおけるシルエットの中央値に設定している．これにより，走査
範囲がシルエットを飛び出ることなく，広大なマップの中からシルエット内だけを選
択的に走査し，効率的な演算が可能となっている．この走査を片足ずつ行うことで，
床面に接触した足（支持脚）と，その位置を判定することができる．
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Algorithm 2脚が地面に接地しているかどうか検出するアルゴリズム．検出された足
先の位置 (FootPos:x and FootPos:y)と人のシルエットの部分が TRUEになっている
マップ (SilhouetteMap[height][width])と，人が環境と接触している部分が TRUEに
なっているマップ (TouchMap[height][width])を用いる．
Ensure: touched = TRUEorFALSE
CenterColumn( FootPos:x
LimitF lag[2]( fFALSE;FALSEg
LimitPos[2]( fFootPos:x; FootPos:xg
touched( FALSE
for y = FootPos:y ! height do
i( 0
x( CenterColumn
while TRUE do
if !((2 < x)&&(x < width  1)) then
break;
end if
if TouchMap[y][x] == TRUE then
touched( TRUE
break;
end if
if SilhouetteMap[y][x] == TRUE then
if x  CenterColumn then
if !LimitF lag[0] then
LimitPos[0]( x
end if
LimitF lag[0]( TRUE
if LimitF lag[1] then
break;
end if
else
if !LimitF lag[1] then
LimitPos[1]( x
end if
LimitF lag[1]( TRUE
if LimitF lag[0] then
break;
end if
end if
end if
x( x+ ((+ + i)&0x01)?  i : i
end while
if touched == TRUE then
break;
end if
LimitPos[0]( (LimitPos[0] + LimitPos[1])=2
LimitPos[1]( (LimitPos[0] + LimitPos[1])=2
CenterColumn( (LimitPos[0] + LimitPos[1])=2
end for
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Figure 4.9: We propose a novel method to find the support leg by touch sensing. The left
figure shows a depth map measured by KinectTM where the detected human silhouette is
colored by blue, the detected touching point is colored by red and the detected bone is
drawn by yellow lines. The right figure is a magnified one showing the left foot.
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4.2.3 演者の姿勢からヒューマノイドの姿勢へのスケーリング
人とヒューマノイドは，脚の長さなど身体のパラメータが異なるため，前項で得ら
れた演者の足の接地位置はヒューマノイドでは届かない部分が存在する．そこで，演
者とターゲットのヒューマノイドの脚リンク長の比に応じて，演者のポーズをロボッ
トのポーズに変換した．
以下，演者が右脚を支持脚とし，左脚を遊脚としている場合についての計算式を示
す．演者が左足を支持脚とし，右足を遊脚としている場合は，この方法で左脚と右脚
を逆にした解き方をする．演者が両足を支持脚としている場合は，両足が支持脚とし
て計算する．
支持脚（右脚）の関節角を qFR．腰と足先の位置を pTO, pFR，姿勢をRTO, RFR
と定義する．演者の位置姿勢とヒューマノイドの位置姿勢は，pTOHや pFRRといった
ように，右下にHやRを付けて表記する．さらに，初期状態における演者とヒュー
マノイドの位置姿勢は，pTOHIや pFRRIといったように，Iを付けて表記する．また，
演者とヒューマノイドのリンク長の差に起因する位置のずれを補正するため，演者
とヒューマノイドの脚の長さがそれぞれ lH; lRのとき，その比 を式 (4.2)と定義し
ておく．
 =
lR
lH
; (4.2)
ヒューマノイドの右足の位置 RpFRR(i)は，Kinect
TM のカメラ座標系 Kとヒュー
マノイドが置かれているシミュレータの基準座標系Rの回転変換行列 RRK，ヒュー
マノイドの初期足位置 RpFRR(0)，演者の足位置
KpFRH(i)，初期足位置
KpFRH(0)を用
いて，
RpFRR(i) =
RpFRR(0)+(
RRK)(
KpFRH(i) KpFRH(0)) (4.3)
とする．
また，回転変換行列 RRK，ヒューマノイドの初期腰位置 RpTOR(0)，初期足位置
RpFRR(0)，演者の腰位置
KpTOH(i)，初期腰位置
KpTOH(0)，足位置
KpFRH(i)，を用い
て，次式のように c1と c2を定義する．
c1(i) =
RpTOR(0) + (
RRK)(
KpTOH(i)  KpTOH(0)) (4.4)
c2(i) =
RpFRR(0) + (
RRK)(
KpTOH(i)  KpFRH(0)) (4.5)
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これら c1，c2とシミュレータの基準座標系Rの x方向，y方向，z方向の単位ベ
クトルを，それぞれ Rx，Ry，Rz を用いて，次式によってヒューマノイドの腰位置
RpTOR(i)を求める．
RpTOR(i) =
264 c1(i)  Rxc1(i)  Ry
c2(i)  Rz
375 (4.6)
ヒューマノイドの腰姿勢RRTOR(i)は，演者の腰姿勢
KRTOH(i)を次式によってヒュー
マノイド座標系に回転変換することにより，次式によって求める．
RRTOR(i) =
RRK
KRTOH(i) (4.7)
4.2.4 足裏接地姿勢
検出した支持脚の情報を基に，ヒューマノイドの接地している右足の姿勢 RRFRRに
ついては，KinectTMから得られた支持脚の足リンク姿勢 KRFRRを，ロール角とピッ
チ角については接地面と平行とし，ヨー角については，KinectTMで得られた演者の値
を使用する．接地面が水平面のとき，足リンク姿勢は次式によって求める．
RRTMP =
RRK
KRFRR (4.8)
RRFRR =
264 RRTMP(1;1) RRTMP(1;2) 0RRTMP(2;1) RRTMP(2;2) 0
0 0 1
375 (4.9)
4.2.5 全身の安定化制御
全身バランスを考慮しないで作成されたヒューマノイドのポーズを，そのまま実機
のヒューマノイドに適用することは，転倒の危険をはらみ大変危険である．そこで，
作成されたヒューマノイドのポーズをキーポーズとして時間軸上に配置し，オフライ
ンでフィルタをかけることとした．このフィルタはChoreonoid[39]に組み込まれてお
り，キーポーズ列中の腰の水平位置をヒューマノイドの全身バランスを考慮して補正
することで，キーポーズ列から生成されるヒューマノイドの動作を安定に保つこと
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ができる．これによって，動作中のヒューマノイドの安定性を確保しながら，最大限
ユーザの意図した動作に近い動作を再現することを可能とした．
フィルタが適用されると，まずキーポーズ列の足裏接地状態の遷移から，ヒューマ
ノイドの目標ZMP軌道が生成される．この目標ZMP軌道は，最初のポーズから次の
ポーズの間までの ZMPが，ヒューマノイドの脚の支持多角形内に存在するように設
定される．次に，この目標 ZMP軌道を実現する重心の軌道が計算され，これに基づ
き，各キーポーズとそれらを補間して生成されるヒューマノイドの実際の動作軌道に
ついて，腰の水平位置の補正を行う．以上の処理により，フィルタ適用後の動作軌道
は，全身と床の間の力学的整合性を満たしたものとなり，目標 ZMPに基づく安定化
制御 [51]と組み合わせることで，実機のヒューマノイドが転倒せずに実行することが
可能となる．
4.3 実証実験
提案した，支持脚検出を用いてモデルの人の動作から，等身大ヒューマノイドの
全身動作を作成する手法を用いて，実際の等身大ヒューマノイドHRP-4C[52]の全身
動作を作成した．さらに，HRP-4Cの実機を用いて作成した全身動作の実現性を検証
した．
Figure 4.10, 4.11, 4.12に示すのは，提案したシステムによってChoreonoid上に生成
された一連のポーズである．左の図はカメラ画像であり，左から 2番目の図はシステ
ムにより入力された人のポーズであり，左から 3番目の図は Choreonoid上で提案手
法により再構成された，ヒューマノイドのポーズである．左から 2番目の図において，
検出された支持脚は赤色で示している．この実験の場合，Figure4.10-1と Figure4.10-2
のポーズでは，人は両足を接地してポーズをとっているが，モーションキャプチャか
ら得られた人のモデルの関節の位置や角度をそのままロボットのモデルに適用した
だけでは，ロボットのモデルの足先位置はノイズや人のモデルが足先を床面を滑らせ
たことにより微小に変化する場合がある．そういった場合，ロボットは床面で足先を
滑らせることができず，転倒してしまう．しかし，支持脚の特定を常時行うことで，
ロボットの支持脚の足先位置を固定することが可能となった．Figure 4.11-3と Figure
4.11-4，Figure 4.12-5では，片足を上げたポーズを入力している．このとき，遊脚の
関節角については人のものと同じものを適用しているが，支持脚の関節角軌道は，足
と腰の位置と姿勢から逆運動学で求めている．しかし，人のモデルのポーズと見比べ
て，ロボットの腕や脚のポーズが，大きく変わっている箇所は見当たらず，この手法
によるポーズの入力はポーズの再現性が高いことが見てとれる．Figure 4.12-6では，
人のモデルのポーズが，再度，両足接地に戻っているが，変換されたロボットのポー
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ズも，両足接地をしたポーズに自動的に戻っている．このとおり，支持脚の特定によ
り，人のポーズを安定性を確保しながら適切にロボットのポーズに変換されているこ
とが確かめられた．
1.
2.
Figure 4.10: The result of motion generation at a real-robot 1: The left figure shows the
image captured by the camera. The left-center figure shows the human’s posture with lines.
The right-center figure shows the humanoid robot’s one in Choreonoid. The supporting
foot is drawn in red. The humanoid robot’s posture is reconstructed from the human’s one.
The right figure shows a real posture on humanoid robot.
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3.
4.
Figure 4.11: The result of motion generation at a real-robot 2: The left figure shows the
image captured by the camera. The left-center figure shows the human’s posture with lines.
The right-center figure shows the humanoid robot’s one in Choreonoid. The supporting
foot is drawn in red. The humanoid robot’s posture is reconstructed from the human’s one.
The right figure shows a real posture on humanoid robot.
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5.
6.
Figure 4.12: The result of motion generation at a real-robot 3: The left figure shows the
image captured by the camera. The left-center figure shows the human’s posture with lines.
The right-center figure shows the humanoid robot’s one in Choreonoid. The supporting
foot is drawn in red. The humanoid robot’s posture is reconstructed from the human’s one.
The right figure shows a real posture on humanoid robot.
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4.4 結論
人が動作の予測がし易く協調しやすいロボットとして挙げられる，二足歩行ヒュー
マノイドの全身の動作を用意に作成可能とするシステムを提案した．提案したシステ
ムには，KinectTMから得られた人のポーズ情報を元に，モデルの人の支持脚を検出し，
ヒューマノイドとのスケール変換を行い，接地している足の姿勢を床面と並行にし，
それらの補正を行った，腰と足の位置と姿勢から逆運動学を用いてロボットに適用す
る関節角を導出する手法を実装した．こうして計算した支持脚の関節角度を，キー
ポーズとしてキーポーズベースのロボットの動作生成支援ソフトウェアChoreonoidへ
と読み込み，全身安定化フィルタを一連のキーポーズ列にかけることで，人のポーズ
からヒューマノイドのポーズが適切に変換され，等身大二足歩行ヒューマノイドの
全身動作が作成できることを，実機実験により確かめた．KinectTMは単視点からの映
像と深度情報を基に人のポーズを推定しているため，KinectTMと観測する腕や脚の間
に，他の身体の部分が入るなどすると，後ろに隠れたボーン情報を正しく認識できな
い．そのため，横向きのポーズなどが作成しにくい．また，このシステムは人のポー
ズから変換されたヒューマノイドのポーズを，画面上にオンラインで映し出している
が，この場合，画面から目が離れるポーズをしたときに変換されたポーズを確認する
ことができない．このような点については，今後の課題とする．
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第5章 動作リズムを用いた人・ロボッ
ト協調
人が提示するリズムにロボットが同期する人とロボットの協調の研究は多いが，ロ
ボットよりも人のほうが協調する相手の動作に合わせるのが得意なことは明白であり，
この特性を利用しない手はない．ところが，ロボット側のリズム提示が人とロボット
の協調に与える影響について比較した研究は，筆者の知る限り過去に例がない．
マルチモーダルなリズム提示が協調に与える効果の検証を行うため，協調大縄回し
ロボットシステムを構築した．また，人と協調して大縄回しを行うアルゴリズムも開
発した．開発したアルゴリズムは，アトラクタを用いて縄回し軌道を変化させながら
協調相手の縄回しリズムに適応的に周期や位相を変化させることで，ロボットアーム
が到達可能な軌道の範囲内で縄に十分なエネルギーを与えながら，相手の縄回し角速
度と同期した大縄回しを実現することができる，
構築したシステムを用いて，ロボット側からの動作リズムの提示が人の動作リズム
を引き込む影響について検証を行った．
5.1 関連研究
人とロボットの物理的な協調については，1985年にHoganが即興的な物体の制御
にインピーダンス制御を提案している [53]．Schneiderと Cannonは，その制御をロ
ボット群に応用して群による協調作業を実現し [54]，Kosugeらは人とロボットの協
調に応用している [1]．HirataとKosugeはインピーダンス制御を “MR Helper”と “DR
Helper”と言う 2体のロボットに実装し，人とロボットの協調作業を実世界で実現した
[55]．さらにKosugeらは，“MS DanceR”と言う，社交ダンスをする男性パートナー
の接触の情報を用いて協調するロボットを実現した [56]．その他の受動的な協調の方
策としては，Gillespieらによって提案された “Cobot”手法がある [57]．これは，イン
ピーダンス制御に物体の仮想的なインピーダンスを定義したものであり，これによっ
てロボットが障害物を避ける動作を実現している．しかし，Cobotのアプローチは本
質的に受動的なものである．また，Ikeuraらは，人のインピーダンス特性をインピー
76
ダンス制御に取り入れる方式を提案している [58]．しかし，こうした協調する人に追
従するアプローチでは，ロボットは常に人よりも少ない力しかタスクに貢献すること
はできない．
こうしたタスクの実現に必要なエネルギーを人とロボットの間で等しく分け合うた
めに，FlashとHoganは，人が動作するときの腕の加速度変化を最小化する手法を提
案している [2]．彼らは，人がある地点からある地点まで腕を動かすとき，その速度
変化がおおよそ釣り鐘状になることを発見した．Maedaらは，そのコンセプトを元
にした，人の動作を予測して人とロボットの協調搬送を行うシステムを開発した [3]．
Maedaらはさらに，PLLを用いて人のリズムを引き込む手法も提案している [65]．こ
の手法を適用することで，人が行うデモンストレーションを同期して真似することが
できる．しかし，加速度変化最小化の手法と PLLを用いた手法は，固定の人の動作軌
道を実現することしかできず，常に協調する相手に合った動作となるとは限らない．
例えば，EvrardとKheddarは，協調するロボットが作業時間の短縮のために障害物の
間近を通るような動作軌道を選択すると，そのロボットと協調する人は，ロボットの
ことを信頼できなくなるという報告をしている [59]．
EvrardとKheddarは，線形ホモトピーを用いた，よりフレキシブルな制御を提案し
ている [59]．この制御は，タスクの実現に必要な力を協調者間で分け合うことができ
る．シミュレーション上のロボットによる評価では，例案された制御を用いて物体を
協調して把持することが実現されている．Kheddarはまた，タスクのリーダーとフォ
ロワーでエネルギーを分け合うスキームも提案している [60]．Mo¨rtlらは，人とロボッ
トの物理的な協調中に，こうしたリーダーとフォロワーの役割を動的に割り振る効果
について報告している [61]．このように，協調する人とロボットの間でエネルギーを
平等に分け合うことの重要性は，広く認知されているが，実際にこれを一般のタスク
に対して実現する方策は，見つかっていない．
実は，いくつかの研究で，人と人の物理的な協調においては，動作リズムの同期が
重要な役割を果たしている可能性が指摘されている [62, 63, 64]．人と人の物理的な協
調において片方の協調者は，もう片方の協調者や，その協調者が操作している物体か
ら，接触を通して力覚リズムを感じている．人の場合は，このとき同時に声や視覚的
な動作を通じてリズムを発することができる．こうしたリズムのやり取りが，より良
い協調を行うための動作の同期の鍵になっているとは考えられないだろうか．同様に，
人とロボットの協調においても，聴覚や視覚のリズムのやり取りは，両者の協調をよ
り良いものにできるのではないかと期待される．こうした動機により私は，聴覚や視
覚のリズムのやり取りを用いた人とロボットの物理協調の研究を始めるに至った．
本論文の第 2章では，人同士が協調作業をする際のリズム同期方法を探るため，大
縄回しタスクを用いて，人が同期しやすいマルチモーダルな動作リズムの提示方法の
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研究を行った．大縄回しは，持ち手から伝わる力覚的なリズム，縄が地面に当たる音
や縄回し歌による聴覚的なリズム，相手の手先や縄による視覚的なリズムを用いるマ
ルチモーダルな物理協調作業である．大縄回し協調作業中の人の縄回しリズムの変化
をモーションキャプチャシステムを用いて解析した結果，人は聴覚のみによるリズム
提示，視覚と聴覚によるリズム提示，視覚のみによるリズム提示の順番で，協調して
いる相手との縄回しリズムの誤差が小さくなるという実験結果が得られた．
ここで得られた協調時のマルチモーダルな動作リズム情報の提示が人のリズム同期
に与える影響の知見を，実際の人とロボットの協調に応用した．具体的には，協調大
縄回しタスクにおいて，ロボット側から協調する動作リズムを提示したとき，引き込
みにより協調がより良くなるのか，実機実験において検証した．また，その際の動作
リズムの提示方策について，その他のマルチモーダルな動作リズムの提示方法と比較
した．人とロボットの協調の評価指標としては，ロボットが提示した動作リズムと実
際の縄回しリズムの角速度の誤差を採用した．
5.2 協調大縄回しロボットシステム
5.2.1 大縄回しアルゴリズム
人とロボットの協調を協調大縄回しタスクを通して評価するため，人と協調して大
縄回しを行うロボットを実現する必要があり，そのために人と協調して大縄回しを行
うロボット制御アルゴリズムを開発した．ロボットと人が協調して縄回しを行う制御
則としては，Maedaらによってエネルギーの授受量に基づいたものが提案されている
が，この制御則では縄を回す際に目標値とするためのエネルギー量を事前に実験的に
求めておく必要があった [65]．また，Maedaらの方法はアルゴリズム上の制約で，ロ
ボットが縄に与えるエネルギー量を人よりも大きくできず，ロボットが独力で縄を回
すことができない．そのため，タスクの主導権が縄を回す両者の間で入れ替わる通常
の大縄回しが実現できず，協調を評価可能な大縄回しを実現できない．
そこで，回転する大縄の中心軸に垂直な平面（Figure 2.14）上にロボットの理想的
なエンドエフェクタ軌道を作成し，センシングして得た縄の角度から一定角度先行し
た角度の位置にロボットの制御目標を配置する大縄回し制御則を開発した．この制御
則は，ロボットのエンドエフェクタの軌道をアトラクタで引き込む性質を持ち，これ
により縄が回るリズムと同期しながら，縄に回転の継続に十分なエネルギーを供給し
つつ，ロボットの制御が発散しない制御を実現する．開発した制御則を用いることで，
ロボットが人と縄回しリズムを同期させながら，人よりも縄に与えるエネルギー量を
大きくすることが可能な大縄回し制御を実現した．
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開発した制御則は，厳密な物理モデルをベースとしたものではない．なぜなら大縄
は無限個の質点がフリージョイントで接続された物体と考えることができるが，個々
の質点にはジョイントで接続された隣の質点との間にばね力が働いており，モデル化
が極めて困難な対象だからである．そのため，その制御は，振り子の制御やフリー
ジョイントを含むマニピュレータの制御とは異なるアプローチが必要である [66][67]．
この問題を解決するアプローチとして，ロボットのエンドエフェクタの軌道をアトラ
クタで制御し，軌道が常にロボットの稼働限界を越えず，最終的に軌道が安定な軌道
に収束する方法をとった．利用したアトラクタについて，Figure 5.1を用いて説明す
る．まず，回転する大縄の中心軸に垂直な平面上に，ロボットの手先が到達可能な範
囲内でできるだけ大きな半径 rの仮想的な円を設定する．次に，仮想円上を角速度 _
で移動する目標位置T を設定する．そして，エンドエフェクタの位置E = (ex; ey)を
T に向けて，一定速度 vで近づける制御を行う．これは式に展開すると以下の式 5.1,
5.2, 5.3のように表せる．
E(ex; ey)
v
O
T (rcos( _t); rsin( _t))
Figure 5.1: Base attractor: The target position T moves with uniform circular motion
(radius: r, angular velocity: _). The position E of the end effector moves to position T at
constant velocity v.
E(t+ 1) = E(t) + vt
 !
ET
j !ET j
(5.1)
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ex(t+ 1) = ex(t) + vt(r cos( _t)  x
cos( _t  x)2 + sin( _t  y)2 ) (5.2)
ey(t+ 1) = ey(t) + vt(r sin( _t)  y
cos( _t  x)2 + sin( _t  y)2 ) (5.3)
このアトラクタにおいて最終的にエンドエフェクタの軌道半径 r0は，
r0 =
v
_
(5.4)
に収束する．
アトラクタの収束性は，数値実験によって確かめた．仮想円半径 r = 1，目標位置
の移動角速度 _ = 
2
，エンドエフェクタの移動速度 v = 1に設定し，Figure 5.2に示
す 36箇所の初期位置にエンドエフェクタを配置した状態からシミュレーションを開
始する．
Figure 5.2: Experiment for convergence
シミュレーションの結果を Figure 5.3に示す．Rは仮想円の中心位置からの距離で
ある．実験結果より，このアトラクタによってエンドエフェクタの軌道半径 r0は，
r0 =
v
_
=
2

 0:6366 (5.5)
に収束することが確かめられた．
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Figure 5.3: Result : experiment for convergence
開発した大縄回し制御則は，このアトラクタを利用している．
大縄回し制御則について，Figure 5.4で説明する．
1. 縄の回転軸に垂直な平面上に半径 rの仮想円を作成する
2. 縄の質量中心の位置M とエンドエフェクタの位置E でベクトル
  !
EM を定義
する
3. ベクトル
  !
EM を先行角度 回転させる
4. エンドエフェクタの目標位置 T を仮想円上の r
  !
EM
j  !EM j の位置に作成する
5. エンドエフェクタを T へ向けて一定速度 vで近づける
これにより，アトラクタを用いた大縄回し制御が実現できる．
この制御則の長所には以下が挙げられる．
1. 手先軌道を固定しないため，縄に効率よくエネルギーを伝達できる
2. 手先軌道が指定した座標の周辺で収束する
3. 回転中心に補正をかけられる
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EO
T
M (center of mass)
rope

Figure 5.4: Rope turning control method
5.2.2 大縄回しアルゴリズムの評価
開発した大縄回しアルゴリズムをヒューマノイドロボットに実装し，評価システム
を構築した．構築したシステムを Figures 5.5, 5.6に示す．
大縄の持ち手に 2章で作成した 6軸力覚センサが搭載された持ち手を使用し，アル
ゴリズムで利用している縄の方向
  !
EM
j  !EM j の検知と，人とロボットの両者が縄に与えた
力を計測する．また，人とロボットの縄持ち手の動きをモーションキャプチャシステ
ムで計測し，力の情報と合わせて，両者が縄に与えた仕事量を計算する．ロボットに
は，大縄回し制御の他に全身のバランスを保つ制御がかけられている [68]．ロボット
が回す縄には，44[g]，5:0[m]でバネ定数が 2:10 102[kg=s2]のビニル製のものを使用
した．仮想円の半径 rは 1:50 10 1[m]，目標位置を更新するタイムステップtは，
1:00 10 3[s]に設定した．
まず，開発した大縄回し制御則が縄に十分なエネルギーを供給できているかどうか
確かめるため，縄の一報を固定端にした状態で大縄回し実験を行った．実験で得られ
た，ロボット側と固定端側の縄の角度変化を Figure 5.7に，縄に与えたエネルギー量
を Figure 5.8に示す．ロボット側と固定端側で角度変化は真逆になるが，グラフで比
較がし易いよう，固定端側の角度変化は角度 0を対象に反転させた．
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Figure 5.5: Evaluation for the proposed rope turning algorithm in a real robot
Figure 5.6: Whole system to evaluate for rope turning
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Figure 5.7: Result: Phase (fixed end)
Figure 5.8: Result: Energy (fixed end)
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Figure 5.7のエネルギー比較のグラフを見ると，固定端側からエネルギーの供給は
ないが，ロボット側から断続的にエネルギーの供給があり，アルゴリズムが大縄に縄
の回転に必要なエネルギーを供給できていることがわかる．
Figure 5.9: Result: Phase (with a human)
Figure 5.10: Result: Energy (with a human)
次に，開発した制御則が人と協調した縄回しを実現できるかどうか確かめるため，
縄の一報を人が回した状態で大縄回し実験を行った．実験で得られた，ロボット側と
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人側の縄の角度変化を Figure 5.9に，縄に与えたエネルギー量を Figure 5.10に示す．
こちらのグラフでも，比較のため人側の角度変化は角度 0を対象に反転させている．
Figure 5.9の位相比較のグラフより，人とロボットが同期して縄を回せていること
がわかる．また，Figure 5.10のエネルギー比較のグラフを見ると，人よりもロボット
のほうが大縄回しにエネルギーを多く供給できていることがわかる．これは，従来提
案されてきた大縄回し制御則では実現できなかった効果であり，これを用いることで，
人とロボットの協調が評価が可能となる．
5.2.3 大縄回しロボットシステム
構築したシステム全景を Figure 5.11に示す．大縄回しの縄は，5[m]で 44[g]，バネ
定数 2.10× 102[N/m]のものを使用した．この縄の両側には 3軸力センサが搭載され
た持ち手がついており，人とロボットはその持ち手を持って縄を回す．縄の方向はこ
の力センサで計測することが可能で，その計測周期は 50[Hz]である．
Figure 5.11: An human-robot physical interaction using multimodal rhythm (rope turning).
ロボットはホンダ・リサーチ・インスティチュートで開発された，片腕 7自由度を
持つヒューマノイドロボットを使用した．このロボットを，前項で開発した大縄回し
アルゴリズムを用いて制御した [69]．このアルゴリズムによって，ロボットは大縄回
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し中の縄が崩れないように十分なエネルギーを縄に与えることができる．実験システ
ムの機能図を Figure 5.12に示す．
Figure 5.12: Whole system diagram.
5.3 リズム提示による動作の引き込みを用いた人とロボッ
トの協調実験
実験では，被験者に提示する動作リズムを，アイマスクとヘッドホンで実験条件ご
とにコントロールした．提示した条件は以下のとおり．
n) 動作リズム提示なし (コントロール条件)
a) 聴覚による動作リズム提示，視覚はアイマスクで遮断
v) 視覚による動作リズム提示，聴覚はホワイトノイズで遮断
b) 聴覚と視覚による動作リズム提示
聴覚による動作リズム提示を行う場合，被験者にはヘッドホンから「ピーンピーン」
という周期的な音を提示し，その音に合わせて縄を回すように指示した．視覚による
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リズム提示を行う場合は，ロボットより手前の位置に入りしたディスプレイを目標リ
ズムに合わせて白黒に明滅させることで提示した．時間ごとに被験者に提示したリズ
ムの周波数を Table 5.1に示す．事前実験により，1.6[Hz]がこの縄回しシステムに最
適な縄回し周波数であることが既知のため，提示するリズムも 1.6[Hz]付近に設定し
ている．被験者を椅子に座らせたのは，ロボットと肩の高さを合わせるためである．
実験は，2012年 3月 16日と 19日の 2日間，埼玉県和光市のホンダ・リサーチ・イ
ンスティチュート・ジャパンにおいて，年齢 21-26歳の男性 7名について行った．
Table 5.1: Referential rhythms
Phase Time [s] Angular velocity [rad/s] ([Hz])
1 0–19 10.05 (1.6)
2 19–34 12.57 (2.0)
3 34–53 10.05 (1.6)
4 53–74 8.796 (1.4)
5 74–93 10.05 (1.6)
6 93–109 11.31 (1.8)
7 109–128 10.05 (1.6)
実験は，
1. 実験の概要説明．
2. 実験への協力と個人情報の取扱いの同意確認．
3. 実際の実験システムを用いた大縄回しの練習．
4. 実験．
の手順で行った．3のフェーズで被験者に十分に大縄回しに慣れさせることで，実験
条件の順番による結果への影響を軽減させる工夫をした．
5.4 実験結果
5.4.1 固定の動作リズムを提示した場合
固定の動作リズムを被験者に提示した場合，被験者の縄回しが提示したリズムに引き
込まれる効果を検証した．これは，実験を開始してから19[s]までの間の10:05[rad=s](1:6[Hz])
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固定の動作リズムが提示されている区間の中で，縄回しが不安定な回し始めの 4[s]ま
での区間を除いた，4   19[s]までの間の縄回しリズムを 50[Hz]で計測したものを
使用した．7人の被験者で計測したものを合算したため，データ量は 5250個となる
(15[s] 50[Hz] 7[subject])．
集計を各条件ごとに箱ひげ図で図示したものを Figure 5.13に示す．赤線は中央値
を表し，青いボックスの下端と上端はそれぞれ計測値の第一四分位点と第三四分位点
を示している．ひげは，ボックスの大きさの 1.5倍以内に入る最極のデータ点を示し
ている．ノッチはそれぞれの条件の 1%有為差レベルを表している．なお，外れ値は
表示していない．
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Figure 5.13: Result: distribution of angular velocity in a human–robot rope turning
計測された縄回しリズムを，動作リズムの提示条件ごとにヒストグラムで表したも
のを Figures 5.14-5.17に示す．また，それぞれの分布の中央値と分散を集計した結果
を Table 5.2に示す．この区間は，10:05[rad=s]の動作リズム提示を行っていることか
ら，10:05[rad=s]と近い縄回しリズムとなっている条件が，引き込みの力がより強い
条件と言える．この結果によると，聴覚による動作リズムの提示があった場合に，視
覚のみによる動作リズムの提示があった場合よりも提示した動作リズムに強く引き込
まれていると言える．この結果は，2章で検証した，人は視覚の動作リズムよりも聴
覚の動作リズムに引き込まれるという結果とも一致している．
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Figure 5.14: Histogram of angular velocities in rope turning (condition “n”)
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Figure 5.15: Histogram of angular velocities in rope turning (condition “a”)
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Figure 5.16: Histogram of angular velocities in rope turning (condition “v”)
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Figure 5.17: Histogram of angular velocities in rope turning (condition “b”)
それぞれの条件ごとにLeveneテストを行った結果，それぞれの分布は有意水準1%未
満で母分散が等しくないという結果が得られた．このことから，多群を同時に検定可
能なノン・パラメトリック検定を行うKruskal-Wallisテストを行い，各分布間に差が
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あるかを検定した結果，2(3) = 589:0; p = 2:475 10 127 < :01という結果が得られ，
この結果，有意水準 1%未満で各群に差があることが確かめられた．
Table 5.2: Result: Observed rope turning rhythm
Condition “n” Condition “a” Condition “v” Condition “b”
Median [rad/s] 9.476 9.939 9.747 9.866
Standard deviation [rad/s] 3.707 1.473 1.007 0.6903
このことから，人とロボットの協調において，ロボット側が人に対して目標とする
リズムを提示することで人の動作リズムを誘導可能なことが確かめられた．
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5.4.2 提示する動作リズムが変化する場合
代表的な実験の結果を，Figure 5.18-5.20に示す．赤線がロボットが提示したリズ
ム，青線が計測された大縄回しリズムである．結果には，リズムの変化が観察しやす
いよう，カットオフ周波数 0.6[Hz]のフィルタをかけた．ロボットが提示したリズム
に大縄回しのリズムが追従していることが，このグラフから読み取れる．ロボットが
提示するリズムを変化させた直後に，大縄回しのリズムがスパイク状に変化している
のは，被験者が提示リズムの変化に気づいて，大縄回しのリズムを急激に変化させよ
うとした結果であると考えられる．提示リズム一定の区間でも，大縄回しリズムが小
刻みに変化しているのは，縄が上方にあるときと下方にあるときで，大縄回しのリズ
ムが変化しているためと考えられる．
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Figure 5.18: Represent auditory rhythm only(Subject 2, LPF:0.6[Hz])
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Figure 5.19: Represent visual rhythm only(Subject 2, LPF:0.6[Hz])
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Figure 5.20: Represent auditory and visual rhythm (Subject 2, LPF:0.6[Hz])
視覚によるリズム提示がある場合とない場合の条件で縄を回したときの，人とロ
ボットの協調スコアを定量的に比較するため，音で提示したリズムと大縄回しリズム
の誤差を以下の式で定義し，この値の大小で比較することにした．
E(t) = j _p(t)  _r(t)j (5.6)
_pは，持ち手に搭載された力センサで計測された，実際の縄回しの角速度である． _r
は，被験者に聴覚や視覚で提示した目標の縄回し角速度である．この式では，ロボッ
トが人に提示するリズムを変化させた直後，必ず大きな誤差として評価されてしまう．
その大きな外れ値の影響を防ぐため，評価は平均値ではなく中央値を用いて行った．
また，それぞれのフェーズにおける実際の人とロボットの縄回し角速度の差（式
5.6）の中央値を，Table 5.3に示す．
Table 5.3より，視覚によるリズム提示を行った条件 vは，聴覚による提示を行った
条件 aに比べ，誘導したリズムと実際の被験者の縄回しリズムの差が大きくなってい
る．それぞれの条件ごとに Leveneテストを行った結果，それぞれの分布は有意水準
1%未満で母分散が等しくないという結果が得られた．さらに，多群を同時に検定可
能なノン・パラメトリック検定を行う Kruskal-Wallisテストの結果，有意水準 1%未
満で各群に差があることが確かめられた．
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このことから，人に目標とする動作リズムを提示する際は，視覚よりも聴覚を利用
したほうがエラーが少なくなることが，実験により示された．
5.5 まとめと考察
ロボットを用いた協調システムを構築する際に，視覚によるリズム提示はむしろ人
との協調を悪化させてしまうという仮説を立て，人・ロボット協調大縄回し実験シス
テムで，視覚的なリズム提示の有無における人とロボットの協調スコアを目標のリズ
ムと実際の縄回しリズムの角速度の誤差で評価した．実験の結果，7人の被験者中 5
人の被験者において，視覚リズム提示有りの場合に，協調のスコアが有為に悪化した．
この結果から，人と協調するロボットシステムを構築する場合，ロボット側からは目
標とする動作リズムを相手の視覚から隠したほうが，良好な結果が得られる可能性が
高いことが示唆された．ただ，今回の実験で，2人の被験者については視覚と聴覚の
両方でリズムを提示したほうがスコアが高くなった．このことから，システムが様々
な人と最良の協調を目指すためには，相手ごとに視覚によるリズム提示をすべきかど
うか，事前実験等で検討する必要があることがわかった．今後は，視覚と聴覚による
リズム提示条件と聴覚のみによるリズム提示条件の他に，視覚のみによるリズム提示
条件についても解析を進める予定である．
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Table 5.3: Median value of the rope turning error between a subject and the robot (eq: 5.6).
Max error value is shown in red.
Error at Error at Error at
Subject Condition “a” Condition “v” Condition “b”
[rad/s] [rad/s] [rad/s]
1 0.6035 0.7629 0.5322
2 0.5918 0.6434 0.5725
3 0.5337 0.6484 0.6244
4 0.5686 0.7987 0.7601
5 0.6091 0.6732 0.5403
6 0.5363 0.9421 0.5190
7 0.5160 0.6682 0.5298
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第6章 結言
本研究は，多くの協調が作業者間の反復動作で成り立っていることに着目し，反復
している動作の一単位を”動作リズム”として定義し，この動作リズムを利用するこ
とでより良い協調を実現する方法を模索した．そして，人と協調するロボットが人の
動作リズムとロボットの動作リズムを同期させるように振る舞うことで，人とロボッ
トがより良い協調を実現できるという仮説を立て，それを裏付ける実験を行い，仮説
が確かに成立することを確かめた．また，人の協調動作について，その動作リズムを
いち早く検出するためのアルゴリズムと，実際の協調動作を行うためのヒューマノイ
ドロボットの動作生成手法についても確立した．
実際に人とロボットのあらゆる協調作業を実現すること以外にも本研究の応用例は
幅広く，研究で得られたマルチモーダルな刺激に対する人の同期特性を利用すれば，
複数の人で同期して行う必要のあるタスクについてはリズム音楽を用いることで，よ
り精度の良い同期が実現できるようになる．また，単独の人であっても，運動などで
歩く速度を一定にしたいときは，映像などで人の視覚に対して目標速度を指示するよ
りも，音楽などで人の聴覚に対して指示したほうが良いことも，この研究から裏付け
られる．人に速度の情報提示をするインタフェースを構築する際には，視覚よりも聴
覚に対してアプローチする方法を先に検討すべきだという指針も与える．人の動作リ
ズムを抽出するアルゴリズムを用いれば，人の手振り動作や首振り動作から，その速
度を検出してコンピュータとインタラクションを行うシステムも構築できる．
本論文では，人の動作リズムをロボット側に引き込む方策を提案したが，人とロ
ボットが相互に動作リズムを引き寄せ合う相互引き込みが協調に与える影響につい
ても，まだロボットを用いて定量的に検証した例がない．そのため，開発した人の動
作リズム抽出アルゴリズムを用いて今後研究する予定である．また，協調においてロ
ボット側に期待される動作を自動的に生成する方策についても，まだ確立されていな
い．これについても，モーションキャプチャを用いて検出した協調相手の動作リズム
から，ロボット側に期待される動作を自動的に生成する方策について研究を進める予
定である．
本研究は，協調動作中の人の動作リズムの認知メカニズムを解明し，ロボット側か
らの介入を行うことで，より良い人とロボットの協調方策を提案した．これまで，ロ
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ボットは人の命令に従ってのみ動くものという人々の先入観により，ロボット側が動
作の主導権を握る方策については，ほとんどアプローチがとられてこなかった．本研
究が，人とロボットの両方の特性を理解し，より自然なロボットの利用法を再検討す
る契機となれば幸いである．
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