ABSTRACT
INTRODUCTION
Many tools and procedures exist that can reconstruct sequence alignments, estimate phylogenetic relationships, or estimate evolutionary parameters from extant data. These tools and procedures are required because true phylogenies and alignments are known in only very rare, experimental instances (e.g. Hillis et al., 1992 Hillis et al., , 1994 Bull et al., 1993) . 'Obvious' phylogenies and alignments, although helpful, cannot provide the same level of precision as simulated phylogenies. Because we rely on tools to infer alignments, phylogenies, and evolutionary parameters, the accuracy of these tools is an issue that biologists take seriously. In the absence of known data with true phylogenies, we are left using simulations to test the accuracy of bioinformatic procedures (e.g. Blanchette et al., 2004; Hillis et al., 1994; Kuhner and Felsenstein, 1994) . Simulations can produce flawless sequence alignments derived from known (i.e. user specified) phylogenies and evolutionary parameters. Using such simulated sequences, researchers can determine the accuracy of procedures for estimating the alignment, phylogeny or evolutionary parameters. Because many of these procedures assume certain models of evolution, evolving simulated sequences using such models provide a measure of accuracy in ideal cases. Using models of evolution that deviate from ideal cases can, in turn, demonstrate the robustness of the procedures. Parametric bootstrapping using simulations can also be used to produce confidence intervals for procedures.
Sequences evolve through changing existing residues adding new residues or removing existing residues. Therefore, proper simulation of molecular evolution of DNA should involve nucleotide substitution, insertion and deletion. However, existing tools for simulating sequence evolution (Table 1) either do not include indels, like Seq-gen (Rambaut and Grassly, 1997) or evolver (Yang, 1997) , include an underived model of indel formation, like Rose (Stoyle et al., 1998) , or are designed for a particular purpose and are inflexible like EvolveAGene (Hall, 2005) . I developed Dawg to fill these gaps.
Dawg is the first sequence simulation program to combine the popular general time reversible model, gamma and invariant rate heterogeneity, and a model of indel formation. Dawg has several different ways to model the distributions of the sizes of insertions and deletions. Most importantly, Dawg is the first program that can explicitly model indel sizes via a power law distribution, which has been found in both nucleotide and protein sequences (Benner et al., 1993; Chang and Benner, 2004; Gu and Li, 1995; Zhang and Gerstein, 2003) . Additionally, Dawg can simulate recombination by using different phylogenies for different sections of the sequence. Dawg restricts recombination and indel formation to blocks of nucleotides of a constant width. Deletions remove whole blocks, while insertions and recombination occur between blocks. In most uses of the program, the blocks are 1 nt wide. Although the underlying model of evolution is neutral DNA, the evolution of coding sequences can be approximated by setting blocks to be 3 nt wide and specifying different rates of evolution for the positions in the block.
The utility of any simulation lies in its ability to generate biologically realistic data. To that end, researchers can use standard phylogenetic packages to estimate most of the parameters of the model. A helper script written in Perl, lambda.pl, is provided with Dawg to allow researchers to estimate parameters of indel evolution from biological data, facilitating biologically meaningful simulations of indel formation. Seq-Gen (Rambaut and Grassly, 1997) ; Evolver (Yang, 1997) ; Rose (Stoyle et al., 1998) ; EvolveAGene (Hall, 2005) .
Fig. 1.
Example.dawg, a sample input file derived from biological data. The parameters were derived from the sequences of chloroplast trnK introns of four Rosid species. The initial sequence length was shortened and a seed was added for reproducibility. The output, example.aln, can be found in Figure 2 . See Sections 3.10 and 5 for more detail.
SYSTEMS AND METHODS
Dawg is a command line program written in standard C++, GNU Bison, and GNU Flex for portability. It is packaged using the GNU autoconf and GNU automake tools and will compile on systems that support them, including most popular derivatives of Unix like Linux, FreeBSD and Macintosh OS X. It can be compiled in Windows using the minimalist GNU for Windows (MinGW) or using Microsoft Visual Studio .Net 2003 with ports of GNU Bison and Flex. The document INSTALL explains how to compile and install the package for most systems. Development took place on a variety of machines, including a Windows XP workstation, a FreeBSD server, an Irix server, a Linux cluster and a Macintosh OS X desktop. A Perl script, lambda.pl, is distributed with Dawg and can be used to estimate parameters for the indel model from an alignment and a phylogeny with branch lengths. A few other utility scripts are also included. Dawg is configured by an input file, an example of which is in Figure 1 . One of the design goals of Dawg is to offer a robust DNA simulation package, and thus there are a wide range of options. New options and features may be added in future versions of the program. Currently options include controlling the phylogeny, substitution model, indel model and program output.
ALGORITHM
Dawg's algorithm for simulating evolution supports substitution, rate heterogeneity, indel formation and recombination. There is no limit on the length of sequences or size and structure of phylogenies, except those imposed by hardware and time. The complexity of the algorithm is O (NLR), where N is the number of nodes in the phylogeny, L is the average sequence length, andR is the number of repetitions. Similarly, the memory requirement is O(NL). Simulation of Figure 1 with 10 000 repetitions took 10.5 s on an Intel Xeon 3.06 GHz, Windows XP workstation and consumed less than a megabyte of memory.
Substitution
Dawg produces descendent sequences from ancestral sequences via a two-step evolutionary model. The first step simulates substitution via the general time reversible model with gamma and invariant rate heterogeneity (GTR + + I; Felsenstein, 2004; Lanave et al., 1984; Rodríguez et al., 1990; Tavaré, 1986; Waddell and Steel, 1997; Yang, 1993 Yang, , 1994 . The second step simulates indel formation via a continuous-time, length-dependent model derived for Dawg.
GTR is a ten-parameter model (eight free, two dependent) which represents nucleotide substitution in continuous time. The parameters are the four stationary nucleotide frequencies, ϕ i , and the six symmetric, relative, instantaneous rates of substitution, σ ij . These parameters combine to form the instantaneous substitution rate matrix
where q ii = − j =i σ ij ϕ j . Many common models (Felsenstein, 1981 (Felsenstein, , 1984 Hasegawa et al., 1985; Jukes and Cantor, 1969; Kimura, 1980 Kimura, , 1981 Tamura and Nei, 1993) can be expressed as specializations of GTR. See Felsenstein (2004) for a recent and detailed description of the GTR model.
Heterogeneous rates
The + I model of heterogeneous rates of nucleotide evolution allows for the rate of evolution to vary among sites, with a set proportion of sites remaining unchanged (Waddell and Steel, 1997) . Under this model, the relative rates of substitution at each position are independent and identically distributed by the hierarchal distribution,
where 0 ≤ ι ≤ 1 is the proportion of invariant sites, α > 0 is the shape parameter, and (α) is the complete gamma function. The expected value of this distribution is 1 − ι, and the variance is (1 − ι)(γ + ι), where γ = α −1 is the coefficient of variance. The coefficient of variance is preferred over the shape parameter for describing the + I distribution. If γ = 0, the distribution becomes discrete, and a site either evolves in step with the branch length (r = 1) or remains unchanged (r = 0). The simulation holds constant each site's relative rate of substitution, and daughter nucleotides inherit their parent's rate. Dawg extends the basic + I model by allowing each position in a block to have different γ and ι parameters. Each position also has a relative scaling parameter, s, to allow some positions to evolve relatively faster than others.
Rescaling
Dawg calculates the probability that nucleotide j substitutes for nucleotide i at site n with relative rate r n and relative scale s n over time t as the (i, j) entry of matrix P n (t) = e kQsnrnt , where k is a correction factor. The expected number of substitutions for block position w is
where k is the rescaling constant, ϕ i,w is the frequency of nucleotide i for block position w, q ii,w is the (i, i) entry of the GTR matrix for position w, s w is the relative scalar for position w in a block and ι w is the proportion of invariant sites for position w. Therefore, the expected number of substitutions per site given time t is
where W is the block width. As Felsenstein (1981) and Yang (1994) suggest, Dawg rescales the substitution matrix such that the branch lengths represent the expected number of substitutions per site. Thus,
Since the GTR parameters are the same for all block positions, the correction factor simplifies to
This rescaling to substitution time is important for interpretation of the indel model. Because the calculation of P n (t) involves finding the eigenvalues and eigenvectors of kQ, Dawg implements a Jacobi transformation (Press et al., 1992) optimized for a four-by-four matrix. Although Jacobi transformations are simple, accurate and numerically stable, they only work on symmetric matrices, and kQ is not symmetric. Dawg utilizes a mathematical trick to find the eigensystem of a symmetric matrix related to kQ and to convert the results to the eigensystem of kQ (Yang, 1995) .
is symmetric and has the same eigenvalues as kQ, where
Once the eigensystem is found, P n (t) can be calculated and used with the state of the ancestral nucleotide to randomly draw the descendent nucleotide for the position. (Thorne et al., 1991) ; TKF92 (Thorne et al., 1992) ; Rose (Stoyle et al., 1998) ; McAlign (Keightley and Johnson, 2004) ; Long Indel (Miklós et al., 2004) .
Indel formation
Dawg implements a novel model of indel formation. Like substitutions, indels occur in continuous time. The model treats insertions and deletions as different processes, and each one has its own distribution of sizes and instantaneous rate of formation. The model assumes that there is a fixed, instantaneous rate of indels occurring at any site at any time; therefore, indels are more probable in longer sequences and over longer time intervals. To satisfy this assumption, Dawg uses a Poisson process that is linearly dependent on the length of the sequence. Table 2 shows some differences between Dawg's model and other indel models. In this model indel formation is restricted to a certain block width, e.g. 1 for nucleotides and 3 for codons. Indel formation occurs in substitution time, and when the block width is 1, the instantaneous rates of formation approximately represent the ratio of insertions or deletions to substitutions. An indel is identified by two parameters: a location and a length. The location represents the place where nucleotides are inserted or the place at which a deletion begins. The length represents the number of blocks inserted or deleted.
Insertions are rather simple to model. If l is the number of blocks in the subsequence being evolved, then there are l +1 possible locations for an insertion to occur, including both ends of the sequence. The sequence thus has an 'immortal link' (Thorne et al., 1991) , ensuring that an insertion can occur if l = 0. If λ I is the rate of insertion per location, then the waiting time until an insertion occurs is exponentially distributed with mean (λ I l + λ I ) −1 . Inserted nucleotides are randomly drawn from the stationary base frequencies and heterogeneous rate distribution. Insertions are right oriented, which means that, if an insertion occurs at a recombination point, the insertion becomes associated with the rightmost section.
Deletions are more difficult to model because the ends of the subsequence have to be taken into account. A deletion that starts in a region preceding a sequence may still delete part of the sequence. To account for this, I first assume that the subsequence being modeled exists inside a larger sequence of size N blocks, such that N l.
I also assume that the maximum size of a deletion is M blocks, such that N M. This allows the ends of the larger sequence to be ignored and the ends of the smaller sequence to be considered. A deletion of size u that occurs in the larger sequence will delete part of the subsequence if it begins at one of the l nucleotides of the subsequence or at one of the u−1 nucleotides preceding the subsequence. Therefore, if deletions occur uniformly along the larger sequence, then the probability that a deletion in the larger sequence of size u removes some part of the smaller sequence is simply
is the discrete distribution of the size of deletions, then the total probability that a deletion in the larger sequence removes some part of the smaller sequence is
If λ D is the rate of deletion per location, then the total rate of deletion in N is λ D N. From this and Equation (1), the waiting time until a deletion occurs in the subsequence is exponentially distributed
Because N cancels out, we can consider both it and M to be infinite, allowing more flexibility in the choice of f D (u).
Indel-size distributions
In Dawg the length of an indel is represented by the number of blocks that it covers. Dawg has three different ways to model the distribution of indel lengths. The first method allows users to specify the exact discrete distribution of indel lengths. This is referred to as the user model. The second method models indel lengths using a negative binomial distribution. This model takes two parameters, an integer (r) and a proportion (q), and has the probability mass function,
where l = 1, 2, . . . is the length of an indel. The mean of this distribution is 1 + rq/(1 − q), and the variance is rq/(1 − q) 2 . If r = 1, the distribution is geometric and is equivalent to the affine scoring model with gap-open and gap-extension penalties (Gotoh, 1982) . More generally, the negative binomial distribution corresponds to the scoring model
where θ is the probability of an indel forming.
The third and most important method models indel lengths via a power law or Zipf distribution. Indel lengths have been found to approximately obey this distribution (Benner et al., 1993; Chang and Benner, 2004; Gu and Li, 1995; Zhang and Gerstein, 2003) , and some theory supports it (Benner et al., 1993) . In a Zipf distribution, the probability that an indel has length l = 1, 2, ... is
where a > 1 is the parameter of the distribution and ζ(a) is the Riemann Zeta function:
If a > 2, the mean of a Zipf distribution is ζ(a − 1)/ζ (a), and if a > 3, the variance is ζ(a − 2)/ζ (a) − (ζ (a − 1)/ζ (a)) 2 . Otherwise, the mean and variance are infinite. The scoring model of a Zipf distribution is logarithmic:
Because the tail of a Zipf distribution is often fat, Dawg truncates the distribution to a user specified, maximum indel-size, M.
Recombination
Dawg can produce simulated sequences from phylogenies that contain recombinations. This feature is optional and is enabled when a user specifies a phylogeny of multiple trees in the input file. Other software, e.g. ms (Hudson, 2002) , can be used to simulate such tree sets from demographic parameters. Dawg combines trees into a recombinant phylogeny by splitting the sequences at each node in the phylogeny into multiple sections. Each section corresponds to a separate tree and has its own ancestral node. If two or more sections have the same ancestral node, then their distance to that ancestor is specified by the last tree in the group.
Recombination occurs when different sections in the same node are descended from different ancestors. A recombinant sequence is assembled from donor sequences, and each donor sequence is associated with an ancestral node. If node A is ancestral to section N of the descendent sequence, then section N of the descendent sequence is copied from section N of donor sequence A. Donor sequences are produced by evolving ancestral sequences over the distance separating the ancestor from the descendent. Figure 2 describes this process.
Simulation
Dawg simulates this model of indel formation using a Gillespie algorithm (Gillespie, 1977) . For the algorithm, the total event rate is
and the probability that an event is an insertion is p(l) = (l + 1) λ I /λ T (l). Under the algorithm the waiting time until an event occurs is drawn from an exponential distribution with mean λ T (l) −1 . When an indel is formed, it is randomly drawn as an insertion or deletion, with probabilities p(l) and 1 − p(l), respectively. The length of the indel is drawn from its indel-size distribution, and its position is drawn uniformly from the pool of all possibilities, given the indel size. The algorithm cycles, updating the length of the sequence each round, until the sum of the waiting times is greater than the branch length.
Using these models of evolution, Dawg can construct the sequence for every node in the phylogeny from the root node. The sequence of the root node can be either specified by the user or randomly constructed from the stationary distribution of nucleotide frequencies and the heterogeneous rate model. 
Alignment
Dawg maintains the indel history of each nucleotide for reconstruction of the true alignment of sequences. The indel history has one of four states: root, insertion, deletion and deleted insertion. When a descendent sequence is constructed from its ancestors, the indel states of parent nucleotides are copied to daughter nucleotides. In this way sequences at the tips of the phylogeny will contain information about their lineage from the root.
When nucleotides are inserted in the sequence, their indel state is marked as being insertions. When nucleotides are deleted in a sequence, they are not actually removed, but rather are marked as being deletions. (Dawg skips deletions when evolving sequences.) If an inserted nucleotide is subsequently deleted, it is marked to distinguish it from a deleted root nucleotide.
The alignment algorithm uses the history of sequences to construct their alignment, adding gaps to sequences opposite of insertions and deleted insertions. In the alignment, insertions are once again right-oriented, which means that if an insertion occurs at the same location as a previous deletion, then it will be to the right of that deletion in the alignment. Dawg can also translate aligned nucleotide sequences into amino acid sequences, using a newly developed and extremely efficient algorithm (Cartwright and Theobald, manuscript in preparation) .
Parameter estimation
I supply a Perl script, lambda.pl, with Dawg. This script contains a simple algorithm to estimate parameters for Dawg's indel model from a nucleotide sequence alignment and a rooted phylogeny with branch-lengths that represent the expected number of substitutions per site. The script does not estimate parameters for the richest model of indel formation possible with Dawg. Instead it treats insertion and deletion as equal processes and estimates the total rate of indel formation, λ ID = λ I + λ D = 2λ I = 2λ D . It can be shown that, assuming a block width of 1, the total number of unique indels in a phylogeny, N, is approximately distributed by a Poisson distribution with mean λ IDL T , whereL is the average length of the sequences and T is the total branch-length of the rooted phylogeny. IfL and T are known, a maximum likelihood estimate of λ ID isλ ID = N /(TL).
The script calculates T andL from the supplied alignment and rooted phylogeny. It then estimates N as the number of unique gaps in the alignment. Althoughλ ID is a maximum likelihood estimator for the approximate distribution, its statistical significance to the actual distribution is unknown. I have simulated Dawg and lambda.pl together and verified thatλ ID is consistent with λ ID (data not shown). The largest magnitude of deviation, −3% , occurred whenλ ID equaled 1 indel per substitution, which for non-repetitive DNA is an extremely high and biologically unrealistic value.
The Perl script goes beyond estimating the instantaneous rate of indel formation per site. It also calculates the distribution of indel sizes (user-input model) and fits this distribution to three other models: negative binomial, geometric (NB with r = 1) and power law. The parameters for the geometric and negative-binomial models are estimated via maximum likelihood. The power law model is fitted via linear regression of the first five indel size frequencies on a loglog scale (Jones and Handcock, 2003) . This has been shown to be a very good estimator of power law distributions (Goldstein et al., 2004) . These models can be distinguished via maximum likelihood for probability, minimum Akaike information (Akaike, 1974) and Bayesian information (Schwarz, 1978) for parsimony, and χ 2 for goodness-of-fit.
It is worth noting that the most popular way to align sequence pairs is with affine gap penalties (Gotoh, 1982) , which bias the results towards a geometric model. Alternatively, the algorithm of Miller and Myers (1988) can align sequences globally using logarithmic gap penalties, which would be appropriate for the power-law model. An implementation of this algorithm can be obtained from me.
Example usage
As an example of how to use Dawg and lambda.pl, I estimated the rate of indel formation of a set of sequences and then parametrically bootstrapped the estimate via Dawg. I used sequences from the intron of the chloroplast trnK gene of four plant species: Hibiscus mechowii, Hibiscus cannabinus, Prunus nigra, and Prunus virginiana (Genbank accession numbers AY727326, AY727327, AY727330, and AY727331, respectively Shaw et al., 2005) . The genera are both Rosids, but Prunus is a eurosid I and Hibiscus is a eurosid II. Insertions and deletions are known to be prevalent in chloroplast sequences (Clegg et al., 1994) , and the trnK intron almost certainly evolves neutrally and without recombination. I first aligned these sequences using ClustalW 1.81 (Thompson et al., 1994) and corrected the alignment where necessary. Next, I used Paup* 4.0 (Swofford, 2002) to estimate the phylogeny and substitution parameters of the sequences for a GTR and molecular clock model. I then used lambda.pl to estimate the indel parameters from the phylogeny and aligned sequences. From the estimates, I constructed a parameter file for Dawg and simulated a thousand sequences evolving under the conditions estimated from the actual data. For each of these simulated sequence sets, I estimated phylogenetic trees and the rate of indel formation using Paup* and lambda.pl.
IMPLEMENTATION
Dawg is run on the command line. It is controlled through input files and a few command-line switches, which control the processing of the input files. Input files can be processed together or in succession. The structure of an input file is a series of statements in the form of 'variable = value'. There are several types of values: strings, booleans, numbers, trees and vectors of values.
The default output is to stdout in Fasta format. Output can also be to a file; Phylip, Nexus and Clustal formats are also supported. Dawg can return multiple sequence sets, and a Perl script, outsplit.pl, is provided to retrieve single alignments from outputs.
RESULTS
The rounded, average length of the biological sequences was The estimated rate of indel formation was 0.143120, and bootstrapping via Dawg gave a 95% confidence interval of 0.078530 to 0.213560. In biological terms, this is 8-21 indels per 100 substitutions. The phylogenies produced from the simulated data during bootstrapping were consistent with the biological data, having in every case the same topology as the biological phylogeny. Furthermore, the biological phylogeny had a total tree length of 0.179218, and the simulated phylogenies had an average total tree length of 0.180075 and standard deviation of 0.017993. Figure 1 shows an input file, example.dawg, for Dawg, which was derived from the biological data mentioned above. The sequence length was shortened from 741 to 300, and a random number seed was added to make the results suitable for publication. Figure 3 shows the resulting output file, example.aln, of Dawg.
DISCUSSION
Although a geometric model was found to best fit the gap sizes in the trnK intron alignment, this could be an artifact induced by aligning the sequences with an affine gap model. However, the gap size distribution has little impact on bootstrapping the rate of indel formation. Fig. 3 . Example.aln, an example output file produced from example.dawg (Fig. 1) . Table 1 compares Dawg to three other published sequence simulation programs. However, it is important to go into some detail about the differences between Dawg and two previously published applications for simulating evolution with indels: Rose (Stoyle et al., 1998) and EvolveAGene (Hall, 2005) .
Stoyle and colleagues do not derive Rose's model of indel formation, which differs from the model that I have derived for Dawg. In Rose, a binomial distribution with parameters TL and vp describes the number of insertions and deletions that occur along a branch. The parameter T is the branch length rounded to the nearest integer. Any branch length <0.5 will turn off insertions and deletions, which is a problem for estimates from standard nucleotide models which require branch lengths to be in substitution time. The parameter L is the length of the sequence at the bottom of the branch; unlike Dawg, Rose does not update the sequence length as new indels form along the branch. The p is the proportion of nucleotides that have a mutation rate >1; Dawg does not associate the indel model with rate heterogeneity. The parameter v is the insertion or deletion threshold, which is similar to Dawg's parameter λ. Although both models can be made to produce similar distributions, Dawg's model is derived from a simple Poisson process and thus is consistent with the derivation of models for continuous-time substitution.
For indel size distributions, Rose only provides a user-based model. Dawg provides two models in addition to a user-based model: negative-binomial and power-law. Using power-law distributions for indel sizes is advantageous for researchers because they are biologically realistic. The basic substitution model in Rose is PAM, which was developed for protein sequences. For substitutions, Dawg uses GTR + + I, which was developed for nucleotide sequences. Perhaps the most important difference between these two models is the meaning of the branch lengths. In PAM a branch length of 1 means that sequences have 1% divergence, whereas in GTR it means that each site is expected to have had 1 substitution. Hall (2005) developed EvolveAGene using a methodology significantly different than the one employed here to develop Dawg.
Whereas Dawg models the process of substitution, EvolveAGene models the separate processes of mutation and acceptance. EvolveAGene simulates the mutation of coding sequences based on the spontaneous mutational spectrum of Escherichia coli. EvolveAGene would need to be modified if another mutational spectrum is desired. Relying on mutation spectra can be restrictive for researchers studying organisms for which the mutation spectra are unknown. Furthermore, EvolveAGene does not allow users to specify their own phylogenies and restricts tree topology to balanced, bifurcating trees. EvolveAGene is rather inflexible when compared to the many options available for Dawg.
Dawg also comes with a way to estimate parameters of indel formation setting it apart from Rose and EvolveAGene. This ability may prove useful for researchers interested in studying indel formation or using gaps to aid in estimating phylogenies. The parameter estimator is not perfect. It can be improved by assigning alignment gaps to individual branches. Furthermore, it estimates a net indel rate, instead of separating insertion and deletion into separate processes. Researchers interested in additional biological realism should consider separating the indel rate into insertion and deletion rates, favoring the deletion rate. For example, Zhang and Gerstein (2003) found that deletions occurred roughly three times more often than insertions in neutral DNA. This result suggests that λ I = (1/4)λ ID and λ D = (3/4)λ ID would be biologically realistic parameters.
Although the model of indel formation implemented in Dawg is an improvement over previous models, it does not take into consideration several biological features of indel formation. For instance, indel formation in Dawg is content independent, whereas natural indel formation is heavily influenced by repetitive sequences. Since repetitive sequences create indel hotspots, they also violate the assumption of uniform insertion and deletion rates. Modeling indel formation with extreme biological realism is hard at this time because many of the factors influencing hotspots remain unknown. However, despite these reservations Dawg's model of indel formation offers fruitful avenues for researchers who need to model sequence evolution.
Some researchers are reconstructing extinct genomes and are using simulations to test their methodology (Blanchette et al., 2004; Pennisi, 2005) . Dawg is not designed explicitly to simulate genomes but can be utilized in that fashion. It contains many of the features described in genome simulations used by Blanchette and colleagues. Additionally, it can simulate recombination, which may prove useful in some contexts of studying genome reconstruction. However, it does not have the ability to distinguish transposons from other indels or treat CpG regions differently than other sections of DNA. It also lacks a model of chromosomal rearrangement.
There are many possible features that can be added to Dawg. To improve realism, repetitive DNA and hotspots should be eventually included. Another important feature would be to allow separate GTR models for each block position just as separate +I models are currently allowed. Another possibility is to allow each section of a sequence to evolve with a different evolutionary model. Furthermore, because Zipf distributions often have infinite means, incorporating a Lavalette distribution (Lavalette, 1996; Popescu et al., 1997; Popescu, 2003) , which is a non-linear extension to a Zipf distribution, is probably more appropriate for indel lengths. I suspect that a Lavalette distribution may fit empirical indel size distributions better than a Zipf distribution. Incorporating inversions into Dawg's model of molecular evolution may be useful to some researchers. Other researchers might find the addition of protein models of evolution into the program to be quite useful. Other possible places for improvement are the estimation of parameters for indel formation and developing the option for Dawg to have time reversible models of indel formation.
Dawg is a portable, flexible, and robust program for simulating DNA sequence evolution with indels. It supports recombination, the general time reversible model, gamma rate heterogeneity, invariant sites and indel formation. It is an improvement over existing programs by supporting a statistically derived model of indel formation.
