In ecology predictive models of the geographical distribution of certain species are widely used to capture the spatial diversity. Recently a method of Maxent based on Gibbs distribution is frequently employed to have reasonable accuracy of a target distribution of species at a site using environmental features such as temperature, precipitation, elevation and so on. It requires only presence data, which is a big advantage to the case where absence data is not available or unreliable. It also incorporates our limited knowledge into the model about the target distribution such that the expected values of environmental features are equal to the empirical average. Moreover, the visualization of the inhabiting probability of species is easily done with the aid of geographical coordination information from Global Biodiversity Inventory Facility (GBIF) in a statistical software R. However, the maximum entropy distribution in Maxent is derived from the Boltzmann-GibbsShannon entropy, which causes unstable estimation of the parameters in the model when some outliers in the data are observed. To overcome the weak point and to have deep understandings of the relation among the total number of species, the Boltzmann-Gibbs-Shannon entropy and Simpson s index, we propose a maximum power entropy method based on beta-divergence, which is a special case of U-divergence. It includes the Boltzmann-Gibbs-Shannon entropy as a special case, so it could have better performance of estimation of the target distribution by appropriately choosing the value of the power index beta. We demonstrate the performance of the proposed method by simulation studies as well as publicly available real data.
INTRODUCTION
The maximum entropy method has been widely enhanced in fields including ecological analysis [13, 11] , natural language processing [3] , and so forth since the pioneering work in [8] . In ecological studies Maxent is employed to give an appropriate habitat maps for a species from presence only data. Let X be a study area of the ecological survey. The Boltzmann-Gibbs-Shannon entropy is defined by
for a probability function π(x). We select a p-dimensional feature vector of variables, say f (x) ∈ R p , which are influential and informative for the inhabitation extracting geographical, climate and trophic information. Then we consider a mean equal space for f (x) as Γ(f ) = {π ∈ P : E π { f (x)} =f }, where P is the space of all probability functions on X andf is the sample mean vector,f = ∑ n i=1 f (x i )/n for a given presence data set (x 1 , · · · , x n ). The statistical model of maximum entropy distributions under the constraint Γ(t) is characterized by a model of Gibbs distributions
where κ(λ ) = log ∑ x∈X exp{λ ⊤ f (x)}. Thus the estimatorλ for λ is given by the mean matching
which is equal to the likelihood equation, so thatλ is nothing but the maximum likelihood estimator. In this way Maxent involves two tasks of the statistical modeling and estimation base on H BGS (π), which is advanced for variable selection by L 1 regularization and model validation by Area Under the ROC Curve (AUC) in [13] .
On the other hand, there are another types of entropy measures proposed as the Hill diversity index, the Gini-Simpson index, the Tsallis entropy and so on, cf. [14, 7, 16] from different fields. We introduced the class of generalized entropy measures to include all the entropy measures mentioned above. We discuss the maximum generalized entropy principle in this extension of the Boltzmann-Gibbs-Shannon entropy. The estimation is given by minimum divergence method in which the divergence is led to from the generalized entropy.
GENERALIZED ENTROPY BASED ON U-DIVERGENCE
Let U : R + → R be a convex and strictly increasing function with the derivative u and the inverse function ξ = u −1 . Then for the probability functions π and π ′ : X → R + , the U-divergence is given as a special case of the Bregman divergence [10] :
where
The U-divergence is also expressed using the conjugate convex function
where the first derivative of Ξ(t) is ξ (t). Note that D U (π, π ′ ) is non-negative because of the convexity of U or the convexity of Ξ. The equality holds if and only if π(x) = π ′ (x) (a.e. x). It is also simply expressed as
and C U (π, π ′ ) and H U (π) are called the U-cross entropy and U-entropy, respectively. The various entropy can be derived from U-entropy, so we call it a generalized entropy based on U-divergence. The generalized entropy includes Boltzmann-Gibbs-Shannon entropy H BGS (π) when U(t) = exp(t):
where the Boltzmann constant is omitted. The corresponding divergence is the KullbackLeibler divergence defined as
If we consider U β (t) = (1 + βt) (1+β )/β /(1 + β ), where u(t) = (βt + 1) 1/β > 0 and du(t)/dt = (βt + 1) (1−β )/β > 0 for any β ∈ R with a condition βt + 1 > 0, the generalized entropy, denoted as H β (π) in this case, includes the Tsallis entropy H T (π) [17] as
as the β -entropy and we have
where it is called the β -divergence [2, 9] . Note that lim β →0 U β (t) = exp(t), so it includes the Kullback-Leibler divergence as a special case. The L 2 norm is also derived when
β -MAXENT
As in (1), we can consider the maximum U-entropy distribution [5] as follows: (9) . Then the maximum U-entropy distribution is given by
where κ U (λ ) is the normalizing factor and θ is a parameter vector determined by the moment constraint E π U { f (X)} =f .
When we consider the β -divergence derived from U β (t), the maximum β -entropy distribution is given as
where (18) is given by the minimization of the β -loss L β (λ ) aŝ
= argmin
If the solution is unique, thenλ β satisfies the constraint
which is in analogy with the constraint in (2). For preventing the overfitting of the estimateλ β to the training data and relaxing the constraint in (21), we consider L 1 -regularized β -loss as
where α ⊤ = (α 1 , . . . , α p ) with α j ≥ 0 for all j and λ ⊤ = (λ 1 , . . . , λ p ). The corresponding λ is defined asλ
In the statistical machine learning community, the L 1 -regularization is widely employed [15, 4, 6] to have a parsimonious model and to improve the prediction accuracy. As described in [7] , the entropy has a close relationship with the proportional abundances of the n species {π(x 1 ), . . . , π(x n )}. The value of exp(H BGS (π)), whereH BGS (π) = − ∑ n i=1 π(x i ) log π(x i ) can be regarded as an intermediate between the total number of species n and the reciprocal of Simpson's index [14] . The difference is how to take the mean over the proportional abundances. The arithmetic mean is applied in Simpson's index; the geometric mean for the entropy; the harmonic mean for the total number n.
The question is what is the optimal mean for the measurement of the diversity for species in practice, which may depends on case by case. In this sense, we investigate the performance of β -Maxent to extend the applicability of the original Maxent, which is based on Gibbs distribution in (1), and try to determine the optimal value of β in the β -entropy distribution in (18).
Sequential-update algorithm for estimation ofλ
where the jth component of λ ( j, δ ) are λ
The above procedure is repeated until it converges. The values of components of α are fixed to be 10 −4 as in the default values in the original Maxent algorithm [12] .
APPLICATION TO B.variegatus DATA
We use three-toed sloth Bradypus variegatus datset for the illustration of the β -Maxent performance. This data is available in the R package dismo, in which we can also find bioclimatic variables such as mean annual temperature, max temperature of warmest month, min temperature of the coldest month, temperature annual range, mean temperature of the wettest quarter, total annual precipitation, precipitation of the wettest quarter and precipitation of the driest quarter. That is, 8 feature variables (p = 8) are used as linear features in this analysis. The cumulative probability distributions are calculated and colored to indicate the strength of the prediction for the presence of Bradypus variegatus in Figure 1 . As expected, the geographical distribution produced by the original Maxent is very similar to that by β -Maxent with β = 0.001 because the maximum β -entropy distribution in (18) converged to the Gibbs distribution in (1) as β goes to 0. The blue area indicates the low probabilities for Bradypus variegatus to make his habitat. Reversely, the red area indicates the high probabilities. The northeast part of Brazil and the coast area in Panama and Colombia are predicted to be one of the most likely habitation of the species. The lower left panel by β -Maxent with β = 0.8 show different tendency than others, representing a larger area of the high habitat probabilities colored in red than those in the other panels. It well covers the northwest part of the South America, where the species are located most densely. This is because the value of the β -entropy distribution increases almost linearly as the value of λ ⊤ f (x) increases . In contrast, the habitat distribution by β -Maxent with a negative value of β in the lower right panel show a larger area of low habitat probabilities colored in blue. This indicates the form of the maximum β -entropy distribution is almost flat over the range of the investigated area. As seen in the four panels in Figure 1 , the different values of β produce the different maximum β -entropy distribution, resulting in different prediction of habitation of Bradypus variegatus. The prediction performance could be compared by area under the ROC curve or threshold-dependent measurements such as sensitivity and specificity by further data analysis.
CONCLUSION
We propose the maximum β -entropy distribution to extend the applicabilities of Maxent, which is derived from the Gibbs distribution. By choosing the different values of β in β -Maxent, we illustrate the clear differences between the performances of the prediction of Maxent and β -Maxent. The further investigation is needed to determine the optimal value of β , which could be done based on the prediction accuracy measurements or some information criterion such as AIC [1] . 
