We give an endorsement for Cornacchia's famous algorithm. Thus we do not claim anything new but an approach which is supposed to be simpler than those of previous works written with the same aim. All variables and constants are integers.
Introduction
We consider the Diophantine equation We observe that provided (1.1) admits a proper solution {u, v}, namely In fact one may put w ≡ uv −1 mod m, vv −1 ≡ 1 mod m.
We apply the antenaresis to the pair {w, m} and denote by {t j } the residues thus arising. Also we expand w/m into a regular continued fraction and get the convergents {C j /D j }. An explanation of these notions is to be given in the next section.
With this, Cornacchia (1908, pp. 60-66) essentially stated the following:
Theorem.
Let ν be such that t Algorithm.
Solely on the assumption (1.5), that is, without any prior knowledge of (1.3), find ν that satisfies (1.6). If it holds that t 2 ν+1 + dD 2 ν = m, then this is a proper solution of (1.1) corresponding to w. Otherwise (1.1) does not admit any proper solution corresponding to w.
Obviously, if (1.5) is empty, then there is no need to make any further quest as far as proper solutions are concerned; but see the second example in the last section. We shall give, in the third section, a proof of the theorem and algorithm using a basic observation on the nature of finite continued fractions, which is in fact contained in the best approximation theorem of Lagrange (1798, pp. 55-57) but can be proved quickly with an idea of Legendre (1798, p. 27 ). Also, we partly follow Basilla (2004) . The case d = 1 will be treated in the fourth section.
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Finite continued fractions
Let b ≥ 2 and expand any fraction a/b into the continued fraction
which means that the antenaresis applied to {a, b} yields the sequence of identities
with the convention r −1 = a, r 0 = b, r k+1 = 0; in particular r k = gcd{a, b}. One may put this, in the matrix multiplication format, as
where an empty product is the unit matrix, we have, by induction,
Thus, we have
in which a use is made of the fact that
Lemma.
If it holds, with a particular λ,
Proof . Obviously we may skip the cases λ = −1, 0; we assume 1 ≤ λ ≤ k. Following Legendre loc.cit., we introduce the transformation of variables
We have, via (2.9),
If M N > 0, then |aQ − bP | = |M |r λ+1 + |N |r λ ≥ r λ , which is rejected by the assumption (2.10). If M = 0, then (2.13) implies Q = τ B λ−1 , P = τ A λ−1 with a τ = 0, since gcd{B j , A j } = 1 by (2.7); hence, via (2.9), we get |aQ − bP | = |τ |r λ ≥ r λ , which contradicts (2.10). Therefore, we may suppose that M N ≤ 0, M = 0, and find that (2.12) implies |Q| = |M |B λ + |N |B λ−1 ≥ B λ . We end the proof.
Proof of Cornacchia's theorem and algorithm
We specialize the discussion of the previous section by setting a = w, b = m, r j = t j , A j = C j , B j = D j . By definition, t 0 = m, t 1 = w, t k = 1; thus there exists a unique ν that satisfies (1.6). On the other hand, (2.9) gives that t j+1 = (−1) j (wD j − mC j ) and
Also, we have u = vw − ℓm with an ℓ; and by the lemma with P = ℓ, Q = v we see that
In particular, since |u| < √ m < t ν , we have t 2 ν+1 + dD 2 ν < 2mDHence by the congruence relation (3.1) j=ν , we find that t 4) which is impossible, since d ≥ 2 and m = t ν+1 D ν+1 + t ν+2 D ν by (2.8) j=ν+1 . Hence, (1.7) is verified. We end the proof of the theorem.
As to the validity of the algorithm, it suffices to show that the identity (3.3), if it holds on its own, implies that gcd{t ν+1 , D ν } = 1. To see this, we put w 2 + d = hm, and get, via (2.9) j=ν ,
Namely, (hD ν − 2wC ν )D ν + mC 2 ν = 1. Hence gcd{D ν , m} = 1, and gcd{t ν+1 , D ν } = 1. This ends the endorsement of Cornacchia's algorithm.
Remarks and examples
Remark 1: When d = 1 we follow the argument of Hermite (1848). Thus we assume only that there exists a w, m/2 ≤ w < m, such that
and we adopt the specialization at the beginning of the last section. Then we choose µ to satisfy
This is possible because {D j } increase monotonically from 1 to m. We note that, for 1 ≤ j ≤ k,
since by the construction w/m is between C j−1 /D j−1 and C j /D j , and we have (2.7) and (2.9).
Hence we see that t µ+1 < √ m, and t Then we assume that we have a proper solution (1.3) d=1 . We observe that
one of which is congruent to 0 mod m. Let us assume vD µ − ut µ+1 ≡ 0 mod m. Then we note that
This implies that either (vD µ −ut µ+1 ) 2 = 0 or = m 2 ; and if the latter holds, then (uD µ +vt µ+1 ) 2 = 0. Since gcd{u, v} = 1 and gcd{t µ+1 , D µ } = 1, we conclude that
With the remaining case, i.e., uD µ − vt µ+1 ≡ 0 mod m, we use instead |u − iv|
getting (4.7) again.
It should be stressed that in the case d = 1 we do not need to have (1.3) ; it suffices to have (1.5) d=1 or (4.1). However, we should first choose D µ instead of t µ+1 .
Remark 2 : It is worth remarking that Smith (1855) showed that when dealing with m a prime ≡ 1 mod 4 the condition (1.5) d=1 is not needed to be assumed as far as one is concerned with only the existence of the representation (1.3) d=1 . He exploited the fact that there exists a fraction m/h, 2 ≤ h < m/2, whose continued fraction expansion is palindromic.
Remark 3 : An effective way to adopt prior to any use of Cornacchia's algorithm is to restrict oneself to the cases of m being square-free and prime powers. Then in the general case the identity |x + iy √ d| 2 = x 2 + dy 2 is to be exploited. It is important not to restrict oneself to prime powers only, since the product of primes, none of which has the representation (1.3), may admit the representation. An example is given below. The other combination (362 + 27 √ 5i)(228 + 277 √ 5i) does not lead to a proper representation, a phenomenon which can be explained by a use of the theory of ideals in Q( √ −5). 
