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Este trabalho apresenta uma nova investigação sobre o desempenho de bancos de 
filtros uniformes analógicos, digitais e híbridos (A/D e D/A) com coeficientes sujeitos a 
erros.  Admitem-se realizações em ponto-fixo e ponto-flutuante dos coeficientes 
digitais.  Como entrada, são aceitos os processos estocásticos ruído branco, auto-
regressivo (AR), média-móvel (MA) e auto-regressivo de média-móvel (ARMA), 
estacionários no sentido amplo.  O parâmetro de desempenho adotado é a relação sinal-
ruído.  São propostas estimativas teóricas para a média e o desvio padrão da relação 
sinal-ruído dos bancos de filtros com erros aleatórios.  Apresentam-se também fórmulas 
para o cálculo da relação sinal-ruído dos bancos de filtros tal como obtidos na fase de 
projeto e daqueles submetidos a erros deterministas.  A validade de todas as expressões 
teóricas deduzidas nesta tese é confirmada por simulações computacionais exaustivas, 
cujos resultados são mostrados e comentados.  Um estudo de caso com sinal de voz 
complementa a investigação.  A partir da fórmula para a média da relação sinal-ruído, 
concebe-se um novo método de projeto de filtros protótipos, ilustrado por um exemplo.  
Tópicos de interesse da teoria de bancos de filtros são revistos.  
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This work presents a novel investigation about the performance of analog, digital 
and hybrid (A/D and D/A) uniform filter banks with coefficients subjected to errors.  
Fixed-point and floating-point implementations of the digital coefficients are admitted.  
As input, the white-noise, autoregressive (AR), moving-average (MA) and 
autoregressive moving-average (ARMA) WSS stochastic processes are considered.  The 
performance evaluation parameter adopted is the signal-to-noise ratio.  Theoretical 
expressions for the mean and standard deviation of the signal-to-noise ratio of the filter 
banks with random errors are proposed.  Also introduced are the formulas for the 
calculus of the signal-to-noise ratio of the filter banks as obtained at the design time and 
of those under deterministic errors.  The validity of all theoretical expressions deduced 
in this thesis is confirmed by exhaustive simulations, whose results are shown and 
commented.  A case study using a voice signal complements the investigation.  Based 
on the signal-to-noise ratio mean value formula, a novel design method of prototype 
filters is conceived, which is illustrated by an example.  Topics of interest in the theory 
of filter banks are reviewed.   
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GLOSSÁRIO 
Convenções do texto 
1) O adjetivo “simulado” e suas flexões designam valores obtidos por intermédio de 
simulações computacionais de bancos de filtros.  
2) As funções no domínio da freqüência aparecem em letras maiúsculas em itálico. 
3) As seqüências e processos estocásticos são indicados por ( )⋅ , enquanto que uma 
amostra ou variável aleatória específica é indicada por ( )n , por exemplo. 
4) Os escalares e também as seqüências deterministas e suas amostras são representados 
por letras minúsculas em itálico. 
5) Os processos estocásticos e suas variáveis aleatórias são denotados por letras 
minúsculas em negrito.  Escritas em negrito, mas em maiúsculas, são as variáveis 
aleatórias RSR e suas assemelhadas. 
6) Os vetores deterministas e aleatórios também são designados por letras minúsculas 
em negrito.  Eles são distinguidos das variáveis aleatórias pelo contexto. 
7) As matrizes nos domínios do tempo e da freqüência são todas deterministas e são 
dadas por letras maiúsculas em negrito. 
 
 
Definições 
coeficiente original amostra da resposta ao impulso do filtro obtido na fase de 
projeto; 
coeficiente efetivo  valor do coeficiente original implementado em circuito; 
erro de realização diferença entre o coeficiente original e o efetivo; 
fator erro razão entre o erro de realização e o coeficiente original. 
 
 
Abreviaturas 
A/A analógico-analógico; 
A/D analógico-digital; 
AR auto-regressivo; 
 xii
ARMA auto-regressivo de média-móvel (autoregressive moving-average); 
CESA ciclo estacionário no sentido amplo (WSCS, wide-sense 
cyclestationary); 
CQF filtro em quadratura conjugada (conjugate quadrature filter); 
dB decibel; 
D/A digital-analógico; 
D/D digital-digital; 
DCT transformada discreta do cosseno (discrete cosine transform); 
ESA estacionário no sentido amplo (WSS, wide-sense stationary); 
FIR resposta ao impulso finita (finite impulse response); 
i.i.d. independente e identicamente distribuído (a); 
MA média-móvel (moving-average); 
NPR filtro de reconstrução quase perfeita (near-perfect reconstruction 
filter); 
QMF filtro em quadratura de espelho (quadrature mirror filter). 
 
 
Símbolos 
! fatorial; 
∗ convolução ou, apenas quando sobrescrito, complexo conjugado; 
⋅  
módulo do argumento; 
 ⋅  maior inteiro menor que o argumento; 
ε⋅  fatores erro conhecidos; 
↓M compressor, por M, da taxa de amostragem; 
↑M expansor, por M, da taxa de amostragem; 
( )M↑  operador expansão por M da taxa de amostragem; 
C∈  pertinência de estimativa teórica a C ; 
( )⋅sa  transformada z inversa de ( )zAs ; 
( )⋅A,sa  componente polifásica de índice A de ( )⋅sa ; 
( )⋅saˆ  processo estocástico associado à seqüência ( )⋅sa ; 
 xiii
( )zAs  função de transmissão de ( )sWzX  para ( )zY ; 
( )zA
srW ,
 
elemento da linha r e coluna s da matriz ( )AW z ; 
( )A z  vetor coluna 1×M  das funções ( )zAs , 1,,0 −= Ms … ; 
( )⋅pA  matriz MM × , no domínio do tempo, de transmissão polifásica do 
banco de filtros; 
( )AW z  matriz MM ×  de modulação do banco de filtros; 
b coeficiente angular da reta que aproxima a função ( )⋅ψ ; 
1b , 2b , 3b  pesos das parcelas da função objetivo E; 
fB  número de dígitos binários dos coeficientes de síntese; 
hB  número de dígitos binários dos coeficientes de análise; 
c coeficiente linear da reta que aproxima a função ( )⋅ψ ; 
( )⋅cos  função cosseno; 
C intervalo de confiança de estatística populacional; 
-C  limite inferior de C ; 
+C  limite superior de C ; 
C número de amostras da seqüência ( )⋅sa ; 
( )zFC  matriz MM ×  de transformação polifásica do banco de síntese; 
( )zHC  matriz MM ×  de transformação polifásica do banco de análise; 
( )⋅d  seqüência distorção do banco de filtros; 
( )⋅d  processo estocástico de distorções do banco de filtros; 
( )⋅d~  processo estocástico das versões deslocadas de ( )⋅d ; 
( )⋅diag  matriz diagonal; 
( )zD  matriz MM ×  dada pela Eq. (II.33); 
e base do logaritmo natural; 
( )⋅⋅,ke  vetor coluna 1×M  dos fatores erro; 
E função objetivo para projeto do filtro protótipo; 
rejE  energia da banda de rejeição do filtro protótipo; 
rlzE  energia devida aos erros de realização do banco de filtros; 
{}⋅E  operador esperança matemática; 
 xiv
( )f k ⋅  resposta ao impulso de ( )zFk ; 
( )⋅kfˆ  seqüência dos coeficientes efetivos digitais de ( )⋅kf ; 
( )⋅kf ,A  resposta ao impulso de ( )zF k,A ; 
( )⋅kf ,~A  seqüência definida pela Eq. (II.51); 
( )⋅kf ,ˆA  seqüência definida pela Eq. (III.66); 
( )⋅kfˆ  processo estocástico dos coeficientes efetivos analógicos de ( )⋅kf ; 
F  transformada de Fourier; 
( )zFk  função de transferência do filtro de síntese do canal k; 
( )zF k,A  componente polifásica de índice A de ( )F zk ; 
( )zF  vetor coluna 1×M  de síntese; 
( )zpF  matriz MM ×  de transmissão polifásica do banco de síntese; 
( )zWF  matriz MM ×  de modulação do banco de síntese; 
( )⋅g  função geral da variável aleatória φ ; 
( )⋅g  resposta ao impulso do filtro gerador de processos estocásticos; 
( )hk ⋅  resposta ao impulso de ( )zH k ; 
( )⋅khˆ  seqüência dos coeficientes efetivos digitais de ( )hk ⋅ ; 
( )⋅A,kh  resposta ao impulso de ( )zH k A, ; 
( )⋅A,~kh  seqüência definida pela Eq. (II.54); 
( )⋅khˆ  processo estocástico dos coeficientes efetivos analógicos de ( )hk ⋅ ; 
H operador hermitiano, quando sobrescrito; 
rejH ,0  atenuação da banda de rejeição de ( )zH 0 ; 
( )zH k  função de transferência do filtro de análise do canal k; 
( )zH k A,  componente polifásica de índice A de ( )zH k ; 
( )zpH  matriz MM ×  de transmissão polifásica do banco de análise; 
( )HW z  matriz MM ×  de modulação do banco de análise; 
i índice das amostras de estatísticas de segunda ordem; 
I número total de ocorrências do histograma de relação sinal-ruído; 
 xv
I matriz identidade; 
j parte imaginária do número complexo ( )1−=j ; 
k índice de canal do banco de filtros, 1,,0 −= Mk … ; 
k ′ , k ′′ , kˆ  e 
k ′ˆ  
índices auxiliares de k; 
K inteiro qualquer; 
A índice de componente polifásica, 1,,0 −= M…A ; 
′A  índice auxiliar de A; 
( )⋅ln  função logaritmo natural; 
( )log10 ⋅  função logaritmo na base 10; 
L atraso de um banco de filtros com reconstrução perfeita; 
( )ωsL  variável aleatória do atraso causado por ( )⋅saˆ ; 
m índice das amostras de seqüências com taxa de amostragem reduzida; 
m′  índice auxiliar de m; 
( )⋅max  função que retorna o elemento de maior valor de um vetor; 
M fator de decimação (igual ao número de canais); 
n índice de amostras de seqüência ou, somente no Cap. IV, índice dos 
intervalos dos histogramas; 
0n  valor de atraso qualquer; 
N número de amostras da resposta ao impulso do filtro protótipo; 
xN  número de amostras da seqüência ( )x ⋅ ; 
( )p ⋅  resposta ao impulso do filtro protótipo; 
( )⋅RSRp  função densidade de probabilidade da variável aleatória RSR;  
( )⋅
dBRSRp  função densidade de probabilidade da variável aleatória dBRSR ;  
( )⋅
dBRSRp  curva dos histogramas de relação sinal-ruído;  
( )⋅φp  função densidade de probabilidade da variável aleatória φ ;  
P parcela de 2φσ ;  
( )⋅P  função distribuição teórica da variável aleatória relação sinal-ruído 
(banco de filtros qualquer); 
 xvi
( )ωjeP  função de transferência do filtro protótipo; 
( )⋅P  função distribuição empírica da variável aleatória relação sinal-ruído 
(banco de filtros qualquer); 
q estatística para teste de hipótese; 
[ ]⋅Q  operador arredondamento do argumento; 
Aq  e AQ  parcelas de Aφ , segundo a Eq. (III.31); 
r índice de translação no domínio da freqüência, 1,,0 −= Mr … ; 
( )⋅gr  seqüência de autocorrelação determinista de ( )⋅g ; 
( )⋅dR  seqüência de autocorrelação de ( )⋅d ; 
( )⋅d~R  seqüência de autocorrelação de ( )⋅d~ ; 
( )⋅⋅,yR  seqüência de autocorrelação de ( )⋅y ; 
dBRSR  relação sinal-ruído em dB, para um banco de filtros qualquer, obtida 
por simulação computacional; 
AARSRdB  relação sinal-ruído teórica em dB para bancos de filtros A/A; 
ADRSRdB  relação sinal-ruído teórica em dB para bancos de filtros A/D; 
DDRSRdB  relação sinal-ruído teórica em dB para bancos de filtros D/D; 
RSR  variável aleatória relação sinal-ruído para bancos de filtros analógicos; 
dBRSR  RSR expressa em dB; 
AD
dBRSR  variável aleatória relação sinal-ruído em dB para bancos de filtros 
A/D; 
DA
dBRSR  variável aleatória relação sinal-ruído em dB para bancos de filtros 
D/A; 
s índice de translação no domínio da freqüência, 1,,0 −= Ms … ; 
s′  índice auxiliar de s; 
( )⋅sen  função seno; 
( )nS  total de ocorrências no intervalo n do histograma de relação sinal-
ruído; 
11t , 12t , 21t  e 
22t  
elementos da matriz dada pela Eq. (C.32); 
 xvii
( )ntu  percentil da distribuição de Student com n graus de liberdade, 
correspondente à probabilidade u; 
( )⋅tan  função tangente; 
t  variável aleatória dada pela Eq. (C.19);  
T operador transposição matricial (quando sobrescrito); 
( )zT  função de transferência do processo auto-regressivo de primeira 
ordem; 
u índice dos coeficientes dos filtros, 1,,0 −= Nu … , ou, somente no 
Cap. IV, valor de probabilidade; 
u ′ , u ′′ , u ′′′ , 
uˆ  e uˆ′  
índices auxiliares de u; 
u vetor coluna 13×  unitário; 
U limite superior de somatório; 
v índice de amostras;  
v′ , v ′′  e v ′′′  índices auxiliares de v; 
V limite superior de somatório; 
( )⋅w  processo estocástico ruído branco; 
W fator de modulação ( )MjeW π−= 2 ; 
W matriz diagonal dada pela Eq. (II.43b); 
( )x ⋅  seqüência de entrada do banco de filtros; 
( )⋅Ax  componente polifásica de índice A de ( )x ⋅ ; 
( )⋅x  processo estocástico de entrada do banco de filtros; 
( )X z  transformada z de ( )x ⋅ ; 
( )⋅y  seqüência de saída do banco de filtros; 
( )⋅Ay  seqüência de saída obtida atrasando-se ( )x ⋅  de 0n  amostras; 
( )⋅By  seqüência de saída obtida atrasando-se ( )⋅y  de 0n  amostras; 
( )⋅Ay  componente polifásica de índice A de ( )⋅y ; 
( )⋅y  processo estocástico de saída do banco de filtros; 
( )zY  transformada z de ( )⋅y ; 
z variável complexa; 
 xviii
uz  percentil da distribuição normal, correspondente à probabilidade u; 
Z  transformada z; 
1-Z  transformada z inversa; 
( )⋅α A  seqüência definida pela Eq. (II.50); 
( )⋅α Aˆ  versão de ( )⋅α A  para bancos de filtros A/D; 
( )⋅αA  versão de ( )⋅α A  para bancos de filtros D/D; 
( )⋅Aα  processo estocástico do banco de filtros analógico efetivo; 
( )⋅Aαˆ  processo estocástico do banco de filtros A/D efetivo; 
( )⋅βλ A,  elemento da matriz ( )⋅pA ; 
1γ , 2γ , 3γ , 
4γ  e 5γ  
parcelas da Eq. (C.20); 
( )δ ⋅  seqüência impulso discreto; 
( )∆f k ⋅  seqüência dos erros de realização digitais de ( )⋅kf ; 
( )⋅∆ kf  processo estocástico dos erros de realização analógicos de ( )⋅kf ; 
( )∆hk ⋅  seqüência dos erros de realização digitais de ( )hk ⋅ ; 
( )⋅∆ kh  processo estocástico dos erros de realização analógicos de ( )hk ⋅ ; 
( )⋅ω∆  largura da banda de transição de ( )zH 0 ; 
( )⋅
kfε  processo estocástico dos fatores erro de ( )⋅kf ; 
( )⋅
khε  processo estocástico dos fatores erro de ( )hk ⋅ ; 
Aζ  termo de 4γ ; 
Bζ  termo de 5γ ; 
η erro relativo; 
θ  realização específica de θ ; 
θ  variável aleatória dos deslocamentos de ( )⋅d ; 
κ ordem dos momentos dados pelas Eq. (III.59); 
λ índice das colunas de ( )mpA ; 
µ  média teórica da relação sinal-ruído, para um banco de filtros 
qualquer; 
 xix
µ  média do histograma de relação sinal-ruído, para um banco de filtros 
qualquer; 
AAµ  média teórica de dBRSR ; 
ADµ  média teórica de ADdBRSR ; 
DAµ  média teórica de DAdBRSR ; 
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CAPÍTULO I - APRESENTAÇÃO 
I.1 Introdução 
Na teoria de bancos de filtros [1, pg. 289], a reconstrução perfeita exerce papel 
fundamental e diversos métodos de projeto têm sido propostos visando satisfazer ou, ao 
menos, aproximar esta condição.  Em que pese o sucesso da teoria nesta empreitada, ele 
é comprometido, na prática, por diversas limitações tecnológicas.  Uma vez que o 
problema do desempenho dos bancos de filtros sujeitos a imperfeições de ordem prática 
ainda permanece pouco explorado, propõe-se investigar alguns de seus aspectos nesta 
tese intitulada Análise de Bancos de Filtros Híbridos FIR em Presença de Erros de 
Realização.   
O presente capítulo proporciona ao leitor uma visão panorâmica do trabalho.  A 
descrição funcional do banco de filtros, objeto desta investigação, é feita na Seção I.2.  
Um levantamento do estado da arte, direcionado para o problema da sensibilidade dos 
bancos de filtros aos erros em seus coeficientes, é apresentado na Seção I.3.  É a partir 
das carências e dos resultados intrigantes ali descritos que são formulados os objetivos 
desta tese, delineados na Seção I.4.  Finalmente, a Seção I.5 relaciona de forma concisa 
os assuntos tratados pelos demais capítulos e comenta a notação empregada. 
 
 
I.2 Bancos de filtros híbridos 
O Teorema de Nyquist [1, pg. 18] estabelece que, para se recuperar um sinal 
contínuo a partir de suas amostras, a taxa de amostragem deve ter valor pelo menos duas 
vezes superior ao da maior freqüência de interesse do sinal.  Assim, a existência de 
sinais com larguras espectrais diferentes em um circuito pode ser convenientemente 
explorada empregando-se mais de uma taxa de amostragem.  Os sistemas que recorrem 
a esta estratégia são denominados multitaxas [1] e, dentre eles, destacam-se os bancos 
de filtros, para os quais existem diversas configurações [1].  
De interesse para este trabalho são os bancos de filtros uniformes e maximamente 
decimados, cujo esquema é mostrado na Fig. I.1 da página seguinte.  Nestas estruturas 
paralelas, cada um dos M canais é constituído de filtros de análise, ( )H zk , e de síntese, 
( )F zk , 1,,0 −= Mk … , além de um compressor e um expansor de taxa de amostragem, 
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representados respectivamente pelos símbolos ↓M e ↑M, como na Fig. I.1.  Nos 
bancos de filtros uniformes, a seqüência de entrada, ( )⋅x , tem seu espectro particionado 
pelos filtros de análise, ( )H zk , 1,,0 −= Mk … , em M sub-bandas contíguas e de 
mesma largura, de modo que nenhuma componente espectral seja excluída.  As 
seqüências associadas a estas sub-bandas são em seguida entregues aos compressores de 
taxa de amostragem, ↓M, cuja ação no domínio do tempo consiste em preservar as 
amostras de índice múltiplo de M e suprimir as demais.  De fato, o banco de filtros 
uniforme é classificado como maximamente decimado (ou criticamente amostrado) 
quando o fator M é igual ao número de canais.  A reconstrução da seqüência de entrada 
começa com a restauração do valor original da taxa de amostragem, feita pelos 
expansores de taxa de amostragem, ↑M.  Eles inserem 1−M  amostras nulas entre cada 
par de amostras das seqüências que lhes são entregues.  Finalmente, as seqüências 
resultantes são combinadas pelos filtros de síntese, ( )F zk , 1,,0 −= Mk … , para gerar a 
saída, ( )⋅y .   
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⊕
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Figura I.1 – Banco de filtros uniforme maximamente decimado de M canais 
na forma direta.  
 
 
Em que pese a ação dos compressores de taxa de amostragem, ↓M, impedir o 
crescimento da quantidade de amostras proporcionalmente com o número de canais, o 
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banco de filtros na forma direta (Fig. I.1) é bastante ineficiente.  Isto porque, com os 
compressores posicionados como na Fig. I.1, apenas uma a cada M amostras fornecidas 
pelos filtros de análise é mantida, sendo as demais suprimidas.  Desta forma, uma 
parcela apreciável do esforço de processamento realizado por aqueles filtros é 
simplesmente desperdiçada.  Além disto, na etapa de reconstrução, para cada grupo de 
M amostras, os filtros de síntese são obrigados a tratar 1−M  nulas, as quais não 
carregam qualquer informação, exceto efetivar a elevação da taxa de amostragem.   
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Figura I.2 – Banco de filtros uniforme maximamente decimado de M canais 
na forma polifásica.  
 
 
A aplicação das identidades nobres [2, pg. 100] ao sistema da Fig. I.1 leva à forma 
polifásica [2, pg. 309], [3, pg. 120] dos bancos de filtros uniformes e maximamente 
decimados, esquematizada na Fig. I.2.  Nesta estrutura, as filtragens são executadas na 
taxa de amostragem mais baixa pelas componentes polifásicas dos filtros de análise e de 
síntese, reunidas, respectivamente, nas matrizes ( )zpH  e ( )zpF .  Por conseguinte, o 
processamento efetuado por ( )zpH  é integralmente aproveitado por ( )zpF  e envolve 
apenas amostras significativas. 
Os bancos de filtros, quer na forma direta, quer na polifásica, introduzem 
distorções de fase, amplitude e sobreposição espectral (aliasing) [2, pg. 103], 
decorrentes da ação dos compressores e expansores de taxa de amostragem e do fato de 
os filtros não serem ideais.  Suprimidas estas distorções, a seqüência de saída, ( )⋅y , é 
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uma réplica exata da de entrada, ( )⋅x , exceto por um atraso necessário a um sistema 
causal.  Diz-se então que há reconstrução perfeita.  Na busca desta condição, consegue-
se suprimir a distorção de fase empregando-se apenas filtros FIR.  Quanto às distorções 
restantes de amplitude e sobreposição espectral, elas são eliminadas ou ao menos 
atenuadas mediante escolha dos coeficientes dos filtros segundo métodos de projeto 
adequados.   
Surgem daí os bancos FIR de 2 canais CQF (conjugate quadrature filter) [4] e 
QMF (quadrature mirror filter) [1, pg. 378], [5], e os de M canais DCT (discrete cosine 
transform) [2, pg. 301] e NPR (near-perfect reconstruction) [2, pg. 305].  Enquanto os 
bancos CQF e DCT apresentam reconstrução perfeita, verifica-se que nos QMF 
permanece alguma distorção de amplitude e nos NPR a sobreposição espectral não é 
totalmente eliminada.  Em todos estes sistemas, os coeficientes são gerados a partir da 
resposta ao impulso de um único filtro, chamado protótipo.  Dentre os bancos 
supracitados, apenas os CQF utilizam protótipos não simétricos.  Ainda assim, estes 
bancos têm fase linear. 
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Figura I.3 – Aplicação genérica de bancos de filtros (forma direta).  
 
 
O processamento adicional que caracteriza uma dada aplicação do banco de filtros 
geralmente incide sobre as seqüências com taxa de amostragem reduzida, como 
indicado na Fig. I.3 para a forma direta.  Assim, embora constitua uma solução 
atualmente mais onerosa e complexa, o banco de filtros uniforme, graças ao seu 
paralelismo e ao emprego de técnicas multitaxas, consegue teoricamente tratar 
seqüências com taxa de amostragem M vezes superior à máxima admissível para cada 
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um dos processadores representados na Fig. I.3.  Adicionalmente, os processadores de 
melhor desempenho, geralmente mais custosos, podem ser convenientemente alocados 
nos canais que recebem as parcelas mais significativas da energia do sinal de entrada.   
Tais vantagens abrem aos bancos de filtros a perspectiva de serem soluções 
particularmente atraentes para conversão A/D e D/A, apesar da maior complexidade de 
projeto e implementação.  Isto porque, ao proporcionar um intervalo de tempo maior 
para a escolha dos dígitos da palavra binária, o banco de filtros acaba promovendo a 
difícil conciliação entre alta velocidade e alta resolução de conversão.  Particularmente, 
para conversão A/D e D/A, o banco de filtros tem a vantagem adicional, não encontrada 
em seu concorrente mais próximo, o conversor de intercalação temporal (time-
interleaved), de atenuar os efeitos das inevitáveis diferenças existentes entre as 
características de quantização dos conversores de cada canal, imperfeições estas que 
limitam seriamente a resolução da conversão [6].  É razoável supor que esta vantagem 
dos bancos de filtros não se restrinja à conversão A/D e se verifique em qualquer 
aplicação em que se possa linearizar as funções características dos processadores. 
É do emprego dos bancos de filtros uniformes e maximamente decimados em 
conversão A/D e D/A que surgem os bancos de filtros híbridos, nos quais, como o 
próprio nome sugere, convivem sinais analógicos e digitais.  Nos bancos de filtros 
híbridos A/D, os filtros de análise são analógicos e os de síntese digitais, enquanto que, 
nos bancos de filtros híbridos D/A, ocorre o recíproco.  Em ambos os casos, os bancos 
híbridos são classificados como contínuos ou discretos, conforme os filtros analógicos 
sejam contínuos ou discretos no domínio do tempo.  Nestes últimos, os circuitos podem 
ser, por exemplo, a CCD (charge-coupled devices), a corrente chaveada, ou a 
capacitores chaveados [7].  Observa-se que os bancos de filtros híbridos discretos A/D 
requerem sinais de entrada já discretizados. 
Um dos grandes desafios da construção de bancos de filtros híbridos práticos 
reside na compensação dos erros dos componentes usados para implementar os 
coeficientes analógicos.  Tais erros decorrem de limitações tecnológicas inerentes ao 
processo de fabricação do circuito e de as características de resistores, capacitores e 
amplificadores serem inexatas e sensíveis a fatores como tempo e temperatura.  
Elementos espúrios armazenadores de energia (capacitâncias parasitas) também 
contribuem para reduzir a velocidade de processamento. 
Apesar destas dificuldades, persiste o interesse pelos bancos de filtros híbridos, 
estimulado pelas perspectivas de que estas estruturas atendam a demandas, ainda não 
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plenamente satisfeitas, por conversores A/D e D/A de elevado desempenho, sistemas 
estes que possuem um vasto campo de aplicações.  Uma lista incompleta inclui 
modems; equipamentos de teste e medição, como osciloscópios, analisadores de 
espectro e de sinais; sistemas de imagem para medicina; sistemas de radar e sistemas de 
comunicação, com destaque para televisão digital e telefonia móvel, ambas em franca 
expansão em escala mundial [7].  
 
 
I.3 Estado da arte 
Desde que os bancos de filtros uniformes e maximamente decimados surgiram, na 
década de 1970, um notável e continuado esforço tem sido empreendido no sentido de 
se aprofundar o conhecimento teórico e prático sobre estes sistemas e de se descobrir 
novos métodos de projeto visando a reconstrução perfeita [1], [2], [3].   
Até onde se sabe, a aplicação dos bancos de filtros uniformes e maximamente 
decimados à conversão A/D, da qual se originam os bancos de filtros híbridos, foi 
inicialmente proposta em [6].  Demonstra-se em [6] que os próprios filtros da estrutura 
se encarregam de atenuar a distorção de sobreposição espectral decorrente do 
descasamento entre os subconversores, vantagem esta não encontrada nos conversores 
de intercalação temporal, como já dito.  O sistema estudado em [6] é um banco de filtros 
QMF híbrido discreto, no qual as distorções de fase e de sobreposição espectral são 
eliminadas, mas permanece a de amplitude.  Contudo, não há, ao menos em teoria, 
restrições, ao uso de outros tipos de bancos, como CQF ou DCT, com os quais se 
garante a reconstrução perfeita.   
A estrutura utilizada em [6] demanda, porém, a prévia amostragem do sinal de 
entrada.  Visando contornar esta exigência, propõe-se em [7] transformar em contínuos 
os próprios filtros discretos obtidos pelas técnicas convencionais de projeto de bancos 
de filtros.  Para isto, desenvolve-se um mapeamento linear das freqüências discretas em 
contínuas, denominado z-s.  Os erros decorrentes desta transformação são minimizados 
alterando-se adequadamente os coeficientes dos filtros de síntese digitais.  Em [7] foram 
também encontrados filtros de análise analógicos discretos por intermédio da fatoração 
sem perdas (lossless factorization).  
Em vez de partir do domínio z (discreto), como em [7], sugere-se em [8] uma 
técnica, restrita a bancos híbridos de 2 canais, que permite encontrar os filtros de análise 
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contínuos diretamente no domínio s (contínuo).  Nela, são inicialmente estipuladas as 
funções de transferência dos filtros passa-altas e passa-baixas de análise.  Exige-se que 
ambas tenham o mesmo denominador, sendo que, para o filtro passa-baixas, o 
numerador deve ter ordem par e, para o passa-altas, ordem ímpar.  Quanto ao cálculo 
dos filtros de síntese discretos, ele é desmembrado em duas etapas.  Na primeira, 
encontra-se um filtro FIR de fase não-linear, idêntico para ambos os canais, ao qual 
cabe minimizar a distorção de fase do sistema.  Em seguida, buscam-se os filtros passa-
altas e passa-baixas que reduzem as distorções restantes de amplitude e sobreposição 
espectral do sistema.  Com esta estratégia, consegue-se tratar separadamente os erros de 
fase e amplitude. 
Os métodos de projeto propostos em [7] e [8] não resultam em sistemas com 
reconstrução perfeita, pois violam as relações que devem vigorar entre os filtros para se 
atingir esta condição.  Mesmo assim, as distorções daí advindas podem não ser tão 
significativas quanto as causadas pelas imperfeições encontradas no sistema 
implementado.  Relata-se em [7] que os bancos híbridos contínuos admitem alta 
velocidade de conversão A/D, da ordem de centenas de megahertz, e alta resolução (de 
8 a 16 dígitos binários).  Já nos bancos híbridos discretos, para os quais a reconstrução 
perfeita é teoricamente possível, a velocidade de conversão fica restrita à casa das 
dezenas de megahertz, enquanto a resolução é limitada a 12 dígitos binários, quando os 
filtros analógicos discretos são implementados com CCD.  Se forem empregados 
circuitos a capacitores chaveados, a velocidade de processamento do banco de filtros 
não passa das dezenas de megahertz, além de haver ruído de chaveamento, que deteriora 
a relação sinal-ruído e, por conseguinte, a resolução do conversor.  Estes dados expõem 
a extrema dependência do desempenho dos bancos de filtros híbridos quanto a questões 
de ordem prática, mormente a sensibilidade aos erros dos coeficientes.   
As primeiras investigações publicadas a abordar este assunto enfocavam os efeitos 
da quantização em bancos de filtros cujos coeficientes são todos digitais e submetidos à 
mesma operação de quantização.  Sob estas importantes restrições, foram estudados os 
bancos uniformes e maximamente decimados construídos a partir do encadeamento das 
estruturas elementares treliça (lattice) [3, pg. 302] e diádica (diadic-based) [3, pg. 732].  
Elas derivam da fatoração apropriada das matrizes que representam os bancos de análise 
e de síntese.  Demonstrou-se em [9] que, nas estruturas de 2 canais na forma treliça, a 
reconstrução perfeita não é comprometida pela quantização dos coeficientes.  Mais 
tarde, verificou-se em [10] que isto também ocorre nos bancos de M canais na forma 
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diádica.  Estes resultados, ambos repetidos em [3], não são válidos para os bancos de 
filtros na forma direta e decorrem de as estruturas elementares treliça e diádica ainda 
resultarem em matrizes de análise e de síntese paraunitárias [2, pg. 144], ao terem seus 
elementos quantizados.  
Em [11] são considerados, nos bancos de filtros totalmente digitais de 2 canais, os 
efeitos da aritmética de ponto-fixo ao se representar os coeficientes da estrutura com 
palavras binárias de comprimentos diferentes.  São estabelecidas as condições que os 
fatores de escala, usados para preservar a faixa dinâmica, e os comprimentos das 
palavras binárias devem atender para supressão da sobreposição espectral.  Além da 
quantização dos coeficientes, outra importante fonte de erro em aritmética de ponto-
fixo, o arredondamento dos resultados das operações aritméticas, também é abordada.  
A investigação descrita em [11] foi utilizada na implementação da transformada de 
ondaletas (wavelets) simétrica em um circuito digital com palavras variando entre 8 e 16 
dígitos binários.   
Pelo que se conhece da literatura, o estudo estatístico do desempenho de bancos 
de filtros discretos com coeficientes submetidos a erros aleatórios foi apresentado pela 
primeira vez somente em 1996 [12] e em artigo subseqüente [13].  Estes trabalhos 
abordam bancos de filtros uniformes e maximamente decimados tanto totalmente 
analógicos quanto híbridos (A/D e D/A) com coeficientes digitais em ponto-fixo e em 
ponto-flutuante.  Ainda assim, são investigações que apresentam as importantes 
limitações de se restringirem a bancos CQF e QMF de 2 e de 4 canais (estes últimos 
baseados na estrutura em árvore [1, pg. 376]) e de serem válidas apenas para processos 
estocásticos de entrada ruído branco.  Também, não se apresenta, quer em [12], quer em 
[13], uma análise teórica que sustente seus resultados empíricos.   
Seguindo-se a metodologia repetida no Cap. IV, são obtidos em [12] diversos 
histogramas de relação sinal-ruído por meio de simulações computacionais.  Estes 
histogramas revelam que bancos de filtros puramente analógicos construídos a partir de 
filtros protótipos de variados comprimentos apresentam, surpreendentemente, valores 
médios de relação sinal-ruído praticamente idênticos.  Comportamento similar também 
se verifica para os bancos híbridos em ponto-flutuante.   
Estes resultados, para os quais não se fornecem explicações nem em [12] e nem 
em [13], e dos quais não se conhece menção anterior, contrariam as expectativas, pois 
era de se esperar que bancos de filtros com uma maior quantidade de coeficientes 
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fossem mais sensíveis aos erros, inclusive por causa das rigorosas condições necessárias 
ao atendimento da reconstrução perfeita.  
A descrição acima do estado da arte mostra que duas importantes facetas do 
problema da sensibilidade dos bancos de filtros aos erros nos coeficientes têm merecido 
atenção: a representada por [7] e [8], que busca soluções para atenuar e, se possível, 
eliminar os efeitos daquelas imperfeições; e a que visa aprofundar o conhecimento 
teórico da questão, na qual se enquadram [9], [10], [12] e [13].  Nesta última, porém, 
persistem restrições importantes.  Tanto os resultados de [9] e [10] quanto os de [11] 
pressupõem bancos de filtros puramente digitais.  Mesmo [12] e [13], os quais abordam 
filtros analógicos, consideram apenas bancos CQF e QMF, de 2 e 4 canais, excitados 
somente por ruído branco.  São desconhecidos, até o momento de elaboração desta tese, 
estudos mais aprofundados e abrangentes sobre o desempenho dos bancos de filtros 
uniformes e maximamente decimados na presença de erros em seus coeficientes.  
Tampouco são conhecidas expressões matemáticas que permitam estimar este 
desempenho.   
Quanto à capacidade dos dispositivos atualmente disponíveis no mercado, vale 
dizer que em dezembro de 2002 foi lançado um conversor A/D de 12 dígitos binários e 
400 MAPS (mega amostras por segundo) [14].  Sua estrutura, embora baseada no 
conversor de intercalação temporal, utiliza filtros na etapa de reconstrução a fim de 
reduzir os efeitos decorrentes do descasamento entre os subconversores.   
 
 
I.4 Objetivos da tese 
Diante da variedade de condições testadas em [12], sustenta-se aqui a tese de que 
seus resultados inesperados não são casuais, mas sim determináveis por relações 
envolvendo os coeficientes obtidos na fase de projeto dos bancos de filtros e parâmetros 
dos erros a eles impostos.  Esta proposição é fundamentada pela evidência de que as 
relações sinal-ruído dos vários bancos de filtros analógicos investigados, apesar de 
terem valores tão díspares, convergem na média para as proximidades de um mesmo 
ponto, quando são introduzidos erros com mesmo desvio padrão.   
Este trabalho tem como objetivo averiguar a tese acima por intermédio de uma 
análise teórica do desempenho dos bancos de filtros FIR uniformes e maximamente 
decimados de M canais, sujeitos a erros em seus coeficientes.  Especificamente, propõe-
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se investigar as propriedades estatísticas da variável aleatória relação sinal-ruído, 
estimando-se sua função densidade de probabilidade e obtendo-se expressões para o 
cálculo da média e da variância.  A correção deste desenvolvimento teórico é avaliada 
por simulações computacionais similares às descritas em [12].  Embora tenha sido dada 
ênfase aos bancos híbridos A/D nas seções anteriores, consideram-se também os bancos 
puramente analógicos e os puramente digitais.  Admitem-se como entrada os processos 
estocásticos ruído branco, AR (auto-regressivos), MA (média-móvel) e ARMA (auto-
regressivos de média-móvel), todos estacionários e de média zero.  Os efeitos da 
aritmética de ponto-fixo não são investigados neste trabalho.  
Como aplicação adicional para a expressão da média teórica da relação sinal-
ruído, propõe-se empregá-la no projeto de filtros protótipos.  Esta metodologia se 
distingue das demais por considerar o desempenho médio dos bancos de filtros na 
presença de erros nos coeficientes, em vez de enfocar a reconstrução perfeita. 
A descrição do estado da arte atesta que as metas acima propostas são originais e 
inovadoras.  Destaca-se ainda a importância própria do tema, dadas as perspectivas de 
aplicação dos bancos de filtros em diversas áreas.  Cabe dizer que resultados desta tese 
foram aceitos em congressos internacionais [15], [16]. 
 
 
I.5 Estrutura da tese 
O Cap. II apresenta os aspectos da teoria de bancos de filtros relevantes para este 
trabalho.  As relações entre os coeficientes dos bancos CQF, QMF, DCT e NPR são 
repetidas no Apêndice A e algumas asserções feitas naquele capítulo são demonstradas 
no Apêndice B.  Os bancos de filtros submetidos a erros nos coeficientes são tratados 
como sistemas aleatórios no Cap. III e lá é feita a análise teórica da variável aleatória 
relação sinal-ruído, sendo estimada sua função densidade de probabilidade e obtidas as 
expressões da média e da variância.  Por ser demasiadamente extensa, a dedução da 
fórmula da variância é apresentada sucintamente no Apêndice C.  O Cap. IV descreve as 
simulações computacionais e confronta seus resultados com os obtidos a partir das 
expressões teóricas.  Informações sobre os filtros protótipos utilizados nestas 
simulações constam também no Apêndice A.  Ainda no Cap. IV, é apresentado um 
estudo de caso com sinal de áudio e é delineado o novo método de projeto proposto.  
São também listados os coeficientes do filtro protótipo obtido como exemplo.  
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Finalmente, as conclusões deste tese e as propostas de trabalhos futuros seguem no 
Cap. V. 
Antes de encerrar este capítulo, cabem alguns comentários sobre a notação 
adotada.  As variáveis deterministas são representadas por letras minúsculas em itálico 
(k, por exemplo), ao passo que as funções no domínio da freqüência aparecem em letras 
maiúsculas, também em itálico.  Quanto às variáveis aleatórias, elas são denotadas por 
letras em negrito, todas minúsculas, exceto RSR e suas assemelhadas, como forma de 
destacar a relação sinal-ruído.  Os vetores também são representados por letras 
minúsculas em negrito, mas a distinção entre eles e as variáveis aleatórias é claramente 
estabelecida pelo contexto.  Para as matrizes nos domínios do tempo e da freqüência são 
reservadas as letras em negrito maiúsculas.  As seqüências e os processos estocásticos 
são indicados por ( )⋅ , enquanto que uma amostra ou variável aleatória específica é 
referenciada como ( )n , por exemplo.  Estas convenções seguem em grande parte as 
tendências ditadas pela literatura.  O Glossário, na parte preliminar desta tese, lista os 
principais símbolos utilizados e apresenta seus significados. 
Os termos técnicos em língua estrangeira são usados apenas no momento de se 
apresentar suas traduções para o português.  Mantêm-se, porém, certas siglas já 
consagradas, para não prejudicar a compreensão do texto.  Chama-se atenção para o 
termo aliasing.  Uma rápida pesquisa na internet mostra que ele tem sido amplamente 
utilizado tanto no Brasil quanto em outros países de língua portuguesa, sendo também 
encontradas, com menor freqüência, traduções como: alisamento, mascaramento, 
pseudonímia, serrilhado e sobreposição espectral.  Na falta de uma definição sobre a 
questão, adota-se neste trabalho a expressão sobreposição espectral como tradução para 
spectral aliasing.  O termo serrilhado tem sido usado em computação gráfica e áreas 
afins para descrever os efeitos, decorrentes da baixa taxa de amostragem, sobre as 
imagens.  
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CAPÍTULO II - ANÁLISE MATEMÁTICA DE 
BANCOS DE FILTROS 
II.1 Introdução 
Complementando a apresentação funcional iniciada no Cap. I, o Cap. II traz uma 
revisão matemática dos bancos de filtros FIR.  A partir das relações entrada-saída 
(Seção II.2) são estabelecidas as condições necessárias à reconstrução perfeita e chega-
se a representações matriciais tanto para a forma direta quanto para a polifásica 
(Seção II.3) daqueles sistemas.  Elas são utilizadas na Seção II.3.1 para obtenção de 
expressões no domínio do tempo que descrevem de forma exata o comportamento dos 
bancos de filtros sujeitos a distorções.  Verifica-se que estas expressões são reais, apesar 
de a sobreposição espectral se manifestar no domínio do tempo por meio de 
exponenciais complexas.  
 
 
II.2 Bancos de filtros na forma direta 
Demonstra-se que em um banco de filtros FIR de M canais uniforme e 
maximamente decimado na forma direta, como o esquematizado na Fig. II.1 da página 
seguinte, a transformada z da seqüência de saída, ( )zY , é dada por [2, pg. 305], 
[3, pg. 225] 
 
 ( ) ( ) ( )( ) ( ) ( )( ),1 1
0
1
0
∑∑ −
=
−
=
==
M
s
s
s
M
s
s
s WzXzAWzXzAMM
zY  (II.1) 
 
sendo MjeW π−= 2  e  
 
 ( ) ( ) ( )( ).1
0
∑−
=
=
M
k
k
s
ks zFWzHzA  (II.2) 
 
Na Eq. (II.2), ( )H zk  e ( )F zk  designam, respectivamente, as funções de transferência 
dos filtros de análise e de síntese do canal k, conforme indicado na Fig. II.1.  Eles são 
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gerados, nos métodos de projeto CQF, QMF, DCT e NPR, a partir de um único filtro, 
denominado protótipo, segundo regras apropriadas [2], repetidas no Apêndice A.  Para a 
apresentação que se segue, é mais conveniente cancelar o fator M1  na Eq. (II.1) 
mediante multiplicação por M, como mostrado.  Na literatura este cancelamento é 
usualmente feito utilizando-se os filtros de síntese multiplicados por M (ver 
Apêndice A).  
 
 
 
( )zH0  
( )zHM 1−
( )zH1  
( )zHk  
( )nx
M↓
M↓
M↓
M↓  
M↑
M↑
M↑
M↑
( )zFM 1−  
( )zF1  
( )zFk  
( )zF0  
BANCO DE FILTROS 
DE ANÁLISE 
BANCO DE FILTROS 
DE SÍNTESE 
⊕
 
( )ny
 
Figura II.1 – Banco de filtros uniforme e maximamente decimado na forma direta. 
 
 
A aplicação do operador transformada z inversa, {}⋅−1Z , à Eq. (II.1) mostra que a 
seqüência de saída, ( )⋅y , relaciona-se com a de entrada, ( )⋅x , segundo 
 
 ( ) ( ){ } ( ) ( ) ( )( ),1
0
1
0
21 ∑ ∑−
=
−
=
−π−
−==
M
s
C
v
Mvnsj
s vnxevazYny Z  (II.3) 
 
em um banco de filtros causal.  As seqüências ( )⋅sa , 1,,0 −= Ms … , da Eq. (II.3) são 
encontradas a partir da Eq. (II.2) mediante 
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Na Eq. (II.4), ( )⋅kh  e ( )f k ⋅  representam, respectivamente, as respostas ao impulso dos 
filtros de análise, ( )H zk , e de síntese, ( )F zk , do canal k.  Elas são todas de comprimento 
N, igual ao do filtro protótipo FIR usado para gerá-las, de modo que ( )⋅sa  tem 
12 −= NC  amostras, qualquer que seja s, como se infere da Eq. (II.4).  Apesar das 
exponenciais complexas nas Eq. (II.3) e (II.4), demonstra-se na Seção B.2 do 
Apêndice B que a seqüência de saída, ( )⋅y  é real, contanto que a de entrada, ( )x ⋅ , 
também o seja, independente do número de canais, M.  De fato, aquelas exponenciais 
refletem, no domínio do tempo, a distorção de sobreposição espectral e tornam o 
sistema periodicamente variante no tempo, conforme Seção B.3 (Apêndice B).  
Fazendo-se 0=s  na Eq. (II.2), encontra-se a função ( )A z0 , responsável pelas 
distorções de amplitude e fase do sistema, como indica a Eq. (II.1).  As demais funções 
( )zAs , 1,,1 −= Ms … , provêm da ação dos compressores, ↓M, e expansores, ↑M, de 
taxa de amostragem.  Elas transmitem as versões moduladas do espectro de entrada, 
( )sWzX , 1,,1 −= Ms … , para a saída do banco de filtros, provocando a distorção de 
sobreposição espectral.  Por conseguinte, a reconstrução perfeita é alcançada ao se 
suprimir as ( )zAs , 1,,1 −= Ms … , e forçar ( )A z0  a ter fase linear e amplitude unitária, 
mediante escolha adequada dos coeficientes dos filtros.  Para facilitar esta tarefa, 
recorre-se à representação matricial das equações do banco de filtros.  
Com as funções ( )zAs , 1,,0 −= Ms … , reunidas no vetor coluna ( )zA , 1×M , 
tem-se que, em virtude da Eq. (II.2) [3, pg. 228], 
 
 
( ) ( ) ( ) ( )[ ]
( ) ( ),
10
zz
zAzAzAz
T
W
T
Ms
FH
A
=
=
−
""
 (II.5) 
 
indicando o sobrescrito T a operação de transposição matricial.  Na Eq. (II.5), ( )HW z  é a 
matriz MM ×  de modulação do banco de análise [2, pg. 310], 
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z
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""
H  (II.6) 
 
enquanto ( )zF  é o vetor coluna 1×M  de síntese [2, pg. 310], 
 
 
( ) ( ) ( ) ( )[ ] .10 TMk zFzFzFz −= ""F  (II.7) 
 
Embora a matriz ( )HW z  (Eq. (II.6)) e o vetor ( )zF  (Eq. (II.7)) descrevam 
completamente a ação, no domínio da freqüência, de um banco de filtros uniforme 
maximamente decimado, introduz-se a matriz modulação de síntese ( )zWF  [2, pg. 311], 
MM × , composta pelas translações espectrais de ( )zF , ou seja, 
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F  (II.8) 
 
Graças a este artifício, a reconstrução perfeita é alcançada se [2, pg. 311] 
 
 ( ) ( ) ( ) ( ) ( ) ( ) ( )( ),,,,,diag 1111 −−−−−−−= NMNsNWW WzWzzzz ……HF  (II.9) 
 
pois então o sistema é um atrasador ideal de 1−N  amostras.  A notação ( )⋅diag , usada 
na Eq. (II.9), designa a matriz diagonal.  Diante da Eq. (II.9), a reconstrução perfeita 
reduz-se a um problema de inversão matricial. 
Nos bancos de filtros biortogonais [2, pg. 311], os filtros de síntese são obtidos a 
partir da Eq. (II.9) mediante  
 
 ( ) ( ) ( ) ( ) ( ) ( ) ( )( ),,,,,diag 11111 −−−−−−−−= NMNsNWW WzWzzzz ……HF  (II.10) 
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contanto que a inversa de ( )zWH  exista.  Uma solução mais fácil e elegante que a 
proporcionada pela Eq. (II.10) é encontrada notando-se que, se ( )zWH  é paraunitária 
[2, pg. 144], então ( ) ( )11 −− = zz TWW HH .  Logo, em virtude da Eq. (II.9), 
 
 ( ) ( ) ( ) ( ) ( ) ( ) ( )( ).,,,,diag 11111 −−−−−−−−= NMNsNTWW WzWzzzz ……HF  (II.11) 
 
Os bancos de filtros que satisfazem a Eq. (II.11) são ortogonais [17, pg. 155] e seus 
filtros de síntese são escritos em função dos de análise, para 1,,0 −= Mk … , como 
[2, pg. 306] 
 
 ( ) ( ) ( ),11 −−−= zHzzF kNk  (II.12) 
 
ou, no domínio do tempo, por 
 
 ( ) ( ).1 nNhnf kk −−=  (II.13) 
 
São ortogonais os bancos CQF e DCT.  Embora não garantam reconstrução perfeita, os 
bancos NPR e QMF também atendem às Eq. (II.12) e (II.13).  No domínio do tempo, os 
bancos de filtros ortogonais de M canais satisfazem às chamadas condições de 
ortogonalidade ao deslocamento por M, segundo as quais [17, pg. 155] 
 
 ( ) ( )( ) ( ) ( ),1
0
mkkMmufuh
N
u
kk δ′−δ=−∑−
=
′
 (II.14) 
 
para 1,,0 −= Mk … , e ( )⋅δ  representando a seqüência impulso discreto.  Segundo a 
Eq. (II.14), nos bancos ortogonais, os filtros de análise e de síntese são correlacionados 
somente se pertencerem a um mesmo canal.  
No caso geral, quando então não se garante haver reconstrução perfeita, o produto 
entre as matrizes ( )HW z  e ( )FW z , apresentadas na Eq. (II.6) e (II.8), respectivamente, 
define a matriz MM ×   
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cujos elementos são as funções em z 
 
 ( ) ( ) ( )( ).1
0
,
∑−
=
=
M
k
s
k
r
kW WzHWzFzA sr  (II.16) 
 
A própria definição da transformada z permite rescrever as funções de transferência 
( )sk WzH , 1,,0 −= Ms … , e ( )rk WzF , 1,,0 −= Mr … , como 
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nas quais 1,,0 −= Mk …  e MjeW π−= 2 .  Ao se substituir as Eq. (II.17) na Eq. (II.16), 
verifica-se que os elementos ( )zA
srW ,
 da matriz ( )AW z  tais que rs ≥ , ou seja, situados 
na diagonal principal ou acima dela, são 
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 18
enquanto os abaixo da diagonal principal de ( )AW z , para os quais rs < , são 
encontrados por  
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Nas Eq. (II.18) e (II.19), {}⋅Z  é o operador transformada z e a seqüência ( )⋅sa  é dada 
pela Eq. (II.4). 
Com seus elementos especificados pelas Eq. (II.18) e (II.19), a matriz ( )AW z  
(Eq. (II.15)) assume a forma  
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Observa-se que os três tipos de distorções dos bancos de filtros se fazem presentes na 
matriz ( )AW z  (Eq. (II.20)).  Sua diagonal principal é composta pelas funções ( )rWzA0 , 
1,,0 −= Mr … , causadoras das distorções de amplitude e de fase, enquanto que nas 
demais diagonais aparecem exclusivamente modulações de ( )zAs , 1,,1 −= Ms … , 
responsáveis pela sobreposição espectral.  De acordo com a Eq. (II.20), se o banco de 
filtros for livre de sobreposição espectral, ( )AW z  será uma matriz diagonal e o sistema 
será invariante no tempo, havendo ou não distorções de fase e ou amplitude.  
 
 
 19
II.3 Bancos de filtros na forma polifásica 
As funções de transferência dos filtros de análise e de síntese do canal k, 
1,,0 −= Mk … , podem ser desmembradas segundo [2, pg. 307-309]  
 
 ( ) ( )( ),1
0
,∑−
=
−
=
M
M
kk zHzzH
A
A
A
 (II.21a) 
 ( ) ( ) ( )( ).1
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Nas Eq. (II.21), ( )zH k A,  e ( )zF k,A  são denominadas, respectivamente, componentes 
polifásicas de análise e de síntese de índice A, 1,,0 −= M…A .  Suas respostas ao 
impulso são as seqüências ( )⋅A,kh  e ( )⋅kf ,A , obtidas a partir de ( )⋅kh  e ( )f k ⋅  fazendo-se 
[2, pg. 307-309] 
 
 
( ) ( ){ } ( ),
,
1
,
AAA +== − MmhzHmh kkk Z  (II.22a) 
 
( ) ( ){ } ( ).1
,
1
,
AAA −−+== − MMmfzFmf kkk Z  (II.22b) 
 
As componentes polifásicas são funções passa-tudo, pois provêm da decimação por M 
dos filtros de análise e de síntese, como se infere das Eq. (II.21) e (II.22) [1, pg. 83].  
Atenta-se nas Eq. (II.22) para o uso da variável m como índice das amostras de 
seqüências com taxa de amostragem reduzida por M. 
Aplicando-se as identidades nobres [2, pg. 100] ao banco de filtros na forma direta 
da Fig. II.1 e valendo-se das Eq. (II.21), deriva-se a forma polifásica, cujo esquema é 
repetido na Fig. II.2 da página seguinte.  Como já dito, trata-se de uma estrutura mais 
eficiente que a da forma direta, apesar de ambas serem equivalentes, pois as operações 
de filtragem são efetuadas em uma taxa de amostragem M vezes inferior à da seqüência 
de entrada, ( )⋅x , pelas matrizes MM ×  polifásicas de análise [2, pg. 308] 
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e de síntese [2, pg. 309]  
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Cita-se em [2, pg. 311] que os bancos de filtros na forma polifásica podem ser 
classificados como ortogonais ou biortogonais, semelhantemente ao que ocorre na 
forma direta (Seção II.2).  
 
 
 
 
 
( )zpF
( )mx0  
( )mxM 1−  
( )mx1  
M↓
M↓
M↓
( )nx
( )myM 1−  
( )my0  
( )my1  
M↑
M↑
( )ny
1−z
1−z
1−z
1−z
1−z
1−z
CONVERSOR 
PARALELO/SÉRIE 
CONVERSOR 
SÉRIE/PARALELO 
( )zpH  
M↑
 
Figura II.2 – Banco de filtros uniforme e maximamente decimado na forma polifásica. 
 
 
Na Fig. II.2, ( )⋅Ax  e ( )⋅Ay  são as componentes polifásicas das seqüências de 
entrada, ( )x ⋅ , e de saída, ( )⋅y , tais que [2, pg. 307] 
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 ( ) ( ),AA −= Mmxmx  (II.25a) 
 ( ) ( )( ),1 AA −−+= MMmymy  (II.25b) 
 
para 1,,0 −= M…A .  A relação entre ( )⋅Ax  e ( )⋅Ay , qualquer que seja A, é estabelecida 
pela matriz de transmissão polifásica [2]  
 
 
( ) ( ) ( ){ },1 zzMm ppp HFA −= Z  (II.26) 
 
a qual aparece multiplicada por M para compensar a ausência deste fator na Eq. (II.2).  
Segue da Eq. (II.26) que, em um banco de filtros causal com reconstrução perfeita, 
( )⋅pA  é a matriz ( )( ) I1−MNz , MM × .  O atraso ( )( )1−MNz , observado entre ( )⋅Ay  e ( )⋅Ax , 
deve-se exclusivamente ao produto ( ) ( )zz pp HF , conforme Eq. (II.26), e é encontrado 
resolvendo-se a equação A+=− MmN 1  para 1−= MA , em virtude da Eq. (II.45) 
mostrada mais adiante.  Tanto na forma direta quanto na polifásica, a seqüência ( )⋅y  
sofre o mesmo atraso de 1−N  amostras em relação a ( )x ⋅ , se houver reconstrução 
perfeita.   
No que concerne ao banco de análise, as matrizes ( )HW z  e ( )zpH , das Eq. (II.6) e 
(II.23), obedecem a [2, pg. 310]  
 
 
( ) ( ) ( ),zzz HMpW CHH =  (II.27) 
 
sendo que ( )zHC  é a matriz MM ×  de transformação polifásica do banco de análise, 
tal que 
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Similarmente, para o banco de síntese, com ( )FW z  e ( )zpF  dadas pelas Eq. (II.8) e 
(II.24), respectivamente, vale a equação 
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( ) ( ) ( ),MpFW zzz FCF =  (II.29) 
 
na qual ( )CF z  é a matriz MM ×  de transformação polifásica do banco de síntese, dada 
por 
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II.3.1 Estudo da matriz de transmissão polifásica no domínio do tempo 
A fim de expressar os elementos de ( )⋅pA  (Eq. (II.26)) em termos das 
componentes polifásicas das seqüências ( )⋅sa , 1,,0 −= Ms … , inserem-se as Eq. (II.27) 
e (II.29) na Eq. (II.15), donde 
 
 
( ) ( ) ( ) ( ) ( ).zzzzz HMpMpFW CHFCA =  (II.31) 
 
Decorre da Eq. (II.31) que, no domínio do tempo, 
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M
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Z
Z
 (II.32) 
 
conforme Eq. (II.26).  Nota-se que, para a igualdade da Eq. (II.32) ser satisfeita, foi 
necessário aplicar sobre ( )⋅pA  o operador expansão de taxa de amostragem, ( )M↑ , 
pois as matrizes ( )zpH  e ( )Fp z  aparecem em função de Mz  [2, pg. 97]. 
O cálculo das matrizes inversas ( )zH1−C  e ( )zF1−C , requerido pela Eq. (II.32), pode 
ser efetuado observando-se inicialmente que, em virtude das Eq. (II.28) e (II.30),  
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pois 01
0
=∑ −
=
−
M
s
sW .  Conseqüentemente, ( )zD  na Eq. (II.33) é paraunitária, já que 
satisfaz à igualdade 
 
 ( ) ( ) ( ) ( ) .IDDDD == zzzz HH  (II.34) 
 
Na Eq. (II.34), I designa a matriz identidade, enquanto o sobrescrito H indica a 
transposição Hermitiana, ou seja, a transposição do complexo conjugado, de modo que 
( ) ( )1−= zz TH DD .  Ao se substituir a Eq. (II.33) na (II.34) e multiplicar o resultado por 
( )CF z−1 , pela esquerda, chega-se a 
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Para o cálculo de ( )CH z−1 , procedimento semelhante leva a 
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De posse das matrizes inversas ( )zF1−C  e ( )zH1−C , dadas pelas Eq. (II.35) e (II.36), 
a Eq. (II.32) é rescrita como 
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sendo que, na Eq. (II.37), 
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(II.38) 
 
para 1,,0 −= M…A  e 1,,0 −=λ M… .  Uma vez que 
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a Eq. (II.38) reduz-se a 
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Na Eq. (II.40), as amostras ( )A′+Mmas , para ( ) AA +λ−−=′ 1M , formam a 
componente polifásica ( )⋅
′A,sa  da seqüência ( )⋅sa , o que permite escrever  
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′λ =β
M
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Seja prosseguindo-se no desenvolvimento da Eq. (II.41), seja partindo-se da Eq. (II.26), 
verifica-se que as seqüências ( )⋅βλ A,  são dadas em função das componentes polifásicas 
dos filtros de análise, ( )⋅A,kh , e de síntese, ( )⋅λ kf , , por  
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Em decorrência das Eq. (II.37) e (II.41), ( )⋅pA  torna-se 
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( )( ).,,,,1diag 12 sMss WWW −= …W  (II.43b) 
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A Eq. (II.43) estabelece a relação procurada entre os elementos de ( )⋅pA  e as 
componentes polifásicas ( )⋅A,sa , 1,,0 −= M…A , das seqüências ( )⋅sa , 1,,0 −= Ms … , 
em um banco de filtros causal.  Por força da Eq. (II.37), todas as distorções presentes no 
sistema se fazem presentes em ( )⋅pA , a exemplo do que ocorre com a matriz ( )zWA  da 
Eq. (II.20).  
Segue da definição das componentes polifásicas que  
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De acordo com a Eq. (II.44), para todos os valores de s e A, as seqüências ( )⋅+Msa A, , as 
quais aparecem acima da diagonal principal de ( )⋅pA  (Eq. (II.43)), são versões 
adiantadas de uma amostra de ( )⋅A,sa , 2,,0 −= M…A .  Estas últimas são dispostas 
abaixo da diagonal principal de ( )⋅pA .  Quanto à própria diagonal principal, nela se 
encontram exclusivamente as componentes polifásicas ( )⋅
−1,Msa , 1,,0 −= Ms … , 
moduladas por Msjs eW AA π−= 2 , 1,,0 −= M…A .   
Em sistemas como os bancos de filtros, concebidos para serem, ou ao menos 
aproximarem, atrasadores ideais, a amostra central de ( )⋅0a , ( )10 −Na , se destaca.  Nos 
bancos CQF, QMF, DCT e NPR, as condições de projeto requerem N múltiplo inteiro 
de M, ou seja, MKN =  [2, pg. 301], e daí 
 
 
( )
.
111
M
KmMKNMm AA +−=⇒−=−=+  (II.45) 
 
Como m é um número inteiro, a Eq. (II.45) só é satisfeita se 1−= MA , donde 
( )10 −Na  pertence sempre à componente polifásica ( )⋅−1,0 Ma  e, portanto, é uma amostra 
restrita à diagonal principal de ( )⋅pA  (Eq. (II.43)).  Isto concorda com o fato de que, 
havendo reconstrução perfeita, ( )⋅pA  é a matriz identidade. 
Decorre da Fig. II.2 e da Eq. (II.43) que 
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Segundo a Eq. (II.46), não havendo reconstrução perfeita, uma dada componente 
polifásica de saída, ( )⋅λy , depende de todas as componentes polifásicas de entrada, 
( )⋅Ax , 1,,0 −= M…A .  Isto se deve tanto à distorção de amplitude, manifestada por 
( )⋅A,0a , quanto à sobreposição espectral, esta representada pelas seqüências ( )⋅A,sa , 
1,,1 −= Ms … .  Ao se utilizar a Eq. (II.42) para os elementos de ( )⋅pA , a Eq. (II.46) 
passa a ser 
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Segue então das Eq. (II.22) e (II.25) e do desenvolvimento das convoluções na 
Eq. (II.47) que 
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para ( ) MCV A−−= 1 , ( ) MNU A−−= 1  e  ⋅  designando o maior inteiro 
inferior ao argumento.  Com a mudança de variáveis ( ) λ+−−=+′ 1MvMv A  na 
Eq. (II.48), os somatórios em A e v′  se combinam em um único somatório em v e 
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sendo que, na Eq. (II.49), a seqüência ( ) ( )⋅α λ−−1M  é tal que 
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Definindo-se  
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a Eq. (II.50) assume a forma 
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Segundo a Eq. (II.51), ( ) ( )⋅λ−− kMf ,1~  é construída igualando-se a zero todas as amostras de 
( )⋅kf , para todo k, exceto as pertencentes à componente polifásica de índice λ .  
Uma formulação equivalente à Eq. (II.52) é conseguida invocando-se a 
propriedade comutativa da convolução na Eq. (II.50).  Disto resulta que 
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com ( ) ( )⋅λ−−1,~ Mkh  dada por 
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A Eq. (II.52) descreve um banco de filtros cuja etapa de análise está na forma 
direta e a de síntese na forma polifásica.  Tal arranjo relaciona a seqüência de entrada às 
componentes polifásicas da seqüência de saída.  A estrutura dual deste sistema é 
representada pela Eq. (II.53), na qual os filtros de análise aparecem na forma polifásica 
e os de síntese na direta.  Estas combinações peculiares surgem em razão de o banco de 
filtros com sobreposição espectral ser periodicamente variante no tempo, fato este que 
torna necessário analisar separadamente as componentes polifásicas de saída, se for 
tomada a Eq. (II.52), ou de entrada, caso se escolha a Eq. (II.53).  Ressalta-se que, por 
serem ambas provenientes da matriz ( )⋅pA  (Eq. (II.43)), as Eq. (II.52) e (II.53), ainda 
que aparentem estar desfalcadas de coeficientes, proporcionam uma descrição exata da 
relação entrada-saída e, portanto, contemplam os três tipos de distorção.  É para se 
poder chegar a esta importante conclusão que se optou pelo desenvolvimento descrito 
na Seção II.3.1, em vez de partir diretamente da Eq. (II.4).  Se houver reconstrução 
perfeita, o somatório em A na Eq. (II.47) desaparece e ambas as Eq. (II.52) e (II.53) se 
reduzem à convolução entre ( )⋅A,kh  e ( )⋅λ kf , , cujo resultado relaciona a componente 
polifásica de saída, ( )⋅λy , unicamente a ( )⋅Ax , com A=λ . 
 
 
II.4 Sumário 
Ao preço de uma certa redundância, decorrente do uso da matriz MM ×  ( )zWF  
no lugar de vetor coluna 1×M  ( )zF , o problema da reconstrução perfeita em bancos de 
filtros com M canais encontra soluções viáveis ao se adotar a representação matricial.  
Neste capítulo, ela é aproveitada para descrever o comportamento dos bancos de filtros 
nas formas direta e polifásica, sujeitos às distorções de fase, amplitude e sobreposição 
espectral.  Dentre elas, a de maior impacto sobre a investigação conduzida nesta tese é a 
sobreposição espectral, por tornar o sistema periodicamente variante no tempo 
[1, pg. 30].  Esta propriedade faz com que uma dada componente polifásica de saída 
apareça vinculada a todas as componentes polifásicas da seqüência de entrada.  Tal 
dependência é estabelecida com os filtros de análise postos na forma direta e os de 
síntese na polifásica, como indica a Eq. (II.52).  A estrutura dual deste arranjo é 
representada pela Eq. (II.53).  Tanto a Eq. (II.52) quanto a Eq. (II.53) fornecem 
descrições exatas dos bancos de filtros periodicamente variantes no tempo e são 
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expressões reais, a despeito de a sobreposição espectral redundar em exponenciais 
complexas no domínio do tempo.  Esta última característica facilita e, sobretudo, 
viabiliza a investigação sobre as estimativas das estatísticas da relação sinal-ruído, 
assunto do Cap. III. 
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CAPÍTULO III - RELAÇÃO SINAL-RUÍDO DE 
BANCOS DE FILTROS SUJEITOS A ERROS 
DE REALIZAÇÃO 
III.1 Introdução 
Os filtros de análise e de síntese são escolhidos na etapa de projeto de modo a 
garantir ou ao menos aproximar a reconstrução perfeita.  As amostras destes filtros, 
( )nhk  e ( )nfk , 1,,0 −= Nn …  e 1,,0 −= Mk … , são doravante denominadas 
coeficientes originais e suas versões encontradas no circuito constituem os coeficientes 
efetivos.  Devido a diversos fatores, verificam-se geralmente diferenças entre os 
coeficientes originais e os efetivos correspondentes, as quais são chamadas erros de 
realização. 
Este capítulo trata da análise teórica do desempenho dos bancos de filtros sujeitos 
a erros de realização.  Ao contrário dos coeficientes originais, os erros de realização 
estão associados a dispositivos físicos e, por isto, torna-se necessário distinguir entre o 
caso analógico e o digital.  O desenvolvimento referente aos bancos de filtros 
analógicos é apresentado na Seção III.3.  A partir dele são analisados, na Seção III.4, os 
bancos híbridos e os digitais.  Antes, porém, comentam-se na Seção III.2 os tipos de 
processos estocásticos de entrada empregados neste estudo.  
 
 
III.2 Processos estocásticos de entrada 
Independente de o banco de filtros ser analógico, híbrido ou digital, admite-se que 
ele é excitado pelo processo estacionário no sentido amplo (ESA) [18, pg. 298] ( )⋅x , 
cujas variáveis aleatórias, ( )nx , possuem média zero e variância 2xσ .  De acordo com 
[19, pg. 108], ( )⋅x  pode ser encarado como resultante da ação de um filtro gerador de 
processo, ( )⋅g , sobre o processo ruído branco [18, pg. 295] ( )⋅w , de sorte que 
 
 ( ) ( ) ( )( ).∑∞
−∞=
−=
v
vnvgn wx  (III.1) 
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Supõe-se que o processo ( )⋅w , de estado contínuo e discreto no tempo [18, pg. 285], 
seja complexo, ergódigo na variância [18, pg. 436], não-causal, ESA e que suas 
variáveis aleatórias, ( )nw , tenham média zero e variância 2wσ .  Sendo assim, com o 
operador esperança matemática designado por {}⋅E , tem-se ( ) ( ){ } ( )0E 2 δσ=∗ www nn , 
conforme [18, pg. 295].  Quanto ao filtro ( )⋅g , admite-se que seja linear, invariante no 
tempo, estável, não-causal, determinista e real. 
É o filtro ( )⋅g  que estabelece o grau de correlação entre as variáveis aleatórias de 
( )⋅x .  De acordo com a estrutura deste filtro, distinguem-se os modelos estocásticos 
lineares auto-regressivo (AR), média-móvel (MA) e auto-regressivo de média-móvel 
(ARMA) [19, pg. 108].  Em quaisquer destes casos, verifica-se a partir da Eq. (III.1) 
que a variância de ( )nx , 2xσ , é  
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ao se usar o asterisco para representar o complexo conjugado e ( )⋅δ  para o impulso 
discreto.  Além disto, na Eq. (III.2), a seqüência real ( )⋅gr ,  
 
 ( ) ( ) ( )( ) ,∑∞
−∞=
+=
u
g iugugir  (III.3) 
 
define a autocorrelação determinista de ( )⋅g  [20, pg. 65].  Em conformidade com 
[18, pg. 107, eq. (5.34)], 2xσ  foi igualada na Eq. (III.2) ao valor médio quadrático de 
( )⋅x , ( ) ( ){ }nn ∗xxE , pois ( ){ } 0E =nx .  Cabe ainda frisar que, fixados o processo ruído 
branco e o filtro gerador de processo, 2xσ  é determinista.  
Motivos que se farão evidentes mais adiante neste capítulo dispensam especificar 
os parâmetros da seqüência ( )⋅gr , apresentada na Eq. (III.3).  Salienta-se porém que, por 
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depender do posicionamento dos pólos e zeros do filtro gerador de processo, a 
seqüência ( )⋅gr , ou melhor, sua transformada z, controla a distribuição da energia do 
processo de entrada para os canais do banco de filtros e aí dois casos merecem destaque, 
por serem alvo das simulações apresentadas no Cap. IV.   
O primeiro é o modelo auto-regressivo de primeira ordem e nele o filtro gerador 
de processo possui apenas um pólo [19, pg. 109].  Mediante posicionamento adequado 
deste pólo, apenas os primeiros canais do banco de filtros recebem parcelas apreciáveis 
da energia de ( )⋅x .  A outra situação de interesse ocorre quando ( )⋅gr  é um impulso 
unitário discreto e equivale a posicionar o pólo do modelo auto-regressivo de primeira 
ordem na origem do plano z.  O processo de entrada, ( )⋅x , é então o próprio ruído 
branco, ( )⋅w , e sua energia é igualmente repartida entre todos os canais, por ser o banco 
de filtros uniforme.   
 
 
III.3 Bancos de filtros analógicos 
Nos filtros analógicos, os erros de realização são provocados por limitações 
tecnológicas inerentes ao processo de fabricação e também pelas condições de operação 
do circuito.  Como muitos dos fatores envolvidos são de natureza aleatória, soluções 
analíticas nem sempre são capazes de retratar de forma fiel e abrangente os erros de 
realização.  Em tais situações adota-se usualmente a modelagem estocástica [20, pg. 63] 
independente de o caráter aleatório das quantidades envolvidas ser verdadeiro ou 
aparente, isto é, proveniente de algum agente físico incógnito ou mesmo do 
desconhecimento de métodos de medição e de modelos mais exatos.   
Ao se optar por uma abordagem à luz da teoria de probabilidades, são atribuídas 
aos coeficientes efetivos analógicos as variáveis aleatórias contínuas ( )nkhˆ  e ( )nkfˆ , 
1,,0 −= Nn … , conforme pertençam a filtros de análise ou a de síntese.  Então, com as 
seqüências de variáveis aleatórias dos erros de realização denotadas por ( )⋅∆ kh  e 
( )⋅∆ kf , 1,,0 −= Mk … , têm-se, por definição,  
 
 
( ) ( ) ( ),ˆ nnhn kkk hh ∆+=  (III.4a) 
 
( ) ( ) ( ).ˆ nnfn kkk ff ∆+=  (III.4b) 
 34
Presume-se que nas Eq. (III.4) seja pouco provável a ocorrência de erros de 
realização maiores, em módulo, que os correspondentes coeficientes originais, com base 
na premissa de que o processo de fabricação do circuito visa reproduzir, o mais 
fielmente possível, os valores encontrados na etapa de projeto.  Esta condição é 
satisfatoriamente modelada admitindo-se haver entre os coeficientes originais, ( )nhk  e 
( )nfk , e os erros de realização a eles associados, ( )nkh∆  e ( )nkf∆ , uma 
proporcionalidade estabelecida pelas variáveis aleatórias ( )n
khε  e ( )nkfε , aqui 
denominadas fatores erro, de modo que 
 
 
( ) ( ) ( ),nhnn khk hε=∆h  (III.5a) 
 
( ) ( ) ( ),nfnn kfk hε=∆f  (III.5b) 
 
para 1,,0 −= Nn …  e 1,,0 −= Mk … .  Assim, contanto que os fatores erro tenham 
desvios padrões apropriados, as Eq. (III.5) asseguram que os erros de realização 
analógicos são, com grande probabilidade, inferiores em módulo aos respectivos 
coeficientes originais.  Admitida a validade das Eq. (III.5), todos os erros de realização 
analógicos acabam expressos em termos dos coeficientes originais do banco de filtros.  
Ressalta-se que outros modelos estocásticos para os erros de realização analógicos são 
citados na literatura, mas o descrito pelas Eq. (III.5) é tido como mais realista e daí ser o 
mais comumente empregado.  Uma revisão bibliográfica mais completa a respeito deste 
assunto pode ser encontrada em [21].   
Supõe-se que os fatores erro ( )n
khε , 1,,0 −= Mk …  e 1,,0 −= Nn … , são 
variáveis aleatórias reais, independentes e identicamente distribuídas (i.i.d.), de média 
zero e variância 2hσ , qualquer que seja o filtro de análise.  O mesmo vale para os fatores 
erro de síntese, ( )n
kfε , 1,,0 −= Mk …  e 1,,0 −= Nn … , salvo que eles possuem 
variância 2fσ .  Por terem média nula e serem independentes, os fatores erro são também 
não correlacionados, pertençam eles a um mesmo filtro ou a filtros diferentes.  Observa-
se que, na prática, é de se esperar que coeficientes implementados proximamente no 
circuito tenham erros de realização influenciados pelos mesmos agentes, o que confere 
um certo grau de correlação aos seus fatores erro.  Mesmo assim, a hipótese de 
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independência estatística entre eles é mantida para simplificar e viabilizar o 
desenvolvimento a seguir.  
 
 
III.3.1 Descrição matemática 
A descrição matemática no domínio do tempo de um banco de filtros analógico 
sujeito a erros de realização é prontamente estabelecida mediante substituição 
apropriada na Eq. (II.4) dos coeficientes originais pelos efetivos (Eq. (III.4)).  Obtêm-se 
assim, para 1,,0 −= Ms …  e 1,,0 −= Cv … , as variáveis aleatórias ( )vsaˆ , tais que 
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Adotam-se na Eq. (III.6) os vetores coluna 13×  [ ]T111=u  e ( )vuk ,e , 
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Esquematicamente, a segunda linha da Eq. (III.6) é representada pela Fig. III.1 da 
página seguinte, na qual fh,  designa um banco cujos filtros de análise são ( )hk ⋅  e os 
de síntese ( )⋅kf , para 1,,0 −= Mk … .  As notações f,h∆ , f∆,h  e fh ∆∆ ,  
obedecem a definições similares.  A Fig. III.1 mostra, portanto, quatro bancos de filtros 
em paralelo. 
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⊕
 
( )ny
fh ∆∆ ,
f∆h,
 
f,h∆
 
fh,
 
( )nx
 
Figura III.1 – Sistema equivalente de um banco de filtros analógico (A/A) com erros de 
realização nos coeficientes de análise e de síntese. 
 
Para 1,,0 −= Ms … , a seqüência causal ( )⋅saˆ  da Eq. (III.6) impõe o atraso 
aleatório ( )ωsL , geralmente não linear com a freqüência ω.  Respeitada a condição de 
que os erros de realização são suficientemente menores que seus respectivos 
coeficientes originais, a Eq. (III.6) permite escrever [20 pg. 255] 
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sendo 1−= NL  o atraso provocado exclusivamente pelos coeficientes originais do 
banco de filtros (conforme Seção II.2).  De fato, ao se trabalhar com o período de 
amostragem normalizado, a aproximação feita na Eq. (III.8) acaba sendo necessária pois 
assim o atraso é expresso por um número inteiro de amostras.   
 
 
III.3.2 Processo estocástico de saída 
Ao ser excitado por ( )⋅x , um banco de filtros representado no domínio do tempo 
pelas seqüências aleatórias ( )⋅saˆ  da Eq. (III.6) apresenta na saída o processo estocástico 
( )⋅y , cujas variáveis aleatórias são 
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Mesmo que os coeficientes originais sejam tais que o banco de filtros proporcione 
reconstrução perfeita (Cap. II), a Eq. (III.9) mostra que os erros de realização 
introduzem distorções de amplitude e fase, as quais impedem ( )⋅0aˆ  de ser um atrasador 
ideal.  Afora estas, surge também a distorção de sobreposição espectral, que se 
manifesta no domínio do tempo pelas exponenciais das Eq. (III.6) e (III.9).   
As variáveis aleatórias ( )ny  possuem média zero para todo n, já que ( ){ } 0E =nx .  
Além disto, ao se assumir o conhecimento dos fatores erro, procedimento denotado por 
ε , decorre da Eq. (III.9) que a seqüência de autocorrelação de ( )⋅y , ( )innR +,y , é 
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pois o termo ( ) ( ){ }vnvn ′−− ∗xxE  é calculado invocando-se a Eq. (III.2) da seguinte 
forma: 
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A Eq. (III.10) revela que, em um banco de filtros com sobreposição espectral, a 
seqüência ( ) ε21, nnRy  depende dos instantes particulares 1n  e 2n  em que é avaliada e 
não apenas da diferença, i, entre eles.  Nota-se ainda que os fatores de modulação, 
MjeW π−= 2 , tornam ( ) εinnR +,y  periódica em relação a n, já que 
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para 1,,0 −= M…A .  Uma vez que ( ){ } 0E =ny , a Eq. (III.12) é suficiente para 
classificar o processo estocástico complexo não-causal ( )⋅y  como ciclo-estacionário no 
sentido amplo (CESA) com período M [18, pg. 373].   
Ao se tomar apenas as variáveis aleatórias de ( )⋅y  nos instantes A+= Mmn , 
como sugere o lado esquerdo da Eq. (III.12), segue da Eq. (III.9) que  
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Na Eq. (III.13) foram introduzidas por conveniência as variáveis aleatórias ( )vAα , 
1,,0 −= Cv … , tais que  
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de acordo com as Eq. (III.6) e (III.7).  Graças à ausência do índice n, sucedido por A, a 
Eq. (III.14) é substancialmente simplificada notando-se que o somatório em s iguala-se 
a M, contanto que A+′= Mmu , para todo m′ , e se anula caso contrário.  Surge daí a 
seqüência ( )⋅kf ,~A , tal que 
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Ela se iguala à Eq. (II.51) ao se fazer λ−−= 1MA .  Substituindo-se a Eq. (III.15) na 
Eq. (III.14), ( )vAα  torna-se 
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A Eq. (III.16) mostra que ( )⋅Aα , para todo A, é na verdade um processo real, embora 
concebido a partir de uma expressão complexa, como é a Eq. (III.14).  Na ausência de 
erros de realização, a Eq. (III.16) reduz-se à Eq. (II.52), para λ−−= 1MA .  Sendo 
assim, infere-se da discussão conduzida na Seção II.3.1 que as seqüências ( )⋅Aα , 
1,,0 −= M…A , descrevem de forma exata a relação entre o processo de entrada e as 
componentes polifásicas do processo de saída.  Salienta-se que nenhum elemento do 
vetor ( )vuk ,e  é forçado a ser igual a zero, diferentemente do que ocorre com ( )⋅kf ,~A .   
De volta à Eq. (III.12), ao se fazer 0=i  verifica-se que as variáveis aleatórias 
( )A+Mmy , para A fixo e m inteiro qualquer, possuem todas a mesma variância ( )A2yσ , 
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conforme Eq. (III.11) e (III.13), para 1,,0 −= M…A .  A Eq. (III.17) fornece as M 
variâncias distintas ( )A2yσ , 1,,0 −= M…A , associadas ao processo CESA de saída, 
( )⋅y .  
 
 
III.3.3 Processo estocástico de distorções do sistema 
Concluída a análise dos processos estocásticos de entrada, ( )⋅x , e de saída, ( )⋅y , 
passa-se ao processo de distorções do sistema, ( )⋅d ,  
 
 ( ) ( ) ( ).Lnnn −−= xyd  (III.18) 
 
Como indica sua definição acima, o processo ( )⋅d  congrega todas as distorções 
presentes no banco de filtros, tanto devidas aos coeficientes originais eventualmente não 
permitirem a reconstrução perfeita, quanto advindas dos erros de realização.  Atenta-se 
que na Eq. (III.18) o atraso provocado pelo banco de filtros causal sujeito a erros de 
realização é aproximado por 1−= NL , conforme Eq. (III.8). 
Por depender de ( )⋅x  e de ( )⋅y , o processo discreto ( )⋅d  tem média zero e também 
é CESA de período M.  Daí, similarmente a ( )⋅y , haver M variâncias distintas 
associadas a ( )⋅d , dadas por 
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para 1,,0 −= M…A  e m um inteiro qualquer.  O segundo termo da Eq. (III.19) é a 
correlação cruzada entre ( )⋅x  e ( )⋅y , avaliada em L− .  Para ela encontra-se, recorrendo-
se à Eq. (III.13) com fatores erro conhecidos,  
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pois ( ) ( ){ } ( )LvrLv g −σ=−− ∗ 2E wxx AA , conforme Eq. (III.11).  De acordo com as 
Eq. (III.3) e (III.16), as seqüências ( )⋅gr  e ( )⋅Aα  são reais.  Logo, diante da Eq. (III.20), 
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De posse das Eq. (III.11), (III.17) e (III.21), a Eq. (III.19), referente à variância das 
variáveis aleatórias ( )A+Mmd , torna-se 
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para 1,,0 −= M…A  e fatores erro conhecidos. 
A análise completa do processo de distorções do sistema requer ainda o exame das 
versões deslocadas de ( )⋅d .  Para esta tarefa não se faz necessário considerar as infinitas 
possibilidades de deslocamento, mas apenas M, pois as variáveis aleatórias ( )nd  
possuem média zero e estatísticas de segunda ordem com periodicidade M.  Atrasando-
se aleatoriamente ( )⋅d , gera-se o processo 
 
 ( ) ( ),~ θ−= nn dd  (III.23) 
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o qual é estacionário no sentido amplo (ESA), segundo [18, pg. 374], contanto que a 
variável aleatória discreta θ  seja independente de ( )⋅d  e uniforme entre 0 e 1−M .  Por 
conseguinte, a seqüência de autocorrelação de ( )⋅d~ , ( )⋅d~R , fica determinada pela 
diferença i entre os instantes de observação, contrariamente ao que ocorre com a 
autocorrelação de ( )⋅d , denotada por ( )⋅dR .  Então, devido à Eq. (III.23),  
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em virtude do teorema da probabilidade total para variáveis aleatórias discretas 
[18, pg. 30] e de θ  ser independente de ( )⋅d .  Como ( )⋅dR  é uma seqüência periódica 
em n, tem-se ( ) ( )iRiMmMmR +=+θ−′+θ−′+ AAAA ,, dd  e assim a média 
aritmética da Eq. (III.24) equivale a 
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Segue das Eq. (III.22) e (III.25) que 2~dσ , a variância das variáveis aleatórias de 
( )⋅d~ , é 
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Sublinha-se que a Eq. (III.26), assumidos os fatores erro, fornece a energia total das 
distorções de um banco de filtros, provocadas pela ação tanto dos coeficientes originais 
quanto dos erros de realização aleatórios.  
 
 
III.3.4 Variável aleatória relação sinal-ruído 
O parâmetro adotado neste trabalho para avaliar o desempenho de bancos de 
filtros sujeitos a erros de realização é a relação sinal-ruído.  Isto porque, sendo definida 
pela razão entre as variâncias de ( )nx  e de ( )nd~ , a relação sinal-ruído, denotada por 
RSR, é uma variável aleatória que contempla simultaneamente os efeitos, no domínio 
do tempo, das distorções de amplitude, fase e sobreposição espectral.   
Contrariamente ao feito nas seções anteriores, são consideradas doravante todas as 
possibilidades para os erros de realização.  Desta forma, valendo-se das Eq. (III.2) e 
(III.26), a relação sinal-ruído é 
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para 
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(III.28) 
 
Claramente, conforme Eq. (III.27) e (III.28), a RSR é dependente de parâmetros 
inerentes ao sistema e também é influenciada pelo modelo adotado para o processo de 
entrada, dada a presença da função ( )⋅gr .  As propriedades estatísticas da variável 
aleatória RSR, referente a bancos analógicos, são investigadas nas subseções seguintes, 
sendo estimada sua função densidade de probabilidade (Seção III.3.4.1) e obtidas 
expressões para média (Seção III.3.4.2) e a variância (Seção III.3.4.3). 
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III.3.4.1 Função densidade de probabilidade 
Com o intuito de encontrar uma estimativa para a função densidade de 
probabilidade de RSR, ( )⋅RSRp , válida para processos de entrada tanto ruído branco 
quanto ARMA, recorre-se ao teorema do limite central [22, pg. 214].  Primeiramente, a 
Eq. (III.28) é convenientemente desmembrada em 
 
 ,BA φφφ +=  (III.29) 
 
sendo Aφ  e Bφ  como nas Eq. (III.30a) e (III.30b) seguintes. 
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Por reunir apenas os termos associados a ( ) ( )iirg δ= , a parcela Aφ  (Eq. (III.30a)) 
representa a contribuição da variância do processo de entrada, qualquer que seja ele, 
para o ruído total do sistema.  Portanto, se ( )⋅x  for um ruído branco, apenas Aφ  
permanece na Eq. (III.29).  A influência da correlação entre as variáveis aleatórias do 
processo estocástico de entrada se manifesta por meio do termo Bφ  (Eq. (III.30b)), o 
qual reúne todas as amostras de ( )⋅gr , exceto a de índice igual a 0. 
Para se estabelecer a função densidade de probabilidade de Aφ , são completados 
os quadrados na Eq. (III.30a), o que leva a 
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com as variáveis aleatórias auxiliares Aq  e AQ , 1,,0 −= M…A , definidas por: 
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( ) ( ) ( )( ) .121 22 LLL AAAA ααα −=+−=q  (III.32b) 
 
De acordo com [22, pg. 227] e [23, pg. 137, eq. (4.84)], em uma combinação como a 
descrita pela Eq. (III.32a), AQ  tem distribuição qui quadrada não-centralizada de ordem 
1−C , contanto que as variáveis aleatórias ( )vAα , 1,,0 −= Cv … , Lv ≅ , para 
1,,0 −= M…A , sejam gaussianas, independentes entre si, possuam médias diferentes 
de zero e tenham uma mesma variância.  De fato, quer os fatores erro sejam uniformes 
quer normais, distribuições estas as mais plausíveis na prática, o teorema do limite 
central permite tratar como gaussianas as variáveis aleatórias ( )vAα , para A fixo e 
1,,0 −= Cv … , com Lv ≅ .  Acrescenta-se que elas também possuem médias diferentes 
de zero, como demonstrado mais adiante na Eq. (III.48).  Todavia, as condições de 
independência e mesma variância não são geralmente satisfeitas, como se infere da 
Eq. (III.44), também apresentada a seguir.  Mesmo assim, para fatores erro com média 
zero e variância suficientemente pequena, como no presente estudo, verifica-se pela 
mesma Eq. (III.44) que ( ) ( ){ } ( ){ } ( ){ }vvvv ′≅′ AAAA αααα EEE , de modo que as 
distribuições de AQ , 1,,0 −= M…A , aproximam qui quadrados não-centrais de ordem 
1−C , suposição esta confirmada por diversas simulações.  Quanto às variáveis 
aleatórias Aq  (Eq. (III.32b)), 1,,0 −= M…A , elas têm distribuição qui quadrada não-
centralizada de primeira ordem pois atendem às condições listadas no início deste 
parágrafo.   
Em decorrência da Eq. (III.31), a função densidade de probabilidade de Aφ  resulta 
de 12 −M  convoluções envolvendo as funções densidade de probabilidade de Aq  e de 
AQ , 1,,0 −= M…A , e por isto tem, em geral, aspecto semelhante ao de uma qui 
quadrada não-central, como exemplifica a Fig. III.2a da pg. 46.  Este gráfico foi gerado 
calculando-se, com o auxílio de um programa de computador, as convoluções entre as 
funções densidade de probabilidade de Aq  e de AQ , 1,,0 −= M…A , aproximadas por 
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qui quadradas não-centralizadas de ordem 1 e 1−C , como exposto no parágrafo 
anterior.  No exemplo dado pela Fig. III.2a, utiliza-se o banco de filtros Dct8-32 (ver 
Seção IV.4 e Apêndice A) e consideram-se fatores erro de análise e de síntese com 
desvio padrão de 1%.  Uma vez que, dentre os bancos de filtros investigados, o menor 
valor de C é 15, referente aos protótipos CQF e QMF de 8 coeficientes, o teorema do 
limite central é novamente invocado para permitir afirmar que a variável aleatória Bφ  
(Eq. (III.30b)) se aproxima de uma gaussiana para fatores erro tanto uniformes quanto 
normais.  Assim, com φ  dada pela soma de Aφ  e Bφ  (Eq. (III.29)), sua função 
densidade de probabilidade, ( )⋅φp , resulta da convolução entre uma qui quadrada não-
central e uma gaussiana.  É razoável supor que, em certas condições, esta combinação 
leve ( )⋅φp  a ser quase simétrica e, portanto, mais próxima de uma gaussiana que de uma 
qui quadrada não-central.   
Para se chegar à função densidade de probabilidade, ( )⋅
dBRSRp , da variável 
aleatória RSR expressa em dB, dBRSR , introduz-se a função auxiliar ( )⋅ψ ,  
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Em virtude da Eq. (III.33), ( )⋅ψ  possui apenas uma raiz real, o que permite calcular 
( )⋅
dBRSRp  a partir de ( )⋅φp  pela conhecida relação ( ) ( ) ( )φψ′φ= φpRSRpRSR dBdB  
[18, pg. 93], na qual ( )⋅ψ′  denota a derivada de ( )⋅ψ  em relação a φ.  Percebe-se, porém, 
que a maior parte da área de ( )⋅φp  se situa em uma faixa de valores de φ relativamente 
estreita.  Pode-se assim aproximar ( )⋅ψ , nesta região, pela reta  
 
 ( ) ,dB cb +≅=ψ φφ RSR  (III.34) 
 
cujos coeficientes angular e linear são b e c, respectivamente.  Logo [18, pg. 94, 
eq. (5.6)],  
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(b) 
Figura III.2 – Banco de filtros Dct8-32, entrada ruído branco e hσ  = fσ  = 1%. 
Função densidade de probabilidade teórica de: (a) Aφ ; (b) dBRSR . 
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Se o intervalo em que ( )⋅φp  se destaca for tal que a reta tangente à função ( )⋅ψ  é 
praticamente paralela ao eixo horizontal, tem-se 1<b  na Eq. (III.34).  Assim, a 
transformação estabelecida pela Eq. (III.33) efetivamente comprime ( )⋅φp , como se 
infere da Eq. (III.35).  No caso em que 1>b , segue da Eq. (III.35) que ( )⋅
dBRSRp  é uma 
versão expandida de ( )⋅φp .  Por conseguinte, em ambos os casos, ( )⋅dBRSRp  herda a 
forma de ( )⋅φp , de modo que ( )⋅dBRSRp  pode ser, para efeitos práticos, considerada 
gaussiana, caso ( )⋅φp  também o seja.  Este raciocínio é ilustrado na página anterior pela 
Fig. III.2b, a qual resulta da aplicação da Eq. (III.35) à função mostrada na Fig. III.2a, 
com 1>b .  Nota-se que a Fig. III.2b concorda com as curvas da Fig. IV.5a (Cap. IV), 
referentes ao mesmo sistema. 
A conclusão do parágrafo anterior depende de ( )⋅φp  ser semelhante a uma 
gaussiana.  Isto nem sempre se verifica, dada a intrincada relação entre φ  e os 
coeficientes originais e os fatores erro, conforme Eq. (III.29) e (III.30), de sorte que não 
se garante que ( )⋅
dBRSRp  possa ser aproximada por uma gaussiana em todos os casos.  
Além disto, é de se esperar que tal aproximação seja recusada por testes estatísticos, 
pois a simetria de ( )⋅
dBRSRp  não é perfeita, o que pode ser notado na Fig. III.2b.  Com 
base no teorema do limite central, supõe-se que ( )⋅
dBRSRp  se apresente mais próxima de 
uma gaussiana nos bancos de filtros com número de coeficientes suficientemente 
elevado.    
 
 
III.3.4.2 Média da relação sinal-ruído 
Supondo-se que φ tem variância, 2φσ , muito menor que sua média, φµ , a média de 
dBRSR  para bancos de filtros analógicos, AAµ , pode ser aproximada por [22, pg. 130] 
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A dedução de AAµ  é conduzida rescrevendo-se a Eq. (III.28) como  
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( ) ,0 21 φφφ ++= gr  (III.37) 
 
sendo ( )⋅gr  dada pela Eq. (III.3) e 
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Ressalta-se que as parcelas da Eq. (III.37) são diferentes das empregadas na Eq. (III.29).  
A substituição da Eq. (III.37) na Eq. (III.36) redunda em 
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e, portanto, em virtude das Eq. (III.38),  
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Recorda-se que os fatores erro, ( )⋅
khε  e ( )⋅kfε , 1,,0 −= Mk … , são variáveis 
aleatórias i.i.d., de média zero e variâncias 2hσ  e 
2
fσ , para os filtros de análise e de 
síntese, respectivamente.  Daí, com o vetor ( )vuk ,e  como na Eq. (III.7), tem-se 
( ){ } 0,E =vuke , para todo k, u e v.  Segue então da Eq. (III.16), a qual define as 
variáveis aleatórias ( )⋅Aα , que 
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Novamente, recorre-se às propriedades estatísticas dos fatores erro, para se calcular o 
termo ( ) ( ){ }vuvu Tkk ′′′ ,,E ee  da Eq. (III.41) por 
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Inserindo-se a Eq. (III.42) na Eq. (III.41) encontra-se 
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Após avaliação das funções impulso discreto, a Eq. (III.43) fica 
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Infere-se da Eq. (III.44) que, em geral, as variáveis aleatórias ( )vAα , quaisquer que 
sejam A e v, não são independentes entre si e tampouco possuem uma mesma variância.  
Se os fatores erro tiverem média zero e variância suficientemente pequena, a primeira 
linha da Eq. (III.44) prevalece sobre as demais, de modo que 
( ) ( ){ } ( ){ } ( ){ }vvvv ′≅′ AAAA αααα EEE , como antecipado na Seção III.3.4.1.  Na 
Eq. (III.44), as seqüências deterministas ( )⋅α A , 1,,0 −= M…A , são como na Eq. (II.52), 
repetida na Eq. (III.45) seguinte por conveniência, 
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com ( )⋅kf ,~A  obedecendo à Eq. (III.15).  Observa-se que ( )⋅α A , 1,,0 −= M…A , poderia 
ser igualmente expressa pela Eq. (II.53). 
Em virtude da Eq. (III.44), a Eq. (III.40a) assume a forma 
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Nota-se a mudança de variável u  por uv −  feita na Eq. (III.47c). 
Quanto ao termo ( ){ }vAαE , presente na Eq. (III.40b), argumentos similares aos 
utilizados na Eq. (III.41) permitem escrever: 
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sendo ( )⋅α A  já apresentado na Eq. (III.45).  Então, para 1−= NL  e com o auxílio da 
Eq. (III.48), chega-se a 
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A inserção das Eq. (III.46) e (III.49) na Eq. (III.39) culmina com a seguinte 
expressão para AAµ :  
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cujas parcelas B1φ , C1φ  e D1φ  são descritas nas Eq. (III.47b)-(III.47d) e 
 
 
( ) ,0 21 φ−φ+=ρ Agr  (III.51) 
 
para ( )0gr , A1φ  e 2φ  dados pelas Eq. (III.3), Eq. (III.47a) e Eq. (III.49), 
respectivamente.  Salienta-se que ρ é o responsável pelas distorções deterministas, ou 
seja, causadas exclusivamente pela ação dos coeficientes originais, já que as parcelas 
B1φ , C1φ  e D1φ  da Eq. (III.50) se anulam na ausência de erros de realização.  Portanto, 
mesmo havendo erros de realização, continua sendo importante nos bancos de filtros 
analógicos escolher coeficientes originais tais que a reconstrução perfeita seja ao menos 
aproximada.  Do contrário, é possível que ρ torne-se um fator importante de degradação 
do desempenho do sistema.  Decorre da Eq. (III.50) que o desempenho do banco de 
filtros com seus coeficientes originais pode ser avaliado pela relação sinal-ruído 
determinista  
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válida para qualquer processo estocástico modelado pelo filtro linear ( )⋅g  da Eq. (III.1). 
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Se a seqüência de entrada for um ruído branco, quando então ( ) ( )iirg δ= , e se o 
banco de filtros ao menos aproximar a reconstrução perfeita na ausência de erros de 
realização, de modo que 0≅ρ , a Eq. (III.50) reduz-se a 
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Na Eq. (III.53) tem-se  
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em virtude de ( ) ( )iirg δ=  e das Eq. (III.47) e (II.51).  Como ( )⋅0a  (Eq. (II.4)) possui 
uma amostra aproximadamente unitária em 1−N , ladeada de outras bem menores, 
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Supõe-se que o primeiro termo da terceira linha da Eq. (III.55) seja desprezível.  
Valendo-se das Eq. (III.54) e (III.55), a Eq. (III.53) fica 
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( ).log10 222210 hfhfAA σσ+σ+σ−≅µ  (III.56) 
 
A Eq. (III.56) mostra que, nas condições estipuladas acima, o valor médio da relação 
sinal-ruído independe do número de coeficientes e de canais de um banco de filtros 
analógico sujeito a erros de realização.  Assim, as asserções de [12], enunciadas para os 
bancos QMF e CQF apenas, estendem-se aos NPR que possuam ρ desprezível e 
também aos DCT, caso a seqüência de entrada seja um ruído branco. 
 
 
III.3.4.3 Desvio padrão da relação sinal-ruído 
Mantida a mesma hipótese usada para o cálculo de AAµ , de que 2φσ  é muito menor 
do que φµ , a variância de dBRSR , 2AAσ , pode ser aproximada por [18, pg. 113, 
eq. (5.56)] 
 
 ( ) ,222 φφ σµψ′≅σ AA  (III.57) 
 
ao se descartar as potências de φσ  maiores que 2.  Com ( )⋅ψ  definida na Eq. (III.33) e 
AAµ  obtido por intermédio da Eq. (III.50), a Eq. (III.57) fornece 
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Segundo a Eq. (III.58), os bancos de filtros com pior desempenho na ausência de erros 
de realização, ou seja, com maior ρ, têm a vantagem de possuir menor desvio padrão.  
Uma vez que a variável aleatória dBRSR  possa ser tratada como gaussiana, conforme 
Seção III.3.4.1, todos os seus momentos { }κdBE RSR  e ( ){ }κµ− AAdBE RSR  de ordem κ 
ímpar, exceto a média, são zero, enquanto os de ordem par são obtidos por [18, pg. 110, 
eq. (5.44)], [24, pg. 123, eq. (2.90)] 
 
 { } ( ) ,131E 2dB κκ σ−κ×××= AA"RSR  (III.59a) 
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 ( ){ } ( )( ) .!2 !2E 22dB κκκ σκκ=µ− AAAARSR  (III.59b) 
 
As Eq. (III.59) podem ser calculadas recorrendo-se à Eq. (III.58). 
Por ser demasiadamente extensa, a dedução de 2φσ  (Eq. (III.57)) é apresentada, 
ainda assim de forma resumida, no Apêndice C.  Lá demonstra-se que, supondo-se 
fatores erro gaussianos, 
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 [ ] [ ].2 2.12.12.12.12.12.1 FEDCBAP φ+φ+φ−φ+φ+φ−=  (III.61c) 
 
Definindo-se, conforme Eq. (C.2), 
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as parcelas constituintes das Eq. (III.61), tiradas do Apêndice C, são como nas 
Eq. (III.63) abaixo.  Caso o processo de entrada seja um ruído branco, estas equações 
reduzem-se às Eq. (C.39). 
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Quanto mais larga for a seqüência de autocorrelação do processo de entrada, 
maiores são as amostras de ( )⋅gr , 1,,0 −= Cv … , elevando, em geral, os valores dos 
resultados das Eq. (III.47), (III.49) e (III.63).  Por isto, como o numerador da 
Eq. (III.58) possui mais termos que o denominador, espera-se que o aumento da 
correlação entre as amostras do processo de entrada seja acompanhado do aumento da 
variância, 2AAσ .  Isto tem o efeito de piorar a estimativa de AAµ , pois a aproximação 
usada na Eq. (III.36) consiste em descartar termos proporcionais a 2AAσ , conforme 
[22, pg. 130].  
 
 
III.4 Bancos de filtros híbridos (A/D e D/A) e digitais 
Nos filtros digitais, os coeficientes efetivos são representações na base 2 dos 
valores dos coeficientes originais.  Os erros de realização provêm então da utilização de 
palavras binárias com número de dígitos (bits) inferior ao requerido para uma conversão 
exata do sistema decimal para o binário.  Fixado o formato destas palavras, os 
coeficientes efetivos e seus erros de realização são deterministas.  Com as seqüências 
dos coeficientes efetivos digitais designadas por ( )⋅khˆ , para os filtros de análise, e por 
( )⋅kfˆ , para os de síntese, têm-se, a exemplo das Eq. (III.4),  
 
 
( ) ( ) ( ),ˆ nhnhnh kkk ∆+=  (III.64a) 
 
( ) ( ) ( ),ˆ nfnfnf kkk ∆+=  (III.64b) 
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para todo n e k, sendo os erros de realização digitais representados por ( )nhk∆  e ( )nfk∆ .  
As Eq. (III.64) aplicam-se igualmente às implementações em ponto-fixo e em ponto-
flutuante, qualquer que seja a característica de quantização dos coeficientes. 
Nos bancos de filtros híbridos A/D, os coeficientes efetivos de análise 
permanecem analógicos, enquanto os de síntese são deterministas, dados pela 
Eq. (III.64b).  Nesta configuração, os fatores erro de síntese, ( )⋅
kfε , são iguais a zero, de 
sorte que ( )⋅Aαˆ , a versão de ( )⋅Aα  para bancos A/D, é  
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para 1,,0 −= M…A , sendo 
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De posse da Eq. (III.65), a variável aleatória ADdBRSR , a qual descreve o desempenho de 
bancos de filtros híbridos A/D sujeitos a erros de realização analógicos e digitais, é 
encontrada mediante troca de ( )⋅Aα  por ( )⋅Aαˆ  na Eq. (III.28). 
Pelo teorema do limite central, as variáveis aleatórias ( )⋅Aαˆ  (Eq. (III.65)), 
1,,0 −= M…A , 1,,0 −= Cv … , são gaussianas quer os fatores erro de análise, ( )⋅
khε , 
sejam uniformes quer normais.  Conseqüentemente, a análise descrita na Seção III.3.4.1 
aplica-se integralmente, de modo que ADdBRSR  tem distribuição próxima de uma 
gaussiana.  Ressalta-se que isto pode não se verificar para todos os bancos híbridos, tal 
como ocorre com os bancos puramente analógicos.  Aproveitando-se o desenvolvimento 
das seções precedentes, a média de ADdBRSR , ADµ , é prontamente estabelecida, a partir 
das parcelas da Eq. (III.50), fazendo-se 02 =σ f , pois os fatores erro ( )⋅kfε  são nulos, e 
substituindo-se a seqüência ( )⋅kf ,~A  apropriadamente pela ( )⋅kf ,ˆA  da Eq. (III.66).  Daí 
sucede que 
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com 
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e, conforme Eq. (III.65), 
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A Eq. (III.69a) provém da Eq. (III.65), ao passo que as Eq. (III.69b), (III.69c) e (III.69d) 
derivam das Eq. (III.47a), (III.47b) e (III.49), respectivamente.  Diferentemente do caso 
analógico, a relação entre os erros de realização digitais e os coeficientes originais não é 
linear e por isto, enquanto a Eq. (III.50) é dada em função dos coeficientes originais, na 
Eq. (III.69) aparecem os coeficientes efetivos de síntese.  Por conseguinte, não sendo 
mais válida a Eq. (III.55), a complexidade dos bancos de filtros com coeficientes 
digitais influi no desempenho destes sistemas.  Quanto maior o número de coeficientes 
digitais, menor a relação sinal-ruído. 
Uma vez que os coeficientes originais de análise e os efetivos de síntese são 
conhecidos, um banco de filtros A/D recém projetado pode ser avaliado pela relação 
sinal-ruído determinista ADRSRdB , a qual se iguala a  
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conforme Eq. (III.52) e (III.63). 
Quanto à variância de ADdBRSR , 2ADσ , procedimento semelhante ao adotado para 
ADµ  leva a  
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com ρˆ  e B1ˆφ  como nas Eq. (III.68) e (III.69c), respectivamente.  Analogamente à 
Eq. (III.60),  
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As parcelas da Eq. (III.72) são obtidas a partir das Eq. (III.62) e (III.63) e não são 
mostradas. 
No que concerne aos bancos de filtros híbridos D/A, os coeficientes efetivos de 
análise são descritos pela Eq. (III.64a) e os fatores erro de análise, ( )⋅
khε , são iguais a 
zero.  Nesta configuração, raciocínio similar ao utilizado para os bancos A/D leva às 
expressões para a média, DAµ , e a variância, 2DAσ , da variável aleatória DAdBRSR .  Outra 
opção para o cálculo de DAµ  e 2DAσ  consiste em substituir, nas Eq. (III.67) e (III.71), as 
variáveis referentes aos filtros de análise pelas dos filtros de síntese e vice-versa.  
Procedimento idêntico aplica-se à relação sinal-ruído dada pela Eq. (III.70).  
Os bancos de filtros digitais puros (D/D) são sistemas deterministas, pois neles 
figuram apenas os coeficientes efetivos ( )⋅khˆ  e ( )⋅kfˆ , 1,,0 −= Mk … , das Eq. (III.64).  
Então, com ( )⋅kf ,ˆA  segundo a Eq. (III.66),  
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Assim, decorre das Eq. (III.51) e (III.52) que a relação sinal ruído destes sistemas é 
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sendo, de acordo com as Eq. (III.47a), (III.49) e (III.73), 
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As Eq. (III.74) e (III.75) referem-se a coeficientes exclusivamente digitais, em virtude 
da Eq. (III.73). 
 
 
III.5 Sumário 
Neste capítulo é apresentado um estudo teórico sobre o desempenho dos bancos 
de filtros sujeitos a erros de realização.  Esta investigação e as expressões teóricas de 
desempenho dela derivadas constituem as principais contribuições desta tese para o 
avanço do estado da arte.  O enfoque recaiu inicialmente sobre os bancos de filtros 
analógicos, por ser este o caso considerado mais geral, já que neles todos os coeficientes 
efetivos são variáveis aleatórias.  Seus resultados puderam ser estendidos aos bancos 
híbridos e digitais mediante troca apropriada de variáveis e anulando-se adequadamente 
ora as estatísticas dos fatores erro de análise ( 2hσ  e 4hσ ), ora as dos fatores erro de 
síntese ( 2fσ  e 4fσ ), ou mesmo ambas.  Independente de o banco de filtros ser analógico, 
híbrido ou digital, o desenvolvimento mostrado neste capítulo é válido para os 
processos estocásticos de entrada lineares e ruído branco, contanto que sejam 
estacionários e tenham média zero.  
Cabe ressaltar que as fórmulas obtidas para a média e a variância dos bancos de 
filtros analógicos, híbridos e digitais valem para as formas direta e polifásica, dada a 
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equivalência dos dois arranjos.  Frisa-se também que aquelas equações não são únicas, 
pois, conforme Seção II.3.1, a seqüência ( )⋅α A , assim como suas versões A/D, ( )⋅α Aˆ , e 
digital, ( )⋅αA , qualquer que seja A, podem assumir mais de uma forma.  De qualquer 
modo, elas proporcionam uma descrição exata do comportamento de seus respectivos 
sistemas e, portanto, trazem consigo todas as distorções.   
Sendo assim, as únicas aproximações adotadas ao longo do desenvolvimento 
mostrado neste capítulo consistem em supor que os fatores erro são estatisticamente 
independentes, medir o atraso proporcionado pelo banco de filtros aleatório por 
( ) 1−=≅ω NLsL  amostras (Eq. (III.8)), e calcular AAµ  e 2AAσ  como nas Eq. (III.36) e 
(III.57), respectivamente.  Para a dedução da média, não se requer o conhecimento da 
distribuição dos fatores erro.  A suposição de que eles são variáveis aleatórias 
gaussianas é necessária apenas para a obtenção do desvio padrão, conforme 
Apêndice C, Seção C.2.3.  A aproximação por uma gaussiana da função densidade de 
probabilidade da variável aleatória relação sinal-ruído não é utilizada na dedução das 
expressões de desempenho, mas apenas na comparação com os resultados obtidos por 
simulações computacionais, assunto do Cap. IV. 
Sob efeito da sobreposição espectral, o banco de filtros é periodicamente variante 
no tempo, segundo uma análise determinista (Cap. II).  Coerentemente, a análise feita 
neste capítulo mostra que aquela distorção torna o processo estocástico de distorções do 
sistema, ( )⋅d , ciclo estacionário no sentido amplo (CESA).  As dificuldades daí 
advindas podem ser contornadas introduzindo-se o processo ESA auxiliar ( )⋅d~ , formado 
pelas versões de ( )⋅d  deslocadas aleatoriamente, conforme Eq. (III.23), e explorando-se 
as próprias propriedades dos processos CESA.  Verifica-se assim que a estimativa do 
grau de distorção do banco de filtros sujeito a erros de realização é dada de forma exata 
pela média aritmética das M variâncias associadas a ( )⋅d , conforme Eq. (III.25).  A 
partir daí, a expressão da variável aleatória relação sinal-ruído, bem como de sua média 
e variância são encontradas.   
É interessante notar que, sem recorrer ao processo ( )⋅d~ , a solução de se tomar a 
média dos M valores ( )A2dσ , 1,,0 −= M…A , poderia ser intuitivamente adotada, sob a 
alegação de se tratar de uma aproximação, quando na verdade ela é exata, como 
mostram as Eq. (III.24)-(III.26).   
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CAPÍTULO IV - RESULTADOS DAS 
SIMULAÇÕES E NOVO MÉTODO DE 
PROJETO DE FILTROS PROTÓTIPOS 
IV.1 Introdução 
A finalidade deste capítulo é averiguar se as expressões deduzidas no Cap. III 
fornecem estimativas coerentes para a média e o desvio padrão da relação sinal-ruído de 
bancos de filtros quaisquer.  Para isto, são realizadas diversas simulações 
computacionais, delineadas na Seção IV.2, obedecendo aos modelos e aproximações 
adotados no capítulo anterior.  Os resultados teóricos e os gerados pelas simulações são 
então confrontados por intermédio de uma medida determinista e dos testes estatísticos 
descritos na Seção IV.3.  A Seção IV.4 apresenta as seqüências de entrada e os filtros 
protótipos empregados nestas simulações.  A análise dos dados referentes aos bancos 
analógicos, A/D e D/D é feita nas Seção IV.5, IV.6 e IV.7, respectivamente.  Na 
Subseção IV.6.1 é mostrado um estudo de caso com sinal de voz.  Finalmente, a 
Seção IV.8 trata da aplicação da expressão da média da relação sinal-ruído ao projeto de 
filtros protótipos de bancos analógicos.  Repetindo a convenção estabelecida no 
Glossário, ressalta-se que o adjetivo “simulado” e suas flexões designam valores obtidos 
por intermédio de simulações computacionais de bancos de filtros. 
 
 
IV.2 Método de investigação 
As simulações dos bancos de filtros foram feitas com o auxilio de um programa 
de computador e seguiram duas linhas de investigação distintas. 
A primeira, denominada tipo 1, avalia o desempenho dos bancos de filtros com 
seus coeficientes originais, ou seja, sem erros de realização.  Nestas simulações, a 
seqüência de entrada, ( )x ⋅ , de média 0 e variância 2xσ , é subtraída da de saída, ( )⋅y , 
descontado o atraso de 1−= NL  amostras, para formar a seqüência distorção, ( )⋅d , 
com média 0 e variância 2dσ .  A relação sinal-ruído simulada do sistema é então 
calculada em dB segundo 
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sendo que, assumindo-se ergodicidade e designando-se o número de amostras de ( )x ⋅  
por 50000=xN , 
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Observa-se que as estimativas dadas pelas Eq. (IV.2) e (IV.3) não são tendenciosas 
[24, pg. 254].  
Investigações tipo 1 também foram realizadas com bancos híbridos e digitais.  
Nestes casos, os coeficientes efetivos digitais são representados em ponto fixo mediante 
quantização dos coeficientes originais de acordo com o número de dígitos binários 
especificado.  Os eventuais coeficientes analógicos permanecem iguais aos originais, 
pois não são submetidos a erros de realização.  Para simplificar a notação, a relação 
sinal-ruído simulada é representada por dBRSR , qualquer que seja o banco de filtros.   
A segunda linha de investigação, chamada tipo 2, trata os bancos de filtros 
analógicos e híbridos como sistemas aleatórios.  Para isto, são obtidos histogramas de 
relação sinal-ruído a partir de simulações Monte Carlo realizadas com grande número 
de iterações, 2000=I .  Em uma dada iteração, para cada filtro analógico do sistema, 
forma-se um conjunto distinto de fatores erro independentes e gaussianos, com média 
zero e variância 2hσ , se o filtro for de análise, ou 
2
fσ , caso seja de síntese.  Na verdade, 
os fatores erro usados são pseudo-aleatórios e pseudo-independentes, pois são gerados 
por computador [18, pg. 221].  De posse destes números e dos coeficientes originais, 
acham-se os valores dos coeficientes efetivos analógicos com o auxílio das Eq. (III.4) e 
(III.5).  Já os coeficientes digitais dos bancos híbridos permanecem deterministas, 
obtidos exatamente como na investigação tipo 1.  Com os erros de realização analógicos 
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e digitais inseridos apropriadamente no sistema, a relação sinal-ruído referente a uma 
iteração específica, dBRSR , é calculada pelas Eq. (IV.1)-(IV.3), qualquer que seja o 
banco de filtros.  Todo este processo é repetido 2000=I  vezes substituindo-se os 
conjuntos de fatores erro em cada iteração.   
Os sucessivos valores de dBRSR  são quantizados por arredondamento e então 
acumulados nos intervalos apropriados dos histogramas, sendo que, ao intervalo 
identificado pelo índice n, corresponde uma relação sinal-ruído de n1,0  dB.  Como 
observado mais adiante neste capítulo, o número de iterações usado, 2000=I , resulta 
em histogramas que aproximam a função densidade de probabilidade da variável 
aleatória relação sinal-ruído (Seção III.3.4.1), qualquer que seja o banco de filtros.  Com 
o operador quantização por arredondamento denotado por [ ]⋅Q , o total de ocorrências, 
( )nS , no intervalo n é 
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Portanto, a média, µ , e o desvio padrão, σ , obtidos pela simulação de um banco de 
filtros qualquer, são dados respectivamente por [24, pg. 111 e pg. 113] 
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para 2000=I .  As Eq. (IV.5) e (IV.6) valem para qualquer distribuição discreta de 
relação sinal-ruído.  Nelas, a freqüência relativa ( ) InS  representa a probabilidade de 
ocorrência de um valor de relação sinal-ruído igual a n1,0  dB.  Uma vez que 
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( ) InS
n
=∑ , o fator I1  nas Eq. (IV.5) e (IV.6) efetua a normalização da área do 
histograma.  
A largura dos intervalos dos histogramas, fixada em 0,1 dB, determina a resolução 
dos resultados das investigações tipo 2.  Por isto, eles são exibidos com apenas uma 
casa decimal.  Esta tendência também foi seguida nas investigações tipo 1, apesar de 
nelas a resolução dos resultados ser limitada pelo total de algarismos significativos 
fornecido pelo programa de computador e não pelos histogramas.   
 
 
IV.3 Metodologia de avaliação dos resultados  
Nos dois tipos de investigação descritos acima, a correção das estimativas teóricas 
é avaliada por intermédio do erro relativo percentual,  
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A fim de evitar a proliferação desnecessária de variáveis, empregam-se na Eq. (IV.7) os 
termos ValorTeórico e ValorSimulado para designar as estimativas teóricas e as 
fornecidas pelas simulações computacionais, quer da média quer do desvio padrão.  O 
erro relativo percentual facilita a comparação dos desempenhos de bancos de filtros 
diferentes, em virtude da normalização em relação aos valores simulados, explicitada na 
segunda linha da Eq. (IV.7).  
Devido ao número de iterações, I, ser finito, a repetição da investigação tipo 2 
para um mesmo banco de filtros leva a histogramas diferentes, ainda que sejam 
mantidas as propriedades estatísticas dos erros aleatórios.  Disto decorre que, ao se 
tomarem todos os histogramas possíveis para um mesmo ensaio, a média e o desvio 
padrão gerados por simulação computacional tornam-se variáveis aleatórias, das quais 
µ  (Eq. (IV.5)) e σ  (Eq. (IV.6)) constituem realizações específicas.  Além disto, os 
histogramas apenas aproximam a função densidade de probabilidade da variável 
aleatória relação sinal-ruído, de modo que os valores verdadeiros, denominados 
populacionais, da média e do desvio padrão são desconhecidos.  
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O caráter aleatório dos resultados simulados reduz o erro relativo percentual 
(Eq. (IV.7)) a uma medida da distância entre a estimativa teórica e apenas uma das 
infinitas realizações específicas simuladas da média ou do desvio padrão da relação 
sinal-ruído.  Uma avaliação mais abrangente das expressões propostas no Cap. III 
requer, portanto, o uso de testes estatísticos.  No teste empregado, descrito na 
Seção IV.3.1, são obtidos, a partir de µ  e σ , os intervalos de confiança [18, pg. 246] 
dentro dos quais se espera encontrar os valores populacionais da média e do desvio 
padrão, com uma probabilidade arbitrada em 95%, a exemplo de [18, pg. 270].  Caso a 
média ou o desvio padrão teóricos pertençam a estes intervalos, seus valores podem ser 
atribuídos às estatísticas populacionais correspondentes, embora estas permaneçam 
desconhecidas.  Adicionalmente, a suposição de que os histogramas encontrados na 
investigação do tipo 2 podem ser tratados, para efeitos práticos, como gaussianos, como 
estipulado na Seção III.3.4.1, é verificada pelos testes de Kolmogoroff-Smirnov 
[18, pg. 272] e do qui quadrado [18, pg. 273], ambos com nível de significância de 5%, 
conforme Seção IV.3.2.  Ao contrário do teste de Kolmogoroff-Smirnov, o do qui 
quadrado é sensível à largura dos intervalos do histograma.  A média e a variância 
teóricas dadas pelas equações do Cap. III, assim como os testes acima citados, foram 
calculados por um programa de computador.   
 
 
IV.3.1 Intervalos de confiança da média e da variância populacionais 
Segundo [18, pg. 246 e pg. 252], se a relação sinal-ruído for gaussiana, pode-se 
supor que a média e a variância fornecidas pelas simulações computacionais possuem 
distribuições normal e qui quadrada, respectivamente.  Sendo assim, o valor 
populacional da média situa-se em um intervalo de confiança aberto simétrico, ] [+− CC , , 
tal que [18, pg. 248, eq. (9.17)], 
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para variância populacional desconhecida e σ  designando uma realização específica do 
desvio padrão da relação sinal-ruído (Eq. (IV.6)), obtido por simulação.  Ainda nas 
Eq. (IV.8), o percentil ( )Itu  da distribuição de Student, para 2000=I  graus de 
liberdade, é aproximado por [18, pg. 249, Tabela 9-2] 
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sendo uz  o percentil da distribuição normal.  Com o coeficiente de confiança arbitrado 
em 95%, a exemplo de [18], o nível de confiança, o qual indica a probabilidade de 
ocorrência fora do intervalo de confiança, é de 05,095,01 =− , com cada cauda da 
gaussiana respondendo por 0,025.  Tomando-se a cauda superior, por exemplo, o 
percentil uz  procurado refere-se à probabilidade 975,0025,01 =−=u , donde 
967,1=uz , segundo [18, pg. 247, Tabela 9-1].   
Dado que a variância da relação sinal-ruído encontrada por simulação obedece a 
uma distribuição supostamente qui quadrado, o intervalo de confiança, ] [+− CC , , dentro 
do qual se espera encontrar o desvio padrão populacional, é assimétrico e limitado por 
[18, pg. 253, eq. (9.24)] 
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sendo ( )12 −χ Iu  o percentil da distribuição qui quadrado com 1−I  graus de liberdade. 
Já que 19991 =−I , vale a aproximação [18, pg. 253, Tabela 9-3] 
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para 967,1975,0 =z , tal como na Eq. (IV.9), e 967,1975,0025,0 −=−= zz  [18, pg. 247, 
Tabela 9-1].  
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IV.3.2 Testes de hipótese para as distribuições de relação sinal-ruído 
A função densidade de probabilidade ( )⋅
dBRSRp  da variável aleatória dBRSR  
(Eq. (III.33)) é determinada unicamente pela média, µ , e pelo desvio padrão, σ, 
calculados pelas expressões do Cap. III, se ( )⋅
dBRSRp  puder ser aproximada por uma 
gaussiana, qualquer que seja o banco de filtros, conforme Seção III.3.4.1 e 
Seção III.3.4.3.  Representando-se a curva de um dado histograma por ( )⋅
dBRSRp , tem-se 
então que as funções distribuição teórica [18, pg. 48, eq. (3.21)], ( )⋅P , e empírica, ( )⋅P , 
são  
 
 ( ) ( ) ( ) ,
2
1 22
dB ∫∫
−∞=
µ−−
−∞=
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==
v
u
u
v
u
RSR dueduupvP  (IV.12) 
 
e  
 
 ( ) ( ).
dB∑
−∞=
=
v
u
RSR upvP  (IV.13) 
 
A fim de averiguar se ( )⋅
dBRSRp  é estatisticamente igual a ( )⋅dBRSRp , o teste de 
Kolmogoroff-Smirnov [22, pg. 339, eq. (10.43)] calcula o módulo da máxima diferença 
entre ( )⋅P  (Eq. (IV.12)) e ( )⋅P  (Eq. (IV.13)), ou seja, 
 
 ( ) ( ) ,max vPvPq −=  (IV.14) 
 
para ∞−∞= ,,…v .  A hipótese ( ) ( )⋅=⋅ PP  e, por conseguinte, ( ) ( )⋅=⋅
dBdB RSRRSR pp , é 
aceita, para 2000=I  e um nível de significância de 0,05, se [22, pg. 339, eq. (10.44)] 
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com q dado pela Eq. (IV.14). 
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Nas Eq. (IV.4)-(IV.6), ( ) InS  é a probabilidade de que a relação sinal-ruído valha 
nv 1,0=  dB.  Além disto, segue da Eq. (IV.12) que a ocorrência de valores de relação 
sinal-ruído entre nv 1,02 =  dB e ( )11,01 −= nv  dB tem probabilidade igual a 
( ) ( )12 vPvP − .  Então, considerando-se todos os eventos possíveis, ou seja, todos os 
índices, n, dos intervalos dos histogramas, o teste do qui quadrado [18, pg. 273] avalia a 
hipótese ( ) ( ) ( ) InSvPvP =− 12  invocando o parâmetro [18, pg. 273, eq. (9.75)]  
 
 
( ) ( ) ( )( )[ ]
( ) ( )( ) .1 12
2
12∑
=
−
−−
=
K
n vPvPI
vPvPInS
q  (IV.16) 
 
Na Eq. (IV.16), K é o maior índice para o qual ( )KP 1,0  ainda é menor que 1.  Com q 
fornecido pela Eq. (IV.16), a referida hipótese é aceita, para um nível de significância 
de 0,05, se [18, pg. 273, eq. (9.76)] 
 
 
( ) .9,210312 95,0 ≅−χ< Kq  (IV.17) 
 
 
IV.4 Seqüências de entrada e filtros protótipos usados nas simulações  
As equações obtidas no Cap. III revelam claramente que o desempenho dos 
bancos de filtros também é influenciado pela modelagem do processo estocástico de 
entrada.  Dentre as infinitas possibilidades, optou-se pelos modelos auto-regressivo de 
primeira ordem e ruído branco para as investigações delineadas neste capítulo.   
Embora tenha importância meramente teórica, o ruído branco é utilizado em 
muitas das simulações desta tese por propiciar condições de teste mais adversas, já que, 
sendo a energia da entrada distribuída igualmente entre os canais, todos os erros de 
realização, tanto analógicos, quanto digitais, participam efetivamente do processamento.  
Além disto, o uso do ruído branco permite verificar a extensão dos resultados de [12] 
para bancos de filtros mais complexos.  Nas simulações cujos resultados são 
apresentados a seguir, utiliza-se uma mesma seqüência de 50000 amostras, média zero, 
variância unitária e autocorrelação mostrada na Fig. IV.1 da página seguinte.  As 
amostras desta seqüência também são números pseudo-aleatórios e pseudo-
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independentes, tal como os fatores erro, e por isto ela não é rigorosamente um ruído 
branco, como indica a Fig. IV.1, mas sim uma aproximação aceitável.   
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Figura IV.1 – Autocorrelação da seqüência de entrada ruído branco. 
 
 
A mesma seqüência ruído branco descrita acima é utilizada para gerar, por meio 
de equações a diferenças, uma realização do processo auto-regressivo de primeira 
ordem, cuja função de transferência é [24, pg. 302]  
 
 ( ) ( ) .
1
1
1−τ−
τ−
=
z
zT  (IV.18) 
 
A seqüência resultante, denominada doravante auto-regressiva, possui portanto um 
número de amostras tal que torna desnecessário descartar o transiente de ( )zT .  Insere-
se o fator ( )τ−1  no numerador da Eq. (IV.18) para forçar ( )zT  a ser igual a 1 
em 0 Hz. 
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A verificação da correção das expressões do Cap. III considera não apenas 
processos estocásticos de entrada distintos, mas também bancos de filtros com variado 
número de canais e de coeficientes, projetados segundo diversos métodos.  Para isto, 
foram empregados 30 filtros protótipos de diferentes comprimentos, dentre os CQF, 
QMF, DCT e NPR.  Informações sobre estes filtros protótipos são listadas no 
Apêndice A.   
Convencionou-se identificar os bancos CQF e QMF pela sigla do método de 
projeto, seguida do número de coeficientes do filtro protótipo, ficando implícito o 
número de canais, igual a 2.  Ao nome assim formado, ajunta-se uma letra, quando 
necessário distinguir filtros com respostas ao impulso diferentes, mas de mesmo 
comprimento, como é o caso de “Qmf12a” e “Qmf12b”, por exemplo.  Para os bancos 
DCT e NPR, a sigla correspondente é acompanhada do número de canais, vindo depois, 
separado por hífen, o número de coeficientes do protótipo.  Assim, “Npr8-32” refere-se 
ao banco de filtros NPR com 8 canais, cujo filtro protótipo possui 32 coeficientes.   
 
 
IV.5 Resultados das simulações - bancos de filtros analógicos (A/A) 
Os resultados da investigação do tipo 1 para bancos de filtros analógicos com 
entrada ruído branco são reproduzidos na Tab. IV.1 da página seguinte.  Nela, as 
relações sinal-ruído teóricas, AARSRdB , e obtidas por simulações computacionais, dBRSR , 
são calculadas pelas Eq. (III.52) e (IV.1), respectivamente, e os erros relativos 
percentuais, η, pela Eq. (IV.7).   
O exame da Tab. IV.1 mostra que a Eq. (III.52) fornece estimativas coerentes para 
a relação sinal-ruído de bancos de filtros analógicos projetados segundo diversos 
métodos e com variados números de coeficientes e de canais.  Excluídos os bancos 
DCT, o maior η encontrado na Tab. IV.1, para a resolução empregada, é 0,3%, referente 
ao banco Npr8-32.  Nos bancos DCT, a Eq. (III.52) acerta ao prever uma relação sinal-
ruído infinita, já que estes sistemas exibem reconstrução perfeita.  Os valores infinitos 
de η explicam-se pela resolução numérica utilizada no cálculo das estimativas teóricas 
ser diferente da empregada na simulação dos bancos de filtros.  Esta diferença, devida 
aos programas de computador usados para realizar estas tarefas não terem sido escritos 
na mesma linguagem, torna-se relevante quando a energia das distorções é muito 
pequena.  Este é o caso do banco Dct8-128, por exemplo, cujos 171,4 dB de relação 
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sinal-ruído significam que a energia do ruído é cerca de 18109,7 −×  vezes a da seqüência 
de entrada.  A ocorrência de erros relativos infinitos para os bancos DCT evidencia que 
a reconstrução perfeita depende não apenas do método de projeto escolhido, mas 
também da resolução adotada para se escrever os coeficientes dos filtros.  Mesmo 
considerada alta, ela pode ainda ser insuficiente.  
Como esperado, o desempenho dos bancos CQF e DCT é superior ao dos QMF e 
NPR, os quais não garantem reconstrução perfeita.  Por causa da distorção de amplitude, 
nos QMF, e sobreposição espectral, nos NPR, a relação sinal-ruído não ultrapassa os 
90 dB nestes sistemas.  Destacam-se os Qmf48a e Npr8-128b, cujas respectivas AARSRdB  
são próximas de 75 dB e 86 dB.  Os desempenhos particularmente baixos dos Qmf32, 
Qmf48b, Npr4-16 e Npr8-32, assinalados na Tab. IV.1, indicam que nestes sistemas os 
valores de ρ são maiores.  
 
 
 
Tabela IV.1 – Bancos de filtros A/A – investigação tipo 1: relação sinal ruído teórica 
( )AARSRdB  e simulada ( )dBRSR ; erro relativo percentual ( )η . 
FILTRO AARSRdB  dBRSR  η (%) 
Cqf8 135,6 135,6 0,0 
Cqf16 105,6 105,6 0,0 
Cqf32 107,3 107,3 0,0 
Qmf8 47,7 47,7 0,0 
Qmf12a 55,8 55,8 0,0 
Qmf12b 50,8 50,8 0,0 
Qmf12c 47,8 47,7 0,2 
Qmf16a 62,8 62,8 0,0 
Qmf16b 57,4 57,4 0,0 
Qmf16c 46,6 46,6 0,0 
Qmf16d 49,7 49,7 0,0 
Qmf16e 51,7 51,6 0,2 
Qmf24a 66,2 66,3 0,2 
Qmf24b 48,1 48,0 0,2 
Qmf24c 50,0 50,0 0,0 
FILTRO AARSRdB  dBRSR  η (%) 
Qmf32 39,7 39,7 0,0 
Qmf48a 75,0 75,0 0,0 
Qmf48b 35,3 35,3 0,0 
Qmf64 58,4 58,4 0,0 
Dct8-32 ∞ 274,9 ∞ 
Dct8-64 ∞ 262,1 ∞ 
Dct8-128 ∞ 171,4 ∞ 
Dct16-64 ∞ 270,2 ∞ 
Dct16-128 ∞ 264,8 ∞ 
Npr4-16 34,2 34,2 0,0 
Npr4-32 47,6 47,7 0,2 
Npr8-32 32,8 32,9 0,3 
Npr8-64 72,9 72,9 0,0 
Npr8-128 72,3 72,4 0,1 
Npr8-128b 85,9 85,9 0,0 
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Tabela IV.2a – Bancos de filtros A/A – investigação tipo 2 com hσ  = fσ  = 1% e 
entrada ruído branco: média teórica ( )AAµ  e simulada ( )AAµ  de dBRSR ; 
erro relativo percentual ( )η ; comprimento do intervalo de confiança a 95% da média 
populacional ( )C ; pertinência de AAµ  a C  ( )C∈ . 
FILTRO AAµ  (dB) AAµ  (dB) η  (%) C  (dB) C∈  
Cqf8 37,0 37,8 2,1 0,1 N 
Cqf16 37,0 37,7 1,9 0,1 N 
Cqf32 37,0 37,6 1,6 0,1 N 
Qmf8 36,6 37,4 2,1 0,1 N 
Qmf12a 36,9 37,8 2,4 0,1 N 
Qmf12b 36,8 37,6 2,1 0,1 N 
Qmf12c 36,6 37,3 1,9 0,1 N 
Qmf16a 37,0 37,9 2,4 0,1 N 
Qmf16b 36,9 37,7 2,1 0,1 N 
Qmf16c 36,5 37,1 1,6 0,1 N 
Qmf16d 36,8 37,4 1,6 0,1 N 
Qmf16e 36,8 37,5 1,9 0,1 N 
Qmf24a 37,0 37,7 1,9 0,1 N 
Qmf24b 36,7 37,2 1,3 0,1 N 
Qmf24c 36,8 37,4 1,6 0,1 N 
Qmf32 35,1 35,4 0,8 0,1 N 
Qmf48a 37,0 37,7 1,9 0,1 N 
Qmf48b 33,0 33,1 0,3 0,0 N 
Qmf64 37,0 37,6 1,6 0,1 N 
Dct8-32 37,0 37,1 0,3 0,0 N 
Dct8-64 37,0 37,0 0,0 0,0 S 
Dct8-128 37,0 37,0 0,0 0,0 S 
Dct16-64 37,0 37,0 0,0 0,0 S 
Dct16-128 37,0 37,0 0,0 0,0 S 
Npr4-16 32,3 32,4 0,3 0,0 N 
Npr4-32 36,6 36,8 0,5 0,0 N 
Npr8-32 31,4 31,4 0,0 0,0 S 
Npr8-64 37,0 37,0 0,0 0,0 S 
Npr8-128 37,0 37,0 0,0 0,0 S 
Npr8-128b 37,0 37,0 0,0 0,0 S 
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Tabela IV.2b – Bancos de filtros A/A (continuação): 
desvio padrão teórico ( )AAσ  e simulado ( )AAσ  de dBRSR ; erro relativo percentual 
( )η ; limites inferior ( )
−
C  e superior ( )+C  do intervalo de confiança a 95% do desvio 
padrão populacional; pertinência de AAσ  a C  ( )C∈ . 
FILTRO AAσ  (dB) AAσ  (dB) η  (%) 
−
C  (dB) +C  (dB) C∈  
Cqf8 2,8 2,8 0,0 2,7 2,9 S 
Cqf16 2,5 2,5 0,0 2,4 2,6 S 
Cqf32 2,4 2,4 0,0 2,3 2,5 S 
Qmf8 2,7 2,8 3,6 2,7 2,9 N 
Qmf12a 2,8 2,9 3,4 2,8 3,0 N 
Qmf12b 2,6 2,7 3,7 2,6 2,8 N 
Qmf12c 2,5 2,5 0,0 2,4 2,6 S 
Qmf16a 2,7 2,9 6,9 2,8 3,0 N 
Qmf16b 2,7 2,7 0,0 2,6 2,8 S 
Qmf16c 2,4 2,3 4,3 2,2 2,4 N 
Qmf16d 2,4 2,4 0,0 2,3 2,5 S 
Qmf16e 2,5 2,5 0,0 2,4 2,6 S 
Qmf24a 2,6 2,6 0,0 2,5 2,7 S 
Qmf24b 2,4 2,2 9,1 2,1 2,3 N 
Qmf24c 2,4 2,4 0,0 2,3 2,5 S 
Qmf32 1,6 1,5 6,7 1,5 1,5 N 
Qmf48a 2,5 2,5 0,0 2,4 2,6 S 
Qmf48b 1,0 0,9 11,1 0,9 0,9 N 
Qmf64 2,4 2,4 0,0 2,3 2,5 S 
Dct8-32 0,6 0,6 0,0 0,6 0,6 S 
Dct8-64 0,6 0,6 0,0 0,6 0,6 S 
Dct8-128 0,6 0,6 0,0 0,6 0,6 S 
Dct16-64 0,3 0,3 0,0 0,3 0,3 S 
Dct16-128 0,3 0,3 0,0 0,3 0,3 S 
Npr4-16 0,5 0,5 0,0 0,5 0,5 S 
Npr4-32 1,1 1,1 0,0 1,1 1,1 S 
Npr8-32 0,2 0,2 0,0 0,2 0,2 S 
Npr8-64 0,6 0,6 0,0 0,6 0,6 S 
Npr8-128 0,6 0,6 0,0 0,6 0,6 S 
Npr8-128b 0,6 0,6 0,0 0,6 0,6 S 
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A literatura tem empregado o valor máximo da função distorção de amplitude em 
dB, dBξ  (Eq. A.4), na avaliação dos bancos de filtros.  Um exemplo disto é [1, pg. 401].  
A comparação das Tab. IV.1 e Tab. A.1 (Apêndice A) evidencia as limitações já 
esperadas deste parâmetro de desempenho.  Na Tab. IV.1, a relação sinal-ruído dos 
bancos NPR não chega a 86 dB, embora estes sistemas exibam dBξ  equiparáveis aos 
dos DCT, por exemplo, cujas relações sinal-ruído são superiores a 150 dB.  Esta falsa 
indicação de melhor desempenho se deve à sobreposição espectral não ser levada em 
conta no cálculo de dBξ .  Mesmo nos QMF, cuja distorção de amplitude é percebida por 
dBξ , valores tão pequenos quanto dB1089,5 2−×  (Tab. A.1), registrado para o Qmf8, 
escondem uma relação sinal-ruído de poucos 47,7 dB (Tab. IV.1).   
Na investigação tipo 2 dos bancos de filtros analógicos, utilizam-se entrada ruído 
branco e fatores erro com hσ  = fσ  = 1%.  Os resultados referentes às médias das 
relações sinal-ruído são reunidos na Tab. IV.2a (pg. 75).  Nas colunas AAµ  e AAµ  desta 
tabela aparecem em negrito as médias teóricas e simuladas, dadas em dB pelas 
Eq. (III.50) e (IV.5), respectivamente, enquanto os erros relativos percentuais 
correspondentes (Eq. (IV.7)) seguem na coluna η.  Nesta mesma tabela, a coluna C  
lista os comprimentos, calculados por 
−+ −CC  (Eq. (IV.8)), dos intervalos de confiança a 
95% das médias populacionais de cada sistema.  A pertinência ou não de AAµ  a estes 
intervalos é indicada na coluna C∈ .  
Na Tab. IV.2a, a média da relação sinal-ruído foi estimada pela Eq. (III.50) com 
erros relativos percentuais, η, variando entre 0,0% (Npr8-32, por exemplo) e 2,4% 
(Qmf12a e Qmf16a), para a resolução empregada.  Esta discrepância explica-se em 
parte por AAµ  ser uma realização específica de uma variável aleatória, conforme 
Seção IV.3.  Todavia, a contribuição mais importante para os erros relativos da média 
provém da aproximação { } { }φφ E11E ≅ , empregada na Eq. (III.36).  Ela consiste em 
manter apenas o termo ( )φµg  na expansão em série [18, pg. 113 eq. (5.54)] 
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para ( ) φφ 1=g .  Como ( ) 222 φφ σµψ′≅σ AA , conforme Eq. (III.57), segue da 
Eq. (IV.19) que quanto maior AAσ , maior é o erro cometido pela fórmula de AAµ .  De 
fato, na Tab. IV.2a, os menores η são encontrados para os bancos Qmf48b, DCT e 
NPR, os quais também exibem os menores desvios padrão de relação sinal-ruído 
(Tab. IV.2b).   
Em que pese a aproximação citada ainda proporcionar valores de η aceitáveis, ela 
prejudica o resultado do teste de hipótese descrito na Seção IV.3.1.  A coluna C∈  na 
Tab. IV.2a, revela que as médias teóricas, salvo na maioria dos bancos DCT e NPR, não 
podem ser atribuídas aos valores verdadeiros das médias da relação sinal-ruído, por se 
situarem fora dos intervalos de confiança a 95%.   
Graças ao uso de uma quantidade expressiva de bancos de filtros, a Tab. IV.2a 
não apenas confirma a Eq. (III.50), mas também permite constatar que a média da 
relação sinal-ruído é praticamente independente do comprimento do filtro protótipo, N, 
e do número de canais, M, do sistema, como previsto na Seção III.3.4.2.  De fato, com 
hσ  = fσ  = 1%, obtém-se dB37,0≅µ AA  pela Eq. (III.56), em concordância com os 
valores listados na Tab. IV.2a.  Assim, havendo apenas erros de realização analógicos, 
bancos de filtros como o Dct16-128, com um total de 4096 coeficientes, possuem 
desempenho médio similar ao do Cqf8, com apenas 32 coeficientes totais.  Excetuam-se 
alguns QMF e NPR, nos quais as distorções de amplitude ou sobreposição espectral 
causadas pelos próprios coeficientes originais são significativas diante das provenientes 
dos erros de realização.  Neles a aproximação 0≅ρ  não é mais válida e a Eq. (III.56) 
torna-se 
 
 
( )( ).log10 222210 ρ+σσ+σ+σ−≅µ hfhfAA  (IV.20) 
 
Ao se comparar as Tab. IV.1 e IV.2a, constata-se que a reconstrução perfeita não 
oferece garantia de bom desempenho na presença de erros de realização.  Os bancos 
Dct8-32 e Npr8-64, por exemplo, apresentam AAµ  idênticas, apesar de o primeiro 
proporcionar reconstrução perfeita e o segundo não.  Embora a importância da 
reconstrução perfeita fique diminuída perante as imperfeições de ordem prática, a 
escolha dos coeficientes originais nos bancos de filtros analógicos continua merecendo 
cuidados, devido à Eq. (IV.20).  É preciso que ρ (Eq. (III.51)) seja desprezível diante 
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dos demais termos para não haver a degradação adicional de desempenho observada nos 
bancos Qmf32, Qmf48b, Npr4-16 e Npr8-32, assinalados na Tab. IV.2a.  De fato, estes 
sistemas exibem as piores relações sinal-ruído da Tab. IV.1, na qual são considerados 
apenas os coeficientes originais. 
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Figura IV.2 – Banco A/A Cqf8 (entrada ruído branco): médias simulada e teórica da 
relação sinal-ruído em função de fh σ=σ .  
 
 
A Fig. IV.2 acima ilustra o comportamento dos valores teóricos e simulados da 
média da relação sinal-ruído em função do desvio padrão dos fatores erro de análise, 
hσ , e de síntese, fσ , para o banco Cqf8.  Embora se situem fora do intervalo de 
confiança a 95%, não indicado por ser muito pequeno, as estimativas teóricas 
(Eq. (III.50)) se mantêm próximas das simuladas e praticamente coincidem com a 
Eq. (III.56).  
Completando a apresentação dos resultados da investigação tipo 2 para bancos de 
filtros analógicos, a Tab. IV.2b (pg. 76) fornece os desvios padrão teóricos, AAσ , e 
simulados, AAσ , da relação sinal-ruído, encontrados com o auxílio das Eq. (III.58) e 
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Eq. (IV.6), respectivamente, assim como os erros relativos, η, correspondentes, dados 
pela Eq. (IV.7).  Figuram também naquela tabela, os limites inferior, 
−
C , e superior, +C , 
calculados segundo as Eq. (IV.10), do intervalo de confiança a 95% do desvio padrão 
populacional.  A verificação da pertinência de AAσ  a este intervalo segue na coluna 
C∈ .  
De acordo com a Tab. IV.2b, a Eq. (III.58) é capaz de estimar o desvio padrão da 
relação sinal-ruído com erros relativos percentuais inferiores a 4%, em 25 dos 30 filtros 
protótipos ensaiados, sendo que no pior caso, registrado para o banco Qmf48b, tem-se 
η = 11,1%, embora o erro absoluto seja de 0,1 dB.  É perceptível, em alguns casos, o 
aumento dos erros relativos referentes ao desvio padrão em comparação com os da 
média, listados na Tab. IV.2a.  Concorrem para isto tanto o fato de 2AAσ  ser uma 
amostra de uma variável aleatória, supostamente qui quadrado, quanto a aproximação 
descrita na Eq. (IV.19), também empregada para se escrever ( ) 222 φφ σµψ′≅σ AA  na 
Eq. (III.57), conforme [18, pg. 113].  Nota-se que em 22 dos 30 bancos de filtros 
pesquisados, AAσ  pode ser atribuída ao valor verdadeiro do desvio padrão, devido ao 
alargamento dos intervalos de confiança (Eq. (IV.10)), em comparação com os da 
média, conforme Tab. IV.2a e IV.2b.  
Por causa da enorme complexidade das parcelas da Eq. (III.58), as influências de 
M, N, hσ  e fσ  sobre AAσ  são mais facilmente avaliadas a partir da Tab. IV.2b.  Seus 
dados indicam uma nítida redução do desvio padrão da relação sinal-ruído nos bancos 
com mais canais.  Já a queda de AAσ  com o aumento do número de coeficientes, 
observada nos bancos Qmf8 e Qmf64, por exemplo, não chega a ser expressiva e 
tampouco é geral, como mostra o par Qmf8 e Qmf12a.  Uma vez que AAσ  é 
inversamente proporcional a ρ na Eq. (III.58), os relativamente baixos valores de 
AARSRdB  (Tab. IV.1) dos bancos Qmf32, Qmf48b, Npr4-16 e Npr8-32 se revertem em 
desvios padrão menores.  Além disto, segundo a Fig. IV.3 abaixo, AAσ  e AAσ  são 
praticamente constantes, dentro de uma certa tolerância, em uma faixa bastante ampla 
de desvios padrão dos fatores erro.  Estas tendências são retratadas de forma 
aproximada pela expressão empírica 
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5log101,1 10
MM
e
AA ≅≅σ  (IV.21) 
 
proposta como estimativa simplificada para o desvio padrão da relação sinal-ruído de 
bancos de filtros analógicos com entrada ruído branco.  Para 2, 4, 8 e 16 canais, obtêm-
se pela Eq. (IV.21) 2,5, 1,3, 0,6 e 0,3 dB, respectivamente, valores estes concordantes 
com os listados na Tab. IV.2b, salvo nos bancos Qmf32, Qmf48b, Npr4-16 e Npr8-32, 
pelo motivo acima exposto.   
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Figura IV.3 – Banco A/A Cqf8 (entrada ruído branco): desvios padrão simulado e 
teórico da relação sinal-ruído em função de fh σ=σ . 
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Tabela IV.3 – Bancos de filtros A/A – investigação tipo 2 com hσ  = fσ  = 1% e entrada 
ruído branco: teste da hipótese ( ) ( )⋅=⋅
dBdB RSRRSR pp , com nível de confiança de 95%.  
Kolmogoff-Smirnov qui quadrado 
FILTRO 
q < 0,0304 q < 2103,9 
Cqf8 0,1007 N 7075,9 N 
Cqf16 0,0917 N 51211,4 N 
Cqf32 0,0964 N 3703,4 N 
Qmf8 0,1025 N 2083,9 S 
Qmf12a 0,1127 N 12460,4 N 
Qmf12b 0,1069 N 18288,4 N 
Qmf12c 0,1015 N 1760,2 S 
Qmf16a 0,0991 N 50299,2 N 
Qmf16b 0,1020 N 7987,1 N 
Qmf16c 0,1037 N 1986,4 S 
Qmf16d 0,1031 N 3204,2 N 
Qmf16e 0,1085 N 2394,6 N 
Qmf24a 0,1017 N 5890,5 N 
Qmf24b 0,1101 N 1831,5 S 
Qmf24c 0,1026 N 2948,7 N 
Qmf32 0,0995 N 1637,2 S 
Qmf48a 0,0993 N 7647,4 N 
Qmf48b 0,0973 N 2332,4 N 
Qmf64 0,1057 N 1987,1 S 
Dct8-32 0,1239 N 1854,3 S 
Dct8-64 0,1106 N 7331,2 N 
Dct8-128 0,1141 N 3426,1 N 
Dct16-64 0,1318 N 1401,7 S 
Dct16-128 0,1397 N 2696,1 N 
Npr4-16 0,1040 N 2039,5 S 
Npr4-32 0,0933 N 1940,8 S 
Npr8-32 0,1623 N 1744,6 S 
Npr8-64 0,1099 N 1919,0 S 
Npr8-128 0,1167 N 4477,8 N 
Npr8-128b 0,1123 N 2504,7 N 
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Figura IV.4a – Relação sinal-ruído do banco A/A Dct8-64 ( hσ  = fσ  = 1% e entrada 
ruído branco): histograma e funções densidade de probabilidade teórica e simulada.  
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Figura IV.4b – Relação sinal-ruído do banco A/A Qmf32 ( hσ  = fσ  = 1% e entrada 
ruído branco): histograma e funções densidade de probabilidade teórica e simulada.  
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A análise conduzida na Seção III.3.4.1 estabelece que a variável aleatória dBRSR  
pode seguir uma distribuição aproximadamente gaussiana.  A validade desta hipótese 
para cada um dos bancos de filtros é avaliada com o auxílio dos testes de Kolmogoff-
Smirnov e do qui quadrado, aplicados aos histogramas obtidos.  Se a estatística de teste, 
q, for inferior a 0,0304, para o teste de Kolmogoff-Smirnov (Eq. (IV.15)), ou inferior a 
2103,9, para o teste do qui quadrado (Eq. (IV.17)), pode-se afirmar, com nível de 
confiança de 95%, que o histograma é gaussiano.  Os resultados e os valores de q 
obtidos em ambos os testes para cada um dos histogramas disponíveis são listados na 
Tab. IV.3 da pg. 82.   
De acordo com a Tab. IV.3, a referida hipótese é rejeitada pelo teste de 
Kolmogoff-Smirnov em todos os bancos de filtros investigados, mas é aceita em 12 
deles, pelo teste do qui quadrado.  É possível que tal discordância se deva ao teste do 
qui quadrado ser sensível à largura dos intervalos dos histogramas.  De qualquer forma, 
tamanho índice de rejeição nem sempre impede que a aproximação dos histogramas por 
funções gaussianas seja adotada, para efeitos práticos, como se infere das Fig. IV.4 da 
página anterior.  Nelas, a função gaussiana teórica é determinada pelo par ( AAµ , AAσ ) e 
a simulada por ( AAµ , AAσ ), segundo valores tirados das Tab. IV.2.   
Na Fig. IV.4a, referente ao banco Dct8-64, o histograma e as funções gaussianas 
teórica e simulada são, para efeitos práticos, semelhantes, a despeito de o teste do qui 
quadrado registrar q = 7331,2 (Tab. IV.3), valor este quase 3 vezes superior ao máximo 
admitido para que o histograma possa ser considerado gaussiano.  Este exemplo indica 
que em alguns casos é razoável utilizar a aproximação de que o histograma é gaussiano, 
mesmo que a estatística de teste, q, supere o limite estabelecido pelo teste de hipótese.  
Outro exemplo é dado pela Fig. IV.4b, na qual aparecem o histograma e as gaussianas 
teórica e simulada atinentes ao banco Qmf32.  Apesar de não ser simétrico e aparentar 
menor semelhança com as funções gaussianas teóricas e simuladas, este histograma é 
aceito como gaussiano pelo teste do qui quadrado.  É possível que esta falta de simetria 
contribua para que o banco Qmf32 apresente um dos maiores erros relativos do desvio 
padrão (Tab. IV.2b), embora a hipótese de que a variável aleatória dBRSR  é gaussiana 
não seja utilizada na dedução das estimativas teóricas. 
Ressalta-se que, neste trabalho, os testes de hipótese de pertinência das 
estimativas teóricas da média e do desvio padrão ao intervalo de confiança baseiam-se 
na variável aleatória dBRSR  ser gaussiana.  O fato de esta suposição não se verificar em 
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geral e nem ser rigorosamente verdadeira pode ter contribuído para boa parte das 
rejeições daqueles testes, conforme Tab. IV.2.  
 
 
 
Tabela IV.4a – Bancos de filtros A/A – investigação tipo 2 com hσ  = fσ  = 1% e 
entrada auto-regressiva ( )9,0=τ : média teórica ( )AAµ  e simulada ( )AAµ  de dBRSR ; 
erro relativo percentual ( )η ; comprimento do intervalo de confiança a 95% da média 
populacional ( )C ; pertinência de AAµ  a C  ( )C∈ . 
FILTRO AAµ  (dB) AAµ  (dB) η  (%) C  (dB) C∈  
Cqf8 37,0 38,7 4,4 0,2 N 
Cqf16 37,0 38,7 4,4 0,2 N 
Cqf32 37,0 38,8 4,6 0,2 N 
Qmf8 36,3 37,8 4,0 0,2 N 
Qmf12a 36,9 38,7 4,7 0,2 N 
Qmf12b 36,8 38,4 4,2 0,2 N 
Qmf12c 36,8 38,5 4,4 0,2 N 
Qmf16a 37,0 38,9 4,9 0,2 N 
Qmf16b 37,0 38,8 4,6 0,2 N 
Qmf16c 36,7 38,3 4,2 0,2 N 
Qmf16d 36,9 38,5 4,2 0,2 N 
Qmf16e 37,0 38,8 4,6 0,2 N 
Qmf24a 37,0 39,0 5,1 0,2 N 
Qmf24b 36,9 38,4 3,9 0,2 N 
Qmf24c 36,9 38,4 3,9 0,2 N 
Qmf32 36,6 37,9 3,4 0,1 N 
Qmf48a 37,0 38,6 4,1 0,2 N 
Qmf48b 32,8 33,1 0,9 0,1 N 
Qmf64 37,0 38,5 3,9 0,2 N 
Dct8_32 37,0 37,3 0,8 0,1 N 
Npr4_16 31,7 31,9 0,6 0,1 N 
Npr4_32 36,7 37,3 1,6 0,1 N 
Npr8_32 31,4 31,4 0,0 0,0 S 
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Tabela IV.4b – Bancos de filtros A/A (continuação):  
desvio padrão teórico ( )AAσ  e simulado ( )AAσ  de dBRSR ; erro relativo percentual 
( )η ; limites inferior ( )
−
C  e superior ( )+C  do intervalo de confiança a 95% do desvio 
padrão populacional; pertinência de AAσ  a C  ( )C∈ . 
FILTRO AAσ  (dB) AAσ  (dB) η  (%) 
−
C  (dB) +C  (dB) C∈  
Cqf8 4,1 4,3 4,7 4,2 4,4 N 
Cqf16 4,0 4,0 0,0 3,9 4,1 S 
Cqf32 3,9 4,0 2,5 3,9 4,1 N 
Qmf8 3,8 3,8 0,0 3,7 3,9 S 
Qmf12a 4,0 4,3 7,0 4,2 4,4 N 
Qmf12b 4,0 4,0 0,0 3,9 4,1 S 
Qmf12c 3,9 4,0 2,5 3,9 4,1 N 
Qmf16a 4,1 4,2 2,4 4,1 4,3 N 
Qmf16b 4,0 4,2 4,8 4,1 4,3 N 
Qmf16c 3,8 3,8 0,0 3,7 3,9 S 
Qmf16d 3,9 3,9 0,0 3,8 4,0 S 
Qmf16e 4,0 4,2 4,8 4,1 4,3 N 
Qmf24a 4,0 4,1 2,4 4,0 4,2 N 
Qmf24b 3,9 3,9 0,0 3,8 4,0 S 
Qmf24c 3,8 3,8 0,0 3,7 3,9 S 
Qmf32 3,6 3,4 5,9 3,3 3,5 N 
Qmf48a 4,0 4,1 2,4 4,0 4,2 N 
Qmf48b 2,0 1,7 17,6 1,6 1,8 N 
Qmf64 3,9 3,9 0,0 3,8 4,0 S 
Dct8_32 1,6 1,6 0,0 1,6 1,7 N 
Npr4_16 1,4 1,3 7,7 1,3 1,3 N 
Npr4_32 2,3 2,2 4,5 2,1 2,3 N 
Npr8_32 0,6 0,6 0,0 0,6 0,6 S 
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Tabela IV.5 – Bancos de filtros A/A – investigação tipo 2 com hσ  = fσ  = 1% e 
entrada auto-regressiva ( )9,0=τ : teste da hipótese ( ) ( )⋅=⋅
dBdB RSRRSR pp , 
com nível de confiança de 95%. 
Kolmogoff-Smirnov qui quadrado 
FILTRO 
q < 0,0304 q < 2103,9 
Cqf8 0,1003 N 211422,3 N 
Cqf16 0,1068 N 5465,2 N 
Cqf32 0,1134 N 3626,7 N 
Qmf8 0,1116 N 1663,6 S 
Qmf12a 0,1133 N 11090,6 N 
Qmf12b 0,1142 N 3470,5 N 
Qmf12c 0,1053 N 1882,3 S 
Qmf16a 0,1096 N 8189,9 N 
Qmf16b 0,1130 N 6554,6 N 
Qmf16c 0,1111 N 1541,9 S 
Qmf16d 0,1153 N 1819,8 S 
Qmf16e 0,1142 N 2824,1 N 
Qmf24a 0,1129 N 4089,7 N 
Qmf24b 0,1103 N 1924,4 S 
Qmf24c 0,1149 N 2137,8 N 
Qmf32 0,1131 N 1488,3 S 
Qmf48a 0,1200 N 3299,7 N 
Qmf48b 0,1263 N 2276,0 N 
Qmf64 0,1072 N 4196,8 N 
Dct8_32 0,1021 N 21234,4 N 
Npr4_16 0,1078 N 1377,9 S 
Npr4_32 0,1049 N 1504,1 S 
Npr8_32 0,1048 N 2016,2 S 
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O uso de uma seqüência de entrada ruído branco nas simulações das Tab. IV.2 
permitiu averiguar a extensão para os bancos analógicos DCT e NPR de alguns 
resultados comprovados em [12] apenas para os CQF e QMF.  As Eq. (III.50) e (III.58), 
referentes à média e ao desvio padrão teóricos da relação sinal-ruído, também foram 
testadas empregando-se como entrada a seqüência auto-regressiva gerada com 9,0=τ  
na Eq. (IV.18).  Os resultados são apresentados nas Tab. IV.4 das pg. 85 e 86.  Como 
antecipado no Cap. III, o alargamento da função de autocorrelação da seqüência de 
entrada é acompanhado pelo aumento do desvio padrão (Tab. IV.4b), o que prejudica a 
estimativa da média da relação sinal-ruído (Tab. IV.4a), em virtude da aproximação 
descrita pela Eq. (IV.19).  Ainda assim, os erros relativos, η, entre as médias teóricas, 
AAµ , fornecidas pela Eq. (III.50), e as simuladas, AAµ , não ultrapassam 5,1% na 
Tab. IV.4a, para a resolução empregada.  Os mesmos motivos apontados ao se comentar 
a Tab. IV.2a levam à rejeição, na Tab. IV.4a, da atribuição de AAµ  ao valor verdadeiro 
da média em todos os bancos, exceto no Npr8-32, no qual η = 0,0%, para a resolução 
empregada.   
Na Tab. IV.5, todos os histogramas são rejeitados como gaussianos pelo teste de 
Kolmogoff-Smirnov, embora alguns sejam aceitos pelo teste do qui quadrado.  Mesmo 
apresentando 4,21234=q , valor este muito superior ao máximo admitido pelo teste do 
qui quadrado, o histograma associado ao banco Dct8-32 é, para efeitos práticos, 
semelhante às gaussianas teórica e simulada, como mostra a Fig. IV.5a da página 
seguinte.  Isto corrobora a observação feita anteriormente nesta seção de que, em alguns 
casos, tratar o histograma como gaussiano pode ser uma aproximação razoável, em que 
pese a rejeição pelos testes de hipótese.  A Fig. IV.5b, referente ao banco Qmf48b, 
ilustra um caso em que o histograma é bastante assimétrico.  Ainda assim, encontra-se 
pelo teste do qui quadrado q = 2276,0 (Tab. IV.5), o que é próximo do limiar de 
aceitação da hipótese de que o histograma é gaussiano.  Nota-se que o banco Qmf48b 
apresenta o maior erro relativo para a estimativa teórica do desvio padrão, reforçando a 
suposição levantada ao se comentar a Fig. IV.4b de que a assimetria do histograma pode 
influir na exatidão da estimativa do desvio padrão, em que pese as expressões teóricas 
serem deduzidas sem se requerer o conhecimento da distribuição da variável aleatória 
relação sinal-ruído.   
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Figura IV.5a – Relação sinal-ruído do banco A/A Dct8-32 ( hσ  = fσ  = 1% e entrada 
auto-regressiva com 9,0=τ ): histograma e funções densidade de probabilidade 
teórica e simulada.  
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Figura IV.5b – Relação sinal-ruído do banco A/A Qmf48b ( hσ  = fσ  = 1% e entrada 
auto-regressiva com 9,0=τ ): histograma e funções densidade de probabilidade 
teórica e simulada.  
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IV.6 Resultados das simulações - bancos de filtros híbridos A/D 
Investigações tipo 1 dos bancos de filtros A/D foram realizadas representando-se 
os coeficientes de síntese em ponto-fixo com 8=fB  dígitos binários e utilizando-se 
como entrada a seqüência ruído branco descrita na Seção IV.4.  Este tipo de simulação 
permite avaliar exclusivamente o peso dos erros de realização digitais dos filtros de 
síntese na degradação do desempenho do sistema, pois nos filtros de análise são usados 
os coeficientes originais.  Os valores de relação sinal-ruído teóricos, ADRSRdB , e 
simuilados, dBRSR , assim como os erros relativos percentuais, η, são listados na 
Tab. IV.6 abaixo.   
 
 
Tabela IV.6 – Bancos de filtros A/D – investigação tipo 1 ( fB  = 8): relação sinal ruído 
teórica ( )ADRSRdB  e simulada ( )dBRSR ; erro relativo percentual ( )η . 
FILTRO ADRSRdB  dBRSR  η (%) 
Cqf8 35,9 35,9 0,0 
Cqf16 31,7 31,6 0,3 
Cqf32 29,7 29,6 0,3 
Qmf8 34,7 34,7 0,0 
Qmf12a 34,8 34,8 0,0 
Qmf12b 31,3 31,3 0,0 
Qmf12c 32,6 32,5 0,3 
Qmf16a 33,5 33,5 0,0 
Qmf16b 35,5 35,4 0,3 
Qmf16c 31,1 31,0 0,3 
Qmf16d 30,8 30,8 0,0 
Qmf16e 30,5 30,4 0,3 
Qmf24a 31,2 31,1 0,3 
Qmf24b 29,6 29,5 0,3 
Qmf24c 29,1 29,1 0,0 
FILTRO ADRSRdB  dBRSR  η (%) 
Qmf32 27,9 27,9 0,0 
Qmf48a 28,6 28,6 0,0 
Qmf48b 27,2 27,2 0,0 
Qmf64 27,4 27,3 0,4 
Dct8-32 22,8 22,8 0,0 
Dct8-64 22,3 22,3 0,0 
Dct8-128 21,4 21,4 0,0 
Dct16-64 17,7 17,7 0,0 
Dct16-128 16,8 16,9 0,6 
Npr4-16 26,6 26,6 0,0 
Npr4-32 28,0 28,0 0,0 
Npr8-32 22,8 22,8 0,0 
Npr8-64 22,0 22,0 0,0 
Npr8-128 21,2 21,3 0,5 
Npr8-128b 21,5 21,5 0,0 
 
 
Segundo a Tab. IV.6, as estimativas calculadas pela Eq. (III.70), ADRSRdB , 
concordam com os dados simulados, dBRSR , dentro de uma faixa de erros relativos 
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inferior a 0,6%, para os bancos de filtros testados.  A comparação da Tab. IV.6 acima 
com a Tab. IV.1, referente aos bancos analógicos, expõe a preponderância dos erros de 
realização digitais na queda da relação sinal-ruído, ao se empregar 8=fB .  Enquanto o 
banco de filtros analógico Dct8-32 exibe cerca de 275 dB (Tab. IV.1), sua versão A/D 
possui uma relação sinal-ruído de pouco menos de 23 dB (Tab. IV.6).  Outro exemplo 
interessante é dado pelo banco Npr4-16, cujos coeficientes originais não eliminam a 
sobreposição espectral.  Quando analógico, este sistema apresenta 34,2 dB de relação 
sinal-ruído, conforme a Tab. IV.1, mas na Tab. IV.6 figuram 26,6 dB, valor este 3,8 dB 
superior ao apresentado pelo Dct8-32 A/D citado acima.  Isto, a despeito de os 
coeficientes originais do banco Dct8-32 garantirem reconstrução perfeita.  Estes e 
outros exemplos encontrados na Tab. IV.6 revelam que a importância da reconstrução 
perfeita pode ser ainda menor nos bancos A/D.  
Na investigação tipo 2 dos bancos de filtros A/D, os coeficientes de síntese 
permanecem representados em ponto-fixo ( 8=fB ), enquanto os de análise são 
simulados empregando-se fatores erro com desvio padrão, hσ , igual a 1%.  A seqüência 
de entrada utilizada é a auto-regressiva com 9,0=τ  na Eq. (IV.18).  Os resultados desta 
investigação seguem nas Tab. IV.7a e IV.7b das páginas seguintes, referentes, 
respectivamente, à média e ao desvio padrão da variável aleatória ADdBRSR .  Nestas 
tabelas, a disposição das colunas é similar às das Tab. IV.2.  
Na Tab. IV.7a, as médias simuladas, ADµ , continuam calculadas pela Eq. (IV.5), 
enquanto as teóricas, ADµ , são dadas pela Eq. (III.67).  O fato de os erros relativos 
percentuais, η, serem inferiores a 2,6% confirma a validade da Eq. (III.67) como 
estimador para ADµ .  No confronto da Tab. IV.4a, referente aos bancos analógicos, com 
a Tab. IV.7a, sobressai a diminuição dos erros relativos para os bancos A/D.  Esta 
melhor exatidão das estimativas produzidas pela Eq. (III.67), também verificada na 
Tab. IV.6, se deve aos bancos A/D apresentarem em geral desvios padrão menores, 
conforme Tab. IV.7b, o que reduz o peso dos termos desprezados na Eq. (IV.19).  
Mesmo assim, a atribuição da estimativa teórica ao valor verdadeiro da média da 
relação sinal-ruído (Eq. (IV.8)) continua sendo admitida em poucos casos.  
Em que pese a Eq. (III.71) produzir estimativas teóricas para o desvio padrão com 
erros relativos admissíveis em muitos casos, as aproximações usadas para se chegar 
àquela fórmula introduzem erros significativos o bastante para ADσ  pertencer ao 
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intervalo de confiança (Eq. (IV.10) e (IV.11)) em apenas 7 dos 23 bancos de filtros 
ensaiados.  
 
 
 
Tabela IV.7a – Bancos A/D em ponto-fixo – investigação tipo 2 com hσ  = 1%, fB  = 8 
e entrada auto-regressiva ( )9,0=τ : média teórica ( )ADµ  e simulada ( )ADµ  de 
AD
dBRSR ; erro relativo percentual ( )η ; comprimento do intervalo de confiança a 95% da 
média populacional ( )C ; pertinência de ADµ  a C  ( )C∈ . 
FILTRO ADµ  (dB) ADµ  (dB) η  (%) C  (dB) C∈  
Cqf8 36,8 37,8 2,6 0,1 N 
Cqf16 33,5 34,0 1,5 0,1 N 
Cqf32 33,2 33,5 0,9 0,1 N 
Qmf8 29,9 30,3 1,3 0,1 N 
Qmf12a 34,7 35,2 1,4 0,1 N 
Qmf12b 32,5 32,6 0,3 0,0 N 
Qmf12c 35,3 35,6 0,8 0,1 N 
Qmf16a 37,0 37,6 1,6 0,1 N 
Qmf16b 35,1 35,9 2,2 0,1 N 
Qmf16c 33,4 33,6 0,6 0,1 N 
Qmf16d 30,7 30,9 0,6 0,1 N 
Qmf16e 33,2 33,4 0,6 0,1 N 
Qmf24a 31,1 31,3 0,6 0,1 N 
Qmf24b 30,9 31,1 0,6 0,1 N 
Qmf24c 31,8 32,0 0,6 0,0 N 
Qmf32 31,8 31,9 0,3 0,0 N 
Qmf48a 33,7 33,9 0,6 0,1 N 
Qmf48b 29,9 30,0 0,3 0,0 N 
Qmf64 32,5 32,5 0,0 0,0 S 
Dct8_32 23,0 23,1 0,4 0,0 N 
Npr4_16 27,1 27,1 0,0 0,0 S 
Npr4_32 27,0 27,0 0,0 0,0 S 
Npr8_32 22,7 22,7 0,0 0,0 S 
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Tabela IV.7b – Bancos A/D em ponto-fixo (continuação):  
desvio padrão teórico ( )ADσ  e simulado ( )ADσ  de ADdBRSR ; erro relativo percentual 
( )η ; limites inferior ( )
−
C  e superior ( )+C  do intervalo de confiança a 95% do desvio 
padrão populacional; pertinência de ADσ  a C  ( )C∈ . 
FILTRO ADσ  (dB) ADσ  (dB) η  (%) 
−
C  (dB) +C  (dB) C∈  
Cqf8 3,1 2,9 6,9 2,8 3,0 N 
Cqf16 2,0 2,0 0,0 1,9 2,1 S 
Cqf32 1,9 1,8 5,6 1,7 1,9 N 
Qmf8 1,7 1,8 5,6 1,7 1,9 N 
Qmf12a 2,3 2,2 4,5 2,1 2,3 N 
Qmf12b 1,1 1,0 10,0 1,0 1,0 N 
Qmf12c 1,4 1,2 16,7 1,2 1,2 N 
Qmf16a 2,4 2,1 14,3 2,0 2,2 N 
Qmf16b 2,7 2,8 3,6 2,7 2,9 N 
Qmf16c 1,6 1,4 14,3 1,4 1,4 N 
Qmf16d 1,5 1,5 0,0 1,5 1,5 S 
Qmf16e 1,5 1,3 15,4 1,3 1,3 N 
Qmf24a 1,8 1,8 0,0 1,7 1,9 S 
Qmf24b 1,6 1,6 0,0 1,6 1,7 N 
Qmf24c 1,1 1,0 10,0 1,0 1,0 N 
Qmf32 0,9 0,8 12,5 0,8 0,8 N 
Qmf48a 1,5 1,3 15,4 1,3 1,3 N 
Qmf48b 0,8 0,7 14,3 0,7 0,7 N 
Qmf64 0,7 0,6 16,7 0,6 0,6 N 
Dct8_32 0,3 0,3 0,0 0,3 0,3 S 
Npr4_16 0,7 0,7 0,0 0,7 0,7 S 
Npr4_32 0,7 0,7 0,0 0,7 0,7 S 
Npr8_32 0,2 0,2 0,0 0,2 0,2 S 
 
 
A exemplo do que ocorre com os bancos analógicos, a hipótese de que os 
histogramas dos bancos híbridos A/D são gaussianos é aceita em alguns casos pelo teste 
do qui quadrado, mas rejeitada em todos pelo teste de Kolmogoff-Smirnov, segundo a 
Tab. IV.8.  Não obstante, tratar um determinado histograma como gaussiano pode ser 
uma aproximação razoável, como ilustra a Fig. IV.6a.  Novamente, o sistema com maior 
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erro relativo para o desvio padrão (Qmf12c) possui um histograma bastante assimétrico, 
conforme Fig. IV.6b. 
 
 
 
Tabela IV.8 – Bancos A/D em ponto-fixo – investigação tipo 2 com hσ  = 1%, fB  = 8 e 
entrada auto-regressiva ( )9,0=τ : teste da hipótese ( ) ( )⋅=⋅
dBdB RSRRSR pp , 
com nível de confiança de 95%. 
Kolmogoff-Smirnov qui quadrado 
FILTRO 
q < 0,0304 q < 2103,9 
Cqf8 0,1171 N 1445,5 S 
Cqf16 0,1046 N 1375,3 S 
Cqf32 0,1062 N 1347,8 S 
Qmf8 0,1074 N 3192561,5 N 
Qmf12a 0,1091 N 1541,1 S 
Qmf12b 0,1143 N 2809,2 N 
Qmf12c 0,1218 N 3022,9 N 
Qmf16a 0,1158 N 1985,8 S 
Qmf16b 0,1079 N 1652,6 S 
Qmf16c 0,1141 N 1738,1 S 
Qmf16d 0,0971 N 2210,9 N 
Qmf16e 0,1052 N 1912,8 S 
Qmf24a 0,1025 N 12311,0 N 
Qmf24b 0,1039 N 2036,4 S 
Qmf24c 0,0997 N 2016,7 S 
Qmf32 0,1010 N 3219,8 N 
Qmf48a 0,1200 N 2491,9 N 
Qmf48b 0,0961 N 2524,4 N 
Qmf64 0,0911 N 3507,6 N 
Dct8_32 0,1468 N 1515,4 S 
Npr4_16 0,1087 N 8065,3 N 
Npr4_32 0,1127 N 5056,9 N 
Npr8_32 0,1441 N 4255,5 N 
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Figura IV.6a – Relação sinal-ruído do banco A/D Cqf16 em ponto fixo ( hσ  = 1%, 
fB  = 8, entrada auto-regressiva com 9,0=τ ): histograma e funções densidade de 
probabilidade teórica e simulada. 
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Figura IV.6b – Relação sinal-ruído do banco A/D Qmf12c em ponto fixo ( hσ  = 1%, 
fB  = 8, entrada auto-regressiva com 9,0=τ ): histograma e funções densidade de 
probabilidade teórica e simulada. 
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IV.6.1 Estudo de caso 
Os objetivos traçados no Cap. I estabelecem que a análise conduzida nesta tese é 
exclusivamente quantitativa.  Mesmo assim, a fim de proporcionar ao leitor uma 
avaliação qualitativa do desempenho dos bancos de filtros na presença de erros de 
realização, realiza-se um estudo de caso com sinal de voz.   
O sinal utilizado é uma gravação monocanal no formato “wav”, com freqüência 
de amostragem de 8k Hz e 16 dígitos binários para cada amostra.  Nele se ouve a 
mensagem “toda mente que se abre a uma idéia nova jamais retorna ao tamanho 
original”, frase esta atribuída, até onde se sabe, a Albert Eintein, seguida das seqüências 
“a, e, i, o, u” e “1, 2, 3, 4, 5”, empregadas para permitir breves instantes de silêncio.  A 
conversão deste sinal para o formato texto resulta na seqüência original apresentada na 
Fig. IV.7a.  Ela foi processada pelo banco de filtros A/D Dct8-64 com hσ  = 1% e 
fB  = 8, gerando a seqüência modificada da Fig. IV.7b.  A seqüência ruído, dada pela 
diferença entre a seqüência original e a fornecida pelo banco de filtros aparece na 
Fig. IV.7c.  De modo a visualizar os efeitos dos erros de realização sobre as 
componentes espectrais do sinal de voz, foram calculados, para as escalas de 1 a 8, os 
coeficientes da transformada de ondaletas contínua (TOC) das seqüências original e 
modificada, tendo a symlet de ordem 2 (“sym2”) como ondaleta mãe.  Os valores 
absolutos destes coeficientes são mostrados nas Fig. IV.8.  Eles são crescentes do 
branco para o preto, na escala de tons de cinza usada. 
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Figura IV.7a - Seqüência original (entrada do banco de filtros). 
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Figura IV.7b - Seqüência modificada (saída do banco de filtros). 
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Figura IV.7c - Seqüência ruído. 
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Figura IV.8a – Coeficientes da TOC (sym2) para a seqüência original. 
 
 
Figura IV.8b - Coeficientes da TOC (sym2) para a seqüência modificada. 
 100 
Ao se reproduzir o sinal referente à seqüência modificada, as mensagens 
transcritas acima são perfeitamente reconhecidas, mas ouve-se um ruído de fundo mais 
intenso que no sinal original, como esperado.  Graficamente, esta situação é descrita 
pela semelhança entre as Fig. IV.7a e IV.7b, e pelas amplitudes relativamente baixas da 
seqüência ruído (Fig. IV.7c).  Na comparação da Fig. IV.8a com a Fig. IV.8b, o fato de 
as raias mais escuras permanecerem praticamente inalteradas, confirma que as 
mensagens são preservadas, a despeito da ação dos erros de realização.  Contudo, eles 
introduzem ruído de fundo ao longo de todo o sinal e em todas as escalas investigadas, o 
que é indicado pelo surgimento de novas raias cinzas na Fig. IV.8b.   
A comparação direta entre a relação sinal-ruído medida e a estimativa teórica não 
é possível neste exemplo, pois o desconhecimento da função de autocorrelação da 
seqüência original impede o uso da Eq. (III.67) para o cálculo de ADµ .  Mesmo assim, é 
interessante mencionar que, para o banco de filtros A/D Dct8-64 com hσ  = 1% e 
fB  = 8, como no caso em questão, a relação sinal-ruído média, ADµ , iguala-se a 
22,2 dB, se a seqüência de entrada for um ruído branco.  Já a relação sinal-ruído medida 
utilizando-se as seqüências das Fig. IV.7 é determinista e ficou em 19,4 dB.  Em vista 
da diferença de 2,8 dB entre estes valores, a Eq. (III.67) serve como estimativa 
aproximada de desempenho para este exemplo.    
O estudo de caso acima visa ilustrar, em uma situação próxima da prática, o 
desempenho do banco de filtros contaminado por erros de realização.  Pôde-se constatar 
que a ação dos erros de realização não necessariamente prejudica a inteligibilidade da 
informação, apesar de o sistema possuir uma relação sinal-ruído bastante baixa.  De 
fato, dependendo da aplicação, o aumento do nível de ruído pode ser até tolerável.  
 
 
IV.7 Resultados das simulações - bancos de filtros digitais (D/D) 
A Eq. (III.74) é proposta no Cap. III como estimativa da relação sinal-ruído de 
bancos de filtros digitais.  A fim de avaliar sua exatidão, foram realizadas investigações 
tipo 1 empregando-se a seqüência de entrada ruído branco.  Os coeficientes de análise e 
de síntese são representados em ponto-fixo, mediante quantização por arredondamento, 
por palavras binárias com hB  = fB  = 8.   
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Tabela IV.9 – Bancos de filtros D/D – simulações tipo 1 ( hB  = fB  = 8): relação sinal 
ruído teórica ( )DDRSRdB  e simulada ( )dBRSR ; erro relativo percentual ( )η .  
FILTRO DDRSRdB  dBRSR  η (%) 
Cqf8 33,5 33,5 0,0 
Cqf16 29,1 29,0 0,3 
Cqf32 26,0 25,9 0,4 
Qmf8 29,8 29,9 0,3 
Qmf12a 34,8 34,7 0,3 
Qmf12b 29,3 29,4 0,3 
Qmf12c 32,4 32,3 0,3 
Qmf16a 30,4 30,4 0,0 
Qmf16b 35,7 35,6 0,3 
Qmf16c 28,6 28,5 0,4 
Qmf16d 27,5 27,4 0,4 
Qmf16e 28,9 28,9 0,0 
Qmf24a 29,4 29,3 0,3 
Qmf24b 26,8 26,7 0,4 
Qmf24c 25,9 25,8 0,4 
FILTRO DDRSRdB  dBRSR  η (%) 
Qmf32 25,3 25,2 0,4 
Qmf48a 28,2 28,2 0,0 
Qmf48b 26,0 25,9 0,4 
Qmf64 25,6 25,4 0,8 
Dct8-32 19,5 19,5 0,0 
Dct8-64 19,6 19,6 0,0 
Dct8-128 18,0 18,1 0,6 
Dct16-64 15,0 15,0 0,0 
Dct16-128 13,9 14,0 0,7 
Npr4-16 23,7 23,7 0,0 
Npr4-32 24,4 24,3 0,4 
Npr8-32 19,8 19,8 0,0 
Npr8-64 19,4 19,4 0,0 
Npr8-128 17,8 17,9 0,6 
Npr8-128b 18,2 18,2 0,0 
 
 
Os dados obtidos, listados na Tab. IV.9 acima, indicam que a Eq. (III.74) fornece 
estimas teóricas da relação sinal-ruído, DDRSRdB , concordantes com as simuladas, 
dBRSR , sendo os erros relativos, η, inferiores a 0,8% para os bancos de filtros testados.  
Em muitos deles, a relação sinal-ruído é próxima da fornecida pela Tab. IV.6, referente 
aos bancos A/D, confirmando a prevalência dos erros de realização digitais sobre os 
analógicos, nas condições de teste especificadas.  A Fig. IV.9 ilustra para o banco  
Dct8-32 que, ao se variar hB  = fB  de 6 a 16, com entrada ruído branco, a Eq. (III.74) 
continua fornecendo estimativas coerentes.  Embora a operação de quantização seja 
não-linear, a relação sinal-ruído exibe na Fig. IV.9 um comportamento linear, 
aproximado pela reta 85,2351,5dB −≅ hDD BRSR . 
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Figura IV.9 – Banco de filtros digital (D/D) Dct8-32 em ponto-fixo:  
relação sinal-ruído em função de fh BB = .  
 
 
IV.8 Projeto de filtros protótipos 
Diversos métodos de projeto têm sido formulados visando ao menos aproximar a 
reconstrução perfeita e, ao mesmo tempo, conferir ao filtro protótipo, ( )⋅p , 
características desejáveis no domínio da freqüência, como maior atenuação na banda de 
rejeição ou menor largura da banda de transição, [2], [5], [25].  Contudo, até onde se 
tem conhecimento, nenhum deles considera o desempenho dos bancos de filtros na 
presença de erros de realização.  Uma das estratégias mais importantes para a obtenção 
dos coeficientes do filtro protótipo baseia-se na minimização, sob certas restrições, de 
uma função objetivo.  Assim, uma vez que os resultados das seções anteriores 
confirmam a Eq. (III.50) como estimador aceitável para a média da relação sinal-ruído 
de bancos de filtros analógicos, propõe-se utilizar as parcelas daquela equação na 
composição de uma nova função objetivo, E.   
Uma possibilidade consiste em se fazer  
 
 ,321 rlzrej EbEbbE ++ρ=  (IV.22) 
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com os fatores 1b , 2b  e 3b  atribuindo pesos aos termos ρ (Eq. (III.51)),  
 
 
( ) ,2∑π
ω=ω
ω
=
s
j
rej ePE  (IV.23) 
 
e  
 
 ,111 DCBrlzE φ+φ+φ=  (IV.24) 
 
sendo que ( ) ( ){ }npeP j F=ω , e as funções B1φ , C1φ  e D1φ  são definidas nas 
Eq. (III.47).  Na Eq. (IV.22), a parcela rejE  (Eq. (IV.23)) controla a energia na banda de 
rejeição do filtro protótipo, ( )⋅p , de modo a reduzir a distorção de sobreposição 
espectral, enquanto ρ representa, no caso dos bancos analógicos, a energia das 
distorções causadas exclusivamente pelos coeficientes originais, conforme Eq. (III.51).  
Os desvios padrão associados aos erros de realização analógicos se fazem presentes por 
meio de rlzE  (Eq. (IV.24)).  Graças às Eq. (IV.24) e (III.51), a otimização da 
Eq. (IV.22) também permite encontrar o filtro protótipo considerando-se a 
autocorrelação um determinado processo estocástico de entrada.  
A Eq. (IV.22) é substancialmente simplificada ao se restringir o processo de 
entrada a um ruído branco e se utilizar na Eq. (III.28) um único valor de A no lugar da 
média aritmética ( ) 101 −=∑MM A .  Procedendo-se desta forma, encontram-se, para 
1−= NL  e 0=A ,  
 
 ( ) ( ),21 1
0
2
00 ∑−
=
α+α−=ρ
C
v
vL  (IV.25) 
 
 ( ) ( ) ( )( ) .~1
0
1
0
1
0
2
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22222 ∑ ∑∑−
=
−
=
−
=
−σσ+σ+σ=
C
v
M
k
N
u
kkhfhfrlz uvfuhME  (IV.26) 
 
Por mera conveniência, recorre-se nas Eq. (IV.25) e (IV.26) à definição de ( )⋅α0  dada 
pela Eq. (II.53), ou seja, 
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na qual 
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conforme Eq. (II.54). 
Como exemplo, a Eq. (IV.22), modificada segundo as Eq. (IV.25)-(IV.28), foi 
minimizada sob as Restrições Quadráticas dos Mínimos Quadrados (QCLS, em inglês) 
[2, pg. 352], [26], [27] para gerar filtros protótipos de bancos NPR.  Impondo-se 
131 == bb  e 22 101 −×=b  na Eq. (IV.22) e hσ  = fσ  = 1%, foi encontrado o protótipo 
de fase linear Npo4-16 ( 4=M , 16=N ), cujos coeficientes são listados na Tab. IV.10 
da página seguinte.  Nesta otimização utilizou-se o filtro Npr4-16 como aproximação 
inicial.  Segundo a Tab. IV.2a, o banco de filtros por ele gerado exibe relação sinal-
ruído média inferior aos 37 dB previstos pela Eq. (III.56) para hσ  = fσ  = 1%.  Desta 
forma, consegue-se avaliar a capacidade de o método de projeto baseado na Eq. (IV.22) 
fornecer bancos de filtros que atinjam especificações de desempenho previamente 
fixadas na presença de erros de realização.   
A Tab. IV.11 da página seguinte exibe as médias teórica e simulada da relação 
sinal-ruído do banco Npo4-16 e repete os dados referentes ao Npr4-16, tirados da 
Tab. IV.2a.  Os valores daquela tabela comprovam a sucesso do método para o exemplo 
em questão, uma vez que o sistema gerado pelo filtro protótipo Npo4-16 aproxima-se 
dos 37 dB desejados.  De acordo com a Fig. IV.10, ao longo de todo o espectro, a 
função erro de reconstrução do novo banco de filtros possui amplitude, em dB, próxima 
a zero.  Seu valor máximo, 10dB 10-1,5022 −×=ξ  (Tab. IV.12)), fornecido pela Eq. A.4, 
é superior em módulo ao do Npr4-16 original, conforme Tab. A.1, mas inferior em 
módulo ao encontrado para os CQF, por exemplo, os quais conduzem à reconstrução 
perfeita.  A Tab. IV.12 apresenta ainda a freqüência de corte, dB3ω , e a largura da banda 
de transição, ∆ω, normalizadas, assim como a atenuação na banda de rejeição, rejH ,0 , 
do filtro do canal 0=k , ( )zH 0 , formado pelo protótipo Npo4-16 segundo a Eq. (A.3a).  
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A resposta em freqüência de ( )zH 0  segue na Fig. IV.11.  Nota-se que ele apresenta 
atenuação razoável na banda de rejeição, como indica a comparação com os valores de 
rejH ,0  obtidos a partir dos demais protótipos (Tab. A.1). 
 
 
Tabela IV.10 – Resposta ao impulso do filtro protótipo otimizado Npo4-16 
(4 canais, 16 coeficientes).  
NPO4-16 
n ( ) ( )nNpnp −−= 1  N-1-n 
0 -1,376521601832314E-02 15 
1 -6,128034207269406E-03 14 
2 7,941569236361403E-03 13 
3 3,186076280925384E-02 12 
4 6,879627081247298E-02 11 
5 1,076699332885163E-01 10 
6 1,398507288392789E-01 9 
7 1,590937507445954E-01 8 
 
 
 
Tabela IV.11 – Bancos de filtros A/A ( hσ  = fσ  = 1% e entrada ruído branco): média 
teórica ( )AAµ  e simulada ( )AAµ  de dBRSR ; erro relativo percentual ( )η .  
FILTRO AAµ  (dB) AAµ  (dB) η  (%) 
Npr4-16 32,3 32,4 0,3 
Npo4-16 37,0 37,2 0,5 
 
 
 
Tabela IV.12 – Filtro protótipo Npo4-16: dados de interesse da resposta em freqüência. 
dBξ  dB3ω  ∆ω rejH ,0  (dB) 
-1,50E-10 2,50E-01 1,49E-01 -29,9 
 106
 
 
 
0,0 0,2 0,4 0,6 0,8 1,0
-1,507
-1,506
-1,505
-1,504
-1,503
-1,502
Banco de filtros Npo4-16 - erro de reconstrução
A
m
pl
itu
de
 (x
10
-
10
 
dB
)
Freqüência normalizada
 
Figura IV.10 – Banco de filtros A/A Npo4-16:  
função erro de reconstrução em dB, dada por ( )zA010log20 . 
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Figura IV.11 – Banco de filtros A/A Npo4-16: resposta em freqüência de ( )zH 0 . 
 
 
 107
IV.9 Sumário 
A correção das estimativas teóricas propostas no Cap. III, referentes à relação 
sinal-ruído de bancos de filtros quaisquer, é averiguada por intermédio de duas linhas de 
investigações.  A primeira, denominada tipo 1, trata do desempenho dos bancos de 
filtros ainda na fase de projeto e, por isto, enfoca os coeficientes originais e erros de 
realização digitais.  Graças ao determinismo de seus resultados, a exatidão das 
estimativas teóricas pode ser medida pelo erro relativo percentual apenas.  A segunda 
linha de investigação, chamada tipo 2, considera erros de realização tanto digitais 
quanto analógicos e faz uso de simulações Monte Carlo para gerar histogramas de 
relação sinal-ruído, a partir dos quais são obtidos a média e o desvio padrão simulados.  
Devido ao caráter aleatório destas estimativas, a avaliação dos resultados teóricos, 
também baseada no erro relativo percentual, é complementada por testes estatísticos.  
Em ambas as investigações, os resultados obtidos confirmam as equações do Cap. III 
como estimadores aceitáveis de desempenho, apesar de as aproximações empregadas 
em sua dedução causarem discrepâncias entre os valores teóricos e os simulados.  Estas 
aproximações também contribuíram para a rejeição, em muitos casos, das hipóteses 
formuladas nos testes estatísticos da investigação tipo 2.  Verificou-se que, em alguns 
caos, é aceitável, para efeitos práticos, aproximar os histogramas por gaussianas, a 
despeito de esta decisão não ser corroborada pelos testes de Kolmogoff-Smirnov e do 
qui quadrado.  
O impacto da deterioração significativa de desempenho provocada pelos erros de 
realização é avaliado qualitativamente pelo estudo de caso com sinal de voz.  Nele 
constata-se que, dependendo da intensidade dos erros de realização, as distorções dos 
bancos de filtros com relação sinal-ruído média relativamente baixa não chegam a 
corromper a informação, apesar de aumentarem o nível do ruído.  Finalmente, o novo 
método de projeto proposto, o qual se baseia na minimização da expressão da média da 
relação sinal-ruído de bancos de filtros analógicos, provou ser capaz de gerar filtros 
protótipos que garantam determinado desempenho médio na presença de erros de 
realização.  
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CAPÍTULO V - CONCLUSÕES 
V.1 Sumário da tese 
Esta tese apresenta um estudo teórico, sustentado por simulações computacionais, 
sobre o desempenho dos bancos de filtros com seus coeficientes submetidos a erros 
aleatórios (caso analógico) e deterministas (caso digital).  
Na terminologia adotada neste trabalho, apresentada na Seção III.1, as amostras 
dos filtros encontrados na fase de projeto são denominadas coeficientes originais e suas 
versões realizadas pelo circuito constituem os coeficientes efetivos.  A diferença entre 
um coeficiente original e o efetivo correspondente é chamada erro de realização.  Por 
estarem associados a dispositivos físicos, os coeficientes efetivos e seus respectivos 
erros de realização distinguem-se entre digitais e analógicos.  No caso digital, os 
coeficientes efetivos são deterministas e os erros de realização provêm da utilização de 
palavras binárias com número de dígitos insuficiente para uma representação exata.  Já 
no caso analógico, os erros de realização são modelados por variáveis aleatórias 
proporcionais aos coeficientes originais.  Tal proporcionalidade é estabelecida pelos 
fatores erro, de modo a assegurar que os erros de realização analógicos sejam inferiores 
em módulo aos coeficientes originais.  Os fatores erro são variáveis aleatórias reais, 
independentes e identicamente distribuídas de média zero.  Admite-se uma única 
variância para os fatores erro de análise e também apenas uma para os de síntese, sendo 
que ambas podem ser diferentes.  É de se esperar que na prática haja um certo grau de 
correlação entre os fatores erro, de modo que a hipótese de independência estatística 
entre eles é, na verdade, uma aproximação. 
Independente de os coeficientes originais garantirem ou não reconstrução perfeita, 
os erros de realização introduzem distorções de amplitude, fase e sobreposição 
espectral.  A de maior impacto sobre esta investigação é a distorção de sobreposição 
espectral por introduzir, no domínio do tempo, exponenciais complexas as quais tornam 
o banco de filtros CESA.  Com isto, o sistema fica representado por M seqüências 
aleatórias (Eq. (III.16)), cada qual relacionando o processo de entrada a uma das M 
componentes polifásicas do processo de saída.  Ressalta-se que as seqüências dadas pela 
Eq. (III.16) são reais e descrevem de forma exata a ação do banco de filtros 
contaminado pelas distorções citadas, como se infere da Seção II.3.1.   
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O parâmetro adotado para avaliação do desempenho dos bancos de filtros sujeitos 
a erros de realização é a relação sinal-ruído (Seção III.3.4).  Isto porque, em virtude de 
sua própria definição, ela contempla simultaneamente todas as distorções presentes no 
sistema, quer provenientes dos coeficientes originais, quer dos erros de realização.  A 
dedução da expressão da relação sinal-ruído parte dos bancos de filtros analógicos, 
estrutura considerada mais geral por ter todos os erros de realização aleatórios.  Forma-
se o processo estocástico das distorções do sistema (Seção III.3.3), ( )⋅d , pela diferença 
entre os processos de entrada (Seção III.2) e de saída (Seção III.3.2), descontado o 
atraso aproximado por 1−= NL  amostras (Eq. (III.8)).  Trata-se de um processo 
estocástico cujas estatísticas de segunda ordem possuem periodicidade M, o que torna 
suficiente o exame de apenas M versões deslocadas de ( )⋅d .  Tomadas em conjunto, elas 
constituem um novo processo estocástico cuja variância é dada de forma exata pela 
média aritmética das M variâncias de ( )⋅d  (Seção III.3.3).  Chega-se assim às 
Eq. (III.27) e (III.28), as quais relacionam a relação sinal-ruído aos coeficientes 
originais e aos fatores erro, considerando todas as possíveis realizações desta variável 
aleatória.   
É razoável admitir que os fatores erro tenham, na prática, distribuições uniformes 
ou normais.  Em ambos os casos, a aplicação do teorema do limite central à Eq. (III.28) 
mostra que a função densidade de probabilidade da relação sinal-ruído pode ser 
aproximada por uma gaussiana (Seção III.3.4.1).  Por ser sensível aos coeficientes 
originais e aos fatores erro, não se pode garantir a aplicabilidade desta aproximação a 
todos os bancos de filtros.  Mesmo que ela seja aceitável na prática, é de se esperar que 
a hipótese de que a distribuição da relação sinal-ruído é gaussiana seja recusada por 
testes estatísticos.  Uma vez que se possa admitir que a relação sinal-ruído é gaussiana, 
suas propriedades estatísticas ficam completamente determinadas pela média e pelo 
desvio padrão (Eq. (III.59)).  
A Eq. (III.28) mostra ainda que a relação sinal-ruído é uma variável aleatória 
influenciada pelo modelo linear usado para descrever o processo estocástico de entrada.  
Conforme Seção III.2, supõem-se neste trabalho processos de entrada gerados pela ação 
de um filtro invariante no tempo, estável, não-causal e com resposta ao impulso real 
sobre um ruído branco de estado contínuo e discreto no tempo, complexo, ergódigo na 
variância, não-causal e ESA, cujas variáveis aleatórias têm média zero e variância 2wσ .  
De posse da Eq. (III.27) e recorrendo-se às aproximações descritas em 
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[22, pg. 130] e [18, pg. 113], chega-se às fórmulas para cálculo da média (Eq. (III.50)) e 
do desvio padrão (Eq. (III.58)) da relação sinal-ruído de bancos de filtros analógicos.  
Elas são dadas em termos dos coeficientes originais e dos desvios padrão do fatores erro 
de análise e de síntese, além da função de autocorrelação do processo estocástico de 
entrada.  A partir das Eq. (III.50) e Eq. (III.58), são obtidas as expressões 
correspondentes para os bancos de filtros híbridos (A/D e D/A) e digitais (Seção III.4), 
tratados portanto como casos particulares, mediante substituição dos coeficientes 
originais pelos efetivos digitais e supressão apropriada dos termos proporcionais às 
estatísticas dos fatores erro.  Raciocínio similar ao empregado na Seção III.3.4.1 permite 
concluir que, nos bancos de filtros híbridos, a variável aleatória relação sinal-ruído 
também apresenta distribuição aproximadamente gaussiana, em alguns casos.  Ressalta-
se que as estimativas de desempenho teóricas dos bancos de filtros analógicos, híbridos 
e digitais são obtidas sem quaisquer restrições quanto ao método de projeto e quanto à 
distribuição da variável aleatória relação sinal-ruído.  A suposição de que os fatores erro 
são variáveis aleatórias gaussianas é requerida apenas para a dedução do desvio padrão 
(Seção C.2.3). 
A correção das estimativas propostas é verificada por intermédio de simulações 
computacionais dos tipos 1 e 2 (Seção IV.2) envolvendo seqüências de entrada ruído 
branco e auto-regressiva, além de 30 filtros protótipos diferentes, dentre os CQF, QMF, 
DCT e NPR (Seção II.2 e Apêndice A).  A investigação tipo 1 trata do desempenho dos 
bancos de filtros com seus coeficientes originais ou efetivos digitais, ou seja, sob uma 
ótica determinista, e nela se emprega o erro relativo percentual como parâmetro de 
avaliação das estimativas da relação sinal-ruído.  
O aspecto aleatório dos bancos de filtros é enfocado pela investigação tipo 2, a 
qual se baseia em histogramas gerados por simulações Monte Carlo.  Dado o número 
finito de iterações destes histogramas, suas médias e desvios padrão constituem na 
verdade amostras de variáveis aleatórias.  Assim, além de confrontar as estimativas 
teóricas com as encontradas por simulações computacionais (amostrais), por intermédio 
do erro relativo percentual, verifica-se também a pertinência das estimativas teóricas aos 
intervalos de confiança a 95% (Seção IV.3.1).  Em caso afirmativo, a estimativa teórica 
pode ser atribuída à estatística populacional correspondente.  Aplicam-se ainda os testes 
de Kolmogoff-Smirnov e do qui quadrado (Seção IV.3.2) para verificar a validade da 
hipótese, firmada na Seção III.3.4.1, de que os histogramas são gaussianos.  Frisa-se que 
esta hipótese não é utilizada na dedução das estimativas teóricas.   
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Um estudo de caso com sinal de voz é apresentado na Seção IV.6.1 a fim de 
propiciar uma avaliação qualitativa, ainda que bastante restrita, do desempenho de 
bancos de filtros A/D.  Finalmente, a expressão da média da relação sinal-ruído de 
bancos de filtros analógicos é inserida em uma função objetivo (Seção IV.8) visando o 
projeto de filtros protótipos com ênfase não na reconstrução perfeita, mas sim no 
desempenho do sistema na presença dos erros de realização.  
 
 
V.2 Conclusões 
Esta tese apresenta, como contribuição para o avanço do estado da arte, 
estimativas de desempenho para bancos de filtros analógicos, híbridos e digitais, 
sujeitos a erros de realização e alimentados por processos estocásticos lineares.  Para os 
bancos de filtros constituídos de coeficientes analógicos, são deduzidas expressões para 
a média e o desvio padrão da relação sinal-ruído aleatória.  Determinam-se também as 
relações sinal-ruído deterministas dos bancos de filtros nos quais figuram apenas 
coeficientes originais ou digitais.  Propõe-se ainda um método de projeto de filtros 
protótipos que visa garantir aos bancos de filtros um determinado valor médio de 
relação sinal-ruído na presença de erros nos coeficientes.  Estas são contribuições 
originais deste trabalho, como atesta a descrição do estado da arte conhecido 
(Seção I.3).  Ao abordar estruturas analógicas, híbridas e digitais com M canais, 
excitadas por processos estocásticos tanto ruído branco quanto lineares (AR, MA, 
ARMA), esta investigação preenche diversas lacunas referentes ao problema da 
sensibilidade dos bancos de filtros aos erros em seus coeficientes. 
Os resultados obtidos nas investigações tipo 1 e tipo 2 confirmam as expressões 
teóricas propostas como estimadores de desempenho aceitáveis.  Fica assim 
comprovada a tese sustentada no Cap. I de que as estatísticas da relação sinal-ruído 
(média e desvio padrão) são determináveis por expressões envolvendo os coeficientes 
obtidos na fase de projeto dos bancos de filtros e parâmetros dos erros a eles impostos.  
As aproximações utilizadas consistem em medir o atraso dos bancos de filtros 
aleatórios por 1−= NL  amostras, tratar os fatores erro como variáveis aleatórias 
normais independentes, além de fazer { } { }φφ E11E ≅ .  Esta última influi, em alguns 
casos, na atribuição das estimativas teóricas aos valores populacionais.  Quanto à 
aproximação da distribuição da relação sinal-ruído por uma gaussiana, os histogramas 
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obtidos mostram que ela é muitas vezes aceitável para efeitos práticos, embora, mesmo 
nestes casos, ela possa ser recusada por testes estatísticos. 
Nos bancos de filtros analógicos, a análise das equações teóricas mostra que, para 
entrada ruído branco, a média da relação sinal-ruído é praticamente independente do 
número de canais e de coeficientes da estrutura, sendo determinada de forma satisfatória 
apenas pelos desvios padrão dos fatores erro.  Com isto, os resultados de [12] ficam não 
apenas confirmados, mas também estendidos a bancos de filtros mais complexos.  Além 
disto, nos bancos analógicos excitados por um ruído branco, o desvio padrão da relação 
sinal-ruído é, de forma aproximada, inversamente proporcional ao número de canais.  
Tais aproximações puderam ser feitas graças ao uso de um número expressivo de 
bancos de filtros.  Elas não se verificam para os bancos híbridos e digitais, pois neles a 
complexidade da estrutura influencia o desempenho com erros de realização, como era 
de se esperar.  
Os resultados obtidos mostram que a questão da reconstrução perfeita assume 
importância secundária perante os erros de realização, como já afirmado em [12].  As 
distorções introduzidas por estas imperfeições não só provocam quedas significativas de 
desempenho em todos os sistemas investigados, como levam bancos de filtros 
projetados segundo métodos que garantem reconstrução perfeita a terem desempenho 
inferior àqueles que apenas aproximam esta condição, como os NPR e QMF.  Nos 
bancos analógicos, contudo, a reconstrução perfeita continua merecendo atenção, pois 
as distorções provocadas pelos coeficientes originais podem ser significativas diante das 
demais.   
Admitida a validade dos modelos e hipóteses formulados, as simulações 
computacionais refletem, ainda que parcialmente, a realidade, o que dá verossimilhança 
à investigação tipo 2.  Cada um dos 76 histogramas obtidos nesta tese resulta de 2000 
iterações.  Sem o recurso das simulações, seria necessário construir 152000 circuitos, 
tarefa impraticável por limitações técnicas e, sobretudo, econômicas.  Mesmo que fosse 
implementado somente um banco de filtros, seu valor de relação sinal-ruído 
representaria uma única ocorrência de apenas um histograma e, portanto, não permitiria 
inferências a respeito da média e do desvio padrão.  
Por enfocar o desempenho dos bancos de filtros submetidos a erros de realização, 
o método de projeto de filtros protótipos proposto na Seção IV.8 foge ao paradigma da 
reconstrução perfeita, seguido por todos os métodos conhecidos até o momento de 
conclusão deste trabalho.  O exemplo mostrado comprova ser possível orientar a 
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escolha dos coeficientes visando atingir um desempenho previamente estabelecido.  
 
 
V.3 Propostas de trabalhos futuros 
Nesta tese, o problema do desempenho dos bancos de filtros com erros de 
realização, tema bastante extenso, é abordado sem a pretensão de esgotá-lo, de sorte que 
restam ainda muitas questões a serem respondidas.  As que são concebidas no momento 
são deixadas a seguir, em uma lista não exaustiva, como propostas de trabalhos futuros.  
Recorda-se que as variáveis aleatórias fatores erro foram tratadas como 
independentes.  Propõe-se investigar o impacto da não-validade desta hipótese 
simplificadora sobre as estimativas de desempenho deduzidas nesta tese, pois, na 
prática, é de se esperar que os fatores erro exibam um certo grau de correlação entre si.  
Outra questão que se levanta refere-se à aproximação da distribuição da variável 
aleatória relação sinal-ruído por uma gaussiana, fruto da análise conduzida na 
Seção III.3.4.1.  Naquela mesma seção afirma-se, e os resultados do Cap. IV 
comprovam, que esta aproximação não é geral.  Permanece apenas a suspeita, 
fundamentada pelo teorema do limite central, de que a aceitação desta aproximação 
depende de o número de coeficientes do banco de filtros ser suficientemente elevado.  
Resta ainda, portanto, desvendar as condições nas quais ela pode ser utilizada para fins 
práticos. 
Embora tenha proporcionado avanços no estado da arte, o presente trabalho é 
apresentado com limitações importantes.  Primeiramente, esta tese é restrita a bancos de 
filtros discretos.  Cabe, portanto, empreender semelhante estudo para bancos híbridos 
com filtros contínuos, dados os progressos no projeto destes sistemas, como descrito no 
Cap. I.  Os efeitos tanto da aritmética de ponto-fixo quanto das distorções provocadas 
pelos processadores (conversores A/D, por exemplo) sobre o desempenho dos bancos de 
filtros não foram considerados e precisam ainda ser estudados.  Também merece ser 
feita uma análise qualitativa do desempenho dos bancos de filtros, a fim de se 
estabelecer o nível aceitável de relação sinal-ruído para determinada aplicação.  Esta 
questão foi apenas tangenciada nesta tese e, pelo que se entende, apresenta 
complicações adicionais por lidar em muitos casos com os sentidos humanos e, 
portanto, envolver parâmetros de avaliação subjetivos.   
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APÊNDICE A 
A.1 Introdução 
Na Seção A.2 são expostas as regras para formação dos bancos de filtros CQF, 
QMF, DCT e NPR, a partir do filtro protótipo apropriado.  A definição do valor 
máximo do erro de reconstrução segue na Seção A.3.  Para os filtros protótipos 
empregados nas simulações do Cap. IV, são listadas, na Seção A.4, características de 
interesse no domínio da freqüência, e, na Seção A.5, as referências de origem.  
 
 
A.2 Relações entre o filtro protótipo e os filtros de análise e de síntese 
Nesta seção são apresentadas, para os bancos CQF, QMF, DCT e NPR, as regras 
de formação dos filtros de análise, ( )hk ⋅ , e de síntese, ( )⋅kf , do canal k, 1,,0 −= Mk … , 
a partir do filtro protótipo, ( )⋅p .  Nas equações abaixo, tem-se 1,,0 −= Nn … .  
 
Bancos CQF [4] 
 
 ( ) ( ),0 npnh =  (A.1a) 
 ( ) ( ) ( ),111 nNpnh n −−−=  (A.1b) 
 ( ) ( ),10 nNpnf −−=  (A.1c) 
 ( ) ( ) ( ).11 npnf n−−=  (A.1d) 
 
 
Bancos QMF [1]  
 
 ( ) ( ),0 npnh =  (A.2a) 
 ( ) ( ) ( ),11 npnh n−=  (A.2b) 
 ( ) ( ),0 npnf =  (A.2c) 
 ( ) ( ) ( ).11 npnf n−−=  (A.2d) 
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Bancos DCT e NPR [3]  
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Usualmente, os filtros de síntese são apresentados na literatura multiplicados por 
M, a fim de cancelar o fator M1  na expressão de ( )zY  (Eq. (II.1)).  Por conveniência, 
esta tendência não foi seguida nas Eq. (A.1)-(A.3) e assim, para manter a equivalência 
entre as duas formas, as expressões de ( )zY  e de ( )⋅pA  aparecem multiplicadas por M, 
como nas Eq. (II.1) e (II.26).  
 
 
A.3 Erro de reconstrução 
Uma medida da distorção de amplitude é dada em dB por 
 
 ( )( )dB 10 0max 20 log ,A zξ =  (A.4) 
 
sendo ( )zA0  definida na Eq. (II.2) para 0=s  e ( )⋅max  o operador que fornece o valor 
máximo de um vetor.  
 
 
A.4 Especificações dos filtros 
A Tab. A.1 lista a freqüência de corte, dB3ω , a largura da banda de transição, ∆ω, 
e a atenuação na banda de rejeição, rejH ,0 , do filtro do canal 0=k , ( )zH 0 , gerado para 
cada um dos filtros protótipos utilizados nesta tese, seguindo-se as regras mostradas na 
Seção A.2.  Tanto dB3ω  quanto ∆ω estão normalizadas, ou seja, divididas por π.  
Figuram ainda na Tab. A.1 os valores de dBξ , calculados pela Eq. A.4.   
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Tabela A.1 - Dados de interesse dos filtros protótipos. 
FILTRO M N dB3ω  (rad) ∆ω (rad) rejH ,0  (dB) dBξ  
cqf08 2 8 5,00E-01 2,91E-01 -40,0 1,44E-06 
cqf16 2 16 5,00E-01 1,59E-01 -39,9 4,58E-05 
cqf32 2 32 5,00E-01 8,01E-02 -39,9 -3,76E-05 
Qmf8 2 8 5,00E-01 3,06E-01 -31,5 5,89E-02 
Qmf12a 2 12 5,00E-01 2,90E-01 -47,6 2,18E-02 
Qmf12b 2 12 5,00E-01 2,20E-01 -33,9 4,19E-02 
Qmf12c 2 12 5,00E-01 1,51E-01 -21,0 6,16E-02 
Qmf16a 2 16 5,00E-01 2,88E-01 -61,1 1,02E-02 
Qmf16b 2 16 5,00E-01 2,10E-01 -44,2 2,04E-02 
Qmf16c 2 16 5,00E-01 1,42E-01 -29,1 7,20E-02 
Qmf16d 2 16 5,00E-01 1,06E-01 -20,4 5,44E-02 
Qmf16e 2 16 5,00E-01 1,24E-01 -25,0 4,56E-02 
Qmf24a 2 24 5,00E-01 2,05E-01 -64,0 8,19E-03 
Qmf24b 2 24 5,00E-01 9,57E-02 -29,7 7,12E-02 
Qmf24c 2 24 5,00E-01 7,15E-02 -20,5 5,39E-02 
Qmf32 2 32 4,99E-01 5,86E-02 -24,8 2,07E-01 
Qmf48a 2 48 5,00E-01 1,24E-01 -67,7 3,82E-03 
Qmf48b 2 48 5,00E-01 4,91E-02 -30,2 2,11E-01 
Qmf64 2 64 5,00E-01 4,55E-02 -37,6 2,74E-02 
Dct8-32 8 32 1,25E-01 7,52E-02 -30,5 7,71E-15 
Dct8-64 8 64 1,25E-01 6,87E-02 -44,5 7,39E-13 
Dct8-128 8 128 1,25E-01 7,89E-02 -79,5 3,72E-08 
Dct16-64 16 64 6,25E-02 3,77E-02 -30,6 6,75E-14 
Dct16-128 16 128 6,25E-02 3,20E-02 -41,4 4,61E-13 
Npr4-16 4 16 2,50E-01 1,47E-01 -29,0 4,28E-12 
Npr4-32 4 32 2,50E-01 1,32E-01 -44,9 7,71E-15 
Npr8-32 8 32 1,25E-01 7,78E-02 -30,9 2,90E-11 
Npr8-64 8 64 1,25E-01 7,09E-02 -48,9 1,16E-12 
Npr8-128 8 128 1,25E-01 6,15E-02 -62,6 1,66E-12 
Npr8-128b 8 128 1,25E-01 8,20E-02 -95,8 1,50E-09 
 
Nos bancos de filtros uniformes, os filtros de análise possuem bandas passantes de 
mesma largura, limitadas entre as freqüências normalizadas Mk  e ( ) Mk 1+ .  Assim, 
o filtro ( )zH 0  deve ter freqüência de corte, dB3ω , igual a M1 , valor atendido por todos 
os filtros usados, como mostra a inspeção da Tab. A.1.   
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A.5 Referências de origem dos filtros protótipos 
A Tab. A.2 lista as referências de origem dos filtros protótipos.  A mesma tabela 
fornece ainda a correspondência entre os nomes adotados naquelas referências e os 
usados neste trabalho.  Os filtros cujas referências de origem são indicadas por “*” 
foram obtidos no endereço http://saigon.ece.wisc.edu, citado em [2]. 
 
Tabela A.2 – Referências e denominações originais dos filtros protótipos.
FILTRO ORIGEM NOME 
Cqf8 [4] 8 coeficientes 
Cqf16 [4] 16 coeficientes 
Cqf32 [4] 32 coeficientes 
Qmf8 [1], [5] TAB8A 
Qmf12a [1], [5] TAB12A 
Qmf12b [1], [5] TAB12B 
Qmf12c [25] D16 
Qmf16a [1], [5] TAB16A 
Qmf16b [1], [5] TAB16B 
Qmf16c [1], [5] TAB16C 
Qmf16d [25] CB5 
Qmf16e [25] CR168 
Qmf24a [1], [5] TAB24B 
Qmf24b [1], [5] TAB24D 
Qmf24c [25] U18-2 
FILTRO ORIGEM NOME 
Qmf32 [1], [5] TAB32E 
Qmf48a [1], [5] TAB48C 
Qmf48b [1], [5] TAB48E 
Qmf64 [1], [5] TAB64E 
Dct8-32 * PrqCLS-8-32 
Dct8-64 * PrqCLS-8-64 
Dct8-128 * PrqCLS-8-128 
Dct16-64 * PrqCLS-16-64 
Dct16-128 * PrqCLS-16-128 
Npr4-16 * Nprcos-4-16 
Npr4-32 * Nprcos-4-32 
Npr8-32 * Nprcos-8-32 
Npr8-64 * Nprcos-8-64 
Npr8-128 * Nprcos-8-128 
Npr8-128b * Nprcos-8-128b 
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APÊNDICE B 
B.1 Introdução 
Neste apêndice demonstra-se que um banco de filtros com distorção de 
sobreposição espectral possui seqüência de saída real (Seção B.2) e é periodicamente 
variante no tempo (Seção B.3), como afirmado no Cap. II. 
 
 
B.2 Seqüência de saída real 
Com a substituição da Eq. (II.4) na Eq. (II.3), chega-se a  
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Uma vez que ( ) MsjMsMj ee π−−π = 22 , o somatório em s na Eq. (B.1) é calculado, para M 
par, por 
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enquanto que, para M ímpar, tem-se 
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As Eq. (B.2) e (B.3) mostram que em um banco de filtros uniforme e maximamente 
decimado, mesmo que haja sobreposição espectral na saída, ( )⋅y  é real, qualquer que 
seja M.   
 
 
B.3 Sistema periodicamente variante no tempo 
Impondo-se o atraso de 0n  amostras à seqüência de entrada, ( )⋅x , obtém-se pela 
Eq. (B.1) a seqüência de saída  
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Se este mesmo atraso de 0n  amostras for aplicado diretamente à saída, forma-se a 
seqüência ( )⋅By , 
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Como ( )⋅Ay  (Eq. (B.4)) difere de ( )⋅By  (Eq. (B.5)), um banco de filtros com distorção 
de sobreposição espectral não é invariante no tempo.  Entretanto, caso as seqüências de 
entrada e de saída sofram um mesmo atraso múltiplo de M, ou seja, Mnn ′=0 , então 
verifica-se que 
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Assim, sendo ( )⋅Ay  igual a ( )⋅By , as Eq. (B.6) e (B.7) demonstram que os bancos de 
filtros com sobreposição espectral são periodicamente variantes no tempo.  
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APÊNDICE C 
C.1 Introdução 
Este apêndice apresenta a dedução de 2φσ , a variância da variável aleatória φ , 
para bancos de filtros analógicos.  Por ser um desenvolvimento demasiadamente 
extenso, optou-se, a bem da leveza do texto, por mostrar apenas as partes consideradas 
essenciais.  Consideram-se como entrada processos estocásticos ARMA, sendo o ruído 
branco tratado como caso particular na Seção C.4.  A expressão de 2φσ  é concebida para 
bancos de filtros analógicos por ser este o caso mais geral.  A partir dela, é possível 
chegar prontamente às versões, não mostradas, para bancos híbridos (A/D e D/A) e 
digitais (D/D), quer em ponto-fixo, quer em ponto-flutuante, conforme Cap. III.   
 
 
C.2 Valor médio quadrático de φ 
Segue da Eq. (III.37) que o valor médio quadrático de φ , { }2E φ , é dado por 
 
 
{ } ( ) ( ) { } ( ) { } { } { } { }.EEE2E02E020E 2221212122 φφφφφφφ ++−−+= ggg rrr  (C.1) 
 
Na Eq. (C.1), ( )⋅gr , { }1E φ  e { }2E φ  são como nas Eq. (III.3), (III.40a) e (III.40b), 
respectivamente.  As Seções C.2.1 a C.2.3 seguintes dedicam-se à obtenção dos demais 
termos da Eq. (C.1).  Como será visto, eles dependem de pelo menos uma das funções 
( )AA ′′τ ,,,1 vv , ( )A,,2 vv′τ , ( )A,3 vτ  e ( )AA ′′′′τ ,,,,4 vvv , as quais são, por comodidade, 
antecipadamente apresentadas nas Eq. (C.2) seguintes. 
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Também é utilizada a relação 
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para 1,,0 −= M…A  e 1,,0 −= Mk … , decorrente da própria definição das seqüências 
( )⋅kf ,~A , dada pela Eq. (III.15). 
 
 
C.2.1 Cálculo de { }22E φ  
Em conformidade com a Eq. (III.38b), 
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Na Eq. (C.4), recorrendo-se às Eq. (III.16) e (III.42), verifica-se que 
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Diante das Eq. (C.3) e (C.5), encontra-se, após diversas manipulações algébricas 
 
 { } ,E 3222122222 XXX −−− φ+φ+φ+φ=φ  (C.6) 
 
para 2φ  apresentado na Eq. (III.49) e os demais termos nas Eq. (C.7) abaixo. 
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C.2.2 Cálculo de { }21E φφ  
Aplicando-se o operador esperança matemática ao produto entre 1φ  (Eq. (III.38a)) 
e 2φ  (Eq. (III.38b)), obtém-se 
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sendo 
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Ao se avaliar ( ) ( ) ( ){ }vvv ′′′
′AAA αααE , encontram-se as esperanças matemáticas 
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Então, em virtude das Eq. (C.8)-(C.14) e devido a se ter ( ){ } 0,E =vuke , para todo k, u 
e v, verifica-se que  
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com A1φ , B1φ , C1φ  e D1φ  definidos nas Eq. (III.47), 2φ  na Eq. (III.49) e os demais nas 
Eq. (C.16) abaixo. 
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C.2.3 Cálculo de { }21E φ  
O termo { }21E φ , presente na Eq. (C.1), é calculado a partir da Eq. (III.38a) por 
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Na Eq. (C.17), tem-se que 
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sendo t, na Eq. (C.18), expresso por 
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Mediante troca apropriada de variáveis e explorando-se a simetria da função ( )⋅gr , 
obtém-se, com o auxílio das Eq. (C.18) e (C.19),  
 
 { } ,442E 5432121 γ+γ+γ+γ+γ=φ  (C.20) 
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Os termos Aζ  e Bζ  das Eq. (C.24) e (C.25) são dados respectivamente pelas Eq. (C.26) 
e Eq. (C.27) seguintes. 
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Nas Eq. (C.22), (C.23) e (C.26), os resultados das esperanças matemáticas são  
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Supondo-se fatores erro gaussianos, segue de [24, pg. 244-245] que 
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Assim, recorrendo-se às relações dadas pelas Eq. (C.31) e desprezando-se os termos 
proporcionais a 42 fh σσ , 
24
fh σσ  e 
44
fh σσ , encontra-se para o termo 
( ) ( ) ( ) ( ){ }ueeuueeu vuvuvuvu TkkTTkkT ′′′′′′′′ ′′ ,ˆ,ˆ,,E ˆˆ  da Eq. (C.27),  
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sendo que, na Eq. (C.32), 
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De posse das Eq. (C.20)-(C.33), verifica-se que 
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com A1φ , B1φ , C1φ , D1φ  definidos nas Eq. (III.47), e os demais termos nas Eq. (C.35) 
abaixo. 
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C.3 Variância de φ 
Decorre da Eq. (III.37), a qual define a variável aleatória φ , que  
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Então, segue das Eq. (C.1), (C.6), (C.15), (C.34) e (C.36) que a variância de φ , 2φσ , é 
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Nas Eq. (C.38), as parcelas 11 X−φ , 21 X−φ , 31 X−φ , 41 X−φ , 51 X−φ , 61 X−φ , 71 X−φ , 81 X−φ  e 
91 X−φ  são dados pelas Eq. (C.35), enquanto que 12 X−φ , 22 X−φ  e 32 X−φ  são definidas nas 
Eq. (C.7) e A2.1φ , B2.1φ , C2.1φ , D2.1φ , E2.1φ  e F2.1φ  apresentadas nas Eq. (C.16).  No 
cálculo de { }12E φ  (Eq. (C.38a)) foram desprezados os termos proporcionais a 42 fh σσ , 
24
fh σσ  e 
44
fh σσ , tal como feito na Eq. (C.32). 
 
 
C.4 Processo de entrada ruído branco 
Se o processo estocástico de entrada for ruído branco, então ( ) ( )⋅δ=⋅gr , e 
portanto, vv ′=  e vv ′′′=′′ .  A variância 2φσ  continua como na Eq. (C.37), mas, a partir 
das Eq. (C.7), (C.16) e (C.35), verifica-se que as parcelas constituintes das Eq. (III.38) 
tornam-se como nas Eq. (C.39) seguintes. 
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