Abstract: Explicit substitutions were proposed by Abadi, Cardelli, Curien, Hardin and L vy to internalise substitutions into -calculus and to propose a mechanism for computing on substitutions. is another view of the same concept which aims to explain the process of substitution and to decompose it in small steps.
, un calcul de substitutions explicites qui preserve la forte normalisation
Introduction
The main mechanism of -calculus is -conversion which is usually de ned as ( x:a)b ! a b=x], where b=x] is the substitution of the term b to the variable x. In classical -calculus 3] the mechanism of substitution is described by a speci c and external formalism. This description is part of the epitheory 11] which means it is not integrated into the theory. In the introduction of their book Curry and Feys insist on the importance of substitution in logic in general and especially in the framework of -calculus. They write page 6 of 11] that the synthetic theory of combinators "gives the ultimate analysis of substitutions in terms of a system of extreme simplicity. The theory of lambda-conversion is intermediate in character between synthetic theories and ordinary logic ... and it has the advantage of departing less radically from our intuition." In other words, they say that -calculus treats substitution better that ordinary logic, but not as well as it should and not as well as combinatory logic does, but -calculus is closer to our intuition of a function than combinatory logic. -calculi of explicit substitution answer this challenge since they contain in the same framework both a version the -rule and a description of the evaluation of the substitution. Thus explicit substitutions ful ll both Curry and Feys's wishes of an internalisation of the substitution mechanism and of a system which does not depart from our intuition. There are two approaches to calculus of explicit substitution. De Bruijn's approach which is also ours aims to describe faithfully the mechanism of substitution with the character of extreme simplicity advocated by Curry and Feys for combinatory logic. Historically, the rst calculus in this family was introduced by de Bruijn 13] , see also 20] . Another calculus belonging to this family, which is extensively studied in this paper was proposed by one of us in 22] . Those calculi attempt to describe (perhaps naively) the principles of the implementation of -calculus. They do not aim to e ciency. Their main feature is that they preserve strong normalisation.
The other approach, which we propose to call the family, has been proposed by Abadi, Cardelli, Curien, Hardin, L vy and Field around 1989 1, 2, 15, 19, 10, 24] . It follows previous research by Curien who proposed in 1983 categorical combinators 6, 8, 7] a combinatory logic more intuitive than the classical one. Hardin in 1987 17, 18] studied con uence on open terms for that calculus. Categorical combinators are more intuitive in the sense that they are based on -calculus, more precisely on -calculus with Cartesian products and keep its structure. An important contribution toward explicit substitutions is the calculus 9] which is a calculus for weak reduction. The calculi of the family insist on con uence on open terms, i.e., on terms with variables of sort term and substitution. For that, they introduce a cons operation and a composition of substitutions which plays a central role. Contrary to expectation, Melli s 23] has shown that those calculi do not preserve strong normalisation. More precisely, he has exhibited a simply typed term of the classical -calculus which starts an in nite derivation in the calculus of 2], or in the calculus * of 19]. This derivation goes through terms that contain compositions and cons. . The rst idea that comes in mind if one wants to avoid explicit naming of bound variables is to draw pictures. For instance, one replaces the variables by a dummy name like a box 2 and one draws a line between the variable and its binders. In Figure 1 we have represented a few terms. This is exactly the approach proposed by Bourbaki 4] . De Bruijn follows the same idea, for him variables are natural numbers, the indices. The index of a variable is the number of one crosses before the that binds that variable. For instance in x y z x the index of the only occurrence of x is 3 and in the notation of -terms with indices, x will be replace by 3. The indices allow us to associate directly a variable (an index) with its binder, therefore there is no need for the name of a variable next to each . Thus from a term a one creates an abstraction by adding just a on the front of a. For instance, 1 is equivalent to x x in the usual -calculus, 1( 2 1) is equivalent to x x ( y y x) and 3 is equivalent to x y z x. One main feature of (read lambda-upsilon) is that its set of operators is minimal in the sense that it contains only operators that are necessary to describe the substitution calculus. There are four operators on terms namely abstraction, application, closure and variables. The three operators on substitutions slash, lift and shift are introduced by need. The operator closure ] introduces substitutions into the calculus.
uses de Bruijn's indices 12] and we write variables 1, 2,..., n, n + 1, ... Notice the underlining which creates a variable (an index) out of a natural number. It is a basic operator of the theory and in particular it receives an interpretation in Figure 3 variables, it has to take into account that variables under have been renamed and to reset the name of the variables in s(n) accordingly. This is done by ". Notice that in there is no need for a closure rule, i.e., a rule of the form a s] t] ! a s t]: Indeed, in a term of the form a s] t] it is not necessary to tell how t acts on a s] since by induction one gets rid of s. Now to specify completely the behavior of substitutions one has just to describe by rewrite rules their action on variables. Putting together all these ideas, we get the rewrite rules of Figure 2 . Notice that the system is essentially lazy, in the sense that the evaluation of the substitution a b=] created by ( a)b can be delayed. The rewrite system terminates. The proof is easy and can be done with elementary interpretations (functions made of polynomials and exponentials) 22, 21] . It is given in Figure 3 . is also an orthogonal rewrite system, which means that it is left-linear and without superposition. This property is very important both for implementation and proofs, for instance Luc Maranget (private communication) used it to prove termination by structural induction. has three sorts of objects, namely Terms a ::= n j aa j a j a s] Substitutions s ::= a= j * (s) j " Naturals n ::= n + 1 j 1:
does not introduce composition of substitutions. This makes the system simpler. Indeed for presenting a calculus of explicit substitutions, such a composition is not absolutely necessary, at least at the logical level and its introduction in other calculi seems dictated by e ciency and/or laziness. If new rules dealing with composition need to be introduced, they should be rst proved correct as induction theorems and then added to the system. See The rest of the paper is structured as follows. In Section 3, we prove that correctly implements -reduction. In Section 4, we prove the con uence of . In Section 5, we prove that preserves strong normalization. In Section 6 we introduce C . Proof: In order to prove the rst assertion we consider each rule of . By case, Thus, in order to get local con uence, we need to prove this -conversion, which we also call substitution lemma :
Lemmas 1 to 6 do the job. Notice that in the following we prove the subsitution lemma only for pure terms, but the result remains true for impure terms since if a is impure
The same lifting from pure terms to impure terms is true for every lemma in this section. Lemma Proof: The second statement comes from the fact that if s ?! B t, then s = * i (a=) and t = * i (b=) with a ?! B b and (s) = * i ( (a)=) and (t) = * i ( (b)=). Hence from the rst statement (a) ?! (b) and (s) ?! (t). Therefore we prove the statement for a and b. We proceed by noetherian induction on the lexicographic product of the two well-founded relations (?! ; =), where = is the subterm relation. We distinguish cases according to the structure of a.
If The essential di erence between ?! on one hand and, ?! and ?! on the other hand is that rewrites with B and then normalises with or in order to remove all the closures, whereas or rewrite also with B but perform or postpone reductions of closures created by B. This raises the following question. Are strongly normalisable terms strongly normalisable or strongly normalisable? The answer is yes for whereas Melli s gave a negative answer for . There are strongly normalisable terms, even simply typed terms, which are not strongly normalisable. The di culty is that it could happen that a ?! B b and (a) = (b). In that case, the reduced B-redex of a lies in the substitution part of a subterm which is a closure. That closure is eliminated by rule Rvar or rule FV arLift which are the only rules of that can delete a B-redex 1 . Thus in the projection lemma, it could be the case that we perform a B-reduction that does not correspond to a -reduction on the normal form, we could therefore make more (but not in nitely many more) B reductions than reductions. The key of the proof of preservation of strong normalisation is the fact that, in , closures can only be created by B unlike where closures are also created by Map (a 
s) t ! a t] (s t):
Therefore, given a closure the B rewrite that creates it can always be tracked back. This will be expressed more formally through lemmas 8 and 9. First let us remind the reader what we call a position in a term. Although it has been understood in what precedes, it plays a main role in the following proofs and has to be made precise.
De nition 1 (Position) A position in a term t is a sequence of numbers 1 Lemma 9 Let a 1 ; : : :; a n 2 Terms such that a i ?! a i+1 , 1 i n?1, and a n = tfd * i (e=)]g p .
Then, Proof: By induction on n. The basic case n = 1 is immediate. Suppose : a 1 ?! a n ?! a n+1 = tfd * i (e=)]g p By previous lemma, either a n = tf( d)eg p and i = n, or a n = t 0 fd 0 * j (e 0 =)]g p 0 with e 0 ?! e and we apply the induction hypothesis. 2 De nition 3 (External position) The set Ext(a) of external positions of a term a is the set de ned as: Proof: A derivation a 1 ; a 2 ; : : :; a n ; : : : starting from a 1 can be written : We can also claim that there exists an N P such that for i N, the rewrites are internal. Indeed since is strongly normalising there exists a natural number n aP such that no derivation starting at a P can begin with more than n aP rewrites. If one supposes there are in nitely many external rewrites in an in nite -derivation starting from a P , there are at least n aP + 1 of them. By iterative application of Commutation Lemma, one can create by shifting n aP + 1 external rewrites starting from a p (see Figure 4) , which is not possible. 2 De nition 4 (Minimal derivation) An in nite derivation a 1 ?! ;p 1 a 2 ?! ;p 2 a n ?! ;pn a n+1 starting from the pure term a 1 is minimal if for a 1 ?! ;p 1 a 2 ?! ;p 2 a n ?! ;qn b n+1 any other in nite derivation, for all p 0 , q n 6 = p n p 0 (see Figure 5 ).
That means that either p n and q n are disjoint positions or q n is above p n (i.e., p n = q n q 0 ). In other words, one rewrites always the lowest possible redex to keep non termination. This does not preclude a possible redex in a n at a position lower than p n , but minimality says that rewriting at such a position leads to a nite derivation.
We need also another de nition which we call frontier and which represents the set of closures at external positions.
De nition 5 (Frontier) The frontier of a term a, denoted Fr(a), is the set of external positions p such that a jp is a closure, i.e. is of the form ].
Theorem 2 (Preservation of normalisation) If a pure term a 1 is strongly normalisable, then a 1 is strongly normalisable. 6 The system C In 13] , N. G. de Bruijn presents the rst calculus of explicit substitutions which he calls C . As his notations are somewhat di cult to read and di erent of these we are used to, we propose to describe his rules in notations similar to those used in the previous section.
Starting from rule (B), de Bruijn distinguishes two kinds of substitutions: substitutions that rename variables and substitutions that assign terms to variables. The substitutions of the rst kind are associated with functions : IN ! IN. In our notations 's correspond to substitutions of the form * i (") and * i (l), where l is the subtitution de ned below. The calculus of explicit substitution proposes a notation for representing those functions, and distinguishes a function from its associated explicit substitution. The explicit substitution associated with function will be written . Actually de Bruijn uses (n) for our n and ( ) for our , hence the name C . Among those functions de Bruijn considers a function which he names 2 and which corresponds to: To include this substitution in our notations, we propose to write 2 as l and to call it a transposition. The behavior of l can be described by its e ect on indices as follows:
The e ect of a function : IN ! IN on pure terms is described by de Bruijn with the following rules. In them, de Bruijn distinguishes constant functions, e.g., c of arity 0, f of arity 1, and g of arity 2.
where L( )(1) = 1 and L( )(n + 1) = (n) + 1, and 0 (n) = 0 ( (n)). (A 9 ) is a rule scheme which is just a generalization of (A 1 ), (A 4 ), and (A 8 ) to functions of arity n = 3; : : : Rules (A 3 ) and (A 5 ) are omitted purposely since they are not relevant here. Actually in (A 6 ) and (A 7 ), 0 and L( ) are de ned directly on the underlying functions. L is just the Lift operation that is written * in our notations and is the composition written in contemporary notations. Notice that the composition introduced in rule (A 6 ) is not used elsewhere and is not necessary for a complete de nition.
The second kind of substitutions are these of the form t=. As above, (B 11 ) is a rule scheme which is just a generalization of (B 1 ), (B 6 ) and (B 10 ). Likewise, rules (B 5 ) and (B 8 ) are omitted purposely since they are not relevant here.
This system inspires us a calculus of explicit substitutions which we call ( Figure 6 ). Figure 6 : The rewrite system products (< ; < 1 ; < 2 ). < is de ned by the interpretation : Terms ! Terms where Terms is described by the grammar:
Terms a ::= n j ab j a j a t=] Naturals n ::= n + 1 j 1:
and is described as follows: Terms by the precedence that says that an abstraction is less than a closure and less than an application which could be pictured by the following inequalities < =] and < . Those critical pairs can be proved as inductive lemmas in Terms = ! , i.e., modulo the equality generated by on Terms . Then it can be proved by classical methods that the rewriting relation ?! de ned on Terms and generated by is con uent.
Actually the system C can be presented without substitutions b=]. The rule B is replaced by four rules fB App ; B Lambda ; B F ; B R g and the new system Red is given in Figure 8 . This calculus has properties somewhat di erent form the other calculi of explicit substitutions and these properties should be carefully studied.
The systems , and Red share the same goal. All three introduce operators by necessity. In , substitutions of both kinds are lifted when put under , whereas in only renaming substitutions are because there is a way to avoid lifting of substitutions of type a=. The calculi are di erent in the form, but are similar in spirit. We feel that is slightly closer to the aim extreme simplicity suggested by Curry, but this is debatable. 
