Abstract Advanced ERP topographic mapping techniques were used to study error monitoring functions in human adult participants, and test whether proactive attentional effects during the pre-response time period could later influence early error detection mechanisms (as measured by the ERN component) or not. Participants performed a speeded go/nogo task, and made a substantial number of false alarms that did not differ from correct hits as a function of behavioral speed or actual motor response. While errors clearly elicited an ERN component generated within the dACC following the onset of these incorrect responses, I also found that correct hits were associated with a different sequence of topographic events during the pre-response baseline time-period, relative to errors. A main topographic transition from occipital to posterior parietal regions (including primarily the precuneus) was evidenced for correct hits *170-150 ms before the response, whereas this topographic change was markedly reduced for errors. The same topographic transition was found for correct hits that were eventually performed slower than either errors or fast (correct) hits, confirming the involvement of this distinctive posterior parietal activity in top-down attentional control rather than motor preparation. Control analyses further ensured that this preresponse topographic effect was not related to differences in stimulus processing. Furthermore, I found a reliable association between the magnitude of the ERN following errors and the duration of this differential precuneus activity during the pre-response baseline, suggesting a functional link between an anticipatory attentional control component subserved by the precuneus and early error detection mechanisms within the dACC. These results suggest reciprocal links between proactive attention control and decision making processes during error monitoring.
Introduction
Error detection plays a critical role in action regulation and cognitive control (Carter et al. 1999) . The commission of (unwanted) errors has been repeatedly associated with specific ERP components following motor response, including the error-related negativity (ERN) and the positivity error (Pe, see Falkenstein et al. 2000; Holroyd and Coles 2002; Ullsperger and von Cramon 2001 for overviews) . The ERN component is a negative brain potential with a fronto-central scalp distribution (maximum amplitude at FCZ electrode position), peaking early following the onset of erroneous motor responses (typically in a window spanning from 0 to 100 ms after incorrect key presses). The neural generators of the ERN have been consistently localized in the dorsal anterior cingulate cortex across several studies (dACC, see Dehaene et al. 1994; Bush et al. 2000; Debener et al. 2005; van Veen and Carter 2006; Pizzagalli et al. 2006; Ridderinkhof et al. 2007; Vocat et al. 2008; Pourtois et al. 2010) . Time-frequency analyses showed that the ERN was primarily driven by transiently phase-locked theta-band power increase to the subject's motor response (Luu et al. 2004 ).
Based on these robust electrophysiological properties, it was initially proposed that the ERN primarily indexes an early (cognitive) mismatch process between the intended or desired and actual response (Falkenstein et al. 1991; Coles et al. 2001; Nieuwenhuis et al. 2001) . Other alternative theoretical accounts suggested that the ERN reflects either mechanisms of reinforcement learning implicating dopaminergic midbrain structures (Holroyd and Coles 2002; Nieuwenhuis et al. 2004) or conflict monitoring processes (Carter et al. 1998; van Veen et al. 2001; Yeung et al. 2004) . Therefore, the ERN component is assumed to be a reliable ERP marker of an early (perhaps automatic in the sense of unconscious, see Nieuwenhuis et al. 2001 ) and online detection of errors (recruiting primarily the cingulate motor area, see Ullsperger and von Cramon 2001) , based either on a rapid matching process (Scheffers et al. 1996) , on a reinforcement learning mechanism (Holroyd and Coles 2002) , or on conflict monitoring Yeung et al. 2004) .
Whereas the ERN is defined as an ERP component being primarily time-locked and, to a lesser degree, phaselocked to the subject's motor response (''response-triggered component'', see Coles et al. 2001; Luu et al. 2004) , an intriguing possibility is that the commission of errors may also depend, to some extent, on other higher-level (endogenous) attentional factors, some of which actually take place before the subject overtly committed an error (i.e., during the pre-response time period, which foregoes the motor preparation and execution stages, sharing similarities with an anticipatory or proactive attentional component, see Weissman et al. 2006; Orr and Weissman 2009) . Under increased attentional demands, there is a need for strong top-down biasing attentional resources (Desimone and Duncan 1995) and it seems therefore plausible to surmise that errors, under some circumstances (e.g., when the task demands require a high level of attentional control on a trial by trial basis, as in the present case, see Vocat et al. 2008) , may also be partly explained by a deficiency in higher-order attentional control mechanisms, which actually take place sometime before these incorrect motor responses occur, consistent with the notion of proactive attentional control processes (see Braver et al. 2007; Braver et al. 2009 ). In agreement with this view, several reports have already revealed distinct attentional ''preparatory sets'' that preceded, and sometimes even predicted, the accuracy (and speed) of motor behavior during simple visuo-motor tasks (Gevins et al. 1987; Gratton et al. 1988; Coles et al. 1988) . Likewise, more recent EEG studies have also shown a positive modulation of the response-locked ERP (error preceding positivity) on trials preceding errors Allain et al. 2004; Hajcak et al. 2005 ). This latter ERP activity was thought to reflect a transient deficiency in the action monitoring system. Moreover, in another ERP study (Padilla et al. 2006) , error trials during a letter discrimination task were mainly characterized by a decreased CNV prior to stimulus presentation, compatible with transient lapses in a preparatory attention network that foreshadow response errors (see also Mazaheri et al. 2009 for MEG evidence). Finally, several fMRI studies have also shown that changes in activity in default mode regions of the brain preceded and even predicted performance errors (Li et al. 2007; Eichele et al. 2008) . Altogether, these studies confirm that pre-response attentional fluctuations may foreshadow response errors. Moreover, recent findings suggest that the posterior parietal cortex (e.g., the precuneus) may play an important role in these pre-response attentional fluctuations, as reviewed in the next section.
Electrophysiological studies have demonstrated that the dorsolateral prefrontal cortex (DLPFC) fires when relevant information must be maintained across a delay, during the preparatory period of the task (Cohen et al. 1997; Levy and Goldman-Rakic 1999) . It was proposed that the dACC directly interacts with the DLPFC when a response conflict (or error) occurs . Within this influential model, the dACC signals the DLPFC of an ongoing response conflict, which in turn increases attentional resources (Ridderinkhof et al. 2004; Orr and Weissman 2009 ). This dACC-DLPFC system has been implicated in tasks that require overcoming a prepotent response tendency (MacDonald et al. 2000; Barber and Carter 2005) . Interestingly, Bunge et al. (2002) suggested that the DLPFC activation may not reflect working-memory load per se (Cohen et al. 1997; Levy and Goldman-Rakic 1999) , but rather, a selection process between competing responses (see also Rowe et al. 2000) ; or alternatively an attempt to overcome residual inhibition (see Dreher and Berman 2002) , while a repertoire of potential S-R associations would be ''pre-activated'' within posterior parietal cortex presumably at an earlier stage of processing, including regions of the precuneus (Barber and Carter 2005) . Within this model, the posterior parietal cortex would be activated during the anticipatory period of the task to increase (or maybe to switch) attentional resources towards the relevant stimulus features necessary for upholding S-R associations (Rushworth et al. 2001; Bunge et al. 2002; Astafiev et al. 2003; Barber and Carter 2005; Rushworth and Taylor 2006) . Consistent with this view, Barber and Carter (2005) used fMRI and elegantly demonstrated that the precuneus showed a sustained activation during the anticipatory period of the task, when participants were instructed to overcome a prepotent response tendency (i.e., to use a less frequent and reversed S-R mapping compared to a more intuitive and standard S-R mapping), confirming that posterior parietal regions played a general role in top-down biasing processing resources under increased attentional demands (see also Desimone and Duncan 1995; Kastner and Ungerleider 2000; Corbetta and Shulman 2002; Lavie 2005; Li et al. 2007) .
The goal of this ERP study was to gain further insight into error monitoring functions in human adult participants, and more precisely to address the question whether a differential proactive attentional control effect (see also Braver et al. 2007; Braver et al. 2009 ) could be detected between errors (false alarms) versus correct hits during the pre-response time period (baseline) or not. Importantly, I aimed to compare errors to correct hits, when obvious lapses of vigilance did not account for the commission of these errors (see Vocat et al. 2008; Pourtois et al. 2010 ). More precisely, I predicted that errors would be associated with the marked attenuation of a distinctive anticipatory component, presumably reflecting top-down or proactive attentional control (therefore recruiting regions of the posterior parietal cortex, such as the precuneus; see Li et al. 2007 ) and hence indirectly contributing to mechanisms of action monitoring (e.g., involved in readying the cognitive system for task performance under high attentional demands, see Barber and Carter 2005) . For this purpose, I performed advanced topographic mapping analyses of previously published ERP data (see Vocat et al. 2008) . In this earlier ERP study, Vocat et al. (2008) designed a new speeded go/nogo task enabling a direct comparison of two opposite accuracy conditions (correct hits vs. errors), in the absence of significant speed (RT) differences, and when errors were relatively frequent events (as opposed to deviant), compared to correct hits. These two conditions were important pre-requisites to provide a balanced comparison between hits and errors in terms of overall attentional demands, ruling out the possibility that errors would mainly correspond to (deviant) lapses of attention or vigilance in this task. In the study of Vocat et al. (2008) , this was mainly achieved by imposing strong time pressure to participants (calibrated and adjusted online separately for each participant throughout the whole experimental session), eventually leading to fast perceptual decisions in all participants, including a high proportion of hits (either fast or slow) and false alarms (always performed as fast as the fastest correct hits, see Vocat et al. 2008) . In other words, errors, which were somewhat unavoidable, did not lead to either faster or slower motor responses (RTs) compared to correct (fast) hits in this speeded go/nogo task (Vocat et al. 2008) . Hence, the go/nogo task used in this study primarily required the inhibition of a pre-potent response tendency, where proactive attentional mechanisms (operating between stimulus processing and response execution) were presumably involved (Dempster and Corkill 1999; Friedman and Miyake 2004) . In this study, Vocat et al. (2008) could therefore separate ERP components for correct versus incorrect simple key presses, while attentional demands between these two conditions were nearly equated. Vocat et al. (2008) primarily studied response-related ERP components and reported that errors in this task generated conspicuous ERN and Pe components, relative to correct responses (hits), confirming that the detection of error was associated with well-established error-related ERP components in this new speeded go/nogo task (see Falkenstein et al. 2000) .
In the present study, I performed new topographic mapping analyses of these ERP data (Vocat et al. 2008) , and focused on the 500 ms time period preceding the registering of correct (hits) versus incorrect (false alarms) motor responses (RTs). To identify reliable topographic differences between conditions during this pre-response time-period, I used the same procedure for data analysis as already described in previous ERP topographic mapping studies (see Pourtois et al. 2005b; Pourtois et al. 2005a; Pourtois et al. 2006; see Murray et al. 2008; Pourtois et al. 2008 for a detailed presentation of the basic principles of this method). Notably, this topographic mapping method was already used to reveal substantial ERP topographic changes across experimental conditions occurring during the pre-stimulus (baseline) time period (see Kondakor et al. 1995; Pourtois et al. 2006) , when the amplitude (strength) of the ERP signal is usually low (close to zero baseline) and therefore where conventional ERP techniques (peak analyses, see Picton et al. 2000) usually fail to disclose reliable differences between experimental conditions (see Pourtois et al. 2008 for a thorough discussion). In this study, I first identified global ERP differences between conditions and distinguished between global differences due to (1) variations in field strength and (2) topography based on the reference-free global field power and the global spatial dissimilarity indices, respectively (Lehmann and Skrandies 1980) . I then performed (3) a detailed temporal segmentation analysis for each of the experimental conditions to characterize the precise spatiotemporal sequence of electric field configurations from -500 ms until response onset Michelet al. 1999; Michel et al. 2001) . Finally, I applied (4) a linear distributed source localization technique (i.e., Standardized low-resolution brain electromagnetic tomography, sLORETA, Pascual-Marqui 2002) to determine brain regions that might generate the topographic patterns observed in each experimental condition.
Methods

Participants
Sixteen healthy participants (9 women) with a mean age of 27 years (S.D. = 2) took part in the present study. They Brain Topogr (2011) 23:403-422 405 reported no history of neurological or psychiatric disease and normal or corrected-to-normal vision. The study was approved by the local university ethical committee.
Stimuli and Task
Extensive details regarding the stimuli, task parameters and RT calibration procedure used in this experiment can be found in Vocat et al. (2008) and Pourtois et al. (2010) . Visual stimuli consisting of simple arrow symbols were presented centrally, and were oriented either upward or downward. Each trial started with a black arrow (upright or inverted), presented centrally for a variable duration of 1,000-2,000 ms. The black arrow was then immediately replaced by a colored arrow (green or turquoise) at the same central location, but with either the same or the opposite orientation. These different combinations of color and orientation were used as imperative cues for the Go/noGo response. Notably, the task was initially designed in such a way to minimize low-level differences between go and nogo trials (see Vocat et al. 2008) . For each and every trial, a changing arrow was always shown (after an initial black arrow), whose color and orientation features precisely indicated the response to be made (a fine-grained color ? orientation discrimination was thus required). Hence, the amount of perceptual change (at the level of the changing arrow) was actually balanced between go and nogo trials. The colored arrow remained on the screen until the subject's response (on Go trials) or for a maximum of 1,500 ms (on noGo trials). The inter-trial intervals (ITI) included a blank screen of 500 ms, followed by a central fixation cross presented for another 500 ms.
Participants were instructed to perform a speeded color plus orientation discrimination task. They had to press the response key as fast as possible if the black arrow turned green and kept the same orientation (Go trials). By contrast, they were asked not to respond if the black arrow turned green but changed orientation, or if it turned turquoise irrespective of orientation (noGo trials). In addition, they were asked to verbally report their errors, if they felt they had committed a response error.
The experiment was divided into three sessions, each starting with a calibration block (containing 14 trials: 10 Go and 4 noGo), immediately followed by two consecutive test blocks (containing 60 trials each: 40 Go and 20 noGo).
Only ERPs recorded during test blocks (n = 6) were used for subsequent data analyses. Trial presentation was randomized within blocks. During each calibration block, the mean RT for Go trials was calculated online and used to define an upper limit for correct Go trials in the subsequent test blocks (see Vocat et al. 2008 for additional details). Participants received feedback about their speed of decision during the test blocks (on Go trials). When a correct response to a Go trial was made with RT above the upper limit, a feedback screen was displayed (with the words ''Too late'' in a red frame, for 500 ms), immediately following the response (these correct trials were subsequently classified as slow hits). Fast hits corresponded to correct responses to Go trials made below the upper limit. The speed pressure imposed by this procedure promoted the occurrence of many errors, consisting of false alarms on the noGo trials (subsequently classified as Errors). The whole experiment lasted on average 20 min.
EEG Recording
Continuous scalp EEG was acquired at 2,048 Hz (0-417 Hz band-pass) using a 64-channel (pin-type) Biosemi ActiveTwo system (http://www.biosemi.com) referenced to the CMS-DRL ground (driving the average potential across the montage as close as possible to the amplifier zero). Details of this circuitry can be found on the Biosemi website (http://www.biosemi.com/faq/cms and http://drl.htm). Electrodes were evenly distributed over the scalp according to the extended international 10-20 EEG system. Three electrodes (P9, Iz, and P10) had more eccentric lower positions relative to the 61 other electrodes forming a uniform spherical head model, and these three electrodes were therefore not included in the subsequent ERP data analyses. EEG data were first downsampled to 512 Hz. ERPs of interest were computed offline following a standard sequence of data transformation (Picton et al. 2000) : (1) common average reference, (2) ocular correction for blinks (Gratton et al. 1983 ) using the electrode FP1, (3) ±500 ms epoching around either the stimulus or the motor response onset time, (4) pre-response (or pre-stimulus) interval baseline correction (from -500 ms to either motor response or stimulus onset), (5) artifact rejection (mean of ±52.5 mV amplitude scale across participants), (6) averaging for each of the three critical experimental conditions (fast hits, slow hits, and errors), and (7) 30 Hz low-pass digital filtering of the individual average data. Several auxiliary analyses confirmed that the use of a 100 ms, instead of a 500 ms, pre-response baseline correction did not substantially alter the pre-response topographic shift observed for hits, which was strongly reduced for errors (see results here below).
ERP Data Analyses
A detailed presentation of ERP components following the onset of the response (including the ERN and Pe components generated in response to errors, and their respective topographic properties) can be found in Vocat et al. (2008) .
In this study, I focused on ERP effects occurring during the 500 ms pre-response time period. Because I primarily focused on pre-response attentional changes likely occurring before the onset of the response, I selected on purpose this broad temporal interval, spanning from a -500 to 0 ms relative to the onset of the response and encompassing most of the stimulus-locked effects (see results section). Moreover, a similar pre-response interval was used in previous ERP studies focused on early error-detection brain mechanisms (Vocat et al. 2008; Pourtois et al. 2010) . Importantly, I also performed additional analyses using the stimulus (i.e., the changing/color arrow, see stimuli and task) as the reference point to establish whether the attentional effects found during the pre-response baseline (see results section) were actually related to systematic differences during early stimulus processing across conditions or not.
In order to capture potential differences between errors and correct hits (with a focus on fast hits for which the RT speed was comparable to errors, see behavioral results here below) during the 500 ms time period before motor response (RT) where the amplitude of the ERP signal was by definition low (and thus where systematic ERP components could be hardly detected with confidence, see Picton et al. 2000) , I performed a detailed topographic mapping analysis of the pre-response ERP data, following a conventional four-step procedure (see C.M. Michel et al. 1999; Michel et al. 2001; Pourtois et al. 2005b; Murray et al. 2008; Pourtois et al. 2008 ). Noteworthy, it was also important to show that the ERP effects found for fast hits (and reduced for errors) were truly related to ''accuracy''. I therefore used slow hits as an additional control condition (and hence also directly compared slow hits to errors), although slow hits differed from errors with respect to speed (see behavioral results here below). Two simple contrasts (and a Bonferroni correction) were therefore mainly used in the analyses reported in this study (global field power vs. global dissimilarity), i.e., a main one: fast hits versus errors; an auxiliary one: slow hits versus errors.
(1) Changes in electric field strength were first determined by calculating the global field power (GFP, see Lehmann and Skrandies 1980) for each subject and each condition. GFP is equivalent to the spatial standard deviation of the scalp electric field, with larger values for stronger electric fields, and is calculated as the square root of the mean of the squared value recorded at each electrode (vs. the average reference). Reliable changes in the strength of the ERP signal were verified by performing a series of paired non-parametric statistical analyses based on stringent randomization tests (Manly 1991 ; see also Pourtois et al. 2007; Pourtois et al. 2010 , for recent applications to EEG data). The statistical approach used in this study is actually standard, and borrowed from previous work and guidelines for ERP topographic analyses (see Murray et al. 2008) . Because there are some uncertainties regarding the exact (statistical) distribution of continuous GFP (and dissimilarity values, see here below), non-parametric statistical analyses were used to test for differences in GFP (or dissimilarity). Randomization provides a robust non-parametric method to test for differences in any variable (here amplitude at each time-point) without any assumptions regarding data distribution, by comparing the observed dataset with random shuffling of the same values over many iterations. The method runs by repeating the shuffling many times (minimum of 5,000 with the randomization tests used here) so as to be able to estimate the probability (here P \ 0.01; with an additional criterion of temporal stability for five consecutive time-points, corresponding to [10 ms at 512 Hz sampling rate) that the data might be observed by chance. The selection of a temporal stability of 10 ms was based on previous EEG studies (Murray et al. 2008; Pourtois et al. 2008) . A significant GFP modulation does not exclude the possibility of concurrent changes in field topography, but the observation of a GFP modulation in the absence of a topographic modulation is indicative of amplitude modulation within indistinguishable generators (Lehmann 1987) .
(2) Significant periods of topographic modulation were next determined by calculating the global dissimilarity (Lehmann and Skrandies 1980) . Global dissimilarity is an index of configuration differences between two electric fields, independent of their strength. Global dissimilarity has been shown to be a reliable measure to identify transitions between dominant topographies (Murray et al. 2008) . This parameter equals the square root of the mean of the squared differences between the potentials measured at each electrode (vs. the average reference), each of which is first scaled to unitary strength divided by the instantaneous GFP. Dissimilarity can range from 0 to 2, where 0 indicates topographic homogeneity and 2 indicates topographic inversion. Two complementary analyses were used with the dissimilarity index. First, for each condition separately (errors, fast, and slow hits), increases of dissimilarity were assessed. The onsets of topographic changes were detected by comparing dissimilarity values at a given time point with the value calculated at the preceding time point. Although this statistical approach is valid to identify transient periods of topographic changes, other methods have been developed recently to detect the presence of ''components'' (Koenig and Melie-Garcia 2010) . Second, changes of dissimilarity between conditions (fast hits vs. errors or slow hits vs. errors) were tested. Unlike changes in GFP, electric field changes may be indicative of changes in the underlying generator configuration (Lehmann 1987) . Consistent changes in the electric field configuration were verified by performing a series of paired nonparametric statistical analyses, based on similar randomization tests as used for the GFP (see point 1 here above).
(3) Topographic analyses based on the global dissimilarity measure (see point 2) are particularly useful to identify significant periods of topographic modulation (Lehmann 1987) . However, the global dissimilarity measure alone is not sufficient to determine whether topographic differences are explained by a single or multiple configuration change, or by a latency shift in a given topography across conditions. To better characterize topographic modulations over time and conditions, I thus applied a pattern or spatial cluster analysis procedure. The pattern analysis efficiently summarizes ERP data by a limited number of field configurations, previously referred to as functional microstates (Lehmann 1987; C.M. Michel et al. 1999) . Here, I performed a topographic pattern analysis on group-averaged data from -500 ms until response onset (256 time frames at 512 Hz sampling rate) using a standard cluster (or spatio-temporal segmentation) method (K-means, see Pascual-Marqui et al. 1995) and then fitted the segmentation results back to individual data for subsequent statistical testing. The rationale and basic principles of this temporal segmentation method have been extensively described elsewhere (see Michel et al. 1999; Murray et al. 2008 ). The spatio-temporal segmentation algorithm is derived from spatial cluster analysis (PascualMarqui et al. 1995) and allows the identification of the most dominant scalp topographies appearing in the groupaveraged ERPs of each condition and over time, while minimizing the biases for the selection of time-frames or electrodes of interest. The optimal number of topographic maps explaining the whole data set is determined objectively using both cross validation and Krzanowski-Lai (Tibshirani et al. 2001 ) criteria. The dominant scalp topographies (identified in the groupaveraged data) are then fitted to the ERPs of each individual subject using spatial fitting procedures to quantitatively determine their representation across subjects and conditions. This procedure thus provides fine-grained quantitative values, such as the duration of a specific topographic map or its global explained variance (GEV, or goodness of fit), which are critical indices of the significance of a given topography, not available otherwise in a classical component analysis (Picton et al. 2000) . GEV represents the sum of the explained variance weighted by the GFP at each moment in time. Goodness of fit and map duration were entered in repeated-measure analyses of variance (ANOVAs) with two within-subject factors: condition (fast hits, slow hits or errors) and map configuration (i.e., the two electric field distributions previously identified by the spatial cluster analysis). Data obtained after the fitting procedure (GEV values) were analyzed using conventional parametric tests (t-tests and ANOVAs) because these data fulfilled the requirements of normality. These analyses were carried out using CARTOOL software (Version 3.34; developed by D. Brunet, Functional Brain Mapping Laboratory, Geneva, Switzerland). Correlation analyses (Pearson correlation coefficient) were also performed on the map duration, enabling to estimate the degree to which the length of a given early topography during the pre-response time interval was associated with the magnitude of post-response error-related ERP components, such as the ERN or Pe.
(4) Finally, to estimate the likely neural sources underlying the electrical field configurations identified by the previous analyses, I used a specific distributed linear inverse solution, namely standardized low-resolution brain electromagnetic tomography (sLORETA, Pascual-Marqui 2002) . sLORETA is based on the neurophysiological assumption of coherent coactivation of neighboring cortical areas (known to have highly synchronized activity, see Silva et al. 1991) and, accordingly, it computes the ''smoothest'' of all possible activity distributions (i.e., no a priori assumption is made on the number and locations of the sources). Mathematical validation of this distributed source localization technique has been recently demonstrated (Sekihara et al. 2005) . sLORETA solutions are computed within a three-shell spherical head model co-registered to the MNI152 template (Mazziotta et al. 2001) . The source locations were therefore given as (x, y, z) coordinates (x from left to right; y from posterior to anterior; z from inferior to superior). sLORETA estimates the 3-dimensional intracerebral current density distribution in 6,239 voxels (5 mm resolution), each voxel containing an equivalent current dipole. This 3-dimensional solution space in which the inverse problem is solved is restricted to the cortical gray matter (and hippocampus). The head model for the inverse solution uses the electric potential lead field computed with a boundary element method applied to the MNI152 template (Fuchs et al. 2002) . Scalp electrode coordinates on the MNI brain are derived from the international 5% system (Jurcak et al. 2007 ). The calculation of all reconstruction parameters was based on the computed common average reference. sLORETA units were scaled to amperes per square meter (A/m 2 ).
Results
Behavioral Results
As previously reported in Vocat et al. (2008) , this task was successful in inducing a high number of errors for all participants (mean: 41.5% ± 13.3%, min: 20.8%, max: 65.8%), whereas no single omission (lack of overt response during Go trials) was observed. Almost all errors (99.7%) were verbally reported. These results confirmed that the implemented time pressure manipulation did not alter the perceived accuracy for performance. During the course of the experiment, the time pressure invoked by the feedback was efficient, since participants made systematically faster decisions (P \ .001) after the calibration blocks (see Methods). Mean RT (computed from the onset of the imperative visual stimulus, the changing arrow) was 249 ± 24 ms for fast hits, 323 ± 22 ms for slow hits, and 249 ± 18 ms for errors. Statistical comparisons (paired t-tests) showed that RTs were significantly slower for slow hits than either fast hits [t(15) = 19.12, P \ .001] or errors [t(15) = 20.40, P \ .001]. Importantly, no significant difference was found between fast hits and errors [t(15) = .15, P = .88], indicating that commission errors were not caused by slower perceptual decisions (or by lapses of either attention or readiness/arousal). An additional analysis was also performed to ascertain that errors did not vary as a function of the delay (randomly varying between 1,000 and 2,000 ms) between the first black arrow (cue) and the changing arrow (target; see Supplementary  Fig. 1a ). Likewise, another additional control analysis was performed to look at the RT distribution for errors, relative to fast hits. Results of this analysis showed a tight overlap between these two RT distributions, confirming a similar speed for these two conditions (see Supplementary  Fig. 1b ). Therefore, this task enabled to compare these two opposite accuracy conditions (fast hits vs. errors), while the actual motor behavior (i.e., a simple motor key press) and behavioral speed (RT) were almost identical between these two opposite conditions.
ERP Results
(1) The non-parametric statistical comparison between fast hits and errors did not reveal any significant GFP difference (Figs. 1a, 2a) , suggesting that the strength (amplitude) of the ERP signal was comparable during this 500 ms preresponse time-period for these two conditions. As expected, because the putative motor preparation stage was visibly taking place earlier relative to motor response for slow hits (Fig. 3a) compared to the two other experimental conditions (fast hits, Fig. 1a , and errors, Fig. 2a ), a significant GFP difference (P \ .01) was found between slow hits and fast hits (from 172 ms to 96 ms before the onset of the response), as well as between slow hits and errors (from 140 to 118 ms before the onset of the response). In each case, this GFP difference indicated a significantly earlier increase of the strength of the signal during the preresponse baseline (relative to the onset of the response) for slow hits (GFP peak: 105 ms before the response, Fig. 3a ) compared to either the fast hits (GFP peak: 48 ms before the response, Fig. 1a ) or errors (GFP peak: 50 ms before the response, Fig. 2a) . Thus, slow hits generated an earlier increase of the ERP signal in the pre-response time period (relative to response onset), as compared with fast hits and errors that each also led to a reliable power increase during the pre-response baseline (corresponding to the putative motor preparation stage), but with this amplitude increase occurring closer to response onset in these two latter conditions.
(2) I next tested whether Fast hits might differ from errors when considering changes in the electric field configuration, which may occur irrespective of changes in strength (see methods). This was achieved by computing the global dissimilarity index (Lehmann and Skrandies 1980) and by subsequently comparing this index across conditions using randomization tests. In the Fast hits condition, I clearly found a single sharp increase of dissimilarity (P \ .01), peaking 168 ms before the response (Fig. 1b) . This result contrasted with the weaker topographic transition found for example between the ERN and Pe component (post-response). However, the electric field distributions of the ERN and Pe usually share some common geometric features (with a broad positive activity over centro-posterior leads; see also Vocat et al. 2008 for a thorough presentation of the topographic transition between ERN and Pe) which may explain this difference between pre and post-response dissimilarity changes. This unique and abrupt change of dissimilarity clearly came before the putative motor preparation stage, as reflected by the reliable power (GFP) increase (peaking 50 ms before the onset of the response) and ''P component'' occurring closer to motor response (RT) in this condition (Fig. 1a) . This phasic increase of the dissimilarity unambiguously indicated that a reliable change of topography (and by extension functional microstate) occurred during the preresponse time period for fast hits. By contrast, no similar single abrupt change of topographic dissimilarity could be found for errors (Fig. 2b) . I failed to identify a single and reliable increase of dissimilarity for errors during the 500 ms pre-response time-period. Instead, changes in dissimilarity were clearly manifold (P \ .01) and thus less systematic during the 500 ms pre-response time-period (without any clear distinctive dissimilarity peak, Fig. 2b ), compared to fast hits (Fig. 1b) . This was confirmed by a direct non-parametric statistical comparison, which confirmed a significant change of dissimilarity (P \ .05) for fast hits relative to errors from 146 to 124 ms before the onset of the response (Fig. 1b) , thus during a prolonged time-period that was immediately consecutive to the reliable dissimilarity increase found for fast hits.
A supplementary analysis confirmed that this lack of dominant topographic change during the pre-response interval for errors was not simply due to a poorer signal to noise ratio (SNR) in this condition, relative to the fast or slow hits conditions (where more sweeps were included in the averages). Because fast hits were twice more frequent than errors, I used an odd-even average of the individual trials to compute new ERP waveforms (fast hits) containing the same number of trials (relative to errors). Then, dissimilarity was calculated again for this condition (fast hits, see Fig. 1d ). Although the dissimilarity signal was visibly noisier (as could be anticipated when reducing trial number), a very similar pattern (including a main topographic transition during the pre-response interval) was nevertheless obtained for this new average (i.e., fast hits matched with errors for the number of trials included in the averages, see Fig. 1d ), relative to Fig. 1b (all fast hits) . Critically, the results of this supplementary analysis were still different, compared to the results obtained for errors, where no such main topographic transition (dissimilarity peak) was evidenced (see Fig. 2b ). Hence, this new analysis enabled to rule out a poorer SNR for errors, relative to hits, that would account for the dissimilarity pattern reported in Fig. 2b .
Interestingly, a similar sharp increase of dissimilarity, unequivocally reflecting a topographic change (Lehmann and Skrandies 1980) , could also be detected for slow hits during the pre-response time period, though this abrupt change of dissimilarity clearly took place earlier for slow hits (dissimilarity peak: 220 ms before the response, Fig. 3b ) than fast hits (dissimilarity peak: 168 ms before the response, Fig. 1b ), while such dissimilarity peak was not evidenced for errors (Fig. 2b) . For slow hits alike, this sharp increase of dissimilarity clearly preceded a subsequent GFP increase (GFP peak: 105 ms before the response, Fig. 3b ), thought to index a motor preparation stage (Fig. 3a) , thus providing a replication of the results already obtained for fast hits (Figs. 1a, b) . A direct statistical comparison of topographic dissimilarity between slow hits and fast hits confirmed that changes in dissimilarity were significantly different (P \ .05) during the two time periods in the pre-response baseline (220 and 168 ms before response onset), showing an earlier change (increase) of dissimilarity for slow hits than fast hits (220 ms before response, Fig. 3b) , with a reversed effect during a later time period (168 ms before response, Fig. 1b) . Finally, the comparison between slow hits and errors also revealed a significant difference (P \ .05) 220 ms before motor response, indicated by a larger dissimilarity index for slow hits than errors (Figs. 2b, 3b) . Altogether, these topographic dissimilarity results showed that a main topographic change occurred both for fast hits (Fig. 1b) and slow hits (Fig. 3b) during the pre-response time period (with this change occurring earlier for slow hits than fast hits), while a similar main alteration of the electric field configuration could not be detected for errors (Fig. 2b) .
(3) Next, I used a spatial cluster analysis (based on the K-means algorithm, see Pascual-Marqui et al. 1995) to better characterize for each condition (fast hits, slow hits and errors) the exact sequence and distribution of electric field configurations during the 500 ms pre-response time period (Figs. 1c, 2c, 3c ). This analysis was primarily performed to determine whether the main topographic change identified by the previous dissimilarity analysis both for fast hits and slow hits was actually comparable (despite an obvious latency shift), as well as to further explore how errors might differ from these two other (correct) conditions in terms of sequence of electric field configurations during the 500 ms pre-response time period. The spatial cluster analysis disclosed that the grand average ERP data during the 500 ms preresponse time period for the three conditions concurrently (fast hits, slow hits and errors) could be reliably modeled by a solution with three different topographic maps, explaining 93% of the variance. This solution revealed that the first topographic map was shared between the three conditions (Figs. 1c, 2c, 3c) , ruling out the possibility that the initial topographic baseline activity would be already different for errors (Fig. 2c) , compared to either fast (Fig. 1c) or slow hits (Fig. 3c) . However, following this initial (baseline) map shared across the three experimental conditions, a clear topographic difference was evidenced between experimental conditions. Whereas a specific topographic map was found to suddenly replace the initial topographic map both for fast and slow hits (Figs. 1c, 3c) , Fig. 1 Grand average ERP data for fast hits (epoched ±500 ms around the response-RT). a Butterfly presentation of all 61 recording channels, plus the GFP waveform superimposed (black waveform). The ERP waveform for the electrode FCz was highlighted in red. P indicated the peak of the motor preparatory activity, and only during this motor preparation stage did the GFP reliably increase during the pre-response time period (see GFP results). b Dissimilarity values computed during the ±500 ms time interval around the response, showing a clear peak (indicated by the arrow and suggesting the occurrence of a main topographic change) during the 500 ms pre-response time period, while the GFP (amplitude of ERP signal) was visibly close to the zero baseline during this time interval. Another dissimilarity peak was also detected closer to the onset of the response, likely reflecting the transition between motor preparation and motor execution. c The sequence of successive topographic maps was displayed as a function of GFP (see also a and Lehmann and Skrandies 1980). The dominant segments were expressed as standard 2-D topographic maps, color-coded using the amplitude value at each channel, normalized by the GFP (see Lehmann and Skrandies 1980) . A spatial cluster analysis confirmed that this first peak of dissimilarity corresponded to a genuine topographic change, as revealed by a substantial modification of the electric field configuration (i.e., an initial occipital baseline map, encircled in the orange frame, suddenly transformed into a transition occipito-parietal topographic map, encircled in the red frame, before this transition map eventually turned to a motor preparation stage where the GFP showed some reliable increase). d Dissimilarity values computed during the ±500 ms time interval around the response (same as b), but when the number of trials was matched between fast hits and errors, as achieved by computing a new ERP waveform for fast hits including a substantially lower number of trials (color figure online) b Brain Topogr (2011) 23:403-422 411 this second distinctive topographic map was basically suppressed at the group level (grand average ERP data) for errors (Fig. 2c) . Remarkably, for fast and slow hits, the topographic transition precisely occurred during the time period when a phasic increase of dissimilarity was previously evidenced (see point 2 here above; 220 and 168 ms before response onset for slow and fast hits, respectively), corroborating the statistical outcome of the analysis of topographic dissimilarity. This cluster analysis therefore confirmed that a reliable topographic transition (and therefore a change of the underlying neural generators, see Lehmann and Skrandies 1980) occurred both for fast and slow hits at a precise moment during the pre-response time period (being earlier for slow than fast hits, see Figs. 1c, 3c), whereas this sudden change of the electric field configuration was markedly reduced for errors (Fig. 2c ). These differences were verified by statistical tests performed on the GEV values (Fig. 5a ) that were extracted by fitting these dominant topographic maps (identified at the group level, grand average ERP results) to individual ERP data for each participant (n = 16) in each condition (n = 3) (see Lehmann and Skrandies 1980 C.M. Michel et al. 1999; Murray et al. 2008; Pourtois et al. 2008) . For this purpose, I fitted these two topographic maps (i.e., the initial baseline map, later followed by a different transition map for fast and slow hits) back to the individual ERP data during a long time-interval encompassing the putative topographic transition in all three conditions (i.e., from 210 to 90 ms Fig. 2 Grand average ERP data for errors (±500 ms around the response). a Butterfly presentation of all 61 recording channels, plus the GFP waveform (black waveform). The ERP waveform for the electrode FCz was highlighted in red. P indicated the peak of the motor preparatory activity. Prominent ERN and Pe ERP components were generated following the onset of the response. b Dissimilarity values computed during the ±500 ms time interval around the response. No obvious and main peak of dissimilarity could be detected during the 500 ms preresponse time period (compare to Figs. 1b, 3b) , with the exception of a peak occurring close to the onset of the response, and likely corresponding to a topographic transition between motor preparation and motor execution. This peak of dissimilarity was also found for fast hits (see Fig. 1b ) and for slow hits (see Fig. 3b ). There were multiple increases of map dissimilarity for errors during the 500 ms pre-response time period. c A cluster analysis confirmed that the occipitoparietal transition map found for fast hits (Fig. 1c ) and slow hits (Fig. 3c) was not detected for errors, although the initial occipital map was the same for errors, relative to the two other conditions (color figure online) before motor response), as objectively (and independently) determined by the analysis of dissimilarity (see point 2). Please note that there was a reliable shift for the main topographic transition between fast (150-100 ms preresponse) and slow hits (220-150 ms pre-response), which thus accounted for the use of this specific interval (i.e., from 210 to 90 ms before motor response) for the backfitting. Hence, the selection of this time period or interval (for the back-fitting) was not arbitrary, but directly motivated by the outcome of the spatial cluster and dissimilarity Fig. 3 Grand average ERP data for slow hits (±500 ms around the response). a Butterfly presentation of all 61 recording channels, plus the GFP waveform (black waveform). The ERP waveform for the electrode FCz was highlighted in red. P indicated the peak of the motor preparatory activity, which was clearly occurring earlier for slow hits compared to either fast hits (Fig. 1a) or errors (Fig. 2a) .
b Dissimilarity values computed during the ±500 ms time interval around the response, showing a clear peak (indicated by the arrow and suggesting the occurrence of a main topographic change) during the 500 ms pre-response time period, while the GFP (amplitude of ERP signal) was close to the zero baseline. Another dissimilarity peak was also detected closer to the onset of the response, for the transition between motor preparation and motor execution. c A cluster analysis confirmed that this initial peak of dissimilarity corresponded to a genuine topographic change, as revealed by a substantial modification of the electric field distribution (i.e., an initial occipital baseline map, encircled in the orange frame, suddenly transformed into a transition occipito-parietal topographic map, encircled in the red frame, before this transition map eventually turned to a motor preparation stage; hence showing a similar sequence of topographic events relative to fast hits) (color figure online)
Brain Topogr (2011) 23:403-422 413 analyses, following standard practice (see Murray et al. 2008) . I extracted the goodness of fit (or GEV) of each of these two topographic maps in this time interval for each subject (n = 16) and each condition (n = 3), and submitted these values to a 2(Map) 9 3(Condition) repeated measures analysis of variance (ANOVA). This ANOVA (Fig. 5a ) verified a highly significant Map 9 Condition interaction [F(2,30) = 27.58, P \ .001]. Whereas the explained variance of these two maps was low and similar for errors [t(15) = .25, P = .81], the explained variance of the second (transition) map was substantially larger than the first map during this time interval (consistent with a reliable topographic transition), both for fast hits [t(15) = 3.20, P = .006] and slow hits [t(15) = 9.82, P \ .001, see Fig. 4a ]. Importantly, the critical transition map had a significantly larger variance for slow hits than errors [t(15) = 7.79, P \ .001], and for fast hits than errors [t(15) = 3.34, P = .004, see Fig. 4a ], corroborating the assumption of a genuine topographic change for slow and fast hits, relative to errors where a similar topographic change was not observed. I also extracted the duration of these two maps during this time interval (i.e., from 210 to 90 ms before motor response), and again submitted these values to a similar 2(Map) 9 3(Condition) repeated measures ANOVA. This analysis also disclosed a highly significant Map 9 Condition interaction [F(2,30) = 25.52, P \ .001], indicating a substantially longer duration of the transition map for slow hits compared to errors [t(15) = 7.20, P \ .001], and for fast hits compared to errors [t(15) = 2.22, P = .042]. By contrast, the initial (baseline) map had a longer duration for errors, relative to either slow hits [t(15) = 7.30, P \ .001] or fast hits [t(15) = 2.20, P = .043] during this specified pre-response time interval. Altogether, these statistical results lent support to the assumption that a main topographic transition took place during the pre-response time period, equally so for slow hits and fast hits (though at an earlier time for slow hits than fast hits), whereas this topographic transition was markedly reduced for errors (Fig. 5a) . Importantly, these topographic analyses converged with the statistical analyses of dissimilarity (see point 2 here above) and showed that a main topographic transition was merely absent for errors, relative to the two other correct conditions (Fig. 5a) . Therefore, these results were intriguing at first sight, as they suggested that errors could be partly explained by ERP topographic changes during the pre-response time-period (i.e., from 210 to 90 ms before motor response), hence when the erroneous key presses (false alarms) had not been made yet, and presumably the participants were still processing the visual stimuli (colored arrow) during this time period. Moreover, because the main motor preparation stage was found to be similar between all three conditions (Figs. 1a, 2a, 3a) , these results suggested that a differential neural event, clearly preceding motor preparation, actually differentiated fast and slow hits from errors (Figs. 1b, 2b, 3b) .
I also run several control analyses to establish whether this topographic change identified prior to the response for fast and slow hits could actually be explained by differential stimulus-locked potentials. Accordingly, I performed new statistical analyses taking as reference point the onset of the changing stimulus, rather than the response (see Fig. 4 ). As can be seen from Fig. 4 , these analyses clearly failed to disclose any obvious topographic difference between hits (either fast or slow) and errors during the 250 ms time interval following the onset of the visual stimulus (color arrow) and encompassing the early visual ERPs, including the N1. Because the task was initially designed in such a way to minimize low-level differences between go and nogo trials, this result was actually not surprising. Noteworthy, 250 ms post-stimulus onset was used as an objective time limit in these auxiliary analyses since mean RT was precisely 250 ms, both for errors and fast hits (see behavioral results). However, the stimuluslocked analyses (see Fig. 4a ) confirmed that errors were unambiguously generating an ERN component peaking *300 ms after stimulus onset (see Falkenstein et al. 2000) , whereas successful inhibitions on nogo trials (i.e., correct rejections) generated a clear fronto-central nogo P3 component *370 ms post-stimulus onset (Kok 1986; Nieuwenhuis et al. 2003) . I next performed an extra spatial cluster analysis using the 500 ms time interval following stimulus onset (Fig. 4b, c) to assess whether errors might differ from hits during early stages of stimulus processing, hence during a time interval likely overlapping with the topographic change identified by the previous responselocked ERP analyses. A solution with seven dominant topographic maps was found to explain 94% of the variance (Fig. 4c) . Importantly, no reliable topographic difference between conditions (hits vs. errors) could be evidenced during the initial 250 ms time interval following the onset of the visual stimulus, confirming that the large topographic change found during the pre-response time interval for fast and slow hits (and being markedly reduced for errors, see Figs. 1, 2, 3) was not confounded by a systematic change across conditions related to early stimulus processing. After 250 ms post-stimulus onset (and hence after the manual response), this analysis confirmed reliable topographic differences between conditions (Fig. 4b) , as previously described (see Vocat et al. 2008) .
In order to more directly relate this reduction of topographic transition during the pre-response baseline with brain mechanisms of error detection, I next performed a standard correlation analysis to assess whether early error detection, as formally defined by the magnitude of the ERN component (see Falkenstein et al. 2000) , was linked to this Fig. 4 Stimulus-locked grand average ERP data. a ERP data (electrode FCz) for the different experimental conditions. The vertical dotted line corresponded to the onset of the response (mean RTs for fast hits and errors). No obvious amplitude or latency difference could be detected across conditions during the 250 ms time interval following stimulus onset. By contrast, a clear ERN component was visible for response errors in this stimuluslocked ERP analysis, peaking *300 ms post-stimulus onset (see Falkenstein et al. 2000) . For correct rejections, a clear nogo P3 component (Kok 1986) was also recorded *370 ms post-stimulus onset. b Results of the spatial cluster analysis run on the 500 ms time interval following stimulus onset. A solution with 7 dominant maps explained 94% of the variance (see results). For each condition, the sequence of successive topographic maps (labeled with a number between 1 and 7) was displayed as a function of GFP (see Lehmann and Skrandies 1980) . This analysis confirmed the lack of significant topographic difference across conditions during the 250 ms time interval following stimulus onset. The vertical dotted line corresponded to the onset of the response. c The 7 dominant segments were expressed as standard 2-D topographic maps, color-coded using the amplitude value at each channel, normalized by the GFP (see Lehmann and Skrandies 1980) . d ERP data (electrode Oz) for the different experimental conditions. A visual N1 was clearly visible for all conditions, with similar amplitude (and latency) for errors and correct (fast) hits. No obvious amplitude or latency difference could be detected across conditions during the 250 ms time interval following stimulus onset in this occipital electrode position (color figure online) earlier reduced topographic transition occurring during the pre-response time period (Fig. 5b) . I therefore performed a Pearson correlation across the 16 participants between the size of the ERN component following errors (as measured at the reference electrode FCz, see Vocat et al. 2008 ) and the duration of this transition topographic map (computed during the same time interval used for the topographic analyses, namely from 210 to 90 ms before motor response) in this condition (errors). Note that although the previous analysis suggested that the main topographic transition during the pre-response interval was merely suppressed at the group level for errors (see Fig. 2c ), relative to hits, there was nevertheless some variation across participants in the expression of this transition map in this condition (errors; see Fig. 5a ). Moreover, this correlation analysis was carried out using the duration rather than the GEV of the dominant map, as the former (but not the latter) measure turned out to reliably predict the magnitude of the ERN component, although similar results were obtained for these two measures (duration and GEV) when back fitting these dominant maps (see here above). Remarkably, this analysis (Fig. 5b) showed a negative correlation between the magnitude of the ERN and the duration of the transition topographic map during this pre-specified pre-response time period [r(16) = -.52, P = .041; r(15) = -.70, P = .004 after removing the data of one outlier]. Across participants, the larger the duration of this transition map (which was, overall, reduced for errors relative to correct hits, as described above), the lower the amplitude of the ERN component, suggesting that early error detection mechanisms (as reflected by the size of the ERN) were influenced by this preparatory ERP activity occurring *190 ms earlier during the pre-response time-period (Fig. 5b) . Early error detection (ERN) was therefore enhanced when this preceding transition topographic map had a shorter duration, corroborating the assumption that the ERP activity taking place during the pre-response time period was somehow contributing to brain mechanisms of error detection. These results suggest a functional link between two distant and non-overlapping neural events during action monitoring, the former taking place *150 ms before the motor response and the latter immediately after this response (see Fig. 2a ). By comparison, the correlation between the duration of this transition map during the pre-response time period and the amplitude of the Pe component following errors (see Vocat et al. 2008) was not significant (P [ .05), suggesting a component specific effect.
(4) Finally, I used sLORETA to gain insight into the putative neural generators of these two topographic maps (Fig. 5) , focusing on the initial (baseline) and the transition topographic maps; the duration of the latter neural event accounting for some of the amplitude variance at the level of the ERN component (Fig. 5b) . Whereas the neural generators of the initial (baseline) map were primarily localized within medial regions of the occipital cortex (Brodmann Area 19; Cuneus; right: ?5x, -90y, ?30z; left: -4x, -92y, ?24z, see Fig. 6a ), consistent with the early sensory processing of the imperative visual stimulus in this Fig. 5 Statistical results of the spatial cluster analysis (i.e., fitting of dominant map configurations identified at the group level back to individual ERP data). a During the time interval corresponding to the topographic transition (from 210 to 90 ms before motor response), I found a highly significant (P \ .001) interaction between map configurations (2 levels) and conditions (3 levels) for the global explained variance (GEV; mean ± 1 SEM). Whereas the two distinctive maps were equally present for errors (no clear topographic transition), by comparison both for fast hits and slow hits I found that the transition occipito-parietal map had a larger global explained variance (GEV) than the initial occipital map, indicating a genuine change of electric field configuration for these two conditions (see also results). The GEV for the initial occipital topographic map was not different for fast hits and errors. b A correlation analysis showed, across the 16 participants, a significant negative relationship [r(16) = -.52, P = .041] between the duration of the transition topographic map and the (absolute) magnitude of the ERN component following incorrect responses (errors). The shorter the transition map during the pre-response time period, the larger the ERN component following the incorrect response. After removing the data of one outlier (red diamond), this negative correlation became even more significant [r(15) = -.70, P = .004]. The linear regression line (y = -10.62x ? 95.61) computed for the 16 data points was presented (color figure online) task, the brain sources of the transition map were found mainly in more dorsal cortical regions, at the border between the cuneus and precuneus, in the parietal cortex (Brodmann Area 7; right: 10x, ?43z; ?40z, see Fig. 6b ). Using sLORETA, I next performed a direct statistical comparison (paired t-test) (see Figs. 1c, 2c, 3c) , were primarily localized within medial regions of the occipital cortex (Brodmann Area 19; Cuneus; right ?5x, ?30z; ?24z) , consistent with the early sensory processing of the imperative visual stimulus in this task. b By contrast, the brain sources of the transition map were mainly found in more dorsal cortical regions, at the border between the cuneus and precuneus, in the parietal cortex (Brodmann Area 7; right 10x, ?43z; ?40z) . c A direct statistical comparison (paired t-test) performed between fast hits and errors in this inverse solution space during the pre-response time period where the main topographic transition was found to be attenuated for errors (170-150 ms before response) revealed a highly significant (P \ .001) activation for fast hits relative to errors, circumscribed within the superior parietal lobule/precuneus (right 5x, -70y, ?55z, t-value: 5.92, P \ .001; left -5x, -70y, ?55z, t-value: 5.50, P \ .001). d Source localization results for the ERN component confirmed that neural generators of this error-related ERP component were primarily localized in the medial frontal gyrus (right ?5x, -22y, ?57z; left -4x, -22y, ?55z) , extending more ventrally towards the rostral cingulate gyrus (right ?9x, -17y, ?45z; left -9x, -17y, ?45z) , consistent with earlier source localization results for the ERN component (see Dehaene et al. 1994; Herrmann et al. 2004; Pizzagalli et al. 2006; O'Connell et al. 2007; Vocat et al. 2008 ) (color figure online) Brain Topogr (2011) 23:403-422 417 between fast hits and errors in this inverse solution space (Fig. 6c) , during the pre-response time period where the main topographic transition was found to take place for fast hits, while being markedly reduced for errors (170-150 ms before response, see points 1 and 2 here above). I performed the statistical comparison in the inverse solution space during this specific time period because it corresponded to the interval when the topographic change was the most obvious (and significant) for fast hits (170-150 ms pre-response, see Fig. 1b ). When making this interval larger (210-90 ms pre-response, see results of the spatial cluster analysis here above), the outcome for the inverse solution remained similar (see Fig. 6c ) but the statistical values reliably decreased. This statistical comparison revealed a highly significant (P \ .001) activation for fast hits relative to errors, circumscribed within the posterior parietal cortex during this time interval (Fig. 6c ). Maxima were found in the superior parietal lobule/precuneus (right: 5x, -70y, ?55z, t-value: 5.92, P \ .001; left: -5x, -70y, ?55z, t-value: 5.50, P \ .001, see Fig. 6c ). Therefore, this statistical comparison suggested that the neural generators underlying the main topographic transition occurring for fast hits relative to errors during the preresponse time period primarily implicated regions of the posterior parietal cortex (precuneus). By comparison, the neural generators of the ERN topographic scalp map were mainly localized, as expected, within the medial frontal gyrus (right: ?5x, -22y, ?57z; left: -4x, -22y, ?55z), extending more ventrally towards the rostral cingulate gyrus (right: ?9x, -17y, ?45z; left: -9x, -17y, ?45z, see Fig. 6d ), consistent with earlier source localization results for the ERN component (see Dehaene et al. 1994; Herrmann et al. 2004; Debener et al. 2005; Pizzagalli et al. 2006; van Veen and Carter 2006; O'Connell et al. 2007; Vocat et al. 2008 ).
Discussion
In this study, I analyzed pre-response ERP data recorded during a new speeded go/nogo task (see Vocat et al. 2008 ) and compared two opposite accuracy conditions, namely fast (correct) hits versus errors (false alarms on nogo trials), while the behavioral speed (RT) was similar between these two conditions, ruling out the possibility that commission errors were simply occurring in this task because participants had overall lower vigilance or reactivity during these incorrect responses. I tested the hypothesis that errors (unavoidable false alarms) might already differ from correct hits during the pre-response preparatory time period, in keeping with previous cognitive control studies that have identified higher-order proactive attentional changes occurring during the pre-stimulus (or pre-response) time period under increased task demands (see Braver et al. 2007; Braver et al. 2009 ), such as during the inhibition of a prepotent response (as typically required by go/nogo tasks, as used here in this study), or during task shifting (see Bunge et al. 2002; Barber and Carter 2005; Robbins 2007 ; see also Gevins et al. 1987; Padilla et al. 2006; Li et al. 2007 ). Thus, under high attentional demands, top-down attentional control effects in the posterior parietal lobe (including regions of the precuneus) were found to take place before the onset of the imperative stimulus or response (see Barber and Carter 2005; Li et al. 2007 for recent fMRI evidence), consistent with the assumption that cognitive control involves a network of frontal and parietal brain regions, some of which may generate an early anticipatory top-down attentional signal to help and guide the actual selection of S-R associations (Rushworth et al. 2001; Bunge et al. 2002; Rushworth and Taylor 2006; Robbins 2007 ; see also Corbetta and Shulman 2002; Weissman et al. 2006; Orr and Weissman 2009 ). The goal of this study was to further explore, using advanced topographic analyses of scalp ERP data, the electrophysiological correlates of these putative ''anticipatory'' attentional effects that may foreshadow response errors. These new analyses confirmed that correct responses (either fast or slow hits) were associated with a distinctive neural event during the pre-response time period, which was, however, markedly reduced for errors. Whereas this topographic modification occurred earlier for slow than for fast hits, it was substantially decreased for errors. Moreover, I could confirm that this topographic change was actually the same for slow and fast correct hits (similar topographic transition effect), despite this clear latency shift across these two accurate conditions, suggesting that this distinctive neural event was related to cognitive or attentional control, rather than to either motor preparation or speed per se. I showed, using topographic mapping analyses, that this neural event corresponded to a sharp and main topographic transition, reflecting a genuine change of functional microstates (see Lehmann and Skrandies 1980; C.M. Michel et al. 1999 ). More precisely, I found that for fast and slow hits, unlike errors, an initial baseline topographic activity (which was common to all three conditions) underwent an abrupt configuration change during the pre-response time period, swiftly moving from an occipital (baseline) to a posterior parietal (transition) microstate (implicating a region of the precuneus), as revealed by the distributed source localization results, and statistical analyses. Importantly, control analyses looking at stimuluslocked effects failed to disclose any reliable change early on following stimulus onset that could potentially account for the pre-response topographic change found in this study. These control analyses therefore confirmed that this pre-response topographic change, which was markedly reduced for errors relative to hits, was related to action monitoring processes rather than stimulus encoding processes.
Source localization results based on sLORETA (Pascual-Marqui 2002) showed that a circumscribed activation within the precuneus differentiated fast hits from errors, during the time-interval precisely corresponding to the topographic transition for fast hits, but not errors (170-150 ms before response). Previous fMRI studies have already suggested that the precuneus (superior parietal lobule) plays a critical role in voluntarily (endogenously) shifting (directing) attentional resources towards the relevant stimulus (or S-R associations) properties (see Rushworth et al. 2001; Corbetta and Shulman 2002) . Among its hypothesized functional roles, this posterior parietal region would contribute to readying the cognitive system for task performance under high attentional demands, including during the inhibition of a prepotent response tendency (see Barber and Carter 2005) . Alternatively, this posterior parietal cortex region could also play a role in attentional mechanisms of response selection (in concert with the DLPFC, see also Botvinick et al. 2001; Ridderinkhof et al. 2004) , by pre-activating and perhaps narrowing the repertoire of potential S-R associations (see Bunge et al. 2002) . Finally, the critical contribution of the posterior parietal cortex could be to re-update representations for attention (Rushworth and Taylor 2006) . Here I found a similar precuneus activation for fast hits (and slow hits as well), but not for errors, occurring during the pre-response anticipatory time period, when participants presumably processed the imperative visual stimulus (a colored green arrow) and were asked to timely select the appropriate motor response (i.e., to perform a rapid key press in response to this go signal). This precuneus activation could therefore reflect a top-down attentional shift during the preresponse time period, meant to enhance the correct S-R association (Bunge et al. 2002) , or alternatively to break up the ongoing sensory processing of the imperative visual stimulus and orient towards the motor preparation stage (Corbetta and Shulman 2002; Woldorff et al. 2004) . Noteworthy was the absence of this distinctive precuneus activation characteristic of errors, consistent with the early contribution of this posterior parietal cortex region in efficiently directing attentional resources towards the relevant S-R association (see Barber and Carter 2005) .
The statistical analyses also confirmed that this preresponse ERP effect truly corresponded to a change of the electric field configuration (as reflected by the map dissimilarity index, see Lehmann and Skrandies 1980) , as opposed to a change of strength (as reflected by the GFP, see Lehmann and Skrandies 1980) , again arguing against a simple explanation in terms of impaired arousal, vigilance or overall decreased motor preparation during the pre-response time period eventually leading to errors. In fact, the putative motor preparation stage was found to be similar across the three conditions (as was also the case for the first initial topographic activity involving medial occipital regions), and this topographic transition effect clearly took place before this motor preparation stage (see Fig. 1a, b) . This change of the electric field configuration is indicative of changes in the underlying generator configuration (see Lehmann 1987) , as further verified by the source localization results, which clearly identified a shift in the distribution of neural generators from occipital to posterior parietal (precuneus) regions. I also used a spatial cluster analysis to better characterize, in each condition, the expression and sequence of topographic changes during the 500 ms preresponse time period. These additional analyses confirmed that errors reliably differed from either fast or slow hits during this time period. These topographic mapping results showed that the precuneus transition map was not expressed to the same extent at the group level for errors, relative to the two other (correct) conditions, in agreement with the statistical outcome of the topographic dissimilarity analysis (Lehmann and Skrandies 1980) . Moreover, I found that across participants, this precuneus transition map accounted for some of the amplitude variance of the response-related ERN component for errors (Falkenstein et al. 2000) , which peaked *190 ms later and was therefore not adjacent to this early topographic alteration during the pre-response time-period, and clearly involved rostral cingulate regions (Fig. 5d ). These two neural events were separated from one another by several other intervening neural events, including motor preparation. The source localization results confirmed that the neural generators of the ERN involved regions of the rostral cingulate gyrus (see Debener et al. 2005; Vocat et al. 2008) . A correlation analysis revealed that the longer this transition map, the smaller the amplitude of the ERN component, corroborating the assumption that this early topographic ERP effect during the pre-response time period also somehow participated in early error detection processes. Furthermore, these results showed that this correlation was specific to the ERN component, as the duration of the transition map did not correlate with the amplitude of the error-related Pe component (Falkenstein et al. 2000; O'Connell et al. 2007) , which immediately followed the ERN component (see Vocat et al. 2008) . Altogether, these new results are therefore compatible with the notion that the rostral cingulate cortex is interconnected with more posterior parietal regions involved in top-down attentional control and that higher-order attentional deficits may also therefore influence cognitive control mechanisms within the dACC (see also Li et al. 2008; Orr and Weissman 2009 ).
Although the ERN component was previously shown to be primarily time-locked and, to a lesser degree, phaselocked to the subject's motor response (''response-triggered component'', see Coles et al. 2001; Luu et al. 2004) , these new results suggest that the amplitude of this early error-related component was also partly determined by systematic attentional changes in the posterior parietal cortex (precuneus) occurring during the pre-response (baseline) time period, roughly 150 ms before the response took place (''anticipatory'' component). These findings therefore suggest that the size of the ERN was not exclusively determined by an online matching process between the expected and the actual motor response (implicating primarily regions of the dorsal ACC or medial frontal cortex, see Falkenstein et al. 1991; Scheffers et al. 1996; Coles et al. 2001; Nieuwenhuis et al. 2001) , but that this early error detection mechanism was also somehow influenced by the duration (and presumably efficiency) of a preceding and systematic attentional control process, primarily implicating regions of the precuneus (see Barber and Carter 2005; Margulies et al. 2007 ). These new results showed that the magnitude of the early error detection process (as reflected by the ERN component) could be partly predicted by top-down attentional changes occurring within the posterior parietal cortex during the pre-response time period, emphasizing the distinctive contributions of medial frontal, as opposed to posterior parietal regions during action monitoring (see Bunge et al. 2002) . Hence, the perception of errors (or conflicts) do not only rapidly increase attentional resources and cognitive control effects through a dynamic interplay between the dACC and DLPFC (see Botvinick et al. 2001) , but under some circumstances (e.g., when the task demands require a high level of attentional control, as in the present case, see Vocat et al. 2008) , an anticipatory (top-down) attentional component generated in the precuneus may also have a proactive impact on regions of the dACC, selectively involved in error (or conflict) monitoring (see also Rushworth et al. 2001; Braver et al. 2007; Braver et al. 2009 ). These new results have implications for cognitive models of the ERN component (Scheffers et al. 1996; Holroyd and Coles 2002; Botvinick et al. 2001) , which typically do not weight action monitoring or action regulation functions with the potential contribution of higher-order anticipatory attentional factors (but see Yeung et al. 2004 ). These results showed that the ERN component, reflecting either conflict detection Yeung et al. 2004) or reinforcement learning (Holroyd and Coles 2002) , may be enhanced by the reduction (i.e., shorter duration) of an earlier non-adjacent anticipatory attentional effect taking place in the precuneus *190 ms earlier. Attentional shifts during the preparatory baseline time period were already shown to influence the sensory processing of (upcoming/ imminent) visual stimuli (see Kondakor et al. 1995; Kastner et al. 1999; Super et al. 2003; Pourtois et al. 2006) . Here I described a similar effect for action monitoring, where the early detection of errors (as reflected by the ERN component) was found to be influenced by the extent to which a putative anticipatory attentional control process, involving posterior parietal brain regions (precuneus), was expressed during the pre-response time period (see also Gevins et al. 1987; Weissman et al. 2006 ). As such, these new ERP results shed new light on the interaction effects between attention and decision making brain mechanisms. Finally, these new findings also illustrate the added value of alternative topographic ERP mapping techniques (see Pourtois et al. 2008; Murray et al. 2008) to gain insight into the precise spatio-temporal dynamics of cognitive control and action monitoring processes, relative to more traditional peak analyses (Picton et al. 2000) .
