The Boyer-Moore's string matching algorithm uses two pre-computed 
Introduction
One common string-matching problem is to search for an occurrence of a given pattern string as a substring of a longer string of symbols. For example, the pattern "an occurrence" is a substring of the first sentence of this paragraph, which is a longer string than the pattern, while the pattern "Boyer-Moore" is not. This problem used to be common only in the keyword search facility of text-editing programs or word processors. Since then, it has arisen frequently in various kinds of applications, such as DNA sequence matching, data compression, information security, image processing, computer forensics, and anti-plagiarism software.
We give some relevant definitions below. Let Σ be a finite set of symbols, Σ* (the Kleene closure of Σ) be the set of all finite-length strings formed with the symbols in Σ, including the empty string ε. The above string problem can be formalized as follows. Given a pattern string x∈ Σ* with |x|=m, and another string , y∈ Σ* with |y|=n, where 0<m≤ n,
if ∃ i, 1≤ i≤ n-m+1, such that y(i, i+m-1)=x(1, m),
return i, otherwise return 0. We refer to y(i, i+m-1) as a matching substring of y to string x.
Many researchers have tackled this problem and have introduced various algorithms. The general idea is to compare m consecutive symbols in string y to those of string x in the same order.
If any corresponding pair of the symbols from strings y and x differ, a mismatch occurs, and another m consecutive symbols of y need to be compared with those of x, until a matching substring in y is found or until all such sequences in y have been checked. Stephen [1] described a brute force approach that requires backtracking on the string y in the event of a mismatch. Knuth, Morris and Pratt [2] discussed a theoretically elegant algorithm. By collecting and preprocessing known information about the pattern string x prior to the search, in the event of a mismatch, that algorithm avoids backtracking in string y. Boyer and Moore [3] discovered another brilliant algorithm that skips portions of string y which cannot possibly be part of a matching substring by, again, taking advantage of known information of the pattern string x in terms of the occurrence heuristic and the match heuristic. A number of variations of these algorithms as well as some other approaches also can be found in many publications [4 ~ 19] .
Extensive analysis and comparison on the performance of the various algorithms described above have been conducted both theoretically and empirically [11, 15, 20 ~ 25] . A common conclusion is that "the Boyer-Moore approach provides, on the whole, a significantly faster search method" [1] .
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Unfortunately, "Although providing a high performance, the degree to which the Boyer-Moore approach has been put into practice may have been curbed to a certain extent by conceptual difficulties in the preprocessing, particularly with the match heuristic" [1] . Sedgewick [26] pointed out "both the Knuth-Morris-Pratt and the Boyer-Moore algorithms require some complicated preprocessing on the pattern that is difficult to understand and has limited the extent to which they are used". Horspool [11] noticed that "many programmers may not believe that the Boyer and Moore algorithm (if they have heard of it) is a truly practical approach." Hume and Sunday [27] also mentioned that "partially because the best algorithms presented in the literature are difficult to understand and to implement, knowledge of fast and practical algorithms is not commonplace". This paper describes an alternative way to compute the shift table that utilizes the match heuristic of a pattern. We believe that this new method is more intuitive and straightforward both conceptually and logically, and thus, easier to understand and to implement. Also, the new method has the same space and time complexities, both in O(m) for a pattern whose length is m, as the previously existing methods. Therefore, it preserves the high performance of the Boyer-Moore algorithm. To be self-contained, in Section 2, we give a brief description of Boyer-Moore algorithm. In Section 3, we introduce the definition of a new array suffixLength, discuss some theoretical properties of this array and the algorithm to obtain the array from a given pattern string in O(m) time. In Section 4, we describe an algorithm computing the shift table from array suffixLength in O(m) time. Finally, we conclude our discussion in Section 5.
Outline of Boyer-Moore algorithm
In order to discuss our algorithm, we first explain briefly the Boyer-Moore algorithm. With the BoyerMoore search algorithm, the pattern x is slid across the string y from left to right, but the actual symbol comparisons between x and y are carried out from the pattern's right to left as Figure 1 depicts, where '⇒' indicates the direction that the pattern x moves to, and '←' indicates the order of the symbol comparisons. This algorithm uses two pre-computed tables skip and shift, which we will explain later, for the search. The pseudocode for the search part is shown in Figure  2 . As we can see, the critical part of this algorithm is being able to determine prior to a search how many positions or places the pattern x should be shifted right when a mismatch occurs. Note that if a mismatch occurs at x j , 1≤ j≤ m, then, y i+(m-j) would have been aligned with x m and y i-j+1 would have been aligned with x 1 , as shown in Figure 3 . Since y(i-j+1, i+m-j) can no longer be a suffix of a matching substring, the pattern x may be shifted right some places, say s, to align symbol x m with y i+(m-j)+s , and comparisons are resumed from right to left starting with the pair x m and y i+(m-j)+s . Note that we use x with a dashed boundary to represent the new position to which x is to be shifted after a mismatch and will use the same convention in the figures through out the paper. The change in the value of i, which is (m-j)+s, can be computed before a search and is stored in either shift [j] or skip[y i ], depending on how s is determined.
On the shift- 
Under this consideration, the computed right shifts of pattern x are larger than or equal to 1. Therefore, there will be no backtrack of pattern x over string y. The other consideration utilizes the occurrence heuristic of the symbols in the pattern x and stores the increment of i in the table skip. When x j ≠ y i , 1≤ j≤ m, occurs,
Under this consideration, when j-(m-t)<0, the pattern would be shifted left to cause a backtrack of the pattern. However, in the search algorithm shown in Figure 2 , an actual shift is determined by the bigger value of skip[y i ] and shift [j] . This guarantees that the pattern will be shifted right at least 1 place, so there will be no backtrack of the pattern x under any circumstance. Based on the discussion above, we know that shift would be a 
The skip table can be obtained easily with the operations shown in Figure 4 . [25] and Rytter [28] each provided a corrected version, respectively. Figure 5 . shows an improved version presented by Aho [29] . 
otherwise Figure 6 shows a sample string x with its corresponding values of shift, f and s at each position. 28 
Array suffixLength
First, we will introduce the definition of the array suffixLength and state some of its theoretical properties. Then, we will describe an algorithm to compute array suffixLength from a given pattern in linear time.
Definitions and properties Definition 1. For a given pattern string x(1, m),
suffixLength is an array of size m, where suffixLength i , 1≤ i≤ m, is the length of the longest string such that
In other words, x(j, i) is the longest substring ending at x i that is the same as a suffix of x. Thus, for 1≤ i≤ m, Again, obviously, for a pattern of length m, suffixLength m is a VEI element of suffixLength. Figure 7 shows the sample string x and its corresponding suffixLength, where 7 and 18 are the VEI elements of suffixLength. For comparison, we include its corresponding array f in the figure as well. Therefore, the statement is true. Q.E.D.
Computing suffixLength
From Definition 1, we know that suffixLength m =m. From Corollary 1, we also know that for 1≤ i≤ m, if
Now, we discuss how to obtain the entire suffixLength when symbol x m appears also at s other places, 0≤ s<m, in pattern x. Without loss of generality, we assume that x is == x i1 = x i0 =x m , where 1≤ i s < < i 1 <i 0 =m. See Figure 8 . The idea is to determine the other non-zero elements of suffixLength from right to Yang Wang left, i.e., suffixLength i1 , suffixLength i2 , , suffixLength is by comparing each symbol of the pattern, starting with x m-1 , from right to left only once against a suffix of the pattern. If a symbol in the pattern has been compared with a symbol in a suffix, we call the symbol a compared symbol, otherwise, an uncompared symbol. 
(j+1, i)=x(m-(i-j)+1, m) and j<p<i, we have x(j+1, p)=x(m-(i-j)+1, m-(i-p)).

This gives us x p =x m-(i-p) =x m . On the other hand, since p<i<m, we have p<m-i+p<m, or i k+1 =p<m-(i-p)<m=i 0 . Thus, suffixLength m-(i-p) is known, and let it be called t, 1≤ t<m, we have x(m-(i-p)-t+1, m-(i-p)) = x(m-t+1, m) and m-(i-p)-t = 0 or x m-(i-p)-t ≠ x m-t when m-(i-p)-t≠ 0.
Notice that suffixLength p can be determined depending on the relationship between p-j and t as following.
1) p-j>t, as shown in Figure 10 (d). We have 0≤ j<p-t<p, and x(p-t+1, p) = x(m-(i-p)-t+1, m-(i-p)) = x(m-t+1, m) but x p-t = x m-(i-p)-t ≠ x m-t , then suffixLength p = suffixLength m-(i-p) .
2) p-j<t, as shown in Figure 10 (e). Note that, in this figure, the areas corresponding to identical substrings are shaded with horizontal and vertical hashing, respectively. We have m
-t<m-(p-j). Also, since j<p, we have p-t<j<p, thus m-(i-p)-t<m-(i-j) < m-(i-p). Since x(m-(i-p)-t+1, m-(i-p))=x(m-t+1, m), we have x(j+1, p) = x(m-(i-j)+1, m-(i-p)) = x(m-(p-j)+1, m).
Recall that we have either j=0 or
3) p-j=t, as shown in Figure 10 (f). Again, we have x(j+1, p)=x(m-(i-j)+1, m-(i-p))=x(m-(p-j)+1, m).
1  i s  i 2 i 1  i 0 =m x x  i 1  i 0 =m j i x q ←
m-(i-j) m Since m-i≥1 and m-p≥1, we have 0≤ j<m-(i-j), 0≤ j<m-(p-j) and x m-(i-j) ≠ x m-(p-j)
. Thus, if j=0 or 
Basing on the discussion above, we give the pseudocode for computing suffixLength in Figure 11 . 
Compute suffixLength
In this section, we will, first, take a closer look at the right shift value s under the consideration with the match heuristic of a pattern described in section 2. Then, we will discuss the relationship between s and suffixLength. Finally, we will derive an algorithm to compute shift from suffixLength.
Analysis of match heuristic
As described in section 2, with the consideration of the match heuristic, if a mismatch occurs at x m , i.e., x m ≠ y i , we can shift pattern x right s=min{ t | t ≥1 and (t ≥ m or x m-t ≠ x m )} places. This formula corresponds to two cases: if there is a symbol in pattern x that is different from x m , we can shift pattern x right till the right most such symbol x m-t aligns with y i , as shown in Figure 12 (a) ; otherwise, we can shift pattern x right till x 1 aligns with y i+1 , as shown in Figure 12 (m-j) ) and x j ≠ y i , we can shift pattern x right s=min{ t | t ≥1 and (t ≥ j or x j-t ≠ x j ) and ((t ≥ k or x k-t = x k ) for j<k ≤ m)} places. Since there exists no t such that t<j and t ≥ k for j<k ≤ m , this
formula actually corresponds to only three scenarios. Case a): ∃ 1≤ t<j, such that x(j-t +1, m-t)=x(j+1, m) and x j-t ≠ x j . The smallest such t corresponds to the rightmost such substring x(j-t +1, m-t). We can shift pattern x right t places to align x j-t with y i , as shown in Figure 13 (a); Case b): ∃ j≤ t<m, such that x(1, m-t)= x(t+1, m). The smallest such t corresponds to the longest such substring x(1, m-t) . We can shift pattern x right t places to align x m-t with y i+(m-j) , as shown in Figure 13 (b); Case c): m≤ t. The smallest such t is m. We can shift pattern x right m places to align x m with y i+(m-j)+m , as shown in Figure 13 (c).
(c) m≤ t Figure 13 . Cases for a mismatch occurred at x j ,
1≤ j< m
Notice that the value of t increases from Case a), b) to c). Thus, combining all cases above, we have 
Relationship between s and suffixLength
The relationship between the right shift value s and suffixLength is obvious when a mismatch occurs at x m . For the case depicted in Figure 12 Therefore, the statement is true. Q.E.D.
Notice that, since 0<m-j<i=m-t, the smallest such t would correspond to the biggest i, or the rightmost occurrence of the value m-j that is less than i in suffixLength. Thus, for the case depicted in Figure 13 Therefore, the statement is true. Q.E.D.
Again, notice that, since 1≤ i=m-t≤ m-j, the smallest such t would correspond to the biggest or the rightmost i which is a VEI element that is no bigger than m-j. Thus, for the case depicted in Figure 13 ( (10) that is less than m-j; otherwise 2m-j Before giving the pseudocode for the algorithm to compute shift table from suffixLength, we discuss one more theory. We already know that suffixLength m is always a VEI element. For a given suffixLength, if there are other p, 0≤ p<m, VEI elements, without loss of generality, we can index the VEI elements as i k , 0≤ k≤ p, so that 1≤ i p <<i 1 
Conclusion
In this paper, we introduced a new auxiliary array suffixLength to compute the shift table used in the Boyer-Moore algorithm.
We discussed some theoretical properties of array suffixLength and its relationships with the shift table. Consequently, we described an algorithm to compute array suffixLength and ultimately to obtain the shift table for a given pattern string x (1, m) . Our analysis of the algorithms showed that we can obtain the shift table from a given pattern in linear time. We believe that the new algorithm to obtain shift through array suffixLength is logically and conceptually more straightforward than the existing one which uses an auxiliary array f. Therefore, it could alleviate the difficulty or confusion in understanding the Boyer-Moore algorithm, so more programmers in a wider spectrum of applications would be more encouraged to use this most ingenious string matching algorithm.
