A set of words over a finite alphabet is called an unavoidable set if every word of sufficiently long length must contain some word from this set as a subword. Motivated by a theorem from automata theory, we introduce the notion of an almost unavoidable set and prove certain asymptotic estimates for the size of almost unavoidable sets of uniform length.
Introduction
Let X = {X 1 , . . . , X k } be a finite alphabet. We say that a set S of words is unavoidable if every word of sufficiently long length has some element of S as a subword. We say that S is n-good if it is unavoidable and every element of S has length n. Following Schützenberger [6] , we define α(k, n) = inf{#S|S is an n-good set on a k letter alphabet}.
(1.1)
Schützenberger proved that lim max{k,n}→∞ nk −n α(k, n) = 1, (1.2)
where the limit is taken over k > 1, n ≥ 1. Mykkeltveit [4] proved that
His proof was actually a proof of Golomb's conjecture in a special case, but the formula for α(k, n) was a consequence of this proof. We note that Schützenberger's result given in Eq. (1.2) is an easy consequence of Eq. (1.3). Recently, Champarnaud, Hansel and Perrin [1] gave a direct and clever proof of this formula.
In the next section, we introduce the notion of an almost unavoidable set of words, motivated by a dichotomy result from automata theory. We look at the smallest possible size of an almost unavoidable set on a k letter alphabet in which each word has length n and we obtain some Schützenberger-type results for such an object. We conclude with an open question concerning the asymptotic behavior of the size of such a set.
Almost Unavoidable Sets
The notion of an unavoidable set of words on a finite alphabet arises quite naturally; it is simply a set of words with the property that any word of sufficiently long length must contain at least one of the words from this set as a subword. In general, given a set of words on a finite alphabet S one can construct the function f S (n) = the number of words of length n which do not have an element of S as a subword.
The following theorem is a well-known result from automata theory (see, for example, Lothaire [3, Chap. 1]).
Theorem 2.1. Let X be a regular language. Then the sequence f (n) of words of X of length n satisfies a linear recurrence relation.
It is well-known that given a finite alphabet and a finite set of words S, the set of words avoiding S is regular. Hence
n is a rational function. Thus either there is some polynomial p(x) such that f S (n) ≤ p(n) for n ≥ 1, or there is some C > 1 such that f S (n) > C n for all n sufficiently large.
This theorem says that there is a large "gap" in the possible behavior of the function f S ; namely, it either grows exponentially or is bounded by a polynomial. If S is allowed to be infinite, this dichotomy does not hold. For example, take a two-letter alphabet {X, Y } and take
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Any word which does not contain an element of S as a subword is of the form
where
X is a word of length at most 2n + 1 which does not have an element of S as a subword. We conclude that
where p(n) is the number of partitions of n. Thus the growth of f S cannot be bounded by some polynomial. Conversely, given a word of length n of the form given in item (2.5), we have at most (n + 1)
2 choices for p 1 and p 2 , and the sequence
partition of a number that is less than or equal to n. Hence
This shows that f S does not grow exponentially, either. Motivated by the growth dichotomy, we make the following definition.
Definition 2.2.
Let S be a finite set of words on a finite alphabet X . We say that
Note that S is unavoidable if and only if f S (n) = 0 for n sufficiently large.
Remark 2.3.
If |X | = 1, then there is at most one word of length n for each n and hence any finite set (including the empty set) is almost unavoidable.
Definition 2.4. We say that a set S of words of length n is almost n-good if S is almost unavoidable.
Finally, we define
We now give a few examples of some almost n-good sets.
This is easily seen to be the case, because for any word which avoids S, any occurrence of X must immediately be followed by Y and any occurrence of Y must be immediately followed by X. Hence there are only two words of length m which avoid X ; namely, the initial subword of length m of XY XY · · · , and the initial subword of length m of Y XY X · · · . 
Then S is almost n-good.
This is similar to the preceding example. Note that if W is a word of length m ≥ n which avoids S, then after the (n − 2)nd position of W , there can be no occurrences of X 2 or Y 2 . Hence a word of length at least n − 2 which avoids S is either of the form W XY XY · · · , or of the form W Y XY XY · · · , where W is a word of length n − 2. Thus for words of length m ≥ n, there are at most 2 n−1 words which avoid S and so S is almost unavoidable.
In this case, the only words which avoid S are of the form
k . An easy counting argument shows that there are
such words of length m, which is a polynomial in m of degree k − 1.
Proposition 2.8. We have the following values:
Proof. From Remark 2.3, we see that β(1, n) = 0 for all n. If we take a subset S of a k-letter alphabet of cardinality at most k − 2 then we must be omitting at least 2 letters, say X 1 and X 2 . It is clear then that the 2 n words of length n on X 1 and X 2 will avoid the elements of our set and hence f S (n) ≥ 2 n , and so S cannot possibly be almost 1-good. On the other hand, taking a set of k − 1 letters leaves only one letter and so a k − 1 element set of letters is almost 1-good. Thus β(k, 1) = k − 1.
Observe that S = {X i X j |1 ≤ i < j ≤ k} is an almost 2-good set of size k 2 and so β(k, 2) ≤ k 2 . Next, suppose that S is almost 2-good. We have two cases. Case I. X 2 i ∈ S for some i. By relabeling if necessary, we may assume that X 2 1 ∈ S. We claim that for each j either X 1 X j or X j X 1 is in S. To see this, suppose that there is some j such that neither X 1 X j nor X j X 1 is in S. Then the words V = X 1 X j and W = X 2 1 X j have the property that any word in V and W (regarding V and W for the moment as letters) avoids S. Hence there are at least 2 m words of length at most 3m which avoid S, contradicting the fact that S is almost 2-good. Clearly the set S 1 = S ∩{X i X j |1 < i, j ≤ k} is almost 2-good for the alphabet {X 2 , . . . , X k } and so by the inductive hypothesis, S 1 has at least k− 1 2 elements. We have seen that S has at least k − 1 additional elements and so the claim follows in this case.
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Case II. X 2 i ∈ S for all i. In this case let i, j be distinct numbers. Let
If T is empty, then S ≥ k 2 , and so it is no loss of generality to assume that T is non-empty. Let (i, j) ∈ T , then X i X X j and X j X X i have some word(s) in S as subwords for each , for if, say X i X X j avoids S, then every word on V = X i X X j and W = X i X j (again regarding V and W as letters) avoids S; a simple counting argument, similar to the one employed in the preceding case, shows that S is not almost 2-good. Thus there are at least 2k − 3 words in S which have either an X i or an X j in them somewhere. By the inductive hypothesis,
elements. Since S has at least 2k − 3 additional elements, we see that S has cardinality at least
To obtain our first estimate for β(k, n) for k ≥ 1, we use a theorem of Golod from ring theory. Given a field F , we let F {X 1 , . . . , X k } denote the free algebra on X 1 , . . . , X k ; this can be thought of intuitively as being the ring of noncommutative polynomials on X 1 , . . . , X k . To see the connection between this theorem and finding almost n-good sets, note that given an alphabet X = {X 1 , . . . , X k } and a set of words S, we can regard the elements of S as being elements of F {X 1 , . . . , X k }. We let I denote the ideal in F {X 1 , . . . , X k } generated by the elements of S. Then I is a homogeneous ideal and the dimension of the vector space spanned by the images of words of length i in F {X 1 , . . . , X k }/I is simply f S (i). In the case that the ideal I is generated by a finite set of words S on a k-letter alphabet, all of which have length n, this is simply saying that if the power series expansion of
Theorem 2.9 (Golod). Let F be a field and let I be a homogeneous ideal in
has non-negative coefficients, then the coefficient of 
where a i is defined to be 0 for i < 0. By the inductive hypothesis,
The result now follows by induction. and so S cannot possibly be almost n-good. If n = 1, then S must have at least k −1 elements to be almost n-good, and so the statement is true in this case. Finally, β(2, 2) = 1 and k n (1 − 1/n) n−1 n −1 = 1 when (k, n) = (2, 2), and thus the claim is true in this case.
We obtain the following result as an immediate corollary.
Corollary 2.12. For k > 1, we have nk −n β(k, n) ≥ (1 − 1/n) n−1 ≥ 1/e.
The following proposition gives a better lower bound for β(k, n) for (k, n) satisfying k > 1 and n ≥ 5. Proposition 2.13. For k > 1, n ≥ 1, β(k, n) > k n /(2n + 2).
