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Introduction
Un réseau biologique est une représentation abstraite d’un système bio-logique. L’objectif principal de la modélisation par des réseaux est
d’étudier les relations entre les composants de ces réseaux pour analyser
ou prédire des fonctions biologiques. Les études récentes montrent qu’un
système biologique ne peut être compris en se basant uniquement sur la
fonction de chacun de ses composants [BW07, TGH09, Han08, OFGK00],
beaucoup des fonctions étant réalisées par un groupe de composants (par
exemple les complexes des protéines, les opérons, etc.)
En bio-informatique, les réseaux biologiques sont souvent modélisés
par des graphes dont les sommets sont les composants biologiques et les
arêtes représentent leurs interactions. En fonction de la nature de ces ré-
seaux, leurs graphes correspondants peuvent être orientés (par exemple
réseaux métaboliques), non orientés (par exemple réseaux d’interaction
des protéines) ou mixtes (par exemple réseaux d’interaction protéine-
protéine et protéine-ADN).
La comparaison de réseaux biologiques est actuellement l’une des ap-
proches les plus prometteuses pour aider à la compréhension du fonction-
nement des organismes vivants. Elle apparaît comme la suite attendue
de la comparaison de séquences biologiques [OFGK00, KSK+03, SI06],
dont l’étude a permis le développement de concepts nouveaux et une
réelle avancée scientifique, mais qui ne représente en réalité qu’un aspect
(l’aspect dit génomique) des informations manipulées par les biologistes
[GK00].
L’objectif de cette thèse est de proposer un cadre formel, algorithmique
et expérimental pour comparer efficacement (algorithmiquement et biolo-
giquement) des réseaux biologiques.
Nous avons réalisé une étude bibliographique qui nous a permis
de constater les aboutissements mais aussi les insuffisances des travaux
actuels. Les principaux travaux de recherche dans ce domaine s’ins-
pirent de l’alignement des séquences pour faire l’alignement de deux ré-
seaux (c’est-à-dire la comparaison qui met en évidence les parties com-
munes) et progresser vers l’alignement d’un nombre arbitraire de ré-
seaux [KSK+03, SIK+04, SSK+05, FAC+08]. Cependant, l’alignement de
deux réseaux nécessite que les deux réseaux soient de même type, et donc
représentés par des graphes de même type (ce que nous appellerons des
réseaux homogènes). D’autres travaux ont essayé de contourner cette dif-
ficulté [OFGK00, BML+05, DBVS09] en comparant des réseaux de types
différents, mais ces comparaisons portent uniquement sur les réseaux non-
orientés qui sont aussi les moins riches en informations.
Dans cette thèse, nous avons choisi de nous intéresser plus particuliè-
rement à la comparaison de deux réseaux de types différents (par exemple
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un réseau métabolique et un réseau d’interaction des protéines) et modé-
lisés par des graphes de types différents (ce que nous appellerons des
réseaux hétérogènes). Plus précisément, les deux réseaux sont modélisés
respectivement par un graphe orienté D (appelé graphe principal) et un
graphe non orienté G (appelé graphe guide), et seront dotés d’une fonc-
tion f établissant la correspondance entre les sommets de D et ceux de
G. Notre objectif est d’extraire automatiquement des chemins dans D qui
induisent (par la fonction f ) des sous-graphes connexes dans G. Nous
appellerons ce problème Skew SubGraph Mining (abrégé SkewGraM).
Un exemple d’application de SkewGraM est la recherche de chaînes de
réactions successives (des chemins) dans un réseau métabolique d’un or-
ganisme donné, qui sont catalysées par des protéines adjacentes dans le ré-
seau d’interaction protéine-protéine du même organisme. Cette approche
innovante nous permettra donc de confronter des vues différentes d’un
même phénomène biologique, et donc d’appuyer notre analyse des sys-
tèmes biologiques sur des observations complémentaires et riches d’infor-
mations.
Ce manuscrit est composé de quatre chapitres. Le premier chapitre est
un chapitre introductif dans lequel nous présentons des concepts de base
(biologiques et informatiques) qui sont nécessaires à la compréhension de
ce manuscrit.
Dans le deuxième chapitre nous formulons le problème SkewGraM
et nous étudions d’abord la complexité de sa variante (appelée
One-to-One SkewGraM) dans laquelle (i) la fonction de correspon-
dance f est bijective, et (ii) le graphe D et un DAG. Nous identifions les
instances faciles et les instances difficiles pour One-to-One SkewGraM.
Pour résoudre les instances difficiles de ce problème, nous présentons
deux algorithmes : une heuristique et un algorithme exact basé sur la
méthode branch-and-bound. Ensuite, nous proposons une méthode per-
mettant de créer une instance de One-to-One SkewGraM à partir de
toute instance du problème SkewGraM dans laquelle D est un DAG
et f est une fonction arbitraire. Enfin, pour montrer l’efficacité de notre
méthode, nous l’appliquons sur des données simulées et sur des données
biologiques.
Pour traiter le problème SkewGraM quand le graphe D contient des
cycles, nous présentons dans le chapitre 3, une méthode de prétraitement
qui consiste à décomposer le graphe D en DAGs induisant des sous-
graphes connexes dans G. Nous considérons deux types de décomposi-
tion : un partitionnement de D en DAGs et une couverture de D par des
DAGs. Nous étudions la complexité des problèmes issus de notre décom-
position en proposant des algorithmes polynomiaux pour certains cas et
des résultats de difficultés pour d’autres cas.
Le dernier chapitre (chapitre 4) est consacré à l’étude des réseaux phy-
siques. Ces réseaux sont les supports physiques des signaux transmis
entre la cellule et son environnement extérieur. Nous étudions dans ce
chapitre les méthodes utilisées pour inférer les sens de circulation de ces
signaux. Les méthodes en question sont basées sur des problèmes d’orien-
tation “unidirectionnelle” des graphes (mixtes) : toute arête est remplacée
par un seul arc. Nous complétons l’étude de complexité de certains de ces
problèmes, et nous proposons une nouvelle approche dans laquelle nous
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autorisons certaines arêtes à être doublement orientées (c’est-à-dire rem-
placées par deux arcs de directions opposées). Ensuite, nous étudions la
complexité du problème résultant de notre approche, en identifiant ses cas
faciles et ses cas difficiles.
Enfin, nous achevons ce manuscrit par un rappel des résultats obtenus
et une présentation de nos travaux en cours de réalisation.

1
Concepts de base
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Ce chapitre introductif est composé de trois sections. Dans la premièresection, nous présentons les réseaux biologiques, leurs modélisations
et les méthodes expérimentales utilisées pour les construire. Nous rappe-
lons les notions de base en théorie des graphes dans la deuxième section.
La dernière section est consacrée à la présentation des notions nécessaires
en théorie de complexité qui seront utilisées tout au long de ce manuscrit.
1.1 Modélisation de réseaux biologiques
Les réseaux biologiques représentent chacun une vue partielle de l’ac-
tivité moléculaire à l’intérieur de la cellule. Dans cette section nous al-
lons décrire les principaux réseaux couramment étudiés en biologie. Pour
chaque type de réseau nous présentons les différentes modélisations pro-
posées en littérature.
1.1.1 Réseaux d’interaction protéine-protéine
Les réseaux d’interaction protéine-protéine (ou PPI, pour protein-
protein interaction) représentent les interactions physiques entre protéines
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au sein d’un organisme (voir la Figure 1.1). Il existe des méthodes expéri-
mentales, dites à haut débit, pour mettre en évidence ces interactions. Les
méthodes à haut débits principalement utilisées sont d’une part la mé-
thode double hybride [FS89, ICO+01], qui est est utilisée pour identifier les
interactions entre deux protéines, et d’autre part la spectrométrie de masse
[TSB+08] pour identifier les interactions entre plusieurs protéines. Il est
important de noter que ces méthodes ne sont pas exactes, elles donnent
parfois des interactions qui n’existent pas réellement, appelées faux posi-
tifs ; elles peuvent aussi manquer des interactions réelles (faux négatifs).
Figure 1.1 – Le réseau PPI chez la levure Saccharomyces cerevisiae. Source : [JMBO01].
Modélisation. Les interactions entre paires de protéines identifiées par
la méthode expérimentale double hybride sont modélisées par un graphe
non-orienté dans lequel les sommets sont les protéines et les arêtes repré-
sentent leurs interactions [KGS04, Kla09, TGH09, SUS07, LLB+09, SLF06,
KBS09, CG08, BML+05, DBVS09, NK07, ZZW+07, KYL+04, HMD06,
GH09, ESU08, KGS05, BHMK+09, ZRBV09]. Étant donné que les mé-
thodes expérimentales ne sont pas exactes, il est possible d’ajouter des
pondérations sur les arêtes pour indiquer le degré de confiance en l’exis-
tence d’une interaction, la force d’interaction ou la probabilité d’avoir une
telle interaction [FNS+06, TF09, SSRS06, SXB08b, JHM08, DSG+08]. Les
interactions entre plusieurs protéines, comme celles cherchées par la mé-
thode de spectrométrie de masse, sont modélisées par un hypergraphe ;
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une hyper-arête représente alors une interaction entre deux protéines ou
plus [KGS04].
1.1.2 Réseaux métaboliques
Le métabolisme est généralement défini comme étant le processus à
travers lequel les organismes vivants acquièrent et utilisent de l’énergie
pour accomplir différentes tâches [LCTS08]. L’acquisition de l’énergie est
un processus de synthèse organique appelé anabolisme, tandis que l’uti-
lisation d’énergie est un processus de dégradation organique appelé ca-
tabolisme. L’anabolisme et le catabolisme sont réalisés par une succession
des réactions transformant des substrats en produits. Certaines réactions
sont spontanées (c’est-à-dire les substrats se transforment en produits sans
catalyseur), mais la plupart nécessite la présence d’enzymes pour les cata-
lyser. Une réaction est dite irréversible si elle s’effectue dans un seul sens.
Par contre, une réaction réversible peut s’effectuer dans les deux sens : les
substrats deviennent alors produits et inversement.
Étant donnée une réaction R, on note par sub(R) (resp. prod(R)) l’en-
semble des substrats (resp. produits) de R. L’ensemble des composants de
R est noté comp(R) (comp(R) = sub(R) ∪ prod(R)).
Une réaction réversible R dont les substrats sont A et B et les produits
sont C et D est représentée par l’équation suivante.
A+ B↔ C+ D (1.1)
Une réaction irréversible R, transformant des substrats A et B en pro-
duits C et D, est notée par l’équation suivante.
A+ B→ C+ D (1.2)
Si, de plus, la réaction R est catalysée par une enzyme E, l’équation est
écrite comme suit.
A+ B→E C+ D (1.3)
Les réactions du métabolisme forment le réseau métabolique. Ce ré-
seau est décomposé en ensemble des modules fonctionnels (des sous-
réseaux) appelés voies métaboliques (en anglais : metabolic pathways). Voir
la Figure 1.2 qui montre la voie métabolique de dégradation d’éthylben-
zène chez la bactérie Escherichia coli.
Modélisation. Il existe essentiellement quatre types de représenta-
tions [LCTS08] : graphe des composants (substrats et produits), graphe
des réactions, graphe des enzymes et graphe biparti (composants vs ré-
actions). Ces graphes peuvent être orientés ou non-orientés, l’orientation
permettant de différencier les réactions irréversibles de celles qui sont ré-
versibles.
Le graphe des composants [ELJ06, WR07]
Le graphe des composants est un graphe non-orienté dont les som-
mets correspondent aux composants (c’est-à-dire substrats et produits) et
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Figure 1.2 – La voie métabolique de dégradation d’éthylbenzène chez la bactérie
Escherichia coli. Source : KEGG, pathway eco00642.
on met une arête entre deux composants A et B s’il existe une réaction
dont l’un est substrat et l’autre est produit. Un exemple de graphe des
composants est illustré dans la Figure 1.3.
C
BA
D
Figure 1.3 – Le graphe des composants associé à chacun des deux ensembles de réactions :
{A↔ C, B↔ C,C ↔ D} et {A+ B↔ C,C ↔ D}.
Le graphe des réactions [Kla09, BML+05, Alb05]
Dans cette représentation, les sommets correspondent aux réactions.
Le graphe peut être orienté ou non. Dans le cas d’un graphe non-orienté,
il existe une arête entre deux réactions si elles possèdent au moins un
composant (substrat ou produit) en commun. Dans le cas d’un graphe
orienté, on considère deux réactions Ri et Rj. Il y a alors trois cas :
1. Ri et Rj sont réversibles.
Si comp(Ri) ∩ comp(Rj) 6= ∅ on ajoute un arc de Ri vers Rj et un arc
de Rj vers Ri.
2. Ri est réversible et Rj est irréversible.
Si comp(Ri) ∩ sub(Rj) 6= ∅ on ajoute un arc de Ri vers Rj.
Si comp(Ri) ∩ prod(Rj) 6= ∅ on ajoute un arc de Rj vers Ri.
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3. Ri et Rj sont irréversibles.
Si prod(Ri) ∩ sub(Rj) 6= ∅ on ajoute un arc de Ri vers Rj.
Si prod(Rj) ∩ sub(Ri) 6= ∅ on ajoute un arc de Rj vers Ri.
Un exemple de graphe des réactions est donné dans la Figure 1.4(a).
Le graphe des enzymes [KGS04, ZZW+07, BML+05, Alb05, Kla09,
PRYLZU05]
Dans cette représentation, les sommets correspondent aux enzymes et
il existe une arête entre deux enzymes si elles catalysent deux réactions
ayant des composants en commun. Ce graphe est construit à partir du
graphe des réactions et il est orienté si le graphe des réactions est orienté.
Dans le cas où le graphe des réactions est orienté, on met un arc allant
d’une enzyme Ei vers une autre enzyme Ej s’il existe un arc, dans le graphe
des réactions, entre deux réactions : Ri catalysée par Ei et Rj catalysée par
Ej (voir une illustration dans la Figure 1.4(b)). Dans le cas où le graphe
des réactions est non-orienté, les arcs décrits ci-dessus deviennent alors
des arêtes.
R1
R2
R3
R4
E1
E3
E2
(a) (b)
Figure 1.4 – (a) Le graphe des réactions pour l’ensemble de réactions {R1,R2,R3,R4}
où R1 : A+ B→E1 C+ D, R2 : C →E2 F, R3 : F →E3 G. et R4 : G+ K →E1 L. (b) Le
graphe des enzymes correspondant aux réactions R1,R2,R3, et R4.
Le graphe biparti [BL04, Alb05, BLC+07]
C
BA
(a) (b)
C
BA
D
Figure 1.5 – (a) Le graphe biparti associé au réseau {A ↔ C, B ↔ C,C ↔ D}. (b) Le
graphe biparti associé au réseau {A+ B ↔ C,C ↔ D}. Comme le montre la Figure 1.3,
les deux réseaux ont le même graphe des composants.
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Les graphes des composants peuvent parfois être ambigus. En effet,
si on considère les deux réseaux qui correspondent aux deux ensembles
suivants :
Ensemble 1 : {A↔ C, B↔ C,C ↔ D}.
Ensemble 2 : {A+ B↔ C,C ↔ D}.
Dans ce cas, les deux réseaux auront le même graphe des composants,
comme le montre la Figure 1.3.
On peut résoudre cette ambiguïté en ajoutant des étiquettes sur les
arêtes [WR07], ou en se dotant d’un modèle de graphe plus expressif :
un graphe biparti où il y a deux types de sommets, les composants et
les réactions. Une arête existe entre une réaction et un composant si ce
composant est un produit ou substrat de la réaction (voir une illustration
à la Figure 1.5).
C
BA
D
Figure 1.6 – Le graphe biparti associé à chacun des deux ensembles de réactions {A+
B↔ C,C ↔ D} et {A↔ B+ C,C ↔ D}.
C
BA
D
(a)
A
B C
D
(b)
Figure 1.7 – (a) L’hypergraphe orienté associé à l’ensemble de réactions {A + B →
C,C → D}. (b) L’hypergraphe orienté associé à l’ensemble de réactions {A → B +
C,C → D}.
Remarque 1.1 Les graphes bipartis sont aussi ambigus dans certains cas. En effet, les deux ré-
seaux qui correspondent aux deux ensembles de réactions {A+ B → C,C → D}
et {A → B+ C,C → D} ont le même graphe biparti (voir la Figure 1.6). Pour
résoudre cette ambiguïté on peut modéliser les réseaux métaboliques par un hy-
pergraphe orienté dans lequel les sommets correspondent aux composants, et à
chaque réaction correspond un hyper arc reliant ses substrats et ses produits
[BL04, Alb05, BLC+07]. Voir une illustration dans la Figure 1.7.
1.1.3 Réseaux de régulation de la transcription des gènes
Les gènes sont transcrits puis traduits pour produire des protéines qui
exécutent les fonctions cellulaires. La transcription dès gènes est contrôlée
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par des protéines appelées facteurs de transcription qui se lient sur une
partie (appelée cis-régulateur) des gènes cibles et cette liaison induit une
stimulation ou inhibition de la transcription. La liaison entre le facteur de
transcription et son gène cible est appelée interaction protéine-ADN.
Figure 1.8 – Régulation des gènes. Le facteur de transcription est une protéine qui
se lie sur une zone de l’ADN (cis-régulateur) pour réguler la transcription du gène
cible [SLW+06].
Les interactions protéines-ADN peuvent être identifiées, expérimen-
talement, par la méthode Chip-Chip [AGS04] ou la méthode Microar-
ray [LDM+97]. L’ensemble des interactions protéine-ADN d’un organisme
donné forme ce qu’on appelle le réseau de régulation de la transcription des
gènes (ou réseau de régulation des gènes).
Modélisation. Un réseau de régulation des gènes peut être modélisé par
un graphe qui contient deux types de sommets, les facteurs de transcrip-
tion et les gènes, et deux types d’arcs correspondant respectivement à la
stimulation et l’inhibition de la transcription [Alo07a].
Ce modèle est souvent simplifié en ne considérant qu’un seul type
d’arcs reliant les facteurs de transcription et leurs gènes cibles, sans pré-
ciser s’il s’agit d’une stimulation ou inhibition. Par ailleurs, les facteurs
de transcription eux-mêmes sont des produits des gènes, donc ce dernier
modèle peut être encore raffiné sous la forme d’un graphe orienté dont
les sommets sont les gènes et dans lequel il y a un arc d’un gène g1 vers
un gène g2, si g1 produit une protéine qui régule la transcription de g2
[BL04, FWC+06, Bro08]. Voir une illustration dans la Figure 1.9.
Il existe d’autres modélisations plus expressives qui prennent en consi-
dération l’état des gènes cibles (actives ou inactives). Voir [KS08] pour plus
de détails.
1.1.4 Réseaux physiques
Le réseau physique [YIJ04] est obtenu à partir du réseau d’interaction
protéine-protéine en rajoutant les interactions protéine-ADN.
Modélisation. Un réseau physique est modélisé par un graphe mixte
dont les sommets sont les protéines et les arêtes représentent leurs inter-
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g1
g2
Figure 1.9 – (a) Le gène g1 produit la protéine P1 et la protéine P1 est un facteur de
régulation de la transcription du gène g2. Dans un modèle simplifié, nous mettons dans
le graphe représentant le réseau de régulation, un arc de g1 vers g2. (b) Le réseau de
régulation des gènes (modèle simplifié) chez la bactérie E. coli. Source : [BLA+04].
actions physiques. On met également un arc d’une protéine P1 vers une
protéine P2 si P1 régule la transcription d’un gène produisant la protéine
P2 [YIJ04, MBZS08, SES11]. Nous étudierons les réseaux physiques de ma-
nière plus détaillée dans le Chapitre 4.
1.1.5 Réseaux de transduction de signal
La communication entre la cellule et son environnement extérieur est
assurée par une cascade de modifications (activations/désactivations) des
protéines. Les cascades correspondent à des chemins dans le réseau phy-
sique (tel que défini dans la Section 1.1.4) entre une protéine initiale et une
protéine terminale. La protéine initiale est celle qui déclenche la transduc-
tion du signal suite à l’arrivée d’un événement de l’extérieur, et la modifi-
cation de la protéine terminale représente la réponse de la cellule suite à
cet événement (voir également le Chapitre 4 pour plus de détails).
Modélisation. Les réseaux de transduction de signal sont modélisés par
des graphes orientés où les sommets sont des protéines et les arcs repré-
sentent les modifications [Alb05, Alo07a].
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1.2 Éléments de théorie des graphes
Dans la section précédente, nous avons vu différents types de réseaux
biologiques, chacun étant représenté par un graphe. L’étude de ces réseaux
nécessite donc la connaissance d’un certain nombre de notions en théorie
des graphes.
Les premières notions en théorie des graphes ont été introduites en
1736 quand Euler posa le problème des sept ponts de la ville Königsberg
(voir une illustration la Figure 1.10) : est il possible, en partant d’un quar-
tier quelconque de la ville, de traverser chaque pont sans passer deux fois
par le même pont, et de revenir au quartier de départ ?
Figure 1.10 – Illustration des sept ponts de Königsberg. Source : Wikipédia.
La théorie des graphes s’est développée depuis et aujourd’hui elle a
des applications dans diverses disciplines telles que la chimie (modélisa-
tion des structures), les sciences sociales (modélisation des relations hu-
maines) et la biologie (modélisation des réseaux biologiques, comme nous
l’avons vu précédemment).
Dans cette section, nous allons donner les notions de base, en théorie
des graphes, qui seront utilisées dans les prochains chapitres de ce ma-
nuscrit. Pour plus de détails sur la théorie des graphes, nous invitons le
lecteur à consulter les références suivantes : [Die05], [Ber76] et [BJG01].
1.2.1 Graphes non-orientés
Définitions et premiers exemples
Un graphe non-orienté G est un couple formé de deux ensembles : un
ensemble V (noté V(G)) dont les éléments sont appelés sommets (vertices,
en anglais) et un ensemble E de paires non-orientées (noté E(G)), E ⊆
V ×V, dont les éléments sont appelés arêtes (edges, en anglais). Le graphe
non-orienté G est noté G = (V, E). Un exemple d’un graphe non-orienté
est illustré dans la Figure 1.11.
On dit que deux sommets u, v ∈ V sont reliés par une arête dans G
si (u, v) ∈ E, et dans ce cas, les sommets u et v sont appelés extrémités de
l’arête e = (u, v). Une boucle est une arête dont les extrémités coïncident.
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3 2 4 57
9 4
10 618
Figure 1.11 – Exemple d’un graphe non-orienté d’ordre 10.
Un graphe G est dit simple s’il ne contient aucune boucle et que pour tout
u, v ∈ V, les sommets u et v sont reliés par au plus une arête. En général,
quand on parle d’un graphe non-orienté on considère qu’il est simple,
sauf si on précise explicitement la non simplicité du graphe.
L’ordre d’un graphe G est le nombre de sommets présents dans G.
Deux sommets sont dits adjacents s’ils sont reliés par une arête. Le degré
d’un sommet u, noté deg(u), est le nombre d’arêtes dont ce sommet est une
extrémité (une boucle est cependant comptée deux fois). Voir un exemple
d’illustration dans la Figure 1.12.
Une clique est un ensemble de sommets deux-à-deux adjacents. Le
graphe complet Kn est une clique d’ordre n (c’est-à-dire un graphe simple
possédant n sommets tous reliés deux à deux par une arête). Le graphe
complémentaire d’un graphe non-orienté G est un graphe non-orienté, noté
G, ayant les mêmes sommets que G et tel que deux sommets distincts de
G sont adjacents si et seulement s’ils ne sont pas adjacents dans G.
1
2
3 4
5 6
Figure 1.12 – Exemple de calcul de degré. deg(1) = 0 ; deg(5) = deg(6) = 2 et
deg(3) = deg(4) = 3. Le sommet 2 est relié à trois arêtes dont une est une boucle, donc
deg(2) = 4.
Le voisinage d’un sommet u (noté N(u)) est l’ensemble des sommets
adjacents à u. Le degré maximum d’un graphe non-orienté G = (V, E),
noté ∆(G), et le degré minimum de ce graphe, noté δ(G), sont respective-
ment le maximum et le minimum des degrés de ses sommets, c’est-à-dire,
∆(G) = maxu∈Vdeg(u), et δ(G) = minu∈Vdeg(u). Le graphe G est dit k-
régulier si chacun des sommets de G est de degré k. Un graphe 3-régulier
est appelé graphe cubique.
Un graphe G′ = (V ′, E′) est dit sous-graphe de G = (V, E) si V ′ ⊆ V et
E′ ⊆ E. Un graphe induit dans G par un ensemble X, X ⊆ V, est un sous-
graphe de G, noté G[X], dont l’ensemble des sommets est X et l’ensemble
des arêtes est E ∩ {(u, v) : u ∈ X et v ∈ X}.
Chemins et cycles
Soit G = (V, E) un graphe non-orienté. Un chemin dans G est un
sous-graphe P = v1v2 . . . vm tel que pour tout i ∈ {1, 2, . . . ,m − 1},
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(vi, vi+1) ∈ E. Si v1 = vm, le chemin P est appelé cycle. La longueur d’un
chemin ou d’un cycle est le nombre d’arêtes qui le composent. Un chemin
P = v1v2 . . . vm est élémentaire si tous les sommets vi, i ∈ {1, . . . ,m} sont
distincts. Si toutes arêtes (vi, vi+1), i ∈ {1, 2, . . . ,m − 1}, sont distinctes,
alors le chemin est dit simple. Un cycle P = v1v2 . . . vm−1v1 est élémentaire
si tous les sommets vi, i ∈ {1, . . . ,m − 1}, sont distincts. Le cycle P est
dit simple si toutes ses arêtes sont distinctes. Voir une illustration dans la
Figure 1.13.
La distance entre deux sommets u et v (notée d(u, v)) est la longueur du
plus court chemin qui les relie. Le diamètre d’un graphe est la plus grande
distance entre deux sommets.
3 2 4 57
9
10
4
618
Figure 1.13 – Le chemin 10 3 8 1 6 est un chemin élémentaire et simple de longueur 4.
Le cycle 9 4 5 7 9 est un cycle élémentaire. Le chemin 1 7 9 4 5 7 2 est chemin simple
mais il n’est pas élémentaire : le sommet 7 est présent deux fois.
Connexité
Un graphe non-orienté G = (V, E) est dit connexe si pour tous sommets
u et v, il existe un chemin reliant u et v. Une composante connexe de G est
un sous-graphe G[X] induit par un ensemble X, X ⊆ V, tels que (i) G[X]
est connexe et (ii) G[X] est maximum pour l’inclusion (c’est-à-dire pour
tout u ∈ V\X, G[X ∪ {u}] n’est pas connexe). Un sommet u est appelé
point d’articulation d’un graphe connexe G si G[V−{u}] n’est pas connexe
(voir un exemple dans la Figure 1.14).
Propriété 1.1 Soit G = (V, E) un graphe non-orienté. Tout sommet de G appartient à une seule
composante connexe.
Définition 1.1 (Stable) Soit G un graphe non-orienté. Un stable (ou en anglais independent
set) dans G est un ensemble de sommets deux à deux non-adjacents.
3 2 4 5
7
618
Figure 1.14 – Le sommet 2 est un point d’articulation de G. En effet, le graphe G′ obtenu
à partir de G en retirant le sommet 2 et ses arêtes incidentes n’est pas connexe : il a trois
composantes connexes induites par les ensembles de sommets {3}, {7} et {1, 4, 5, 6, 8}.
Classes particulières de graphes non-orientés
Une forêt est un graphe non-orienté acyclique. Un arbre est une forêt
connexe. On distingue deux types de sommets dans un arbre : les feuilles
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dont le degré est 1 et les sommets internes dont le degré est supérieur à
1. Une étoile est un graphe connexe dont tous les sommets, sauf un, sont
de degré 1. On peut aussi définir une étoile d’ordre n, n > 1, comme étant
un arbre avec n− 1 feuilles. Une étoile d’ordre n est notée Sn.
Un graphe est dit planaire si on peut le représenter dans le plan sans
qu’aucune arête n’en croise une autre [Che81]. Le fait de représenter un
graphe sous forme planaire le rend plus facile à interpréter, comme illustre
l’exemple du problème du cavalier aux échecs (voir la Figure 1.15). Dans ce
problème, nous voulons déplacer un cavalier d’échecs en touchant toutes
les cases une et une seul fois. L’échiquier est représenté par un graphe
dans lequel les sommets correspondent aux cases de l’échiquier et les
arêtes figurent les mouvements possibles.
D’un point de vue algorithmique, de nombreux problèmes difficiles
(NP-complets) se sont avérés faciles (polynomiaux) pour les graphes pla-
naires. Par exemple, considérons le problème de 4-coloration : étant donné
un graphe non-orienté G sans boucles, est-il possible de colorer les som-
mets de G en utilisant au plus 4 couleurs de sorte que deux sommets
adjacents n’aient pas la même couleur ? Ce problème est NP-complet pour
un graphe général [GJ79] mais il peut être résolu en temps polynomial
quand G est un graphe planaire [AHK77].
1 2 3
4 5 6
7 8 9
10 11 12
3 8 1
4 11 6
9 2 7
10 5 12
Figure 1.15 – Le graphe de gauche (resp. de droite) est une représentation non planaire
(resp. planaire) d’un échiquier de taille 3× 4. Dans le premier graphe, le problème d’échi-
quier semble difficile. Par contre, on peut facilement extraire de la représentation planaire
une solution (voir les arêtes solides) partant de la case 3 et arrivant à la case 10.
Un graphe non-orienté G = (V, E) est dit planaire extérieur (ou en an-
glais, outerplanar) si on peut le dessiner sur le plan de sorte que les som-
mets soient sur un cercle et que toutes les arêtes se trouvent à l’intérieur
du cercle et ne se croisent qu’à leurs extrémités (voir une illustration dans
la Figure 1.16).
Propriété 1.2 [Fel04] Un graphe G est planaire extérieur si et seulement si le graphe formé en
ajoutant à G un nouveau sommet et toutes les arêtes le reliant aux sommets de G
est un graphe planaire.
D’autres caractérisations des graphes planaires extérieurs sont fournies
dans [LDM+97].
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2 5
3 4
1
Figure 1.16 – Exemple d’un graphe planaire extérieur. Les sommets du graphe sont
dessinés sur un cercle (en pointillé) de sorte que toutes les arêtes soient à l’intérieur du
cercle et ne se croisent qu’aux extrémités. Si on ajoute une arête entre les deux sommets
3 et 5, le graphe reste planaire mais par contre il n’est plus planaire extérieur.
1.2.2 Graphes orientés
Un graphe orienté G est un couple formé de deux ensembles : un
ensemble V (noté V(G)) dont les éléments sont appelés sommets et un
ensemble de paires orientées A (noté A(G)), A ⊆ {uv : u, v ∈ V}, dont
les éléments sont appelés arcs. Le graphe orienté G est noté G = (V, A).
Soit uv ∈ A un arc dans G. Le sommet u (resp. v) est appelé source (resp.
cible) de l’arc uv. Un graphe orienté H = (VH, AH) est dit sous-graphe de G
si VH ⊆ V et AH ⊆ A ∩ {uv : u, v ∈ VH}. Si AH = A ∩ {uv : u, v ∈ VH},
le graphe H est dit le sous-graphe de G induit par l’ensemble VH.
Le degré entrant d’un sommet u (noté deg−(u)) est le nombre d’arcs
dont u est une cible. Le degré sortant d’un sommet u (noté deg+(u))
est le nombre d’arcs dont u est une source. Le degré sortant (resp. en-
trant) maximum d’un graphe orienté G = (V, A), noté ∆+(G) (resp.
∆−(G)), et le degré sortant (resp. entrant) minimum de ce graphe, noté
δ+(G) (resp. δ−(G)), sont respectivement le maximum et le minimum
des degrés sortant (resp. entrant) de ses sommets, c’est-à-dire, ∆(G)+ =
maxu∈Vdeg+(u), ∆(G)− = maxu∈Vdeg−(u), δ+(G) = minu∈Vdeg+(u) et
δ−(G) = minu∈Vdeg−(u).
Chemins et cycles
Un chemin dans un graphe orienté G = (V, A) est un sous-graphe
P = v1v2 . . . vm tel que pour tout i ∈ {1, 2, . . . ,m− 1}, vivi+1 ∈ A. Si v1 =
vm, le chemin P est appelé cycle ou circuit. Comme dans les graphes non-
orientés, un chemin P = v1v2 . . . vm est dit élémentaire si tous les sommets
vi sont distincts. Le chemin P est dit simple si tous ses arcs sont distincts.
Un graphe orienté acyclique (ou DAG, pour Directed Acyclic Graph) est
un graphe orienté sans cycles.
Soit G = (V, A) un graphe orienté. On appelle graphe support de
G (noté G∗), le graphe non-orienté obtenu à partir de G en supprimant
l’orientation des arcs.
Connexité
Un graphe orienté G = (V, A) est dit fortement connexe si pour tout
uv ∈ V ×V, il existe dans G un chemin de u vers v et un chemin de v vers
u. Le graphe G est dit faiblement connexe si G∗ est connexe.
Une composante fortement connexe de G est un sous-graphe G[X] induit
par un ensemble X, X ⊆ V, tel que (i) G[X] est fortement connexe et
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(ii) G[X] est maximum pour l’inclusion (c’est-à-dire pour tout u ∈ V\X,
G[X ∪ {u}] n’est pas fortement connexe). Une illustration est donnée dans
la Figure 1.17.
1 2 3 4
5 6 7 8
Figure 1.17 – Ce graphe possède trois composantes fortement connexes induites par les
ensembles de sommets {1, 2, 5}, {6, 7} et {3, 4, 8}.
1.3 Notions de complexité
Soit P un problème dont l’ensemble des instances possibles est noté
I(P). La complexité en temps d’exécution d’un algorithme A, résolvant le
problème P , est le nombre d’opérations atomiques (c’est-à-dire indivi-
sibles) nécessaires à l’accomplissement de l’algorithme. Cette complexité
est par conséquent exprimée en fonction de la taille des instances du pro-
blème P .
Généralement, pour analyser la complexité f d’un algorithme A, on
cherche un ordre de grandeur de f . Pour cette raison, nous étudions le
comportement asymptotique de la fonction f en utilisant les notations
dites notations de Landau.
Définition 1.2 (notations de Landau) Soient f et g deux fonctions.
• f (n) = O(g(n)) si ∃c > 0, ∃n0 : ∀n > n0, f (n) ≤ c · g(n) ( f est
dominée asymptotiquement par g) ;
• f (n) = Ω(g(n)) si g = O( f (n)) ( f domine g asymptotiquement) ;
• f (n) = Θ(g(n)) si ∃c1, c2 > 0, ∃n0 : ∀n > n0, |c1 · g(n)| < | f (n)| <
c2 · |g(n)| ( f et g sont du même ordre).
1.3.1 Classes P et NP
Un problème de décision est un problème dont la réponse est “oui” ou
“non”.
Définition 1.3 (Classe P) Soit P un problème de décision. Le problème P est dans la classe P
(Polynomial), si et seulement si il existe un algorithme déterministe A (c’est-à-
dire une suite d’étapes élémentaires sans choix aléatoire) qui résout P en un temps
polynomial en la taille des instances du problème P .
On définit la classe NP des problèmes dits Non-déterministes Polyno-
miaux comme suit.
Définition 1.4 (Classe NP) La classe NP contient les problèmes de décision qui peuvent être
décidés sur une machine non déterministe en temps polynomial.
De façon équivalente, NP est la classe des problèmes qui admettent
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un algorithme polynomial déterministe (dit vérifieur) capable de tester la
validité d’une réponse au problème.
L’un des problèmes les plus importants dans le domaine de l’infor-
matique théorique est la question “est-ce que P est égal à NP ? ”. Une
autre manière de formuler cette question est : est-ce que si on arrive à vé-
rifier efficacement l’exactitude d’une solution d’un problème donné, cela
implique que nous puissions le résoudre efficacement ? Ce problème est
toujours ouvert, mais de nombreux scientifiques pensent que P 6= NP.
Les problèmes les plus difficiles dans NP sont appelés NP-complets.
Avant de donner une définition formelle de la NP-complétude, on définit
une transformation polynomiale comme suit.
Définition 1.5 Soient P et P ′ deux problèmes dans NP. Il existe une transformation polyno-
miale de P vers P ′ (et on note P ≤P P ′) s’il existe un algorithme déterministe
qui transforme toute instance x ∈ I(P), en un temps polynomial (en fonction de
la taille de x), vers une instance x′ ∈ I(P ′), de sorte que la réponse au problème
P avec l’instance x est “oui” si et seulement si la réponse au problème P ′ avec
l’instance x′ est “oui”.
Les problèmes NP-complets sont définis comme suit.
Définition 1.6 [GJ79] Un problème P est dit NP-complet s’il vérifie les deux conditions sui-
vantes.
1. P ∈ NP ;
2. P ′ ≤P P , pour tout P ′ ∈ NP.
Un problème P est dit NP-difficile si et seulement si il vérifie la condi-
tion 2. de la définition 1.6. Donc, la classe des problèmes NP-difficiles
vérifie les propriétés suivantes.
Propriété 1.3 [GJ79] Si P = NP alors NP-complet= P. Voir une illustration dans la Fi-
gure 1.18.
Preuve. Évidemment, si P = NP alors NP-complet ⊆ P. Montrons main-
tenant que P ⊆ NP-complet. Soit P ∈ P. Nous rappelons que la classe P
est une classe d’équivalence par rapport à la relation ≤P de transforma-
tions polynomiales. Donc, P ′ ≤P P , pour tout P ′ ∈ P. Cela implique que
dans le cas où P = NP, P ′ ≤P P , pour tout P ′ ∈ NP. Par conséquent
P ∈ NP-difficile (et donc P ∈ NP-complet). Donc, P ⊆ NP-complet.
Propriété 1.4 NP-difficile ∩ NP = NP-complet.
Le premier problème qui a été prouvé NP-complet est le problème
SAT de satisfiabilité booléenne. Étant donné un ensemble de variables
booléennes X = {x1, x2, . . . , xn}, une clause C construite sur X est une
proposition de la forme l1 ∨ l2 ∨ . . . ∨ lr où chaque li est une variable ou
la négation d’une variable dans X . Les li sont appelés littéraux. Une affec-
tation des variables dans X consiste à attribuer à tout xi ∈ X une valeur
de l’ensemble {vrai, f aux}. Une affectation des variables dans X satisfait
une clause C = l1 ∨ l2 ∨ . . .∨ lr s’il existe au moins un i ∈ {1, . . . , r} tel que
li = vrai.
Le problème SAT est défini comme suit.
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Figure 1.18 – Représentation des classes P, NP, NP-difficile et NP-complet. (a) dans le
cas où P 6= NP. (b) dans le cas où P = NP.
Boolean Satisfiability (SAT)
Instance : Un ensemble de variables X et un ensemble C de clauses
construites sur X .
Question : Existe-t-il une affectation des variables de X qui satisfait toutes
les clauses de C ?
C’est Stephen Cook-Levin [Coo71] qui a démontré, en 1971, la NP-
complétude du problème SAT. Ce résultat est fondamental en théorie de
la complexité. En effet, puisque tous les problèmes dans NP sont polyno-
mialement réductibles à tout problème dans la classe NP-complet, pour
démontrer qu’un problème P est NP-complet, il suffit de démontrer que
(1) P ∈ NP et (2) SAT ≤P P .
De manière générale, nous avons la propriété suivante.
Propriété 1.5 La condition 2. de la Définition 1.6, peut être remplacée par la vérification s’il
existe au moins un problème NP-difficile qui puisse être transformé, en un temps
polynomial, vers P .
Les problèmes NP-complets les plus connus sont répertoriés dans le
livre de Garey et Johnson [GJ79].
1.3.2 Classe NPO
Dans la section précédente, nous avons présenté les problèmes dans
lesquels on se pose une question dont la réponse est “oui” ou “non”.
Cependant, les problèmes réels sont en général des problèmes d’optimisa-
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tion : on cherche à trouver la meilleure solution parmi toutes les solutions
possibles (dites solutions réalisables).
On s’intéresse particulièrement aux problèmes d’optimisation dont les
instances sont reconnaissables (c’est-à-dire on peut vérifier si une entrée
donnée est bien une instance du problème) en un temps polynomial et les
solutions réalisables sont vérifiables en un temps polynomial. Cette classe
des problèmes d’optimisation est appelée NPO.
Définition 1.7 (Classe NPO [PY91]) Un problème P ∈ NPO est un quadruplet (I, sol,m, but)
tels que
1. I est l’ensemble des instances de P et elles sont reconnaissables en temps
polynomial.
2. Pour tout x ∈ I, sol(x) est l’ensemble des solutions réalisables pour P
avec l’instance x. Il existe un polynôme p tel que (i) pour tout y ∈ sol(x),
|y| ≤ p(|x|) (|x| et |y| sont respectivement les tailles de x et y) et (ii) pour
tout x, y ∈ I tel que |y| ≤ p(|x|), on peut vérifier en temps polynomial si
y ∈ sol(x).
3. Étant données une instance x et une solution réalisable y pour P avec
l’instance x, m(x, y) est un entier positif appelé mesure de la solution y.
La fonction m est aussi calculable en un temps polynomial.
4. but ∈ {min,max}.
Soit P ∈ NPO. Une solution optimale pour P avec l’instance x est une
solution réalisable y vérifiant la condition suivante :
m(x, y) = but{m(x, y′) : y′ ∈ sol(x)} (1.4)
Si but = max (resp. but = min), le problème P est un problème de
maximisation (resp. de minimisation).
Un exemple d’un problème de la classe NPO est le problème Maximum
Satisfiability (MAX SAT) . Ce problème est défini comme suit.
Maximum Satisfiability (MAX SAT)
Instance : Un ensemble de variables X et un ensemble C de clauses
construites sur X .
Solution : Une affectation des variables de X .
Mesure : Le nombre de clauses satisfaites.
Propriété 1.6 [PY91] MAX SAT ∈ NPO.
Pour tout problème P = (I, sol,m, but) dans NPO, il existe une ver-
sion de décision dite version de décision naturelle. Si P est un problème de
maximisation (resp. de minimisation), la version de décision naturelle de
P est définie comme suit : étant donnés une instance x et un entier k ≥ 0,
existe-t-il une solution réalisable y dont la mesure m(x, y) est supérieure
(resp. inférieure) ou égale à k ?
Par exemple, la version de décision qui correspond au problème MAX
SAT est le problème MAX SAT-Dec défini comme suit.
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MAX SAT-Dec
Instance : Un ensemble de variables X , un ensemble C de clauses
construites sur X et un entier k ≥ 0.
Question : Existe-il une affectation des variables de X qui satisfait au
moins k clauses dans C ?
Remarque 1.2 Souvent on parle de la NP-complétude et la NP-difficulté des problèmes d’opti-
misation dans NPO, mais on considère implicitement leurs versions de décision
naturelles.
1.3.3 Comment contourner la NP-difficulté ?
Soit P un problème dans NPO dont la version de décision naturelle
est NP-difficile. A moins que P = NP, il n’existe aucun algorithme déter-
ministe qui peut résoudre P en un temps polynomial. Il existe essentielle-
ment trois approches pour contourner la NP-difficulté : (1) les algorithmes
d’approximation, (2) les heuristiques et (3) les algorithmes exacts de com-
plexité exponentielle, mais aussi efficaces que possible.
Algorithmes d’approximation des problèmes dans NPO
Pour toute instance x d’un problème P ∈ NPO, on note par opt(x) la
mesure d’une solution optimale pour P avec l’instance x.
Définition 1.8 (Ratio de performance) Soit P = (I, sol,m, but) un problème dans NPO. Étant
donnée une solution réalisable pour P avec l’instance x, notée y, le ratio de per-
formance de y par rapport à x est défini comme suit :
R(x, y) = max {m(x, y)
opt(x)
,
opt(x)
m(x, y)
} (1.5)
Le ratio de performance est toujours supérieur ou égal à 1 ; s’il est
proche de 1, alors la solution réalisable y est proche de la solution opti-
male.
Définition 1.9 (α-approximation) Soit P = (I, sol,m, but) un problème dans NPO. Soit A un
algorithme qui, pour toute instance x ∈ I, calcule une solution réalisable A(x).
L’algorithme A est de α-approximation pour P si pour tout x ∈ I, R(x,A(x)) ≤
α.
En utilisant cette définition, on définit certaines classes dans NPO
comme suit.
Définition 1.10 (Classe APX) Un problème P , P ∈ NPO, est dans la classe APX s’il existe, pour
P , un algorithme polynomial de α-approximation pour une constante α > 1.
Définition 1.11 (Classe PTAS) Un problème P , P ∈ NPO, est dans la classe PTAS, s’il existe
pour tout ǫ > 0, un algorithme polynomial de (1+ ǫ)-approximation pour P .
Pour définir les classes des problèmes APX-difficiles et les problèmes
APX-complets, nous utilisons les réductions (dites L-réductions) intro-
duites par Papadimitriou et Yannakakis [PY91].
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Définition 1.12 (L-réduction) Soient P1 = (I1, sol1,m1, but1) et P2 = (I2, sol2,m2, but2) deux
problèmes dans NPO. On note par opt1 (resp. opt2) la mesure d’une solution
optimale pour P1 (resp. P2). Une L-réduction est une paire ( f , g) de fonctions
polynomiales satisfaisant toutes les conditions suivantes.
1. Si x ∈ I1, alors f (x) ∈ I2 ;
2. Si y ∈ sol2( f (x)), alors g(y) ∈ sol1(x) ;
3. Il existe une constante positive α telle que opt2( f (x)) ≤ α · opt1(x) ;
4. Il existe une constante positive β telle que
|opt1(x)−m1(x, g(y))| ≤ β · |opt2( f (x))−m2( f (x), y)|.
Maintenant, nous pouvons définir les notions d’APX-complétude et
d’APX-difficulté.
Définition 1.13 (APX-complet) Soit P ∈ NPO. Le problème P est APX-complet s’il vérifie les
deux conditions suivantes.
1. P ∈ APX ;
2. Pour tout problème P ′ ∈ APX, il existe une L-réduction de P ′ vers P .
La classe des problèmes APX-difficiles contiennent tous les problèmes
qui vérifient la condition 2. de la définition 1.13.
Propriété 1.7 APX-complet = APX-difficile ∩APX.
Comme nous l’avons déjà évoqué pour les problèmes NP-complets
et les problèmes NP-difficiles, pour prouver l’APX-complétude et l’APX-
difficulté d’un problème P , nous pouvons remplacer la condition 2. de la
Définition 1.13 par la vérification de l’existence d’au moins un problème
APX-difficile qui peut se transformer par une L-réduction vers P .
Heuristiques
Une heuristique est un algorithme qui fournit rapidement (c’est-à-dire
en temps polynomial) une solution réalisable, pas nécessairement opti-
male, pour un problème d’optimisation. Contrairement aux algorithmes
d’approximation, les heuristiques ne garantissent pas la qualité de la so-
lution obtenue.
Algorithmes exacts
Une manière de résoudre un problème NP-difficile est de proposer
un algorithme exact de complexité exponentielle, mais aussi efficace que
possible. Nous présentons ici un exemple de ces types d’algorithmes. Il
s’agit de la méthode de séparation et évaluation (Branch-and-bound) [LD60].
Un algorithme Branch-and-bound est un algorithme exact qui consiste à
énumérer les solutions réalisables de manière intelligente : en utilisant
certaines propriétés du problème en question, l’algorithme peut éliminer
des solutions partielles qui ne mènent pas à la solution optimale. Dans
un bon algorithme Branch-and-bound, seules les solutions potentiellement
bonnes sont donc énumérées. Cependant, dans le pire des cas, l’algorithme
Branch-and-bound peut énumérer toutes les solutions réalisables.
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1.3.4 Complexité paramétrée
C’est une branche récente de la théorie de complexité. Elle a été intro-
duite en 1992 par R. Downey et M. Fellows [DF92]. Le but est de chercher
un algorithme exact pour résoudre un problème dans NPO dont la version
de décision naturelle est NP-difficile. L’algorithme en question est donc ex-
ponentiel, mais la partie exponentielle porte seulement sur des paramètres
(un sous-ensemble des paramètres du problème) fixés et considérés petits
dans la pratique. Si un tel algorithme existe, le problème est dans la classe
FPT (fixed-parameter tractable). Par exemple, supposons que nous avons un
problème P qui possède deux paramètres n et k où k est considéré petit
par rapport à n. Le problème est dans FPT, paramétré par k, s’il peut être
résolu par un algorithme dont la complexité est de la formeO( f (k) · p(n)),
où f (k) est une fonction qui ne dépend que de k, et p(n) est un polynôme
qui ne dépend que de n (c’est-à-dire p(n) = nO(1)).
Définition 1.14 (Problème paramétré) Un problème paramétré est un ensemble P ⊆ Σ∗ ×N+
où Σ est un alphabet fini, et une question de la forme : étant donné (x, k) ∈
Σ∗ ×N+, est-ce que (x, k) ∈ P ? L’entier k est appelé paramètre du problème
et x est un objet appelé description du problème.
De façon plus formelle, on définit la classe FPT comme suit.
Définition 1.15 (Classe FPT) Soit P ⊆ Σ∗ ×N+ un problème paramétré par k. Le problème P
est dans la classe FPT s’il existe un algorithme déterministe A qui, étant donné
(x, k) ∈ Σ∗ ×N+, vérifie en temps de f (k) · nO(1) si (x, k) ∈ P , où f est une
fonction arbitraire et n est la taille de l’objet x.
Les problèmes dans la classe FPT sont appelés également problèmes à
exponentielle contrôlée.
Il existe des problèmes paramétrés à exponentielle incontrôlée. Ces pro-
blèmes sont dits Fixed Parameter Intractable [ADF93].
Pour définir les problèmes NP-complets nous avons utilisé la notion
de transformations polynomiales, et pour définir les problèmes APX-
complets nous avons utilisé les L-réductions. Par analogie, pour définir
les problèmes à exponentielle incontrôlée nous avons besoin d’introduire
une autre transformation appelée FPT-transformation.
Définition 1.16 (FPT-transformation) Soient P1 ⊆ Σ∗1 ×N+, et P2 ⊆ Σ∗2 ×N+, deux pro-
blèmes paramétrés. Une FPT-transformation de P1 en P2 est une fonction
F : Σ∗1 ×N+ 7→ Σ∗2 ×N+ telle que :
– Pour tout (x1, k1) ∈ Σ∗1 × N+, (x1, k1) ∈ P1 si et seulement si
F (x1, k1) ∈ P2 ;
– Pour tout (x1, k1) ∈ Σ∗1 × N+, F (x1, k1) peut se calculer en temps de
f (k1) · |x1|c, tels que f est une fonction arbitraire et c est une constante ;
– Il existe une fonction g : N+ 7→ N+ tel que, pour tout (x1, k1) ∈
Σ∗1 ×N+, avec F (x1, k1) = (x2, k2), on a k2 ≤ g(k1).
Les FPT-transformations ont été utilisées pour classer les problèmes à
exponentielle incontrôlée en hiérarchies dites W-hiérarchies [DFR98].
La classe W[t], le t-ième niveau de la W-hiérarchie, est définie comme
étant la classe des problèmes paramétrés réductibles (par une FPT-
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transformation) à une variante, notée ici t-PDC, du problème Parame-
terized Decision Circuit (PDC) [DFR98]. Pour présenter le problème
PDC et sa variante t-PDC, nous avons besoin de quelques définitions.
Un circuit de décision produit un résultat (appelé sortie) en appliquant
des opérations logiques (appelées portes) sur une entrée. Une porte elle
même est composée d’entrées et de sorties. Un exemple de portes sont les
ET/OU logiques. Une porte est dite bornée (resp. non-bornée) si elle possède
un nombre limité (resp. illimité) d’entrées.
Un chemin dans un circuit C est une séquence de portes S =
p1p2 . . . p|S| telle que : l’entrée (resp. la sortie) du circuit est reliée à
l’entrée (resp. à la sortie) de la porte p1 (resp. p|S|), et pour tout i ∈
{1, 2, . . . |S| − 1}, la sortie de pi est reliée à l’entrée de pi+1. La trame (en
anglais weft) est le nombre maximum de portes non-bornées situées sur
un chemin dans C. On note par t(C) la trame du circuit C.
On dit qu’un vecteur v est accepté par un circuit de décision C si la
sortie de C vaut 1 quand les entrées de C sont les éléments de v. Le poids
du vecteur v est égal aux nombre d’éléments de v qui valent 1.
Nous pouvons maintenant définir les problèmes PDC et t-PDC.
Parameterized Decision Circuit (PDC)
Instance : Un circuit de décision C et un entier k ≥ 0.
Question : Existe-il un vecteur v de poids k accepté par C ?
Pour tout t ≥ 1, on note par t-PDC la version du problème PDC dans
laquelle les circuits en entrée sont des circuits de trame égale à t. On définit
alors les classes W[t] comme suit.
Définition 1.17 (Classe W[t]) Pour tout t ≥ 1, les problèmes de la classe W[t] sont les problèmes
paramétrés réductibles (par une FPT-transformation) au problème t-PDC.
R. Downey et M. Fellows [DFR98] ont hiérarchisé les problèmes para-
métrés comme suit :
FPT ⊆ W[1] ⊆ W[2] ⊆ . . .
Propriété 1.8 Pour tout t ≥ 1, W[t]-complet=W[t] ∩W[t]-difficile.
Conclusion du chapitre
Dans ce chapitre, nous avons présenté les notions de base nécessaires
pour comprendre notre manuscrit. Nous passons maintenant au premier
chapitre de contribution dans lequel nous proposons une nouvelle ap-
proche de comparaison de réseaux biologiques hétérogènes.

2
Comparaison de réseaux
biologiques Hétérogènes
Les travaux que nous allons présenter dans ce chapitre ont été publiés
dans les actes de la conférence internationale SEA 2012 (11th Symposium
on Experimental Algorithms) [FMBR12a].
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L’accroissement de la qualité et de la quantité de données disponiblescrée le besoin en méthodes d’analyse automatique, afin de mieux
comprendre les processus cellulaires, l’organisation des systèmes biolo-
giques et l’évolution à l’échelle des espèces. Sur la base de l’hypothèse
que la conservation des structures topologiques (par exemple chemin,
sous-graphe dense) et de leurs étiquetages via l’évolution à l’échelle des
espèces implique une signification fonctionnelle, des approches compara-
tives peuvent aider à améliorer l’exactitude des données, à interpréter des
chemins métaboliques, des complexes de protéines ou encore à générer, à
analyser et à valider des hypothèses sur les réseaux sous-jacents.
Nous avons montré dans le chapitre précédent (Chapitre 1) qu’il existe
plusieurs types de réseaux biologiques (par exemple réseaux d’interac-
tion protéine-protéine, réseaux métaboliques, réseaux physiques) et que,
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en fonction de la nature de ces réseaux, ils peuvent être modélisés par
différents types de graphes (graphe non-orienté, graphe orienté, graphe
mixte). Cette diversité de réseaux et de leurs modélisations nous mène à
définir l’homogénéité et l’hétérogénéité dans ces réseaux comme suit.
Définition 2.1 Deux réseaux biologiques R1 et R2 sont dits homogènes si R1 et R2 sont de
même type et sont donc modélisés par des graphes de même type.
Définition 2.2 Deux réseaux biologiques R1 et R2 sont dits hétérogènes si R1 et R2 sont de
type différent.
Quand on parle de comparaison de réseaux homogènes, on consi-
dère que les réseaux représentent des données d’espèces différentes, et
la comparaison est donc inter-espèces. En revanche, dans la comparaison
de réseaux hétérogènes, on considère que les réseaux représentent des
données provenant de la même espèce, et la comparaison est alors intra-
espèces. Dans le premier type de comparaison on s’intéresse à l’évolution
à l’échelle des espèces, tandis que dans le deuxième type de comparaison,
dit aussi intégration des réseaux [ZKW+05], on s’intéresse à l’analyse des
données en observant la même information biologique dans des contextes
différents.
Exemple 2.1 (Réseau homogène vs réseau hétérogène) Soient R1 et R2 deux réseaux biolo-
giques. SiR1 est le réseau d’interaction protéine-protéine (modélisé par un graphe
non-orienté) de la bactérie E. coli, et R2 est également le réseau d’interaction
protéine-protéine (modélisé par un graphe non-orienté) de la levure S. cerevisiae,
alors R1 et R2 sont homogènes. En revanche, si R2 est le réseau métabolique
(modélisé par un graphe orienté, par exemple graphe des réactions) de la bactérie
E. coli, alors R1 et R2 sont hétérogènes.
Un module biologique est une collection de composants biologiques (mo-
lécules, gènes, protéines etc.) qui coopèrent entre eux pour réaliser une
fonction biologique [HHLM99]. Les modules biologiques d’un réseau R1
modélisé par un graphe G1 sont des sous-graphes de G1 (que nous appelle-
rons structures) dont la topologie dépend de la nature du réseau R1. Ces
structures sont notamment des sous-graphes connexes ou sous-graphes
denses (complexes des protéines) [BML+05, DBVS09, NK07, KMM+10],
des chemins (par exemple voies de signalisations) [YIJ04], des arbores-
cences orientées ou plus généralement des DAGs (voies métaboliques)
[PRYLZU05]. Nous présentons en annexe les structures présentées comme
biologiquement significatives, sur la base d’une étude bibliographique
portant sur plus de 70 articles parmi les plus cités dans le domaine de
la comparaison de réseaux biologiques.
Dans ce chapitre, nous allons d’abord présenter l’état de l’art de la
comparaison de réseaux biologiques homogènes et hétérogènes. Ensuite,
nous allons présenter nos travaux lesquels situent dans le cadre de la com-
paraison de réseaux hétérogènes.
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2.1 Comparaison de réseaux homogènes (alignement de
réseaux)
La comparaison de réseaux homogènes a pour objectif de chercher des
structures conservées à l’échelle de plusieurs espèces. L’hypothèse de base
est que cette conservation ne peut pas être due au hasard, mais plutôt elle
implique que ces structures représentent des modules biologiques. Les
principales méthodes de comparaison de réseaux homogènes sont basées
sur l’alignement des réseaux. Kelley et al. [KSK+03, SIK+04] sont parmi
les premiers à avoir formalisé ce concept.
Nous allons d’abord définir l’alignement et ensuite formuler le pro-
blème d’alignement des réseaux homogènes. Pour simplifier, nous consi-
dérons l’alignement de deux réseaux modélisés par des graphes non-
orientés. La modélisation que nous allons présenter peut être généralisée
pour aligner plus de deux réseaux et elle est applicable également aux
graphes orientés.
Définition 2.3 (Alignement) Soient R1 et R2 deux réseaux biologiques homogènes modélisés
respectivement par deux graphes non-orientés G1 = (V1, E1) et G2 = (V2, E2).
Un alignement de G1 et G2 est une fonction a : V1 7→ V2 ∪ {−}. Le symbole
“-” est appelé gap. Pour tout u ∈ V1, si a(u) = −, alors le sommet u n’a pas de
correspondant dans V2.
Le score d’un alignement est défini comme suit.
Définition 2.4 (Score) Soient G1 = (V1, E1) et G2 = (V2, E2) deux graphes non-orientés. Soit a
un alignement de G1 et G2. Le score de a, noté s(a), est la valeur suivante :
s(a) = ∑
u∈V1
a(u) 6=−
α(u, a(u)) + ∑
u∈V1
a(u) 6=−
∑
v∈V1
a(v) 6=−
β(u, a(u), v, a(v))
tels que :
• α : V1 × V2 7→ R où α(u, v) est le score associé à une correspondance
entre u et v.
• β : V1 × V2 × V1 × V2 7→ R où β(u, v, u′, v′) est le score associé à une
correspondance entre les paires de sommets (u, v) et (u′, v′).
Si G1 et G2 représentent deux réseaux d’interaction protéine-protéine,
alors la fonction α mesure la similarité entre les protéines, et la fonction β
mesure la conservation des interactions entre protéines.
Le problème d’alignement des graphes est le problème qui consiste à
rechercher un alignement de score maximum. Ce problème est NP-
complet, donc algorithmiquement difficile [KSK+03, SSK+05] car il
contient, comme sous-problème, le problème de l’isomorphisme de sous-
graphes [Bun00, CFSV04]. La plupart des méthodes proposées pour ré-
soudre ce problème sont des heuristiques. Kelley et al. [KSK+03, SIK+04]
ont proposé une heuristique qui (i) construit un graphe dit graphe d’ali-
gnement et ensuite (ii) décompose le graphe d’alignement en clusters. Les
clusters de ce graphe représentent des structures conservées à l’échelle de
plusieurs espèces.
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Construction du graphe d’alignement. Nous expliquons ici la construc-
tion du graphe d’alignement de deux réseaux. Cette construction peut
être généralisée pour construire le graphe d’alignement de plus de deux
réseaux (alors appelé graphe d’alignement multiple).
Soient G1 = (V1, E1) et G2 = (V2, E2 deux graphes non-orientés modé-
lisant deux réseaux biologiques homogènes. Soit f : V1 7→ 2V2 une fonction
qui établit la correspondance entre les sommets de G1 et ceux de G2. Le
graphe d’alignement de G1 et G2, noté G, est construit comme suit. Les
sommets de G sont les couples (A, a) tels que A (resp. a) est un sommet
dans G1 (resp. dans G2) et a ∈ f (A). Par exemple, dans le cas où G1 et G2
sont des réseaux d’interaction protéine-protéine, a ∈ f (A) si les séquences
des protéines A et a sont similaires, c’est-à-dire la valeur γ(A, a) est su-
périeure à un seuil donné, où γ est une fonction qui mesure la similarité
entre protéines.
On met dans G une arête entre deux sommets (A, a) et (B, b) dans les
cas suivants.
1. (A, B) ∈ E(G1) et (a, b) ∈ E(G2) ;
2. (A, B) /∈ E(G1), (a, b) ∈ E(G2) et il existe un chemin dans G1 entre
A et B ;
3. (A, B) ∈ E(G1), (a, b) /∈ E(G2) et il existe un chemin dans G2 entre a
et b ;
4. (A, B) /∈ E(G1), (a, b) /∈ E(G2) et il existe un chemin dans G1 (resp.
dans G2) entre A (resp. a) et B (resp. b) ;
Les arêtes créées dans le premier cas sont appelées arêtes directes. Les
arêtes créées dans le deuxième et le troisième cas sont appelées gap. En-
fin, les arêtes créées dans le dernier cas sont appelées mismatch (voir la
Figure 2.1). Les gaps et les mismatchs sont des interactions indirectes qui
permettent de prendre en compte l’évolution des réseaux et aussi les er-
reurs dues à leurs constructions.
Figure 2.1 – (a) le graphe G1 (resp. G2) est un chemin de A (resp. a) vers F (resp. f ).
Les lignes verticales représentent les interactions entre protéines. Les lignes horizontales
(pointillées) représentent la similarité entre les séquences des protéines du graphe G1 et
celles du graphe G2. (b) Le graphe G d’alignement de G1 et G2. Source : [KSK+03].
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En 2003, Kelley et al. ont présenté, dans [KSK+03], une méthode
d’alignement de deux réseaux PPI pour identifier des chemins de plus
hauts scores dans le graphe d’alignement. En 2004 ils ont amélioré cette
méthode en présentant l’algorithme PathBLAST [SIK+04] qui cherche
des sous-graphes conservés dans deux réseaux PPI. Biologiquement, les
chemins conservés représentent des voies de signalisations et les sous-
graphes conservés représentent des complexes de protéines. En 2005, Kel-
ley et al. [SSK+05] ont généralisé PathBLAST en proposant l’algorithme
NetworkBLAST qui permet l’alignement de trois réseaux. La limitation
de cette méthode à l’alignement des trois réseaux est due à la taille du
graphe d’alignement qui croit de manière exponentielle avec le nombre
de réseaux à aligner. Pour contourner cette difficulté, Kalaev et al. [KBS09]
ont présenté une méthode d’alignement appelée NetworkBLAST-M basée
sur la construction d’un graphe dit graphe à k-couches. Avec cette méthode,
ils ont pu aligner 10 réseaux PPI dont chacun contient plus de dix mille
protéines.
La détection de complexes de protéines a été également étudiée par
Sharan et al. [HMD06]. Ces auteurs ont présenté un modèle probabiliste
pour chercher un sous-graphe dense dans le graphe d’alignement de plu-
sieurs réseaux PPI.
Flannick et al. [FNS+06, FAC+08] ont proposé un algorithme ap-
pelé Graemlin utilisant un alignement progressif de deux réseaux pour
construire le graphe d’alignement multiple.
Singh et al. [SXB08b, LLB+09] ont présenté l’algorithme IsoRank pour
aligner des réseaux PPI en se basant sur l’intuition suivante : s’il y a une
similarité entre deux protéines P1 (du premier réseau) et P2 (du deuxième
réseau) alors les voisins de P1 sont également similaires aux voisins du P2.
Dans la section suivante, nous présentons l’état de l’art de la compa-
raison de réseaux hétérogènes.
2.2 Comparaison de réseaux hétérogènes
La comparaison de deux réseaux hétérogènesR1 etR2 consiste à cher-
cher la même information biologique représentée dans R1 et R2 de façon
différente, contrairement à la comparaison de réseaux homogènes où l’in-
formation est représentée de la même manière dans les deux réseaux.
Nous allons maintenant formuler le problème de comparaison de deux
réseaux hétérogènes. Soient R1 et R2 deux réseaux hétérogènes modélisés
respectivement par des graphes G1 et G2 et soit f , f : V(G1) 7→ 2V(G2), une
fonction qui établit la correspondance entre les sommets de G1 et ceux
de G2. La comparaison de R1 et R2 consiste à chercher une structure
H1 (un sous-graphe de G1) biologiquement significative dont les sommets
induisent dans G2, par la fonction f , une structure H2 (un sous-graphe de
G2) qui soit aussi biologiquement significative.
M. Galperin et al. [GK00] ont montré, en se basant sur le concept d’ad-
jacence, l’intérêt d’effectuer une telle étude multi-échelle dans les systèmes
biologiques pour prédire des modules biologiques.
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La plupart des méthodes actuelles pour comparer les réseaux biolo-
giques hétérogènes sont généralistes (basées sur des principes communs),
mais manuelles, ou alors sont des études au cas par cas (et donc spéci-
fiques au cas étudié). La plupart de ces méthodes consiste à chercher des
réactions successives dans les réseaux métaboliques, en étudiant la rela-
tion entre les gènes et/ou entre les protéines impliquées dans la catalyse
de ces réactions. Ces relations sont notamment : la proximité génomique
des gènes dans le génome [BML+05, LDAM04, OFGK00, PH04, RTT02,
ZSF+02], la co-expression des gènes [ILB04, KVC04, WPM+06, WB04], les
interactions des protéines [DW08, HGH08] et même, simultanément, la
proximité génomique et la co-expression des gènes [WB04]. Pour étudier
la proximité génomique des gènes qui catalysent des chaînes de réactions,
Boyer et al. [BML+05] ont restreint la modélisation du graphe des réac-
tions à un graphe non-orienté, en considérant que toutes les réactions
sont réversibles. Ils ont modélisé également le génome par un graphe non-
orienté dont les sommets sont les gènes et les arêtes représentent l’adja-
cence des gènes dans le génome. Leur méthode est basée sur la construc-
tion d’un multigraphe dit multigraphe de correspondance.
Construction du multigraphe de correspondance. Étant donnés deux
graphes non-orientés H1 = (V1, E1) et H2 = (V2, E2) modélisant respec-
tivement le réseau métabolique (représenté par le graphe des réactions)
et le génome d’un organisme donné, le multigraphe de correspondance
H = (V, E′1, E
′
2) est construit comme suit.
– Les sommets de H sont des couples (Ri,Gi) ∈ V1 × V2 tels que la
réaction Ri est catalysée par un produit du gène Gi.
– On ajoute une arête dans E′1 (resp. dans E
′
2) entre (Ri,Gj) et (Rl ,Gk)
si (Ri,Rl) ∈ E1 (resp. (Gj,Gk) ∈ E2).
Une fois que le multigraphe de correspondance H est construit, les
auteurs partitionnent H en composantes connexes communes, c’est-à-dire
des sous-ensemble maximaux X, X ⊆ V, tels que pour tout u, v ∈ X il
existe dans H un chemin entre u et v ne contenant que des arêtes dans
E′1, et un chemin entre u et v ne contenant que des arêtes dans E
′
2. Un
exemple de construction d’un multigraphe de correspondance est illustré
dans la Figure 2.2. Boyer al. [DBVS09] ont proposé une généralisation de
l’approche présentée dans [BML+05] pour comparer plus de deux réseaux.
Les méthodes manuelles ou au cas par cas que nous avons mention-
nées traitent généralement les problèmes de la comparaison d’un réseau
métabolique, que nous appellerons réseau principal, avec un autre réseau,
que nous appellerons réseau guide, modélisé par un graphe non-orienté.
Par conséquent, ces types de problèmes se réduisent à une formalisation
unique : trouver dans le réseau métabolique une chaîne de réactions im-
pliquant des éléments, par exemple enzymes qui catalysent une réaction,
ou des gènes produisant ces enzymes, qui sont proches dans le réseau
guide. Le réseau métabolique doit être modélisé par un graphe orienté
(par exemple le graphe des réactions présenté dans le Chapitre 1) pour
pouvoir différencier les réactions irréversibles de celles qui sont réver-
sibles. Une chaîne de réactions dans le réseau métabolique d’origine est
donc un chemin orienté dans son graphe correspondant.
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Figure 2.2 – Exemple de construction d’un multigraphe de correspondance.
Les sommets du graphe sont les paires (Ri,Gj) telles que Ri (un sommet du graphe des
réactions H1) est catalysée par le gène Gi (un sommet du graphe linéaire H2 représentant
le génome). Les arêtes en gras dans le multigraphe sont des arêtes dans H1. Les arêtes
pointillées sont des arêtes dans H2. Les composantes connexes communes du multigraphe
sont les trois ensembles {(R2,G5), (R1,G4), (R3,G3)}, {(R7,G6)}, {(R5,G1)}. Le fait
que {(R2,G5), (R1,G4), (R3,G3)} est une composante connexe commune, implique que
les réactions R1, R2 et R3 sont adjacentes dans le réseau métabolique, et sont catalysées
par des gènes (G3, G4 et G5) successifs dans le génome. Source : [BML+05].
Dans ce chapitre nous allons proposer une modélisation unifiée, une
analyse algorithmique unifiée, et des méthodes automatiques pour ré-
soudre ce type de problèmes.
2.3 Notre modèle
Nous voulons comparer deux réseaux hétérogènes : un réseau princi-
pal et un réseau guide. Le premier réseau est représenté par un graphe
orienté D (appelé graphe principal) et le deuxième est représenté par un
graphe non-orienté G (appelé graphe guide). On suppose qu’il y a une cor-
respondance entre les sommets de D et ceux de G. Cette correspondance
est représentée par la fonction suivante.
f : V(D) 7→ 2V(G)
Intuitivement, la fonction f permet de représenter une similarité entre
les sommets selon un critère donné (par exemple similarité entre les sé-
quences de protéines).
Exemple 2.2 Si D est le graphe des réactions (défini dans la Section 1.1.2 du Chapitre 1), et
G est le graphe d’interaction protéine-protéine (défini dans la Section 1.1.1 du
Chapitre 1) pour le même organisme, alors pour tout R ∈ V(D), f (R) désigne
l’ensemble des protéines dans V(G) qui catalysent la réaction R.
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Étant donné un graphe H, nous rappelons que, si H est non-orienté
(resp. orienté), on note par E(H) (resp. A(H)) l’ensemble d’arêtes (resp.
d’arcs) de H. Pour tout S ⊆ V(H), on note par H[S] le sous-graphe de H
induit par l’ensemble S.
Définition 2.5 (Chemin (D,G, f )-consistant) Soient D un graphe orienté, G un graphe non-
orienté et une fonction de correspondance f : V(D) 7→ 2V(G). Un chemin P
dans D est dit (D,G, f )-consistant s’il existe X, X ⊆ V(G), tel que :
1. X ⊆ ⋃v∈V(P) f (v) ;
2. f (v) ∩ X 6= ∅ pour tout v ∈ V(P) ;
3. G[X] est connexe.
Notre problème de comparaison est un problème de maximisa-
tion appelé Skew SubGraph Mining (abrégé SkewGraM). Le problème
SkewGraM est défini comme suit.
SkewGraM
Instance : Un graphe orienté D, un graphe non-orienté G,
une fonction f : V(D) 7→ 2V(G).
Solution : Un chemin (D,G, f )-consistant.
Mesure : La longueur du chemin (D,G, f )-consistant.
Le problème SkewGraM peut être vu comme étant un problème de
recherche des motifs multidimensionnels [CSH+05, MHT+06, VM09]. Ici
le motif est un chemin dans D et un sous-graphe connexe dans G tels que
chaque sommet du chemin possède au moins un sommet correspondant
(par la fonction f ) dans le sous-graphe connexe. Donc ce problème peut
être généralisé en modifiant les motifs de manière appropriée et/ou en
introduisant une fonction objectif qui mesure l’intérêt des motifs recher-
chés. Ici, la fonction objectif est la longueur du chemin (D,G, f )-consistant
recherché.
2.4 Raffinement du modèle
Dans ce chapitre, nous considérons le cas particulier où D est acy-
clique (DAG). Pour traiter le cas général (quand D contient des cycles)
nous préconisons une décomposition préalable (sous forme de partition
ou de couverture) de D en DAGs. Cette décomposition sera étudiée dans
le prochain chapitre (Chapitre 3).
Nous avons des motivations algorithmiques et biologiques pour consi-
dérer l’acyclicité du graphe D. Du point de vue algorithmique, si le graphe
D est un graphe orienté arbitraire, le problème SkewGraM contient,
comme sous-problème, le problème du Plus Long Chemin qui est connu
comme étant un problème NP-complet [GJ79]. Du point de vue bio-
logique, nous allons appliquer ce modèle (en Section 2.8) pour com-
parer des voies métaboliques avec des réseaux d’interactions protéine-
protéine. Or, les voies métaboliques peuvent être modélisées par des
DAGs [GHM+02, PRYLZU05].
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Figure 2.3 – Exemples des chemins (D,G)-consistants. (a) Le plus long chemin
(D,G)-consistant est le chemin 1 → 2 → 3. (b) Le plus long chemin (D,G)-consistant
est aussi le chemin 1 → 2 → 3. En revanche, le plus long chemin dans D est le chemin
1 → 2 → 4 → 5 → 6. Ce chemin n’est pas (D,G)-consistant, parce que le sous-graphe
induit dans G par l’ensemble de sommets {1, 2, 4, 5, 6} n’est pas connexe. (c) Il y a 32
chemins (D,G)-consistants de longueur 4.
Pour étudier le problème SkewGraM, nous allons commencer par sa
version la plus simple, à savoir le cas où la fonction de correspondance f
est une bijection de l’ensemble V(D) vers l’ensemble {{v} : v ∈ V(G)}.
Cette version est appelée One-to-One SkewGraM. Dans cette version,
nous pouvons, sans perte de généralité, supposer que V(D) = V(G) =
{1, 2, . . . , n} et que f vérifie : f (v) = {v}, pour tout v ∈ V(D). Par
convention, nous considérons que f est la fonction identité, c’est-à-dire
nous écrivons f (v) = v, au lieu de f (v) = {v}. Dans ce cas, un chemin
(D,G, f )-consistant est dit (D,G)-consistant. Par conséquent, un chemin
(D,G)-consistant est un chemin dans D dont l’ensemble de sommets in-
duit dans G un sous-graphe connexe. Donc, One-to-One SkewGraM est
le problème de maximisation formulé comme suit.
One-to-One SkewGraM
Instance : Un DAG D, un graphe non-orienté G ayant le même ensemble
de sommets {1, 2, . . . , n}.
Solution : Un chemin (D,G)-consistant.
Mesure : La longueur du chemin (D,G)-consistant.
Pour mieux comprendre le problème, nous montrons quelques
exemples dans la Figure 2.3.
Remarque 2.1 Le plus long chemin (D,G)-consistant peut être différent du plus long chemin
dans D. Dans certains cas, il n’est même pas un sous-chemin du plus long chemin
dans D, comme le montre la Figure 2.3 (b).
Remarque 2.2 Nous ne pouvons pas nous contenter de calculer (par un algorithme exhaustif)
tous les chemins (D,G)-consistants et ensuite de produire le chemin (D,G)-
consistant le plus long. Dans certains cas, le nombre des chemins (et même le
nombre de plus longs chemins) (D,G)-consistants est exponentiel. En effet, on
peut généraliser l’exemple de la Figure 2.3(c) aux graphes à n sommets. Dans ce
cas, le nombre de plus longs chemins (D,G)-consistants est 2
n
2 .
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Tout au long du reste de ce chapitre nous supposons que D est un
DAG et G est un graphe non-orienté.
2.5 Étude de complexité du problème One-to-One Skew-
GraM
Nous étudions la complexité du problème One-to-One SkewGraM
en considérant des contraintes topologiques sur les graphes D et G. Les
résultats de complexité que nous avons obtenus sont résumés dans le Ta-
bleau 2.1. Nous rappelons que D∗ est le graphe orienté obtenu à partir de
D en supprimant l’orientation des arcs. Le graphe D∗ est planaire exté-
rieur si on peut mettre ses sommets sur un cercle de sorte que toutes les
arêtes soient à l’intérieur du cercle et ne se rencontrent qu’aux extrémités
(voir un exemple dans la Figure 1.16 du Chapitre 1). Nous rappelons éga-
lement que le graphe non-orienté G est une étoile (resp. bi-étoile) s’il n’y
a qu’un seul (resp. deux) sommet(s) dont le degré est au moins 2.
Avant d’expliquer les contraintes topologiques présentées dans le Ta-
bleau 2.1, nous définissions la décomposition arborescente d’un graphe
non-orienté.
Définition 2.6 Étant donné un graphe non-orienté G = (V, E), une décomposition arbo-
rescente de G est un couple (X, T), où X = {X1, . . . ,Xr} est une famille de
sous-ensembles de sommets de V et T est un arbre dont chaque nœud est étiqueté
par un seul Xi, et chaque Xi ∈ X est l’étiquette d’un seul nœud de T tels que :
• ⋃1≤i≤r Xi = V ;
• Pour tout (u, v) ∈ E, il existe i, 1 ≤ i ≤ r, tel que u, v ∈ Xi ;
• Si Xi et Xj contiennent un même sommet v ∈ V, alors tous les nœuds Xk de
T sur le chemin entre Xi et Xj contiennent v. De façon équivalente, pour tout
v ∈ V, T[⋃{Xi : v ∈ Xi}] est un sous-arbre de T.
La largeur d’une décomposition est la valeur max1≤i≤r|Xi| − 1. La largeur
arborescente de G (en anglais : treewidth), notée tw(G), est la largeur minimale
parmi les largeurs de toutes les décompositions arborescentes de G [RS86]. Un
exemple d’une décomposition arborescente est donné dans la Figure 2.4.
Propriété 2.1 [Bod88] Soit G un graphe non-orienté connexe. Le graphe G est un arbre si et
seulement si tw(G) = 1.
Propriété 2.2 [Bod88] Soit G un graphe non-orienté connexe. Si G est un graphe planaire
extérieur et G n’est pas un arbre alors tw(G) = 2.
Le Tableau 2.1 résume les résultats de complexité du problème
One-to-One SkewGraM en considérant différentes valeurs de la largeur
arborescente du graphe D∗. On remarque que même si le graphe G est
un arbre de diamètre 4, la valeur tw(D∗) définit la frontière entre les ins-
tances faciles (tw(D∗) = 1) et les instances difficiles (tw(D∗) = 2) du
problème One-to-One SkewGraM. Dans le cas général le problème est
APX-difficile.
Nous commençons d’abord par étudier les cas où le problème
One-to-One SkewGraM est facile.
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1
2
3
4
5 6
7
8
9
10
11
X1 = {1, 2, 3} X2 = {3, 4, 5} X3 = {4, 5, 6}
X4 = {4, 6, 7}
X5 = {6, 8}
X6 = {7, 9}
X7 = {9, 10}
X8 = {9, 11}
G
T
Figure 2.4 – Une décomposition arborescente du graphe G. La largeur de la décomposi-
tion est égale à 2 et par conséquent tw(G) = 2, parce que G n’est pas un arbre (voir la
Propriété 2.1).
Théorème 2.1 Le problème One-to-One SkewGraM peut se résoudre en un temps polynomial
quand au moins l’une des conditions suivantes est satisfaite.
a) D∗ est un arbre.
b) G est un chemin ou cycle élémentaire.
c) G est une bi-étoile.
d) G est une étoile.
Preuve. Tout d’abord nous rappelons que le problème du plus long che-
min ainsi que le problème du plus long chemin entre deux sommets don-
nés, dans un DAG D, peuvent se résoudre en temps polynomial (par pro-
grammation dynamique).
a) Quand D∗ est un arbre, l’ensemble P des chemins (orientés) maxi-
maux dans D peut être calculé en temps polynomial. En effet, il suffit de
commencer par tous les sommets sources (degré entrant 0) et d’effectuer
un parcours dans le graphe jusqu’à ce que l’on arrive à tous les sommets
cibles possibles (degré sortant 0).
Étant donnés deux graphes non-orientés G1 = (V, E1) et G2 = (V, E2),
les composantes connexes communes entre G1 et G2 peuvent se calculer
en temps polynomial [GHPR03]. Pour finir la preuve, il suffit de calcu-
ler, pour tout P ∈ P , les composantes connexes communes entre P∗ et
G[V(P)]. Ces composantes connexes communes forment l’ensemble des
chemins (D,G)-consistants maximaux. Cela est dû au fait que tout che-
min dans D est un sous-chemin d’un chemin P ∈ P . Le plus long chemin
hhhhhhhhhhhh
G
D∗
Arbre (tw(D∗) = 1) Planaire extérieur
(tw(D∗) = 2)
Graphe général
Chemin élémentaire,
Cycle élémentaire,
(bi-)étoile
P [Lem. 2.1]
Arbre de diamètre 4 P [Lem. 2.1] NPC [Th. 2.2] NPC [Th. 2.2]
Graphe général P [Lem. 2.1] NPC [Th. 2.2] NPC [Th. 2.2]
APX-diff. [Th. 2.3]
Tableau 2.1 – Complexité du problème One-to-One SkewGraM.
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(D,G)-consistant est donc le chemin induit dans D par la composante
connexe commune de cardinalité maximum.
b) Dans ce cas, un sous-graphe H de G est connexe si et seulement
si H = G ou H est un chemin (un sous-chemin de G). Le nombre des
sous-chemins de G est en O(n2) (où n = |V|), et ces chemins peuvent être
calculés en temps polynomial. Par ailleurs, pour chacun de ces chemins,
nous pouvons vérifier en temps polynomial si son ensemble de sommets
induit un chemin dans D (c’est-à-dire on vérifie si le chemin est (D,G)-
consistant). Enfin, parmi tous les chemins (D,G)-consistants, on choisit
celui ayant la plus grande longueur.
c) Soient s1 et s2 les deux sommets de G (nécessairement adjacents)
dont le degré est au moins 2. On note par T1 (resp. T2) l’étoile induite dans
G par s1 (resp. s2) et les sommets adjacents à s1 (resp. s2) à l’exception de
s2 (resp. s1). Soit P1 (resp. P2) le plus long chemin dans D[V(T1)] (resp.
D[V(T2)]) et soit P3 le plus long chemin dans D passant par s1 et s2. Tous
les chemins P1, P2 et P3 sont (D,G)-consistants et peuvent se calculer en
temps polynomial. Le plus long chemin parmi eux est le plus long chemin
(D,G)-consistant. En effet, soit P un chemin (D,G)-consistant qui contient
au moins deux sommets. Alors il y a trois possibilités :
(i) s1 ∈ V(P) et s2 /∈ V(P). Dans ce cas |V(P)| ≤ |V(P1)|.
(ii) s2 ∈ V(P) et s1 /∈ V(P). Dans ce cas |V(P)| ≤ |V(P2)|.
(iii) s1 ∈ V(P) et s2 ∈ V(P). Dans ce cas |V(P)| ≤ |V(P3)|.
Donc, on en déduit que le plus long chemin parmi P1, P2 et P3 est le
plus long chemin (D,G)-consistant.
d) Ce cas est similaire au cas c).
Maintenant, nous passons à l’étude des cas où le problème
One-to-One SkewGraM devient difficile.
Théorème 2.2 Le problème One-to-One SkewGraM (en sa version de décision naturelle) est
NP-complet même si D∗ est planaire extérieur et G est un arbre de diamètre 4.
Preuve. La version de décision du problème One-to-One SkewGraM est
le problème suivant : étant donnés un graphe non-orienté G = (V, E), un
DAG D = (V, A) et un entier k > 0, existe il un chemin (D,G)-consistant
de longueur au moins k ?
Étant donné un ensemble de sommets X ⊆ V, nous pouvons vé-
rifier en temps polynomial si les conditions suivantes sont satisfaites :
D[X] est un chemin, G[X] est un sous-graphe connexe et la longueur
du chemin D[X] est au moins k (c’est-à-dire |X| ≥ k + 1). Donc le
problème One-to-One SkewGraM est dans NP. Pour montrer sa NP-
complétude, nous proposons une réduction du problème NP-complet
MAX 2Sat [GJ79] : étant donnés un ensemble de clauses C = {C1, . . . ,Cp}
et un ensemble de variables X = {x1, . . . xn}, tels que chaque clause est
une disjonction de deux littéraux et chaque littéral est une variable ou le
complément d’une variable dans X , le but est de trouver une affectation
des variables dans X qui satisfait un nombre maximum de clauses dans
C.
Nous allons construire une instance (D,G) du problème
One-to-One SkewGraM telle que D est un DAG, D∗ est un graphe
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planaire extérieur, G est un arbre de diamètre 4 et il existe une affectation
des variables dans X satisfaisant k clauses dans C si et seulement si il
existe un chemin (D,G)-consistant de longueur au moins p+ k+ 1+ 2n.
Construction du graphe orienté D. Le graphe D est construit sur 2p+
2n+ 2 niveaux divisés en deux catégories : niveaux optionnels et niveaux
obligatoires. Les niveaux optionnels sont marqués par une étoile.
• niveau 0 : un sommet s ;
• niveau∗ 2i − 1, 1 ≤ i ≤ p : deux sommets vi,1 et vi,2 correspondant
aux littéraux de la clause Ci ;
• niveau 2i, 1 ≤ i ≤ p : un sommet ci correspondant à la clause Ci ;
• niveau 2p+ 1 : deux sommets vp+1,1 et vp+1,2 correspondant, respec-
tivement, aux variables xn et xn ;
• niveau 2p+ 2 : un sommet cp+1 ;
• niveau 2p+ 2+ 2i− 1, 1 ≤ i ≤ n : deux sommets ai et bi ;
• niveau 2p+ 2+ 2i, 1 ≤ i < n : un sommet Ai.
Après la création des sommets, on ajoute (a) tous les arcs possibles
entre deux niveaux consécutifs, (b) l’arc sc1 et (c) les arcs cici+1, 1 ≤ i < p.
Un exemple de construction est montré dans la Figure 2.5.
Il est clair que le graphe orienté D est un DAG. Le graphe D∗
est planaire extérieur. En effet, il suffit de dessiner les sommets de D∗
sur un cercle en suivant cet ordre : s, v1,1, c1, v2,1, c2, . . . , vp+1,1, cp+1, a1,
A1, . . . , an−1, An−1, an, bn, . . . , b1, vp+1,2, . . . , v1,2.
Construction du graphe non-orienté G. Le graphe G est construit sur le
même ensemble de sommets que D. Il est défini comme étant un arbre de
racine s et est composé des arêtes suivantes :
• Il y a une arête entre s et tous les sommets de l’ensemble {ai, bi : 1 ≤
i ≤ n} ∪ {Ai : 1 ≤ i < n} ∪ {ci : 1 ≤ i ≤ p+ 1} ;
• Il y a une arête entre chaque sommet ai (resp. bi) et tous les sommets
vl,m avec 1 ≤ l ≤ p + 1, 1 ≤ m ≤ 2, tels que vl,m correspond au
littéral xi (resp. xi). On rappelle que les sommets vp+1,1 et vp+1,2
correspondent respectivement aux littéraux xn et xn.
Évidemment le diamètre de l’arbre G est égal à 4 (voir une illustration
dans la Figure 2.5).
Nous allons montrer la propriété suivante.
Propriété 2.3 Il existe une affectation des variables dans X satisfaisant au moins k clauses dans
C si, et seulement si, il existe un chemin (D,G)-consistant de longueur au moins
p+ k+ 1+ 2n.
Avant de prouver cette propriété, nous exhibons quelques propriétés
élémentaires.
1. Tout chemin (D,G)-consistant de longueur au moins 1 doit conte-
nir le sommet s. En effet, aucune composante connexe de G − {s}
n’induit un chemin de longueur au moins 1 dans D.
2. Pour tout i, 1 ≤ i ≤ n, il n’y a aucun chemin (D,G)-consistant qui
contient en même temps deux sommets correspondant respective-
ment aux littéraux xi et xi. En effet, par construction du graphe D,
un chemin dans D ne peut pas contenir les deux sommets ai et bi
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D
s
v1,1
c1 c2 c3 A1 A2
v2,1 v3,1
v3,2
a1 a2 a3
v1,2 v2,2 b1 b2 b3
G
s
c1
c2
c3
A1
A2
a1 b1 a2 b2 a3 b3
v1,1 v2,1 v2,2 v1,2 v3,1 v3,2
Figure 2.5 – Construction d’une instance (D,G) du problème
One-to-One SkewGraM à partir d’une instance (C,X ) du problème MAX
2Sat. Ici, C = {(x1 ∨ x3) ∧ (x1 ∨ x2)} et X = {x1, x2, x3}. Donc p = 2 et n = 3.
Les sommets pleins forment un chemin (D,G)-consistant correspondant à l’affectation :
{x1 = vrai, x2 = f aux, x3 = vrai}.
en même temps. Par ailleurs, un sous-graphe connexe dans G qui
contient au moins deux sommets ne peut pas contenir un sommet
correspondant à xi (resp. xi) sans qu’il contienne ai (resp. bi).
3. Tout chemin (D,G)-consistant P de longueur au moins p+ 1 contient
nécessairement un sommet de chaque niveau obligatoire. En effet,
la propriété 1 ci-dessus implique que P contient le sommet s. La
longueur de P est au moins p + 1, donc P contient au moins un
sommet vi,j, 1 ≤ i ≤ p+ 1 et 1 ≤ j ≤ 2. La connexité du sous-graphe
G[V(P)] implique qu’il existe au moins un r, 1 ≤ r ≤ n tel que ar ∈
V(P) ou br ∈ V(P), et par construction de D, le chemin P doit donc
contenir un sommet vp+1,1 ou un sommet vp+1,2 qui correspondent
respectivement à xn et xn. Encore une fois, la connexité de G[V(P)]
implique que l’un des sommets an ou bn doit appartenir à P. Donc P
contient un sommet de chaque niveau obligatoire.
Maintenant nous pouvons prouver la Propriété 2.3.
⇒: Soit A une affectation des variables dans Xn qui satisfait k′ clauses de
C, tel que k′ ≥ k. On note B(i) = ai si xi est vrai, et on note B(i) = bi sinon,
pour tout xi ∈ X . On considère, sans perte de généralité, que les variables
vi1,1, . . . , vik′ ,1, vp+1,1, avec i1 < i2 < . . . < ik′ < p+ 1, correspondent aux
littéraux avec l’affectation vrai.
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Le chemin P dont l’ensemble de sommets est
{s, c1, . . . , ci1−1, vi1,1, ci1 , ci1+1, . . . , ci2−1, vi2,1, ci2 , . . . , cik′−1, vik′ ,1, cik′ ,
cik′+1, . . . cp, vp+1,1, cp+1,B(1), A1,B(2), A2, . . . ,B(n − 1), An−1,B(n)} est
un chemin (D,G)-consistant de longueur p + k′ + 1 + 2n. En effet, les
sommets vi1,1, . . . , vik′ ,1, vp+1,1 sont connectés, dans G[V(P)], au sommet
s via B(lij) (tel que vij,1 correspond à xlij ou à xlij ), 1 ≤ j ≤ k′, et B(n)
respectivement. Tous les autres sommets du P sont connectés directement
à s.
⇐: Soit P un chemin (D,G)-consistant tel que |V(P)| ≥ p + k + 2+ 2n.
On note par k′ le nombre de sommets de P qui appartiennent aux niveaux
optionnels. En utilisant la propriété 2, on déduit que si on met à vrai les
k′ littéraux associés aux sommets de P qui se situent aux niveaux option-
nels, on obtient une affectation satisfaisant k′ clauses dans C. Par ailleurs,
les remarques 1 et 3 impliquent que P contient p + 2+ 2n sommets qui
se situent aux niveaux obligatoires. Donc |V(P)| = p + 2+ k′ + 2n. Par
conséquent, k′ ≥ k.
Nous avons montré la NP-complétude du problème
One-to-One SkewGraM pour une configuration particulière : G est
un arbre de diamètre 4 et D∗ est planaire extérieur. Maintenant, nous
allons montrer que le problème est APX-difficile dans le cas général.
Théorème 2.3 Le problème One-to-One SkewGraM est APX-difficile.
Preuve. Nous rappelons qu’un stable (en anglais : independent set) dans un
graphe non-orienté H = (VH, EH) est un ensemble X ⊆ VH tel que pour
tout u, v ∈ X, nous avons (u, v) /∈ EH. Le problème de la recherche d’un
stable de cardinalité maximum dans H (appelé Maximum Independent
Set) est un problème APX-difficile, même si le graphe H est cubique (c’est-
à-dire tous les sommets de H sont de degré 3) [AK00]. Nous notons par
3-MIS le problème de la recherche d’un stable de cardinalité maximum
dans un graphe non-orienté cubique. Pour montrer l’APX-difficulté du
problème One-to-One SkewGraM, nous proposons une L-réduction à
partir du problème 3-MIS.
Soit Γ = (I, F) un graphe cubique dont l’ensemble de sommets est
I = {1, 2, . . . , n}. Nous posons V = I ∪ {aiu | u ∈ I, 1 ≤ i ≤ 3} ∪ {t} ∪
{biu | u ∈ I, 1 ≤ i ≤ 3}. Nous allons construire une instance (D,G) du
problème One-to-One SkewGraM telle que D et G ont le même ensemble
de sommets V.
Construction du graphe orienté D. Soit Γ le graphe complémentaire de
Γ. Soit D1 le DAG obtenu de Γ en remplaçant toute arête (u, v) dans Γ,
telle que u < v, par un arc uv. Soit D2 le graphe orienté défini comme suit.
• Pour tout (u, v) ∈ F, on crée un graphe orienté, noté Huv, dont
l’ensemble de sommets est {aiu, biu, ajv, bjv}, et l’ensemble des arcs est
{aiubiu, ajvbjv}, où les entiers i, j sont choisis de sorte que (1) 1 ≤ i, j ≤ 3
et que (2) pour tout (u, v), (u′, v′) ∈ F, si u 6= u′ ou v 6= v′ alors
V(Huv) ∩ V(Hu′v′) = ∅. Autrement dit, les ensembles de sommets
des graphes Huv sont deux à deux disjoints, pour tout (u, v) ∈ F.
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Les sommets aiu, a
j
v sont appelés sources et les sommets biu, b
j
v sont
appelés puits ;
• Soit ≺ un ordre arbitraire défini sur l’ensemble {Huv : (u, v) ∈ F}.
Pour toute paire des graphes Huv,Hu′v′ tel que Huv ≺ Hu′v′ , on ajoute
des arcs dans D2 partant de tout puits de Huv vers toute source de
Hu′v′ .
Pour compléter la construction du graphe D, on ajoute tous les arcs
possibles de V(D1) vers t, et de t vers toutes les sources de D2.
Construction du graphe non-orienté G. Pour tout u ∈ I, nous construi-
sons un chemin non-orienté Ru : a3ua
2
ua
1
uub
1
ub
2
ub
3
u. Ensuite, on ajoute une
arête entre t et b3u, pour tout u ∈ I.
Nous allons montrer la propriété suivante.
Propriété 2.4 Le graphe Γ a un stable à k sommets si et seulement si il existe un chemin (D,G)-
consistant de longueur 7k.
La preuve de cette propriété est basée sur les propriétés élémentaires
suivantes.
1. Tout chemin (D,G)-consistant de longueur au moins 1 contient
le sommet t. En effet, soit P un chemin (D,G)-consistant de lon-
gueur au moins 1. Supposons, par contradiction, que t /∈ V(P).
La construction du graphe D implique que V(P) ⊆ I ou V(P) ⊆
V(D2). Dans un premier temps, supposons que V(P) ⊆ I. Soient
u, v ∈ V(P). La construction du graphe G implique qu’il n’y a aucun
sous-graphe de G− {t} connexe et contenant, à la fois, u et v. Cela
induit une contradiction, car le chemin P est (D,G)-consistant. Main-
tenant, supposons que V(P) ⊆ V(D2). La connexité du sous-graphe
G[V(P)] et le fait que V(P)∩ I = ∅ impliquent que P ne contient au-
cun sommet de l’ensemble {aiu | u ∈ I, 1 ≤ i ≤ 3}. Donc, P contient
au moins deux sommets biu, b
j
v. En revanche, le degré entrant dans D
des deux sommets biu et b
j
v est égal à 1, et par conséquent le chemin
P doit contenir aiu ou a
j
v. Cela induit une contradiction, car on vient
de montrer que P ne peut contenir aucun sommet de l’ensemble
{aiu | u ∈ I, 1 ≤ i ≤ 3}.
2. Soit P un chemin (D,G)-consistant de longueur au moins 1. Pour
tout u ∈ I, si le chemin P contient u, alors P contient aussi tous les
sommets du chemin Ru. En effet, la propriété 1 ci-dessus implique
que t ∈ V(P), et la construction du graphe G implique que P doit
nécessairement contenir le sommet b3u. Par ailleurs, le degré entrant
dans D du sommet b3u est égal à 1, donc P doit aussi contenir le
sommet a3u. Encore une fois, la construction du graphe G implique
que P doit contenir tous les sommets de Ru pour assurer la connexité
du sous-graphe G[V(P)].
3. Soit P un chemin (D,G)-consistant de longueur au moins 1. Pour
tout u ∈ I, si P ne contient pas u alors P ne contient non plus aucun
sommet de Ru. En effet, supposons par contradiction que P contient
un sommet x, x ∈ V(Ru) et x 6= u. La propriété 1 implique que
t ∈ V(P). Le chemin P contient donc les deux sommets x et t. La
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connexité de G[V(P)] implique que P contient b3u. Donc P contient
également a3u, car le degré entrant dans D du sommet b
3
u est égal à 1.
Par conséquent, la construction de G implique P contient le sommet
u, c’est donc une contradiction.
4. Comme conséquence des propriétés 2 et 3, on en déduit que si P est
un chemin (D,G)-consistant de longueur au moins 1, alors il existe
un entier p ≥ 1 tel que |V(P)| = 7p+ 1.
Nous prouvons maintenant la Propriété 2.4.
⇒: Soit X = {x1, x2, . . . , xk} un stable dans Γ tel que xi < xi+1 pour tout i,
1 ≤ i ≤ k− 1. Le graphe Γ[X] est complet, et donc P = x1x2 . . . xk est un
chemin orienté dans D1. Nous prolongeons ce chemin avec t et l’ensemble
{aiu, biu| u ∈ X, 1 ≤ i ≤ 3}, ce prolongement est bien possible quel que soit
l’ordre ≺ défini sur l’ensemble de graphes {Huv : uv ∈ F}. Le chemin P
résultant du prolongement est (D,G)-consistant, parce que G[V(P)] est le
graphe formé par l’ensemble de chemins {Ru : u ∈ X} connectés entre
eux par le sommet t. Le nombre de sommets de P est égal à 7|X|+ 1. Mais
|X| = k, donc la longueur du chemin P est 7k.
⇐: Soit Y ⊆ V tel que |Y| = 7k+ 1 et Y induit un chemin (D,G)-consistant
P. Soit X = Y ∩ I. On va montrer que X est un stable dans Γ avec |X| = k.
Le propriétés précédentes impliquent d’une part que t ∈ V(P) et que
V(Ru) ⊆ V(P), pour tout u ∈ X. D’autre part, V(Ru′) ∩ V(P) = ∅, pour
tout u′ /∈ X. Donc Y = X ∪ {t} ∪ ⋃u∈X{a3u, a2u, a1u, b1u, b2u, b3u}. Donc |X| =
|Y| − 1− 6|X| et par conséquent |X| = k.
Montrons maintenant que l’ensemble X est un stable dans Γ. Soient
u, v ∈ X. Supposons par contradiction que (u, v) ∈ F. Alors, le graphe
D contient un sous-graphe Huv. Le chemin P ne peut donc pas contenir
les deux sources de Huv, car il n’y a pas de chemin, dans D, entre les
sources de Huv. Ceci est une contradiction, car nous avons déjà montré
que V(Ru) ⊆ V(P) et V(Rv) ⊆ V(P).
Il est clair que cette réduction est bien une L-réduction car il y a un
facteur constant “7” entre la cardinalité du stable et la longueur du chemin
(D,G)-consistant.
2.6 Deux algorithmes pour résoudre One-to-One Skew-
GraM
Dans cette section, nous présentons deux algorithmes pour résoudre
le problème One-to-One SkewGraM : une heuristique appelée ALGOH et
un algorithme exact, appelé ALGOBB, basé sur la méthode branch-and-
bound (présentée dans le Chapitre 1). Les deux algorithmes prennent
en argument un DAG D = (V, A), un graphe non-orienté G = (V, E)
et un arc xy ∈ A et imposent que les deux graphes D∗ et G soient
connexes. Le but des deux algorithmes est de calculer le plus long che-
min (D,G)-consistant passant par xy. Donc, pour résoudre le problème
One-to-One SkewGraM, il suffit d’appliquer les deux algorithmes en
considérant tous les arcs de D et ensuite de garder le chemin le plus long
parmi tous les chemins obtenus. Nous considérons dans cette section que
V = {1, . . . , n}.
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Avant de présenter les deux algorithmes, nous donnons quelques dé-
finitions et notations.
Nous rappelons que les composantes connexes communes sont défi-
nies comme suit.
Définition 2.7 [GHPR03] Étant donnés deux graphes non-orientés G1 = (U, E1) et G2 =
(U, E2), une composante connexe commune entre G1 et G2 est un ensemble maxi-
mal X ⊆ U tel que G1[X] et G2[X] sont connexes.
Notation 2.1 On note par i D j un chemin dans D partant du sommet i vers un sommet j.
Quand ij est un arc de D, le chemin i D j est noté i →D j.
Notation 2.2 On note par CCC(D∗,G, i D j) la composante connexe commune entre D∗ et
G qui contient tous les sommets du chemin i D j, si une telle composante existe.
Si une telle composante n’existe pas, on note CCC(D∗,G, i D j) = ∅.
Notation 2.3 On note par S+i l’ensemble de sommets j dans D tel qu’il existe un chemin i 
D j.
On note par S−i l’ensemble de sommets j dans D tel qu’il existe un chemin j 
D i.
Définition 2.8 Soit r ∈ V. Le sommet r est dit pont de i D j par rapport à G, s’il n’y a
aucune composante connexe commune entre D∗[V − {r}] et G[V − {r}] conte-
nant tous les sommets du chemin i D j, c’est-à-dire CCC(D∗[V−{r}],G[V−
{r}], i D j) = ∅.
2.6.1 L’heuristique ALGOH.
L’idée de cette heuristique est de construire un chemin (D,G)-
consistant de manière progressive, en prolongeant l’arc xy donné en ar-
gument. Nous allons d’abord définir un ensemble couvrant d’un chemin.
Ensuite, nous présentons l’algorithme ALGOH qui calcule les ensembles
couvrants et les utilise pour réduire les graphes D et G en supprimant des
sommets qui ne peuvent pas prolonger un chemin (D,G)-consistant.
Définition 2.9 L’ensemble couvrant d’un chemin i D j, noté CoverSet(D,G, i D j), est
l’ensemble X vérifiant les conditions suivantes :
1. V(i D j) ⊆ X ⊆ S−i ∪ S+j ∪V(i D j) ;
2. D∗[X] et G[X] sont connexes ;
3. Si r est un pont de i D[X] j par rapport à G[X] alors X ⊆ S−r ∪ S+r ∪{r} ;
4. X est maximal (par rapport à l’inclusion) avec les conditions 1., 2. et 3.
Si, pour un chemin i D j, il n’y a aucun ensemble X satisfaisant les conditions
1., 2. et 3., alors par convention CoverSet(D,G, i D j)= ∅.
L’ensemble couvrant d’un chemin donné est unique, et peut se calculer
en un temps polynomial.
Lemme 2.1 (Héritage des ponts) Soit i D j un chemin dans D. Soient X,Y ⊆ V(D) deux
ensembles de sommets tels que V(i D j) ⊆ X ⊆ Y et D∗[X],G[X], D∗[Y] et
G[Y] sont connexes. Si r est un pont de i D[Y] j par rapport à G[Y], alors r est
aussi un pont de i D[X] j par rapport à G[X]. On dit que i D[X] j hérite les
ponts de i D[Y] j.
Preuve. Supposons par contradiction que le sommet r n’est pas un pont de
i D[X] j par rapport à G[X]. Nous posons S = CCC(D∗[X − {r}],G[X −
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{r}], i D[X] j). Donc, S vérifie l’inégalité suivante : S ⊇ V(i D j). Le fait
que X ⊆ Y implique que S ⊆ CCC(D∗[Y−{r}],G[Y−{r}], i D[Y] j). Par
conséquent, CCC(D∗[Y − {r}],G[Y − {r}], i D[Y] j) ⊇ V(i D j). Mais
cela contredit le fait que r est un pont de i D[Y] j par rapport à G[Y].
Nous prouvons maintenant, en utilisant le Lemme 2.1, l’unicité de l’en-
semble couvrant d’un chemin donné.
Lemme 2.2 L’ensemble couvrant d’un chemin donné est bien défini.
Preuve. Nous montrons que pour tout chemin i D j, si les conditions
1., 2. et 3 de la Définition 2.9 sont satisfaites, alors il existe un unique
ensemble qui satisfait la condition 4.
Supposons par contradiction qu’il existe deux ensembles distinctsU1 et
U2 satisfaisant toutes les conditions de la Définition 2.9. Soit S = U1 ∪U2.
On va montrer que S satisfait les trois premières conditions de la Défini-
tion 2.9.
1. On a V(i D j) ⊆ Uk ⊆ S−i ∪ S+j ∪V(i D j) pour tout k ∈ {1, 2}.
Donc, V(i D j) ⊆ S ⊆ S−i ∪ S+j ∪V(i D j).
2. Les sous-graphes D∗[S] et G[S] sont connexes, parce que : (i) D∗[Uk]
et G[Uk] sont connexes pour tout k ∈ {1, 2} et (ii) V(i D j) ⊆
U1 ∩U2.
3. Si r est un pont de i D[S] j par rapport à G[S], alors le Lemme 2.1
implique que r est aussi un pont de i D[Uk ] j par rapport à G[Uk],
pour tout k ∈ {1, 2}. Donc Uk ⊆ S−r ∪ S+r ∪ {r}, pour tout k ∈ {1, 2}.
Par conséquent, S ⊆ S−r ∪ S+r ∪ {r}.
Donc l’ensemble S satisfait les trois premières conditions de la Défi-
nition 2.9. Par ailleurs, U1 6= U2, donc on a S ⊃ U1. Cela contredit la
maximalité de U1.
Nous proposons un algorithme, appelé GETCOVERSET (l’Algo-
rithme 1), pour calculer l’ensemble couvrant d’un chemin donné. Cet algo-
rithme utilise l’algorithme GENPARTREFINEMENT, présenté dans l’article
[GHPR03], pour calculer les composantes connexes communes entre deux
graphes. Un exemple de calcul d’un ensemble couvrant est présenté dans
la Figure 2.6.
Complexité de l’algorithme GETCOVERSET. Soient n = |V| et m =
|A(D)|+ |E(G)|. Nous montrons dans le lemme suivant que l’algorithme
GETCOVERSET calcule correctement l’ensemble couvrant d’un chemin
donné en un temps polynomial en n et m.
Lemme 2.3 L’algorithme GETCOVERSET calcule correctement l’ensemble couvrant d’un che-
min donné en un temps de O(n2 log n+ nm log2 n).
Preuve. Soit S l’ensemble calculé par l’algorithme GETCOVERSET pour un
chemin donné i  D j. On pose C = CoverSet(D,G, i D j). Nous allons
montrer que S = C.
Dans un premier temps, nous montrons que S ⊆ C. Nous avons deux
possibilités pour l’ensemble S.
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Algorithme 1 GETCOVERSET(D,G, i D j)
Entrées : Un DAG D = (V, A(D)), un graphe non-orienté G = (V, E(G)),
un chemin i D j.
But : Calcul de l’ensemble couvrant de i D j.
1: S := S−i ∪ S+j ∪V(i D j);
2: S := CCC(D∗[S],G[S], i D[S] j); STOP := f aux;
3: tantque ((STOP = f aux) et (S 6= ∅)) faire
4: Stmp := S; /* Les chemins i D[S] j et i D j sont identiques */
5: pour tout pont r de i D j par rapport à G faire
6: Stmp := Stmp ∩ ({r} ∪ S−r ∪ S+r );
7: fin pour
8: si (S = Stmp) alors
9: STOP := vrai;
10: sinon
11: S := Stmp ; S := CCC(D∗[S],G[S], i D[S] j) ;
12: finsi
13: fin tantque
14: return S
D
1 2 3 4
6
78
5
G
3 2 4 5
7
618
Figure 2.6 – Calcul de CoverSet(D,G, 3→D 4) par l’algorithme GETCOVERSET.
L’ensemble S est initialisé à S−3 ∪ S+4 ∪ V(3 →D 4) = {1, 2, 5} ∪ {6, 7} ∪
{3, 4} = {1, 2, 3, 4, 5, 6, 7}. Le sommet 2 est un pont de 3→D 4 par rapport à G[S].
Donc dans l’algorithme GETCOVERSET (ligne 6) on retire de S tous les sommets qui
ne peuvent pas appartenir à un chemin dans D passant par le sommet 2 (dans cet
exemple, on retire le sommet 5). Donc S = {1, 2, 3, 4, 6, 7}, et la prochaine exécution
de la boucle “tantque” (ligne 3) ne va pas modifier l’ensemble S. La sortie de l’algo-
rithme GETCOVERSET est donc l’ensemble {1, 2, 3, 4, 6, 7} qui est l’ensemble couvrant
de 3→D 4.
– S = ∅. Évidemment, pour ce cas nous avons S ⊆ C.
– S 6= ∅. Donc S est égal à un certain Stmp calculé par la boucle “pour”
(lignes 5-7). Le Lemme 2.1 implique que S satisfait la condition 3. de
la Définition 2.9. Par ailleurs, les instructions dans les lignes 1, 2 et 11
impliquent que S satisfait également les deux premières conditions
de la Définition 2.9. Donc, on en déduit, par maximalité de C, que
S ⊆ C.
Passons maintenant à la deuxième partie de la preuve. On veut donc
montrer que C ⊆ S. L’ensemble S est initialisé à la valeur S−i ∪ S+j ∪
V(i D j). Donc, avant la boucle “pour”, on a C ⊆ S. La deuxième condi-
tion de la Définition 2.9 implique qu’aucun sommet supprimé aux lignes
2 et 11 ne peut appartenir à C. En ce qui concerne la ligne 5, le Lemme 2.1
implique que tout pont r du chemin i D[S] j par rapport à G[S] est aussi
un pont du chemin i D[C] j par rapport à G[C]. Donc, les sommets sup-
primés à la ligne 6 ne peuvent pas non plus appartenir à C. Par consé-
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quent, C ⊆ S. Donc l’algorithme GETCOVERSET calcule correctement l’en-
semble couvrant d’un chemin donné.
Pour calculer CCC(D[S]∗,G[S], i D[S] j) (lignes 2 et 11), nous utili-
sons l’algorithme GENPARTREFINEMENT présenté dans [GHPR03]. Cet
algorithme calcule les composantes connexes communes entre D∗ =
(V, E(D∗)) et G = (V, E(G)) en un temps de O(n log n + m log 2n),
avec n = |V| et m = |E(D∗)| + |E(G)|. Donc la complexité de l’algo-
rithme GETCOVERSET est de O(n2 log n + nm log 2n). En effet, le calcul
des ponts peut être fait une seule fois dès le début de la boucle “tantque”.
Le Lemme 2.1 implique que les ponts seront hérités par tous les sous-
ensemble de S. Donc, la complexité en O(n2 log n + nm log 2n) provient
des instructions à la ligne 11 et les instructions de la boucle “tantque”.
Figure 2.7 – Diagramme illustrant l’heuristique ALGOH. Pour tout p ∈ Lext, value(p)
est la longueur du plus long chemin dans le sous-graphe D[CoverSet(D,G, p)].
Nous voulons maintenant calculer un chemin (D,G)-consistant pas-
sant par un arc xy, et nous souhaitons que le chemin calculé soit le plus
long possible. Pour atteindre cet objectif, nous proposons une heuristique
appelée ALGOH (l’Algorithme 2). Un digramme illustrant cet algorithme
est présenté dans la Figure 2.7. L’algorithme ALGOH initialise une va-
riable cc (chemin courant) à un chemin de longueur 1 contenant l’arc xy
(cc := x →D y). Le chemin cc est noté s  D t où s est le premier sommet
du chemin (dit source) et t est son dernier sommet (dit terminal).
Dans la ligne 7 on réduit les graphes D et G aux sous-graphes induits
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Algorithme 2 ALGOH(D, G, xy)
Entrées : Un DAG D = (V, A(D)), un graphe non-orienté G = (V, E(G)),
un arc xy ∈ A(D).
But : Calcul d’un ensemble S ⊆ V tels que D[S] est un chemin (D,G)-
consistant passant par xy, ou S = ∅.
1: /* msc : meilleure solution courante ; cc : chemin courant */
2: /* Lext : la liste des chemins dans D qui sont obtenus en prolongeant
le chemin cc, dans D, par un seul sommet */
3: /* DEC : les sous-graphes de D induits par les ensembles couvrants
des chemins dans Lext */
4: /* HEC : les sous-graphes Hamiltoniens induits par les ensembles
couvrants des chemins dans Lext */
/* s (resp. t) est la source (resp. le terminal) du chemin courant cc */
5: msc := ∅ ; cc := x →D y ; s := x ; t := y ; STOP := f aux ;
6: tantque (STOP = f aux) faire
7: S := GETCOVERSET(D,G, cc) ; D := D[S] ; G := G[S] ;
8: si (S = ∅ ou D est Hamiltonien) alors
9: STOP := vrai ;
10: si |msc| > |S| alors S := msc finsi
11: sinon
12: Lext := ∅ ; /* extension du chemin courant cc = s D t */
13: pour tout v qui est un prédécesseur de s ou successeur de t faire
14: p = EXTEND(cc, v) ; /* extension de cc par v */
15: Lext := Lext ∪ {p} ;
16: fin pour
17: DEC := {D[CoverSet(D,G, p)] : p ∈ Lext} ;
18: HEC := {d ∈ DEC : d est Hamiltonien} ;
19: Soit hmax ∈ HEC t.q. |V(hmax)| = max{|V(h)| : h ∈ HEC}
20: si |msc| < |V(hmax)| alors msc := V(hmax) finsi
21: Soit pmax = smax  D tmax t.q.
value(pmax) = max{value(p) : p ∈ Lext} ;
22: si |msc| ≥ value(pmax) alors
23: /* il n’existe aucun chemin (D,G)-consistant passant par xy et
de longueur supérieure à msc*/
24: S := msc ; STOP := vrai ;
25: sinon
26: cc := pmax ; /* choix de l’extension la plus prometteuse */
27: s := smax ; t := tmax
28: finsi
29: finsi
30: fin tantque
31: return S
par l’ensemble couvrant du chemin cc. Après cette réduction, on distingue
les cas suivants.
1. V(D) = ∅. Dans ce cas, l’algorithme ALGOH ne trouve aucun chemin
(D,G)-consistant passant par xy.
2. D est Hamiltonien. Dans ce cas l’algorithme retourne la meilleure
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solution courante (l’ensemble msc). Le chemin (D,G)-consistant cor-
respondant est D[msc].
3. V(D) 6= ∅ et D n’est pas Hamiltonien. Dans ce cas, on commence
d’abord par calculer la liste Lext (lignes 12-16) des chemins obtenus
en prolongeant (à l’aide de la fonction EXTEND) le chemin courant
cc = s  D t par un seul sommet (un prédécesseur de s ou un suc-
cesseur de t). A la ligne 17, on calcule l’ensemble DEC des sous-
graphes induits dans D par les chemins de la liste Lext. Les graphes
de l’ensemble HEC, HEC ⊆ DEC, sont des graphes Hamiltoniens
et par conséquent sont des chemins (D,G)-consistants passant par
xy ; ils sont donc utilisés pour mettre à jour la meilleure solution
courante msc. Le calcul de ces graphes est effectué à la ligne 18, et
la mise à jour de la solution courante est effectuée aux lignes 19-
20. Maintenant, pour choisir une extension parmi celles dans Lext,
on utilise la fonction value définie comme suit : pour tout p ∈ Lext,
value(p) est la longueur du plus long chemin dans le sous-graphe
D[CoverSet(D,G, p)]. L’extension “la plus prometteuse”, pmax, (cal-
culée à la ligne 21) est celle qui correspond à un maximum pour la
fonction value. Ici également on distingue deux sous-cas :
3.1 La valeur de l’extension la plus prometteuse est supérieure à
la longueur de la meilleure solution courante (lignes 25-28),
alors cc := pmax. Ensuite, on passe à la prochaine itération de la
boucle “tantque”. C’est à ce moment là que l’heuristique risque
de perdre la solution optimale. Car nous pouvons choisir une
extension pmax qui a une très grande valeur, alors qu’il n’ y a
aucun chemin (D,G)-consistant qui contient pmax comme sous-
chemin.
3.2 La valeur de l’extension la plus prometteuse est inférieure à
la longueur de la meilleure solution courante. Dans ce cas, il
n’ y aura aucun chemin (D,G)-consistant passant par xy dont
la longueur est supérieure à longueur de la meilleure solution
courante (lignes 22-24). Donc l’algorithme s’arrête et retourne
la meilleure solution courante.
Complexité de l’algorithme ALGOH. Nous notons par ∆ le degré maxi-
mum du graphe D, c’est-à-dire, ∆ = maxu∈V (∆+(u) + ∆−(u)) tel que
∆+(u) (resp. ∆−(u)) est le degré sortant (resp. entrant) de u. On note
par L la longueur du plus long chemin (D,G)-consistant passant par
xy. Nous rappelons que le plus long chemin dans le DAG D = (V, A)
(et aussi le plus long chemin dans D passant par l’arc xy) peut se cal-
culer facilement en un temps de O(|V| + |A|), en utilisant la program-
mation dynamique. La boucle “tantque” (ligne 6) est exécutée au plus L
fois. L’instruction la plus coûteuse, en temps d’exécution, est celle qui se
trouve à la ligne 17. Cette instruction fait au plus 2∆ appels à l’algorithme
GETCOVERSET. Donc, la complexité globale de l’algorithme ALGOH est de
O(∆L(n2 log n+ nm log2 n)), avec n = |V| et m = |A(D)|+ |E(G)|.
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2.6.2 L’algorithme exact ALGOBB.
Dans le but de mesurer la performance de notre heuristique, nous pro-
posons dans cette section un algorithme exact pour résoudre le problème
One-to-One SkewGraM. Ensuite, nous comparons l’heuristique avec l’al-
gorithme exact dans la Section 2.8.
L’algorithme ALGOBB prend comme arguments un DAG D = (V, A),
un graphe non-orienté G = (V, E) tels que D∗ et G sont connexes, ainsi
qu’un arc xy de D. La sortie de de l’algorithme est le plus long che-
min (D,G)-consistant passant par xy. Donc pour résoudre le problème
One-to-One SkewGraM, il suffit d’appliquer l’algorithme ALGOBB pour
tous les arcs de D, et ensuite de garder le chemin le plus long parmi les
chemins calculés.
L’algorithme ALGOBB est basé sur la méthode de séparation et évalua-
tion (branch-and-bound), présentée dans le Chapitre 1.
L’arbre TS des sous-solutions est construit comme suit. La racine de
l’arbre est associée à l’arc xy. Chaque sommet s est associé à un chemin,
noté p(s), prolongeant l’arc xy. A la fin de la construction de l’arbre TS,
ses feuilles sont associées aux chemins (D,G)-consistants passant par xy.
Donc le plus long chemin (D,G)-consistant passant par xy est le plus long
chemin i D j associé à une feuille.
Séparation. Nous explorons un sommet s, avec p(s) = vl  Dvm, comme
suit. Pour tout vk qui est un prédécesseur (resp. successeur) dans D de vl
(resp. vm), on ajoute dans TS un fils de s associé au chemin vk.p(s) (resp.
p(s).vk).
Pour tout s ∈ V(TS), on rappelle que value(p(s)) est la longueur du
plus long chemin dans le graphe D[CoverSet(D,G, p(s))]. Nous utilisons
la fonction notée BBvalue pour évaluer les sommets de TS. La fonction
BBvalue est définie comme suit :
• Si s n’est pas encore exploré, alors BBvalue(s) = value(p(s)).
• Si s a été déjà exploré à un moment donné de la construction de TS,
alors on distingue deux cas.
• Le chemin p(s) est (D,G)-consistant. Dans ce cas BBvalue(s) est
égale à la longueur du chemin p(s).
• Le chemin p(s) n’est pas (D,G)-consistant. Dans ce cas
BBvalue(s) = 0.
En utilisant la fonction BBvalue, on définit les opérations évaluation
(bounding) et élagage (pruning) de la méthode branch-and-bound comme
suit.
Évaluation (Règle 1). Soit {s1, s2, . . . , sk} l’ensemble des som-
mets à explorer. Nous choisissons le sommet s∗ tel que
BBvalue(s∗) = max{BBvalue(si) : 1 ≤ i ≤ k}. Dans le cas où il y
a plusieurs sommets si dont BBvalue(si) est maximum, on en choisit
arbitrairement un parmi eux.
Élagage (Règle 2). Soit smax un sommet de TS satisfaisant les conditions
suivantes : (i) smax a été déjà exploré, et (ii) pour tout sommet s de TS,
si s a été déjà exploré, alors BBvalue(smax) ≥ BBvalue(s). On supprime
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dans TS toutes les feuilles s tel que BBvalue(s) ≤ BBvalue(smax). Cette
suppression est appliquée récursivement sur les sommets (sauf smax) qui
deviennent feuilles après la suppression de leurs fils.
Par définition de la fonction BBvalue, on en déduit la propriété sui-
vante.
Propriété 2.5 Soit Pexp l’ensemble des chemins associés aux sommets de TS qui ont été déjà
explorés. On note par Pexp−c, Pexp−c ⊆ Pexp, l’ensemble des chemins dans Pexp
qui sont (D,G)-consistants. Soit smax le sommet choisi au moment de l’opération
d’élagage (p(smax) ∈ Pexp). On distingue les deux cas suivants.
• BBvalue(smax) > 0. Dans ce cas on a (i) p(smax) est un chemin (D,G)-
consistant et donc BBvalue(smax) est égal la longueur du chemin p(smax)
et (ii) il n’y a aucun chemin dans Pexp−c plus long que p(smax).
• BBvalue(smax) = 0. Dans ce cas Pexp−c = ∅.
L’algorithme ALGOBB est défini comme suit.
1. Créer la racine de l’arbre TS associée à l’arc xy.
2. Tant que (TS contient un sommet s à explorer) faire
(a) évaluer TS (Règle 1)) ;
(b) séparer TS par rapport au sommet s ;
(c) élaguer TS (Règle 2) ;
3. Soit smax une feuille de TS vérifiant : BBvalue(smax) ≥ BBvalue(s),
pour toute feuille s de TS. Soit pmax = p(smax).
4. Si pmax est (D,G)-consistant, alors pmax est le plus long chemin
(D,G)-consistant passant par xy. Sinon, il n’y a aucun chemin
(D,G)-consistant passant par xy.
Nous montrons que l’algorithme ALGOBB calcule le plus long chemin
(D,G)-consistant passant par un arc xy donné en argument. Par consé-
quent, l’algorithme ALGOBB (appliqué avec tous les arcs de D) calcule une
solution exacte du problème One-to-One SkewGraM
Théorème 2.4 L’algorithme ALGOBB résout le problème One-to-One SkewGraM.
Preuve. Pour explorer un sommet s, nous considérons tous les sommets
qui peuvent prolonger le chemin p(s). Donc, pour montrer l’exactitude de
l’algorithme, il suffit de montrer qu’on ne perd aucune solution optimale
en appliquant la règle 2 à l’étape 2.(c) de l’algorithme. En effet, soit s un
sommet supprimé par la règle 2. On distingue les cas suivants :
• Le sommet était une feuille de TS obtenue immédiatement après
l’application de la règle 1 (s n’a pas été exploré). Donc BBvalue(s) =
value(p(s)). Par conséquent, value(p(s)) ≤ BBvalue(smax) et donc en
prolongeant le chemin p(s) nous ne pourrons pas obtenir un chemin
(D,G)-consistant plus long que le chemin courant p(smax).
• Le sommet était un sommet interne dans TS. Donc par définition
de la fonction BBvalue, BBvalue(s) est la longueur du chemin p(s)
s’il est (D,G)-consistant, et sinon BBvalue(s) = 0. Le sommet s a
été supprimé par la règle 2, donc on en déduit que tous les fils de
s ont été supprimés avant. Par conséquent, on ne peut pas obtenir
un chemin (D,G)-consistant, plus long que p(smax), en prolongeant
p(s). Pour finir la preuve, BBvalue(s) ≤ BBvalue(smax), donc si le
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{P1, P3}
{P2} {P3}
{P1} {P4}
D
R1
R2 R3
R5 R4
G
P1
P2 P3
P4
G′
R1
R2 R3
R5 R4
Figure 2.8 – Exemple d’une bij-transformation. Nous transformons une instance
du problème SkewGraM vers une instance du problème One-to-One SkewGraM. Ici,
f (R1) = {P1, P3}, f (R2) = {P2}, f (R3) = {P3}, f (R4) = {P4} et f (R5) = {P1}.
chemin p(s) lui même est (D,G)-consistant, alors il n’est pas plus
long que p(smax).
2.7 Transformation d’une instance de SkewGraM vers
une instance de One-to-One SkewGraM
Nous rappelons que le problème One-to-One SkewGraM est le cas
particulier du problème SkewGraM pour lequel la fonction de correspon-
dance f est une bijection entre V(D) et l’ensemble {{v} : v ∈ V(G)} (voir
la Section 2.3).
Dans cette section, nous présentons une méthode, appelée bij-
transformation, permettant de transformer une instance du problème
SkewGraM, dans son cas général, vers une instance du problème
One-to-One SkewGraM, pour lequel nous avons proposé deux al-
gorithmes (voir la Section 2.6). La transformation que nous pro-
posons n’est pas exacte, c’est-à-dire, une solution exacte de l’ins-
tance One-to-One SkewGraM (obtenue par exemple par l’algorithme
ALGOBB) ne donne pas nécessairement une solution exacte du problème
SkewGraM. Théoriquement, dans certains cas, une solution exacte de
One-to-One SkewGraM ne correspond à aucune solution (même appro-
chée) du problème SkewGraM. En revanche, nous avons appliqué effica-
cement les bij-transformations sur des données réelles (Section 2.8).
Définition 2.10 (bij-transformation) Soient D = (V(D), A(D)), G = (V(G), E(G)) et f
une instance du problème SkewGraM. Une bij-transformation de l’instance
(D,G, f ) est une instance (D′,G′, f ′) du problème One-to-One SkewGraM
construite comme suit.
– D′ = D ;
– G′ = (V(D), E′) tel que (u′, v′) ∈ E′ si et seulement si il existe dans G
deux sommets u ∈ f (u′), v ∈ f (v′) tels que (u, v) ∈ E(G).
– f ′ est l’identité.
Un exemple d’une bij-transformation est présenté dans la la Figure 2.8.
Le théorème suivant donne une condition suffisante pour obtenir une
solution du problème SkewGraM à partir d’une solution d’une instance
de One-to-One SkewGraM construite à l’aide d’une bij-transformation.
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Théorème 2.5 Soient D = (V, A), G = (V, E) et f : V(D) → 2V(G) une fonction qui
établit une correspondance entre les sommets de D et ceux de G. Soit G′ le
graphe non-orienté par une bij-transformation de l’instance (D,G, f ) du pro-
blème SkewGraM. Si G[ f (v)] est connexe pour tout v ∈ V(D), alors tout
chemin (D,G′)-consistant est aussi un chemin (D,G, f )-consistant.
Preuve. Soit i D j un chemin (D,G′)-consistant. On pose X =⋃{ f (u′) : u′ ∈ V(i D j)}. On va montrer que G[X] est connexe. D’abord,
pour tout u′ ∈ V(i D j), le sous-graphe G[ f (u′)] est connexe (par hy-
pothèse). De plus, les sous-graphes G[ f (u′)] sont connectés les uns aux
autres. En effet, soit (u′, v′) une arête de G′[V(i D j)], alors par construc-
tion de G′, on en déduit qu’il existe une arête (u, v) de G telle que u ∈ f (u′)
et v ∈ f (v′). Cette arête assure la connexité du graphe G[ f (u′) ∪ f (v′)]
parce que les deux sous-graphes G[ f (u′)] et G[ f (v′)] sont connexes. En
appliquant cette règle pour toutes les arêtes de G′[V(i D j)], on en dé-
duit que G[X] est connexe. Donc le chemin i D j est (D,G, f )-consistant.
Il est important de noter que l’hypothèse “G[ f (v)] est connexe pour
tout v ∈ V(D)” est une condition suffisante, mais elle n’est pas nécessaire
en pratique. En effet, en appliquant notre méthode sur des données réelles
(données biologiques), nous avons obtenu des solutions efficaces pour le
problème SkewGraM, malgré le fait que cette hypothèse de connexité
n’était pas toujours vérifiée (voir la Section 2.8).
2.8 Résultats expérimentaux
Étant donné un graphe non-orienté, la distribution des degrés (notée
P(k)) est la probabilité qu’un sommet ait le degré k. Un graphe non-orienté
est dit aléatoire si les arêtes sont distribuées de manière aléatoire sur les
sommets (c’est-à-dire chaque paire de sommets présente autant de chances
que toute autre paire de sommets d’être reliée par une arête). Ce type de
graphes sont dits graphes d’Erdös-Rényi [ER59]. Dans un graphe aléatoire,
la distribution P(k) suit une loi de Poisson. Dans ce cas P(k) est maximum
pour une valeur moyenne kmoyen, et décroît quand k < kmoyen ou k > kmoyen.
A. Barabási et al. [Bar09] ont montré que de nombreux réseaux réels
(par exemple réseaux biologiques, réseaux sociaux, réseaux d’internet) ne
sont pas aléatoires. La distribution de ces réseaux diminue, en suivant
une loi de puissance, lorsque le degré augmente, c’est-à-dire P(k) = k−γ.
Ces réseaux sont dits invariants d’échelle ou scale-free. Cela veut dire que
la distribution observée reste de forme identique quelle que soit l’échelle
considérée, par exemple s’il y a 5 fois plus de sommets de degré 1 que de
degré 5, alors il y aura à peu près 5 fois plus de sommets degré 10 que de
degré 20 [Bro08]. Au contraire, dans les réseaux aléatoires, la distribution
des degrés n’est pas uniforme, il existe très peu de sommets qui sont
hautement connectés et un grand nombre de sommets de degré faible.
Les sommets hautement connectés sont dénommés hubs et maintiennent
la connexité du réseau.
Dans le but de montrer l’efficacité de notre heuristique ALGOH, nous
l’avons appliquée d’abord sur les graphes aléatoires (Erdös-Rényi) et les
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graphes scale-free. Nous avons comparé les solutions obtenues avec celles
obtenues par l’algorithme exact ALGOBB. Ensuite, nous avons appliqué
ALGOH pour comparer des réseaux biologiques hétérogènes.
2.8.1 Données simulées
Soit |ALGOBB| (resp. |ALGOH|) le nombre de sommets d’une solution
(c’est-à-dire un chemin (D,G)-consistant) trouvée par l’algorithme exact
ALGOBB (resp. trouvée par l’heuristique ALGOH). Nous avons mesuré la
performance de ALGOH en calculant le ratio ρ = |ALGOH||ALGOBB| pour toute ins-
tance (D,G, xy). Par convention, ρ = 1 quand l’algorithme exact ne trouve
aucun chemin (D,G)-consistant passant par un arc donné.
Génération des graphes aléatoires
Nous avons choisi de varier les deux paramètres suivants : le nombre
n de sommets de D et G (dans la plage 20, 30, 40, 50, 60), et la proba-
bilité p d’avoir une arête entre deux sommets donnés (dans la plage :
0.05, 0.1, 0.15, 0.2). Nous avons considéré toutes les combinaisons pos-
sibles des paramètres n et p, ce qui conduit donc à 20 configurations.
Nous avons généré les graphes non-orientés G en utilisant la méthode
d’Erdös-Rényi. Nous avons adapté cette méthode pour construire les
DAG aléatoires D, en effectuant une orientation aléatoire des arêtes. Pour
un n et un p fixés, nous avons généré 100 couples (D,G). Pour cha-
cun de ces couples, nous avons appliqué ALGOH et ALGOBB pour 5 arcs
xy choisis aléatoirement, et ensuite nous avons calculé le ratio ρ pour
chacune des 5 instances (D,G, xy). Nous avons calculé le nombre, noté
N(D,G,p,n)i , 0 ≤ N(D,G,p,n)i ≤ 5, d’arcs dont ρ× 100 appartient à l’intervalle
Ii, avec 1 ≤ i ≤ 10 et I1 = [0, 10[, I2 = [10, 20[, . . . , I10 = [90, 100]. Nous
avons obtenu un résultat global en calculant, pour chaque Ii, la valeur
m(n,p)i = ∑(D,G) N
(D,G,n,p)
i c’est-à-dire, la somme des N
(D,G,n,p)
i pour l’en-
semble des 100 couples (D,G) générés aléatoirement, avec n et p fixés.
Génération des graphes scale-free
Dans notre expérimentation, nous avons généré 100 couples (D,G) de
100 sommets, en utilisant l’outil public Network Graphs for Computer Epi-
demiologists (NGCE) [VVCS05]. L’outil NGCE construit les graphes scale-
free en se basant sur le concept dit d’attachement préférentiel : les nouveaux
sommets à ajouter à un graphe ont tendance à être connectés aux som-
mets hautement connectés appelés hubs. Le processus de construction d’un
graphe scale-free commence par la création d’un graphe aléatoire connexe
H0. Ensuite, des nouveaux sommets sont ajoutés au graphe H0, sommet
par sommet. Un nouveau sommet est connecté avec un sommet i de H0
avec la probabilité
pi =
ki
∑j k j
,
où ki est le degré du sommet i dans le graphe H0.
Nous avons remarqué que les chemins consistants ne sont pas abon-
dants dans les graphes scale-free aléatoires (D,G). C’est donc pour cette
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raison que nous avons choisi aléatoirement, pour chaque graphe D, 10 arcs
au lieu de 5 comme dans l’expérience précédente. Ensuite, nous avons cal-
culé pour chaque couple (D,G) et pour chaque intervalle Ii, le nombre
N(D,G,n)i , 0 ≤ N(D,G,n)i ≤ 10, d’arcs pour lesquels la valeur ρ× 100 appar-
tient à l’intervalle Ii, ainsi que la valeur globale mni = ∑(D,G) N
(D,G,n)
i .
Performances de l’heuristique ALGOH
Nous avons observé une très bonne performance de notre heuristique
ALGOH. En effet, dans le cas des graphes aléatoires nous avons obtenu,
pour 16 combinaisons de paramètres n et p, un ratio ρ = 1 pour toutes
les instances générées. Pour les 4 combinaisons restantes, ainsi que pour
les graphes scale-free, ρ× 100 appartient à l’intervalle [90, 100], pour plus
de 90% des instances générées (une illustration de ces résultats est pro-
posée dans les Figures 2.9 et 2.10). Cela implique que les solutions trou-
vées par l’heuristique sont dans la majorité des cas très proches des solu-
tions optimales. En terme de temps d’exécution, nous avons observé que
l’heuristique est beaucoup plus rapide que l’algorithme exact ALGOBB.
Par exemple, pour les 500 instances du problème générées pour les para-
mètres n = 60 et p = 0.2 (la Figure 2.9), l’heuristique ALGOH était 11 fois
plus rapide que ALGOBB.
2.8.2 Données réelles biologiques
Dans cette section, nous présentons les résultats que nous avons ob-
tenus en appliquant notre heuristique pour comparer des réseaux biolo-
giques hétérogènes.
Voie métabolique vs réseau PPI de la levure S. cerevisiae
Nous rappelons que les voies métaboliques peuvent se modéliser par
des graphes orientés (appelé graphes de réactions) dont les sommets sont
les réactions et il existe un arc d’une réaction R1 vers une réaction R2
si R1 utilise, comme produit, un substrat de R2 (pour plus de détails,
voir la Section 1.1.2 du Chapitre 1). Les graphes de réactions modéli-
sant les voies métaboliques peuvent être considérés acycliques (DAGs)
[GHM+02, PRYLZU05]. Nous rappelons également que les réseaux d’in-
teraction protéine-protéine (PPI) peuvent se modéliser par un graphe non-
orienté dont les sommets sont les protéines et les arêtes représentent leurs
interactions physiques (voir la Section 1.1.1 du Chapitre 1).
Nous avons appliqué notre heuristique pour chercher d’une manière
automatique, dans une voie métabolique, une chaîne de réactions (c’est-
à-dire un chemin) qui sont catalysées par des protéines en interaction,
c’est-à-dire des protéines qui forment un sous-graphe connexe dans le ré-
seau PPI. Ces chemins sont biologiquement significatifs [DW08]. En effet,
P. Durek et D. Walther [DW08] ont décomposé le réseau PPI de l’espèce
S. cerevisiae en clusters fonctionnels et ont observé que les paires de pro-
téines qui catalysent des réactions successives sont en général plus sus-
ceptibles d’interagir que toute autre paire de protéines. Ils ont fourni un
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Figure 2.9 – Performances de l’heuristique ALGOH, appliquée sur les graphes aléa-
toires. Nous montrons le pourcentage des arcs pour lesquels la valeur |ALGOH||ALGOBB| × 100
appartient à un intervalle Ii, avec 1 ≤ i ≤ 10 et I1 = [0, 10[, I2 = [10, 20[, . . . , I10 =
[90, 100] (voir la Section 2.8.1). Le paramètre n est le nombre de sommets de D et G. Le
paramètre p est la probabilité d’avoir un arc (resp. arête) entre deux sommets de D (resp.
G). Pour n et p fixés nous avons généré 100 couples (D,G) de graphes aléatoires et 5
arcs par couple de graphes.
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Figure 2.10 – Performances de l’heuristique ALGOH, appliquée sur les graphes
aléatoires scale-free. Nous montrons le pourcentage des arcs pour lesquels la valeur
|ALGOH|
|ALGOBB| × 100 appartient à l’intervalle Ii, avec 1 ≤ i ≤ 10 et I1 = [0, 10[, I2 =
[10, 20[, . . . , I10 = [90, 100] (voir la Section 2.8.1). Le paramètre n est le nombre de
sommets de D et G. Pour n = 100 nous avons généré 100 couples (D,G) de graphes
aléatoires scale-free.
exemple de chemin court (de longueur 6) dans la voie métabolique “Glyco-
lyse/Gluconéogenèse” de S. cerevisiae, correspondant à un cluster fonctionnel
dans le réseau PPI pour la même espèce. Dans le but de comparer nos ré-
sultats avec les leurs, nous avons construit le graphe PPI G pour la même
espèce S. cerevisiae, à partir de la base de données BioGRID [SBR+06]
(http ://thebiogrid.org/, version v2.0.63). Nous avons également construit
la voie métabolique “Glycolyse/Gluconéogenèse” de S. cerevisiae (graphe D) à
partir de la base de données KEGG (pathway sce00010.xml). Nous avons éta-
bli la correspondance entre les sommets de D et G en utilisant les noms
des gènes produisant les enzymes (protéines) qui d’une part catalysent
les réactions dans D et d’autre part interagissent dans G. Donc la fonc-
tion de correspondance f est définie comme suit : f (i) est l’ensemble
des protéines qui catalysent la réaction i (voir le Tableau 2.2). Le triplet
(D,G, f ) est une instance du problème SkewGraM. A partir de l’ins-
tance (D,G, f ), nous avons construit une instance (D,G′) du problème
One-to-One SkewGraM, en utilisant une bij-transformation (voir la Dé-
finition 2.10). En appliquant notre heuristique ALGOH avec D, G′ et l’arc
entre les sommets 1 et 23, nous avons calculé automatiquement un chemin
(D,G′)-consistant de 12 sommets, induisant un sous-graphe connexe de
20 protéines (une illustration est fournie dans les Figures 2.11 et 2.12). Le
chemin obtenu inclut le chemin observé dans [DW08].
Voie métabolique vs génome linéaire de la bactérie E. coli
Le génome d’un organisme est constitué par l’ensemble de ses gènes.
Le génome est modélisé par un graphe non-orienté dont les sommets sont
les gènes et il existe une arête entre un gène g1 et un gène g2, si g1 et g2
sont adjacents dans le génome.
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Réaction i Enzymes ( f (i))
30 YCL040W, YFR053C, YGL253W
28 YKL127W, YMR105C, YMR278W
32 YBR196C, YCL040W, YFR053C, YGL253W
27 YBR196C, YMR169C, YMR170C, YER073W, YOR374W, YPL061W
25 YLR377C
24 YGR240C, YMR205C
23 YDR050C
29 YBR196C
1 YKL060C
21 YGR192C, YJL052W, YJR009C
42 YCR012W
20 YDL021W, YKL152C
19 YGR254W, YHR174W, YMR323W, YOR393W
79 YKR097W
17 YAL038W, YOR347C
12 YBR221C, YER178W, YDL080C, YGR087C, YLR044C
8 YDL080C, YGR087C, YLR044C
13 YBR221C, YER178W
10 YBR145W, YDL168W, YGL256W, YMR083W, YMR303C, YOL086C
4 YMR169C, YMR170C, YER073W, YOR374W, YPL061W
91 YAL054C, YLR153C
14 YNL071W
41 YFL018C, YPL017C
36 YCL040W, YFR053C, YGL253W
Tableau 2.2 – La correspondance entre les réactions et les enzymes (protéines) dans la
voie métabolique “Glycolyse/Gluconéogenèse” de S. cerevisiae. Ici, f (i) est l’ensemble
des protéines qui catalysent la réaction i. Nous avons considéré seulement les réactions
catalysées par au moins une protéine. Source : KEGG sce00010.xml
D
30 32 29
36
28 27 25 24 1 23 21 42 20 19 79 17
12 8 4 91 14
10 4113
Figure 2.11 – Le graphe D est le graphe des réactions de la voie métabolique “Gly-
colyse/Gluconéogenèse” pour l’espèce S. cerevisiae. Nous avons gardé la numérotation
des réactions dans le fichier sce00010.xml correspondant à cette voie dans KEGG. Les
sommets pleins dans D correspondent à un chemin consistant calculé par l’heuristique
ALGOH avec l’arc entre entre les deux sommets 1 et 23 passé en argument. Le graphe G
est montré dans la Figure 2.12.
Nous avons appliqué ALGOH pour calculer automatiquement, dans une
voie métabolique, une chaîne de réactions qui sont catalysées par des pro-
2.8. RÉSULTATS EXPÉRIMENTAUX 63
Figure 2.12 – Le graphe G est le graphe d’interactions protéine-protéine dans lequel
nous avons considéré seulement les protéines qui catalysent des réactions dans la voie
“Glycolyse/Gluconéogenèse” (Figure 2.11). Nous mettons, au dessus de chaque protéine,
les numéros des réactions qu’elle catalyse (par exemple la protéine YDL080C catalyse les
réactions 12 et 8). Les sommets pleins dans G (et aussi dans le graphe D montré dans
la Figure 2.11) correspondent au résultat de l’heuristique ALGOH, quand l’arc entre les
sommets 1 et 23 est passé en argument.
duits (protéines) de gènes adjacents dans le génome. Nous avons construit
la séquence linéaire (graphe G) des gènes de la bactérie E. coli à partir
de la base de données NCBI (http ://www.ncbi.nlm.nih.gov/genome).
Nous avons également construit la voie métabolique (graphe D) à partir
de KEGG (pathway eco00550.xml). Comme dans l’exemple précédent (Sec-
tion 2.8.2), nous avons établi la correspondance entre les sommets de D
et G en utilisant les noms de gènes (voir le Tableau 2.3). La fonction de
correspondance f est définie comme suit : f (i) est l’ensemble des gènes
qui produisent des protéines catalysant la réaction i. Nous avons construit
une instance (D,G′) du problème One-to-One SkewGraM en utilisant
une bij-transformation de l’instance (D,G, f ) du problème SkewGraM.
Ensuite, nous avons calculé le plus long chemin (D,G′)-consistant en ap-
pliquant ALGOH pour tous les arcs de D (voir le chemin orienté dans la
Figure 2.13). En supprimant l’orientation du chemin calculé on obtient
exactement le chemin trouvé par Boyer et al. [BML+05] (voir la Figure 3.b
dans [BML+05]), avec une petite différence représentée par la ligne poin-
tillée dans la Figure 2.13 (génome d’E. coli). On note que cette différence
est due à un changement de version par rapport aux données utilisées
dans [BML+05]. Il est important de rappeler que la méthode présentée
par Boyer et al. [BML+05] ne tient pas compte de l’orientation des arcs du
graphe de réactions (voir plus de détails sur cette méthode dans la Sec-
tion 2.2). Donc même si le chemin calculé par notre méthode a la même
longueur que celui calculé dans [BML+05], notre chemin est beaucoup
plus riche d’informations. En effet, le fait que notre chemin soit orienté,
implique qu’on différencie les réactions réversibles de celles qui sont irré-
versibles.
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Réaction i Gènes ( f (i)) Réaction i Gènes ( f (i)) Réaction i Gènes ( f (i))
2 murF 10 ddlB 15 mraY
6 bbjG 12 murD 16 murG
7 murG 13 murC 48 murA
8 mraY 14 murE 49 murB
9 murF
Tableau 2.3 – La correspondance entre les gènes et réactions de la voie métabolique “bio-
synthèse du peptidoglycane” pour la bactérie E. coli. Source : KEGG eco00550.xml
D
Le génome linéaire de E. coli
48 49 13 12 14 2 15 16
10 6 8 79
14 2, 9 8, 15 12 7,16 13 10 6 48 49
murE murF mraY murD murG murC ddlB bbjG murA murB
G
murE murF mraY murD murG murC ddlB bbjG murA murB
Figure 2.13 – Le graphe D est le graphe des réactions de la voie métabolique “biosynthèse
du peptidoglycane” pour E. coli. Nous avons construit le graphe non-orienté G à partir
du génome linéaire de la bactérie E. coli. Les sommets de G sont les gènes de E. coli et
il existe une arête entre deux gènes dans G si, et seulement si, ils sont adjacents dans
le génome. Nous mettons, au dessus de chaque gène, les numéros des réactions qui sont
catalysées par un produit du gène (par exemple les réactions 2 et 9 sont catalysées par un
produit du gène murF). Les sommets pleins dans D et G sont les sommets du plus long
chemin consistant obtenu en appliquant ALGOH pour tous les arcs de D.
Conclusion du chapitre
Dans ce chapitre nous avons proposé une nouvelle approche pour com-
parer les réseaux biologiques hétérogènes. Le problème SkewGraM résul-
tant de notre modélisation est un problème de recherche de motifs multi-
dimensionnels. Dans notre problème, les motifs sont un chemin dans un
graphe orienté D et un sous-graphe connexe dans un graphe non-orienté
G. Nous avons étudié la complexité du problème One-to-One SkewGraM
qui est un cas particulier de SkewGraM dans lequel il y a une bijection
entre les sommets de D et ceux de G. Nous avons identifié les instances fa-
ciles et les instances difficiles de ce problème. Pour les instances difficiles,
nous avons proposé deux algorithmes : une heuristique et un algorithme
exact basé sur la méthode branch-and-bound. Ensuite, nous avons pro-
posé une méthode permettant de transformer une instance du problème
SkewGraM en une instance du problème One-to-One SkewGraM. Nous
avons appliqué nos algorithmes sur des données simulées et sur des don-
nées biologiques. Nos résultats expérimentaux ont montré l’efficacité de
notre heuristique. Dans ce chapitre nous avons restreint le graphe orienté
D à un DAG. Pour traiter le cas général, quand D est arbitraire, nous étu-
2.8. RÉSULTATS EXPÉRIMENTAUX 65
dions dans le prochain chapitre une méthode de décomposition du graphe
D en DAGs.
Comme perspectives de ce travail, il serait intéressant d’étudier la com-
plexité du problème One-to-One SkewGraM en termes d’approximabi-
lité (pour certaines classes de graphes spécifiques) et en termes de com-
plexité paramétrée. Il serait également intéressant de considérer des ver-
sions “inexactes” du problème One-to-One SkewGraM, par exemple, la
version où on permet de petites différences entre l’ensemble de sommets
de D et ceux de G. Ces différences permettront de prendre en compte
l’évolution des réseaux et aussi les erreurs dues à leurs modélisations,
comme les gaps et les mismatchs considérés par les méthodes d’alignement
de réseaux. Enfin, nous voulons généraliser notre approche pour pouvoir
comparer plus de deux réseaux hétérogènes.

3Décomposition d’un grapheorienté en DAGs
Les travaux que nous allons présenter dans ce chapitre ont été réa-
lisés en collaboration avec l’équipe AlgoB du Laboratoire d’Informatique
Gaspard Monge (LIGM) de l’Université Paris-Est Marne-la-Vallée. Ces tra-
vaux ont été publiés dans les actes de la conférence internationale CO-
COA 2011 (5th Conference on Combinatorial Optimization and Applica-
tions) [BFMB+11].
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Dans le chapitre précédent, nous avons supposé que le graphe D en
entrée du problème One-to-One SkewGraM est acyclique. Nous avons
expliqué que cette supposition est due à des raisons algorithmiques et
aussi au fait que nous nous sommes intéressés aux voies métaboliques
qui sont traitées comme étant des sous-réseaux du réseau métabolique,
et qui peuvent être modélisées par des DAGs. En revanche, en général
les réseaux métaboliques contiennent des cycles. Donc, pour que notre
approche soit applicable sur ces réseaux (et non pas seulement sur des
voies métaboliques), nous devons prendre en compte la présence de cycles.
C’est pour cette raison que nous proposons dans ce chapitre un prétrai-
tement des graphes D et G. Le prétraitement consiste à chercher une
décomposition (soit sous forme de partition, soit sous forme de couver-
ture) du graphe D en DAGs, de sorte que les sommets de chaque DAG
induisent dans G un sous-graphe connexe. Si le graphe D (resp. G) re-
présente le réseau métabolique (resp. le réseau PPI pour le même orga-
nisme), alors la décomposition proposée nous ramène au cadre biologique
du chapitre précédent : on cherche la même information biologique ob-
servée dans deux contextes différents. En effet, comme nous l’avons déjà
mentionné, les voies métaboliques correspondent à des DAGs [GHM+02,
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PRYLZU05], et les complexes de protéines correspondent à des sous-
graphes connexes [BML+05, DBVS09, NK07, TF09, KMM+10].
Dans ce chapitre nous considérons le problème de décision appelé
k-DAGCC défini comme suit : étant donnés un graphe orienté D, un
graphe non-orienté G ayant le même ensemble de sommets V, et un en-
tier k, existe-t-il des ensembles de sommets V1,V2, . . .Vk′ , k′ ≤ k, tels que,
pour tout 1 ≤ i ≤ k′, (i) D[Vi] est un DAG et (ii) G[Vi] est un sous-graphe
connexe ?
Nous allons étudier des variantes de ce problème appelées res-
pectivement k-DAGCC-Partition et k-DAGCC-Cover. Le problème
k-DAGCC-Partition (resp. k-DAGCC-Cover) est la variante du pro-
blème k-DAGCC dans laquelle les ensembles Vi, 1 ≤ i ≤ k′, forment une
partition (resp. couverture, c’est-à-dire une décomposition possiblement
chevauchante) de V.
Ce chapitre est organisé comme suit. Dans la première section,
nous présentons brièvement quelques travaux portant sur la décompo-
sition de graphes. Dans la deuxième section, nous formulons nos pro-
blèmes. Nous consacrons la Section 3.3 à l’étude de complexité des
problèmes k-DAGCC-Partition et sa version de minimisation appelée
Min-DAGCC-Partition. Dans la Section 3.4, nous étudions la complexité
du problème k-DAGCC-Cover, ainsi que celle de sa version de minimisa-
tion appelée Min-DAGCC-Cover.
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3.1 Décomposition de graphes
Dans le cas où le graphe G est une clique (tous les sommets sont
adjacents), Min-DAGCC-Partition contient (comme sous-problème) le
problème Acyclic k-coloring [Deb08a, Deb08b, NCDR+10, NHLS10] : étant
donnés un graphe orienté D = (V, A) et un entier k, k ≤ |V|, est-il pos-
sible de colorer les sommets de D en utilisant exactement k couleurs de
sorte qu’il n’y ait aucun cycle monochromatique (c’est-à-dire un cycle dont
les sommets ont tous la même couleur) ? En effet, les sommets de tout
sous-graphe de D induisent un sous-graphe connexe dans G. Donc une
solution du problème Min-DAGCC-Partition est une partition minimale
de D en DAGs. Par conséquent, la réponse au problème Acyclic k-coloring
est “oui” si, et seulement si, le nombre de DAGs dans une partition mini-
male est inférieur ou égal à k. Donc le problème Min-DAGCC-Partition
contient, comme sous-problème, le problème Acyclic k-coloring.
Le problème Acyclic k-coloring a des applications en micro-économie,
en particulier dans l’analyse du comportement rationnel des consomma-
teurs. Deb [Deb08a, Deb08b] a montré que le problème Acyclic 2-coloring
est NP-complet dans le cas général. Nobibon et al. [NCDR+10] ont montré
que le problème reste NP-complet même si le graphe D ne contient aucun
cycle de taille 2 et ils ont proposé trois algorithmes exacts pour le résoudre.
Nobibon et al. [NCDR+10] ont également considéré une variante d’opti-
misation appelée Max Acyclic 2-coloring (abrégée Max-A2C) : le but est de
colorer un nombre maximum de sommets de D, en utilisant seulement
deux couleurs, de sorte qu’il n’y ait aucun cycle monochromatique. Ils ont
prouvé que, à moins que P = NP, il existe ǫ > 0, tel que Max-A2C est
non-approximable avec un facteur de nǫ. Une heuristique a été proposée
dans [NHLS10], pour résoudre le problème d’optimisation Max-A2C.
Le problème Acyclic k-coloring a été également bien étudié pour les
graphes non-orientés [CH69, GJ79, WYZ96, RSK95, AJ07]. Dans, ce cas le
problème consiste à la recherche d’une partition d’un graphe non-orienté
H en k forêts. Clairement, à partir d’une partition de H = D∗ (le graphe
support de D) en k forêts, nous pouvons obtenir facilement une parti-
tion de D en k DAGs et par conséquent nous obtenons une solution de
k-DAGCC-Partition dans le cas où le graphe G est une clique.
Étant donné un graphe non-orienté H, l’entier minium k, noté a(H),
pour lequel la réponse au problème Acyclic k-coloring est “oui”, est ap-
pelé arboricité de sommets de H (ou en anglais vertex arboricity). Chartrand
et al. [CH69] ont démontré que a(H) ≤ 3, pour tout graphe non-orienté
planaire. Cette borne est la meilleure possible pour les graphes planaires,
parce que les auteurs ont fournit, dans le même article, un exemple de
graphe non-orienté planaire dont l’arboricité de sommets est égale à 3.
La partition d’un graphe non-orienté planaire en trois forêts peut être
construite en temps polynomial [RSK95]. Pour les graphes planaires ex-
térieurs, nous avons la propriété suivante : a(H) ≤ 2 [CH69].
Le problème Acyclic k-coloring est NP-complet quand le graphe en
entrée H est un graphe non-orienté général et k ≥ 3 [GJ79]. Wu. et
al. [WYZ96] ont montré que le problème reste NP-complet même si
∆(H) = 5, où ∆(H) est le degré maximum de H. En revanche, ils ont
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montré que le problème peut se résoudre en temps polynomial quand
∆(H) = 4.
Il a été démontré dans [AJ07] que si H est un graphe non-orienté pla-
naire de diamètre inférieur ou égal à 2, alors a(H) ≤ 2. Dans le même
article, les auteurs ont montré que le problème Acyclic 2-coloring est NP-
complet, même si H est un graphe non-orienté planaire de diamètre 2.
3.2 Formulation des problèmes
Tout au long du chapitre, D = (V, A) et G = (V, E) sont respective-
ment un graphe orienté et un graphe non-orienté ayant le même ensemble
de sommets V. On pose n = |V|, mD = |A| et mG = |E|.
Définition 3.1 Soit un ensemble X quelconque. Un ensemble C = {S1, S2, . . . , Sk} avec Si ⊆ X,
pour 1 ≤ i ≤ k, est dit couverture de X si les conditions suivantes sont vérifiées :
• Si 6= ∅, pour 1 ≤ i ≤ k ;
• ⋃1≤i≤k Si = X.
Une partition d’un ensemble X est une couverture C = {S1, S2, . . . , Sk}
qui vérifie la condition suivante : pour tout i, j ∈ {1, 2, . . . , k} si i 6= j alors
Si ∩ Sj = ∅.
Définition 3.2 Étant donnés D = (V, A) et G = (V, E), une partition (resp. couverture)
{V1,V2 . . .Vk} de V est dite valide si, pour tout 1 ≤ i ≤ k, D[Vi] est un DAG
et G[Vi] est connexe.
Les problèmes k-DAGCC-Partition et k-DAGCC-Cover sont définis
comme suit.
k-DAGCC-Partition
Instance : Un graphe orienté D = (V, A), un graphe non-orienté G =
(V, E) et entier k.
Question : Existe-t-il une partition valide P = {V1,V2, . . . ,Vk′} de V
telle que k′ ≤ k ?
k-DAGCC-Cover
Instance : Un graphe orienté D = (V, A), un graphe non-orienté G =
(V, E) et un entier k.
Question : Existe-t-il une couverture valide P = {V1,V2, . . . ,Vk′} de V
telle que k′ ≤ k ?
Le problème Min-DAGCC-Partition (resp. Min-DAGCC-Cover)
est la version de minimisation de k-DAGCC-Partition (resp.
k-DAGCC-Cover) dans laquelle on cherche une partition (resp. cou-
verture) de cardinalité minimale.
3.3 Partitionnement d’un graphe en DAGs
Dans cette section, nous étudions la complexité du pro-
blème k-DAGCC-Partition et de sa version de minimisation
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Min-DAGCC-Partition, en considérant différentes classes de graphes D
et G. Les résultats de complexité que nous avons obtenus sont résumés
dans le Tableau 3.1.
H
H
H
H
k
G
Graphe général Planaire extérieur Arbre Étoile Chemin
n− k = O(1) P [Th. 3.1]
k = O(1) NPC
[Th. 3.4]
P [Th. 3.2]
k non borné Non-approx. avec
n1−ǫ [Th. 3.6]
APX-difficile [Th. 3.7] NPC [Th. 3.5] P [Th. 3.3]
Tableau 3.1 – Complexité des problèmes k-DAGCC-Partition et
Min-DAGCC-Partition.
Nous commençons par présenter des algorithmes polynomiaux pour
chacun des cas suivants :
• n− k est une constante ;
• G est planaire extérieur et k est une constante ;
• G est un chemin.
Nous rappelons que nous pouvons vérifier si D est un DAG (resp. si G est
connexe) en un temps de O(n+ mD) (resp. O(n+ mG)) en effectuant un
parcours en profondeur de D (resp. de G).
Théorème 3.1 Le problème k-DAGCC-Partition peut se résoudre en temps polynomial quand
n− k est une constante.
Preuve. Nous proposons une procédure exhaustive. Nous calculons, pour
tout k ∈ {1, 2, . . . , n}, toutes les k-partitions de V (c’est-à-dire les partitions
de V en k parties). Nous commençons par l’unique n-partition de V et
nous calculons, de manière itérative, toutes les k-partitions de V obtenues
à partir des (k+ 1)-partitions en fusionnant deux parties. Nous appelons
Part la fonction qui prend en argument un ensemble V et un entier k, et
qui renvoie, sous forme de liste toutes les partitions de V en k parties. La
fonction Part est définie comme suit.
Fonction Part(V, k) :
1. si k = n alors return {{1}, {2}, . . . , {n}};
2. sinon
3. L1 := Part(V, k+ 1);
4. Soit L2 la liste qui contient toutes les k-partitions de V obtenues
en fusionnant deux parties d’une partition dans L1.
5. return L2
6. finsi
Nous notons par f (n, k) la complexité en temps d’exécution pour la
fonction Part. Le calcul de la liste L1 se fait en temps de f (n, k+ 1). Pour
chaque partition dans L1, il existe (
k+1
2 ) possibilités pour choisir les deux
parties à fusionner (ligne 4). Donc la fonction f (n, k) vérifie la relation de
récursion suivante :
f (n, k) = f (n, k+ 1) + |L1| ·
(
k+ 1
2
)
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Évidemment, |L1| = O( f (n, k + 1)). Donc, f (n, k) = O( f (n, k + 1) ·
(k+12 )). Cela implique que f (n, k) = O( f (n, n) ·∏ni=k+1 ( i2)). Or, f (n, n) =
O(n). Donc, f (n, k) = O(n2(n−k)+1). Par ailleurs, nous pouvons tester en
un temps polynomial la validité de chacune de cesO(n2(n−k)+1) partitions.
On en déduit donc que k-DAGCC-Partition peut se résoudre en temps
polynomial quand n− k = O(1).
Théorème 3.2 Le problème k-DAGCC-Partition peut se résoudre en temps polynomial quand
G est un graphe planaire extérieur et k est une constante.
Preuve. Le graphe G est planaire extérieur, donc on peut dessiner les som-
mets de G sur un cercle C de sorte que les arêtes de G ne se rencontrent
qu’à leurs extrémités (voir la Section 1.2.1 du Chapitre 1). Supposons que
les sommets de V sont dessinés sur le cercle C, dans le sens trigonomé-
trique, et dans l’ordre v1, v2, . . . , vn.
Soit P = {V1,V2, . . . ,Vk} une partition valide de V. On associe à
chaque partie Vi, 1 ≤ i ≤ k, le plus petit arc du cercle C couvrant tous
les sommets de Vi. Un tel arc est noté ai. Le fait que P est une partition
de V implique que chaque sommet de V est couvert par au moins un arc
ai et que pour tout i, j ∈ {1, 2, . . . , k}, si i 6= j alors ai et aj n’ont aucune
extrémité en commun.
Pour tout i, j ∈ {1, 2, . . . , k}, G[Vi] et G[Vj] sont connexes. Donc si i 6= j,
par le fait que G est planaire extérieur on en déduit qu’il n’y a pas de
chevauchement propre entre les deux arcs ai et aj : (i) ai est inclus dans aj
ou (ii) aj est inclus dans ai ou (iii) ai et aj n’ont aucun sommet en commun.
Pour résoudre le problème k-DAGCC-Partition, nous proposons un
algorithme exhaustif qui énumère tous les ensembles possibles associés
aux k arcs {a1, a2, . . . , ak} du cercle C tels que : pour tout i, j ∈ {1, 2, . . . , k},
i 6= j, il n’y a pas de chevauchement propre entre ai et aj.
Pour tout 1 ≤ i ≤ n, on considère tous les sous-ensembles de
V \ {vi, vi−1} de taille 2(k − 1), dits les 2(k − 1)-sous-ensembles de V.
Par convention, on note v0 = vn. Soit {vj1 , vj2 , . . . , vj2(k−1)} un 2(k −
1)-sous-ensemble de V. Supposons que les sommets de l’ensemble
{vj1 , vj2 , . . . , vj2(k−1)} sont dessinés sur le cercle C, dans le sens trigonomé-
trique, et dans l’ordre vj1 , vj2 , . . . , vj2(k−1) .
Nous voulons maintenant construire l’ensembleAk des k arcs du cercle
C tel que pour toutes paires d’arcs ai, aj, i 6= j, les deux conditions sui-
vantes sont vérifiées :
• Les extrémités de ai et aj sont des sommets de l’ensemble
{vj1 , vj2 , . . . , vj2(k−1)} ;• Il n ’y a pas de chevauchement propre entre ai et aj.
On notera que la construction de ces arcs revient à la construction de
tous les parenthésages corrects d’une chaîne de taille 2k.
Soit {b1, b2, . . . , bk} ∈ Ak. A partir des k arcs {b1, b2, . . . , bk}, nous
pouvons construire une partition {Vb1 ,Vb2 , . . . ,Vbk } de V comme suit : Vi
contient tous les sommets couverts par l’arc bi à l’exception des sommets
qui sont couverts par un arc bj strictement inclus dans bi. Ensuite, on teste
la validité de la partition calculée.
Cet algorithme peut être réalisé en un temps de
O(n2 ( n2(k−1)) (2(k−1)k−1 ) (n + m)), où m = max{mD,mG}. En effet, nous
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avons n possibilités pour choisir le sommet de référence vi. En commen-
çant par un sommet vi, on construit l’ensemble Ak des k arcs du cercle
C, cet ensemble contient donc ( n2(k−1))
1
k (
2(k−1)
k−1 ) éléments, où
1
k (
2(k−1)
k−1 )
est le nombre de parenthésages corrects d’une chaîne de taille 2k. Enfin,
partant d’un ensemble de k arcs {b1, b2, . . . , bk} ∈ Ak, on peut construire
la partition {Vb1 ,Vb2 , . . . ,Vbk } en un temps de O(n). La validité de cette
partition peut être testée en un temps de O(n + m). Par conséquent, la
complexité globale de l’algorithme est de O(n2 ( n2(k−1)) (2(k−1)k−1 ) (n + m)).
Donc, c’est une complexité polynomiale quand k est une constante.
Théorème 3.3 Le problème Min-DAGCC-Partition peut se résoudre en temps polynomial
quand G est un chemin.
Preuve. Supposons que G est le chemin v1v2 . . . vn. Nous proposons un
simple algorithme glouton.
1. S := ∅;P := ∅
2. pour i de 1 à n faire
3. si D[S ∪ {vi}] est un DAG alors S := S ∪ {vi};
4. sinon P := P ∪ {S}; S := ∅; /* Création d’une nouvelle partie */
5. finsi
6. fin pour
7. P := P ∪ {S}; /* Création de la dernière partie */
8. return P
Dans cet algorithme nous parcourons le chemin G en visitant les som-
mets dans l’ordre v1, v2, . . . , vn (la boucle “pour”). Pour un sommet vi, si
D[S∪{vi}] est un DAG, alors on ajoute vi à S (ligne 3), sinon S est une par-
tie de la partition recherchée (ligne 4) et on commence la recherche d’une
nouvelle partie. A la fin de l’algorithme (ligne 7), l’ensemble S correspond
à la dernière partie.
Il est facile de vérifier que cet algorithme glouton produit une parti-
tion valide de V. Nous allons maintenant montrer la minimalité de cette
partition.
Soit P = {V1,V2, . . .Vk} la partition obtenue par l’algorithme. Nous
supposons qu’il existe une partition valide P ′ = {V ′1,V ′2, . . . ,V ′ℓ} telle que
ℓ < k, et nous voulons obtenir une contradiction. D’abord, par construc-
tion de P , l’ensemble V1 ne peut pas être un sous-ensemble propre de
V ′1. Autrement, D[V
′
1] serait cyclique (c’est-à-dire n’est pas un DAG) parce
qu’il contiendrait un sous-graphe cyclique induit par les sommets de l’en-
semble V1 ∪ {v} où v est le sommet le plus à gauche de V2. Cela contredit
la validité de la partition P ′. En plus, le fait que tout sous-graphe connexe
de G est un chemin implique qu’il existe deux entiers i et j, 2 ≤ i < k
et 2 ≤ j ≤ ℓ, tels que (1) Vi est un sous-ensemble propre de V ′j , et (2) V ′j
contient le sommet le plus à gauche de Vi+1, noté x. Ceci est une contra-
diction, parce que D[Vi ∪ {x}] n’est pas un DAG.
Dans le reste de cette section, nous identifions des instances difficiles
pour les problèmes k-DAGCC-Partition et Min-DAGCC-Partition.
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Théorème 3.4 Pour tout k ≥ 2, le problème k-DAGCC-Partition est NP-complet même si G
est un graphe complet.
Preuve. Le problème k-DAGCC-Partition est clairement dans NP. Pour
prouver la NP-complétude de k-DAGCC-Partition, nous proposons
une réduction du problème NP-complet Not-All-Equal 3SAT (NAE
3Sat) [GJ79] : étant donnés un ensemble de variables Xn = {x1, . . . xn}
et un ensemble Cq = {c1, . . . cq} de clauses construites sur Xn où chaque
clause est une conjonction de trois littéraux, existe-t-il une affectation des
variables de Xn de sorte que toute clause contient au moins un littéral avec
la valeur vrai et au moins un littéral avec la valeur faux ?
Pour tout 1 ≤ j ≤ 3, on note par cji le j-ième littéral de la clause ci.
Étant donnée une instance (Xn, Cq) de NAE 3Sat, on construit les graphes
D = (V, A) et G = (V, E) comme suit :
• V = {vji : 1 ≤ i ≤ q, 1 ≤ j ≤ 3} ∪ {vi : 3 ≤ i ≤ k} ;
• A = {vjivj
′
i′ , v
j′
i′v
j
i : c
j
i = c
j′
i′} ∪ {v1i v2i , v2i v3i , v3i v1i : 1 ≤ i ≤ q} ∪
{viv, vvi : 3 ≤ i ≤ k, v ∈ V \ {vi}} ;
• E = {(v, v′) : v, v′ ∈ V}
Le sommet vji correspond au j-ième littéral de la clause ci. Les sommets
vi, 3 ≤ i ≤ k, sont des sommets fictifs que nous avons ajouté pour adapter
la preuve pour tout k ≥ 2. Il existe un cycle de taille deux entre toute paire
de sommets qui représentent respectivement une variable et son complé-
ment (par exemple xi et xi). Il existe également un cycle de taille deux entre
tout sommet vi, 3 ≤ i ≤ k, et chacun des sommets de V. En outre, il existe
un cycle de taille trois entre le triplet de sommets (v1i , v
2
i , v
3
i ) correspon-
dant aux trois littéraux d’une clause ci. Enfin, le graphe G est un graphe
complet dont l’ensemble de sommets est V. Un exemple de construction
du graphe D est illustré dans la Figure 3.1.
v11
v21
v31
v12
v22
v32
v13
v23
v33
v3 v4 . . . vk
Figure 3.1 – Illustration de la construction du graphe orienté D à partir d’une instance
du problèmeNAE 3Sat. Ici, Cq = {(x1 ∨ x2 ∨ x3), (x1 ∨ x2 ∨ x4), (x1 ∨ x2 ∨ x3)}. Afin
d’assurer la lisibilité de la figure, nous n’avons pas mis les arcs {(vji , vl), (vl , v
j
i) : 1 ≤
i ≤ q, 1 ≤ j ≤ 3, 4 ≤ l ≤ k}. Nous avons également représenté les cycles de taille deux
par une seule arête orientée dans deux directions opposées.
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Nous allons prouver la propriété suivante : il existe une solution de
NAE 3Sat si et seulement il existe une partition valide {V1,V2, . . . ,Vk} de
V.
⇒: Soit A une affectation des variables de Xn telle que toute clause
contient au moins un littéral avec la valeur vrai et au moins un litté-
ral avec la valeur faux. On construit une partition P = {V1,V2 . . .Vk} de
V comme suit :
• V1 = {vji : cji = vrai} ;
• V2 = {vji : 1 ≤ i ≤ q, 1 ≤ j ≤ 3} \V1 ;
• Vi = {vi} pour tout i, 3 ≤ i ≤ k.
Par définition, il y a un littéral ou deux avec la valeur faux. Donc,
parmi les trois sommets qui correspondent aux littéraux de ci, au moins
un sommet et au plus deux appartiennent à l’ensemble V1 (resp. V2). Par
ailleurs, dans l’affectation A, aucune variable ne peut être affectée à vrai
et faux simultanément. Par conséquent, deux sommets représentant deux
littéraux complémentaires ne peuvent pas appartenir simultanément à V1
(resp. à V2). Donc, D[Vi], 1 ≤ i ≤ k, est un DAG, parce que tous les cycles
ont été supprimés. Le graphe G est un graphe complet, donc la partition
P est valide.
⇐: Soit P = {V1,V2 . . .Vk} une partition valide de V. Nous supposons,
sans perte de généralité, que V3 = {v3}, . . . ,Vk = {vk}. Nous voulons
maintenant construire une affectationA qui résout le problème NAE 3Sat.
L’affectation A est définie comme suit : pour tout 1 ≤ i ≤ q et 1 ≤ j ≤ 3,
on attribue la valeur vrai au littéral cji si, et seulement si, v
j
i ∈ V1. Le
sous-graphe D[V1] est un DAG, donc V1 ne contient pas deux littéraux
complémentaires et par conséquent l’affectation A est correcte : une va-
riable et son complémentaire ne peuvent pas avoir la même valeur. Par
construction de V1, pour toute clause ci ∈ Cq, V1 contient au moins un
sommet et au plus deux sommets de l’ensemble {v1i , v2i , v3i } correspondant
aux littéraux de la clause ci. Donc, l’affectation A résout NAE 3Sat.
Dans le Théorème 3.5, nous allons montrer que le problème
k-DAGCC-Partition reste également difficile même si le graphe est une
étoile. Soit GI = (VI , EI) un graphe non-orienté. Nous rappelons qu’un
stable (ou en anglais independent set) dans GI est un ensemble de sommets
deux à deux non-adjacents.
Théorème 3.5 Le problème k-DAGCC-Partition est NP-complet même si le graphe G est une
étoile.
Preuve. Nous proposons une réduction du problème NP-complet Maxi-
mum Independent Set (MIS) [GJ79] dont la version de décision naturelle
est définie comme suit : étant donnés un graphe non-orienté GI = (VI , EI)
et un entier k′ ≥ 0, existe-t-il dans GI un stable V ′I ⊆ VI tel que |VI | ≥ k′ ?
Étant donnée une instance GI du problème MIS, on construit les
graphes D = (V, A) et G = (V, E) comme suit :
• V = VI ∪ {vr} ;
• A = {vv′, v′v : (v, v′) ∈ EI} ;
• E = {(vr, v) : v ∈ VI}.
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Le graphe D est obtenu de GI en remplaçant toute arête par deux
arcs dans deux directions opposées, et en ajoutant un sommet isolé vr. Le
graphe G est une étoile dont le centre vr est connecté par une arête à tous
les sommets de l’ensemble VI . Un exemple de construction de D et G est
montré dans la Figure 3.2.
1
2 3
4 5
GI
1
2 3
4 5
vr
D
1
2 3
4 5
vr
G
Figure 3.2 – Exemple de construction des graphes D et G à partir d’une instance GI du
problème Maximum Independent Set. Les sommets de l’ensemble {1, 4} forment un
stable dans GI . A partir de cet ensemble, on obtient une partition valide de V composée
des quatre parties : {1, 4, vr}, {2}, {3} et {5}.
Nous allons montrer qu’il existe un stable à k′ sommets dans GI =
(VI , EI) si, et seulement si, il y a une solution pour k-DAGCC-Partition
avec k = |VI | − k′ + 1.
⇒: Soit V ′I un stable dans GI tel que |V ′I | = k′. Soit k = |VI | − k′ + 1.
On construit une partition P = {V1,V2 . . .Vk} de V comme suit. On pose
V1 = V ′I ∪{vr}. On considère un ordre arbitraire des sommets dans VI \V ′I ,
et pour tout 2 ≤ i ≤ k, on pose Vi = {v}, tel que v est le (i − 1)-ième
sommet dans cet ordre.
Pour tout i, 2 ≤ i ≤ k, le sous-graphe D[Vi] est un DAG, parce que Vi
contient un seul sommet. Par définition, ∄{v, v′} ⊆ V ′I , tel que (v, v′) ∈ EI .
Donc, D[V1] est composé de sommets isolés et par conséquent D[V1] est
aussi un DAG. Évidemment, pour tout i, 2 ≤ i ≤ k, le sous-graphe D[Vi]
est connexe ; de plus, la connexité du sous-graphe G[V1] est assurée par le
sommet vr. Par conséquent, la partition P = {V1,V2 . . .Vk} est valide.
⇐: Soit P = {V1,V2 . . .Vk} une solution du problème
k-DAGCC-Partition (c’est-à-dire P est une partition valide), avec
k = |VI | − k′ + 1. Nous allons construire un stable V ′I de GI = (VI , EI) tel
que |V ′I | = k′. On pose V ′I = Vj \ {vr} tel que D[Vj] est le DAG contenant
vr. Évidemment V ′I est un stable dans GI , parce que D[Vj] est acyclique.
Montrons maintenant que |V ′I | = k′.
Le graphe GI est une étoile de racine vr, donc tout sous-graphe
connexe de GI d’ordre supérieur ou égal à 2 doit contenir le sommet
vr. D’autre part, P est une partition, donc vr appartient à un unique
Vi, i ∈ {1, 2, . . . , k}. Par conséquent, vr appartient uniquement à l’en-
semble Vj, et donc les ensembles Vi, i ∈ {1, 2, . . . , k} \ {j}, sont des sin-
gletons. Donc, |Vj| = (|VI |+ 1)− (k− 1) = |VI | − k+ 2. Cela implique que
|Vj| = |VI | − k + 2. Or k = |VI | − k′ + 1, donc |Vj| = k′ + 1. Par ailleurs,
V ′I = Vj \ {vr}. Par conséquent, |V ′I | = k′.
3.3. PARTITIONNEMENT D’UN GRAPHE EN DAGS 77
Dans le reste cette section, nous présentons quelques résultats de non-
approximabilité du problème Min-DAGCC-Partition. Avant de présen-
ter ces résultats, nous avons besoin de la définition suivante.
Définition 3.3 (Coloration propre) Soit GC = (VC, EC) un graphe non-orienté. Une coloration
propre de GC est une affectation de couleurs aux sommets de GC de sorte que
n’importe quels deux sommets adjacents dans GC aient des couleurs différentes.
Théorème 3.6 Le problème Min-DAGCC-Partition est non-approximable avec un facteur de
n1−ǫ, pour tout ǫ > 0.
Preuve. Nous proposons une L-réduction du problème Minimum Chro-
matic Number (Min-CN) défini comme suit : étant donné un graphe non-
orienté GC = (VC, EC), déterminer une coloration propre de GC qui utilise
un nombre minimum de couleurs.
Soit GC une instance de Min-CN. On construit les graphes D et G
comme suit :
• V = VC ;
• A = {vv′, v′v : (v, v′) ∈ EC} ;
• E = {(v, v′) : v, v′ ∈ VC} \ EC
Les graphes D et G sont construits sur le même ensemble de sommets
que GC. Le graphe D est obtenu de GC = (VC, EC) en remplaçant toute
arête dans EC par deux arcs dans des directions opposées. Le graphe G est
le graphe complémentaire de GC. Un exemple de construction est donné
dans la Figure 3.3.
1
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4 5
GC
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4 5
D
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4 5
G
Figure 3.3 – Exemple de construction des graphes D et G à partir d’une instance GC du
problème Min-CN. Le graphe GC est coloré en utilisant trois couleurs. A partir de cette
coloration propre, nous avons construit une partition valide P = {{1, 4}, {3}, {2, 5}}.
Nous allons prouver la propriété suivante : il existe une coloration
propre de GC utilisant k couleurs si, et seulement si, il existe une partition
valide de V composée de k parties.
⇒: Considérons une coloration propre de GC utilisant k couleurs
{1, 2, . . . , k}. On note par Vi l’ensemble des sommets dont la couleur est
i. On pose P = {Vi : 1 ≤ i ≤ k}. Nous voulons montrer que P est une
partition valide de V c’est-à-dire, pour tout i, 1 ≤ i ≤ k, D[Vi] est un DAG
et G[Vi] connexe.
Par définition d’une coloration propre, chaque Vi, 1 ≤ i ≤ k, est un
stable dans GC. Donc, tout sous-graphe D[Vi], 1 ≤ i ≤ k, est composé de
sommets isolés et donc D[Vi] est un DAG. D’autre part, pour tout 1 ≤ i ≤
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k, G[Vi] est une clique (et par conséquent G[Vi] est connexe) parce que Vi
est un stable dans GC. On en déduit que la partition P est une partition
valide de V.
⇐: Étant donnée une partition valide P = {V1,V2 . . .Vk}, on attribue à
tout sommet v ∈ Vi la couleur i, pour tout 1 ≤ i ≤ k.
Pour tout i, 1 ≤ i ≤ k, D[Vi] est un DAG, donc D[Vi] est composé de
sommets isolés, et par conséquence Vi est un stable dans GC. On en déduit
que cette coloration est une coloration propre de GC utilisant k couleurs.
La réduction proposée est une réduction préservant le paramètre k, qui
est d’une part le nombre de couleurs nécessaires pour colorer GC et d’autre
part le nombre de parties d’une partition valide de V. Donc, en partant
d’une approximation de Min-DAGCC-Partition, nous pouvons obtenir
une approximation, avec le même ratio, du problème Min-CN. Or, Min-
CN est non-approximable avec un ratio de n1−ǫ pour tout ǫ > 0 [Zuc07],
donc on en déduit que le même résultat de non-approximabilité est aussi
valide pour Min-DAGCC-Partition.
Nous étudions maintenant la complexité du problème
Min-DAGCC-Partition en considérant le cas où le graphe G est
un arbre. Pour présenter le prochain résultat, nous utilisons la définition
suivante.
Définition 3.4 (Ensemble couvrant) Soit X = {x1, . . . xn} un ensemble et soit C = {S1, . . . Sq}
une collection des sous-ensembles de X . Un ensemble C ′ ⊆ C est dit couvrant de
X si X = ⋃Si∈C ′ Si.
Théorème 3.7 Le problème Min-DAGCC-Partition est APX-difficile même si G est un arbre.
Preuve. Nous proposons une L-réduction du problème APX-difficile Set
Cover-2 [PY91] défini comme suit : étant donné un ensemble X =
{x1, . . . xn} et une collection C = {S1, . . . Sq} de sous-ensembles de X
tel que tout élément xj ∈ X apparaît au plus dans deux sous-ensembles
Si ∈ C, trouver un ensemble couvrant minimal de X .
Soit (X , C) une instance du problème Set Cover-2. Pour tout Si ∈ C,
et pour tout l, 1 ≤ l ≤ |Si|, on note par sli le l-ième élément de l’ensemble
Si.
Nous allons construire les graphes D = (V, A) et G = (V, E) comme
suit :
• V = {vr} ∪ {vi : Si ∈ C} ∪ {vαi : xα = sji , Si ∈ C, 1 ≤ j ≤ |Si|}
• A = {vαi vαj , vαj vαi : xα ∈ Si ∩ Sj} ∪ {vrvαi , vαi vr : ∄Sj s.t. xα ∈ Si ∩ Sj}
• E = {(vr, vi) : Si ∈ C} ∪ {(vi, vαi ) : xα ∈ Si, Si ∈ C}.
Le graphe G est un arbre de racine vr. Les fils de vr sont des sommets
vi, 1 ≤ i ≤ q, qui représentent les ensembles Si, 1 ≤ i ≤ q. Chaque sommet
vi a un fils pour chaque élément de Si (vαi pour xα ∈ Si). Les sommets vαi
sont les feuilles de l’arbre G.
Le graphe D a le même ensemble de sommets que G. Dans D, les som-
mets vi, 1 ≤ i ≤ q, sont des sommets isolés. Il y a un cycle de taille deux
entre les sommets vαi et v
α
j qui représentent un élément xα qui apparaît
deux fois dans C. Enfin, chacun des sommets restants forme dans D un
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cycle de taille deux avec le sommet vr. Un exemple de construction est
montré dans la Figure 3.4.
D
vr
v1 v2 v3 v4
v11 v
3
1 v
4
1 v
2
2 v
3
2 v
1
3 v
4
3 v
5
4
G
vr
v1 v2 v3 v4
v11 v
3
1 v
4
1 v
2
2 v
3
2 v
1
3 v
4
3 v
5
4
Figure 3.4 – Exemple de construction d’une instance (D,G) du problème
Min-DAGCC-Partition à partir d’une instance (X , C) du problème Set Cover-2.
Ici, X = {x1, x2, x3, x4, x5} et C = {{x1, x3, x4}, {x2, x3}, {x1, x4}, {x5}}.
Nous allons montrer la propriété suivante : il existe un ensemble cou-
vrant C ′ de X tel que |C ′| = k si, et seulement si, il existe une partition
valide de V composée de k+ 1 parties V1,V2 . . .Vk+1.
⇒: Soit C ′ un ensemble couvrant tel que |C ′| = k. On suppose sans
perte de généralité que C ′ est formé par les k premiers ensembles de
C, c’est-à-dire, C ′ = {S1, S2, . . . , Sk}. On construit une partition P =
{V1,V2 . . . ,Vk,Vk+1} de V comme suit :
• Vi = {vi} ∪ {vαi : xα = sji}, pour tout 1 ≤ i ≤ k ;
• Vk+1 = {vr} ∪ {vi, vαi : xα = sji , Si ∈ C \ C ′}.
Autrement dit, pour tout i ∈ {1, 2, . . . , k}, l’ensemble Vi contient les
sommets du sous-arbre de G induit par vi et ses fils ; tandis que Vk+1
contient les sommets restants (y compris la racine vr). Donc par construc-
tion, pour tout i, 1 ≤ i ≤ k + 1, le sous-graphe G[Vi] est un sous-arbre
de G et donc G[Vi] est connexe. Par ailleurs, pour tout i, 1 ≤ i ≤ k, D[Vi]
est un DAG parce que vr /∈ Vi et tout élément de X apparaît au plus une
fois dans l’ensemble Si (et donc il n’y a pas de cycle de taille deux). En-
fin, D[Vk+1] est un DAG. En effet, C ′ est un ensemble couvrant et donc
par définition de Set Cover-2, aucun élément de X ne peut apparaître
plus d’une fois dans C \ C ′. Donc D[Vk+1] ne contient aucun cycle de taille
deux et par conséquent D[Vk+1] est un DAG. On en déduit la validité de
la partition P = {V1,V2 . . . ,Vk,Vk+1}.
⇐: Soit P = {V1,V2 . . .Vk+1} une partition valide de V. On suppose,
sans perte de généralité, que vr ∈ V1. On construit un ensemble couvrant
C ′ = {S1, . . . , Sk} comme suit. On pose C ′ = {Si : ∃vαi 6∈ V1} c’est-à-dire,
on ajoute à C ′ les ensembles Si contenant au moins un élément dont le
sommet correspondant n’appartient pas à V1.
Montrons que |C ′| ≤ k. Soient Si, Sj ∈ C ′ avec i 6= j. Donc il existe
α, β ∈ {1, 2, . . . , |X |} tels que vαi /∈ V1 et vβj /∈ V1. Or, P = {V1,V2 . . .Vk+1}
est une partition de V, donc ∃ a, b ∈ {2, 3, . . . , k + 1} tels que vαi ∈ Va et
vβj ∈ Vb. Dans l’arbre G, tout chemin reliant vαi à vβj doit passer par vr.
Mais vr est un sommet de V1, donc la connexité des sous-graphes G[Va] et
G[Vb] implique que a 6= b. Par conséquent, on en déduit que |C ′| ≤ k. Il
reste donc à montrer que C ′ est un ensemble couvrant de X . Soit xα ∈ X .
Nous distinguons deux cas.
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1. xα apparaît exactement une seule fois dans C. Soit Sj l’ensemble
contenant xα. Le sommet vαj correspondant à xα ne peut pas appar-
tenir à V1, parce que dans ce cas D[V1] contiendra un cycle de taille
deux entre vr et vαj . Donc, Sj ∈ C ′.
2. xα apparaît deux fois dans C. Soient Si et Sj les deux ensembles
contenant xα. Les deux sommets vαi et v
α
j qui correspondent à xα ne
peuvent pas appartenir simultanément à V1, sinon il y aura dans
D[V1] un cycle de taille deux entre vij et v
i
j′ . Donc, on a v
α
i /∈ V1 ou
vαj /∈ V1 et par conséquence Si ∈ C ′ ou Sj ∈ C ′
Nous avons donc montré que tout xi ∈ X apparaît au moins une fois
dans C ′. Donc C ′ est un ensemble couvrant de X avec |C ′| ≤ k. Enfin, l’en-
semble C ′ peut être complété en ajoutant des ensembles de C \ C ′, choisis
arbitrairement, pour assurer que C ′ = k, et dans ce cas C ′ reste toujours
un ensemble couvrant de X .
Nous avons montré qu’il existe un ensemble couvrant de k éléments
si, et seulement si, il existe une partition valide de k+ 1 éléments, donc la
réduction que nous avons proposée est une L-réduction de Set Cover-2
vers Min-DAGCC-Partition. Or, Set Cover-2 est APX-difficile, donc on
en déduit le problème Min-DAGCC-Partition est APX-difficile même si
le graphe G est un arbre.
3.4 Couverture d’un graphe par DAGs
Dans cette section, nous étudions la complexité des problèmes
k-DAGCC-Cover et Min-DAGCC-Cover en considérant les mêmes
classes de graphes D et G vues dans la section précédente. Le Tableau 3.1
montre les résultats de complexité que nous avons obtenus.
H
H
H
H
HH
k
G
Graphe Planaire extérieur Arbre Étoile Chemin
k = O(1) NPC [Th. 3.9] P [Th. 3.8]
k non borné Non-approx. avec n1−ǫ [Th. 3.10] P [Th. 3.8]
Tableau 3.2 – Complexité des problèmes k-DAGCC-Cover et Min-DAGCC-Cover.
Nous commençons d’abord par démontrer que, comme c’était le cas
pour le problème Min-DAGCC-Partition (Théorème 3.3), la version
de couverture (c’est-à-dire Min-DAGCC-Cover) peut se résoudre en un
temps polynomial quand G est un chemin. Pour prouver ce résultat, nous
utilisons le lemme suivant.
Lemme 3.1 Étant donnés un graphe orienté D = (V, A) et un chemin G = (V, E), la
réponse au problème k-DAGCC-Partition avec l’instance (D,G) est OUI si et
seulement la réponse au problème k-DAGCC-Cover avec la même instance est
OUI.
Preuve. ⇒: Ce sens de la preuve est trivial, parce que toute partition est
une couverture.
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⇐: Soit C1 = {V1,V2, . . .Vk1}, k1 ≤ k, une couverture valide de V, c’est-
à-dire pour tout 1 ≤ i ≤ k1, G[Vi] est connexe et D[Vi] est un DAG.
Le graphe G est un chemin, donc G[Vi] est aussi un chemin, pour tout
1 ≤ i ≤ k1. Supposons qu’il existe un sommet v ∈ V qui appartient à
trois ensembles distincts Vp,Vq,Vr ∈ C1. Comme G est un chemin, l’un
de ces trois ensembles, par exemple Vp (sans perte de généralité), vérifie :
Vp ⊆ Vq ∪ Vr. Donc, nous pouvons supprimer Vp de l’ensemble C1 pour
obtenir une couverture de V valide et de cardinalité plus petite. Nous pou-
vons appliquer cette suppression récursivement jusqu’à l’obtention d’une
couverture C ′1 = {V ′1, . . .V ′k′1}, k
′
1 ≤ k1, dans laquelle tout sommet v ∈ V
appartient au plus à deux ensembles. Supposons que les ensembles V ′i
sont ordonnés en fonction de leurs sommets les plus à gauche dans le
chemin G. Nous construisons une partition P = {V ′′i : 1 ≤ i ≤ k′1}
comme suit :
• pour tout 1 ≤ i < k′1, V ′′i = V ′i \V ′i+1 ;
• V ′′k′1 = V
′
k′1
.
L’ensemble P est donc une partition de V en k′1 parties avec k′1 ≤ k1
(et donc k′1 ≤ k). Pour tout i, 1 ≤ i < k′1, nous avons (i) D[V ′′i ] est un
DAG parce qu’il est un sous-graphe du DAG D[V ′i ], et (ii) G[V
′′
i ] est un
sous-chemin de G et il est donc un sous-graphe connexe. Enfin, D[V ′′k′1 ] est
un DAG et G[V ′′k′1 ] est connexe, parce que V
′′
k′1
= V ′k′1 et la couverture C
′
est valide. Par conséquent, la partition P est valide et donc la réponse au
problème Min-DAGCC-Partition avec l’instance (D,G) est OUI.
Théorème 3.8 Le problème Min-DAGCC-Cover peut se résoudre en temps polynomial quand
G est un chemin.
Preuve. Le graphe G est un chemin, donc le lemme précédent (Lemme 3.1)
implique que la réponse au problème k-DAGCC-Partition avec une
instance (D,G) est OUI si et seulement si la réponse au problème
k-DAGCC-Cover avec l’instance (D,G) est OUI. Donc, le nombre d’élé-
ments (parties) dans une partition minimale est égal au nombre d’élé-
ments d’une couverture minimale. Or, toute partition est une couverture,
donc quand G est un chemin, toute solution de Min-DAGCC-Partition
est une solution de Min-DAGCC-Partition. Par ailleurs, le problème
Min-DAGCC-Cover peut également se résoudre en temps polynomial
quand G est un chemin (voir le Théorème 3.3), donc dans ce cas le pro-
blème Min-DAGCC-Cover peut se résoudre en temps polynomial.
Maintenant nous allons montrer que, contrairement au problème
k-DAGCC-Partition, le problème k-DAGCC-Cover est NP-complet
même si le graphe G est une étoile et k est une constante.
Théorème 3.9 Pour tout k ≥ 3, k-DAGCC-Cover est NP-complet, même si G est une étoile.
Preuve. Évidemment le problème k-DAGCC-Cover est dans NP. Pour
prouver la NP-complétude, nous proposons une réduction du problème
Min-CN en considérant sa version de décision naturelle, définie comme
suit : étant donnés un graphe non-orienté GC = (VC, EC) et un entier
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k, existe-t-il une coloration propre de GC utilisant au plus k couleurs ?
Il a été démontré que ce problème est NP-difficile pour toute constante
k ≥ 3 [GJ79].
Soit GC = (VC, EC) une instance du problème Min-CN. Nous allons
construire D = (V, A) et G = (V, E) comme suit :
• V = VC ∪ {vr} ;
• A = {vv′, v′v : (v, v′) ∈ EC} ∪ {vvr : v ∈ VC} ;
• E = {vrv : v ∈ VC}.
Le graphe D est obtenu à partir de GC en remplaçant toute arête par
deux arcs dans des directions opposées, et en ajoutant un arc partant de
vr vers tout sommet de V \ {vr}. Le graphe G est une étoile de racine vr.
Une illustration pour cette construction est montrée dans la Figure 3.5.
1
2 3
4 5
GC
1
2 3
4 5
vr
D
1
2 3
4 5
vr
G
Figure 3.5 – Exemple de construction des graphes D et G à partir d’une instance GC
du problème Min-CN. Le graphe GC est coloré en utilisant trois couleurs. A partir de
cette coloration propre, on obtient une couverture valide de V composée des trois sous-
ensembles : {1, 4, vr}, {2, 5, vr} et {3, vr}.
Nous allons prouver la propriété suivante : il existe une coloration
propre de GC utilisant k couleurs si, et seulement si, il existe une couver-
ture C = {V1,V2 . . .Vk} de V valide et composée de k éléments.
⇒: Considérons une coloration propre de GC utilisant k couleurs. On note
par Si, 1 ≤ i ≤ k, l’ensemble de sommets dont la couleur est égale à i. A
partir des ensembles Si, on calcule une couverture C = {V1,V2, . . . ,Vk} de
V comme suit : pour tout 1 ≤ i ≤ k, Vi = Si ∪ {vr}. Par définition d’une
coloration propre, chaque Si est un stable dans GC (et donc dans D). Le
degré entrant de vr dans D est égal à zéro, donc pour tout 1 ≤ i ≤ k, D[Vi]
est un DAG. Par ailleurs, pour tout 1 ≤ i ≤ k, G[Vi] est connexe parce
que (i) G est une étoile de centre vr, et (ii) Vi contient le sommet vr. Par
conséquent, la couverture C est valide.
⇐: Soit C = {V1,V2 . . .Vk} une couverture valide de V. On attribue la
couleur i à tout sommet v ∈ Vi \ {vr}, pour tout 1 ≤ i ≤ k. Cette coloration
est une coloration propre parce que, pour tout 1 ≤ i ≤ k, D[Vi] est un DAG
et donc Vi est un stable dans GC.
Dans la section précédente (Théorème 3.6), nous avons montré un ré-
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sultat de non-approximabilité pour le problème Min-DAGCC-Partition
quand G est un graphe général. Nous allons montrer le même résultat
pour Min-DAGCC-Cover, mais pour des instances plus restreintes, en
l’occurrence quand G est une étoile.
Théorème 3.10 Le problème Min-DAGCC-Cover est non-approximable avec un facteur n1−ǫ,
pour tout ǫ > 0, même si G est une étoile.
Preuve. La réduction proposée dans la preuve du Théorème 3.9 est
une L-réduction. En effet, la taille des solutions est identique dans
les deux problèmes, car nous avons montré que la propriété sui-
vante est satisfaite : il existe une coloration propre de GC utili-
sant k couleurs si, et seulement si, il existe une couverture C =
{V1,V2 . . .Vk} valide de V. Donc, étant donné un algorithme d’approxi-
mation pour Min-DAGCC-Partition, on peut obtenir une approximation
pour Min-DAGCC-Cover avec le même ratio d’approximation. Or, pour
tout ǫ > 0, le problème Min-DAGCC-Partition est non-approximable
avec un facteur de n1−ǫ [Zuc07]. Par conséquent, le même résultat de non-
approximabilté est aussi valide pour Min-DAGCC-Cover, même si G est
une étoile.
Conclusion du chapitre
Dans ce chapitre, nous avons étudié un problème de décomposition
des graphes. Étant donné un graphe orienté D = (V, A) et un graphe
non-orienté G = (V, E) ayant le même ensemble de sommets, le problème
étudié consiste à chercher une décomposition de V en k sous-ensembles
V1, V2, . . ., Vk tels que pour tout i (i) D[Vi] est un DAG et G[Vi] est connexe.
La décomposition proposée peut être considérée comme étant un prétrai-
tement pour notre approche présentée dans le chapitre précédent (Cha-
pitre 2) pour comparer deux réseaux biologiques hétérogènes.
Nous avons étudié deux versions de décomposition : une version de
partition et une version de couverture. Nous avons identifié des instances
difficiles et des instances faciles pour ces problèmes en considérant cer-
taines classes de graphes D et G. Cependant, reste encore des questions
ouvertes. Premièrement, nous voulons étudier la complexité paramétrée
du problème k-DAGCC-Partition quand G est un arbre et quand le pa-
ramètre est par exemple le nombre de parties. On sait que ce problème
n’est pas FPT quand G est un graphe général, parce que nous avons
montré qu’il est NP-complet pour k = 2. Il est également intéressant
de chercher des classes de graphes spécifiques pour lesquelles les pro-
blème Min-DAGCC-Cover ou Min-DAGCC-Partition deviennent ap-
proximables avec un facteur constant.
Enfin, nous avons imposé la connexité des sous-graphes G[Vi], pour
retrouver des protéines en interaction, dans le cas où G représente un
réseau PPI. Pour la même raison, dans le cas où D représente un réseau
métabolique, il serait aussi intéressant d’ajouter la contrainte de connexité
des sous-graphes D∗[Vi], où D∗ est le graphe support de D, pour retrouver
des voies métaboliques “connexes”. Le problème résultant de l’ajout de
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cette contrainte est donc défini comme suit : étant donné un entier k, est
il possible de décomposer V en k′ sous-ensembles V1,V2, . . .Vk′ , k′ ≤ k tels
que, pour tout 1 ≤ i ≤ k′, (i) D[Vi] est un DAG, (ii) G[Vi] est connexe,
et (iii) D∗[Vi] est connexe ? A notre connaissance, ce dernier problème n’a
pas été étudié.
4Orientation de graphes
Une partie des travaux présentés dans ce chapitre a été publiée dans
les actes de la 13e conférence nationale JOBIM 2012 (Journées Ouvertes
en Biologie, Informatique et Mathématiques) [FMBR12b]. La version com-
plète a été soumise au journal Theoretical Computer Science (TCS).
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Ce chapitre est consacré à l’étude des réseaux physiques que nous
avons introduits brièvement dans le premier chapitre.
Nous rappelons que les facteurs de transcription sont des protéines
qui régulent la transcription des gènes. La régulation est réalisée par une
fixation du facteur de transcription sur une partie du gène cible, appelée
cis-régulateur, et cette liaison est appelée interaction protéine-ADN (voir
la Section 1.1.3 du Chapitre 1).
Un réseau physique [YIJ04] représente un ensemble d’interactions
protéine-protéine et d’interactions protéine-ADN. La modélisation la plus
expressive d’un tel réseau est un graphe mixte G = (V1 ∪ V2, E, A1 ∪ A2)
dans lequel :
• V1 est un ensemble de protéines ;
• V2 est un ensemble de gènes ;
• A1 est l’ensemble des arcs représentant les interactions protéine-
ADN, c’est-à-dire, un arc va d’une protéine P (P ∈ V1) vers un gène
g (g ∈ V2) si P est un facteur de transcription du gène g ;
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• A2 est formé par l’ensemble des arcs gP (P ∈ V1 et g ∈ V2) tels que
la protéine P est un produit du gène g ;
• E est l’ensemble des arêtes représentant les interactions protéine-
protéine.
Ce modèle est souvent réduit [GSS10, SES11, ESD+11] à un graphe
mixte G = (V, E, A) qui contient un seul type de sommets qui sont les pro-
téines. L’ensemble d’arêtes E représente les interactions protéine-protéine.
Les arcs A de ce graphe sont des arcs “indirects” construits de la manière
suivante : il y a un arc PiPk s’il existe un gène gj tel que (i) Pi est un facteur
de transcription de gj et (ii) Pk est un produit du gène gj. La Figure 4.1
illustre cette construction.
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Figure 4.1 – Modélisation des réseaux physiques par des graphes mixtes. Le graphe G1
est une modélisation dans laquelle il y a deux types de sommets (les gènes et les protéines).
Le graphe G2 est obtenu à partir du graphe G1 en supprimant les gènes et en remplaçant
tout chemin orienté PigjPk dans G1 par un arc PiPk dans G2. L’arc Pigj signifie que la
protéine Pi est un facteur de transcription du gène gj. L’arc gjPk signifie que le gène gj
produit la protéine Pk.
Les réseaux physiques sont les supports de la communication entre
une cellule et son environnement extérieur. En effet, les événements se
propagent de l’extérieur vers l’intérieur de la cellule via une cascade d’ac-
tivations/désactivations de protéines. Ces cascades sont appelées voies de
signalisation et elles correspondent à des chemins, dans le réseau physique,
partant d’une protéine source (dite cause de l’événement) vers une protéine
terminale (dite effet de l’événement).
Dans ce chapitre, nous étudions le problème de l’inférence des voies
de signalisation, en combinant les informations sur les causes et sur les
effets [MBZS08]. L’inférence de ces voies permet d’expliquer les causes
de certaines maladies. Par exemple, certains types de diabète sont causés
par des erreurs de signalisation dans la voie de l’insuline (cette voie est
illustrée dans la Figure 4.2).
Dans ce chapitre, nous allons d’abord présenter les différentes mé-
thodes qui ont été proposées en littérature (Section 4.1), et qui sont basées
sur l’orientation des graphes. Nous allons ensuite étudier certains de ces
problèmes et nous proposerons également une nouvelle approche.
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Figure 4.2 – Voie de signalisation de l’insuline. La “cause” de cette voie est l’arrivée de
l’insuline et l’“effet” est la régulation du niveau du sucre dans le sang.
4.1 État de l’art sur l’orientation de graphes
Sharan et al. [MBZS08] sont parmi les premiers à avoir modélisé
l’inférence des voies de signalisation par un problème d’orientation de
graphes non-orientés. Le problème est appelé Maximum Graph Orienta-
tion (MGO). Gumzu et al. [GSS10] ont généralisé MGO pour les graphes
mixtes.
Avant de présenter ce problème, nous donnons quelques définitions.
Définition 4.1 Soit G = (V, E, A) un graphe mixte. Une orientation simple de G est un graphe
orienté G′ construit à partir de G en remplaçant toute arête (u, v) ∈ E par un
seul arc (uv ou vu).
Étant donnés un graphe mixte G = (V, E, A) et une orientation simple
G′ du graphe G, une paire de sommets (u, v) ∈ V × V est dite satisfaite
dans G′ s’il existe un chemin (orienté) dans G′ de u à v.
Le problème MGO est le problème de maximisation formulé comme
suit.
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MGO [GSS10]
Instance : Un graphe mixte G = (V, E, A) et un ensemble P ⊆ V × V de
paires de sommets source-terminal.
Solution : Une orientation simple G′ = (V, A′) de G.
Mesure : Le nombre de paires (s, t) ∈ P satisfaites dans G′.
D’un point de vue biologique, les sommets sources et terminaux
dans la formulation du problème MGO correspondent respectivement aux
causes et aux effets des événements extra-cellulaires.
Nous présentons maintenant les principaux articles portant sur l’orien-
tation des graphes. Pour chaque article, nous présentons le problème étu-
dié et quelques résultats sur sa complexité.
4.1.1 MGO et ses variantes
Le problème MGO
Sharan et al. [MBZS08] ont montré que le problème MGO peut se ré-
soudre en un temps polynomial (O(n3)) quand G est un chemin non-
orienté, où n est le nombre de sommets de G. Ils ont montré également
que le problème est NP-complet même si G est une étoile non-orientée. En
terme d’approximabilité, ils ont montré que MGO est non-approximable
avec un ratio de 12/11, même si le graphe G est un arbre non-orienté. Ce-
pendant, ils ont proposé un algorithme d’approximation dont le ratio est
de O(log n), lorsque G est un graphe non-orienté d’ordre n.
Gumzu et al. [GSS10] ont amélioré le ratio d’approximation O(log n)
(proposé dans [MBZS08]) en O(log n / log log n). L’algorithme proposé
a été adapté pour orienter les graphes mixtes avec certaines contraintes
topologiques motivées par des hypothèses biologiques. Silverbush et
al. [SES11] ont résolu le problème MGO à l’aide de la programmation
linéaire en nombres entiers. Ils ont appliqué leur méthode pour orienter
le réseau physique de la levure S. cerevisiae.
Elberfeld et al. [ESD+11] ont montré que MGO est non-approximable
avec un ratio de 8/7 quand le graphe G un graphe mixte général. Ils
ont également proposé le premier algorithme d’approximation du pro-
blème MGO dans son cas général. L’algorithme proposé a un ratio de
O(M1/
√
2 log n), où M = max{n, |P|}. Dorn et al. [DHK+11] ont pro-
posé un algorithme de complexité quadratique (O(n2)) améliorant la com-
plexité cubique de l’algorithme proposé par Sharan et al. [MBZS08] pour
résoudre MGO quand le graphe G est un chemin non-orienté. Les au-
teurs ont également étudié la complexité paramétrée du problème MGO
en considérant le cas particulier où G est un arbre non-orienté. Ils ont
montré que dans ce cas le problème est FPT paramétré par le nombre de
paires insatisfaites. Ils ont aussi proposé d’autres algorithmes FPT, pour
les arbres non-orientés, avec d’autres paramètres, par exemple le para-
mètre mv qui mesure le nombre des chemins P allant d’un sommet source
vers un sommet terminal ((s, t) ∈ P) et passant par un sommet donné
v ∈ V. La complexité de l’algorithme proposé est de O(2mv .|P| + n3).
D’un point de vue biologique, le paramètre mv mesure le flux des signaux
passant à travers une protéine donnée.
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Variantes de MGO
Hakimi et al. [HSY97] ont étudié le problème d’orientation simple
des graphes non-orientés dans le but de maximiser le nombre des paires
(s, t) ∈ V × V pour lesquels il existe un chemin dans le graphe orienté
allant de s à t. Ce problème est donc équivalent au problème MGO
quand (i) G est un graphe non-orienté et (ii) P = V × V. Les auteurs
ont proposé un algorithme polynomial, de complexité quadratique, pour
résoudre cette variante.
Une autre variante du problème MGO, que nous appelons dans ce
chapitre Simple-GraphOrientation (S-GO), a été étudiée en 1989 par
Hassin et al. [HM89]. Le problème S-GO est la variante de MGO où toutes
les paires de P doivent être satisfaites, c’est-à-dire on demande qu’il existe
un chemin dans le graphe orienté G′, de s à t, pour tout (s, t) ∈ P . Les
auteurs ont proposé un algorithme polynomial pour résoudre S-GO quand
G est un graphe non-orienté. La complexité de l’algorithme proposé est
de O(|P| × |E|). Arkin et al. [AH02] ont montré que le problème S-GO
devient NP-complet quand G est un graphe mixte général. Pour le cas
|P| = 2, ils ont proposé un algorithme polynomial.
4.1.2 D’autres problèmes d’orientation de graphes
Robbins a étudié en 1939 [Rob39] un problème d’orientation de
graphes non-orientés, motivé par des applications en contrôle de trafic
routier. Dans ce contexte, un réseau routier est modélisé par un graphe
non-orienté G = (V, E) où les sommets sont les villes et les arêtes re-
présentent les routes. La question qui a été étudiée par Robbins est la
suivante : est-il possible de trouver une orientation simple de G telle que
le graphe orienté obtenu G′ soit fortement connexe, c’est-à-dire, pour tout
u, v ∈ V, il existe dans G′ un chemin de u à v et un chemin de v à u ?
Robbins a démontré la propriété suivante.
Propriété 4.1 [Rob39] Un graphe non-orienté et connexe G = (V, E) admet une orientation
simple G′ telle que le graphe G′ soit fortement connexe si, et seulement si, G ne
contient aucun pont, c’est-à-dire, G ne contient aucune arête e dont la suppression
augmente le nombre de composantes connexes de G.
La question étudiée par Robbins [Rob39] a été généralisée par Boesch
et Tindell [BT80] pour les multigraphes mixtes. Ils ont démontré qu’un
multigraphe mixte M admet une orientation simple M′ telle que M′ est
fortement connexe si, et seulement si, (i) pour toute paire de sommets
(u, v), il y a dans M un chemin allant de u à v et un chemin allant de v à
u et (ii) M∗ ne contient aucun pont, où M∗ est le graphe support de M.
Chartrand et al. [CHSW94] ont étudié le problème d’une orientation
dite unilatérale : étant donné un graphe non-orienté G = (V, E), existe-il
une orientation simple de G, notée G′, telle que pour tout u, v ∈ V, il
existe un chemin orienté dans G′ reliant u et v (allant de u vers v ou de v
vers u) ? Ils ont prouvé qu’un graphe non-orienté et connexe G admet une
orientation unilatérale si, et seulement si, il existe un chemin dans G qui
contient tous les ponts de G.
Récemment, le problème de recherche d’une orientation unilatérale a
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été étudié pour les graphes mixtes. Mchedlidze et al. [MS10] ont proposé
un algorithme linéaire pour vérifier si un graphe mixte admet une orien-
tation unilatérale. Si le graphe admet une orientation unilatérale, celle-ci
peut être également construite en un temps linéaire.
4.2 Notre contribution
Dans ce chapitre, nous étudions la complexité du problème S-GO en
considérant certaines restrictions sur les instances en entrée (par exemple
le degré de G ou la cardinalité de P). Nous introduisons également
un problème de minimisation, appelé Min-Double-GraphOrientation
(MIN-D-GO), qui peut être vu comme étant une variante de S-GO dans
laquelle nous autorisons que certaines arêtes de G soient doublement orien-
tées (c’est-à-dire remplacées par deux arcs dans deux directions opposées).
Dans un contexte biologique, une arête doublement orientée reflète la
présence d’une réaction réversible. En outre, dans un système biologique
stable, la plupart des réactions tendent à être irréversibles [Luc08]. C’est
pour cette raison que, dans le problème MIN-D-GO, nous cherchons à
minimiser le nombre d’arêtes doublement orientées.
Le reste de ce chapitre est organisé comme suit. D’abord nous formu-
lons les problèmes S-GO et MIN-D-GO dans la Section 4.3. Ensuite, nous
montrons dans la Section 4.4 que pour les deux problèmes nous pouvons
supposer, sans perte de généralité, que le graphe G est un graphe mixte
acyclique (ou MAG, pour Mixed Acyclic Graph). Dans la Section 4.5, nous
étudions la complexité du problème S-GO. Enfin, nous étudions la com-
plexité du problème MIN-D-GO dans la Section 4.6.
4.3 Formulation des problèmes
Tout au long de chapitre, G = (V, E, A) est un graphe mixte sans
boucles et dont les arcs et les arêtes sont simples. Un chemin P, dans
G, allant d’un sommet v1 vers un sommet vm est un sous-graphe P =
v1v2 . . . vm−1vm tel que, pour tout 1 ≤ i ≤ m − 1, (vi, vi+1) ∈ E ou
vivi+1 ∈ A. Un cycle dans G est un chemin v1v2 . . . vm−1vm tel que v1 = vm.
Un cycle v1v2 . . . vm−1vm dans G est dit circuit si vivi+1 ∈ A pour tout
1 ≤ i ≤ m− 1.
Définition 4.2 (MAG) Un MAG (Mixed Acyclic Graph) est un graphe mixte qui ne contient
aucun cycle (et par conséquent aucun circuit).
Un exemple de MAG est montré dans la Figure 4.3.
Propriété 4.2 Soit G = (V, E, A) un MAG. Le graphe non-orienté (V, E) est une forêt, et le
graphe orienté (V, A) est un DAG.
Informellement, un MAG peut être vu comme étant un ensemble de
super-nœuds Ni tels que chaque Ni contient un arbre Ti, et le graphe
orienté obtenu en fusionnant les sommets de chaque super-nœud en
unique sommet est un DAG. Voir les Figures 4.3 et 4.4.
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Figure 4.3 – Exemple de MAG.
N1 N2 N3
N4
Figure 4.4 – Le MAG (V, E, A) montré dans la Figure 4.3, peut être vu comme étant
un ensemble de super-nœuds Ni contenant chacun un arbre, et reliés entre eux par des
arcs tel que (V, A) est un DAG.
Définition 4.3 Une orientation d’un graphe mixte G = (V, E, A) est un graphe orienté G′
obtenu de G en remplaçant chaque arête (u, v) ∈ E par (i) un arc uv, ou (ii) un
arc vu, ou par (iii) uv et vu simultanément. Une arête (u, v) remplacée par les
deux arcs uv et vu est appelée arête doublement orientée.
Une orientation simple (voir la Définition 4.1) est donc une orientation
qui ne contient aucune arête doublement orientée. Une paire de sommets
(u, v) ∈ V × V est dite satisfaite dans une orientation G′ s’il existe un
chemin (orienté) dans G′ de u à v.
Soit P = v1v2 . . . vm−1vm un chemin dans G. Tout au long de ce cha-
pitre, quand nous écrivons l’orientation de P de v1 vers vm, nous faisons réfé-
rence à l’orientation qui remplace toute arête dans P de la forme (vi, vi+1),
1 ≤ i ≤ m− 1, par l’arc vivi+1.
Définition 4.4 (P-connexité) [AH02] Soit G = (V, E, A) et soit P ⊆ V × V un ensemble de
paires de sommets. Le graphe G est dit P-connexe si pour tout (u, v) ∈ P , il
existe un chemin dans G de u à v.
Définition 4.5 (P-orientation) [AH02] Soient G = (V, E, A) et P ⊆ V × V tel que G est P-
connexe. Une orientation G′ de G est dite P-orientation si les deux conditions
suivantes sont vérifiées : (i) G′ est une orientation simple de G et (ii) G′ satisfait
toutes les paires de P (c’est-à-dire G′ est P-connexe).
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Nous appelons S-GO le problème de décision qui consiste à vérifier si
un graphe mixte G donné possède une P-orientation.
S-GO [HM89, AH02]
Instance : Un graphe mixte G = (V, E, A) et un ensemble de paires
P ⊆ V ×V tel que G est P-connexe.
Question : G possède-t-il une P-orientation ?
Par analogie avec les P-orientations, nous définissons un autre type
d’orientations, noté (P , k)-D-orientation, autorisant la création d’arêtes
doublement orientées.
Définition 4.6 ((P , k)-D-orientation) Soit G = (V, E, A) et soit P ⊆ V × V un ensemble de
paires de sommets tel que G est P-connexe. Soit k un entier, k ≥ 0. Une (P , k)-D-
orientation de G est une orientation G′ vérifiant les deux conditions suivantes :
• G′ contient exactement k arêtes doublement orientées ;
• G′ satisfait toutes les paires de P .
Nous pouvons maintenant formuler le problème de minimisation
MIN-D-GO.
MIN-D-GO
Instance : Un graphe mixte G = (V, E, A) et un ensemble de paires
P ⊆ V ×V tel que G est P-connexe.
Solution : Une (P , k)-D-orientation de G.
Mesure : k.
Pour illustrer les P-orientations et (P , k)-D-orientations, nous mon-
trons quelques exemples dans la Figure 4.5.
t2 (P , 1)-D-orientation
s2
t1 s1
t2 P-orientation
s2
t1 s1
t2
s2
t1 s1
Figure 4.5 – Exemple d’une P-orientation et (P , 1)-D-orientation pour le même graphe
mixte à gauche. Ici, P = {(s1, t1), (s2, t2)}.
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4.4 Réduction aux graphes mixtes acycliques (MAGs)
Il a été démontré dans [SES11] qu’en partant d’une instance (G1,P1)
du problème MGO (défini dans l’introduction de ce chapitre), on peut
construire une instance équivalente (G2,P2) telle que G2 est un MAG.
Propriété 4.3 [SES11] Soit G1 = (V1, E1, A1) un graphe mixte et soit P1 ⊆ V × V un en-
semble de paires. On peut construire un MAG G2 = (V2, E2, A2) et un ensemble
P2 ⊆ V2 × V2, avec |P2| = |P1|, tel que, pour tout entier α ≥ 0, il existe une
orientation simple de G1 satisfaisant α paires dans P1 si, et seulement si, il existe
une orientation simple de G2 satisfaisant α paires dans P2.
En appliquant la Propriété 4.3 avec α = |P1|, on en déduit que G1 ad-
met une P1-orientation si et seulement si G2 admet une P2-orientation. Par
conséquent, dans le problème S-GO, nous pouvons toujours, sans perte de
généralité, considérer que le graphe en entrée est un MAG.
Deux instances (G1,P1) et (G2,P2) de MIN-D-GO sont dites équiva-
lentes dans le cas suivant : il existe une solution optimale pour MIN-D-GO
avec l’instance (G1,P1) qui crée k arêtes doublement orientées si, et seule-
ment si, il existe une solution optimale pour le même problème avec l’ins-
tance (G2,P2) qui crée également k arêtes doublement orientées.
Comme dans le problème S-GO, nous allons montrer que dans le pro-
blème MIN-D-GO nous pouvons aussi considérer, sans perte de généralité,
que le graphe en entrée est un MAG. Dans un premier temps, nous mon-
trons dans la Propriété 4.4 que, pour tout graphe mixte et P-connexe G, et
pour tout cycle C dans G, nous pouvons trouver une solution optimale de
MIN-D-GO avec l’instance (G,P) de sorte que, dans l’orientation, le cycle
C devient un circuit. Ensuite, nous montrons dans la Propriété 4.6 que les
sommets de chaque circuit peuvent être contractés en un seul sommet,
selon un ordre maîtrisé sur les circuits, sans changer la nature du pro-
blème. La preuve que nous proposons pour cette propriété est proche à
celle proposée dans [SES11].
Propriété 4.4 (Orientation des cycles) Soient G = (V, E, A) un graphe mixte et P ⊆ V × V
un ensemble de paires de sommets. Supposons que G est P-connexe. Soit C un
cycle dans G. Soit G′ un graphe mixte obtenu à partir de G en orientant toutes les
arêtes de C dans la même direction (une telle direction est choisie arbitrairement
quand A(C) = ∅) pour obtenir un circuit C′. Alors, les instances (G,P) et
(G′,P) du problème MIN-D-GO sont équivalentes.
Preuve. Nous voulons montrer qu’il existe une solution pour MIN-D-GO
avec l’instance (G,P) qui crée k arêtes doublement orientées si, et seule-
ment si, il existe une solution pour le même problème avec l’instance
(G′,P) qui crée également k arêtes doublement orientées.
⇒: D’abord, comme G est P-connexe, il doit exister une solution optimale
H pour l’instance (G,P). Soit H′ une orientation de G′ telle que les arêtes
dans E(G′)\E(C) sont remplacées par les mêmes arcs que dans H (voir la
Figure 4.6 pour une illustration).
Nous montrons maintenant que H′ est une solution optimale, pour
MIN-D-GO avec l’instance (G′,P), et donc ayant le même nombre d’arêtes
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Figure 4.6 – (a) (G,P) est une instance du problème MIN-D-GO avec P =
{(12, 17), (18, 19)}, C est un cycle dans G dont l’ensemble de sommets est {1, 2, . . . , 11}.
(b) G′ est un graphe mixte obtenu de G en orientant les arêtes du cycle C dans la même
direction pour obtenir un circuit (c) H est une solution optimale de MIN-D-GO, avec
l’instance (G,P), qui crée une seule arête doublement orientée. (d) H′ est une solution
optimale pour le même problème avec l’instance (G′,P) qui crée aussi une seule arête
doublement orientée. Les sommets remplis dans H (resp. dans H′) induisent un chemin
satisfaisant la paire (12, 17).
doublement orientées que H. Soit (u, v) ∈ P . Si u, v ∈ V(C) alors évidem-
ment la paire (u, v) est satisfaite dans H′ par un chemin dans le circuit C′.
Si u /∈ V(C) ou v /∈ V(C), alors on considère le chemin P = a1a2 . . . am
dans H, de u à v (u = a1 et v = am), qui satisfait la paire (u, v). On pose
x = min {i : ai ∈ V(C)} et y = max {i : ai ∈ V(C)}. La paire (u, v) est
satisfaite dans H′ par le chemin a1a2 . . . ax−1Qay+1ay+1 . . . am tel que Q est
un sous-chemin de C′ partant de ax vers ay (voir un exemple d’illustration
dans la Figure 4.6, dans lequel ax = 3 et ay = 1).
Soit k (resp. k′) le nombre d’arêtes doublement orientées dans H (resp.
dans H′). Évidemment, on a k′ ≤ k. Par ailleurs, toute orientation de G′
est aussi une orientation de G, donc l’optimalité de k implique que k′ = k
et que H′ est aussi une solution optimale pour MIN-D-GO avec l’instance
(G′,P).
⇐: Le graphe G′ est P-connexe parce que G est P-connexe et l’orienta-
tion du cycle n’a pas d’impact sur la P-connexité. Donc, il doit exister une
solution optimale G′opt pour MIN-D-GO avec l’instance (G′,P). Soit k′ le
nombre d’arêtes doublement orientées dans G′opt. Le graphe G′opt est donc
une (P , k′)-D-orientation de G. Montrons que G′opt est une solution opti-
male pour MIN-D-GO avec l’instance (G,P). Supposons, par contradic-
tion, qu’il existe une (P , k)-D-orientation de G, notée H, telle que k < k′.
Comme nous l’avons déjà fait dans le sens “⇒′′, nous pouvons construire
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à partir de H un graphe H′ tel que H′ est une (P , k)-D-orientation de G′.
Cela contredit la minimalité de k′.
Soit G = (V, E, A) un graphe mixte et soit P ⊆ V ×V un ensemble de
paires de sommets. Soit G1 = (V1, E1, A1) le graphe mixte obtenu à partir
de G en appliquant la procédure suivante appelée RÉDUIRE-INSTANCE :
1. G1 := G ;
2. Tant que (G1 contient un cycle C) faire
• Remplacer les arêtes de C par des arcs de sorte que C devienne un
circuit ;
• Appeler G1 le graphe résultant.
3. Soit P1 l’ensemble des paires obtenues à partir de P en suppri-
mant toutes les paires (u, v) ∈ P pour lesquelles il existe un chemin
orienté dans G1 allant de u à v.
La Propriété 4.4 implique que les deux instances (G,P) et (G1,P) sont
équivalentes pour tous les graphes G1 (y compris le dernier) construits
pendant la procédure. Il est clair également que (G1,P1) et (G1,P) sont
équivalentes. L’instance (G1,P1) obtenue à partir de l’instance (G,P) en
appliquant la procédure RÉDUIRE-INSTANCE est dite instance réduite.
Donc la propriété suivante est vérifiée.
Propriété 4.5 (Instances réduites) Soit (G1,P1) une instance réduite, de MIN-D-GO, obtenue
à partir de l’instance (G,P). Les instances (G,P) et (G1,P1) sont équivalentes.
Propriété 4.6 (Contraction de circuits) Soit (G1,P1) une instance réduite de MIN-D-GO, et
soit C′ un circuit dans G1. Soit (G2,P2) l’instance deMIN-D-GO définie comme
suit :
• P2 = P1 ;
• G2 est le graphe obtenu de G1 en contractant les sommets de C′ en un seul
sommet x0.
Les instances (G1,P1) et (G2,P2) sont équivalentes.
Preuve. Supposons que G1 = (V1, E1, A1) et que G2 = (V2, E2, A2). Mon-
trons que les instances (G1,P1) et (G2,P2), du problème MIN-D-GO, sont
équivalentes. Soit G′1 = (V1, A
′
1) une solution optimale pour MIN-D-GO
avec l’instance (G1,P1) créant k1 arêtes doublement orientées. Nous
construisons une orientation G′2, pour le graphe G2, comme suit. Soit
(u, v) ∈ E2. Si u 6= x0 et v 6= x0, alors l’arête (u, v) est orientée dans
G′2 de la même façon que dans G
′
1. Si u = x0 (ou de façon similaire quand
v = x0), alors il existe un sommet w ∈ V(C′) tel que (w, v) ∈ E1. Si
wv ∈ A′1 (resp. vw ∈ A′1) on remplace l’arête (x0, v), dans G2, par l’arc x0v
(resp. vx0).
On note par k2 le nombre d’arêtes doublement orientées dans G′2. Clai-
rement, k1 = k2, parce que le circuit C′ ne contient aucune arête double-
ment orientée.
Montrons maintenant que G′2 satisfait toutes les paires de P2 (on rap-
pelle que P2 = P1). Soit (u, v) ∈ P1 et soit P′1 = a1a2 . . . am un chemin
orienté dans G′1 allant de u à v (u = a1 et v = am) satisfaisant la paire
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(u, v). On pose α = min {i : ai ∈ V(C′)} et β = max {i : ai ∈ V(C′)}. Donc,
la paire (u, v) est satisfaite dans G′2 par le chemin a1a2 . . . aα−1x0aβ+1 . . . am.
Réciproquement, partant d’une solution optimale pour MIN-D-GO
avec l’instance (G2,P2), nous pouvons, de façon similaire, construire une
solution pour le même problème avec l’instance (G1,P1), en créant le
même nombre d’arêtes doublement orientées. Par conséquent, la propriété
est vérifiée.
Maintenant, en utilisant les propriétés précédentes, nous sommes ca-
pables de montrer que dans le problème MIN-D-GO nous pouvons tou-
jours et sans perte de généralité, supposer que le graphe en entrée est un
MAG.
Propriété 4.7 (Réduction au MAG) Soit (G,P) une instance du problèmeMIN-D-GO. Il existe
une instance (GM,PM) de MIN-D-GO équivalente à l’instance (G,P) telle que
GM est un MAG.
Preuve. On construit le graphe GM et l’ensemble de paires PM en utilisant
la procédure suivante :
1. On construit l’instance réduite (G1,P1) obtenue à partir de (G,P)
en utilisant la procédure RÉDUIRE-INSTANCE ;
2. On construit le graphe G2, obtenu en contractant dans G1 chaque
circuit en un seul sommet.
3. Si G2 est un MAG alors on pose GM = G2 et PM = P1. Sinon, on
pose G = G2 et P = P1, et on revient à l’étape 1.
L’équivalence des instances (GM,PM) et (G,P) (et par conséquent la
preuve de cette propriété) est assurée par les Propriétés 4.5 et 4.6 que nous
avons prouvées précédemment.
Dans le reste de ce chapitre, nous allons considérer que pour toute
instance (G,P) de MIN-D-GO (resp. S-GO), G = (V, E, A) est un MAG
et G est P-connexe. On note également que nous pouvons supposer que
le graphe G∗ est connexe. En effet, si G∗ n’est pas connexe, nous pouvons
considérer séparément chacun des graphes G1,G2, . . . ,Gr induits dans G
par les sommets des composantes connexes de G∗.
Soit G = (V, E, A) un MAG et soit P = {(si, ti) ∈ V ×V : 1 ≤ i ≤ m}
un ensemble de paires de sommets. Pour tout entier i, 1 ≤ i ≤ m, on note
par ni le nombre de chemins dans G allant de si à ti. Tout au long du reste
de ce chapitre, l’entier B est la valeur suivante :
B = max{ni : 1 ≤ i ≤ m}.
Dans les prochaines sections, nous étudions la complexité de S-GO
(Section 4.5) et MIN-D-GO (Section 4.6), en considérant différentes
contraintes sur les trois paramètres : ∆(G∗), B et |P|.
Notons que, quand B = 1, nous pouvons résoudre facilement les pro-
blèmes S-GO et MIN-D-GO. En effet, G est P-connexe et G∗ est connexe,
donc si en plus B = 1, alors pour toute paire (si, ti) ∈ P il y a un unique
chemin Pi dans G allant de si à ti. Par conséquent, pour satisfaire la paire
(si, ti) nous devons orienter Pi de si vers ti. Ensuite, on oriente chaque arête
restante (u, v) en choisissant une direction arbitraire. Évidemment, dans
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cette orientation nous créons un nombre minimum d’arêtes doublement
orientées, et donc nous obtenons une solution optimale pour MIN-D-GO.
Si la solution obtenue n’a aucune arête doublement orientée, alors on ob-
tient une P-orientation de G. Sinon, il n’existe aucune P-orientation pour
le graphe G. Remarquons également que le cas ∆(G∗) = 1 est trivial.
Les résultats de complexité, quand B ≥ 2 et ∆(G∗) ≥ 2, sont résumés
dans les Tableaux 4.1 et 4.2.
Le Tableau 4.1 montre que le paramètre B définit la frontière entre les
instances faciles (B = 2) et celles difficiles (B = 3) du problème de décision
S-GO, même si G∗ est un graphe dont le degré maximum est relativement
petit (∆(G∗) = 3). D’autre part, le paramètre ∆(G∗) définit également la
frontière entre les instances faciles (∆(G∗) = 2) et les instances difficiles
(∆(G∗) = 3) pour le problème d’optimisation MIN-D-GO, même si B =
2. Dans le Tableau 4.2, nous montrons des résultats de complexité pour
les deux problèmes en considérant différentes valeurs de |P|. Les deux
problèmes sont faciles quand (i) |P| ≤ 2 ou (ii) |P| et B sont constantes, et
difficiles quand |P| est non borné, même si B = 3 (et plus généralement
quand B ≥ 3).
∆(G∗) = 2 ∆(G∗) = 3
B = 2 B = 3 B est non-borné
S-GO P [Cor. 4.1] P [Th. 4.1] NPC
[Th. 4.3]
NPC
[Th. 4.3]
MIN-D-GO P [Th. 4.4, 4.5] APX-d [Th. 4.10] NPC [Th. 4.8],
Non-approx.
[Th. 4.9]
NPC [Th. 4.8],
Non-approx. [Th. 4.9],
W[1]-d [Th. 4.11]
Tableau 4.1 – Complexité de S-GO et MIN-D-GO quand G est un MAG et G∗ est un
graphe de degré borné. Rappelons que B = max{ni, 1 ≤ i ≤ |P|}, où ni est le nombre
de chemins allant dans G de si à ti. On note également que le résultat du Théorème 4.1
reste valide même si ∆(G∗) est non-borné.
|P| ≤ 2 |P| ≥ 3 (et |P| = O(1)) |P| est borné
B = O(1) B est non-
borné
B ≥ 3
S-GO P [Arkin et al. [AH02]] P [Th. 4.2] Ouvert NPC
[Arkin et al. [AH02]]
MIN-D-GO P [Th. 4.6] P [Th. 4.7] Ouvert APX-d [Th. 4.10]
Tableau 4.2 – Complexité de S-GO etMIN-D-GO pour différentes valeurs de |P| quand
G est un MAG.
4.5 Complexité du problème S-GO
Cette section est consacrée à l’étude de complexité du problème S-GO,
en considérant les MAGs avec ∆(G∗) borné et/ou B borné (Tableau 4.1),
et |P| borné (Tableau 4.2).
4.5.1 Algorithmes polynomiaux
Théorème 4.1 Le problème S-GO peut se résoudre en temps polynomial quand G est un MAG et
B = 2.
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Preuve. Pour toute paire (si, ti) ∈ P il y a au plus deux chemins distincts,
dans G, allant de si à ti, et ces chemins peuvent être calculés en temps
polynomial [GL09].
Si pour une paire (si, ti) ∈ P , il existe un seul chemin de si à ti, alors
nous orientons ce chemin de si vers ti et ensuite nous retirons la paire
(si, ti) de l’ensemble P . Nous continuons ce processus jusqu’à ce que l’un
des trois cas suivants apparaisse :
1. G n’est plus P-connexe ;
2. P = ∅ ;
3. Pour toute paire (si, ti) ∈ P il existe exactement deux chemins dans
G allant de si à ti.
Le premier cas implique que G n’a aucune P-orientation. Dans le
deuxième cas, pour obtenir une P-orientation de G, il suffit d’orienter
arbitrairement chaque arête, dans le graphe résultant, dans une direction
unique. Enfin, dans le troisième cas, nous avons une instance du problème
S-GO dans laquelle, pour tout (si, ti) ∈ P , il y a dans G exactement deux
chemins de si à ti.
On note par Xi1 et Xi2 les deux chemins dans G allant de si à ti. Étant
donnés i, j ∈ {1, 2, . . . |P|}, i 6= j, et a, b ∈ {1, 2}, on dit que les deux
chemins Xia et Xjb sont en conflit si l’orientation de Xia de si vers ti et de
Xjb de sj vers tj crée au moins une arête doublement orientée.
Nous allons maintenant construire une instance (X , C) du problème
2-SAT, équivalente à l’instance (G,P) du problème S-GO.
Soit X = {xi1, xi2 : 1 ≤ i ≤ |P|} l’ensemble des variables. Pour
tout i ∈ {1, 2, . . . , |P|}, on ajoute à C la clause ci = (xi1 ∨ xi2). Pour tout
i, j ∈ {1, 2, . . . , |P|}, i 6= j, et a, b ∈ {1, 2}, on ajoute la clause (xia ∨ xjb) si
les chemins Xia et Xjb sont en conflit.
Nous allons montrer la propriété suivante : il existe une affectation des
variables de X qui satisfait toutes les clauses de C si, et seulement si, il
existe une P-orientation pour G.
⇒: Considérons une affectation satisfaisant toutes les clauses de C et soit
xihi , 1 ≤ hi ≤ 2, un littéral de la clause ci, 1 ≤ i ≤ |P|, avec la valeur vrai.
On oriente dans G le chemin Xihi , de si vers ti, pour tout i, 1 ≤ i ≤ |P|.
Cette orientation ne peut pas créer une arête doublement orientée. Autre-
ment, il y aurait des entiers i, j ∈ {1, 2, . . . |P|}, i 6= j, tels que les chemins
Xihi et Xjhj seraient en conflit, et cela impliquerait que la clause (xihi ∨ xjhj)
serait insatisfaite. Pour finir l’orientation, on oriente arbitrairement, dans
une unique direction, chaque arête restante.
⇐: Dans une P-orientation de G, considérons l’ensemble
{Y1h1 ,Y2h2 , . . . ,Y|P|h|P|} tel que Yihi est un chemin (orienté) de si à
ti. Chaque chemin Yihi est l’orientation (du sommet source vers le sommet
terminal) d’un chemin mixte Xihi , hi ∈ {1, 2}, pour tout 1 ≤ i ≤ |P|.
On met à vrai les variables {xihi : 1 ≤ i ≤ |P|} et on met à faux
les variables restantes. Évidemment, cette affectation satisfait les clauses
{ci : 1 ≤ i ≤ |P|}. Montrons maintenant que les clauses restantes sont
aussi satisfaites. Supposons, par contradiction, qu’il existe une clause
insatisfaite (xia ∨ xjb). Donc, xia = vrai et xjb = vrai. Par conséquent, le
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chemin Xia (resp. Xjb) a été orienté dans G de si vers ti (resp. de sj vers
tj). C’est une contradiction, parce que dans une P-orientation les arêtes
doublement orientées ne sont pas autorisées et donc nous ne pouvons pas
utiliser, simultanément, deux chemins en conflit.
Comme le problème 2-SAT se résout en temps polynomial [APT79],
on en déduit que le problème S-GO se résout aussi en temps polynomial
quand G est un MAG, et qu’il y a dans G au plus deux chemins de si à ti,
pour tout (si, ti) ∈ P .
Corollaire 4.1 Le problème S-GO peut se résoudre en temps polynomial quand G est un MAG
et ∆(G∗) = 2.
Preuve. Le graphe G∗ est connexe. Donc, quand ∆(G∗) = 2, le graphe G∗
doit être un chemin ou un cycle, et par conséquent B ≤ 2. Si B = 1, le
problème S-GO est trivial. Si B = 2, on en déduit à partir du résultat
précédent (le Théorème 4.1) que le problème S-GO peut se résoudre en
temps polynomial.
Nous montrons maintenant que le problème S-GO est facile quand les
deux paramètres B et |P| sont bornés.
Théorème 4.2 Le problème S-GO peut se résoudre en temps polynomial quand G est un MAG,
|P| = O(1) et B = O(1).
Preuve. Soient G = (V, E, A) un MAG et P = {(si, ti), 1 ≤ i ≤ m} un
ensemble de paires de sommets source-terminal. On pose n = |V|. Rap-
pelons que pour tout (si, ti) ∈ P il y a dans G au plus B chemins allant
de si à ti. On note par χi l’ensemble de chemins dans G allant de si à
ti. Nous pouvons calculer l’ensemble χi en temps polynomial. En effet,
on commence par la construction d’un graphe orienté G′ obtenu de G en
remplaçant toute arête (u, v) ∈ E par les deux arcs uv et vu, et ensuite
on calcule l’ensemble χ′i des B plus courts chemins dans G
′ allant de si
à ti. Ce calcul peut se faire en temps de O(B(n(|E|+ |A|) + n2 log log n))
[GL09]. Enfin, l’ensemble χi est obtenu de χ′i en remplaçant, dans chaque
chemin orienté P′ ∈ χ′i, tout arc uv ∈ A(P′)\A par l’arête (u, v).
Par ailleurs, pour satisfaire la paire (si, ti) on doit choisir un chemin
Pi ∈ χi et orienter ses arêtes pour créer un chemin orienté de si à ti.
L’orientation de Pi peut être effectuée en temps de O(n), parce que Pi est
acyclique. Or |χi| ≤ B, donc nous pouvons considérer toutes les combinai-
sons possibles, en choisissant un chemin par paire, en temps de O(Bm).
Ensuite, on oriente (du sommet source vers le sommet terminal) les m che-
mins obtenus, en un temps de O(mn). Donc, le choix des chemins et leurs
orientations peuvent être effectués en temps de O(Bm×mn)). Maintenant,
nous distinguons deux cas :
• Chacune des orientations obtenues contient des arêtes doublement
orientées. Dans ce cas, le graphe G ne possède pas de P-orientation.
• L’une des orientations obtenues ne contient aucune arête double-
ment orientée. Donc, une telle orientation peut être complétée en
remplaçant toute arête par un seul arc, orienté dans un sens arbi-
traire, pour obtenir une P-orientation de G.
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Remarquons que la complexité de l’algorithme proposé dans la preuve
du Théorème 4.2 peut s’écrire sous la forme f (B, |P|) · nO(1), où f est une
fonction exponentielle et indépendante de n. Donc, on en déduit que le
problème S-GO est FPT paramétré par B et |P|.
4.5.2 Résultats de difficulté
Nous avons montré dans le Théorème 4.1 que le problème S-GO est
facile quand B = 2. En revanche, dans le théorème suivant, nous montrons
que le problème devient difficile quand B = 3.
Théorème 4.3 Le problème S-GO est NP-complet même si le graphe G est un MAG, ∆(G∗) = 3
et B = 3.
Preuve. Arkin et al. [AH02] ont présenté une preuve de NP-complexité
pour S-GO quand G est un MAG général. Leur preuve est basée sur une
réduction du problème de Satisfiabilité (SAT). Ici, nous modifions le MAG
G construit dans leur réduction pour assurer que ∆(G∗) = 3. Dans cet
objectif, nous proposons une réduction du problème NP-complet 3-SAT-
4 [Tov84] définie comme suit. Soit Xn = {x1, . . . xn} un ensemble de va-
riables et soit Cm = {c1, . . . cm} un ensemble de clauses construites sur X
telles que :
• chaque clause est une conjonction de trois littéraux ;
• chaque variable apparaît dans au plus quatre clauses.
Le but du problème 3-SAT-4 est de vérifier s’il existe une affectation des
variables de Xn qui satisfait toutes les clauses dans Cm.
Soit (Cm,Xn) une instance du problème 3-SAT-4. Pour tout j, 1 ≤ j ≤ n,
la variable xj satisfait la condition suivante : (1) xj et xj apparaissent au
plus dans quatre clauses. De plus, nous pouvons considérer sans perte de
généralité que (2) pour chaque variable xj, il existe au moins une clause qui
contient xj et au moins une clause qui contient xj. Autrement, la variable
xj peut être fixée arbitrairement à vrai ou à faux.
Nous construisons maintenant une instance (G,P) du problème S-GO
(voir la Figure 4.7 pour une illustration). Pour chaque clause ci, on crée
deux sommets si et ti, 1 ≤ i ≤ m. Pour chaque variable xj, on crée les
14 sommets suivants : {uj, vj} ∪ {ajk, bjk, a′jk, b′jk}1≤k≤3. Ensuite, on ajoute
une arête (uj, vj) et les quatre chemins orientés : aj1aj2aj3uj, vjbj3bj2bj1,
a′j1a
′
j2a
′
j3vj et enfin ujb
′
j3b
′
j2b
′
j1, pour tout 1 ≤ j ≤ n.
Pour chaque variable xj, il y a k j clauses contenant xj et k′j clauses
contenant xj telles que 1 ≤ k j ≤ 3, 1 ≤ k′j ≤ 3 et k j + k′j ≤ 4.
Soit {ci1 , ci2 , . . . , cikj } (resp. {ci′1 , ci′2 , . . . , ci′k′j }) l’ensemble des clauses qui
contiennent xj (resp. xj). On ajoute un arc siαajα et un arc bjαtiα , pour tout
α ∈ {1, 2, . . . k j}. On ajoute également un arc si′βa′jβ et un arc b′jβt′iβ , pour
tout β ∈ {1, 2, . . . k′j}. Pour finir la construction, on pose P = {(si, ti), 1 ≤
i ≤ m}.
A l’aide des conditions (1) et (2), nous pouvons facilement vérifier que
∆(G∗) = 3. De plus, pour chaque paire (si, ti) il y a exactement trois che-
mins dans G allant de si à ti, parce que chaque clause de Cm contient
exactement trois littéraux. Donc B = 3.
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Nous allons montrer la propriété suivante : il existe une affectation
qui satisfait toutes les clauses de Cm si, et seulement si, il existe une P-
orientation pour G.
⇒: Considérons une affectation qui satisfait toutes les clauses de Cm. De
façon similaire à la preuve présentée dans [AH02], si xj = vrai (resp.
xj = faux) alors on oriente l’arête (uj, vj) de uj vers vj (resp. de vj vers
uj). Soit li un littéral de la clause ci avec la valeur vrai. Donc, il existe
une variable xj telle que li = xj ou li = xj. Si li = xj (resp. li = xj), et par
conséquent il existe un entier ki, 1 ≤ ki ≤ 3, tel que siajki , bjki ti ∈ A(G)
(resp. sia′jki , b
′
jki
ti ∈ A(G)). Donc, la paire (si, ti) est satisfaite par le chemin
siajkiaj(ki+1) . . . ujvjbj3 . . . bjki ti (resp. sia
′
jki
a′j(ki+1) . . . vjujb
′
j3 . . . b
′
jki
ti).
⇐: Étant donnée une P-orientation G′ de G, on met la variable xj à vrai
(resp. à faux) si l’arête ujvj ∈ A(G′) (resp. vjuj ∈ A(G′)). Soit ci une
clause de Cm. La paire (si, ti) est satisfaite par un chemin (orienté) P dans
G′, allant de si à ti et passant par un arc ujvj ou un an arc vjuj. Si P
contient l’arc ujvj, alors la clause ci doit contenir le littéral xj et donc ci est
satisfaite. Si P contient l’arc vjuj (et par conséquent xj = faux), la clause
ci doit contenir le littéral xj et donc ci est aussi satisfaite.
s1 s2 s3
t1 t2 t3
t4
s4
a11 a12 a13 u1 b′13 b
′
12 b
′
11
b11 b12 b13 v1 a
′
13 a
′
12 a
′
11
Figure 4.7 – Construction d’une instance (G,P) du problème S-GO à partir d’une
instance de 3-SAT-4. L’ensemble de variables est X = {xj, 1 ≤ j ≤ 6} et l’ensemble
de clauses est C = {ci, 1 ≤ i ≤ 4} avec c1 = (x1 ∨ x2 ∨ x3), c2 = (x1 ∨ x4 ∨ x5),
c3 = (x1 ∨ x4 ∨ x6) et c4 = (x1 ∨ x5 ∨ x6). L’ensemble des paires à satisfaire est P =
{(si, ti), 1 ≤ i ≤ 4}. Dans cette figure, nous ne montrons pas le graphe G mais seulement
le sous-graphe de G correspondant à la variable x1.
4.6 Complexité du problème MIN-D-GO
Le problème d’optimisation MIN-D-GO peut être vu comme étant une
variante du problème de décision, étudiée dans la section précédente (Sec-
tion 4.5), dans laquelle nous autorisons certaines arêtes à être doublement
orientées. Par conséquent, toute P-orientation de G est une solution op-
timale de MIN-D-GO. Par contre, si le graphe G ne possède aucune P-
orientation, alors on en déduit seulement qu’il faut doubler l’orientation
d’au moins une arête pour résoudre MIN-D-GO, mais en général cela ne
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donne aucune information sur le nombre minimum d’arêtes doublement
orientées nécessaires pour résoudre le problème.
Dans cette section, nous étudions la complexité du problème
MIN-D-GO quand le graphe mixte en entrée est un MAG (voir les Ta-
bleaux 4.1 et 4.2). Comme dans la section précédente, nous supposons que
G est P-connexe et que G∗ est connexe.
Dans le reste de cette section, on note par D-GO la version de décision
naturelle associée au problème MIN-D-GO.
4.6.1 Algorithmes polynomiaux
Nous montrons d’abord que, quand ∆(G∗) = 2, le problème
MIN-D-GO peut se résoudre en temps polynomial. Le graphe G∗ est
connexe, donc G∗ est un chemin ou un cycle. Si G∗ est un chemin, alors
pour tout (si, ti) ∈ P il existe dans G un unique chemin Pi allant de si à ti.
Donc, pour résoudre MIN-D-GO il suffit d’orienter tous les chemins Pi de
la source vers le terminal. Ensuite, on remplace chaque arête restante par
un arc orienté dans un sens arbitraire.
Considérons maintenant les cas où G∗ est un cycle et donc B ≤ 2.
Soit P ′ ⊆ P l’ensemble de paires pour lesquelles il existe un seul
chemin dans G allant du sommet source vers le sommet terminal. Soit P ′′
l’ensemble de paires pour lesquelles il existe deux chemins dans G allant
du sommet source vers le sommet terminal. Le graphe G∗ est un cycle,
donc P = P ′ ∪ P ′′.
Notation 4.1 On note par sr(P ′′) (resp. tr(P ′′)) l’ensemble des sommets sources (resp. termi-
naux) dans P ′′, c’est-à-dire,
sr(P ′′) = {s : ∃t tel que (s, t) ∈ P ′′};
tr(P ′′) = {t : ∃s tel que (s, t) ∈ P ′′}
On pose m′ = |P ′| et m′′ = |P ′′|. Quand m′′ = 1, nous pouvons
résoudre facilement le problème MIN-D-GO. En effet, pour toute paire
(s, t) ∈ P ′ nous orientons (de s vers t) l’unique chemin dans G allant de s
à t. Ensuite, pour satisfaire l’unique paire dans P ′′, seulement deux orien-
tations sont possibles. Donc, nous gardons celle qui crée le moins d’arêtes
doublement orientées.
Dans le reste de cette section, nous supposons que m′′ ≥ 2.
Propriété 4.8 Le graphe G est nécessairement composé des quatre sous-graphes suivants :
1. Un chemin non-orienté P1 = si1X1si2X2 . . .X(m′′−1)sim′′ t.q.{si1 , si2 , . . . , sim′′ } = sr(P ′′) et pour tout k, 1 ≤ k < m′′, Xk est
un chemin non-orienté dans G ;
2. Un chemin non-orienté P2 = tj1Y1tj2Y2 . . .Y(m′′−1)tjm′′ t.q.{tj1 , tj2 , . . . , tjm′′ } = tr(P ′′) et pour tout k, 1 ≤ k < m′′, Yk est un
chemin non-orienté dans G ;
3. Un chemin P3 allant de si1 à tj1 , avec A(P3) 6= ∅ ;
4. Un chemin P4 allant de sim′′ à tjm′′ , avec A(P4) 6= ∅.
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Nous pouvons aussi considérer, sans perte de généralité, que j1 = 1, j2 =
2, . . . , jm′′ = m′′.
Une illustration de la Propriété 4.8 est donnée dans la Figure 4.8 (a)
dans laquelle m′ = 2, m′′ = 11, i1 = 6 et i11 = 10.
Preuve. Soit (s, t) ∈ P ′′. On note par p1 = u1u2 . . . uk1 et p2 = v1v2 . . . vk2
les deux chemins distincts dans G allant de s à t. Le graphe G∗ est
un cycle, donc G est formé par les deux chemins p1 et p2, c’est-à-dire,
V(G) = V(p1) ∪ V(p2), E(G) = E(p1) ∪ E(p2) et A(G) = A(p1) ∪ A(p2).
Or, G est un MAG, donc il existe un entier i ∈ {1, . . . , k1 − 1} et un entier
j ∈ {1, . . . , k2 − 1} tels que uiui+1 ∈ A(p1) et vjvj+1 ∈ A(p2). On note
par α1 (resp. β1) l’entier minium (resp. maximum) pour lequel uα1uα1+1 ∈
A(p1) (resp. uβ1uβ1+1 ∈ A(p1)). On note également par α2 (resp. β2)
l’entier minimum (resp. maximum) pour lequel vα2vα2+1 ∈ A(p2) (resp.
vβ2vβ2+1 ∈ A(p2)). Chaque sommet si ∈ sr(P ′′) doit appartenir au che-
min non-orienté dans G, noté X, allant de uα1 à vα2 . Autrement, à cause
des arcs uα1uα1+1 et vα2vα2+1, le graphe G ne pourrait pas contenir deux
chemins allant de si à ti. De façon similaire, chaque sommet ti ∈ tr(P ′′)
doit appartenir à un chemin non-orienté dans G, noté Y, allant de uβ1+1 à
vβ2+1.
Supposons que le chemin X (resp. Y) est le chemin a1a2 . . . a|X| (resp.
b1b2 . . . b|Y|) t.q. a1 = uα1 et a|X| = vα2 (resp. b1 = uβ1+1 et b|Y| = vβ2+1). Soit
q1 (resp. r1) l’entier minimum (resp. maximum) t.q. aq1 ∈ V(X) ∩ sr(P ′′)
(resp. ar1 ∈ V(X) ∩ sr(P ′′)). De la même manière, soit q2 (resp. r2) l’entier
minimum (resp. maximum) t.q. bq2 ∈ V(Y) ∩ tr(P ′′) (resp. br2 ∈ V(Y) ∩
tr(P ′′)).
On note par P1 (resp. P2) le sous-chemin de X (resp. Y) allant de aq1
(resp. bq2) à ar1 (resp. br2). Le graphe G est donc composé (1) du chemin
P1 dont les sommets dans sr(P ′′) peuvent être numérotés de si1 à sim′′ t.q.
sr(P ′′) = {si1 , si2 , . . . , sim′′ }, (2) du chemin P2 dont les sommets dans tr(P ′′)
peuvent être numérotés de tj1 à tjm′′ t.q. tr(P ′′) = {tj1 , tj2 , . . . , tjm′′ }, (3) du
chemin P3 allant de si1 à tj1 et (4) le chemin P4 allant de sim′′ à tjm′′ .
La Propriété 4.8 nous mène à la définition suivante :
Définition 4.7 Soit G = (V, E, A) unMAG tel que G∗ est un cycle. Soit P un ensemble de paires
de sommets source-terminal. Une P ′′-représentation de G est une représentation
planaire de G sous forme d’un rectangle ABCD tel que :
(i) Les sommets de sr(P ′′) se trouvent, dans G∗, sur un chemin vertical AB
dans l’ordre A = si1 , si2 , . . . , sim′′ = B.
(ii) Les sommets de tr(P ′′) se trouvent, dans G∗, sur un chemin vertical DC
dans l’ordre D = t1, t2, . . . , tm′′ = C.
(iii) AD et BC sont des chemins horizontaux tels que A(AD) 6= ∅ et
A(BC) 6= ∅.
Pour tout (u, v) ∈ sr(P ′′)× tr(P ′′), le graphe G (et de façon similaire,
toute orientation de G) peut être décomposé en deux sous-graphes. Le
premier (resp. le deuxième) est composé des sommets qui se trouvent sur
le segment vertical uA, le segment horizontal AD et le segment vertical
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Figure 4.8 – Le problème MIN-D-GO quand G∗ est un cycle. (a) Les sommets
remplis (resp. hachurés) correspondent à l’ensemble P ′ (resp. P ′′) de paires (s, t) t.q.
G contient exactement un (resp. deux) chemin(s) de s à t. Le rectangle ABCD est une
P ′′-représentation de G. Le chemin rempli (resp. en pointillés) est le chemin G[s6, t6]+
(resp. G[s6, t6]−) (b) Le graphe G′ obtenu à partir de G après l’orientation de l’unique
chemin allant de s à t pour tout (s, t) ∈ P ′. (c) L’orientation des trois sous-graphes
G′[s6, t6]− (ligne en pointillés), G′[s5, t5]+ et G′[s2, t2]+, de la source vers le sommet
terminal, donne (par le Lemme 4.1(c)) une orientation (partielle) réalisable.
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Dv (resp. uB, BC et Cv). On note le premier (resp. le second) sous-graphe
par G[u, v]+ (resp. G[u, v]−). Une illustration est donnée dans la Figure 4.8.
Rappelons que pour tout (si, ti) ∈ P ′, il existe dans G un unique che-
min Pi de si à ti. Donc, pour satisfaire les paires dans P ′, nous devons
orienter les chemins Pi de si vers ti .
Dans la suite, on note par G′ le graphe mixte obtenu de G après l’orien-
tation de tous les chemins Pi (voir l’exemple de construction de G′ dans la
Figure 4.8 (b)).
Considérons une P ′′-représentation de G, et soit (si, ti) ∈ P ′′. Même si
les sous-graphes G[si, ti]+ et G[si, ti]− sont des chemins dans G, les sous-
graphes G′[si, ti]+ et G′[si, ti]− ne sont pas forcément des chemins. En re-
vanche, dans le but de satisfaire la paire (si, ti), nous devons orienter au
moins l’un de ces sous-graphes pour obtenir un chemin orienté allant de
si à ti. Supposons que G′[si, ti]+ = u1u2 . . . uk1 tel que u1 = si, uk1 = ti
et (uj, uj+1) ∈ E(G′) ou ujuj+1 ∈ A(G′) ou uj+1uj ∈ A(G′), pour tout
j ∈ {1, 2, . . . , k1 − 1}. Dans la suite, nous allons souvent écrire l’orientation
de G′[si, ti]+ (ou de façon similaire, l’orientation de G′[si, ti]−) de si vers ti
pour faire référence à l’orientation suivante :
• Si (uj, uj+1) ∈ E(G′) alors l’arête (uj, uj+1) est remplacée par l’arc
ujuj+1 ;
• Si uj+1uj ∈ A(G′) et ujuj+1 /∈ A(G′) alors nous ajoutons, dans G′,
l’arc ujuj+1 (c’est-à-dire, nous créons une arête doublement orientée).
Cette orientation est également applicable à tout sous-graphe G′[u, v]+
ou G′[u, v]−, avec (u, v) ∈ sr(P ′′)× tr(P ′′).
Définition 4.8 (Orientation partielle) Nous appelons orientation partielle de G′ tout graphe
mixte obtenu à partir de G′ en orientant, pour certaines paires (si, ti) ∈ P ′′,
le sous-graphe G′[si, ti]− et/ou G′[si, ti]+ de si vers ti.
Pour simplifier la présentation, nous considérons que tous les sommets
sources dans P ′′ sont distincts, nous considérons aussi que tous les som-
mets terminaux dans P ′′ sont distincts, c’est-à-dire, |sr(P ′′)| = |tr(P ′′)| =
m′′. Nous pouvons faire cette hypothèse sans aucune perte de généralité.
En effet, si pour une instance donnée nous avons (s, t), (s, t′) ∈ P ′′, nous
pouvons remplacer le sommet s, dans G′, par deux sommets s et s′ liés
par une arête doublement orientée, et ensuite nous remplaçons, dans P ′′,
la paire (s, t′) par la paire (s′, t′).
Définition 4.9 (Orientation réalisable vs. Orientation optimale) Soit H une orientation partielle
de G′. Le graphe H est dit orientation réalisable si pour tout (si, ti) ∈ P , il
existe dans H un chemin orienté allant de si à ti. Le graphe est dit orientation
optimale s’il résout le problème MIN-D-GO.
Un exemple d’une orientation (partielle) réalisable est donné dans la
Figure 4.8 (c).
Pour résoudre le problème MIN-D-GO quand G∗ est un cycle,
nous proposons deux algorithmes polynomiaux appelés Min-Cycle-
Orientation-1 et Min-Cycle-Orientation-2 (abrégés respectivement
MCO-1 et MCO-2).
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L’algorithme MCO-1 (Algorithme 3)
L’algorithme est simple, nous orientons un chemin “+” et un chemin
“-”, du sommet source vers le sommet terminal, de sorte que les deux
chemins couvrent tous les sommets sources et tous les sommets terminaux
dans P ′′. Nous faisons varier le début et la fin de chacun de ces chemins
sur toutes les possibilités, et enfin nous gardons l’orientation réalisable
créant un nombre minimum d’arête doublement orientées.
Algorithme 3 MCO-1(G = (V, E, A),P ⊆ V ×V)
Entrées : Un MAG G = (V, A, E) t.q. G∗ est un cycle, un ensemble de
paires P ⊆ V ×V.
But : Trouver une orientation optimale de G.
1: /* Update(Gres,Gi) : Si le nombre d’arêtes doublement orientées d’une
orientation réalisable Gi est strictement inférieur à celui de Gres alors
Gres := Gi */
2: /* Represent(P ,G′) : Cette procédure construit la P ′′-représentation
de G′, c’est-à-dire, un rectangle ABCD (définie page 103) */
3: Soit P ′ (resp. P ′′) l’ensemble de paires (s, t) t.q. G contient exactement
un (resp. deux) chemin(s) allant de s à t.
4: G′ := G;
5: pour toute paire (s, t) ∈ P ′ faire
6: Orienter l’unique chemin dans G′, entre s et t, de s vers t.
7: fin pour
8: Gres := G′; Represent(P ,G′); /* Construction du rectangle ABCD */
/* Orientation de G1[si1 , t1]
− de la source vers le terminal */
9: G1 := G′; Orient(si1 , t1,−,G1); Update(Gres,G1);
/* Orientation de G1[sim′′ , tm′′ ]
+ de la source vers le terminal */
10: G2 := G′; Orient(sim′′ , tm′′ ,+,G2); Update(Gres,G2);
11: pour tout (g, j) avec 1 ≤ g,j ≤ m′′ et g ≥ j− 1 faire
12: pour tout (k, l) avec 1 ≤ k,l ≤ m′′ et k ≥ l − 1 faire
13: G3 := G′; Orient(sig , tk,+,G3); Orient(sij , tl ,−,G3);
14: si (G3 est une orientation réalisable) alors
15: Update(Gres,G3);
16: finsi
17: fin pour
18: fin pour
/* Orientation arbitraire des arêtes restantes dans Gres */
19: Remplacer chaque arête (u, v) ∈ E(Gres) par l’arc uv.
20: return Gres
Théorème 4.4 L’algorithme MCO-1 résout le problème MIN-D-GO quand G est un MAG et G∗
est un cycle.
Preuve. Soit Gres le graphe obtenu par l’algorithme MCO-1. Soit Gopt une
orientation optimale de G. On note par nres (resp. nopt) le nombre d’arêtes
doublement orientées dans Gres (resp. dans Gopt). Nous allons montrer que
Gres est une orientation réalisable et que nres = nopt. Considérons une P ′′-
représentation de Gres et Gopt. Rappelons que dans cette représentation,
les sommets sources se trouvent sur un segment vertical AB dans l’ordre
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(de haut vers le bas) A = si1 , si2 , . . . , sim′′ = B. Les sommets terminaux se
trouvent également sur un segment vertical DC dans l’ordre (de haut vers
le bas) D = t1, t2, . . . , tm′′ = C, avec m′′ = |P ′′|.
Le graphe Gres est mis à jour, par la fonction Update, dans les lignes
9, 10 et 15. Dans la ligne 9 (resp. 10) le sous-graphe Gres[si1 , t1]
− (resp.
Gres[sim′′ , tm′′ ]
+) est un chemin orienté allant du sommet source vers le
sommet terminal. Donc, dans ce cas Gres est une orientation réalisable.
Évidemment, dans la ligne 15, le graphe Gres est aussi une orientation réa-
lisable. Nous allons maintenant montrer que nres ≤ nopt (et par conséquent
nres = nopt).
D’abord, nous identifions deux cas :
• Gopt[si1 , t1]− est un chemin orienté allant de si1 à t1. Dans ce cas,
A(G1) ⊆ A(Gopt), où G1 est le graphe construit à la ligne 9.
• Gopt[sim′′ , tm′′ ]+ est un chemin orienté allant de sim′′ à tm′′ . Dans ce cas,
A(G2) ⊆ A(Gopt), où G2 est le graphe construit à la ligne 10.
Par ailleurs, G1 et G2 sont deux orientations réalisables, et l’orientation
arbitraire des arêtes à la ligne 19 n’augmente pas le nombre d’arêtes dou-
blement orientées. Par conséquent, si l’un des cas 1 ou 2 apparaît, nous
avons nres ≤ nopt.
Supposons maintenant qu’aucun des sous-graphes Gopt[si1 , t1]
− ou
Gopt[sim′′ , tm′′ ]
+ n’est un chemin orienté du sommet source vers le som-
met terminal. Soit (w, y) la paire d’entiers tels que Gopt[siw , ty]
+ est le
plus long chemin orienté, dans le sens “+”, allant d’un sommet source
vers un sommet terminal. Soit également (x, z) la paire d’entiers tels que
Gopt[six , tz]
− est le plus long chemin orienté, dans le sens “-”, allant d’un
sommet source vers un sommet terminal. Nous avons nécessairement les
inéquations suivantes : w ≥ x − 1 et y ≥ z − 1. En effet, supposons par
exemple que w ≤ x − 2. Dans ce cas, la paire (si(w+1) , t(w+1)) ne peut pas
être satisfaite dans Gopt ni par un chemin “+” (à cause de la maximalité
du chemin Gopt[siw , ty]
+), ni par un chemin “-” (à cause de la maximalité
du chemin Gopt[six , tz]
−). Cela est en contradiction avec le fait que Gopt est
une orientation réalisable.
La maximalité des chemins Gopt[siw , ty]
+ et Gopt[six , tz]
− implique que le
graphe H obtenu de G′ (pour sa valeur à la ligne 8) en orientant G′[siw , ty]+
et G′[six , tz]− du sommet source vers le sommet terminal, est une orienta-
tion réalisable vérifiant : A(H) ⊆ A(Gopt). Le graphe H correspond au
graphe G3 calculé par l’algorithme à la ligne 13 pour g = w, j = x,
k = y et l = z. Comme l’orientation des arêtes à la ligne 19 n’aug-
mente pas le nombre d’arêtes doublement orientées, on en déduit donc
que nres ≤ nopt.
Complexité de l’algorithme MCO-1. On pose n = |V(G)|, m′ = |P ′|,
m′′ = |P ′′| et m = m′ + m′′. Le calcul des ensembles P ′ et P ′′ (ligne 3)
et l’orientation des chemins, aux lignes 5-7, peut être effectué en temps
de O(mn). La construction d’une P ′′-représentation de G′ peut se faire
en temps de O(mn). Chacune des deux fonctions Update et Orient peut
être effectuée en un temps de O(n) parce que G∗ est un cycle (et donc
|A|+ |E| = O(n)). La vérification du fait que G3 est une orientation réa-
lisable (ligne 14) peut être faite en un temps de O(m′′n). Enfin, il y a
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O(m′′4) possibilités pour choisir les paires d’entiers (g, j) et (k, l). Donc la
complexité globale de l’algorithme est de O((m′ +m′′5) · n).
L’algorithme MCO-2 (Algorithme 4)
Cet algorithme est beaucoup plus élaboré que l’algorithme MCO-1 et sa
complexité est de O((m′ + m′′3) · n). L’algorithme MCO-2 est donné page
111. Afin de présenter cet algorithme, nous avons besoin de quelques
définitions supplémentaires. Nous généralisons les P ′′-représentations
comme suit.
Définition 4.10 Soit G = (V, E, A) un MAG tel que G∗ est un cycle. Soit P un ensemble
de paires de sommets et soit R ⊆ P ′′. Une R-représentation de G est une
représentation planaire de G sous forme d’un rectangle ABCD tels que :
(i) Les sommets sources de sr(R) se trouvent, dans G∗, sur un chemin vertical
AB dans l’ordre A = sRi1 , sRi2 , . . . , sRi|R| = B.
(ii) Les sommets de tr(R) se trouvent, dans G∗, sur un chemin vertical DC
dans l’ordre D = tR1 , tR2 , . . . , tRi|R| = C.
(iii) AD et BC sont des chemins horizontaux tels que A(AD) 6= ∅ et
A(BC) 6= ∅.
Remarque 4.1 La Propriété 4.8 implique que pour tout R ⊆ P ′′, il existe une R-représentation
pour G ainsi que pour toute orientation de G.
Notons que quand |R| = 1, la R-représentation de G n’est pas vrai-
ment un rectangle parce que A = B et D = C.
Dans la suite, par convention, quand R = P ′′, les sommets sRik et tRik
sont notés respectivement sik et tik .
Pour tout (u, v) ∈ sr(R)× tr(R), on note par G[u, v]+R (resp. G[u, v]−R)
le sous-graphe formé par le segment vertical uA, le segment horizontal
AD et le segment vertical Dv (resp. uB, BC et Cv). Quand |R| = 1, les
deux chemins reliant u et v, avec R = {(u, v)}, sont notés arbitrairement
par + et −.
Dans une R-représentation, pour tout 1 ≤ α, β ≤ |R|, nous notons
sRiα ≺ sRiβ (resp. sRiα ≻ sRiβ ) si sRiα se situe en dessous (resp. au dessus) de
sRiβ par rapport au segment vertical AB. De façon similaire, pour tout 1 ≤
α, β ≤ |R|, nous notons tRα ≺ tRβ (resp. tRα ≻ tRβ ) si tRα se situe en dessous
(resp. au dessus) de tRβ par rapport au segment vertical DC.
Rappelons que G′ est le graphe obtenu de G en orientant (de la source
vers le terminal) l’unique chemin allant de s à t, pour tout (s, t) ∈ P ′.
Lemme 4.1 Soit G1 une orientation partielle de G′. Soit R ⊆ P ′′. Soit ABCD une R-
représentation de G1. Supposons qu’il existe un entier x ∈ {1, . . . , |R|} tel que
G1[sRi1 , t
R
x ]
−
R soit un chemin orienté. Un seul cas parmi les cas suivants peut alors
exister.
(a) x = 1 et toutes les paires de R sont satisfaites dans G1.
(b) x ≥ 2 et toutes les paires dansR sont satisfaites dans le graphe G2 obtenu
à partir de G1 en orientant G1[sRx−1, t
R
x−1]
+
R de s
R
x−1 vers t
R
x−1.
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(c) x ≥ 2 et toutes les paires de R sont satisfaites dans le graphe G3 obtenu à
partir de G2 en orientant G2[sRy , tRy ]
+
R de s
R
y vers t
R
y , où s
R
y est le sommet
le plus bas dans le segment AB t.q. (sRy , tRy ) soit insatisfaite dans G2.
Pour une illustration du Lemme 4.1(c), voir la Figure 4.8 (c), dans la-
quelle R = P ′′, i1 = 6, x = 6 et y = 2.
Preuve. Si x = 1, alors évidemment toutes les paires de R sont satis-
faites par un sous-chemin du chemin orienté G1[sRi1 , t
R
1 ]
−
R. Considérons
maintenant le cas x ≥ 2. Soit G2 le graphe obtenu de G1 en orientant
G1[sRx−1, t
R
x−1]
+
R de s
R
x−1 vers t
R
x−1. Si toutes les paires de R sont satisfaites
dans G2, nous sommes dans le cas (b). Autrement, soit G3 le graphe ob-
tenu de G2 en orientant G2[sRy , tRy ]
+
R de s
R
y vers t
R
y , où s
R
y est le sommet le
plus bas dans AB t.q. (sRy , tRy ) est insatisfaite dans G2.
Nous allons montrer que G3 satisfait toutes les paires de R.
La paire (sRy , tRy ) est insatisfaite dans G2, donc sRy ≺ sRx−1 et tRy ≻ tRx−1.
En effet, si sRy ≻ sRx−1 alors nous avons deux cas : tRy ≻ tRx−1 ou tRy ≺ tRx .
Dans le premier (resp. le second) cas, le sous-graphe G2[sRy , tRy ]
+
R (resp.
G2[sRy , tRy ]
−
R) est un chemin orienté et cela conduit à une contradiction
parce que (sRy , tRy ) est insatisfaite dans G2. Si sRy ≺ sRx−1 et tRy ≺ tRx−1 alors
G2[sRy , tRy ]
−
R est un chemin orienté (un sous-chemin de G2[s
R
i1
, tRx ]
−
R), cela
conduit également à une contradiction. Donc, sRy ≺ sRx−1 et tRy ≻ tRx−1. Par
conséquent, le sous-graphe G3[sRy , tRx−1]
+
R est un chemin orienté allant de
sRy à tRx−1 formé par le chemin G3[s
R
y , t
R
y ]
+
R et le chemin G3[t
R
y , t
R
x−1]
+
R (un
sous-chemin de G3[sRx−1, t
R
x−1]
+
R). Le sous-graphe G3[s
R
y , t
R
x ]
−
R est aussi un
chemin orienté allant de sRy à tRx (un sous-chemin de G1[sRi1 , t
R
x ]
−
R).
Nous pouvons maintenant montrer que pour tout k ∈ {1, . . . , |R|},
il existe un chemin orienté dans G3 allant de sRik à t
R
ik
. Évidemment, si
k ∈ {x − 1, x}, la paire (sRik , tRik ) est satisfaite dans G3 parce qu’elle était
déjà satisfaite dans G2. Soit k ∈ {1, 2, . . . k} \ {x− 1, x}. Nous distinguons
les cas suivants :
1. sRik , t
R
ik
∈ V(G3[sRy , tRx ]−) ;
2. sRik , t
R
ik
∈ V(G3[sRy , tRx−1]+) ;
3. sRik ≻ sRy et tRik ≺ tRx ;
4. sRik ≺ sRy et tRik ≻ tRx−1.
Dans le premier (resp. le second) cas, G3[sRik , t
R
ik
]−R (resp. G3[s
R
ik
, tRik ]
+
R)
est un sous-chemin du chemin orienté G3[sRy , tRx ]
−
R (resp. G3[s
R
y , t
R
x−1]
+
R).
Dans le troisième cas, G3[sRik , t
R
ik
]−R est un sous-chemin du chemin orienté
G3[sRi1 , t
R
x ]
−
R. Dans le dernier cas, il doit exister dans G2 (et donc dans G3)
un chemin orienté allant de sRik à t
R
ik
. Autrement, la paire (sRik , t
R
ik
) devrait
être choisie au lieu de (sRy , tRy ).
Le deuxième algorithme MCO-2 est basé sur le Lemme 4.1.
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Idées intuitives. D’abord, nous considérons une P ′′-représentation de
G′ et Gopt. Nous allons montrer (preuve du Théorème 4.5) que pour
toute orientation optimale Gopt nous avons (i) pour tout k ∈ {1, . . . ,m′′},
Gopt[sik , tik ]
+ est un chemin orienté de sik à tik , ou sinon (ii) il doit exister
un entier r vérifiant :
• toutes les paires (sik , tik), 1 ≤ k ≤ r− 1, sont satisfaites par le chemin
Gopt[sik , tik ]
+, et
• les paires restantes sont satisfaites selon l’un des cas (a), (b), (c) du
Lemme 4.1 avec R=P ′′ \ {(sik , tik) : 1 ≤ k ≤ r − 1} (et donc sRi1 = sir ) et
1 ≤ x ≤ i1.
Par conséquent, l’algorithme MCO-2 considère dans G′ les paires
(sik , tik) dans un ordre croissant de k (la boucle “tant que” à la ligne 9), cal-
cule l’orientation de G′ comme si k était identique à r et garde la meilleure
orientation courante dans Gres (lignes 10 à 23 en appliquant le Lemme 4.1),
ensuite prépare le prochain k (ligne 24). De cette manière, toutes les va-
leurs possibles pour r sont testées, et donc Gopt correspond au Gres final.
On note que la boucle “pour” à la ligne 10 permet d’obtenir la
meilleure valeur de x pour le k courant, selon le Lemme 4.1.
Théorème 4.5 L’algorithme MCO-2 résout le problème MIN-D-GO quand G est un MAG et G∗
est un cycle.
Preuve. Soit Gres le graphe obtenu par l’algorithme MCO-2. Soit Gopt une
solution optimale pour MIN-D-GO. On note par nres (resp. nopt) le nombre
d’arêtes doublement orientées dans Gres (resp. dans Gopt). Montrons que
Gres est une orientation réalisable et que nres = nopt.
Toutes les paires de P ′ sont satisfaites dans Gres par l’orientation aux
lignes 5-7.
Remarquons qu’à chaque étape de l’algorithme, toutes les paires dans
P ′′\R sont également satisfaites dans G′ par l’orientation à la ligne 24.
Évidemment, en utilisant le Lemme 4.1 on en déduit que les graphes
Gi, 1 ≤ i ≤ 3, crées aux lignes 11, 15 et 20, satisfont toutes les paires de R
(et par conséquent toutes les paires de P). Enfin, à la ligne 26, pour tout
k ∈ {1, 2, . . . ,m′′} le sous-graphe G′[sik , tik ]+ est un chemin orienté de sik à
tik , et donc G
′ est une orientation réalisable. Donc, le graphe Gres est aussi
une orientation réalisable.
Nous passons maintenant à la deuxième partie de la preuve, nous al-
lons montrer que nres ≤ nopt (et par conséquent, nres = nopt). Considérons
une P ′′-représentation de Gopt. Si pour tout k ∈ {1, . . . ,m′′}, Gopt[sik , tik ]+
est un chemin orienté de sik à tik alors A(G
′) ⊆ A(Gopt) t.q. G′ est le graphe
obtenu, à la ligne 24, après |P ′′| exécutions de la boucle “pour” (ligne 9).
Donc, dans ce cas nous avons nres ≤ nopt.
Supposons maintenant que pour certaines paires (sik , tik) ∈ P ′′, k ∈
{1, . . . ,m′′}, le sous-graphe Gopt[sik , tik ]+ n’est pas un chemin orienté de sik
à tik (et donc Gopt[sik , tik ]
− est un chemin orienté sik à tik ). On pose
r = min{k : Gopt[sik , tik ]− est un chemin orienté de sik à tik}.
Soit H le graphe mixte obtenu à partir de G′ (pour sa valeur à la ligne 8)
en orientant (1) G′[sik , tik ]
+ de sik vers tik pour tout k, 1 ≤ k ≤ r − 1, et
(2) G′[sir , tir ]− de sir vers tir . Il est clair que A(H) ⊆ A(Gopt). Le graphe H
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Algorithme 4 MCO-2(G = (V, E, A), P ⊆ V ×V)
Entrées : Un MAG G = (V, A, E) t.q. G∗ est un cycle, un ensemble de
paires P ⊆ V ×V.
But : Trouver une orientation optimale de G.
1: /* Update(Gres,Gi) : Si le nombre d’arêtes doublement orientées d’une
orientation réalisable Gi est strictement inférieur à celui de Gres alors
Gres := Gi */
2: /* Represent(R,G′) : Cette procédure construit une R-représentation
de G′, c’est-à-dire, un rectangle ABCD (défini page 108) */
3: Soit P ′ (resp. P ′′) l’ensemble de paires (s, t) t.q. il y a dans G un seul
(resp. deux) chemin(s) allant de s à t.
4: G′ := G;
5: pour toute paire (s, t) ∈ P ′ faire
6: Orienter l’unique chemin dans G′, entre s et t, de s vers t.
7: fin pour
8: Gres := G′;R := P ′′; Represent(R,G′); /* Construction de ABCD */
9: tantque (|R| 6= ∅) faire
10: pour x := i1 à 1 par pas de -1 faire
11: G1 := G′;Orient(sRi1 , t
R
x ,−,G1);
/* Orientation de G1[sRi1 , t
R
x ]
−
R de s
R
i1
vers tRx */
12: si (x = 1) alors
13: Update(Gres,G1); /* cas (a) du Lemme 4.1 */
14: sinon
15: G2 := G1; Orient(sRx−1, t
R
x−1,+,G2);
/* Orientation de G2[sRx−1, t
R
x−1]
+
R de s
R
x−1 vers t
R
x−1 */
16: si (G2 satisfait toutes les paires de R) alors
17: Update(Gres,G2); /* cas (b) du Lemme 4.1 */
18: sinon
19: Soit sRy ∈ sr(R) le plus bas sommet (par rapport au segment
vertical AB) t.q. (sRy , tRy ) est insatisfaite dans G2.
/* cas (c) du Lemme 4.1 */
20: G3 := G2;Orient(sRy , tRy ,+,G3);Update(Gres,G3);
21: finsi
22: finsi
23: fin pour
/* Reconstruction du rectangle ABCD */
24: Orient(sRi1 , t
R
i1
,+,G′);R := R\{(sRi1 , tRi1 )}; Represent(R,G′);
25: fin tantque
26: Update(Gres,G′);
/* Orientation arbitraire des arêtes restantes dans Gres */
27: Remplacer chaque arête (u, v) ∈ E(Gres) par l’arc uv.
28: return Gres
correspond au graphe G1 (à la ligne 11) obtenu à la r-ième exécution de la
boucle “tant que” (ligne 9). A cette étape, R = P ′′\{(sik , tik) : 1 ≤ k < r}.
Considérons une R-représentation de H et Gopt. Dans une telle re-
présentation, la paire (sRi1 , t
R
i1
) est identique à la paire (sir , tir). Donc, le
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sous-graphe H[sRi1 , t
R
i1
]−R (resp. Gopt[s
R
i1
, tRi1 ]
−
R) est un chemin orienté de s
R
i1
à tRi1 . On pose
α = min{k : Gopt[sRi1 , tRk ]− est un chemin orienté de sRi1 à tRk }.
Nous distinguons deux cas :
– α = 1. Donc A(H1) ⊆ A(Gopt), où H1 est le graphe obtenu de H
en orientant le sous-graphe H[sRi1 , t
R
1 ]
−
R de s
R
i1
vers tR1 . Le graphe H1
correspond au graphe G1 créé à la ligne 11 avec x = 1.
– α ≥ 2. Soit H2 le graphe obtenu de H en orientant H[sRi1 , tRα ]−R et
H[sRα−1, t
R
α−1]
+
R de la source vers le terminal. Clairement, A(H2) ⊆
A(Gopt). Le graphe H2 correspond au graphe G2 (à la ligne 15) ré-
sultant de l’exécution de la boucle “pour” (ligne 10) avec x = α. Si
H2 ne satisfait pas toutes les paires de R, alors on note par H3 le
graphe mixte obtenu de H2 en orientant H2[sRy , tRy ]
+
R de s
R
y vers t
R
y
(y est calculé à la ligne 19). Notons que y < α, autrement la paire
(sRy , tRy ) serait satisfaite dans H2 par un sous-chemin de H2[sRi1 , t
R
α ]
−
R.
Par conséquent, le sous-graphe Gopt[sRy , tRy ]
−
R ne peut pas être un che-
min orienté à cause de la minimalité de α. Donc, Gopt[sRy , tRy ]
+
R est un
chemin orienté allant de sRy à tRy . Par conséquent, A(H3) ⊆ A(Gopt).
Le graphe H3 correspond au graphe G3 crée à la ligne 20.
Le graphe Gres est mis à jour, par la fonction Update, aux lignes
13, 17, 20 et 26. Rappelons que le Lemme 4.1 implique que tous les graphes
Gi, 1 ≤ i ≤ 3, créés aux lignes 13, 17 et 20 sont des orientations réalisables.
Le graphe G′ (à la ligne 26) est aussi une orientation réalisable parce que
le sous-graphe G′[sik , tik ]
+ est un chemin orienté de sik à tik , pour tout
k ∈ {1, 2, . . . ,m′′}. Enfin, l’orientation à la ligne 27 ne crée pas d’arêtes
doublement orientées, nous déduisons donc que nres ≤ nopt.
Complexité de MCO-2. Rappelons que n = |V(G)|, m′ = |P ′|, m′′ =
|P ′′| et m = m′+m′′. Rappelons également que le calcul de P ′ et P ′′ (ligne
3) et l’orientation des chemins, aux lignes 5-7, peuvent être réalisés en un
temps de O(mn). La boucle aux lignes 9-25 et la boucle aux lignes 10-23
sont exécutées au plus m′′ fois. Pour tout R ⊆ P ′′, une R-représentation
de G′ peut être construite en O(|R|n). Le graphe G∗ est un cycle, donc
les fonctions Update et Orient et les affectations (G1 := G′, G2 := G1 et
G3 := G2) aux lignes {11, 15, 20} peuvent être réalisées en un temps de
O(n). Le calcul de la paire (sRy , tRy ) (à la ligne 19) peut être effectué en
O(m′′n). Donc la complexité globale de l’algorithme MCO-2 est de O((m′+
m′′3)n). Donc, nous avons réduit la complexité de l’algorithme MCO-1 par
un facteur de m′′2.
Dans le théorème suivant, nous montrons que, de façon similaire au
problème S-GO (preuve proposée par Arkin et al. [AH02]), le problème
MIN-D-GO peut se résoudre en temps polynomial quand G est un MAG
général et |P| ≤ 2. Avant de présenter ce résultat, nous avons besoin de la
définition suivante.
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Définition 4.11 [AH02] Soit G = (V, E, A) un MAG et soit P ⊆ V × V tel que G est P-
connexe. Une arête (u, v) ∈ E, est dite P-essentielle si toute orientation de
(u, v), dans une direction unique, casse la P-connexité du graphe G.
Les arêtes P-essentielles d’un graphe mixte peuvent être calculées en
un temps polynomial [AH02].
Théorème 4.6 Le problème MIN-D-GO peut se résoudre en temps polynomial quand G est un
MAG et |P| ≤ 2.
Preuve. Supposons que P = {(s1, t1), (s2, t2) ∈ V × V}. Soit Eess l’en-
semble d’arêtes P-essentielles. Soit Emin l’ensemble d’arêtes doublement
orientées dans une solution de MIN-D-GO. Nous allons montrer que
Emin = Eess.
Soit e ∈ Eess, avec e = (u, v). Par définition, si on oriente e dans une
direction unique, il y aura un entier i, 1 ≤ i ≤ 2, tel que il n’y a dans G
aucun chemin de si à ti. Donc, quelle que soit l’orientation des arêtes de
E− {e}, la paire (si, ti) ne sera pas satisfaite. Par conséquent, nous devons
doubler l’orientation de toutes les arêtes P-essentielles, ce qui implique
que Eess ⊆ Emin. Réciproquement, soit G′ = (V, E′, A′) le graphe mixte
obtenu à partir de G en remplaçant chaque arête P-essentielle (u, v) par
les deux arcs uv et vu, c’est-à-dire, V(G′) = V(G), E(G′) = E(G)\Eess et
A′ = A ∪ {uv, vu : (u, v) ∈ Eess}. Arkin al. [AH02] ont démontré qu’un
graphe mixte et P-connexe possède une P-orientation si et seulement si il
n’a aucune arête P-essentielle. Donc, il existe une P-orientation G′′ pour
le graphe G′. Par conséquent, G′′ est une orientation de G qui satisfait
toutes les paires de P et qui crée |Eess| arêtes doublement orientées, ce qui
implique que |Eess| ≥ |Emin|. Or, nous avons déjà montré que Eess ⊆ Emin,
donc on en déduit que Emin = Eess.
Maintenant, pour résoudre MIN-D-GO quand |P| = 2, nous appli-
quons la procédure suivante :
1. On calcule les arêtes P-essentielles de G en utilisant l’algorithme
polynomial proposé dans [AH02] ;
2. On construit un graphe mixte G′ en remplaçant toute arête P-
essentielle (u, v) par les deux arcs uv et vu ;
3. On applique l’algorithme polynomial présenté dans [AH02] pour
construire une P-orientation de G′.
Comme c’était le cas pour S-GO, le problème MIN-D-GO est facile
quand les deux paramètres |P| et |B| sont bornés.
Théorème 4.7 Le problème MIN-D-GO peut se résoudre en un temps polynomial quand G est
un MAG, |P| = O(1) et B = O(1).
Preuve. Supposons que G = (V, E, A) et P = {(si, ti), 1 ≤ i ≤ m}. La
preuve est similaire à celle du Théorème 4.2. Nous considérons toutes les
combinaisons possibles de chemins satisfaisant les paires de P (on choi-
sit un chemin par paire et on l’oriente du sommet source vers le sommet
terminal), ce qui induit au plus Bm combinaisons. Ensuite, nous gardons
le graphe résultant de l’orientation qui crée un nombre minimum d’arêtes
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doublement orientées. Nous complétons cette orientation par une orienta-
tion arbitraire des arêtes restantes sans créer de nouvelles arêtes double-
ment orientées.
Comme nous l’avons remarqué pour le problème S-GO, l’algorithme
proposé dans la preuve du Théorème 4.7 est un algorithme FPT paramétré
par B et |P|.
4.6.2 Résultats de difficulté
Nous montrons dans le théorème suivant que D-GO (la version de
décision naturelle de MIN-D-GO) est NP-complet même si ∆(G∗) = 3 et
B = 3.
Théorème 4.8 Le problème D-GO est NP-complet quand G est un MAG et |P| est non bornée,
même si ∆(G∗) = 3 et B = 3.
Preuve. Clairement, le problème D-GO est dans NP. Pour montrer sa NP-
complétude, nous proposons une réduction du problème S-GO étudié
dans la section précédente (Section 4.5). Soit G = (V, E, A) un MAG et
soit P ⊆ V × V un ensemble de paires de sommets. Nous avons mon-
tré dans le Théorème 4.3 que le problème S-GO est NP-complet même si
G est un MAG, ∆(G∗) = 3 et B = 3. On pose n = |V|. Nous construi-
sons un MAG G′ = (V ′, E′, A′) tel que V ′ = V ∪ {ui, vi, 1 ≤ i ≤ n+ 1},
A′ = A et E′ = E ∪ {(ui, vi), (vi, ui+1), 1 ≤ i ≤ n} ∪ {(vn+1, u1)}. On pose
P ′ = P ∪ {(ui, vi), 1 ≤ i ≤ n+ 1}. Clairement, ∆(G′∗) = 3 et pour toute
paire (s′, t′) ∈ P ′ il y a dans G′ au plus trois chemins allant de s′ à t′. Donc
B′ ≤ 3, où B′ est donné par :
B′ = max {n′i : n′i est le nombre des chemins dans G′ de si à ti}.
Nous allons montrer la propriété suivante : il existe une P-orientation
pour G si, et seulement si, il existe une (P ′, n)-D-orientation pour G′.
⇒: Le graphe G′ est composé de deux sous-graphes : le graphe G et le
chemin non-orienté R = vn+1u1v1u2v2 . . . unvnun+1. On garde pour G son
orientation obtenue à partir d’une solution de S-GO et on oriente le che-
min R de un+1 vers vn+1, ensuite on ajoute l’arc uivi pour tout i, 1 ≤ i ≤ n.
Cette orientation satisfait toutes les paires de P ′ et le nombre d’arêtes dou-
blement orientées est égal à n. Donc, on obtient une (P ′, n)-D-orientation
de G′.
⇐: Il existe un unique chemin dans G′ entre ui et vi, pour tout 1 ≤ i ≤ n+
1. Donc, pour satisfaire toutes les paires de P ′, toute orientation de G′ doit
orienter le chemin R = vn+1u1v1u2v2 . . . unvnun+1, de un+1 vers vn+1 et doit
aussi ajouter un arc uivi pour tout i, 1 ≤ i ≤ n. Donc cette orientation de
R crée n arêtes doublement orientées. Or, le nombre d’arêtes doublement
orientées dans une (P ′, n)-D-orientation est égal à n. Par conséquent, nous
obtenons une orientation de G qui satisfait toutes les paires de P et qui ne
crée aucune arête doublement orientée. Donc, il s’agit d’une P-orientation
de G.
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Le reste de cette section est consacré à l’étude du problème MIN-D-GO
en terme d’approximabilité et de complexité paramétrée.
Théorème 4.9 Sauf si P = NP, le problème MIN-D-GO est non-approximable quand G est un
MAG et |P| est non-borné, même si ∆(G∗) = 3 et B = 3.
Preuve. Rappelons qu’une (P , k)-D-orientation est une orientation qui sa-
tisfait toutes les paires dans P et qui crée exactement k arêtes doublement
orientées. Donc, une (P , 0)-D-orientation est une P-orientation.
Supposons par l’absurde qu’il existe un algorithme d’approximation
pour MIN-D-GO, noté A, avec un facteur ρ > 1. Soit kmin le nombre
d’arêtes doublement orientées dans une solution exacte du problème
MIN-D-GO. Donc, pour toute instance (G,P) de MIN-D-GO, l’algo-
rithme A calcule, en temps polynomial, une (P , k)-D-orientation tel que
k ≤ ρkmin.
Si k = 0, alors la (P , k)-D-orientation calculée par A est une P-
orientation de G. Si k > 0, alors kmin > 0 et donc il n’y a aucune P-
orientation pour G. Donc, G possède une P-orientation si et seulement si
la (P , k)-D-orientation calculée par l’algorithme A vérifie k = 0. Donc,
l’algorithme A résout en temps polynomial le problème S-GO, et cela
conduit à une contradiction car nous avons déjà prouvé la NP-complétude
du problème S-GO (voir le Théorème 4.3) quand G est un MAG, B = 3 et
∆(G∗) = 3.
Dans le résultat suivant nous montrons que, contrairement au pro-
blème S-GO, le problème MIN-D-GO reste difficile même si B = 2.
Théorème 4.10 Le problème MIN-D-GO est APX-difficile quand G est un MAG et |P| est
non-borné, même si ∆(G∗) = 3 et B = 2.
Preuve. Nous proposons une L-réduction du problème APX-difficile Mi-
nimum Set Cover-2 [PY91]. Nous rappelons que ce problème est défini
comme suit : étant donné un ensemble X = {X1, . . .Xn} et une collection
C = {S1, . . . Sq} des sous-ensembles de X tel que tout élément Xj ∈ X
apparaît au plus dans deux sous-ensembles Si ∈ C, trouver un ensemble
couvrant minimal de X (voir la Définition 3.4 du Chapitre 3). D’abord,
on considère que tout élément Xj ∈ X apparaît dans au moins un sous-
ensemble Si ∈ C. Autrement, il n’existe aucun ensemble couvrant de X .
De plus, si un élément Xj ∈ X apparaît dans un unique sous-ensemble
Si ∈ C, alors tout ensemble couvrant de X doit contenir Si. Donc, nous
pouvons réduire cette instance en supprimant Si et les éléments de Si
(C := C − {Si} et X := X \ Si) pour obtenir une instance équivalente.
Donc, sans perte de généralité, nous pouvons considérer que tout élément
Xj ∈ X apparaît dans exactement deux sous-ensembles Si ∈ C.
Nous allons construire une instance (G,P) du problème MIN-D-GO.
Pour tout Xj ∈ X , on crée les trois sommets {xj, x1j , x2j }, ensuite on crée
le chemin orienté x1j x
2
j xj. Pour tout Si, on crée les sommets {si, s′i} ∪
{sji , 1 ≤ j ≤ |Si|}, et nous ajoutons une arête (s′i, si) et le chemin orienté
sis1i s
2
i . . . s
|Si |
i .
Soit Xl ∈ X le j−ième élément de l’ensemble Si. Nous mettons un arc
allant de sji vers un seul sommet de l’ensemble {x1l , x2l }. Un tel sommet est
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Figure 4.9 – (a) Construction d’une instance (G,P) de MIN-D-GO à partir
d’une instance de Minimum Set Cover-2. Ici, X = {X1,X2,X3,X4,X5,X6}
et C = {S1, S2, S3, S4} tel que S1 = {X1,X3}, S2 = {X2,X3,X4,X5},
S3 = {X1,X4,X6} et S4 = {X2,X5,X6}. L’ensemble de paires est P =
{(s1, s′1), (s2, s′2), (s3, s′3), (s4, s′4), (r3, x1), (r3, x2), (r3, x3), (r3, x4), (r3, x5), (r3, x6)}.
(b) Le graphe G′ est une (P , 2)-D-orientation pour G correspondant à l’ensemble
couvrant C ′ = {S2, S3}.
choisi de sorte que le degré entrant de x1l soit égal à 1 et le degré entrant de
x2l soit égal à 2. Pour finir la construction de G, nous ajoutons un sommet
r1 lié par deux arêtes à s′1 et s
′
2. Ensuite, nous ajoutons un sommet r2 lié
par deux arêtes à r1 et s′3. On continue l’ajout des sommets ri liés par
deux arêtes à ri−1 et s′i+1, pour tout 3 ≤ i ≤ m− 1. L’ensemble des paires
à satisfaire est P = {(rm−1, xj), 1 ≤ j ≤ n} ∪ {(si, s′i), 1 ≤ i ≤ m} avec
m = |C|. Un exemple de construction est donné dans la Figure 4.9.
Le degré de chaque sommet ri dans G est au plus trois, et chaque
sommet sji est lié à un seul sommet x
j′
i′ . Donc, nous pouvons facilement
vérifier que ∆(G∗) = 3.
Maintenant nous allons prouver la propriété suivante : pour tout entier
k ≥ 0, il existe un ensemble couvrant de X de cardinalité k si, et seulement
si, il existe une (P , k)-D-orientation pour G.
⇒: Étant donné un ensemble couvrant {Si1 , Si2 , . . . , Sik}, nous dou-
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blons l’orientation des arêtes (sij , s
′
ij
), pour tout 1 ≤ j ≤ k. En-
suite, nous remplaçons toute arête (si, s′i) par l’arc sis
′
i, pour tout i ∈
{1, 2, . . . ,m}\{i1, i2, . . . , ik}. Enfin, nous orientons l’arbre induit par l’en-
semble {ri, 1 ≤ i < m} ∪ {s′i, 1 ≤ i ≤ m}, pour créer une arborescence de
racine rm−1.
L’ensemble {Si1 , Si2 , . . . , Sik} est un ensemble couvrant, donc pour tout
1 ≤ α ≤ m, il existe un entier 1 ≤ j ≤ k tel que le sommet xα est joignable
par un chemin orienté allant de sij . Par ailleurs, grâce à l’arborescence de
racine rm−1, le sommet sij est joignable par un chemin orienté allant de
rm−1. Donc, l’orientation obtenue est une (P , k)-D-orientation de G.
⇐: On note par ED l’ensemble des arêtes doublement orientées dans une
(P , k)-D-orientation de G. On pose C ′ = {Si : (si, s′i) ∈ ED}. Donc, |C ′| ≤ k.
Nous allons montrer que l’ensemble C ′ est un ensemble couvrant de X .
Supposons qu’il existe un Xj ∈ X tel que, pour tout Si ∈ C ′, Xj /∈ Si.
On note par Cj la collection des sous-ensembles qui contiennent Xj, c’est-
à-dire, Cj = {S ∈ C : Xj ∈ S}. Le graphe G est construit de telle façon
que, pour satisfaire une paire (rm−1, xj), nous devons créer au moins un
arc s′isi tel que Si ∈ Cj. D’autre part, nous devons orienter chaque arête
(s′i, si), de si vers s
′
i, pour satisfaire la paire (si, s
′
i) ∈ P . Donc, l’arête (s′i, si)
doit être remplacée par une arête doublement orientée, ce qui implique
que Si ∈ C ′. On obtient donc une contradiction, parce que C ′ ∩ Cj = ∅.
Donc, C ′ est un ensemble couvrant. Par ailleurs, |C ′| ≤ k. Si |C ′| 6= k, nous
pouvons compléter C ′ en ajoutant arbitrairement des éléments de C pour
assurer que |C ′| = k (C ′ reste également un ensemble couvrant).
La réduction proposée est bien une L-réduction préservant le para-
mètre k (le cardinal de l’ensemble couvrant et le nombre d’arêtes dou-
blement orientées). Or, le problème Minimum Set Cover-2 est APX-
difficile [PY91], donc on en déduit que le problème MIN-D-GO est aussi
APX-difficile, même si B = 2 et ∆(G∗) = 3.
Remarque 4.2 Pour toute constante B supérieure ou égale à à 2, le problème Minimum Set
Cover-B reste APX-difficile [PY91]. Donc, le résultat du Théorème 4.10 peut
être généralisé pour toute constante B supérieure ou égale à à 2.
En terme de complexité paramétrée, nous allons montrer que le pro-
blème MIN-D-GO est W[1]-difficile.
Théorème 4.11 Le problèmeMIN-D-GO estW[1]-difficile (paramétré par le nombre d’arêtes dou-
blement orientées) quand G est un MAG et B est non-borné, même si ∆(G∗) = 3.
Preuve. Nous utilisons la même réduction que dans la preuve précédente
(la preuve du Théorème 4.10), mais nous considérons le problème Mini-
mum Set Cover sans aucune contrainte sur le nombre d’occurrences des
éléments de X . Ce problème est W[1]-difficile, paramétré par par la taille
de l’ensemble couvrant [RS97, PM81]. Par ailleurs, la réduction propo-
sée est une L-réduction préservant le paramètre k (la taille de l’ensemble
couvrant d’une et d’autre part le nombre d’arêtes doublement orientées).
Donc, le problème MIN-D-GO est W[1]-difficile.
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Conclusion du chapitre
Dans ce chapitre, nous avons étudié deux problèmes d’orientation des
graphes. Les deux problèmes sont motivés par des applications biolo-
giques. Nous avons étudié la complexité de ces problèmes, et en parti-
culier nous avons proposé des algorithmes polynomiaux pour certaines
instances restreintes, ainsi que des résultats de difficulté et de non-
approximabilité.
Cependant, des questions intéressantes restent encore ouvertes. Pre-
mièrement, puisque nous avons montré que MIN-D-GO et S-GO sont fa-
ciles quand |P| ≤ 2, et difficiles quand |P| est non-bornée, il est intéres-
sant d’étudier la complexité de ces problèmes quand |P| = 3 (ou plus
généralement quand |P| est une constante supérieure ou égale à 3). Cette
étude nous permettra d’identifier la frontière (vis-à-vis de |P|) entre les
instances faciles et celles difficiles pour ces problèmes. Il sera également
intéressant de chercher s’il y a des classes des graphes spécifiques pour
lesquelles ces problèmes peuvent être résolus par un algorithme d’ap-
proximation de ratio constant ou par un algorithme FPT.
Enfin, comme la plupart de réseaux biologiques sont scale-free et donc
ayant un diamètre relativement faible [CHBA02, CH03, MV07], il serait
intéressant d’étudier la complexité de MIN-D-GO et S-GO en fonction du
diamètre du graphe d’entrée.
Conclusion générale et
perspectives
Nous avons divisé ce manuscrit en quatre chapitres. Dans le premier
chapitre, nous avons rappelé des notions de base en biologie, en théo-
rie de graphes et en théorie de complexité. Dans le deuxième chapitre,
nous avons proposé une approche innovante pour comparer deux ré-
seaux biologiques hétérogènes représentés respectivement par un graphe
orienté D et un graphe non-orienté G. Nous avons formulé le problème
Skew SubGraph Mining (abrégé SkewGraM) issu de notre modélisa-
tion. Dans un premier temps, nous avons considéré que le graphe orienté
D est acyclique (DAG). Pour étudier la complexité du problème Skew-
GraM, nous avons commencé par sa version la plus simple, appelée
One-to-One SkewGraM, dans laquelle V(D) = V(G). Nous avons mon-
tré que malgré ces restrictions, le problème One-to-One SkewGraM est
(i) APX- difficile même si G est un arbre de diamètre 4 et (ii) NP-complet
même si D∗ est un graphe planaire extérieur et G est un arbre de dia-
mètre 4. Nous avons montré que le paramètre tw(D∗) définit la fron-
tière entre les instances faciles (tw(D∗) = 1) et les instances difficiles
(tw(D∗) = 2) du problème. Pour les cas difficiles, nous avons proposé
deux algorithmes : une heuristique appelée ALGOH et un algorithme exact,
appelé ALGOBB, basé sur la méthode branch-and-bound.
Nous avons également proposé une méthode permettant de
résoudre le problème SkewGraM à partir d’une solution de
One-to-One SkewGraM, obtenue par l’algorithme ALGOH ou ALGOBB.
Dans le but de montrer l’efficacité de notre heuristique, nous l’avons ap-
pliquée sur des données simulées et sur des données biologiques.
Pour traiter One-to-One SkewGraM dans le cas où le graphe D est
cyclique, une manière de procéder est de décomposer D en DAGs. C’est
pour cette raison que nous avons introduit et étudié, dans le troisième
chapitre, une méthode de décomposition motivée par des hypothèses bio-
logiques. La méthode étudiée consiste à décomposer D en DAGs tels que
les sommets de chaque DAG induisent dans G un sous-graphe connexe.
Nous nous sommes intéressés, dans le dernier chapitre, au problème
biologique de l’inférence des voies de signalisation en combinant les in-
formations sur les causes et sur les effets des événement extra-cellulaires.
Nous avons montré que ce problème peut être modélisé par un pro-
blème d’orientation des graphes mixtes. Nous avons étudié la com-
plexité de deux problèmes d’orientation, appelés respectivement S-GO et
MIN-D-GO. Dans le premier problème, chaque arête de G est rempla-
cée par un seul arc. Tandis que, dans le deuxième problème nous avons
autorisé certaines arêtes à être doublement orientées, mais nous avons
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cherché à minimiser le nombre de telles arêtes. Pour chacun de ces deux
problèmes, nous avons identifié des cas faciles et des cas difficiles en consi-
dérant différents paramètres.
Les travaux et résultats présentés dans cette thèse nous ouvrent de
nombreuses perspectives.
1. Questions ouvertes. Nous allons commencer par étudier les ques-
tions ouvertes que nous avons présentées en fin de chaque cha-
pitre. Dans la plupart de ces questions, nous cherchons d’abord
s’il existe un algorithme polynomial qui résout le problème. Par
exemple, peut-on résoudre en temps polynomial les problèmes S-GO
et MIN-D-GO quand G est un MAG, ∆(G) = 3 et |P| = 3 ?
Dans le cas où nous sommes en face d’un problème NP-difficile,
nous proposons de contourner la NP-difficulté en cherchant un al-
gorithme d’approximation ou un algorithme FPT. Par exemple, en
s’inspirant des algorithmes FPT, présentés dans [Mon85, AYZ95],
pour résoudre le problème de la recherche d’un plus long chemin
dans un graphe orienté, peut-on trouver un algorithme FPT résol-
vant le problème One-to-One SkewGraM de la recherche d’un plus
long chemin consistant ?
Toutefois, dans certains cas, nous avons montré que le problème en
question était non-approximable et aussi W[1]-difficile (en considé-
rant le paramètre standard), comme par exemple pour le problème
MIN-D-GO (voir le Tableau 4.1). Pour ces cas, il serait intéressant
de trouver des classes de graphes ou des paramètres spécifiques qui
rendent le problème moins difficile, ou de trouver un algorithme
exact efficace, par exemple un algorithme dont la complexité est de
O((c)n) où n est la taille des instances et c est une constante aussi
petite que possible.
2. Généralisation. Dans une perspective à court terme, nous souhai-
tons généraliser notre approche de comparaison de réseaux hétéro-
gènes pour effectuer une comparaison multiple. Une généralisation
possible du problème One-to-One SkewGraM est le problème de
maximisation M-One-to-One SkewGraM défini comme suit :
M-One-to-One SkewGraM
Instance : Un ensemble de DAGs {D1, . . . ,Dm1} et un ensemble
de graphes non-orientés {G1, . . . ,Gm2} ayant tous le même en-
semble de sommets {1, 2, . . . , n}.
Solution : Un chemin commun entre tous les graphes Di,
1 ≤ i ≤ m1, et dont les sommets induisent un sous-graphe
connexe dans tous les graphes Gj, 1 ≤ j ≤ m2.
Mesure : La longueur du chemin recherché.
3. WEB/Logiciel. A moyen et à long terme, nous envisageons de pro-
duire une interface web ou un logiciel permettant de faciliter aux
biologistes l’utilisation de nos algorithmes, en particulier l’heuris-
tique ALGOH.
4. Nouvelle variante d’orientation de graphes. Dans cette thèse, nous
avons étudié divers types de données biologiques, à savoir les don-
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nés protéomiques, métabolomiques et transcriptomiques. Mais, bien
entendu cette liste n’est pas exhaustive, car les données biologiques
sont en accroissement continu. Des études récentes se sont inté-
ressées à l’analyse de réseaux dits réseaux de co-expression de gènes
[SSKK03, LHS+04, OHS+08, RDZ10]. Un réseau de co-expression
est modélisé par un graphe non-orienté dont les sommets sont les
gènes, et les arêtes représentent une corrélation entre l’expression de
deux gènes. Dans tous les problèmes d’orientation que nous avons
étudiés, nous cherchons à satisfaire une paire de sommets par un
chemin arbitraire. Il est intéressant de prendre en compte, dans les
orientations, la proximité génomique des gènes dans le réseau de
co-expression. En effet, les gènes qui se trouvent sur une même voie
de signalisation ont tendance à avoir une corrélation d’expression
[RDZ10]. A long terme, nous envisageons donc d’étudier le pro-
blème de la recherche d’une orientation (simple) G′ d’un graphe
mixte G = (V, E, A) qui satisfait un ensemble de paires P ⊆ V ×V,
par des chemins (G′,H, f )-consistants (voir Définition 2.5 du Cha-
pitre 2), telle que (i) H est un graphe non-orienté représentant un ré-
seau de co-expression et f est une fonction de correspondance entre
V(G) et V(H).
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Nous rappelons que les modules biologiques d’un réseau donnépeuvent être modélisés par des structures (sous-graphes) dont la to-
pologie dépend de la nature du réseau en question. Dans cet annexe, nous
considérons les trois réseaux biologiques les plus étudiés en littérature, à
savoir les réseaux PPI, les réseaux métaboliques et les réseaux de régula-
tion de la transcription des gènes. Nous présentons pour chaque réseau
(i) des propriétés topologiques, (ii) des modules biologiques et (iii) des
structures modélisant les modules biologiques identifiés dans (ii).
A.1 Caractéristiques générales
A.1.1 Réseaux PPI
Comme la plupart des réseaux réels, les réseaux PPI sont scale-free,
c’est-à-dire il existe peu des nœuds hautement connectés (hubs), le reste
des nœuds ayant un degré faible (voir la Section 2.8 du Chapitre 2). Les
réseaux PPI possèdent également la propriété “petit-monde” [YOB04] (ou
en anglais small-world) : le diamètre du réseau est petit par rapport à la
taille du réseau.
Topologie du graphe
(distribution de
nœuds)
Modules Biologiques Structures recherchées
• Scale-free
• Petit-monde
• Complexes de protéines
• Groupes orthologues
• Voies métaboliques
(Metabolic pathways)
• Voies de signalisation
(Signaling pathways)
• Sous-graphes fréquents
• Sous-graphes denses
• Clusters
• Composantes connexes com-
munes (CCCs)
• Chemins
• Graphlet
• Sous-arbres centrés
• Motifs
Tableau A.1 – Caractéristiques des réseaux PPI. Les structures sont détaillées dans le
Tableau A.4.
A.1.2 Réseaux métaboliques
La plupart des études montre que les réseaux métaboliques sont scale-
free. En revanche, certains auteurs trouvent des chemins très longs dans
ces réseaux, ce qui contredit la propriété petit-monde (voir [Ari04]).
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Topologie du graphe
(distribution de
nœuds)
Modules Biologiques Structures recherchées
• Scale-free
• Petit-monde ?
• Complexes d’enzymes
• Classification des enzymes
• Sous-graphes fréquents
• Sous-graphes denses
• Cluster
• Composantes connexes com-
munes (CCC)
• Chemin
• Graphes orientés sans cycles
(DAG)
• Cycles
• Motifs
Tableau A.2 – Caractéristiques des réseaux métaboliques. Les structures sont détaillées
dans le Tableau A.5.
A.1.3 Réseaux de régulation de la transcription des gènes
En ce qui concerne la topologie de ces réseaux, certains auteurs ont
montré que la distribution des degrés entrants suit une loi exponentielle
et celle des degrés sortants suit une loi de puissance, c’est-à-dire scale-free.
D’autres auteurs ont observé un comportement hybride entre le scale-free
et la loi exponentielle.
Topologie du graphe
(distribution de
nœuds)
Modules Biologiques Structures recherchées
• Degrés entrants :
Loi exponentielle
• Degrés sortants :
Scale-free
• Comportement hy-
bride
• Opérons
• Modules de transcription ou
régulons ( ensembles des gènes
régulés par le même facteur de
transcription)
• Clusters
• 3-Couches (Three-layers)
• Dense overlapping regulons
(DORs)
• Composantes fortement
connexes (SCCs)
• Motifs
Tableau A.3 – Caractéristiques des réseaux de régulation de la transcription des gènes.
Les structures sont détaillées dans le Tableau A.6.
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A.2 Structures recherchées
A.2.1 Réseaux PPI
Structure Références
Sous-graphes [GH09, ZZW+07, TGH09, ESU08,
SXB07, KGS05, BHMK+09, ZRBV09,
SXB08b]
Sous-graphe denses [AS06, SUS07, KBS09, FNS+06, LCTS08]
Clusters [TGH09, SUS07, Kla09, LLB+09, SLF06,
LCTS08, KSK+03]
CCCs [BML+05, DBVS09, NK07, TF09,
KMM+10]
Chemins [SSRS06, ZZW+07, LLB+09, KYL+04,
FNS+06, HMD06, SLF06, KSK+03]
Graphlets [Prz09, KMM+10]
Motifs [Gri05, DSS05, CG08, SHM06]
Arbres [DSG+08, HMD06]
Sous-arbre centrés [JHM08]
Graphes de treewidth borné [DSG+08]
2SPG [HMD06]
Tableau A.4 – Structures recherchées dans les réseaux PPI. Les complexes de protéines
peuvent être modélisés par clusters ou sous-graphes denses dans le graphe d’alignement
multiple de réseaux PPI (voir la Section 2.1 du Chapitre 2). Les chemins modélisent les
voies de signalisation (signaling pathways).
A.2.2 Réseaux métaboliques
Les voies métaboliques et les complexes d’enzymes peuvent être mo-
délisés par des composantes connexes communes ou sous-graphes com-
muns dans les graphes représentant les réseaux métaboliques. Certains
auteurs modélisent les voies métaboliques par des graphes orientés acy-
cliques (DAGs).
Structure Références
Sous-graphes fréquents (aligne-
ment multiple)
[KGS04, Kla09, ZZW+07, SXB08a]
Sous-graphe [WR07, TGK04, BLC+07]
Cluster [BLC+07]
CCC [BML+05, DBVS09]
Chemin [Alb05, ZZW+07, BLC+07, LCTS08]
DAG [GHM+02, PRYLZU05]
Cycle [BLC+07]
Motifs [ELJ06, LCTS08]
Tableau A.5 – Structures recherchées dans les réseaux métaboliques.
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A.2.3 Réseaux de régulation de la transcription des gènes.
On remarque la présence de motifs dans les réseaux de régulation de
la transcription des gènes, beaucoup plus en comparant avec les autres
réseaux biologiques. Des études montrent que ces réseaux sont structurés
par couches (entrée, intermédiaire, sortie). La couche intermédiaire est
formée par des régions de connexions très denses.
Certains auteurs trouvent des composantes fortement connexes (ou
SCC, pour Strongly Connected Components) dans les réseaux de régu-
lation de la transcription des gènes [AA03]. En revanche, d’autres auteurs
confirment l’absence des telles structures dans ces réseaux [FWC+06].
Structure Références
Cluster [AA03]
Three-layers [FWC+06]
DOR (Dense overlapping regu-
lons)
[AA03, Alo07a, SHM06, FWC+06]
SCC? [FWC+06, AA03]
Motifs [FWC+06, Alo03, AA03, ELJ06, Alo07a,
Alo07b, BL04, SHM06]
Tableau A.6 – Structures recherchées dans les réseaux de régulation de la transcription
des gènes. DOR est une région dense de connexions entre les facteurs de transcription et
les opérons.
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son de séquences biologiques dont l’étude ne représente en réalité que l’aspect
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sommets des deux graphes. L’approche consiste à extraire automatiquement une
structure dans D, biologiquement significative, dont les sommets induisent dans
G, par f , une structure qui soit aussi biologiquement significative. Nous réali-
sons une étude algorithmique du problème issu de notre approche en commen-
çant par sa version dans laquelle D est acyclique (DAG). Nous proposons des
algorithmes polynomiaux pour certains cas, et nous montrons que d’autres cas
sont algorithmiquement difficiles (NP-complets). Pour résoudre les instances dif-
ficiles, nous proposons une bonne heuristique et un algorithme exact basé sur
la méthode branch-and-bound. Pour traiter le cas où D est cyclique, nous in-
troduisons une méthode motivée par des hypothèses biologiques et consistant à
décomposer D en DAGs tels que les sommets de chaque DAG induisent dans G
un sous-graphe connexe. Nous étudions également dans cette thèse, l’inférence
des voies de signalisation en combinant les informations sur les causes et sur
les effets des événements extra-cellulaires. Nous modélisons ce problème par un
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sing approaches that help in understanding the functioning of living organisms. It
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manipulated by biologists. In this thesis, we propose an innovative approach al-
lowing to compare two biological networks modeled respectively by a directed
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tion f between the vertices of both graphs. The approach consists in extracting
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