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Structure of finite-RSB asymptotic Gibbs measures
in the diluted spin glass models
Dmitry Panchenko∗
Abstract
We suggest a possible approach to proving the Me´zard-Parisi formula for the free energy
in the diluted spin glass models, such as diluted K-spin or random K-sat model at any positive
temperature. In the main contribution of the paper, we show that a certain small modification
of the Hamiltonian in any of these models forces all finite-RSB asymptotic Gibbs measures
in the sense of the overlaps to satisfy the Me´zard-Parisi ansatz for the distribution of spins.
Unfortunately, what is still missing is a description of the general full-RSB asymptotic Gibbs
measures. If one could show that the general case can be approximated by finite-RSB case in
the right sense then one could a posteriori remove the small modification of the Hamiltonian
to recover the Me´zard-Parisi formula for the original model.
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1 Introduction
This paper continues to develop the line of ideas in [18, 19, 6, 20], which are all motivated by
the Me´zard-Parisi formula for the free energy in the diluted spin glass models originating in [13].
This formula is closely related to the original Parisi formula [21, 22] for the free energy in the
Sherrington-Kirkpatrick model [24], but at the same time it is more complicated, because it in-
volves a more complicated functional order parameter that encodes some very special structure of
the distribution of all spins (or all multi-overlaps) rather than the distribution of the overlaps.
An important progress was made by Franz and Leone in [8], who showed that the Me´zard-
Parisi formula gives an upper bound on the free energy (see also [14]). The technical details of their
work are very different but, clearly, inspired by the analogous earlier result of Guerra [10] for the
∗Dept. of Mathematics, Texas A&M University, panchenk@math.tamu.edu. Partially supported by NSF grant.
1
Sherrington-Kirkpatrick model, which lead the to the first proof of the Parisi formula by Talagrand
in [25]. Another proof of the Parisi formula was given later in [16], based on the ultrametricity
property for the overlaps proved in [15] using the Ghirlanda-Guerra identities [9] (the general idea
that stability properties, such as the Aizenman-Contucci stochastic stability [1] or the Ghirlanda-
Guerra identities, could imply ultrametricity is due to Arguin and Aizenman, [4]). The proof there
combined the cavity method in the form of the Aizenman-Sims-Starr representation [2] with the
description of the asymptotic structure of the overlap distribution that follows from ultrametricity
and the Ghirlanda-Guerra identities [9].
The Me´zard-Parisi ansatz in the diluted models builds upon the ultrametric Parisi ansatz in the
SK model, so it is very convenient that ultrametricity for the overlaps can be obtained just as easily
in the diluted models as in the SK model, simply because the Ghirlanda-Guerra identities can be
proved in these models in exactly the same way, by using a small perturbation of the Hamiltonian
of the mixed p-spin type. However, as we mention above, the Me´zard-Parisi ansatz describes the
structure of the Gibbs measure in these models in much more detail, as we shall see below.
Some progress toward explaining the features of this ansatz beyond ultrametricity was made in
[19, 6], where the so-called hierarchical exchangeability of the pure states and the corresponding
Aldous-Hoover representation were proved. This representation looks very similar to what one
expects in the Me´zard-Parisi ansatz, but lacks some additional symmetry. One example where
this additional symmetry can be proved rigorously was given in [20] for the 1-RSB asymptotic
Gibbs measures in the diluted K-spin model, where it was obtained as a consequence of the cavity
equations for spin distributions developed rigorously in [18]. The main contribution of this paper
is to show how this result can be extended to all finite-RSB asymptotic Gibbs measures for all
diluted models. Namely, we will show that one can slightly modify the Hamiltonian in such a way
that all finite-RSB asymptotic Gibbs measures satisfy the Me´zard-Parisi ansatz as a consequence
of the Ghirlanda-Guerra identities and the cavity equations.
2 Main results
Before we can state our main results, we will need to introduce necessary notations and definitions,
as well as review a number of previous results.
Let K ≥ 1 be an integer fixed throughout the paper. A random clause with K variables will be
a random function θ(σ1, . . . ,σK) on {−1,+1}K symmetric in its coordinates. The main examples
we have in mind are the following.
Example 1. (K-spin model) Given an inverse temperature parameter β > 0, the random function
θ is given by
θ(σ1, . . . ,σK) = βgσ1 · · ·σK,
where g is a random variable, typically, standard Gaussian or Rademacher. ⊓⊔
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Example 2. (K-sat model) Given an inverse temperature parameter β > 0, the random function θ
is given by
θ(σ1, . . . ,σK) =−β ∏
j≤K
1+ J jσ j
2
,
where (J j) j≥1 are i.i.d. Bernoulli random variables with P(J j =±1) = 1/2. ⊓⊔
We will denote by θI independent copies of the function θ for various multi-indices I. Given a
parameter λ > 0, called connectivity parameter, the Hamiltonian of a diluted model is defined by
HmodelN (σ) = ∑
k≤pi(λN)
θk(σi1,k , . . . ,σiK,k) (1)
where pi(λN) is a Poisson random variable with the mean λN, and the coordinate indices i j,k are
independent for different pairs ( j,k) and are chosen uniformly from {1, . . . ,N}. The main goal for
us would be to compute the limit of the free energy
FmodelN =
1
N
E log ∑
σ∈ΣN
expHmodelN (σ) (2)
as N goes to infinity. The formula for this limit originates in the work of Me´zard and Parisi in
[13]. To state how the formula looks like, we need to recall several definitions that will be used
throughout the paper.
Ruelle probability cascades (RPC, [23]). Given r ≥ 1, consider an infinitary rooted tree of depth
r with the vertex set
A = N0∪N∪N2∪ . . .∪Nr, (3)
where N0 = {∗}, ∗ is the root of the tree and each vertex α = (n1, . . . ,np) ∈ Np for p ≤ r−1 has
children
αn := (n1, . . . ,np,n) ∈ Np+1
for all n ∈ N. Each vertex α is connected to the root ∗ by the path
∗→ n1 → (n1,n2)→ ·· · → (n1, . . . ,np) = α.
We will denote the set of vertices in this path by
p(α) =
{∗ ,n1,(n1,n2), . . . ,(n1, . . . ,np)}. (4)
We will denote by |α| the distance of α from the root, i.e. p when α = (n1, . . . ,np). We will
write α  β if β ∈ p(α) and α ≻ β if, in addition, α 6= β , in which case we will say that α is a
descendant of β , and β is an ancestor of α . Notice that β ∈ p(α) if and only if ∗  β  α. The
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set of leaves Nr of A will sometimes be denoted by L (A ). For any α,β ∈A , let
α ∧β := |p(α)∩ p(β )|−1 (5)
be the number of common vertices (not counting the root ∗) in the paths from the root to the
vertices α and β . In other words, α ∧β is the distance of the lowest common ancestor of α and β
from the root.
Let us consider parameters
0 = ζ−1 < ζ0 < .. . < ζr−1 < ζr = 1 (6)
that will appear later in the c.d.f. of the overlap in the case when it takes finitely many values
(see (55) below), which is the usual functional order parameter in the Parisi ansatz. For each
α ∈A \Nr, let Πα be a Poisson process on (0,∞) with the mean measure
ζpx−1−ζp dx
with p = |α|, and we assume that these processes are independent for all α . Let us arrange all the
points in Πα in the decreasing order,
uα1 > uα2 > .. . > uαn > .. . , (7)
and enumerate them using the children (αn)n≥1 of the vertex α . Given a vertex α ∈A \{∗} and
the path p(α) in (4), we define
wα = ∏
β∈p(α)
uβ , (8)
and for the leaf vertices α ∈L (A ) = Nr we define
vα =
wα
∑β∈Nr wβ
. (9)
These are the weights of the Ruelle probability cascades. For other vertices α ∈ A \L (A ) we
define
vα = ∑
β∈L (A ),β≻α
vβ . (10)
This definition obviously implies that vα = ∑n≥1 vαn when |α| < r. Let us now rearrange the
vertex labels so that the weights indexed by children will be decreasing. For each α ∈ A \Nr,
let piα : N→ N be a bijection such that the sequence (vαpiα(n))n≥1 is decreasing. Using these local
rearrangements we define a global bijection pi : A → A in a natural way, as follows. We let
pi(∗) = ∗ and then define
pi(αn) = pi(α)pipi(α)(n) (11)
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recursively from the root to the leaves of the tree. Finally, we define
Vα = vpi(α) for all α ∈A . (12)
The weights (9) of the RPC will be accompanied by random fields indexed by Nr and generated
along the tree A as follows.
Hierarchical random fields. Let (ωα)α∈A be i.i.d. random variables uniform on [0,1]. Given a
function h : [0,1]r → [−1,1], consider a random array indexed by α = (n1, . . . ,nr) ∈ Nr,
hα = h
(
(ωβ )β∈p(α)\{∗}
)
= h
(
ωn1 ,ωn1n2 , . . . ,ωn1...nr
)
. (13)
Note that, especially, in subscripts or superscripts we will write n1 . . .nr instead of (n1, . . . ,nr). We
will also denote by (ω Iα)α∈A and
hIα = h
(
(ω Iβ )β∈p(α)\{∗}
)
= h
(
ω In1 ,ω
I
n1n2, . . . ,ω
I
n1...nr
) (14)
copies of the above arrays that will be independent for all different multi-indices I. The function
h above is the second, and more complex, functional order parameter that encodes the distribution
of spins inside the pure states in the Me´zard-Parisi ansatz, as we shall see below. This way of
generating the array (hα) using a function h : [0,1]r → [−1,1] is very redundant in a sense that
there are many choices of the function h that will produce the same array in distribution. However,
if one prefers, there is a non-redundant (unique) way to encode an array of this type by a recursive
tower of distributions on the set of distributions that is more common in physics literature.
Extension of the definition of clause. Let us extend the definition of function θ on {−1,+1}K
to [−1,+1]K as follows. Often we will need to average expθ(σ1, . . . ,σK) over σ j ∈ {−1,+1} (or
some subset of them) independently of each other, with some weights. If we know that the average
of σ j is equal to x j ∈ [−1,+1] then the corresponding measure is given by
µ j(ε) =
1+ x j
2
I(ε = 1)+
1− x j
2
I(ε =−1).
We would like to denote the average of expθ again by expθ , which results in the definition
expθ(x1, . . . ,xK) = ∑
σ1,...,σK=±1
expθ(σ1, . . . ,σK) ∏
j≤K
µ j(σ j). (15)
Here is how this general definition would look like in the above two examples. In the first example
of the K-spin model, using that σ1 · · ·σK ∈ {−1,+1}, we can write
expθ(σ1, . . . ,σK) = ch(βg)(1+ th(βg)σ1 · · ·σK)
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and, clearly, after averaging,
expθ(x1, . . . ,xK) = ch(βg)(1+ th(βg)x1 · · ·xK).
In the second example of the K-sat model, using that ∏ j≤K(1+ J jσ j)/2 ∈ {0,1}, we can write
expθ(σ1, . . . ,σK) = 1+(e−β −1) ∏
j≤K
1+ J jσ j
2
and after averaging,
expθ(x1, . . . ,xK) = 1+(e−β −1) ∏
j≤K
1+ J jx j
2
.
The Me´zard-Parisi formula. Let pi(λK) and pi(λ (K−1)) be Poisson random variables with the
means λK and λ (K−1) correspondingly and consider
Aα(ε) = ∑
k≤pi(λK)
θk(h1,kα , . . . ,hK−1,kα ,ε) (16)
for ε ∈ {−1,+1} and
Bα = ∑
k≤pi(λ (K−1))
θk(h1,kα , . . . ,hK,kα ). (17)
Let Av denote the average over ε =±1 and consider the following functional
P(r,ζ ,h) = log2+E log ∑
α∈Nr
vα AvexpAα(ε)−E log ∑
α∈Nr
vα expBα (18)
that depends on r, the parameters (6) and the choice of the functions h in (13). Then the Me´zard-
Parisi ansatz predicts that
lim
N→∞
FmodelN = inf
r,ζ ,hP(r,ζ ,h), (19)
at least in the above two examples of the K-spin and K-sat models. We will see below that all the
parameters have a natural interpretation in terms of the structure of the Gibbs measure.
Franz-Leone upper bound. As we mentioned in the introduction, it was proved in [8] that
FmodelN ≤ inf
r,ζ ,hP(r,ζ ,h) (20)
for all N, in the K-spin and K-sat models for even K. Their proof was rewritten in a slightly
different language in [14] to make it technically simpler, and it was observed by Talagrand in [26]
that the proof actually works for all K ≥ 1 in the K-sat model.
As a natural starting point for proving matching lower bound, a strengthened analogue of the
Aizenman-Sims-Starr representation [2] for diluted models was obtained in [18] in the language of
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the so called asymptotic Gibbs measures. We will state this representation in Theorem 1 below for
a slightly modified Hamiltonian, while also ensuring that the asymptotic Gibbs measures satisfy
the Ghirlanda-Guerra identities. To state this theorem, we need to recall a few more definitions.
Asymptotic Gibbs measures. The Gibbs (probability) measure corresponding to a Hamiltonian
HN(σ) on {−1,+1}N is defined by
GN(σ) =
expHN(σ)
ZN
, (21)
where the normalizing factor ZN = ∑σ expHN(σ) is called the partition function. To define the
notion of the asymptotic Gibbs measure, we will assume that the distribution of the process
(HN(σ))σ∈{−1,+1}N is invariant under the permutations of the coordinates of σ - this property
is called symmetry between sites, and it clearly holds in all the models we consider.
Let (σ ℓ)ℓ≥1 be an i.i.d. sequence of replicas from the Gibbs measure GN and let µN be the joint
distribution of the array (σ ℓi )1≤i≤N,ℓ≥1 of all spins for all replicas under the average product Gibbs
measure EG⊗∞N ,
µN
({
σ ℓi = a
ℓ
i : 1≤ i≤ N,1≤ ℓ≤ n
})
= EG⊗nN
({
σ ℓi = a
ℓ
i : 1≤ i≤ N,1≤ ℓ≤ n
}) (22)
for any n≥ 1 and any aℓi ∈ {−1,+1}. We extend µN to a distribution on {−1,+1}N×N simply by
setting σ ℓi = 1 for i≥ N+1. Let M denote the set of all possible limits of (µN) over subsequences
with respect to the weak convergence of measures on the compact product space {−1,+1}N×N.
Because of the symmetry between sites, all measures in M inherit from µN the invariance
under the permutation of both spin and replica indices i and ℓ.By the Aldous-Hoover representation
[3], [11] for such distributions, for any µ ∈ M , there exists a measurable function s : [0,1]4 →
{−1,+1} such that µ is the distribution of the array
sℓi = s(w,uℓ,vi,xi,ℓ), (23)
where the random variables w,(uℓ),(vi),(xi,ℓ) are i.i.d. uniform on [0,1]. The function s is defined
uniquely for a given µ ∈ M up to measure-preserving transformations (Theorem 2.1 in [12]),
so we can identify the distribution µ of array (sℓi ) with s. Since s takes values in {−1,+1}, the
distribution µ can be encoded by the function
s(w,u,v) = Ex s(w,u,v,x), (24)
where Ex is the expectation in x only. The last coordinate xi,ℓ in (23) is independent for all pairs
(i, ℓ), so it plays the role of ‘flipping a coin’ with the expected value s(w,uℓ,vi). Therefore, given
the function (24), we can redefine s by
s(w,uℓ,vi,xi,ℓ) = 2I
(
xi,ℓ ≤ 1+ s(w,uℓ,vi)2
)
−1 (25)
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without affecting the distribution of the array (sℓi ).
We can also view the function s in (24) in a more geometric way as a random measure on the
space of functions, as follows. Let du and dv denote the Lebesgue measure on [0,1] and let us
define a (random) probability measure
G = Gw = du◦
(
u→ s(w,u, ·))−1 (26)
on the space of functions of v ∈ [0,1],
H =
{‖s‖∞ ≤ 1}, (27)
equipped with the topology of L2([0,1],dv). We will denote the scalar product in L2([0,1],dv)
by h1 · h2 and the corresponding L2 norm by ‖h‖. The random measure G in (26) is called an
asymptotic Gibbs measure. The whole process of generating spins can be broken into several
steps:
(i) generate the Gibbs measure G = Gw using the uniform random variable w;
(ii) consider i.i.d. sequence sℓ = s(w,uℓ, ·) of replicas from G, which are functions in H;
(iii) plug in i.i.d. uniform random variables (vi)i≥1 to obtain the array sℓ(vi) = s(w,uℓ,vi);
(iv) finally, use this array to generate spins as in (25).
For a different approach to this definition via exchangeable random measures see also [5]. From
now on, we will keep the dependence of the random measure G on w implicit, denote i.i.d. repli-
cas from G by (sℓ)ℓ≥1, which are now functions on [0,1], and denote the sequence of spins (25)
corresponding to the replica sℓ by
S(sℓ) =
(
2I
(
xi,ℓ ≤ 1+ s
ℓ(vi)
2
)
−1
)
i≥1
∈ {−1,+1}N. (28)
Because of the geometric nature of the asymptotic Gibbs measures G as measures on the subset of
L2([0,1],dv), the distance and scalar product between replicas play a crucial role in the description
of the structure of G. We will denote the scalar product between replicas sℓ and sℓ′ by Rℓ,ℓ′ = sℓ ·sℓ′ ,
which is more commonly called the overlap of sℓ and sℓ′ . Let us notice that the overlap Rℓ,ℓ′ is a
function of spin sequence (28) generated by sℓ and sℓ′ since, by the strong law of large numbers,
Rℓ,ℓ′ =
∫
sℓ(v)sℓ
′
(v)dv = lim
j→∞
1
j
j
∑
i=1
S
(
sℓ
)
i S
(
sℓ
′)
i (29)
almost surely.
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The Ghirlanda-Guerra identities. Given n ≥ 1 and replicas s1, . . . ,sn, we will denote the array
of spins (28) corresponding to these replicas by
Sn =
(
S(sℓ)
)
1≤ℓ≤n. (30)
We will denote by 〈 · 〉 the average over replicas sℓ with respect to G⊗∞. In the interpretation of the
step (ii) above, this is the same as averaging over (uℓ)ℓ≥1 in the sequence (s(w,uℓ, ·))ℓ≥1. Let us
denote by E the expectation with respect to random variables w, (vi) and xi,ℓ.
We will say that the measure G on H satisfies the Ghirlanda-Guerra identities if for any n≥ 2,
any bounded measurable function f of the spins Sn in (30) and any bounded measurable function
ψ of one overlap,
E
〈 f (Sn)ψ(R1,n+1)〉= 1
n
E
〈 f (Sn)〉E〈ψ(R1,2)〉+ 1
n
n
∑
ℓ=2
E
〈 f (Sn)ψ(R1,ℓ)〉. (31)
Another way to express the Ghirlanda-Guerra identities is to say that, conditionally on Sn, the law
of R1,n+1 is given by the mixture
1
n
ζ + 1
n
n
∑
ℓ=2
δR1,ℓ, (32)
where ζ denotes the distribution of R1,2 under the measure EG⊗2,
ζ ( · ) = EG⊗2(R1,2 ∈ · ). (33)
The identities (31) are usually proved for the function f of the overlaps (Rℓ,ℓ′)ℓ,ℓ′≤n instead of Sn,
but exactly the same proof yields (31) as well (see e.g. Section 3.2 in [17]). It is well known
that these identities arise from the Gaussian integration by parts of a certain Gaussian perturbation
Hamiltonian against the test function f , and one is free to choose this function to depend on all
spins and not only overlaps.
Modification of the model Hamiltonian. Next, we will describe a crucial new ingredient that will
help us classify all finite-RSB asymptotic Gibbs measures. Let us consider a sequence (gd)d≥1 of
independent Gaussian random variables satisfying
E(gd)2 ≤ 2−dεpert, (34)
where εpert is a fixed small parameter, and consider the following random clauses of d variables,
θ d(σ1, . . . ,σd) = gd
1+σ1
2
· · · 1+σd
2
.
We will denote by gdI and θ dI independent copies over different multi-indices I. We will define a
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perturbation Hamiltonian by
HpertN (σ) = ∑
i≤N
θ 1i (σi)+ ∑
d≥2
∑
k≤pid(N)
θ dk (σi1,d,k , . . . ,σid,d,k), (35)
where pid(N) are Poisson random variables with the mean N independent over d ≥ 2 and iI are
chosen uniformly from {1, . . . ,N} independently for different indices I. Notice that, because of
(34), this Hamiltonian is well defined. We will now work with the new Hamiltonian given by
HN(σ) = HmodelN (σ)+H
pert
N (σ). (36)
Notice that the second term HpertN is of the same order as the model Hamiltonian, but its size is
controlled by the parameter εpert. For example, if we consider the free energy
FN =
1
N
E log ∑
σ∈ΣN
expHN(σ) (37)
corresponding to this modified Hamiltonian, letting εpert go to zero will give the free energy of the
original model.
Finally, as in (15), let us extend the definition of θ d by
expθ d(x1, . . . ,xd) = 1+(eg
d −1)1+ x1
2
· · · 1+ xd
2
(38)
to [−1,+1]d from {−1,+1}d.
The cavity equations for the modified Hamiltonian. Let us now recall the cavity equations for
the distribution of spins proved in [18]. These equations will be slightly modified here to take into
account that the perturbation Hamiltonian HpertN (σ) will now also contribute to the cavity fields.
We will need to pick various sets of different spin coordinates in the array (sℓi ) in (23), and
it is inconvenient to enumerate them using one index i ≥ 1. Instead, we will use multi-indices
I = (i1, . . . , in) for n≥ 1 and i1, . . . , in ≥ 1 and consider
sℓI = s(w,uℓ,vI,xI,ℓ), (39)
where all the coordinates are uniform on [0,1] and independent over different sets of indices.
Similarly, we will denote
sℓI = s
ℓ(vI) = s(w,uℓ,vI). (40)
For convenience, below we will separate averaging over different replicas ℓ, so when we average
over one replica we will drop the superscript ℓ and simply write
sI = s(vI) = s(w,u,vI). (41)
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Now, take arbitrary integers n,m,q ≥ 1 such that n ≤ m. The index q will represent the number
of replicas selected, m will be the total number of spin coordinates and n will be the number of
cavity coordinates. For each replica index ℓ ≤ q we consider an arbitrary subset of coordinates
Cℓ ⊆ {1, . . . ,m} and split them into cavity and non-cavity coordinates,
C1ℓ =Cℓ∩{1, . . . ,n}, C2ℓ =Cℓ∩{n+1, . . . ,m}. (42)
The following quantities represent the ith coordinate cavity field of the modified Hamiltonian (36)
in the thermodynamic limit,
Ai(ε) = ∑
k≤pii(λK)
θk,i(s1,k,i, . . . ,sK−1,k,i,ε)
+θ 1i (ε)+ ∑
d≥2
∑
k≤pii(d)
θ dk,i(s1,d,k,i, . . . ,sd−1,d,k,i,ε), (43)
where pii(d) and pii(λK) are Poisson random variables with the mean d and λK, independent of
each other and independent over d ≥ 2 and i≥ 1. Compared to [18], now we have additional terms
in the second line in (43) coming from the perturbation Hamiltonian (35). Next, let us denote
Ai = logAvexpAi(ε) and ξi = Avε expAi(ε)
expAi
, (44)
where Av denotes the uniform average over ε = ±1. Recall that 〈 · 〉 denotes the average with
respect to the asymptotic Gibbs measure G. Define
Uℓ =
〈
∏
i∈C1ℓ
ξi ∏
i∈C2ℓ
si exp ∑
i≤n
Ai
〉
and V =
〈
exp ∑
i≤n
Ai
〉
. (45)
Then we will say that an asymptotic Gibbs measure G satisfies the cavity equations if
E∏
ℓ≤q
〈
∏
i∈Cℓ
si
〉
= E∏
ℓ≤q
Uℓ
V
(46)
for all choice of n,m,q and sets C1ℓ ,C2ℓ .
The Aizenman-Sims-Starr type lower bound. Consider a random measure G on H in (27) and
let sI be generated by a replica s from this measure as in (41). From now on we will denote by
pi(c) a Poisson random variable with the mean c and we will assume that different appearances
of these in the same equation are independent of each other and all other random variables. This
means that if we write pi(a) and pi(b), we assume them to be independent even if a happens to be
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equal to b. Consider
A(ε) = ∑
k≤pi(λK)
θk(s1,k, . . . ,sK−1,k,ε)
+θ 1i (ε)+ ∑
d≥2
∑
k≤pi(d)
θ dk (s1,d,k, . . . ,sd−1,d,k,ε), (47)
for ε ∈ {−1,+1} and
B = ∑
k≤pi(λ (K−1))
θk(s1,k, . . . ,sK,k)
+ ∑
d≥2
∑
k≤pi(d−1)
θ dk (s1,d,k, . . . ,sd,d,k). (48)
Again, compared to [18], we have additional terms in the second line in (47) and (48) coming from
the perturbation Hamiltonian (35). Consider the following functional
P(G) = log2+E log
〈
AvexpA(ε)
〉
−E log
〈
expB
〉
. (49)
The following is a slight modification of the (lower bound part of the) main result in [18] in the
setting of the diluted models.
Theorem 1 The lower limit of the free energy in (37) satisfies
liminf
N→∞
FN ≥ inf
G
P(G), (50)
where the infimum is taken over random measures G on H that satisfy the Ghirlanda-Guerra
identities (31) and the cavity equations (46).
We will call the measures G that appear in this theorem asymptotic Gibbs measures, because
that is exactly how they arise in [18]. The main difference from [18] is that we also include the
requirement that the measures G satisfy the Ghirlanda-Guerra identities in addition to the cavity
equations. This can be ensured in exactly the same way as in the Sherrington-Kirkpatrick model by
way of another small perturbation of the Hamiltonian (see e.g. [19], where this was explained for
the K-sat model). We are not going to prove Theorem 1 in this paper, because it does not require
any new ideas which are not already explained in [18, 19, 20], and the main reason we stated it
here is to provide the motivation for our main result below. Of course, the proof involves some
technical modifications to take into account the presence of the new perturbation term (35), but
these are not difficult.
Instead, we will focus on the main new idea and the main new contribution of the paper, which
is describing the structure of measures G that satisfy the Ghirlanda-Guerra identities and the cavity
equations in the case when the overlap R1,2 = s · s′ of any two points s and s′ in the support of G
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takes finitely many, say, r+1 values,
0≤ q0 < q1 < .. . < qr ≤ 1, (51)
for any r ≥ 1 - the so called r-step replica symmetry breaking (or r-RSB) case. To state the main
result, let us first recall several known consequences of the Ghirlanda-Guerra identities.
Consequences of the Ghirlanda-Guerra identities. By Talagrand’s positivity principle (see [26,
17]), if the Ghirlanda-Guerra identities hold then the overlap can take only non-negative values,
so the fact that the values in (51) are between 0 and 1 is not a constraint. Another consequence
of the Ghirlanda-Guerra identities (Theorem 2.15 in [17]) is that with probability one the random
measure G is concentrated on the sphere on radius √qr, i.e. G(‖s‖2 = qr) = 1. Since we assume
that the overlap takes finitely many values, G is also purely atomic. Finally (see [15] or Theorem
2.14 in [17]), with probability one the support of G is ultrametric, G⊗3(R2,3 ≥min(R1,2,R1,3)) = 1.
By ultrametricity, for any qp, the relation defined by
s ∼qp s′⇐⇒ s · s′ ≥ qp (52)
is an equivalence relation on the support of G. We will call these ∼q equivalence clusters simply
q-clusters. Let us now enumerate all the qp-clusters defined by (52) according to Gibbs’ weights as
follows. Let H∗ be the entire support of G so that V∗=G(H∗) = 1. Next, the support is split into q1-
clusters (Hn)n≥1, which are then enumerated in the decreasing order of their weights Vn = G(Hn),
V1 >V2 > .. . >Vn > .. . > 0. (53)
We then continue recursively over p ≤ r− 1 and enumerate the qp+1-subclusters (Hαn)n≥1 of a
cluster Hα for α ∈ Np in the non-increasing order of their weights Vαn = G(Hαn),
Vα1 >Vα2 > .. . >Vαn > .. . > 0. (54)
Thus, all these clusters were enumerated (Vα)α∈A by the vertices of the tree A in (3). It is not a
coincidence that we used the same notation as in (12). It is another well-known consequence of
the Ghirlanda-Guerra identities that the distribution of these weights coincides with the reordering
of the weights of the Ruelle probability cascades as in (12) with the parameters (6) given by
ζp = EG⊗2(R1,2 ≤ qp) (55)
for p = 0, . . . ,r. The qr-clusters are the points of the support of G - these are called pure states.
They were enumerated by α ∈ Nr and, if we denote them by sα ,
G(sα) =Vα for α ∈ Nr. (56)
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Recall that we generate the array sℓi (or sℓI for general index I) by first sampling replicas sℓ from the
measure G (which are functions on [0,1]) and then plugging in i.i.d. uniform random variables vi,
i.e. sℓi = sℓ(vi). In the discrete setting (56), this is equivalent to sampling α according to the weights
Vα and then plugging in vi into sα , i.e. sα(vi). Therefore, in order to describe the distribution of
the array (sℓ(vi))i,ℓ≥1 it is sufficient to describe the joint distribution of the arrays
(
Vα
)
α∈Nr and
(
sα(vi)
)
i≥1,α∈Nr .
In addition to the fact that (Vα) corresponds to some reordering of weights of the Ruelle probability
cascades, it was proved in [6, 19] that if the measure G satisfies the Ghirlanda-Guerra identities
then (see Theorem 1 and equation (36) and (37) in [19]):
(i) the arrays (Vα)α∈Nr and (sα(vi))i≥1,α∈Nr are independent;
(ii) there exists a function h : [0,1]2(r+1)→ [−1,1] such that
(
sα(vi)
)
i≥1,α∈Nr
d
=
(
h
(
(ωβ )β∈p(α),(ω iβ )β∈p(α)
))
i≥1,α∈Nr
, (57)
where, as above, ωα and ω iα for α ∈A are i.i.d. uniform random variables on [0,1].
The Me´zard-Parisi ansatz predicts that in the equation (57) one can replace the function h by a
function that does not depend on the coordinates (ωβ )β∈p(α), which would produce exactly the
same fields as in (14). We will show that this essentially holds for finite-RSB asymptotic Gibbs
measures.
Consequence of the cavity equations. The main result of the paper is the following.
Theorem 2 If a random measure G on H in (27) satisfies the Ghirlanda-Guerra identities (31)
and the cavity equations (46) and the overlap takes r+1 values in (51) then there exists a function
h : [0,1]r+2 → [−1,1] such that
(
sα(vi)
)
i≥1,α∈Nr
d
=
(
h
(
ω∗,(ω iβ )β∈p(α)
))
i≥1,α∈Nr
, (58)
where ω∗ and ω iα for α ∈A are i.i.d. uniform random variables on [0,1].
In other words, the cavity equations (46) allow us to simplify (57) and to get rid of the dependence
on the coordinates ωβ for β ∈A \{∗}. Notice that, compared to the Me´zard-Parisi ansatz, we still
have the dependence on ω∗ in (58). However, from the point of view of computing the free energy
this is not an issue at all, because the average in ω∗ is on the outside of the logarithm in (49) and
when we minimize over G in (50), we can replace the average over ω∗ by the infimum. Of course,
the infimum over G in (50) could involve measures that are not of finite-RSB type, and this is the
main obstacle to finish the proof of the Me´zard-Parisi formula, if this approach can be made to
work.
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If one could replace the infimum in (50) over measures G that satisfy the finite-RSB condition in
(51) (in addition to the cavity equations and the Ghirlanda-Guerra identities) then, using Theorem
2 and replacing the average over ω∗ by the infimum, we get the lower bound that essentially
matches the Franz-Leone upper bound, except that now we have additional terms in the second
line in (47) and (48) compared to (16) and (17) coming from the perturbation Hamiltonian (35).
However, these terms are controlled by εpert in (34) and, letting it go to zero, one could remove the
dependence of the lower bound on these terms and match the Franz-Leone upper bound.
3 General idea of the proof
The main goal of this paper is to show that the function h that generates the array sαi in (57),
sαi = h
(
(ωβ )β∈p(α),(ω iβ )β∈p(α)
)
,
can be replaced by a function that does not depend on the coordinates ωβ for ∗ ≺ β  α . We will
show this by induction, removing one coordinate at a time from the leaf α up to the root ∗. Our
induction assumption will be the following: for p ∈ {0, . . . ,r− 1}, suppose that, instead of (57),
the array sαi for i≥ 1,α ∈ Nr, is generated by
sαi = h
(
(ωβ )β∈p(α),|β |≤p+1,(ω iβ )β∈p(α)
) (59)
for some function h that does not depend on the coordinates ωβ for |β | ≥ p+2. Notice that this
holds for p = r− 1, and we would like to show that one can replace h by h′ that also does not
depend on ωβ for |β |= p+1, without affecting the distribution of the array sαi .
Often, we will work with a subtree of A that ‘grows out’ of a vertex at the distance p or p+1
from the root, which means that all paths from the root to the vertices in that subtree pass through
this vertex. In that case, for certainty, we will fix the vertex to be [p] = (1,2, . . . , p) or [p+1]. We
will denote by E[p] the expectation with respect to the random variables ωβ , ω iβ indexed by the
descendants of [p], i.e. [p] ≺ β , and by E[p],i the expectation with respect to ω iβ for [p] ≺ β . Our
goal will be to prove the following.
Theorem 3 Under the assumption (59), for any k ≥ 1 and any [p+ 1]  α1, . . . ,αk ∈ Nr, the
expectation E[p],is
α1
i · · ·sαki with respect to (ω iβ )[p+1]β does not depend on ω[p+1] almost surely.
Here i≥ 1 is arbitrary but fixed and α1, . . . ,αk need not be different, so the quantities E[p],isα1i · · ·sαki
represent all possible joint moments with respect to (ω iβ )[p+1]β of the random variables sαi for
[p+ 1]  α ∈ Nr. It will take us the rest of the paper to prove this result, and right now we will
only explain why it completes the induction step.
The reason is identical to the situation of an exchangeable sequence Xn = h(ω,ωn) (say,
bounded in absolute value by one) such that all moments Eω1X k1 for k≥ 1 with respect to ω1 do not
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depend on ω . In this case if we choose any function h′(ω1) with this common set of moments then
the sequences (h′(ωn)) and (Xn) have the same distribution, which can be seen by comparing their
joint moments. For example, we can choose h′( ·) = h(ω∗, ·) for any ω∗ from the set of measure
one on which all moments Eω1X k1 coincide with their average values EX k1 .
We can do the same in the setting of Theorem 3, which can be rephrased as follows: for almost
all (ωβ ,ω iβ )β[p] and ω[p+1],
E[p],is
α1
i · · ·sαki = E[p]sα1i · · ·sαki
for all k ≥ 1 and [p+ 1]  α1, . . . ,αk ∈ Nr, where E[p] now also includes the average in ω[p+1].
This means that we can find ω[p+1] = ω∗[p+1] such that the equality of all these moments holds for
almost all (ωβ ,ω iβ )β[p]. If we now set
h′
(
(ωβ )β∈p(α),|β |≤p,(ω iβ )β∈p(α)
)
= h
(
(ωβ )β∈p(α),|β |≤p,ω∗[p+1],(ω iβ )β∈p(α)
)
then by comparing the joint moments one can see that
(
sαi
)
i≥1,α∈Nr
d
=
(
h′
(
(ωβ )β∈p(α),|β |≤p,(ω iβ )β∈p(α)
))
i≥1,α∈Nr
, (60)
which completes the induction step.
The proof of Theorem 3 will proceed by a certain induction on the shape of the configuration
α1, . . . ,αk, where by the shape of the configuration we essentially mean the matrix (αℓ∧αℓ′)ℓ,ℓ′≤k
(or its representation by a tree that consists of all paths p(αℓ)). It is clear that the quantity
E[p],is
α1
i · · ·sαki
depends on [p+ 1]  α1, . . . ,αk ∈ Nr only through the shape. The induction will be somewhat
involved and we will explain exactly how it will work toward the end of the paper, once we have
all the tools ready. However, we need to mention now that the induction will have an important
monotonicity property: whenever we have proved the statement of Theorem 3 for some α1, . . . ,αk,
we have also proved it for any subset of these vertices. At this moment, we will suppose that
[p+1] α1, . . . ,αk ∈ Nr are such that the following holds:
(M) For any subset S ⊆ {1, . . . ,k}, E[p],i ∏ℓ∈S sαℓi does not depend on ω[p+1].
Then over the next sections we will obtain some implications of this assumption using the cavity
equations. Finally, in the last section we will show how to use these implications inductively to
prove Theorem 3 for any choice of α1, . . . ,αk. Of course, the starting point of the induction will be
the case of k = 1 that we will obtain first. In fact, in this case the statement will be even stronger
and will not assume that (59) holds (i.e. we only assume (57)).
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Lemma 1 For any p = 0, . . . ,r−1 and any [p]≺ α ∈ Nr, the expectation E[p],isαi with respect to
(ω iβ )[p]≺β does not depend on (ωβ )[p]≺β almost surely.
Proof. Consider [p] ≺ α,β ∈ Nr such that α ∧β = p. By (57), it is clear that the overlap of two
pure states satisfies
Rα,β := sα · sβ =
∫ 1
0
sα(v)sβ (v)dv
d
= Ei s
α
i s
β
i , (61)
where Ei denotes the expectation in random variables ω iη that depend on the spin index i. By
construction, we enumerated the pure states sα in (56) so that
Rα,β = qα∧β (62)
and, since α ∧β = p, we get that, almost surely,
qp = Rα,β = Eisαi s
β
i = Ei
(
E[p],is
α
i E[p],is
β
i
)
.
If we denote v = (ωη)η[p], v1 = (ωη)[p]≺ηα , v2 = (ωη)[p]≺ηβ and u = (ω iη)η[p] then
E[p],is
α
i = ϕ(v,v1,u), E[p],is
β
i = ϕ(v,v2,u)
for some function ϕ, the random variables v,v1,v2,u are independent, and the above equation can
be written as
qp = Euϕ(v,v1,u)ϕ(v,v2,u)
for almost all v,v1,v2. This means that for almost all v, the above equality holds for almost all
v1,v2. Let us fix any such v and let µv be the image of the Lebesgue measure on [0,1]r−p by
the map v1 → ϕ(v,v1, ·) ∈ L2([0,1]p+1,du). Then the above equation means that, if we sample
independently two points from µv, with probability one their scalar product in L2 will be equal to
qp. This can happen only if the measure µv is concentrated on one point in L2, which means that
the function ϕ does not depend on v1. ⊓⊔
Before we start using the cavity equations, we will explain a property of the Ruelle probability
cascades that will play the role of the main technical tool throughout the paper.
4 Key properties of the Ruelle probability cascades
The property described in this section will be used in two ways - directly, in order to obtain some
consequences of the cavity equations, and indirectly, as a representation tool to make certain com-
putations possible. This property is proved in Theorem 4.4 in [17] in a more general form, but here
we will need only a special case as follows.
Let us consider a random variable z taking values in some measurable space (X ,B) (in our
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case, this will always be some nice space, such as [0,1]n with the Borel σ -algebra) and let zα be
its independent copies indexed by the vertices of the tree α ∈A \ {∗} excluding the root. Recall
the parameters (ζp)0≤p≤r−1 in (6). Let us consider a measurable bounded function
Xr : X r → R (63)
and, recursively over 0≤ p≤ r−1, define functions Xp : X p → R by
Xp(x) =
1
ζp logEz expζpXp+1(x,z), (64)
where the expected value Ez is with respect to z. In particular, X0 is a constant. Let us define
Wp(x,y) = expζp(Xp+1(x,y)−Xp(x)) (65)
for x ∈ X p and y ∈ X . Let us point out that, by the definition (64), EzWp(x,z) = 1 and, there-
fore, for each x ∈ X p, we can think of Wp(x, ·) as a change of density that yields the following
conditional distribution on X given x ∈X p,
νp(x,B) = EzWp(x,z) I(z ∈ B). (66)
For p = 0, ν0 is just a probability distribution on (X ,B). Let us now generate the array z˜α for
α ∈ A \ {∗} iteratively from the root to the leaves as follows. Let z˜n for n ∈ N be i.i.d. random
variables with the distribution ν0. If we already constructed z˜α for |α| ≤ p then, given any α ∈Np,
we generate z˜αn independently for n ≥ 1 from the conditional distribution νp((zβ )∗≺βα , ·), and
these are generated independently over different such α. Notice that the distribution of the array
(z˜α)α∈A \{∗} depends on the distribution of z, function Xr and parameters (ζp)0≤p≤r−1.
With this definition, the expectation E f ((z˜α)α∈F) for a finite subset F ⊂A \{∗} can be written
as follow. For α ∈A \{∗}, let
Wα =W|α|−1
(
(zβ )∗≺β≺α ,zα
)
. (67)
Slightly abusing notation, we could also write this simply as Wα = W|α|−1((zβ )∗≺βα). Given a
finite subset C ⊂A \{∗}, let
p(C) =
⋃
α∈C
p(α)\{∗} and WC = ∏
α∈p(C)
Wα .
Then, the above definition of the array (z˜α) means that
E f ((z˜α)α∈C)= EWC f ((zα)α∈C). (68)
Simply, to average over (z˜α)α∈C we need to use changes of density over all vertices in the paths
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from the root leading to the vertices α ∈C.
The meaning of the above construction will be explained by the following result. Recall the
Ruelle probability (vα)α∈Nr cascades in (9) and define new random weights on Nr,
v˜α =
vα expXr((zβ )∗≺βα)
∑α∈Nr vα expXr((zβ )∗≺βα)
, (69)
by the change of density proportional to expXr((zβ )∗≺βα). We will say that a bijection pi : A →
A of the vertices of the tree A preserves the parent-child relationship if children αn of α are
mapped into children of pi(α), pi(αn) = (pi(α),k) for some k ∈ N. Another way to write this is to
say that pi(α)∧pi(β ) = α ∧β for all α,β ∈A . For example, the bijection pi defined in (11), (12),
is of this type. Theorem 4.4 in [17] gives the following generalization of the Bolthausen-Sznitman
invariance property for the Poisson-Dirichlet point process (Proposition A.2 in [7]).
Theorem 4 There exists a random bijection ρ : A → A of the vertices of the tree A , which
preserves the parent-child relationship, such that
(
v˜ρ(α)
)
α∈Nr
d
=
(
vα
)
α∈Nr ,
(
zρ(α)
)
α∈A \{∗}
d
=
(
z˜α
)
α∈A \{∗} (70)
and these two arrays are independent of each other.
This result will be more useful to us in a slightly different formulation in terms of the sequence
(Vα)α∈Nr in (12). Namely, if we denote by
˜Vα =
Vα expXr((zβ )∗≺βα)
∑α∈Nr Vα expXr((zβ )∗≺βα)
(71)
then the following holds.
Theorem 5 There exists a random bijection ρ : A → A of the vertices of the tree A , which
preserves the parent-child relationship, such that
(
˜Vρ(α)
)
α∈Nr
d
=
(
Vα
)
α∈Nr ,
(
zρ(α)
)
α∈A \{∗}
d
=
(
z˜α
)
α∈A \{∗} (72)
and these two arrays are independent of each other.
Proof. We have to apply twice the following simple observation. Suppose that we have a random
array (v′α)α∈Nr of positive weights that add up to one and array (z′α)α∈A \{∗} generated along the
tree similarly to (z˜α) above - namely, z′n for n∈N are i.i.d. random variables with some distribution
ν0 and, if we already constructed z′α for |α| ≤ p then, given any α ∈ Np, we generate z′αn inde-
pendently for n≥ 1 from some conditional distribution νp((zβ )∗≺βα , ·), and these are generated
independently over different such α. Suppose that (v′α)α∈Nr and (z′α)α∈A \{∗} are independent.
Consider any random permutation ρ : A →A that preserves the parent-child relationship, which
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depends only on (v′α)α∈Nr , i.e. it is a measurable function of this array. Then the arrays
(
v′ρ(α)
)
α∈Nr and
(
z′ρ(α)
)
α∈A \{∗}
are independent and (
z′ρ(α)
)
α∈A \{∗}
d
=
(
z′α
)
α∈A \{∗}.
This is obvious because, conditionally on ρ , the array z′ρ(α) is generated exactly like z′α along the
tree, so its conditional distribution does not depend on ρ . One example of such permutation ρ is
the permutation defined in (10), (11), (12), that sorts the cluster weights indexed by α ∈ A \Nr
defined by
v′α = ∑
α≺β∈Nr
v′β . (73)
Namely, for each α ∈ A \Nr, we let piα : N→ N be a bijection such that the sequence v′αpiα (n) is
decreasing for n ≥ 1 (we assume that all these cluster weights are different as is the case for the
Ruelle probability cascades), let pi(∗) = ∗ and define
pi(αn) = pi(α)pipi(α)(n) (74)
recursively from the root to the leaves of the tree. Let us denote
Sort
((
v′α
)
α∈Nr ,
(
z′α
)
α∈A \{∗}
)
:=
((
v′pi(α)
)
α∈Nr ,
(
z′pi(α)
)
α∈A \{∗}
)
. (75)
Notice that this sorting operation depends only on (v′α)α∈Nr , so it does not affect the distribution
of (z′α)α∈A \{∗}. Now, let us show how (70) implies (72). First of all, the permutation ρ in the
equation (72) is just the sorting operation described above,
((
˜Vρ(α)
)
α∈Nr ,
(
zρ(α)
)
α∈A \{∗}
)
= Sort
((
˜Vα
)
α∈Nr ,
(
zα
)
α∈A \{∗}
)
.
Let pi be the permutation in (11), (12) and, trivially,
Sort
((
˜Vα
)
α∈Nr ,
(
zα
)
α∈A \{∗}
)
= Sort
((
˜Vpi−1(α)
)
α∈Nr ,
(
zpi−1(α)
)
α∈A \{∗}
)
,
since the sorting operation does not depend on how we index the array. On the other hand, by the
definition (71) and the fact that Vpi−1(α) = vα ,
˜Vpi−1(α) =
vα expXr((zpi−1(β ))β∈p(α))
∑α∈Nr vα expXr((zpi−1(β ))β∈p(α))
.
Also, since the permutation pi depends only on (vα), by the above observation, the arrays (vα)α∈Nr
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and (zpi−1(α))α∈A \{∗} are independent and
(
zpi−1(α)
)
α∈A \{∗}
d
=
(
zα
)
α∈A \{∗}.
Comparing with the definition (69), this gives that
((
˜Vpi−1(α)
)
α∈Nr ,
(
zpi−1(α)
)
α∈A \{∗}
)
d
=
((
v˜α
)
α∈Nr ,
(
zα
)
α∈A \{∗}
)
,
and all together we showed that
((
˜Vρ(α)
)
α∈Nr ,
(
zρ(α)
)
α∈A \{∗}
)
d
= Sort
((
v˜α
)
α∈Nr ,
(
zα
)
α∈A \{∗}
)
.
Since we already use the notation ρ , let us denote the permutation ρ in (70) by ρ ′. Then (70)
implies
Sort
((
v˜α
)
α∈Nr ,
(
zα
)
α∈A \{∗}
)
= Sort
((
v˜ρ ′(α)
)
α∈Nr ,
(
zρ ′(α)
)
α∈A \{∗}
)
d
= Sort
((
vα
)
α∈Nr ,
(
z˜α
)
α∈A \{∗}
)
=
((
Vα
)
α∈Nr ,
(
z˜pi(α)
)
α∈A \{∗}
)
.
Finally, since the sorting permutation pi depends only on the array (vα), by the above observation,
the array (z˜pi(α)) is independent of (Vα) and has the same distribution as (z˜α). This finishes the
proof. ⊓⊔
5 Cavity equations for the pure states
In this section, we will obtain some general consequences of the cavity equations (46) that do
not depend on any inductive assumptions. In the next section, we will push this further under the
assumption (M) made in Section 3. First of all, let us rewrite the cavity equations (46) taking into
account the consequences of the Ghirlanda-Guerra identities in (56) and (57). Let us define
sαI = h
(
(ωβ )β∈p(α),(ω Iβ )β∈p(α)
)
, (76)
Aαi (ε) = ∑
k≤pii(λK)
θk,i(sα1,k,i, . . . ,sαK−1,k,i,ε)
+θ 1i (ε)+ ∑
d≥2
∑
k≤pii(d)
θ dk,i(sα1,d,k,i, . . . ,sαd−1,d,k,i,ε), (77)
Aαi = logAvexpAαi (ε), (78)
ξ αi = Avε expA
α
i (ε)
expAαi
, (79)
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and let Aα = ∑i≤n Aαi . We will keep the dependence of Aα on n implicit for simplicity of notation.
Then (45) can be redefined by (using equality in distribution (57))
Uℓ = ∑
α∈Nr
Vα ∏
i∈C1ℓ
ξ αi ∏
i∈C2ℓ
sαi expAα and V = ∑
α∈Nr
Vα expAα . (80)
Moreover, if we denote
˜Vα =
Vα expAα
V
=
Vα expAα
∑α∈Nr Vα expAα
(81)
then the cavity equations (46) take form
E∏
ℓ≤q
∑
α∈Nr
Vα ∏
i∈Cℓ
sαi = E∏
ℓ≤q
∑
α∈Nr
˜Vα ∏
i∈C1ℓ
ξ αi ∏
i∈C2ℓ
sαi . (82)
We can also write this as
E ∑
α1,...,αq
Vα1 · · ·Vαq ∏
ℓ≤q
∏
i∈Cℓ
s
αℓ
i = E ∑
α1,...,αq
˜Vα1 · · · ˜Vαq ∏
ℓ≤q
∏
i∈C1ℓ
ξ αℓi ∏
i∈C2ℓ
s
αℓ
i . (83)
We will now use this form of the cavity equations to obtain a different form directly for the pure
states that does not involve averaging over the pure states.
Let us formulate the main result of this section. Let F be the σ -algebra generated by the
random variables that are not indexed by α ∈A \{∗}, namely,
θk,i,θ 1i ,θ dk,i,pii(λK),pii(d),ω∗,ω I∗ (84)
for various indices, excluding the random variables ωα and ω Iα that are indexed by α ∈A \ {∗}.
Let Ii be the set of indices I that appear in various sαI in (77), i.e. I of the type (ℓ,k, i,) or (ℓ,d,k, i).
Let I = ∪i≥1Ii and let
ziα =
(
ω Iα
)
I∈Ii, zα =
(
ωα ,(z
i
α)i≥1
)
=
(
ωα ,(ω
I
α)I∈I
)
, (85)
Notice that with this notation, conditionally on F , the random variables Aαi and ξ αi in (78), (79)
for α ∈ Nr can be written as
ξ αi = ξi
(
(ωβ ,ziβ )∗≺βα
)
, Aαi = χi
(
(ωβ ,ziβ )∗≺βα
)
. (86)
for some function ξi and χi (that implicitly depend on the random variables in (84)) and
Aα = X
(
(zβ )∗≺βα
)
:= ∑
i≤n
χi
(
(ωβ ,ziβ )∗≺βα
)
.
In the setting of the previous section, let Xr = X in (63) and let (z˜α)α∈A \{∗} be the array generated
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along the tree using the conditional probabilities (66). Recall that this means the following. The
definition in (64) can be written as
X|α|−1
(
(zβ )∗≺β≺α
)
=
1
ζ|α|−1 logEzα expζ|α|−1X|α|
(
(zβ )∗≺βα
)
, (87)
where Ezα is the expectation in zα , and the definition in (65) can be written as
W|α|−1
(
(zβ )∗≺β≺α ,zα
)
= expζ|α|−1
(
X|α|
(
(zβ )∗≺βα
)−X|α|−1((zβ )∗≺β≺α)
)
. (88)
Then the array (z˜α)α∈A \{∗} is generated along the tree from the root to the leaves according to the
conditional probabilities in (66), namely, given (z˜β )∗≺β≺α we generated z˜α by the change of den-
sity W|α|−1
(
(z˜β )∗≺β≺α , ·
)
. Let us emphasize one more time that this entire construction is done
conditionally on F . Also, notice that the coordinates ω Iα in (85) were independent for different I,
but the corresponding coordinates ω˜ Iα of z˜α =
(
ω˜α ,(ω˜ Iα)I∈I
)
are no longer independent, because
Xr and the changes of density Wp depend on all of them. As in (85) and (86), let us denote
z˜iα =
(
ω˜ Iα
)
I∈Ii, z˜α =
(
ω˜α ,(z˜
i
α)i≥1
)
, ˜ξ αi = ξi
(
(ω˜β , z˜iβ )∗≺βα
)
. (89)
We will prove the following.
Theorem 6 The equality in distribution holds (not conditionally on F ),
(
˜ξ αi
)
i≤n,α∈Nr
d
=
(
sαi
)
i≤n,α∈Nr . (90)
Proof. As in (61) and (62), we can write
Rα,β = sα · sβ =
∫ 1
0
sα(v)sβ (v)dv = Ei sαi s
β
i ,
where Ei denotes the expectation in random variables ω iβ in (76) that depend on the spin index i,
and Rα,β = qα∧β .
In the cavity equations (83), let us now make a special choice of the sets C2ℓ . For each pair
(ℓ, ℓ′) of replica indices such that 1 ≤ ℓ < ℓ′ ≤ q, take any integer nℓ,ℓ′ ≥ 0 and consider a set
Cℓ,ℓ′ ⊆ {n + 1, . . . ,m} of cardinality |Cℓ,ℓ′| = nℓ,ℓ′ . Let all these sets be disjoint, which can be
achieved by taking m = n+∑1≤ℓ<ℓ′≤q nℓ,ℓ′. For each ℓ≤ q, let
C2ℓ =
(⋃
ℓ′>ℓ
Cℓ,ℓ′
)⋃(⋃
ℓ′<ℓ
Cℓ′,ℓ
)
.
Then a given spin index i ∈ {n+ 1, . . . ,m} appears in exactly two sets, say, C2ℓ and C2ℓ′ , and the
expectation of (83) in (ω iβ ) will produce a factor Ei s
αℓ
i s
αℓ′
i = Rαℓ,αℓ′ . For each pair (ℓ, ℓ
′), there
will be exactly nℓ,ℓ′ such factors, so averaging in (83) in the random variables (ω iβ ) for all i ∈
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{n+1, . . . ,m} will result in
E ∑
α1,...,αq
Vα1 · · ·Vαq ∏
ℓ<ℓ′
R
nℓ,ℓ′
αℓ,αℓ′ ∏
ℓ≤q
∏
i∈C1ℓ
s
αℓ
i = E ∑
α1,...,αq
˜Vα1 · · · ˜Vαq ∏
ℓ<ℓ′
R
nℓ,ℓ′
αℓ,αℓ′ ∏
ℓ≤q
∏
i∈C1ℓ
ξ αℓi . (91)
Approximating by polynomials, we can replace ∏ℓ<ℓ′ R
nℓ,ℓ′
αℓ,αℓ′ by the indicator of the set
C =
{
(α1, . . . ,αq) | Rαℓ,αℓ′ = qℓ,ℓ′ for all 1≤ ℓ < ℓ′ ≤ q
} (92)
for any choice of constraints qℓ,ℓ′ taking values in {q0, . . . ,qr}. Therefore, (91) implies
∑
(α1,...,αq)∈C
EVα1 · · ·Vαq ∏
ℓ≤q
∏
i∈C1ℓ
s
αℓ
i = ∑
(α1,...,αq)∈C
E ˜Vα1 · · · ˜Vαq ∏
ℓ≤q
∏
i∈C1ℓ
ξ αℓi . (93)
Using the property (i) above the equation (57), which as we mentioned is the consequence of the
Ghirlanda-Guerra identities, we can rewrite the left hand side as
∑
(α1,...,αq)∈C
EVα1 · · ·Vαq E∏
ℓ≤q
∏
i∈C1ℓ
s
αℓ
i .
Moreover, it is obvious from the definition of the array sαi in (76) that the second expectation
depends on (α1, . . . ,αq) ∈ C only through the overlap constraints (qℓ,ℓ′), or (αℓ∧αℓ′).
On the other hand, on the right hand side of (93) both ˜Vα and ξ αi depend on the same random
variables through the function Aαi (ε). If we compare (71) and (81) and apply Theorem 5 condi-
tionally on F , we see that that there exists a random bijection ρ : A → A of the vertices of the
tree A which preserves the parent-child relationship and such that
(
˜Vρ(α)
)
α∈Nr
d
=
(
Vα
)
α∈Nr ,
(
(ξ ρ(α)i )i≤n
)
α∈A \{∗}
d
=
(
( ˜ξ αi )i≤n
)
α∈A \{∗} (94)
and these two arrays are independent of each other (all these statement are conditionally on F ). If
we denote by E′ the conditional expectation given F then this implies that
∑
(α1,...,αq)∈C
E
′
˜Vα1 · · · ˜Vαq ∏
ℓ≤q
∏
i∈C1ℓ
ξ αℓi = ∑
(α1,...,αq)∈C
E
′
˜Vρ(α1) · · · ˜Vρ(αq) ∏
ℓ≤q
∏
i∈C1ℓ
ξ ρ(αℓ)i
= ∑
(α1,...,αq)∈C
E
′Vα1 · · ·Vαq ∏
ℓ≤q
∏
i∈C1ℓ
˜ξ αℓi = ∑
(α1,...,αq)∈C
E
′Vα1 · · ·Vαq E′ ∏
ℓ≤q
∏
i∈C1ℓ
˜ξ αℓi .
Since the distribution of (Vα)α∈Nr does not depend on the condition and E ′Vα1 · · ·Vαq =EVα1 · · ·Vαq ,
taking the expectation gives
∑
(α1,...,αq)∈C
E ˜Vα1 · · · ˜Vαq ∏
ℓ≤q
∏
i∈C1ℓ
ξ αℓi = ∑
(α1,...,αq)∈C
EVα1 · · ·Vαq E∏
ℓ≤q
∏
i∈C1ℓ
˜ξ αℓi .
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This proves that
∑
(α1,...,αq)∈C
EVα1 · · ·Vαq E∏
ℓ≤q
∏
i∈C1ℓ
s
αℓ
i = ∑
(α1,...,αq)∈C
EVα1 · · ·Vαq E∏
ℓ≤q
∏
i∈C1ℓ
˜ξ αℓi .
Again, the second expectation in the sum on the right depends on (α1, . . . ,αq) ∈ C only through
the overlap constraints (qℓ,ℓ′) and, since the choice of the constraints was arbitrary, we get
E∏
ℓ≤q
∏
i∈C1ℓ
s
αℓ
i = E∏
ℓ≤q
∏
i∈C1ℓ
˜ξ αℓi (95)
for any α1, . . . ,αq ∈ Nr. Clearly, one can express any joint moment of the elements in these two
arrays by choosing q ≥ 1 large enough and choosing α1, . . . ,αq and the sets C1ℓ properly, so the
proof is complete. ⊓⊔
6 A consequence of the cavity equations for the pure states
We will continue using the notation of the previous section, only in this section we will take n = 2
in Theorem 6. Let us recall the assumption (M) made at the end of Section 3: we consider some
[p+1] α1, . . . ,αk ∈ Nr such that the following holds:
(M) For any subset S ⊆ {1, . . . ,k}, E[p],i ∏ℓ∈S sαℓi does not depend on ω[p+1].
In this section, we will obtain a further consequence of the cavity equations using thatE[p],i ∏ℓ≤k sαℓi
does not depend on ω[p+1], but a similar consequence will hold for any subset of these vertices.
Let us denote by E[p] the expectation with respect to the random variables ωη ,ω Iη indexed by
the ancestors η ≻ [p] of [p]. We will use the same notation E[p] to denote the expectation with
respect to the random variables ω˜η , ω˜ Iη for η ≻ [p] conditionally on ω˜η , ω˜ Iη for η  [p] and all
other random variables that generate the σ -algebra F in (84). Given any finite set C ⊂ Nr, let us
denote
sCi = ∏
α∈C
sαi ,
˜ξCi = ∏
α∈C
˜ξ αi and ξCi = ∏
α∈C
ξ αi .
Then the following holds for [p+1] α1, . . . ,αk ∈ Nr.
Lemma 2 If C = {α1, . . . ,αk} and E[p],isCi does not depend on ω[p+1] then
E[p]
˜ξC1 ˜ξC2 = E[p] ˜ξC1 E[p] ˜ξC2 (96)
almost surely.
Proof. First of all,
E[p]s
C
1 s
C
2 = E[p]∏
i≤2
E[p],is
C
i = ∏
i≤2
E[p],is
C
i
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almost surely, since E[p],isCi does not depend on ω[p+1]. Similarly,
E[p]s
C
i = E[p]E[p],is
C
i = E[p],is
C
i
almost surely and, therefore,
0 = E
(
E[p]s
C
1 s
C
2 −E[p]sC1E[p]sC2
)2
= E
(
E[p]s
C
1 s
C
2
)2−2E(E[p]sC1 sC2 )(E[p]sC1E[p]sC2 )+E(E[p]sC1E[p]sC2 )2. (97)
Let us now rewrite each of these terms using replicas. Let C1 = C and for j = 2,3,4 let C j =
{α j1 , . . . ,α jk} for arbitrary [p+ j]  α j1 , . . . ,α jk ∈ Nr such that α jℓ ∧α jℓ′ = αℓ∧αℓ′ for any ℓ, ℓ′ ≤ k.
In other words, C j are copies of C that consists of the descendants of different children of [p].
Therefore, we can write
E[p]s
C j
1 s
C j
2 = E[p]s
C j′
1 s
C j′
2 and E[p]s
C j
i = E[p]s
C j′
i
almost surely for any j, j′ ≤ 4 and
E
(
E[p]s
C
1 s
C
2
)2
= EsC11 s
C1
2 s
C2
1 s
C2
2 ,
E
(
E[p]s
C
1 s
C
2
)(
E[p]s
C
1E[p]s
C
2
)
= EsC11 s
C1
2 s
C2
1 s
C3
2 ,
E
(
E[p]s
C
1E[p]s
C
2
)2
= EsC11 s
C2
2 s
C3
1 s
C4
2 .
By Theorem 6, this and (97) imply that
E ˜ξC11 ˜ξC12 ˜ξC21 ˜ξC22 −2E ˜ξC11 ˜ξC12 ˜ξC21 ˜ξC32 +E ˜ξC11 ˜ξC22 ˜ξC31 ˜ξC42 = 0.
Repeating the above computation backwards for ˜ξ instead of s gives
E
(
E[p]
˜ξC1 ˜ξC2 −E[p] ˜ξC1 E[p] ˜ξC2
)2
= 0
and this finishes the proof. ⊓⊔
By analogy with (67) and (68), let us rewrite the expectation E[p] with respect to the random
variables ω˜α , ω˜ Iα for α ≻ [p] in terms of the expectation with respect to the random variables
ωα ,ω Iα for α ≻ [p], writing explicitly the changes of density
Wα =W|α|−1
(
(zβ )∗≺β≺α ,zα
)
. (98)
As in Lemma 2, let C = {α1, . . . ,αk} for some [p+1] α1, . . . ,αk ∈ Nr, let
p([p],C) =
{β ∣∣ [p+1] β  α,α ∈C}
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and define
W[p],C = ∏
α∈p([p],C)
Wα . (99)
With this notation, we can rewrite (96) as
E[p]ξC1 ξC2 W[p],C = E[p]ξC1 W[p],CE[p]ξC2 W[p],C (100)
almost surely. Notice that in (96) almost surely meant for almost all random variables in (84) that
generate the σ -algebra F and for almost all z˜α for α  [p] that are generated conditionally on F
according to the changes of density in (88). However, even though in (100) we simply expressed
the expectation with respect to z˜α for [p] ≺ α using the changes of density explicitly, after this
averaging both sides depend on zα for α  [p], so almost surely now means for almost all random
variables in (84) that generate the σ -algebra F and for almost all zα for α  [p]. The reason we
can do this is very simple. Notice that Aαi (ε) in (77) can be bounded by
|Aαi (ε)| ≤ ci := ∑
k≤pii(λK)
‖θk,i‖∞ + |g1i |+ ∑
d≥2
∑
k≤pii(d)
|gdk,i|,
which, by the assumption (34), is almost surely finite (notice also that ci are F -measurable). By
induction in (87), all |X|α|| ≤ c = c1 + c2 almost surely and, therefore, all changes of density in
(88) satisfy e−2c ≤W|α| ≤ e2c almost surely. Therefore, conditionally on F , the distribution of all
zα and z˜α are absolutely continuous with respect to each other and, therefore, we can write almost
surely equality in (100) in terms of the random variables zα for α  [p].
Next, we will reformulate (100) using the assumption (59). To simplify the notation, let us
denote for any α ∈A \{∗},
ωα = (ωβ )∗≺βα , ziα = (ziβ )∗≺βα , zα = (zβ )∗≺βα (101)
and define ω≺α ,zi≺α and z≺α similarly. Then, we can rewrite (86) for [p+1] α ∈ Nr as
ξ αi = ξi
(
ω[p+1],ziα
)
, Aαi = χi
(
ω[p+1],ziα
)
. (102)
Since in the previous section we set n = 2, we have
Aα = ∑
i≤2
χi
(
ω[p+1],ziα
)
.
Because of the absence of the random variables ωα for [p+ 1] ≺ α , the integration in zα in the
recursive definition (87) will decouple when [p+1]≺ α into integration over z1α and z2α . Namely,
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let χi,r = χi and, for [p+1] α , let us define by decreasing induction on |α|,
χi,|α|−1
(
ω[p+1],zi≺α
)
=
1
ζ|α|−1 logEziα expζ|α|−1χi,|α|
(
ω[p+1],ziα
)
. (103)
First of all, for [p+1]≺ α , by decreasing induction on |α|,
X|α|−1
(
z≺α
)
=
1
ζ|α|−1 logEzα expζ|α|−1X|α|
(
zα
)
{induction assumption}= 1ζ|α|−1 logEzα expζ|α|−1 ∑i≤2 χi,|α|
(
ω[p+1],ziα
)
{independence}= 1ζ|α|−1 log∏i≤2Eziα expζ|α|−1χi,|α|
(
ω[p+1],ziα
)
{definition (103)}= ∑
i≤2
χi,|α|−1
(
ω[p+1],zi≺α
)
. (104)
When we do the same computation for α = [p+1], the expectation Ez[p+1] also involves ω[p+1], so
we end up with
Xp
(
z[p]
)
=
1
ζp logEω[p+1] ∏i≤2Ezi[p+1] expζpχi,p+1
(
ω[p+1],zi[p+1]
)
{definition (103)}= 1ζp logEω[p+1] expζp ∑i≤2 χi,p
(
ω[p+1],zi[p]
)
. (105)
For [p+1] α , let us define for i = 1,2,
W i|α|−1
(
ω[p+1],ziα
)
= expζ|α|−1
(
χi,|α|
(
ω[p+1],ziα
)−χi,|α|−1(ω[p+1],zi≺α)
)
. (106)
Comparing this with the definition (65) and using (104) we get that for [p+1]≺ α ,
W|α|−1
(
zα
)
= ∏
i≤2
W i|α|−1
(
ω[p+1],zi[ j+1]
)
. (107)
For α = [p+1] this is no longer true, but if we denote
Wp =Wp
(
ω[p+1],z[p]
)
= expζp
(
∑
i≤2
χi,p
(
ω[p+1],zi[p]
)−Xp(z[p])
)
(108)
then we can write
Wp
(
z[p+1]
)
=Wp
(
ω[p+1],z[p]
)∏
i≤2
W ip
(
ω[p+1],zi[p+1]
)
. (109)
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If, similarly to (98) and (99), we denote
W iα =W i|α|−1
(
zα
)
and W i[p],C = ∏
α∈p([p],C)
W iα (110)
then we can rewrite (99) as
W[p],C =Wp ∏
i≤2
W i[p],C. (111)
Notice that Wp does not depend on ziβ for [p] ≺ β , while W 1[p],C and ξC1 in (100) do not depend on
z2β for [p]≺ β and W 2[p],C and ξC2 do not depend on z1β for [p]≺ β . This means that if we denote by
E[p],i the expectation in the random variables ziβ for [p]≺ β and denote
ηCi = E[p],i ξCi W i[p],C (112)
then (100) can be rewritten as
Eω[p+1]η
C
1 ηC2 Wp = Eω[p+1]η
C
1 WpEω[p+1]η
C
2 Wp (113)
almost surely, because after averaging E[p],i in ziβ for [p] ≺ β , the only random variable left to be
averaged in E[p] is ω[p+1]. So far we have just rewritten the equation (100) under the induction
assumption (59). Now, we will use this to prove the main result of this section.
Let us make the following simple observation: recalling the definition of Aαi (ε) in (77), if we set
all but finite number of random variables (pii(d))d≥2 to zero, the equation (113) still holds almost
surely. To see this, first of all, notice that because the random variables pii(d) take any natural value
with positive probability, we can set a finite number of them to any values we like in (113). For
example, for any D,D′ ≥ 2, we can set pi1(d) = pi2(d) = nd for d ≤ D and set pi1(d) = pi2(d) = 0
for D < d < D′. The remaining part of the last term in Aαi (ε) can be bounded uniformly by
∑
d≥D′
∑
k≤pii(d)
‖θ dk,i‖∞ ≤ ∑
d≥D′
∑
k≤pii(d)
|gdk,i|,
where, by the assumption (34), we have E(gdk,i)2 ≤ 2−dεpert, which implies that this sum goes to
zero almost surely as D′ goes to infinity. It follows immediately from this that we can set all but
finite number of pii(d) in (113) to zero. Moreover, we will set pi1(λK) = pi2(λK) = 0, since the
terms coming from the model Hamiltonian will play no role in the proof - all the information we
need is encoded into the perturbation Hamiltonian. From now on we will assume that in (113), for
a given D≥ 2,
pi1(λK) = pi2(λK) = 0, pi1(d) = pi2(d) = nd for d ≤ D, pi1(d) = pi2(d) = 0 for d > D. (114)
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In addition, let us notice that both sides of (113) are continuous functions of the variables g1i and
gdk,i for k ≤ nd for d ≤ D, i = 1,2. This implies that almost surely over other random variables the
equation (113) holds for all gdk,i and, in particular, we can set them to be equal to any prescribed
values,
g11 = g
1
2 = g
1, gdk,1 = g
d
k,2 = g
d
k . (115)
The following is the main result of this section.
Theorem 7 The random variables ηCi do not depend on ω[p+1].
Here and below, when we say that a function (or random variable) does not depend on a certain
coordinate, this means that the function is equal to the average over that coordinate almost surely.
In this case, we want to show that
ηCi = Eω[p+1]η
C
i
almost surely.
Proof of Theorem 7. Besides the Poisson and Gaussian random variables in (114), (115) and
the random variable ω[p+1] over which we average in (113), the random variables ηCi for i = 1,2
depend on ω∗, ω[p], (ω I∗)I∈Ii and zi[p], and Wp depends on the same random variables for both
i = 1,2. Let us denote
ui =
(
(ω I∗)I∈Ii,z
i
[p]
)
.
We already stated that for almost all ω∗, ω[p], u1 and u2, the equation (113) holds for all Poisson
and Gaussian random variables fixed as in (114), (115). Therefore, for almost all ω∗, ω[p] the
equation (113) holds for almost all u1, u2 and for all Poisson and Gaussian random variables fixed
as in (114), (115). Let us fix any such ω∗, ω[p]. Then, we can write
ηCi = ϕ(ui,ω[p+1]) and Wp = ψ(u1,u2,ω[p+1])
for some functions ϕ and ψ . These functions depend implicitly on all the random variables we
fixed, and the function ϕ is the same for both ηC1 and ηC2 because we fixed all Poisson and Gaussian
random variables in (114), (115) to be the same for i = 1,2. The equation (113) can be written as
(in the rest of this proof, let us for simplicity of notation write ω instead of ω[p+1])
Eωϕ(u1,ω)ϕ(u2,ω)ψ(u1,u2,ω) = ∏
i=1,2
Eωϕ(ui,ω)ψ(u1,u2,ω) (116)
for almost all u1,u2. We want to show that ϕ(u,ω) does not depend on ω . If we denote
c =: |g11|+ |g12|+ ∑
d≤D
∑
k≤nd
|gdk |
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then, by (114) and (115), we can bound Aαi (ε) in (77) by |Aαi (ε)| ≤ c for i = 1,2. By induction in
(103), |χi,|α|| ≤ c and, by (105), |Xp| ≤ 2c. Therefore, from the definition of Wp in (108),
e−4c ≤Wp = ψ(u1,u2,ω)≤ e4c. (117)
Of course, |ϕ| ≤ 1. Suppose that for some ε > 0, there exists a set U of positive measure such that
the variance Varω(ϕ(u,ω))≥ ε for u ∈U. Given δ > 0, let (Sℓ)ℓ≥1 be a partition of L1([0,1],dω)
such that diam(Sℓ)≤ δ for all ℓ. Let
Uℓ =
{
u | ϕ(u, ·) ∈ Sℓ
}
.
For some ℓ, the measure of U ∩Uℓ will be positive, so for some u1,u2 ∈U ,
Eω |ϕ(u1,ω)−ϕ(u2,ω)| ≤ δ . (118)
The equations (117) and (118) imply that
∣∣Eωϕ(u1,ω)ψ(u1,u2,ω)−Eω ϕ(u2,ω)ψ(u1,u2,ω)∣∣≤ e4cδ
and, similarly,
∣∣Eωϕ(u1,ω)ϕ(u2,ω)ψ(u1,u2,ω)−Eωϕ(u1,ω)2ψ(u1,u2,ω)∣∣≤ e4cδ .
Since |ϕ| ≤ 1 and Eωψ = 1, the first inequality implies that
∣∣∣ ∏
i=1,2
Eωϕ(ui,ω)ψ(u1,u2,ω)−
(
Eωϕ(u1,ω)ψ(u1,u2,ω)
)2∣∣∣≤ e4cδ ,
which, together with the second inequality and (116), implies
Eωϕ(u1,ω)2ψ(u1,u2,ω)−
(
Eωϕ(u1,ω)ψ(u1,u2,ω)
)2 ≤ 2e4cδ .
The left hand side is a variance with the density ψ and can be written using replicas as
1
2
∫∫ (
ϕ(u1,x)−ϕ(u1,y)
)2ψ(u1,u2,x)ψ(u1,u2,y)dxdy.
By (117) and the fact that u1 ∈U , we can bound this from below by
1
2
e−8c
∫∫ (
ϕ(u1,x)−ϕ(u1,y)
)2 dxdy = e−8cVarω(ϕ(u1,ω))≥ e−8cε.
Comparing lower and upper bounds, e−8cε ≤ e4cδ , we arrive at contradiction, since δ > 0 was
arbitrary. Therefore, Varω(ϕ(u,ω)) = 0 for almost all u and this finishes the proof. ⊓⊔
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7 A representation formula via properties of the RPC
Let us summarize what we proved in the previous section. We considered C = {α1, . . . ,αk} for
some [p+1]  α1, . . . ,αk ∈ Nr and assumed that E[p],i ∏ℓ≤k sαℓi does not depend on ω[p+1]. Then,
as a consequence of this and the cavity equations, we showed that
ηCi = E[p],i ξCi W i[p],C (119)
also does not depend on ω[p+1] almost surely, where
W i[p],C = ∏
α∈p([p],C)
W iα (120)
and p([p],C) =
{β ∣∣ [p+ 1]  β  α,α ∈ C}. Moreover, this holds for Poisson and Gaussian
random variables fixed to arbitrary values as in (114), (115). By the assumption (M), the same
statement holds in we replace C by any subset C′ ⊆C.
In this section, we will represent the expectation E[p],i in (119) with respect to ziα for [p] ≺ α
by using the property of the Ruelle probability cascades in Theorem 5. Essentially, the expectation
in (119) is of the same type as (68) if we think of the vertex [p] as a root. Indeed, we are averaging
over random variables indexed by the vertices [p]≺α which form a tree (if we include the root [p])
isomorphic to a tree Γ =N0∪N1∪ . . .∪Nr−p of depth r− p. We can identify a vertex [p] α ∈A
with the vertex {∗}  γ ∈ Γ such that α = [p]γ (for simplicity, we denote by [p]γ the concatenation
([p],γ)). Similarly to (59), let us define for γ ∈ Nr−p,
s
γ
I = h
(
(ωβ )β[p],ω[p+1],(ω Iβ )β[p],(ω I[p]β )∗≺βγ
)
. (121)
Notice a subtle point here: the random variables sγI are not exactly the same as sαI in (59) for
α = [p]γ . They are exactly the same only if [p+ 1]  α , and in this case we will often write
s
γ
I = s
[p]γ
I . Otherwise, if [p+ j]  α for j ≥ 2 then in (59) we plug in the random variable ω[p+ j]
instead of ω[p+1] as we did in (121). The reason for this will become clear soon but, basically, we
are going to represent the average E[p],i in (119) with respect to ω I[p]β for {∗} ≺ β using the Ruelle
probability cascades while ω[p+1] appears in (119) on the outside of this average.
Similarly to (77) – (79), let us define for γ ∈ Nr−p,
Aγi (ε) = θ
1(ε)+ ∑
2≤d≤D
∑
k≤nd
θ dk (s
γ
1,d,k,i, . . . ,s
γ
d−1,d,k,i,ε), (122)
Aγi = logAvexpA
γ
i (ε), (123)
ξ γi =
Avε expAγi (ε)
expAγi
. (124)
The reason why (122) looks different from (77) is because we fixed Poisson and Gaussian random
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variables as in (114), (115), so θ 1 and θ dk are defined in terms of g1 and gdk in (115). Again, let us
emphasize one more time that all these definition coincide with the old ones when [p+1]  [p]γ
or, equivalently, when [1] γ.
We will keep the dependence on the random variables (ωβ )β[p],ω[p+1],(ω Iβ )β[p] implicit
and, similarly to (102), we will write for γ ∈ Nr−p,
Aγi = χi
(
(zi[p]β )∗≺βγ
)
. (125)
Let χi,r = χi and define for γ ∈ Γ\{∗} by decreasing induction on |γ|,
χi,p+|γ |−1
(
(zi[p]β )∗≺β≺γ
)
=
1
ζp+|γ |−1 logEzi[p]γ expζp+|γ |−1χi,|α|
(
(zi[p]β )∗≺βγ
)
and
W ip+|γ |−1
(
(zi[p]β )∗≺βγ
)
= expζp+|γ |−1
(
χi,p+|γ |
(
(zi[p]β )∗≺βγ
)−χi,p+|γ |−1((zi[p]β )∗≺β≺γ
))
.
For [1]  γ these are exactly the same definitions as in (103) and (106), but here we extend these
definition to all γ ∈ Γ\{∗}.
Let z˜i[p]β = (ω˜ I[p]β )I∈Ii for β ∈ Γ \ {∗} be the array generated according to these changes of
density along the tree Γ as in Section 3. Since [p] acts as a root, we do not generate any ω˜ Iβ for
|β | ≤ p. Similarly to (89), we can write for γ ∈ Nr−p,
ξ γi = ξi
(
(zi[p]β )∗≺βγ
)
, ˜ξ γi = ξi
(
(z˜i[p]β )∗≺βγ
)
, (126)
where we continue to keep the dependence on (ωβ )β[p], ω[p+1] and (ω Iβ )β[p], as well as Poisson
and Gaussian random variables we fixed above, implicit. Given the vertices [p+1] α1, . . . ,αk ∈
N
r let [1] γ1, . . . ,γk ∈ Nr−p be such that αℓ = [p]γℓ. Then we can write ηCi in (119) as
ηCi = E[p],i ξ α1i · · ·ξ αki W i[p],C = E∗,i ˜ξ γ1i · · · ˜ξ γki , (127)
where E∗,i denotes the expectation in z˜i[p]β for β ∈ Γ\{∗}.
Below we will represent this quantity using the analogue of Theorem 5. Let (vγ)γ∈Nr−p be the
weights of the Ruelle probability cascades corresponding to the parameters
0 < ζp < .. . < ζr−1 < 1, (128)
let (Vγ)γ∈Nr−p be their rearrangement as in (12) and, similarly to (71), define
˜Vγ =
Vγ expAγi
∑γ∈Nr−p Vγ expAγi
. (129)
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Theorem 5 can be formulated in this case as follows.
Theorem 8 There exists a random bijection ρ : Γ→ Γ of the vertices of the tree Γ, which preserves
the parent-child relationship, such that
(
˜Vρ(γ)
)
γ∈Nr−p
d
=
(
Vγ
)
γ∈Nr−p ,
(
zi[p]ρ(γ)
)
γ∈Γ\{∗}
d
=
(
z˜i[p]γ
)
γ∈Γ\{∗} (130)
and these two arrays are independent of each other.
The expectation E∗,i in (127) depends on γ1, . . . ,γk only through their overlaps (γℓ ∧ γℓ′)ℓ,ℓ′≤k.
Above, we made the specific choice αℓ = [p]γℓ, which implies
γℓ∧ γℓ′ = qℓ,ℓ′ := αℓ∧αℓ′− p.
Now, consider the set of arbitrary configurations with these overlaps,
C =
{
(γ1, . . . ,γk) ∈ (Nr−p)k
∣∣ γℓ∧ γℓ′ = qℓ,ℓ′}.
Let us denote by E∗ the expectation in (Vγ)γ∈Nr−p in addition to z˜i[p]β for β ∈Γ\{∗} in the definition
of E∗,i. We will also denote by E∗ the expectation in (Vγ)γ∈Nr−p and zi[p]β for β ∈ Γ\ {∗}. Using
Theorem 8 and arguing as in the proof of Theorem 6,
E∗ ∑
(γ1,...,γk)∈C
˜Vγ1 · · · ˜Vγk ξ γ1i · · ·ξ γki = E∗ ∑
(γ1,...,γk)∈C
Vγ1 · · ·Vγk E∗ ˜ξ γ1i · · · ˜ξ γki
= ηCi E∗ ∑
(γ1,...,γk)∈C
Vγ1 · · ·Vγk . (131)
Let us rewrite this equation using a more convenient notation. Let σ 1, . . . ,σ k be i.i.d. replicas
drawn from Nr−p according to the weights (Vγ)γ∈Nr−p and let 〈 · 〉 denote the average with respect
to these weights. If we denote Qk = (σ ℓ∧σ ℓ′)ℓ,ℓ′≤k and Q = (qℓ,ℓ′)ℓ,ℓ′≤k then we can write
E∗ ∑
(γ1,...,γk)∈C
Vγ1 · · ·Vγk = E∗
〈
I(Qk = Q)〉= P(Qk = Q)
and
E∗ ∑
(γ1,...,γk)∈C
˜Vγ1 · · · ˜Vγk ξ γ1i · · ·ξ γki = E∗
〈ξ σ1i · · ·ξ σ ki I(Qk = Q)exp∑ℓ≤k Aσ ℓi 〉〈
expAσi
〉k ,
and we can rewrite (131) above as
E∗
〈
∏ℓ≤k ξ σ ℓi I(Qk = Q)exp∑ℓ≤k Aσ ℓi
〉
〈
expAσi
〉k = ηCi P(Qk = Q).
Notice that this computation also works if we replace each factor ξ γℓi in (131) by any power (ξ γℓi )nℓ
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and, in particular, by setting nℓ = 0 or 1 we get the following. For a subset S ⊆ {1, . . . ,k}, let us
denote C(S) = {γℓ | ℓ ∈ S}. Then
E∗
〈
∏ℓ∈S ξ σ ℓi I(Qk = Q)exp∑ℓ≤k Aσ ℓi
〉
〈
expAσi
〉k = ηC(S)i P(Qk = Q).
Furthermore, it will be convenient to rewrite the left hand side using (123) and (124) as
E∗
〈
Av∏ℓ∈S εℓ exp∑ℓ≤k Aσ ℓi (εℓ) I(Qk = Q)
〉
〈
Av exp∑ℓ≤k Aσ ℓi (εℓ)
〉 .
We showed as a consequence of the assumption (M) that all ηC(S)i do not depend on ω[p+1] and,
therefore, we proved the following.
Theorem 9 Under the assumption (M), for any subset S ⊆ {1, . . . ,k},
E∗
〈
Av∏ℓ∈S εℓ exp∑ℓ≤k Aσ ℓi (εℓ) I(Qk = Q)
〉
〈
Av exp∑ℓ≤k Aσ ℓi (εℓ)
〉 (132)
does not depend on ω[p+1] almost surely.
8 Generating Gaussian random fields
We begin by simplifying (122) further, by taking n2 = 1 and setting all other nd = 0 for d ≥ 3
except for one, nd = n,
Aγi (ε) = θ 1(ε)+θ 21 (s
γ
1,2,1,i,ε)+ ∑
j≤n
θ dj (s
γ
1,d, j,i, . . . ,s
γ
d−1,d, j,i,ε).
One can easily see that the definition of θ d in (38) satisfies for ε ∈ {−1,+1},
θ d(x1, . . . ,xd−1,ε) =
1+ ε
2
log
(
1+(eg
d −1)1+ x1
2
· · · 1+ xd−1
2
)
and, therefore, we can rewrite
Aγi (ε) =
1+ ε
2
(
g1 + log
(
1+(eg
2
1 −1)1+ s
γ
1,2,1,i
2
)
+ ∑
j≤n
log
(
1+(eg
dj −1) ∏
ℓ≤d−1
1+ sγℓ,d, j,i
2
))
.
At this moment, for simplicity of notation, we will drop some unnecessary indices. We will write
s
γ
i instead of s
γ
1,2,1,i and, since d is fixed for a moment, write s
γ
ℓ, j,i instead of s
γ
ℓ,d, j,i. Also, we will
denote
x j := eg
dj −1 ∈ (−1,∞), y := eg21 −1 ∈ (−1,∞).
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Then, we can write
Aγi (ε) =
1+ ε
2
(
g1 + log
(
1+ y
1+ sγi
2
)
+ ∑
j≤n
log
(
1+ x j ∏
ℓ≤d−1
1+ sγℓ, j,i
2
))
. (133)
By Theorem 9, under the assumption (M), the quantities in (132) do not depend on ω[p+1] almost
surely. In particular, as we discussed above, this almost sure statement can be assumed to hold for
all y,x j ∈ (−1,∞) by continuity. We will now take
x j = x
η j√
n
(134)
for x∈ (−1,1) and independent Rademacher random variables η j and show that, by letting n→∞,
we can replace the last sum in (133) by some Gaussian field in the statement of Theorem 9. Let us
denote
Sγj,i = ∏
ℓ≤d−1
1+ sγℓ, j,i
2
.
Then with the choice of x j = xη j/
√
n we can use Taylor’s expansion to write
∑
j≤n
log
(
1+ x j ∏
ℓ≤d−1
1+ sγℓ, j,i
2
)
=
x√
n
∑
j≤n
η jSγj,i−
x2
2n ∑j≤n(S
γ
j,i)
2 +O(n−1/2). (135)
The last term O(n−1/2) is uniform in all parameters, so it will disappear in (132) when we let n go
to infinity. For the first term, we will use the classical CLT to replace it by Gaussian and for the
second term we will use the SLLN, which will produce a term that will cancel out in the numerator
and denominator in (132). However, before we do that, we will need to change the definition of
the expectation E∗ slightly. Recall that, by (121),
s
γ
ℓ, j,i = h
(
(ωβ )β[p],ω[p+1],(ωβ )ℓ, j,iβ[p],(ω
ℓ, j,i
[p]β )∗≺βγ
)
.
In (132) we already average in the random variables ωℓ, j,i
[p]β for ∗ ≺ β  γ but, clearly, the statement
of Theorem 9 holds if E∗ also includes the average in (ωℓ, j,iβ )β[p] and the Rademacher random
variables η j in (134). From now on we assume this. Note that E∗ still does not include the average
with respect to the random variables (ω iβ )β[p] that appear in s
γ
i in (133),
s
γ
i = h
(
(ωβ )β[p],ω[p+1],(ω iβ )β[p],(ω i[p]β )∗≺βγ
)
. (136)
Of course, one can not apply the CLT and SLLN in (132) directly, because there are infinitely
many terms indexed by γ ∈ Nr−p. However, this is not a serious problem because most of the
weight of the Ruelle probability cascades (Vγ) is concentrated on finitely many indices γ and it is
not difficult to show that (132) is well approximated by the analogous quantity where the series
over γ are truncated at finitely many terms. Moreover, this approximation is uniform over n in
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(135). This is why the representation of ηC(S)i in the previous section using the Ruelle probability
cascades plays such a crucial role. We will postpone the details until later in this section and first
explain what happens in (135) for finitely many γ .
First of all, by the SLLN, for any fixed (ωβ )β[p] and ω[p+1],
lim
n→∞
1
n
∑
j≤n
(Sγj,i)
2 = E∗(Sγ1,i)
2 = ∏
ℓ≤d−1
E∗
(1+ sγℓ,1,i
2
)2
=
(
E∗
(1+ sγ1,1,i
2
)2)d−1
almost surely. Of course, we can now simplify the notation by replacing sγ1,1,i with s
γ
i and replacing
E∗ by the expectation Ei with respect to ω iβ for β ∈A ,
lim
n→∞
1
n
∑
j≤n
(Sγj,i)
2 =
(
Ei
(1+ sγi
2
)2)d−1
= 22−2d
(
1+2Eisγi +Ei(s
γ
i )
2
)d−1
.
Lemma 1 in Section 3 (for p = 0 there) yields that Eisγi depends only on ω∗,
q0(ω∗) := Eis
γ
i , (137)
and, since Ei(sγi )2 clearly does not depend on γ , we can take [1] γ , in which case
Ei(s
γ
i )
2 = Ei(s
[p]γ
i )
2 = R[p]γ ,[p]γ = qr.
This means that for any γ ∈ Nr−p,
lim
n→∞
1
n
∑
j≤n
(Sγj,i)
2 = 22−2d
(
1+2q0(ω∗)+qr
)d−1 (138)
almost surely. So, in the limit, these terms will cancel out in (132) – at least when we truncate the
summation over γ to finitely many γ , as we shall do below.
Next, let us look at the first sum in (135) for γ ∈ F for a finite set F ⊂ Nr−p. By the classical
multivariate CLT (applied for a fixed (ωβ )β[p] and ω[p+1]),
1√
n
∑
j≤n
ηk
(
Sγj,i
)
γ∈F
d−→ (gγ)γ∈F , (139)
where (gγ)γ∈F is a centered Gaussian random vector with the covariance
Egγgγ
′
= E∗Sγ1,iS
γ ′
1,i =
(
Ei
1+ sγi
2
· 1+ s
γ ′
i
2
)d−1
=
(1
4
(
1+Eisγi +Eis
γ ′
i +Eis
γ
i s
γ ′
i
))d−1
.
First of all, as above Eisγi = Eis
γ ′
i = q0(ω∗). To compute Eis
γ
i s
γ ′
i , we need to consider two cases.
First, suppose that γ ∧ γ ′ ≥ 1. Since Eisγi sγ
′
i clearly depends only on γ ∧ γ ′, we can suppose that
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[1] γ,γ ′, in which case sγi = s[p]γi , sγ
′
i = s
[p]γ ′
i and
Eis
γ
i s
γ ′
i = Eis
[p]γ
i s
[p]γ ′
i = R[p]γ ,[p]γ ′ = qp+γ∧γ ′.
In the second case, γ ∧ γ ′ = 0, when computing Eisγi sγ
′
i we can first average s
γ
i with respect to
(ω i[p]β )∗≺βγ and s
γ ′
i with respect to (ω i[p]β )∗≺βγ ′ , since these are independent. However, by
Lemma 1, both of these averages do not depend on ω[p+1]. This means that, after taking these
averages, we can replace ω[p+1] in (136) by ω[p+ j] if [ j] γ , and the same for γ ′. As a result, we
can again write
Eis
γ
i s
γ ′
i = Eis
[p]γ
i s
[p]γ ′
i = R[p]γ ,[p]γ ′ = qp = qp+γ∧γ ′
almost surely. If we introduce the notation
c j(ω∗) =
1+2q0(ω∗)+qp+ j
4
for j = 0, . . . ,r− p
then we proved that the covariance is given by
Egγgγ
′
= E∗Sγ1,iS
γ ′
1,i = cγ∧γ ′(ω∗)
d−1. (140)
Let us show right away that
0≤ c0(ω∗)< .. . < cr−p(ω∗). (141)
In particular, this means that the covariance in (140) is increasing with γ∧γ ′ and the Gaussian field
(gγ)γ∈Nr−p is the familiar field that accompanies the Ruelle probability cascades in the pure d-spin
non-diluted models. Of course, the only statement that requires a proof is the following.
Lemma 3 The inequality c0(ω∗)≥ 0 holds almost surely.
Proof. First of all, let us notice that, by Lemma 1, we can also write the definition of q0(ω∗) in
(137) as q0(ω∗) = Eisαi for any vertex α ∈ Nr, where Ei denotes the expectation in the random
variables ω iβ for β ∈ A . Let E′i denote the expectation with respect to ω iβ for β ∈ A \ {∗}, ex-
cluding the average in ω i∗. Again, by Lemma 1, we can write E′isαi as q0(ω∗,ω i∗). If we take any
α,α ′ ∈ Nr such that α ∧α ′ = 0 then
q0(ω∗)2 = (EiE′is
α
i )
2 ≤ Ei(E′isαi )2 = Ei(E′isαi E′isα
′
i ) = Eis
α
i s
α ′
i = qα∧α ′ = q0
almost surely. Therefore
4c0(ω∗)≥ 1−2√q0 +q0 = (1−√q0)2 ≥ 0.
This finishes the proof. ⊓⊔
From now on let E∗ also include the expectation in the Gaussian field (gγ)γ∈Nr−p (conditionally
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on ω∗) with the covariance (140). Let us denote by
a
γ
i (ε) =
1+ ε
2
(
g1 + log
(
1+ y
1+ sγi
2
)
+ xgγ
)
(142)
the quantity that will replace Aγi (ε) in (133) in the limit n→∞. We are ready to prove the following.
Theorem 10 Under the assumption (M), for any subset S ⊆ {1, . . . ,k},
E∗
〈
Av∏ℓ∈S εℓ exp∑ℓ≤k aσ ℓi (εℓ) I(Qk = Q)
〉
〈
Av exp∑ℓ≤k aσ ℓi (εℓ)
〉 (143)
does not depend on ω[p+1] almost surely.
Proof. We only need to show that the quantity in (132) with Aγi (ε) as in (133) with the choice of
x j as in (134) converges to (143), where E∗ was redefined above (136) to include the average over
(ωβ )ℓ, j,iβ[p] and Rademacher random variables η j in (134), as well as the Gaussian field (gγ)γ∈Nr−p
with the covariance (140).
Let (V ′m)m≥1 be the RPC weights (Vγ)γ∈Nr−p arranged in the decreasing order. For some fixed
large M ≥ 1, let us separate the averages 〈 · 〉 in the numerator and denominator in (132) into two
sums over V ′m for m ≤ M and for m > M (for each replica). Let us denote the corresponding
averages by 〈 · 〉≤M and 〈 · 〉>M. Let
a =
〈
Av∏
ℓ∈S
εℓ exp ∑
ℓ≤k
Aσ
ℓ
i (εℓ) I(Qk = Q)
〉
≤M,
b =
〈
Av∏
ℓ∈S
εℓ exp ∑
ℓ≤k
Aσ
ℓ
i (εℓ) I(Qk = Q)
〉
>M,
c =
〈
Av exp ∑
ℓ≤k
Aσ
ℓ
i (εℓ)
〉
≤M,
d =
〈
Av exp ∑
ℓ≤k
Aσ
ℓ
i (εℓ)
〉
>M.
Note that |a| ≤ c, |b| ≤ d and
∣∣∣a+b
c+d −
a
c
∣∣∣=
∣∣∣ bc−ad
c(c+d)
∣∣∣≤
∣∣∣ b
c+d
∣∣∣+
∣∣∣ d
c+d
∣∣∣≤ 2d
c+d .
This means that the difference between (132) and
E∗
a
c
= E∗
〈
Av∏ℓ∈S εℓ exp∑ℓ≤k Aσ ℓi (εℓ) I(Qk = Q)
〉
≤M〈
Av exp∑ℓ≤k Aσ ℓi (εℓ)
〉
≤M
(144)
can be bounded by 2E∗d/(c+d). By (135), the SLLN in (138) and CLT in (139), with probability
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one, (144) converges to
E∗
〈
Av∏ℓ∈S εℓ exp∑ℓ≤k aσ ℓi (εℓ) I(Qk = Q)
〉
≤M〈
Av exp∑ℓ≤k aσ ℓi (εℓ)
〉
≤M
(145)
as n→∞. Next, we show thatE∗d/(c+d) is small for large M, uniformly over n. Since d/(c+d)∈
[0,1], it is enough to show that d is small and c is not too small with high probability. To show that
d is small, we will use Chebyshev’s inequality and show that E∗d is small. By Jensen’s inequality,
d =
〈
Av exp ∑
ℓ≤k
Aσ
ℓ
i (εℓ)
〉
>M =
〈
Av expAσi (ε)
〉k
>M ≤
〈
Av expk Aσi (ε)
〉
>M.
If we denote δM = E∑m>M V ′m then, since the weights (Vγ) and the random variables in Aγi (ε) are
independent,
E∗d ≤ δM sup
γ
AvE∗ expk Aγi (ε).
Using that log(1+ t)≤ t, we can bound Aγi (ε) with the choice (134) by
Aγi (ε)≤ |g1|+ log
(
1+ |y|)+ 1+ ε
2
x√
n
∑
j≤n
η jSγj,i.
Using that, for a Rademacher random variable η , we have Eeηt = ch(t)≤ et2/2 we get that
Eη expk
1+ ε
2
x√
n
∑
j≤n
η jSγj,i ≤ ek
2/2
and, therefore,
sup
γ
AvE∗ expk Aγi (ε)≤ ck := exp
(
k|g1|+ k log(1+ |y|)+ k2
2
)
.
We showed that E∗d ≤ ckδM, and this bound does not depend on n. Since δM is small for M large,
d is small with high probability uniformly over n. On the other hand, to show that c is not too
small, we simply bound it from below by
c≥ (Vγ AvexpAγi (ε))k
for γ corresponding to the largest weight, V ′1 = Vγ . The weight V ′1 is strictly positive and its distri-
bution does not depend on n. Also, using (135), we can bound Aγi (ε) from below by
Aγi (ε)≥−|g1|+ log
(
1−|y|)−
∣∣∣ 1√
n
∑
j≤n
η jSγj,i
∣∣∣−L
for some absolute constant L. Even though the index γ here is random, because it corresponds to
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the largest weight V ′1, we can control this quantity using Hoeffding’s inequality for Rademacher
random variables conditionally on other random variables to get
P
(∣∣∣ 1√
n
∑
j≤n
η jSγj,i
∣∣∣≥ t
)
≤ 2e−t2/2.
Therefore, for any δ > 0 there exists ∆ > 0 (that depends on |g1|, |y|, k and the distribution of
V ′1) such that P(c ≥ ∆) ≥ 1− δ . All together, we showed that E∗d/(c+ d) is small for large M,
uniformly over n.
To finish the proof, we need to show that (145) approximates (143) for large M. Clearly, this can
be done by the same argument (only easier) that we used above to show that (144) approximates
(132). ⊓⊔
9 Final consequences of the cavity equations
Theorem 10 implies that, under the assumption (M),
E∗
〈
Av∏ℓ≤k(1+ εℓ)exp∑ℓ≤k aσ ℓi (εℓ) I(Qk = Q)
〉
〈
Av exp∑ℓ≤k aσ ℓi (εℓ)
〉 (146)
does not depend on ω[p+1] almost surely. This follows from (143) by multiplying out ∏ℓ≤k(1+εℓ).
Using that for ε ∈ {−1,+1},
exp t
1+ ε
2
= 1+(et −1)1+ ε
2
,
one can see from (142) that
2Avexpaγi (ε) = 1+ e
g1+xgγ
(
1+ y
1+ sγi
2
)
and
Av(1+ ε)expaγi (ε) = e
g1+xgγ
(
1+ y
1+ sγi
2
)
.
If for simplicity the notation we denote z := eg1 ∈ (0,∞) and
Sγi =
1+ sγi
2
(147)
then (146) can be written, up to a factor 2kzk, as
E∗
〈
∏ℓ≤k exp(xgσ
ℓ
)(1+ ySσ ℓi ) I(Qk = Q)
〉
〈
1+ zexp(xgσ )(1+ ySσi )
〉k .
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As before, the statement that this quantity does not depend on ω[p+1] almost surely holds for all
x ∈ (−1,1), y >−1 and z > 0, by continuity. Therefore, if we take the derivative with respect to z
and then let z ↓ 0 then the quantity we get (up to a factor −k),
E∗
〈
∏
ℓ≤k+1
exp(xgσ
ℓ
)(1+ ySσ ℓi ) I(Qk = Q)
〉
,
does not depend on ω[p+1] almost surely. This is a polynomial in y of order k+ 1 and if we take
the derivative ∂ k+1/∂yk+1 we get that
E∗
〈
∏
ℓ≤k+1
exp(xgσ
ℓ
)Sσ ℓi I(Qk = Q)
〉
,
does not depend on ω[p+1] almost surely. Let us now take the expectation Eg with respect to the
Gaussian field (gγ). By (140),
Eg expx ∑
ℓ≤k+1
gσ
ℓ
= exp
x2
2 ∑
ℓ,ℓ′≤k+1
cσ ℓ∧σ ℓ′ (ω∗)
d−1
and, therefore, the quantity
E∗
〈
∏
ℓ≤k+1
Sσ ℓi I(Qk = Q)exp
x2
2 ∑
ℓ,ℓ′≤k+1
cσ ℓ∧σ ℓ′ (ω∗)
d−1
〉
does not depend on ω[p+1] almost surely. Notice that because of the indicator I(Qk = Q), all the
overlaps σ ℓ∧σ ℓ′ are fixed for ℓ, ℓ′ ≤ k, so the factor
exp x
2
2 ∑
ℓ,ℓ′≤k
cσ ℓ∧σ ℓ′ (ω∗)
d−1
can be taken outside of E∗〈 · 〉 and cancelled out, yielding that
E∗
〈
∏
ℓ≤k+1
Sσ ℓi I(Qk = Q)exp
x2
2 ∑ℓ≤k cσ ℓ∧σ k+1(ω∗)
d−1
〉
does not depend on ω[p+1] almost surely. Taking the derivative with respect to x2/2 at zero gives
that
E∗
〈
∏
ℓ≤k+1
Sσ ℓi I(Qk = Q)∑
ℓ≤k
cσ ℓ∧σ k+1(ω∗)
d−1
〉
(148)
does not depend on ω[p+1] almost surely. We proved this statement for a fixed but arbitrary d ≥ 3,
but it also holds for d = 1 by setting x = 0 in the previous equation. Let us take arbitrary f j for j =
0, . . . ,r− p and consider a continuous function f on [0,1] such that f (c j(ω∗))= f j. Approximating
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this function by polynomials, (148) implies that
E∗
〈
∏
ℓ≤k+1
Sσ ℓi I(Qk = Q) ∑
ℓ≤k
r−p
∑
j=0
f jI(σ ℓ∧σ k+1 = j)
〉
does not depend on ω[p+1] for all ( f j) almost surely. Taking the derivative in f j shows that
E∗
〈
∏
ℓ≤k+1
Sσ ℓi I(Qk = Q) ∑
ℓ≤k
I(σ ℓ∧σ k+1 = j)
〉
does not depend on ω[p+1] almost surely and, therefore,
E∗
〈
∏
ℓ≤k+1
Sσ ℓi I(Qk = Q) ∑
ℓ≤k
I(σ ℓ∧σ k+1 ≥ j)
〉
does not depend on ω[p+1] almost surely for all j = 0, . . . ,r− p. Let us now express this quantity
as a linear combination over all possible overlap configurations that the new replica σ k+1 can form
with the old replicas σ 1, . . . ,σ k.
Given a k× k overlap constraint matrix Q = (qℓ,ℓ′)ℓ,ℓ′≤k, let E (Q) be the set of admissible
extensions Q′ = (q′ℓ,ℓ′)ℓ,ℓ′≤k+1 of Q to (k+1)×(k+1) overlap constraint matrices. In other words,
q′ℓ,ℓ′ = qℓ,ℓ′ for ℓ, ℓ
′≤ k, and there exists γ1, . . . ,γk+1 ∈Nr−p such that γℓ∧γℓ′ = q′ℓ,ℓ′ for ℓ, ℓ′≤ k+1.
If we denote
n j(Q′) = ∑
ℓ≤k
I(q′ℓ,k+1 ≥ j) (149)
and denote Qk+1 = (σ ℓ∧σ ℓ′)ℓ,ℓ′≤k+1 then we showed that
∑
Q′∈E (Q)
n j(Q′)E∗
〈
∏
ℓ≤k+1
Sσ
ℓ
i I(Qk+1 = Q′)
〉
does not depend on ω[p+1] almost surely for all j = 0, . . . ,r− p. Since the RPC weights (Vγ) are
independent of (sγi ), we can rewrite this as
∑
Q′∈E (Q)
n j(Q′)P(Qk+1 = Q′)M(Q′) (150)
does not depend on ω[p+1] almost surely for all j = 0, . . . ,r− p, where
M(Q′) = E∗ ∏
ℓ≤k+1
Sγℓi (151)
for any γ1, . . . ,γk+1 ∈ Nr−p such that γℓ∧ γℓ′ = q′ℓ,ℓ′ for ℓ, ℓ′ ≤ k+1.
Recall that this statement was proved under the induction assumption (M) in Section 3, so let
us express (150) in the notation of Section 3 and connect everything back to the assumption (M),
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which we repeat one more time. Given [p+1] α1, . . . ,αk ∈ Nr, we assumed that:
(M) for any subset S ⊆ {1, . . . ,k}, E[p],i ∏ℓ∈S sαℓi does not depend on ω[p+1].
If similarly to (147) we denote, for α ∈ Nr,
Sαi =
1+ sαi
2
(152)
then the assumption (M) is, obviously, equivalent to
(M) for any subset S ⊆ {1, . . . ,k}, E[p],i ∏ℓ∈S Sαℓi does not depend on ω[p+1].
Let us define [1] γ1, . . . ,γk ∈ Nr−p by αℓ = [p]γℓ, and let Q be the overlap matrix
qℓ,ℓ′ = γℓ∧ γℓ
′ (153)
The assumption (M) depends on α1, . . . ,αk only through this matrix Q, so one should really view
it as a statement about such Q. Fix 1≤ j≤ r− p and consider any Q′ ∈ E (Q) such that n j(Q′) 6= 0.
Since
n j(Q′) 6= 0⇐⇒max
ℓ≤k
q′ℓ,k+1 ≥ j,
this means that q′ℓ,k+1 ≥ j ≥ 1 for some ℓ ≤ k. Since our choice of α1, . . . ,αk ∈ Nr was such that
qℓ,ℓ′ = γℓ∧ γℓ′ ≥ 1 for all ℓ, ℓ′ ≤ k, this also implies that q′ℓ,ℓ′ ≥ 1 for all ℓ, ℓ′ ≤ k+1. In particular,
we can find [1]  γk+1 ∈ Nr−p such that γℓ ∧ γk+1 = q′ℓ,k+1 for ℓ ≤ k. Let αk+1 = [p]γk+1. Recall
that, whenever α = [p]γ for [1]  γ ∈ Nr−p, the definitions (121) and (59) imply that sαi = sγi .
Therefore, in this case, we can rewrite the definition of M(Q′) below (150) as
M(Q′) = E∗ ∏
ℓ≤k+1
Sγℓi = E[p],i ∏
ℓ≤k+1
Sαℓi . (154)
Let us summarize what we proved.
Theorem 11 If the matrix Q defined in (153) satisfies the assumption (M) then
∑
Q′∈E (Q)
n j(Q′)P(Qk+1 = Q′)M(Q′) (155)
does not depend on ω[p+1] almost surely for all j = 1, . . . ,r− p.
10 Main induction argument
Finally, we will now use Theorem 11 to prove our main goal, Theorem 3 in Section 3. To emphasize
that our inductive proof will have a monotonicity property (M), we can rephrase Theorem 3 as
follows.
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PSfrag replacements
root [p+1] at depth zero
level (r− p−1) of α ∈Nr
level (r− p) of multiplicities
Figure 1: Representing a configuration α1, . . . ,αk by a tree.
Theorem 12 Under the assumption (59), for any k ≥ 1, any [p+ 1]  α1, . . . ,αk ∈ Nr and any
S ⊆ {1, . . . ,k}, the expectation E[p],i ∏ℓ∈S Sαℓi with respect to (ω iβ )[p+1]β does not depend on
ω[p+1] almost surely.
It is much easier to describe the proof if we represent a configuration [p+1] α1, . . . ,αk ∈Nr
not by a matrix Q = (γℓ ∧ γℓ′) with αℓ = [p]γℓ but by a subtree of A growing out of the vertex
[p+1] with branches leading to the leaves α1, . . . ,αk, and with an additional layer encoding their
multiplicities (see Fig. 1). If we think of [p+1] as a root of this subtree being at depth zero, then
the leaves are at depth r− p− 1. However, the multiplicity of any particular vertex α in the set
{α1, . . . ,αk} can be greater than one, so we will attach that number of children to each vertex α to
represent multiplicities, so the depth of the tree will be r− p. Whenever we say that we remove a
leaf α from the tree, we mean that we remove one multiplicity of α . Notice that removing a leaf
from the tree also removes the path to that leaf, of course, keeping the shared paths leading to other
leaves that are still there.
We will say that this tree is good if
M(Q) = E[p],i ∏
ℓ≤k
Sαℓi
does not depend on ω[p+1].
First we are going to prove the following property, illustrated in Fig. 2, that we will call
property N j for j = 0, . . . ,r− p− 1. Let us consider an arbitrary configuration of paths leading
from the root [p+1] to some set of vertices at depth j. Let us call this part of the tree T j, which
is now fixed. We pick one designated vertex at depth j (right-most vertex at depth j in Fig. 2).
To all other vertices at depth j we attach arbitrary trees T leading to some arbitrary finite sets
of leaves in Nr and their multiplicities. We will use the same generic notation T to represent an
arbitrary tree, even though they can all be different. The designated vertex has some fixed number
of children, say n j, and to each of these children we also attach an arbitrary tree T . Property N j
will be the following statement.
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root [p+1] at depth zero
n j fixed children
designated vertex at depth j
new path leading to some α ∈ Nr
T T T
TTTT
T
Figure 2: Illustrating property N j. Solid lines represent the subtree T j and n j children of the
designated vertex at depth j. Each T represents an arbitrary tree leading to some set of leaves
with their multiplicities. Dashed line represents a new path from the designated vertex to a new
vertex α ∈ Nr, which has multiplicity one.
(N j) Fix any T j and the number of children n j of a designated vertex. Suppose that all trees that
we just described are good (this means for all choices of trees T , possibly empty). Then
any tree obtained by adding a single new path leading from a designated vertex at depth j to
some new vertex α ∈ Nr with multiplicity one (as in Fig. 2) is also good.
Lemma 4 For any j = 0, . . . ,r− p−1, any T j and n j, the property N j holds.
Proof. Let us fix any particular choice of trees T attached to non-designated vertices at depth j
and n j children of the designated vertex. By the assumption in property N j, this tree, as well as
any tree obtained by removing a finite number of leaves, is good. This precisely means that the
assumption (M) holds for this tree, or for the sets of leaves with their multiplicities encoded by this
tree. Let Q be the matrix described above Theorem 11 corresponding to this set of leaves. Then,
Theorem 11 implies that
∑
Q′∈E (Q)
n j(Q′)P(Qk+1 = Q′)M(Q′) (156)
does not depend on ω[p+1]. Obviously, each Q′ ∈ E (Q) corresponds to a new tree constructed by
adding one more new vertex α to our tree or increasing the multiplicity of some old vertex by one.
Moreover, if n j(Q′) 6= 0 then the overlap α ∧αℓ with one of the old vertices αℓ should be greater
or equal than j. This means that this new vertex will be attached to the tree somewhere at depth j
or below. One of the possibilities is described in Fig. 2, when α is attached by a new path to the
designated vertex at depth j. All other possibilities – attaching α below one of the non-designated
vertices at depth j or below one of the n j children of the designated vertex – would simply modify
one of the trees T in Fig. 2. But such a modification results in a good tree, by the assumption
in property N j. Since the sum in (156) is a linear combination of all these possibilities, the term
corresponding to adding a new path as in Fig. 2 must be good, which finishes the proof. ⊓⊔
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root [p+1] at depth zero
single path to α ∈Nr
designated vertex at depth j
T T TT
Figure 3: Illustrating property P j. Solid lines represent the subtree T j and one path from a
designated vertex at depth j to a leaf α ∈ Nr with multiplicity one. Property P j allows to replace
this single path by an arbitrary tree T .
Next we will prove another property that we will denote P j for j = 0, . . . ,r− p− 1, described
in Fig. 3. As in Fig. 2, we consider an arbitrary configuration T j of paths leading from the root
[p+ 1] to some set of vertices at depth j and we pick one designated vertex among them. To all
other vertices at depth j we attach arbitrary trees T , while to the designated vertex we attach a
single path leading to some vertex α ∈Nr with multiplicity one. Property P j will be the following
statement.
(P j) Suppose that the following holds for any fixed tree T j up to depth j. Suppose that any tree
as in Fig. 3 is good, as well as any tree obtained by removing any finite number of leaves
from this tree. Then any tree obtained by replacing a single path below the designated vertex
at depth j by an arbitrary tree T is also good.
We will now prove the following.
Lemma 5 Property P j holds for any j = 0, . . . ,r− p−1.
Proof. First of all, notice that property Pr−p−1 follows immediately from property Nr−p−1. In
property Nr−p−1, arbitrary trees T below non-designated vertices at depth r− p−1 represent their
arbitrary multiplicities, the trees T below the children of the designated vertex are empty, and the
multiplicity of the designated vertex is n j. Property Nr−p−1 then implies that we can increase this
multiplicity by one to n j+1. Starting from multiplicity one and using this repeatedly, we can make
this multiplicity arbitrary. This is exactly the property Pr−p−1.
Next, we are going to show that property P j+1 implies property P j. The proof of this is
illustrated in Fig. 4. Given any tree as in Fig. 3, let us denote by δ j the designated vertex at depth
j. Consider the subtree T j+1 up to depth j + 1. It forms the same pattern, with the child of δ j
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root [p+1] at depth zero
. . .
designated vertex δ j at depth j
T TT
T T TT
Figure 4: Illustrating proof of property P j. First we replace single path in Fig. 3 by arbitrary tree
below the child of the designated vertex using P j+1. Then we iteratively add a new path using
property N j and then replace this path below depth j+1 be arbitrary tree using P j+1.
playing a role of the designated vertex at depth j+1. Therefore, by property P j+1 we can replace
the single path below this vertex by an arbitrary tree T . By property N j, if we attach another path
to δ j, the resulting new tree is good. Then we can again treat the child of δ j along this new path as
a designated vertex at depth j+1, apply property P j+1 and replace the path below this vertex by
an arbitrary tree. If we continue to repeatedly use property N j to attach another path to δ j and then
use property P j+1 to replace the part of this path below depth j+1 by an arbitrary tree, we can
create an arbitrary tree below δ j, and this tree is good by construction. This is precisely property
P j, so the proof is completed by decreasing induction on j. ⊓⊔
Finally, this implies Theorem 12 (and Theorem 3). As we explained in Section 3, by induction on
p this implies Theorem 2 .
Proof of Theorem 12. By Lemma 1, the tree consisting of one path from [p+1] (at depth zero) to
some vertex α ∈ Nr (at depth r− p−1) with multiplicity one is good. Using property P0 implies
that arbitrary finite tree is good, which finishes the proof. ⊓⊔
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