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ABSTRACT 
Residential air conditioning systems represent a critical load for many electric 
utilities, especially for those who serve customers in hot climates. In hot and dry 
climates, in particular, the cooling load is usually relatively low during night hours and 
early mornings and hits its maximum in the late afternoon.  If electric loads could be 
shifted from peak hours (e.g., late afternoon) to off-peak hours (e.g., late morning), not 
only would building operation costs decrease, the need to run peaker plants, which 
typically use more fossil fuels than non-peaker plants, would also decrease. Thus, shifting 
electricity consumption from peak to off-peak hours promotes economic and 
environmental savings. Operational and technological strategies can reduce the load 
during peak hours by shifting cooling operation from on-peak hours to off-peak hours. 
Although operational peak load shifting strategies such as precooling may require 
mechanical cooling (e.g., in climates like Phoenix, Arizona), this cooling is less 
expensive than on-peak cooling due to demand charges or time-based price plans. 
Precooling is an operational shift, rather than a technological one, and is thus widely 
accessible to utilities’ customer base. This dissertation compares the effects of different 
precooling strategies in a Phoenix-based utility’s residential customer market and 
assesses the impact of technological enhancements (e.g., energy efficiency measures and 
solar photovoltaic system) on the performance of precooling. This dissertation focuses on 
the operational and technological peak load shifting strategies that are feasible for 
residential buildings and discusses the advantages of each in terms of peak energy 
savings and residential electricity cost savings.  
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CHAPTER 1 
INTRODUCTION 
Motivation  
Based on the Residential Energy Consumption Survey (RECS), the number of 
homes equipped with mechanical air conditioning systems has increased in the U.S from 
68% in 1993 to 87% in 2009 (eia, 2011). As air-conditioning demand increased 
significantly during the last decade, efficient energy use has become more important due 
to large electric power demands and limited reserves of fossil fuels. Electrical energy use 
fluctuates significantly during a 24-hour day due to variable demand from industrial, 
commercial and residential activities. In hot and cold climates, the dominant part of the 
load fluctuation is made by mechanical air conditioning systems.  
The problem of load fluctuations is even worse in buildings equipped with solar 
system. If the solar electricity generation is greater than the building’s energy demand, 
the excess power from photovoltaic (PV) panels is mainly sold to grid. As the solar peak 
production occurs a few hours before the residential peak demand, with a high 
penetration of rooftop PV resources, utilities will observe a valley followed by a peak in 
the net load profiles. It leads to a challenging issue that will require rapid response in 
operations such as bringing on or shutting down generation resources to meet the 
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fluctuating electricity demand, over a short period of time.   
Electricity fluctuations can cause major difficulties for utilities seeking to manage 
their loads. For instance, utilities have to build new generation (e.g., peaker plants), 
transmission and distribution capacities to supply the peak load. Obviously, these new 
peaker plants and grid capacities are not used frequently, which represents a less efficient 
use of capital (i.e., little revenue is earned when not operating). One strategy that many 
utilities have applied to manage these fluctuations is to adopt time-of-use pricing and thus 
financially incentivize residential customers to reduce their electricity loads during peak 
hours. Therefore, If electric loads could be shifted from peak hours to off-peak hours, 
then not only would the need to run peaker plants, which typically use more fossil fuels 
than non-peaker plants decrease but the building operation costs would also decrease. 
Thus, shifting electricity consumption from peak to off-peak hours promotes economic 
and environmental savings. Moreover, if the peak is reliably flattened or shifted, this may 
limit the need to build expensive new generating capacity.  
To date, solar shading, adoption of solar PVs together with electrical storage, and 
load shedding (reducing total electricity use) are examples of mechanisms of peak energy 
reduction (Turner et al., 2015). Springer (2007) documents precooling (an operational 
strategy which aims to reduce the evening peak load of buildings by implementing 
optimal thermostat set points that shift part of the on-peak load to the off-peak hours) as 
the most economical operational strategy for residential load shifting.  
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This research aims to quantify the impacts of precooling on the peak load demand 
and electricity bills of residential buildings. The research explores the effect of potential 
precooling strategies that are feasible for residential buildings and discusses the 
associated cost and on-peak energy savings of each. This research also applies statistical 
analysis to optimize the selection of an appropriate precooling strategy in residential 
buildings. Statistical analysis, specifically inverse energy modeling, enables selection of 
the optimum precooling strategy based on the predicted out door temperature.  The 
research also assesses the impacts of technological improvements of residential buildings 
(e.g., EEMs, and solar PVs) as an enhancement for residential precooling strategies; that 
is, the research explores how technological improvements to residential buildings 
increase the cost savings, energy savings, or a combination thereof, associated with 
precooling.  
Research goals and objectives  
In the burgeoning field building energy engineering, there is a pressing need for 
building owners and electrical load managers to understand the environmental and 
economic impacts of operational and technological peak load shifting strategies. The 
overall aim of this dissertation is to assess the impacts of precooling strategies with and 
without technological enhancement (e.g., energy efficiency measures and solar PVs) on 
the residential peak load. This research presents results both from utility and costumer 
perspectives.   
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Experimental and simulation modeling will be used to quantitatively evaluate 
different operational and technological peak load shifting strategies.  This dissertation 
will focus on a number of strategies that have potential for significant residential peak 
load reductions as well as environmental and economic improvements: 1) decreased 
residential electricity costs and load demand during certain hours of the day that utilities 
have to run their peaker plants, 2) optimized precooling strategy selection based on the 
predicted outdoor temperature and desired energy demand, 3) development of a ranking 
system which will give home owners and utilities’ managers the ability to make more 
informed decisions about the technological improvements of the residential buildings, 
and 4) reducing the need for expensive electrical storage by coupling precooling and 
solar PVs. The research questions for this dissertation are to: 
1. What are the cost and on-peak energy savings associated with 
various precooling strategies for different residential building types in the 
Phoenix climate and what is the optimum precooling strategy for each building 
type?  
2. Is it feasible to apply statistical analysis (i.e., inverse modeling) to 
automate the selection of the optimum precooling strategy?  
3. Which EEMs have the highest impact on residential peak load 
demand and electricity bills? 
4. What are the benefits of coupling precooling with solar PVs 
including benefits to the power grid and savings for consumers? 
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The four research questions will be addressed in Chapters 2, 3, 4, and 5 of the 
dissertation. Chapters 2, 3, 4, and 5 will include a brief introduction and background, 
proposed methodology and results for each research question. Chapter 1 includes the 
dissertation introduction, goals and objectives and research questions.  
Broader impacts  
This research will help electrical utility managers to evaluate the potential of 
various operational and technological peak load-shifting strategies in residential buildings 
located in hot climates.  Results of this research will provide a reliable way of 
understanding the benefits of various precooling strategies that shift cooling load from 
peak hours to off-peak hours. In turn, this knowledge enables load managers to determine 
the optimal strategy for different building types. This dissertation will also help utility 
companies to promote the optimal precooling strategies to their customers, by 
highlighting the cost and environmental benefits of the optimum strategies for each 
building type.  
This research provides an assessment of different technological upgrades on a 
one-story, wood-frame residential building. Results of this research focus on annual 
energy savings and assess the impact of various EEMs on peak energy demand. Results 
could be used by utilities’ incentive designers to develop incentive programs based on the 
impacts of various upgrades on both annual and on-peak energy demand. Residential 
building owners can also benefit from results of this research by comparing the cost 
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savings obtained from various EEMs to determine which retrofit options may be most 
cost-effective for their home, particularly if it is a one-story wood-frame building with a 
layout similar to that of the home studied in this research. Results of this research are 
extensible to other wood-frame homes and the methodology used in this work is also 
applicable to other building types and other climate conditions.  
Finally, this research describes the impacts of precooling coupled with PV 
systems on homes in Phoenix, Arizona, and quantifies the impact of precooling and PV 
systems on residential and network peaks. As the costs of solar PVs decrease in the 
future, they will become more cost effective for customers. This study suggests that by 
coupling operational and technological methods, precooling and solar PVs, respectively, 
solar projects will be even more cost effective for residential owners as the need for 
expensive batteries will decrease. Results of this research can help the load managers to 
reliably and cost effectively flatten the residential net demand curve which greatly 
contributes to the grid’s load management and reliability.   
Although this research has been done for the Phoenix climate, results may be 
applicable to similar climate conditions with similar construction types, namely other hot-
dry climate zones with predominately wood-frame residential construction. 
Methodologies used in this dissertation can be used in any other region to understand the 
impacts of precooling coupled with EEMs or solar PVs on the utility’s peak demand and 
on the customer’s energy bills. Further, other researchers and practitioners can use the 
EnergyPlus and Aurora energy models to assess the impacts of operational and 
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technological peak load shifting strategies. Lastly, the experimental strategies developed 
and implemented in this work provide guidance for future researchers studying peak load 
shifting in residential buildings. 
Knowledge gap 
Researchers and industry practitioners agree that minimizing the use of the 
mechanical cooling through embracing sustainable technological and operational 
strategies might be the appropriate solution to reduce the environmental and economic 
impacts of buildings. Despite the industry’s acknowledgment of sustainable strategies, 
and recognition of their value and necessity for reducing energy consumption and 
environmental impacts, the industry has yet to identify the most appropriate way to 
deliver energy efficient and sustainable buildings. In specific, the impact of operational 
peak load shifting in residential buildings in the Phoenix climate is unknown, particularly 
with respect to different construction types. In addition, the impacts that technological 
strategies such as EEMs and solar PVs have on the on-peak energy demand have not 
been studied extensively in the existing literature. Similarly, while the energy advisors 
recommend that homeowners and utility managers consider renewable energies such as 
solar PVs as a sustainable method for energy generation, the negative impacts of PV 
systems on the electrical grid (e.g., severe demand fluctuations) has not been critically 
evaluated. This dissertation seeks to address these gaps: Chapter 2 focuses on developing 
residential precooling strategies for various construction types; Chapter 3 discusses 
inverse modeling as an approach to automate the development of precooling strategies for 
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individual residences; Chapters 4 and 5 explore the feasibility of coupling operational 
strategies for energy efficiency with energy efficiency and renewable energy 
technologies, respectively. 
The findings herein can be used to quantify the impacts of: 1) precooling, 2) 
EEMs together with precooling, and 3) Solar PVs coupled with precooling. The results of 
the research presented in this dissertation can help guide future research and policy aimed 
at improving environmental performance of residential buildings. 
Intellectual merit  
This dissertation quantifies the economic and energy impacts of various 
precooling strategies for residential buildings in the Salt River Project (SRP) customer 
base. Specifically, the work provides optimal precooling strategies for three different 
construction types that together represent about 70% of the residential building stock in 
the Phoenix, AZ metropolitan area. These results are expected to be applicable to other 
hot-arid climates like Phoenix. The quantification has been validated by both simulation 
and experimental analysis, increasing the confidence in these results. Further, this 
research developed a methodology to assess the benefits of energy efficiency measures in 
a residential building that implements precooling, focusing on the synergistic impacts on 
electricity cost and on-peak energy savings when homeowners couple the operational 
efficiency strategy of precooling with the technological efficiencies offered by energy 
retrofits. Finally, this dissertation presents a method of automating the development of 
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optimal precooling strategies for individual homes using inverse modeling techniques.  
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CHAPTER 2 
MODELING AND TESTING MULTIPLE PRECOOLING STRATEGIES IN THREE 
RESIDENTIAL BUILDING TYPES IN THE PHOENIX CLIMATE 
This Chapter is accepted for publication in the peer-reviewed journal of ASHRAE 
Transactions. Most of the text appears exactly as the publication with the exception of 
text and figure formatting. However some minor revision has been done based on the 
committee’s comments. The citation for this article is: Arababadi, R. & Parrish, K. 2016. 
Modeling And Testing Multiple Precooling Strategies In Three Residential Building 
Types In The Phoenix Climate. ASHRAE Trans. 
This chapter addresses the dissertation research question 1) What are the cost and 
on-peak energy savings associated with various precooling strategies for different 
residential building types in the Phoenix climate and what is the optimum precooling 
strategy for each building type?  
ABSTRACT 
As air-conditioning demand increased significantly during the last decade, 
efficient energy use has become more important due to large electric power demands and 
limited reserves of fossil fuel. Electrical energy use fluctuates significantly during a 24-
hour day due to variable demand from industrial, commercial and residential activities. In 
hot and cold climates, the dominant part of the load fluctuation is due to cooling and 
heating demands, respectively. If electric loads could be shifted from peak hours to off-
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peak hours, not only would building operation costs decrease, the need to run peaker 
plants, which typically use more fossil fuels than non-peaker plants, would also decrease. 
Thus, shifting electricity consumption from peak to off-peak hours promotes economic 
and environmental savings. This paper utilizes simulation and experimental work to 
examine a total of twelve precooling strategies in three residential buildings in the 
Phoenix, Arizona climate. The selected buildings are considered to represent the majority 
of residential buildings in the area. Results of this project show that precooling can save 
up to 46% of peak energy demand in a home constructed with concrete or cementitious 
block and up to 35% in wood frame homes. Homeowners can save up to US $244/year in 
block construction and up to US $119/year in wood frame homes.  
INTRODUCTION  
Motives and objectives 
Based on the Residential Energy Consumption Survey (RECS), the number of 
homes equipped with mechanical air conditioning systems has increased in the U.S from 
68% in 1993 to 87% in 2009 (eia, 2011).  In Arizona – a hot arid region, ASHRAE 
climate zone 2B – cooling equipment consumes nearly 40% of the electricity used in 
homes (eia, 2009a). Moreover, the air conditioning demand fluctuates significantly 
during a 24-hour day, which makes a challenge for electrical utilities. Many utility 
companies have introduced different tariff programs to motivate customers to decrease 
their energy use during peak hours (Herter and Wayland, 2010). If electric loads could be 
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shifted from peak hours to off-peak hours, not only would building operation costs 
decrease, the need to run peaker plants, which typically use more fossil fuels than non-
peaker plants, would also decrease. Therefore, shifting electricity consumption from peak 
to off-peak hours promotes economic and environmental savings. Moreover, if the peak 
is reliably flattened or shifted, this may limit the need to build expensive new generating 
capacity.   
Solar shading, adoption of solar PVs, and load shedding (reducing total electricity 
use) are examples of other mechanisms of peak energy reduction (Turner et al., 2015). 
Peak load reduction has also been researched and tested by improving insulation used 
within a wall (Al-Sanea and Zedan, 2011) and by adding thermal mass to the building 
envelope (Al-Sanea et al., 2012, Burch et al., 1982). Springer (2007) documents 
precooling as the most economical operational strategy for residential load shifting. This 
paper explores 12 precooling strategies in the Phoenix, Arizona climate. Precooling aims 
to reduce the evening peak load of residential buildings by implementing optimal 
thermostat set points that shift part of the on-peak load to the off-peak hours. This study 
also aims to assess energy and cost savings associated with the 12 strategies modeled.   
Other precooling research  
More than three decades ago, the concept of precooling of a building was 
published by Hartman (1980). He stated that a building can be cooled by free cooling 
during night and morning hours and that cooling energy can be stored in building’s mass 
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for release during warm hours. The stored energy in the building is limited by the 
capacitance of the building (i.e., the capacity of the building to store thermal energy or 
the building’s thermal mass) and by the minimum indoor temperature at the onset of 
occupancy of the building, which determines how cool the building can be before peak 
hours and maintain occupant comfort. Results of precooling studies (e.g., (Springer, 
2007, Herter Energy, 2012, Yin et al., 2010a, Yin et al., 2010b, Turner et al., 2015) show 
a reduction of electric energy cost by shifting a part of the daily cooling loads to off-peak 
hours, when electricity is cheaper. These studies also point out that most precooling 
strategies optimize for expected cooling load rather than for cost savings. That is, 
consumers select a precooling strategy that will promote comfort during the peak hours 
without necessarily considering energy cost savings (note many studies on precooling to 
date are part of a demand response program, where demand shed is required, which may 
explain the secondary focus on cost). Under hot night conditions (e.g., Phoenix climate), 
when free cooling is not always feasible, mechanical cooling is required, but this cooling 
is less expensive than on-peak cooling due to demand charges. Precooling is an 
operational shift, rather than a technological one, and is thus widely accessible to 
utilities’ customer base.  
Literature presents very limited studies of precooling in residential buildings and 
most of the previous precooling studies focus on commercial buildings, likely due to the 
fact that ventilation control is more common in these building types. Braun (2003) 
presented a review of research related to the use of building thermal mass for shifting and 
reducing peak cooling loads in commercial buildings and provided specific results 
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obtained through simulations, laboratory tests and field studies. Morris et al. (1994b) 
studied two optimal dynamic building control strategies in a representative room in a 
large office building. They observed a reduction of 40% in peak cooling load. Yin et al. 
(2010b) developed a methodology to optimize pre-cooling strategies for buildings in a 
hot California climate zone with a building energy simulation tool. Results of their work 
indicate that the optimal demand response strategies worked well for most of the 
commercial buildings tested in this hot climate zone. Keeney and Braun (1997) 
developed and tested a cooling control strategy for a large office building near Chicago. 
Their results showed reduction of cooling load to 75% of cooling system capacity. Turner 
et al. (2015) focused on wood frame residential buildings and used energy modeling to 
evaluate the effectiveness of residential pre-cooling to reduce the on-peak energy 
demand. Their results showed the best pre-cooling results for most climates were 
obtained using a medium (5 h) pre-cooling period with a shallow pre-cooling set point 
temperature. Cole et al. (2014) used a an extensive data set including home energy audits, 
homeowner interviews, and electricity use measurements to build a simulated community 
of 900 homes. The model is then used to investigate the potential for coordinated control 
of a large number of residential air conditioning systems. 
Booten and Tabares-Velasco (2012) use EnergyPlus to model cooling energy 
demand during summer days at in an actual home in Sacramento, CA. Their study 
assesses three cooling strategies and their aim was to evaluate the capability of 
EnergyPlus to accurately model cooling energy use in a house by comparing to empirical 
data and to investigate the potential impacts of these cooling strategies over an entire 
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cooling season. Their simulation results show that EnergyPlus can captured the important 
features, such as when the cooling system was operating, and predicted peak load within 
acceptable ranges for the three studied measures. This study examines precooling 
strategies in different residential building types in a hot climate and helps customers and 
utilities select the optimum strategy based on cost savings and on-peak energy reductions.  
PROJECT APPROACH  
The typical methodology for assessment of peak load shifting strategies of a 
building requires a difficult and expensive audit of the building to estimate the effects of 
applicable strategies and technologies. Recently, some research used modeling and 
simulation to determine a building’s energy use and different energy saving measures that 
reduce the energy use of that building (e.g., (Arababadi, 2012, Christian, 1983, É. Mata, 
2013, Kosny et al., 2001, Kintner-Meyer and Emery, 1995, Robertson, 1985, S. Byrne, 
1985, Yin et al., 2010b)). In theory, such building simulations can be used to evaluate 
peak load shifting technologies, but even carefully constructed models might deviate 
from real situations. Thus, this research leverages both experimental results and 
simulation modeling to evaluate different peak load shifting strategies.  
The project started with selection of sample buildings, which are expected to 
represent the majority of residential buildings in Phoenix climate. Once the sample 
buildings were selected, we collected the required data to simulate them in EnergyPlus. 
The energy models were used to test a total of twelve precooling strategies and the 
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optimum strategy was found. As the next step, the optimal strategy was implemented in 
each sample building and experimental data was recorded. Experimental work provided 
improved reliability of the impact of selected strategies on the peak load. Field tests of 
optimal strategies were conducted on all sample buildings from Monday, July 22nd 
through Friday, August 5th, 2015.  
By having access to annual and daily energy use of the sample buildings (through 
the utility smart meters), we calibrated our models. The calibrated energy models were 
used to quantify the cost and on-peak energy savings (if any) associated with various 
strategies. 
Sample buildings selection 
The simulation and experimental work is carried out for a number of buildings 
considered representative of the entire residential building stock in the Phoenix area. The 
number of such sample buildings is decided based on their construction type. The number 
of sample buildings chosen is a compromise between accuracy and feasibility since the 
more types of buildings, the more precisely the stock is represented, but it also becomes 
more difficult to make the simulation work and carry out the experiments.  
In this study, three sample residential buildings are selected. The first simulated 
home is a single-story house with wood frame construction located in Mesa, Arizona. 
The second sample building is a two-story wood frame home located in Chandler, 
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Arizona, and the third building is a one-story home with block construction in Scottsdale, 
Arizona. These models will provide a representation of most common residential 
construction types in the Phoenix area. Figure 1 shows the three selected homes. Note 
that since the selected sample buildings are located within the same climate zone, the 
simulation process considers one climate file for the three models (EnergyPlus, 2016).  
 
Figure 1 Selected sample buildings (from left: one-story wood frame, two-
story wood frame, and one-story concrete block sample homes). In the balance of 
this paper, we refer to these buildings as samples 1, 2, and 3 (from left), respectively. 
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Table 1. Simulation Model Inputs 
Input parameters 
Sample building 
1 
Sample building 2 
Sample 
building 3 
Total floor area 147 m2 (1584 ft2) 183 m2 (1978 ft2) 
143 m2(1540 
ft2) 
Floor height 3.92m (9.6ft) 2.7m (9ft) 2.4m (8ft) 
Window-wall ratio 
[%] 
11.2 12.33 9.35 
Exterior wall U-
value 
0.75(W/ m2 -K) 0.429(W/ m2 -K) 0.85(W/ m2 -K) 
Floor U-value 0.31(W/m2-K) 0.51(W/ m2 -K) 1.17(W/ m2 -K) 
Roof U-value 0.21(W/ m2 -K) 0.12(W/ m2 -K) 0.15(W/ m2 -K) 
Window U-value 6.50(W/ m2 -K) 2.72(W/ m2 -K) 1.57(W/ m2 -K) 
Infiltration  0.53 (ach) 0.53 (ach) 0.53 (ach) 
HVAC coefficient of 
performance 
2.45 3.63 2.43 
HVAC EER 8.37 12.38 8.29 
Lighting power 
density 
13 W/m2 (1.2 W/ 
ft2) 
14 W/ m2 (1.3 W/ 
ft2) 
9.6 W/ m2 (0.9 
W/ ft2) 
Plug loads power 
density 
5.3 W/ m2 (0.5 W/ 
ft2) 
4 W/ m2 (0.4 W/ ft2) 
3.4 W/ m2 (0.3 
W/ ft2) 
People 
49 m2/person(527 
ft2/person) 
46 m2/person 
(495f ft2/person) 
35 m2/person 
(376 ft2/person) 
Rate plan peak time  3PM-6PM 3PM-6PM 2PM-5PM 
On-peak electricity 
price 
November-April: 
12.04¢ 
May-June: 30.33¢ 
July-August: 
35.88¢ 
November-April: 
12.04¢ 
May-June: 30.33¢ 
July-August: 35.88¢ 
November-
April: 12.04¢ 
May-June: 
30.33¢ 
July-August: 
35.88¢ 
Off-peak electricity 
price 
November-April: 
7.92¢ 
May-June: 11.02¢ 
July-August: 
11.68¢ 
November-April: 
7.92¢ 
May-June: 11.02¢ 
July-August: 11.68¢ 
November-
April: 7.92¢ 
May-June: 
11.02¢ 
July-August: 
11.68¢ 
Description of sample buildings   
The modeling approach requires detailed information about the physical 
characteristics of the homes, their air conditioning systems, local weather, indoor 
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temperature, and internal loads. This information was gathered by site visits, extraction 
from various databases and previous case studies, and through interviews of the 
homeowners. The physical and thermal characteristics of the homes were modeled in 
EnergyPlus v8.1. Table 1 lists the initial simulation inputs for the studied sample 
buildings. Required data for operation schedules such as lighting, electrical equipment, 
air conditioning systems as well as occupancy schedules were gathered through 
interviews with the homeowners.   
In this project, the building models were initially developed using the Legacy 
OpenStudio Plug-in for SketchUp, which creates an EnergyPlus input file. The detailed 
parameters such as the heat pump models, schedules, lighting and equipment’s were 
added into the models by OpenStudio 1.5.0.   
Precooling strategies description 
Arababadi and Parrish (2015) made it clear that simple precooling strategies are 
most appropriate for residential buildings because they provide more economic and on-
peak energy savings than more advanced strategies (e.g., exponential temperature 
control). Moreover, homeowners can implement these strategies with residential 
thermostats that support at least four temperature changes per day. Thus, this study 
considers only simple precooling strategies that can be implemented by residential 
thermostats. In the current work, a total of twelve precooling strategies are examined on 
the sample buildings. The strategies vary by precooling period, precooling set points and 
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on-peak hour set points. The precooling strategies with the longest precooling periods 
precool the buildings for eight hours by 3°F (1.67°C), 4°F (2.22°C) and 5°F (2.78°C). 
The second sets of strategies precool the houses 3° F (1.67°C), 4°F (2.22°C) and 5°F 
(2.78°C) for five hours. This project also examines precooling strategies with three hours 
of precooling with and without higher set points for the on-peak hours. Lastly, we have 
examined a thermostat setting which does not precool the house but has a 3°F (1.67°C) 
higher set point for on- peak hours. Table 2 lists the examined strategies in this project. 
Note the base case assumes a constant temperature profile throughout the day. Strategies 
1-9 were considered based on previous case studies (Springer, 2007). The utility 
suggested strategy 10, and the authors developed strategies 11 and 12. 
Table 2. Examined precooling strategies in the current work. 
Case SetPoint 
(6PM-3PM) 
(5PM-2PM for 
sample 3) 
On-Peak 
SetPoint (3PM-
6PM) 
(2PM-5PM for 
sample 3) 
Pre-Cooling 
Setpoint 
 
Length of 
Pre cool 
Period (h) 
BASE 24.4°C (76°F) 24.4°C (76°F) - - 
1 24.4°C (76°F) 24.4°C (76°F) 22.8°C (73°F) 8 
2 24.4°C (76°F) 24.4°C (76°F) 22.2°C (72°F) 8 
3 24.4°C (76°F) 24.4°C (76°F) 21.6°C (71°F) 8 
4 24.4°C (76°F) 24.4°C (76°F) 22.8°C (73°F) 5 
5 24.4°C (76°F) 24.4°C (76°F) 22.2°C (72°F) 5 
6 24.4°C (76°F) 24.4°C (76°F) 21.6°C (71°F) 5 
7 24.4°C (76°F) 24.4°C (76°F) 22.8°C (73°F) 3 
8 24.4°C (76°F) 24.4°C (76°F) 22.2°C (72°F) 3 
9 24.4°C (76°F) 24.4°C (76°F) 21.6°C (71°F) 3 
10 24.4°C (76°F) 26.1°C (79°F) 22.8°C (73°F) 3 
11 24.4°C (76°F) 26.6°C (80°F) 22.8°C (73°F) 3 
12 24.4°C (76°F) 26.1°C (79°F) 24.4°C (76°F) 0 
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Experimental work 
Following completion of simulation work to verify that the simulation results are 
close to real values, experimental work was done on all three sample buildings. The 
experimental work started by implementing the optimal precooling strategy (i.e., the 
strategy that delivers the highest on-peak energy savings), found by simulation models, in 
the sample buildings. Once the thermostats were programmed, the houses were 
monitored for a period of ten weekdays to measure energy use and indoor/outdoor 
temperatures. We measured the energy consumption, as well as indoor and outdoor 
temperatures, by means of the utility smart meters and temperature data loggers, 
respectively (See Figure 2). Temperature data loggers have a measurement range of -35 
to +80°C (-31 to +176°F) and accuracy of ±1°C (±2°F). Data collected from the field test 
sites were valuable – we used them to calibrate our energy models against daily and 
hourly energy consumption and could get a higher degree of confidence in the reliability 
of our simulation results.  
Building Energy Simulation calibration is the process of finding the correct values 
for the input parameters that represent the real building the most accurately (Reddy et al., 
2007). In this research, since the measured data is available from the smart meters, 
calibration consists of comparing measured and calculated data to improve the model. In 
order to analyze the differences between measurements and calculations we have 
calculated mathematical indicators that evaluate simulation results matches with 
measurements. ASHRAE Guide 14 suggests 2 main indicators: Normalized Mean Bias 
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Error (NMBE) and Coefficient of Variation of the Root Mean Square Error (CVRSME). 
While these two indicators are intended for calculation of a model’s uncertainty when 
used in  measurement and verification (M&V) plans, they provide the only published 
values to assess the accuracy of a calibration, so the authors use them to assess their 
models. ASHRAE advises that a calibrated energy model has a NMBE within ± 10% and 
a CVRMSE within ± 30% when using hourly data or ±- 5% and ±15% with monthly data 
(ASHRAE, 2002). NMBE and CVRMSE are calculated by the following equations. 
NMBE= 
∑ ()∑ 
∑ (-)∑   
CVRSME=

∑ () 
  
Where; m and S are the respective measured and simulated data points for each 
model instance i; n is the number of data points and m  is the average of the measured 
data points. 
Calibration is an under-determined problem; there are several potential solutions. 
But there still is not any method that can evaluate the relevance of the results (Reddy et 
al., 2007). In this research we have applied a method developed by Soebarto (1997) to 
calibrate our energy models. Soebarto (1997) describes the calibration process as a 
combination of the following tasks: (1) data collection of the building, the HVAC 
systems and operations, weather, and monthly energy consumption; (2) short-term 
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monitoring and development of the 24-hour use profiles; (3) disaggregation of measured 
energy use; (4) analyses of the simulation results using graphical and statistical tools; and 
(5) changes of the input parameters.  
 
Figure 2. Temperature data logger and Smart meter used in the 
experimental process 
Therefore, in order to complete the calibration process in this research, we: 1) 
implemented the optimal precooling strategy found by simulation in each of the three 
sample buildings (note these strategies varied by construction type); 2) monitored the 
hourly energy consumption of the buildings for 10 weekdays including near super peak; 
3) calculated the statistical indicators to evaluate the accuracy of the models; 4) modifies 
input parameters (e.g., indoor temperature, thermal mass, COP of cooling system, and fan 
efficiency) in cases where the statistical indicators were not satisfactory; and 5) re-ran the 
models and repeated step 4 of this process until we satisfactorily calibrated the models.  
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Thermal comfort analysis  
ASHRAE defines thermal comfort as ‘‘the condition of the mind in which 
satisfaction is expressed with the thermal environment” (ASHRAE, 2010b). In this 
research we have evaluated the thermal comfort based on the predicted mean vote (PMV) 
and predicted percentage of dissatisfied (PPD). PMV is an index that predicts the mean 
value of the thermal sensation votes of a large group of persons on a sensation scale 
stated from -3 to +3 corresponding to the categories cold, cool, slightly cool, neutral, 
slightly warm, warm, and hot. The PPD index is related to the PMV and it is based on the 
assumption that people voting +2, +3, –2, or –3 on the thermal sensation scale are 
dissatisfied and on the simplification that PPD is symmetric around a neutral PMV. Table 
3 defines the recommended PPD and PMV range for typical applications. In this 
research, we calculated PMV and PPD for the strategies that have higher thermostat set 
points for on-peak hours. We discuss results in the balance of this paper.  
Table 3. Acceptable ranges of PMV and PPD (ASHRAE, 2010b) 
Indicator Acceptable range for general comfort 
PMV –0.5 < PMV < +0.5 
PPD  <10 
MODEL CALIBRATION AND SIMULATION RESULTS 
The energy models are calibrated both against the monthly energy consumption 
and the daily energy use during the testing period. Once the models were calibrated 
against actual energy use during the testing period (Monday, July 22nd through Friday, 
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August 5th, 2015), a total of twelve precooling strategies were examined on all the three 
models. The following subsections present the simulation results.  
In the calibration process, authors manually adjusted input parameters (i.e., 
thermal mass, operation schedules, and envelope U-values) until results match with the 
measured values by visual inspection of the load shapes throughout the day and allowable 
statistical values for CVRMSE and NMBE.  
Monthly calibrations  
Results of EnergyPlus simulation are validated across the empirical data on 
monthly energy use extracted from electrical bills. Figures 3, 4, and 5 illustrate 
comparison of EnergyPlus results to the electricity bills for the three sample buildings. As 
the figures show, modeling results are close to the actual energy demands. In addition to 
the graphical illustration, ASHRAE (2002) recommends calculations of NMBE and 
CVRMSE and check if they are within the acceptable  ranges. The NMBE and CVRMSE 
indicators should be within ±- 5% and 15% with monthly data (ASHRAE, 2002). Thus, 
for the purpose of monthly calibration NMBE and CVRMSE are calculated for the three 
sample buildings. Table 4 shows the NMBE and CVRMSE based on monthly energy use 
of the three sample buildings. As the table shows all indicators have a value within the 
acceptable ranges. 
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Figure 3. Monthly Calibration of the first model (one-story wood frame 
home) 
 
Figure 4. Monthly Calibration of the second sample building (two-story wood 
frame home) 
 
Figure 5. Monthly Calibration of the third sample building (one-story block 
home) 
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Table 4. Statistical indicators for monthly calibration of the sample buildings 
 
Sample 
building 
NMBE 
(%) 
CVRMSE 
(%) 
1 -2.6 8.7 
2 5.0 3.4 
3 1.2 6.3 
The interview process made it clear that the second and third homeowners’ 
behavior is considerably more energy efficient than normal customers (in this case, 
“normal customers” are represented by the homeowners of sample 1). Therefore, our 
baseline models followed the “typical” (homeowner 1) behavior, applying a constant 
thermostat set point and normal lighting and equipment schedules so as to represent 
typical residential customers in all three sample homes, thus providing a more accurate 
assessment of savings potential. The authors then used this “typical” baseline model d to 
check the effect of various precooling strategies in the following parts of this paper.  
Peak day calibrations 
Figures 6, 7, and 8 present the comparison between the calibrated simulation 
results and the measured data of the three sample buildings for the testing period. As 
these figures show, energy modeling results are reasonably close the those of measured. 
Statistical results show that NMBE and CVRMSE for the hourly simulation results were 
almost within ±10% and 30% (see table 5) which is the acceptable range according to 
ASHRAE (2002). Generally, the calibrated models provided robust predictions of the 
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hourly electrical use as compared to the measurements. Therefore, the calibrated model 
was considered acceptable for evaluating the impact of various precooling strategies. 
Figure 6, 7, and 8 show that the energy models cannot capture the fluctuations of 
the energy demand generated by the cycling of the HVAC system. However, energy 
models could closely predict the energy demand trends in the three sample buildings and 
thus the models are reliable for assessing the impacts of precooling strategies.  
 
Figure 6. Hourly Calibration of the first sample building (one-story wood 
frame home) 
 
Figure 7. Hourly Calibration of the second sample building (two-story wood 
frame home) 
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Figure 8. Hourly Calibration of the third sample building (one-story block 
home). Note peak hours for this homeowner are 2-5PM, according to their utility 
price plan. 
 
Table 5. Statistical indicators for hourly calibration of the sample buildings 
Sample building NMBE CVRMSE 
1 3.4 29 
2 -0.3 29.7 
3 -5.0 25.9 
SIMULATION OF PRECOOLING STRATEGIES  
Modeling results 
Calibrated models were used to examine and analyze various precooling 
strategies. The precooling strategies examined in this study are summarized in Table 2. A 
series of simulations for each of the twelve precooling strategies was done for each 
sample building. Simulation results of each precooling strategy were compared with the 
baseline model, which does not employ precooling. Table 6 summarizes the simulation 
results for the three sample buildings on an annual basis. The table demonstrates the 
changes in the total and on-peak energy demand as well as the annual energy costs for 
different precooling strategies in the three sample buildings. The precooling strategies 
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with the longest precooling periods, specifically strategies 1 and 2, would not be practical 
for customers, as most customers’ homes do not have the thermal capacitance to hold the 
“coolth” for more than two hours, thus, these strategies increase electricity costs without 
providing on-peak energy reductions.  It is clear from Table 6 that strategies 10 and 11 
would be the optimum precooling program both for customer and utility in sample 
buildings 2 and 3. Strategy 12, which does not precool the building, is the optimum 
thermostat set point from the customer’s point of view for the first sample building, as it 
minimizes electricity costs. This strategy does not provide annual energy saving for the 
second sample building because, In this building the energy required to reduce the 
temperature from 26.1°C (79°F) to 24.4°C (76°F) after the peak time is more than the 
energy saved by raising the thermostat during the peak hours (see figure 10).  As 
strategies 10, 11, and 12 have higher thermostat setpoints for the on-peak hours, the 
homeowners and utility decision makers should be cautious about thermal comfort during 
the on-peak periods. In the current work, the authors have done a thermal comfort 
analysis, which is presented in the next subsection.  
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Figures 9, 10 and 11 compare the simulation when different precooling strategies 
are deployed in the sample buildings. As the figures show, a considerable load reduction 
is observed during the peak period for all strategies. The optimal pre-cooling strategy, 
Strategy 11, worked well in all three sample buildings and was able to reduce the peak 
electric demand significantly. Results show that precooling strategies are more successful 
on a block construction, which represents higher thermal mass compared to wood-frame 
construction. 
 
Figure 9. Energy consumption in presence of various precooling strategies– 
sample building 1 (one-story wood frame home) 
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Figure 10. Energy consumption in presence of various precooling strategies– sample 
building 2 (two-story wood frame home) 
 
Figure 11. Energy consumption in presence of various precooling strategies– sample 
building 3 (one-story block home) 
Thermal comfort  
As previously mentioned, the concern in deploying precooling strategies with 
higher thermostat set points for the peak hours would be satisfying the occupants’ 
thermal comfort. In this study, we calculated the PMV and PPD using EnergyPlus for the 
three sample buildings employing strategies 10, 11, and 12 (those with the highest on-
peak set points). Results are presented in Table 7. As the table shows, the PMV and PPD 
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indicators are within the acceptable ranges. Thus, if the homeowners or the utility 
company want to benefit from each of these strategies, thermal comfort should not be an 
issue.  
Table 6. PMV and PPD for the three sample building when strategy 10 is 
implemented 
Building Strategy Max PMV Min PMV Max PPD 
1 
10 -0.07 -0.45 9.68 
11 -0.03 -0.45 9.67 
12 -0.01 -0.28 6.80 
2 
10 0.13 -0.22 6.84 
11 0.23 -0.18 6.77 
12 -0.07 -0.30 7.08 
3 
10 -0.11 -0.46 9.86 
11 -0.04 -0.45 9.84 
12 -0.07 -0.30 7.08 
DISCUSSION 
Daily electricity fluctuations can cause major difficulties for utilities seeking to 
manage their loads. One strategy to manage these fluctuations is to adopt time-of-use 
pricing and thus financially incentivize residential customers to reduce their electricity 
loads during peak hours. Precooling the building is the method of residential peak load 
shifting investigated in this paper. This section discusses the importance of thermal mass, 
the effect of various precooling strategies simulated, and convenience of implementing 
each strategy.  
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Importance of thermal mass 
Table 6 makes it clear that block construction, which has higher thermal mass, 
can provide the greatest opportunity to eliminate mechanical cooling in on-peak hours. 
Building thermal mass acts like sensible heat storage (SHS), which can store cooling 
energy through a decrease in the temperature of the building elements. SHS systems are 
based on the heat capacity and the change in temperature of the storage material during 
the process of charging and discharging. The amount of stored thermal energy depends 
on the specific heat capacity of the storage material, the temperature change and the mass 
of storage medium. Results of this project demonstrate that precooling can be 
considerably more effective when it is applied to a building with a high thermal mass.   
In the Phoenix area, the majority of newly-constructed residential buildings have 
relatively low thermal mass due to the vast use of wood frame construction. One 
recommendation to improve the impact of precooling in low mass buildings can be 
applying Latent heat storage (LHS) such as Phase Changing Materials (PCMs). PCMs 
offer high storage density; that is, even small temperature changes support storage of 
great amounts of heat or “coolth.” Increasing the thermal storage capacity of a building 
also leads to better thermal comfort by keeping the indoor air temperature closer to the 
desired temperature for a longer period of time. Although significant advances were 
made in use of PCMs, major difficulties remain in terms of the development of reliable 
and practical storage systems. In building applications, only PCMs that have a phase 
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transition close to human comfort temperature (68–82°F (20-28°C)) can be used 
(Pasupathy et al., 2008).   
Discussion of simulation results  
The studied strategies could reduce the on-peak energy consumption by a 
maximum of 35% in sample buildings 1 and 2 and a maximum of 45% on the third 
sample building. As expected, examined precooling strategies do not generally reduce the 
total energy consumption in the homes. Table 8 shows that a maximum of 5% total 
energy savings is achieved in the third sample building when the building is not 
precooled (strategy 12). The annual energy savings in the first sample building is 
relatively low and in the second sample building, no savings were observed in total 
energy demand. This may be explained by the homes’ construction – the homes are wood 
frame and have a low thermal mass. Thermal storage capacity of a building can decrease 
the frequency of internal air temperature swings so that the indoor air temperature is 
closer to the desired temperature for a longer period of time (Pasupathy et al., 2008). 
Although annual energy savings is not an aim of peak load shifting, this parameter can 
affect the profitability of selected strategies. Thus, further investigation might be required 
to determine how changes in the annual energy demand can affect the selection of 
optimal precooling strategies, particularly from the utility perspective. In this study, the 
maximum reduction in on-peak energy consumption is delivered by Strategy 11, which 
gives the least increase in the annual energy consumption. This low increase of total 
energy demand in strategy 11 enables the homeowners to easily select the optimal 
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precooling strategy among the examined scenarios. The third sample building, which 
employs block construction, delivers a reduction in total energy consumption for all 
examined strategies with an exception of strategy 3. This is further evidence that proves 
precooling is most efficient in buildings with efficient performance (e.g., high thermal 
mass, low infiltration, etc.). One of the aims of this project was to help utility companies 
and homeowners select the optimum precooling strategy. Clearly, customers select 
strategies that deliver the highest savings on their electricity bills, while utility companies 
are more interested in strategies that help them to reduce on-peak energy demand. Table 
8 is a robust guideline that fulfills this aim of the research. The table suggests that for the 
first sample building, strategy 12 delivers the highest cost savings while strategy 11 is the 
optimum strategy from the utility perspective as it results in highest on-peak energy 
demand. In sample buildings 2 and 3, the highest cost savings and on-peak energy 
demand are delivered by strategy 11. 
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Table 7. Rank of the examined strategies based on cost and on-peak energy savings 
for the three sample buildings 
 Sample 
home  
Total Energy 
On-Peak energy 
demand 
Cost Savings 
Strategy 
Reduction 
achieved 
Strategy 
Reduction 
achieved 
Strategy 
$ 
Savings 
1 12 1.8% 11 30.3% 12 108.16 
2 12 -2.9% 11 35.8% 11 119.27 
3 12 4.9% 11 45.8% 11 244.04 
Implementation feasibility of the examined strategies  
The most commonly available programmable thermostat in the studied area is a 
thermostat that enables 4 separate set points during a 24-hour day. This thermostat 
provides relatively basic programming capabilities for homeowners, allowing them to 
create distinct temperature set points but not allowing them to specify how temperatures 
vary. Our previous work, Arababadi and Parrish (2015), showed that the available 
thermostats are able to implement all the examined strategies of the current work. Thus 
broad implementation of the optimum precooling strategy is feasible in the Phoenix area.  
Beyond the technical feasibility of implementation, e.g., thermostat capabilities, 
the results of this study may be impacted by other external factors. For instance, the 
lower outdoor temperature during the peak hours, changes in electricity price and peak 
times, installation of solar PVs, etc., also impact the magnitude of the results, but the 
authors expect the trend to remain the same.  
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LIMITATIONS  
Although this study has leveraged both simulation and experiments to provide the 
most accurate results possible, the authors experienced a number of limitations, described 
in this section. As with all experiments and models, some uncertainty is expected, due to 
abstraction required for modeling, data collection tolerances and accuracy, and other 
factors. All data presented in this paper reflects mean values unless otherwise noted and 
represents the most accurate value that could be derived within the limits of modeling and 
data collection instrument accuracy. We address specific data collection issues in the 
balance of this section. 
First, due to timing constrains the experiment was done for only ten days, though 
it would be beneficial to monitor the buildings for a longer period of time or for the same 
period of time in successive years. Second, while the three selected sample homes 
represent around 70% of the entire stock, they do not include all building types. 
Representing the entire residential stock required including more building types that was 
not possible for the authors due to time and data collection limitations. Third, the research 
team could not do a blower door test to measure the infiltration rate in sample buildings. 
Thus, authors have estimated the infiltration rates. Finally, the research team could not 
get access to the utility’s fuel mix during the off-peak and on-peak hours. Such data could 
be used to calculate the environmental benefits associated with various precooling 
strategies.    
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Another avenue for comparing the thermal response of the three sample buildings 
was to compare the time constant values. According to ISO (2005) the time constant is 
the result of the internal heat capacity of the building, divided by the average heat 
transmittance of the building envelope. However in this research, due to the lack of 
accurate information on the internal heat capacity of the buildings, the time constant 
value is not calculated.  
CONCLUSION  
This research compares different precooling strategies for the Phoenix area and 
presents the optimal precooling strategy in terms of on-peak energy reduction and energy 
costs and aims to understand the: (1) total energy savings (if any) (2) on-peak energy 
savings (3) cost savings associated with various residential precooling strategies. 
Shifting power load from peak to off-peak times leads to a reduction in unused 
electrical production facilities, which represent a less efficient use of capital (little 
revenue is earned when not operating). This research will help electrical utilities evaluate 
the potential of power load shifting of various precooling strategies and their benefits 
including benefits to the power grid, and savings to consumers. In this research, a total of 
twelve precooling strategies were examined on three sample homes in the Phoenix area. 
Results show that thermal mass magnifies the benefits of precooling, e.g., the third 
sample building (block construction) delivered considerably higher cost and on-peak 
energy savings compered to the other two homes (both of which employed wood-frame 
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construction).  In short, strategy 11 (3 degrees for 3 hours and 4 degrees higher on-peak 
set point) was found optimum from the utility perspective for all sample buildings. 
Strategy 11 was also optimum for customer cost savings for sample buildings 2 and 3, 
while the owner of sample building 1 can benefit more from strategy 12 (No precooling). 
Results of thermal comfort analysis showed that all optimal strategies satisfy occupants’ 
thermal comfort during peak periods. 
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CHAPTER 3 
DEVELOPING OPTIMAL PRECOOLING STRATEGIES THROUGH 
INVERSE MODELING  
This Chapter addresses the research question: Is it feasible to apply statistical 
analysis (i.e., inverse modeling) to automate selection of the optimum precooling 
strategy?  
INTRODUCTION 
The considerable amount of residential energy demand (EIA, 2009b) justifies and 
supports different methodologies of residential energy modeling. Among the existing 
approaches of building energy modeling, statistical techniques are a good option to avoid 
the burdens associated with engineering approaches when measured data is available. 
Among statistical models, linear regression analysis has shown promising results because 
of the reasonable accuracy and relatively simple implementation when compared to other 
methods (e.g., Gaussian process regression model). In this study, linear regression 
analysis was performed on hourly data from a set of three sample homes with the aim of 
developing precooling based on the predicted outdoor temperature and desired energy 
demand.  
The 2013 ASHRAE Handbook-Fundamentals (ASHRAE, 2013) classified 
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modeling approaches into two basic categories: forward (classical) modeling and inverse 
(data-driven) modeling. The forward modeling approach generally takes the physical 
parameters that describe the building as input, which can include building location, local 
weather, geometry, envelope construction materials, operational schedule, and HVAC 
system type, etc. The forward modeling approach is typically used in the design phase to 
facilitate building designers’ early design decisions. Inverse models take the monitored 
building energy consumption data (and possibly other monitored behavior data) as inputs 
and are expressed in terms of one or more driving variables and a set of empirical 
parameters. Measured data are used to find the parameters that provide the best fit for the 
chosen model form and data set. In this research, for example, the indoor and outdoor 
temperatures of the sample homes serve as the predictor variables, while the energy 
consumption is the response variable. 
In the existing literature, most of the inverse models related to building energy 
focus on regression analysis. Moreover, studies that use regression analysis as an energy 
prediction method focus on commercial buildings. There are a limited number of studies 
that apply statistical techniques to predict energy demand in the residential sector, but 
they do not use their models to develop precooling strategies. The following paragraphs 
present the most relevant literature for this study.  
Westergren et al. (1999) used energy consumption data obtained from hourly 
measurements on four houses and weather data from nearby climate station to build static 
and dynamic regression models to estimate the heating energy consumption. They 
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developed two static models and one dynamic model. Comparison shows similar results 
for the static and dynamic models with error of the estimations on the order of 2.5% and 
9.0% depending on the size of the sample, the observation period, and the model used.  
Raffio et al. (2007) describe a methodology to analyze energy performance of 
residential buildings. Their study aimed to determine if a building is a good candidate for 
a hot-water heater retrofit, a programmable thermostat installation, an envelope 
improvement or a high-efficiency HVAC equipment retrofit. In the first step of the 
method, energy signature models are obtained by regressing the energy consumption 
from utility bills to actual average daily temperatures. Two regression equations were 
obtained, one for gas usage and the other for electricity usage. The predictor variable is 
defined as the difference between the outdoor temperature and the thermostat setpoint 
temperature. The accuracy of the method was satisfactory for the sample of houses used 
in the investigation, allowing identification of high hot water temperature setpoints, low 
efficiency hot water heaters, no nighttime set-backs, high rate of infiltration, and low 
furnace efficiency.  
Catalina et al. (2008) tested several models to find the best fit between the heating 
demand of single-family residences as the response variable and four predictor variables: 
shape factor, envelope U-value, window to floor area ratio, building time constant, and 
climate coefficient. The analysis of results showed a strong relationship between the 
shape of a building and the energy consumption, and that building thermal inertia has a 
significant impact on the energy demand.  
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Soldo et al. (2014) tested the impact of solar radiation on models to predict 
natural gas consumption for heating space in a model house. Models tested include an 
auto-regressive model as a linear model, as well as a neural network and a support vector 
machine as nonlinear models. Results show that the use of solar radiation improves the 
accuracy of natural gas forecasting models. Comparison of linear and nonlinear models 
shows that although the nonlinear models have smaller training errors, these models do 
not improve the generalization ability on test data since the testing errors of the nonlinear 
models are slightly higher compared to the results obtained by linear models. 
 Perhaps the most similar work to the work done for this chapter is Braun and 
Chaturvedi (2002), who developed inverse models and used their models to  test 
precooling strategies. Braun and Chaturvedi (2002) presented a modeling and parameters 
estimation approach for prediction of a building’s sensible cooling load demand. Their 
inverse model predicted transient heating and cooling as response variables during peak 
and non-peak hours based on temperature, resistance, and capacitance of the building 
envelope, and indoor, outdoor and ground temperatures as input parameters. Their 
research showed that better estimates for the parameters were obtained using a global 
direct search algorithm, and optimal parameters were identified using a nonlinear 
regression algorithm. The approach was also tested using data from a field site located 
near Chicago, Illinois. It was found that one to two weeks of data are sufficient to train a 
model so that it can accurately predict transient cooling or heating requirements. Their 
research tested three thermostat setting strategies; 1) a fixed set point of 73°F during 
occupancy and a fixed set point of 80°F during unoccupied times, 2) precooling for 6°F 
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for 3 hours before the occupancy period, and 3) precooling for 6°F for 5 hours with a 
higher thermostat set point during on-peak times. The test building was assumed to be 
occupied between 7:00AM and 5:00PM and the peak hours were from 9:00AM to 
10:00PM. Their inverse models accurately predicted energy demand for all three 
thermostat setting strategies, using the building description information and measured 
data (temperature, resistance, and capacitance of the building envelope and indoor, 
outdoor and ground temperatures) as inputs. 
There are a number of other studies that have used statistical techniques in 
residential buildings (Min et al., 2010, Chen et al., 2013, Schleich et al., 2013, Gans et 
al., 2013); however, none of these use statistical methods to develop optimum peak load 
shifting strategies. This research uses the experimental data from three residential 
buildings located in the Phoenix, AZ area and aims to use regression analysis to develop 
the optimum precooling strategies for these three sample homes.  
METHOD 
This research uses the experimental data that was collected from the three sample 
buildings described in Chapter 2 and uses linear regression methods to build a statistical 
energy model for each sample building. Once the models are created, they are calibrated 
against the measured energy demand by both statistical and graphical methods. The 
energy models are then used to develop the optimum precooling strategies based on the 
predicted outdoor temperatures and desired energy demand. In the regression analysis, 
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outdoor and indoor temperatures are used as predictors and the homes’ energy demand is 
considered a response variable.  
Data cleaning 
The sample buildings were monitored for a period of 10 days. In this study, the 
experimental data from the first 7 days is used to train the energy models and the last 
three days are used for testing purposes. Figures 12, 13, and 14 show the scatterplot of 
the energy demand against outdoor temperature for each sample home. 
 
Figure 12. Energy demand versus outdoor temperature for the first sample building 
(wood frame 1-story) 
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Figure 13. Energy demand versus outdoor temperature for the second sample 
building (wood frame 2-story)  
 
Figure 14. Energy demand versus outdoor temperature for the third sample 
building (block construction 1-story) 
As the figures show, there is no obvious relation between the two parameters. 
This is likely a result of the precooling strategies being implemented in the sample homes 
at the time of data collection. The precooling process makes the load profile deviate from 
its baseline condition (i.e., the energy demand is minimum during on-peak hours when 
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the outdoor temperature is higher). To clean up the data, the outdoor temperatures and 
energy demand values for the precooling and on-peak periods are omitted from the data 
set. Figures 15, 16, and 17 show the scatter plats for the cleaned data. Now, the direct 
relation between outdoor temperature and energy demand is observable. This cleaned 
data set was used to build the regression models.  
 
Figure 15. Cleaned data for sample building 1 
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Figure 16. Cleaned data for sample building 2 
 
 
Figure 17. Cleaned data for sample building 3 
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RESULTS 
In this section the results of inverse modeling for the three sample homes are 
presented. The section starts by developing the energy models and continues by 
calibrating each model and then presents the precooling development results.  
Regression model development and calibration  
 The measured outdoor and indoor temperatures as well as the home’s energy 
demand was used to build the regression models. Table 9 presents the regression 
equations obtained for the three sample homes. The table also shows the R (sq-adj), 
CVRMSE and NMBE values associated with each energy model. As the table indicates, 
the R (sq-adj), CVRMSE, and NMBE values are within the acceptable ranges and thus 
the energy models are considered reliable. To further analyze the statistical energy 
models, the predicted energy demand are compared to the measures values in figures 18, 
19, and 20. As the figures show, the energy models could not predict the energy demand 
accurately. This is due to the fact that these models lacked experimental data during peak 
hours in their training process. 
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Table 8. Regression analysis results 
Sample 
home 
Regression equation NMBE 
(%) 
CVRMSE 
(%) 
R-sq(adj)  
(%) 
1 KWH = -3.878 -
 0.0068 Tin + 0.05660 Tout 6.25 28.23 
77.52 
2 Kwh = -1.658 - 0.0228 Tin 
+ 0.04545 Tout 0.06 13.37 
80.68 
3 KWH = 0.12 - 0.0399 Tin 
+ 0.04288 Tout -0.26 22.32 
52.28 
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Figure 18. Predicted and measured energy demands for sample building 1   
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Figure 19. Predicted and measured energy demands for sample building 2 
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Figure 20. Predicted and measured energy demands for sample building 3 
 
DISCUSSION 
Based on Figures 18-20, the author next considered completing the inverse 
modeling using simulated baseline data for the purpose of training the model. However, 
this is fundamentally opposed to the principles of inverse modeling approach (i.e., 
inverse models require measured energy demand values). The inverse modeling effort 
presented in this chapter showed that the collected experimental data that falls outside of 
the precooling and on-peak times were valuable and the models that used the measured 
data from these times could closely predict the energy demand for the same hours on a 
different day. However, the training process lacked the experimental data between 12:PM 
and 6:00PM (precooling and on-peak period) and thus could not provide a reliable 
prediction for those hours in the testing process (see figures 18, 19, and 20). This part of 
the research has a great potential to be completed by collecting experimental data from 
baseline operations when the sample buildings are not employing precooling. 
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In this work, seven days of data was used for training the inverse models. This 
short training period could be a secondary reason for the observed failure of the energy 
models. Braun and Chaturvedi (2002) discussed that between 7 and 14 days of 
experimental data would be required to train inverse models when a precooling strategy 
is implemented in a building. Therefore, an alternative future approach for completing 
this effort would be collecting experimental data for a longer period when precooling 
strategies are implemented.   
LESSONS LEARNED   
The lesson learned from this attempt at inverse modeling are: (1) it is feasible to 
use regression models for predicting the energy demand on the three sample homes based 
on their indoor and outdoor temperatures, and (2) future work that applies regression 
analysis for the purpose of automated development of precooling strategies requires 
measured data from the baseline condition (when no precooling is implemented).  
 
 
 
 
 
 
 55
CHAPTER 4 
IMPACTS OF EFFICIENCY MEASURES ON OPERATIONAL PEAK LOAD 
SHIFTING STRATEGIES AT A RESIDENTIAL BUILDING IN PHOENIX, 
ARIZONA 
This chapter is submitted for publication in the peer-reviewed journal, ENERGY 
and most of the text appears exactly as the publication with the exception of text and 
figure formatting. However some minor revision has been done based on the committee’s 
comments. This chapter addresses the dissertation research question 3) Which EEMs 
have the highest impact on the residential peak load demand and electricity bills? 
ABSTRACT  
Energy efficiency represents the most cost-effective way to achieve energy goals, 
as it does not require investment in renewable energy and is often achievable through 
low-cost technology retrofits or behavior modifications. This study investigates the 
impacts of Energy Efficiency Measures (EEMs) on the effectiveness of precooling in 
residential buildings as a means of reducing operating peak loads and costs in a home. 
This study simulated (and validated the simulation through monitoring) a typical 
residential building in Phoenix, Arizona to analyze the impact of upgrading a residential 
building to: (a) match the benchmark of ASHRAE 90.2-2007 and (b) surpass the standard 
by enhancing its properties to reduce the total energy demand by 20%. Results of this 
study suggest that if homeowners upgrade their homes to exceed the 90.2-2007 
benchmark by 20%, on-peak energy demand also reduces by about 20%. Further, results 
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show that adding EEMs to bring a home to ASHRAE 90.2-2007 standards yields 
$61/year in energy savings, while surpassing the 90.2 benchmark by 20% increases 
energy cost savings to $305/year. 
INTRODUCTION 
Buildings nowadays are tremendously dependent on mechanical Air Conditioning 
(AC) as a cooling system for their interior spaces – the Residential Energy Consumption 
Survey (RECS) reports the number of homes equipped with mechanical air conditioning 
systems has increased in the U.S. from 68% in 1993 to 87% in 2009 (EIA, 2009b). In 
Arizona – a hot arid region – the cooling equipment consumes nearly 40% of the 
electricity used in homes annually (EIA, 2009b). Though not all climates require as much 
air conditioning as the Phoenix, Arizona climate, most climate zones require at least 
some air conditioning, which presents the challenge of controlling the electric and 
environmental impacts associated with air conditioning. Ceasing the usage of air 
conditioning is neither a realistic nor a viable solution, particularly from the human 
comfort perspective. Instead, an appropriate solution minimizes the use of the mechanical 
cooling through embracing sustainable technological and operational strategies.  
Precooling is an operational strategy analogous to cycling downhill to support an 
uphill climb. When cyclists approach a downhill that is followed by an uphill, they tend 
to peddle faster downhill since it is easier and would give them momentum to navigate 
onto the uphill with less peddling power. Similarly, precooling is an operational strategy 
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that cools the interior spaces outside the peak hours thus reducing the AC coincident 
demand, and shifting the intense use of AC during peak times to earlier hours of the day 
where the lower outside temperature may promote more effective and efficient cooling. 
Precooling lowers on-peak energy consumption and building operating costs. On hot 
summer days, setting a higher thermostat set point during the on-peak hours in addition to 
the precooling strategy results in cooling energy savings of approximately 2%–10% 
annually (German and Hoeschele, 2014). In Phoenix, the electricity peak load occurs 
between 3-6PM during the summer months.  
Predictably, a building can be precooled with less energy and can store the 
cooling energy for a longer period of time when it is airtight and energy efficient, goals 
achieved through good construction and EEMs. This paper analyzes the impact of 
construction upgrades on the performance of a home’s optimum precooling strategy. This 
work considers two upgrades: (1) upgrading a home to the ASHRAE 90.2-2007 standard 
(ASHRAE, 2010a), and (2) upgrading the home to 20% beyond ASHRAE 90.2-2007 
standard. This research does not consider precooling alone; rather, it provides an 
assessment of which EEMs best support precooling. Finally, this research addresses the 
feasibility, cost, and convenience of implementing those EEMs that would enhance the 
effects of precooling on residential buildings. 
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LITERATURE REVIEW  
Precooling 
Research confirms that efficient precooling implementation leads to reductions in 
building operating costs (Andresen and Brandemuehl, 1992, Braun et al., 2001, 
Golneshan and Yaghoubi, 1990, Klaassen et al., 2002, Rabl and Norford, 1991, Snyder 
and Newell, 1990). Hartmann (1980) introduced the model of amending the Heating, 
Ventilation and Air Conditioning (HVAC) control system to promote night cooling and 
thereby mitigate the need for excessive AC during the day. He furthered explained that 
precooling could reduce energy consumption during the day. Morris et al. (1994a), 
conducted research and simulations supporting the fact that the effectiveness of a 
precooling strategy generally depends on the building’s thermal storage, which allows it 
to capture “coolth” and release it slowly as the outdoor temperature rises, thus supporting 
reduced cooling loads during on-peak hours. This finding was backed by additional 
research that identifies the role of the thermal mass as one of the parameters affecting 
precooling (Braun et al., 2001, Henze et al., 2004). Turner et al. (2015) focused on wood 
frame residential buildings and used energy modeling to evaluate the effectiveness of 
residential pre-cooling to reduce the on-peak energy demand. Their results showed the 
best pre-cooling results for most climates were obtained using a medium (5 h) pre-
cooling period with a shallow pre-cooling set point temperature. Cole et al. (2014) used a 
an extensive data set including home energy audits, homeowner interviews, and 
electricity use measurements to build a simulated community of 900 homes. The model is 
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then used to investigate the potential for coordinated control of a large number of 
residential air conditioning systems. Upshaw et al. (2015) used simulated cooling load 
data for a typical home in Austin, Texas, to evaluate peak load reduction and change in 
overall energy consumption for a residential air conditioning compressor with and 
without condenser-side thermal storage. Their analysis showed a 29-53% reduction of on-
peak energy demand when condenser-side thermal storage is used.   
Although considerable research and analysis have been conducted concerning 
precooling  in the commercial sector (e.g., (Henze et al., 2004, Torcellini et al., 2008, Xu 
et al., 2004), limited research focuses on precooling in the residential sector. This paper 
addresses that gap and focuses on residential precooling.  
Energy Efficiency Measures (EEMs) 
Many researchers determined to design low energy buildings prioritized the need 
for and importance of energy efficiency measures in achieving energy performance (e.g., 
(Demirbilek et al., 2000, Florides et al., 2002, Gratia and De Herde, 2007, Hamada et al., 
2003, Holton and Rittelmann, 2002, Kuznik et al., 2008, Ozel, 2014)). This section 
outlines literature and findings pertinent to the precooling work presented in this paper. 
Zhu (2006) used simulation modeling to analyze the effect of improvements in heating 
systems, the HVAC fan and lighting system and rated the EEMs according to ability to 
help achieve the Energy Star designation. Yu et al. (2008) used eQUEST to assess the 
impact of improvements to various building elements, such as building envelope 
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shielding, external wall thermal insulation, external wall thermal emissivity, window/wall 
ratio, and glass type on air conditioner energy consumption in residential buildings. Their 
outcome illustrated that upgrades in envelope shielding and external wall insulation could 
each save about 11% of the air conditioning energy demand, respectively. Florides et al. 
(2002) focused their research on assessing the impact of installing energy efficient 
windows on cooling loads; results demonstrated a 24% reduction in cooling load due to 
window upgrades. Kharseh et al. (2015) studied the impact of: (1) the total heat transfer 
coefficient of the external shell, (2) indoor temperature, and (3) lighting efficiency on a 
building’s cooling demand. They concluded that  energy demand could be reduced by as 
much as 46% in the Qatar climate if appropriate EEMs were installed in houses in the 
region. Radhi (2009) focused on wall insulation and found that insulation can reduce 
building electricity use and CO2 emissions by approximately 40%.  
METHODOLOGY 
This study addresses the question, “How will upgrading a residential building to 
the ASHRAE 90.2-2007 standard and beyond enhance the effectiveness of precooling 
strategies?” To address this question, the authors selected a sample home, developed an 
energy simulation of the home, modeled two upgrade scenarios, and conducted a 
sensitivity analysis on the simulation results. The following subsections document each 
of these steps. While this paper presents results for a single housing construction type, the 
methodology could be used for other construction types as well, e.g., block construction. 
Another approach in studying EEMs could be introducing EEM packages that could be 
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categorized into envelope EEMs, internal load EEMs, and HVAC system EEMs. 
However, in this study, the authors selected EEMs to achieve performance outcomes, 
e.g., upgrading to and beyond ASHRAE 90.2-2007 standard, to identify EEM packages 
rather than basing EEM packages on system type.  
Selecting a sample building 
This work leverages a representative sample residential building in Phoenix, 
Arizona, a hot-dry climate (Arababadi and Parrish, 2015). The authors selected this home 
as it is one of the most common residential building types in the Phoenix area and results 
of this simulation work can thus be applied to many other residential buildings in the 
region, and indeed, in other hot-dry climates with similarly-constructed homes. The 
simulated home is a single-story, three-bedroom, two-bathroom house with wood frame 
construction and the total floor area of 147.21m2 (1584 ft2) located in Mesa, Arizona. 
Table 10 lists the initial simulation inputs for this building. Based on the homeowner’s 
interview the house is unoccupied between 9:00am to 5:00pm from Monday to Friday. 
Thus, the occupancy, lighting, and equipment schedules are set accordingly; on the 
minimum end during the unoccupied hours.  
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Table 9.  Simulation Model Inputs 
Parameter Value 
Gross floor area 147.21m2 (1584 ft2) 
Floor height 3.92 m (9.6ft) 
Year Constructed 1992 
Lighting 13 [W/m2] 
Plug and Process 5.3 [W/m2] 
People 49.07[m2 per person] 
Gross wall area 162.66 m2 
Window wall ratio 11.20% 
Solar heat gain coefficient 
(SHGC) 
0.33 
Latitude 33.68 
Longitude -112.08 
Elevation 450 
Maximum out door air 
temperature 
45 °C (113°F) 
Minimum out door air 
temperature 
2 °C (35°F) 
Average wind speed 1.35 m/s 
 
Figure 21. Floor plan and northeast view of the studied building 
Developing a simulation model for the sample building 
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This research uses a simulation model developed and calibrated in our previous 
work (Arababadi and Parrish, 2015). The physical and thermal characteristics of the 
house were modeled in EnergyPlus v8.1. In this research, the authors use this same model 
to quantify the impact of several EEMs on the effectiveness of the home’s precooling 
strategy, specifically, through analyzing the impact on energy demand and energy costs 
of the home.  
The energy model is calibrated both against the monthly energy consumption and 
the daily energy use. Figure 22 illustrates comparison of EnergyPlus results to the 
electricity bills for the sample building. As the figure shows, modeling results are close to 
the actual energy demand. In addition to the graphical illustration, ASHRAE (2002) 
recommends calculations of Normalized Mean Bias Error (NMBE) and Coefficient of 
Variance of Root Mean Square Error (CVRMSE) and check if they are within the 
acceptable  ranges. The NMBE and CVRMSE indicators should be within ±- 5% and 
15% with monthly data (ASHRAE, 2002). Thus, for the purpose of monthly calibration 
NMBE and CVRMSE are calculated for the sample building. Table 11 shows the NMBE 
and CVRMSE based on monthly energy use of the sample building. As the table shows 
indicators have a value within the acceptable ranges. 
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Figure 22. Comparison of monthly energy demand extracted from Energy modeling 
to the actual energy consumption 
Table 10. Statistical indicators for monthly calibration of the sample building 
Statistical 
Indicator  
Value  (%) 
NMBE -2.6 
CVRMSE 8.7 
Figures 23 presents the comparison between the calibrated simulation results and 
the measured data of the sample building for two summer days (July 27th and July 28th). 
As the figure shows, energy modeling results are reasonably close to the those of 
measured. Statistical results show that NMBE and CVRMSE for the hourly simulation 
results were almost within ±10% and 30% (see table 12) which is the acceptable range 
according to ASHRAE (2002). Generally, the calibrated model provided robust 
predictions of the hourly electrical use as compared to the measurements. Therefore, the 
calibrated model was considered acceptable for evaluating the impact of EEMs. 
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Figure 23. Comparison of hourly energy demand extracted from Energy 
modeling to the actual energy consumption 
 
Table 11. Statistical indicators for hourly calibration of the sample building 
Statistical 
Indicator  
Value  (%) 
NMBE 3.4 
CVRMSE 29 
As it is clear from the objective of this work the components of the peak energy 
demand which are listed in table 13 should be carefully audited. As the table suggests, a 
considerable part of the peak load is due to the cooling demand.  
Table 12. Demand end use components summary  
Peak demand 
component 
Value (W) 
Cooling 2743  
Lighting 1886  
Equipment 729  
Fans 248  
Total End Uses 5608 
Selecting EEMs for the building 
As previously mentioned, this research considers EEMs required for two upgrade 
scenarios. Firstly, the research considers those EEMs required to upgrade the home to 
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ASHRAE 90.2-2007 standards. Secondly, the research considers those EEMs required to 
upgrade the home beyond ASHRAE 90.2-2007 standards. This section provides a 
description of each scenario.  
Scenario 1: upgrade to ASHRAE Standard 90.2-2007 requirements 
This section documents the current condition of the sample building and 
determines the required upgrades to comply with ASHRAE 90.2-2007. The authors have 
selected appropriate EEMs to achieve those upgrades and have simulated both the current 
and the upgraded conditions to determine the energy and cost savings associated with the 
EEMs. Authors have also referred to Home Energy Saver Tool (HES, 2016) to estimate 
the costs of recommended upgrades. Table 14 compares the current values of various 
thermal properties of the building to those required by ASHRAE 90.2-2007. As the table 
indicates, the building requires improvement to the wall and window insulations as well 
as the Coefficient of Performance (COP) of the cooling system to comply with ASHRAE 
90.2-2007; however, the roof insulation exceeds the ASHRAE 90.2-2007 requirements 
and there is no specific requirement on the fan efficiency and internal loads. Based on the 
Home Energy Saver tool upgrading the sample building to the ASHRAE 90.2-2007 
would cost approximately $2,200. Following sections of the paper will present detailed 
explanations of how to achieve these upgrades, as well as a discussion of the importance 
and implications of each building element’s improvement on the effectiveness of the 
home’s precooling strategy.  
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Table 13. Building Specifications and standard requirements  
 Current value 
from sample 
building 
ASHRAE 
90.2 – 2007 
Roof R-value R-33 R-30 
Walls R-value R-10 R-15 
Floor R-value No insulation No 
requirement 
Window U-value  9.36 W/m2K 3.8 W/m2K 
Fan efficiency 0.65 No 
requirement 
Coefficient of 
Performance (COP) 
2.485 2.726 
Lighting power 
density  
13 W/m2 No 
requirement 
Equipment power 
density 
0.5 W/ft2 No 
requirement 
Scenario 2: upgrading the building beyond Standard 90.2-2007 requirements 
A secondary aim of this study is to determine how the energy performance of the 
current building would change if the EEMs surpassed the ASHRAE 90.2-2007 standard 
(e.g., the building uses ~20% less energy than in the ASHRAE-compliant case). The 
Authors chose 20% reduction in total energy use because it is the value reflected in many 
international and regional energy policies (e.g., (DOE, 2015)).  
Conduct sensitivity analysis  
In order to determine the most important simulation parameters, and accordingly 
select appropriate EEMs, a sensitivity analysis was conducted, as described in this 
section. This research uses the sensitivity analysis method developed by Firth et al. 
(2009). Firth’s method consists of four steps: 
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1. Each input parameter should be assigned an initial value (kj) 
2. Each input parameter faces a small change Δkj while the other 
input parameters are kept constant, i.e., ±1% change in the input parameter  
3. For each change in the input parameters, the model is run  
4. New output variables are used to calculate the sensitivity 
coefficients and normalized sensitivity coefficients.  
Sensitivity coefficients characterize the partial derivatives of output variables to 
input parameters and for a model with n output variables and m input parameters are 
given by: 
  ≈    ( )                   Equation 1 
i=1,…,n     and     j=1,…,m 
Where: 
 !  :  ith output variable 
"#:  jth input parameter 
$%&$'(  :  Sensitivity coefficient for output variable  ! and input parameter "# 
 !"# +  Δ"# : The value of  ! when the input parameter "# is increased 
by +"#  
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The authors calculate a normalized sensitivity coefficient to enable comparison of 
sensitivity coefficients for parameters with different units. Firth et al. (2009) suggests 
calculating this coefficient using Equation 2. 
,, =  /0       i=1,…,n     and     j=1,…,m          Equation 2 
For this research, sensitivity analysis required varying input parameters and 
recording the change in on-peak energy demand and energy costs on the simulated home. 
Tables 15 and 16 show the results of sensitivity analysis. Note in both scenarios (Tables 
15 and 16), the authors assume the home is implementing precooling by 3 degrees for 3 
hours prior to the peak hours, the strategy deemed optimal for the home based on 
previous research (Arababadi and Parrish, 2016). In this case, this precooling strategy has 
an off-peak setpoint of 76, a precooling setpoint of 73, and an on-peak setpoint of 79. 
Negative sensitivity indicates that an increase of a parameter value will make a decrease 
in the response variable (in this case, energy cost or on-peak energy demand). For 
instance, Table 15 shows that increasing the U-value of the roof reduces the energy costs 
for the home. Table 16 shows that the same increase of the U-value for the roof also 
reduces the on-peak energy demand. This result is intuitive – improving the insulation of 
the roof would support reduced on-peak demand and energy costs. Authors have 
excluded Solar Heat Gain Coefficient (SHGC) from sensitivity analysis because external 
shading of windows and internal window treatments, make the SHGC less important in 
the home studied.  
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Table 14. Sensitivity analysis results on on-peak energy demand 
  Kj 2Δkj 0/+  / 0/−  / 
Sensitivity 
coefficient 
Normalized 
sensitivity 
coefficients 
(unitless) 
Roof U-
value 
W/m2K 0.3397 0.0068 1474.2133 1522.4399 -7097.5734 -1.4595 
Floor U-
value 
W/m2K  9.0900 0.1818 1519.8472 1525.6703 -32.0305 -0.1762 
Wall U-
value 0.3120 0.0062 1496.6736 1493.3692 529.5393 0.1000 
Window U-
value 
W/m2K 64.913 1.2982 1495.0364 1495.0321 0.0033 0.0001 
Lighting 
power 
density 
W/ft2 1.2077 0.0242 1530.1911 1515.3062 616.2266 0.4505 
Equipment 
power 
density 
W/ft2 0.4952 0.0099 1529.7051 1515.7577 1408.4065 0.4221 
Coefficient 
of 
Performance 
(COP) 2.4850 0.0497 1520.9494 1524.5410 -72.2644 -0.1087 
Fan 
Efficiency 
% 0.6460 0.0129 1520.6435 1525.5070 -376.4330 -0.1472 
 
 
 
 
 
 
 
 71
Table 15. Sensitivity analysis results on energy costs 
  Kj 2Δkj 23+  3 23−  3 
Sensitivity 
coefficient 
Normalized 
sensitivity 
coefficients 
Roof U-
value 
W/m2K 0.3397 0.0068 1248.6481 1252.9623 -2068.6898 -0.5592 
Floor U-
value 
W/m2K  9.0900 0.1818 1251.3444 1255.1545 -28.8734 -0.2088 
Wall U-
value 0.3120 0.0062 1252.4812 1249.8893 541.0577 0.1343 
Window 
U-value 
W/m2K 64.9125 1.2982 1251.1916 1251.1885 0.0031 0.0002 
Lighting 
power 
density 
W/ft2 1.2077 0.0242 1259.2400 1247.2387 601.2618 0.5778 
Equipment 
power 
density 
W/ft2 0.4952 0.0099 1257.8534 1248.6214 1154.6756 0.4549 
Coefficien
t of 
Performan
ce (COP) 2.4850 0.0497 1251.2596 1255.2454 -103.5027 -0.2046 
Fan 
Efficiency 
% 0.6460 0.0129 1251.7459 1255.1992 -327.8327 -0.1685 
Figure 24 compares the normalized sensitivity coefficient presented in Tables 15 
and 16. It suggests that roof insulation will make the most contribution in reducing the 
energy costs of the building. In addition, lighting and equipment power densities also 
have considerable impact on dollar savings and on-peak energy demand. Table 15 and 
Figure 24 prove that from an electrical utility point of view, the roof insulation would be 
the most important parameter as it reflects the highest impact on the on-peak energy 
demand. While a robust method, sensitivity analysis does have limitations, namely that 
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variables are treated as independent when this may not in actuality be the case and it does 
not account for interaction affects between the parameters (i.e., the effect of changing a 
parameter may be different when other parameters are not at their base values). 
 
Figure 24. Comparison of normalized sensitivity coefficient for $ savings and 
on-peak energy demand 
Recommended EEMs  
This section describes the importance of the recommended EEMs for and explains 
how these EEMs help reduce the energy demand and accordingly energy cost of the 
building.  Table 17 summarizes the recommended EEMs to upgrade the sample building 
beyond ASHRAE 90.2-2007 requirements. As the table shows, the authors propose 
upgrades to all building systems, including building envelope elements, the HVAC 
system, equipment, and lighting systems. The Home Energy Saver tool estimates the total 
cost of implementing these EEMs to be around $5500.  
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Table 16. EEMs to upgrade building beyond ASHRAE 90.2- 2007 requirements. 
 Current value 
from sample 
building 
~ 20% Better than 
ASHRAE 
Roof R-33 R-38 
Walls R-10 R-21 
Floor   No insulation  Mineral Fiber Batt 
Insulation 3 1/2 in 
Window 9.36 W/m2K 3.8 W/m2K 
Fan eff 0.65 0.85 
COP 2.485 3.8 
Lighting 13 W/m2 9 W/m2 
Equipment 0.5 W/ft2 0.3 W/ft2 
Envelope EEMs 
Envelopes at residential homes will respond very differently to precooling 
depending on the exterior material, color, orientation, shading elements installed, and 
overall tightness of the envelope. Tight envelopes with a well-insulated perimeter, 
effective glazing, and efficient HVAC systems are some of the essential prerequisites for 
achieving optimum precooling results (Laustsen, 2008). This research focuses on the 
envelope EEMs that improve the thermal mass, infiltration or both, as these parameters 
improve the effectiveness of precooling. 
Exterior Wall Insulation  
In hot arid regions, insulation should be carefully considered around the perimeter 
of the home to ensure minimal heat flow from the outside atmosphere to the indoors, thus 
the insulation shall be placed on the outside perimeter of the home to reduce the heat 
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transfer into the home (Kibert, 2005). Insulation is a cost-effective element, since 
insulation represents 1.8% of the construction costs but reduces the home’s average 
heating and cooling costs by around 20% (NAHB, 2011). The exterior walls of the 
current home maintain R-10 insulation, which is increased to R-15 to comply with the 
ASHRAE 90.2-2007 standard. For the second scenario, i.e., to achieve a 20% higher 
standard than ASHRAE, the authors propose upgrading the wall insulation to R-21. 
Roof insulation 
To prevent the transmission of heat into the home’s interior spaces, roofs must be 
well insulated, especially in hot regions like the one modeled. The roof insulation in the 
existing building is R-33, which is already better than required by ASHRAE 90.2-2007 
(R-30). Since results of the sensitivity analysis indicate that the roof insulation is highly 
impactful on peak energy use, the authors opt to upgrade to R-38 to further improve the 
roof insulation.  
Window insulation   
Windows represent one of the weakest envelope points, as they transmit heat into the 
interior of the building due to their low U-values. The specifications of high-efficiency 
windows require a high U-value along with reflectivity and film technologies. The 
sensitivity analysis results indicated that upgrading the windows will not have a large 
impact on on-peak energy consumption and costs. However, the authors decided to 
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upgrade the windows’ U-value from 9.36 W/m2K to 3.8 W/m2K as it is the value required 
by ASHRAE 90.2-2007. The authors do not advocate investing beyond the ASHRAE 
standard since windows have a relatively small impact on on-peak energy consumption 
and energy cost. 
Mechanical Systems EEMs 
According to the U.S Department of Energy, HVAC systems account for almost 
half of the energy consumption of homes in the U.S; in Arizona, residential energy 
consumption accounts for 28% of the total energy consumption in the state and of that 
28%, 40% is consumed by residential heating and cooling (EIA, 2009b). Therefore, the 
HVAC system has an enormous impact on utility bills. For this research, the Coefficient 
of Performance (COP) and fan efficiencies characterize HVAC systems. To exceed the 
ASHRAE 90.2-2007 standard requirements, the authors propose an increase of the COP 
from 2.48 (which is already beyond ASHRAE 90.2-2007 standard) to 3.8 and an increase 
in the fan efficiency from 65% to 85% (there is no requirement for fan efficiency in 
ASHRAE 90.2-2007).  
Internal Loads EEMs  
Equipment, artificial lighting, plug loads and occupants create internal loads that 
increase the heat gain within spaces. In addition, the function of spaces within homes is 
related to the amount of heat gain; for example, a kitchen often determines the relative 
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level of internal loads due to the abundance of heat-producing equipment. Therefore, the 
operation of spaces along with occupants’ behavior determines the internal load 
distribution. In this study, the lighting power density is decreased from 13 W/m2 to 9 
W/m2 and equipment power density is lowered from 0.5 W/m2 to 0.3 W/m2 to support 
more effective precooling. 
SIMULATION RESULTS AND DISCUSSION 
Input parameters such as building envelope construction, mechanical systems, and 
internal loads were entered into EnergyPlus software. The results of the baseline energy 
consumption simulation were compared to actual energy consumption data as part of the 
calibration effort described in previous sections. The authors use this calibrated model as 
a basis for comparison for this work, comparing the baseline, ASHRAE 90.2-2007, and 
20% improvement from ASHRAE 90.2-2007 models to understand the effectiveness of 
the EEMs suggested in Section 5 on the energy costs and on-peak energy demand of the 
home.  
Effect of EEMs on on-peak energy demand and costs of the sample building 
The authors have used the calibrated model to assess the effect of upgrading the 
building on on-peak energy consumption and energy costs. Upgrading to the ASHRAE 
90.2-2007 was the first scenario examined. Based on Table 14, the authors modified the 
existing building to comply with ASRAE 90.2-2007. Specifically, the required increasing 
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the external wall insulation from R-10 to R-15,d improving the window U-value from 
9.36 W/m2K to 3.8 W/m2K, and improving the COP from 2.485 to 2.726. Note that 
when the existing home already exceeding the ASHRAE 90.2-2007 requirements, e.g., 
the Roof R-value, we modeled the existing values. When the building was upgraded in 
accordance with ASHRAE 90.2-2007 standard, the total annual energy use decreased by 
5.6%. The on-peak energy demand declined by 4.3% and the simulation results 
confirmed that homeowners can save US$61/year if they upgrade to the ASHRAE 90.2-
2007 standard. This relatively small variation shows the limited impact of upgrading to 
ASHRAE 90.2-2007. 
In the second scenario, the authors applied a number of improvements (see Table 
18). These improvements include additional insulation for the building envelope, 
upgrading the HVAC system and decreasing lighting and equipment power densities. 
Results of this scenario show that upgrading beyond ASHRAE 90.2-2007 can be more 
beneficial as it delivers considerably more energy and cost savings compared to the first 
scenario (e.g., 19% on-peak energy savings and $305/year on energy costs). Note that in 
both scenarios the building was precooled based on the optimal precooling strategy found 
in a previous work done by the authors of this paper (Arababadi and Parrish, 2016).  
Results of simulation for the current home, the ASHRAE 90.2-2007 compliant 
home, and 20% better than ASHRAE scenarios are summarized in table 18.   
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Table 17. Simulation results for ASHRAE 90.2 – 2007, and 20% better than 
ASHRAE scenarios  
 Current value 
(condition) 
ASHRAE 90.2 – 
2007 
~ 20% Better 
than ASHRAE 
Annual total Energy 
Demand (KWh) 
15615.36 14780.49 12006.65 
Annual On-Peak Energy 
Demand (KWh) 
1522.73 1460.31 1234.21 
Annual Energy Costs (US$) 1253.23 1187.09 966.51 
Changes in annual total 
Energy Demand (KWh)  -834.87 -3608.71 
Changes in annual On-Peak 
Energy Demand (KWh)  -62.42 -288.52 
$ Savings  61 305 
Discussion of model results  
This research investigated the impact of EEMs on the energy costs and on-peak 
energy demand when applied in conjunction with a precooling strategy in a home. 
Information like that found in Table 16 can help utility companies to manage their 
residential energy efficiency incentives. If this study were replicated in more homes that 
represented a larger cross section of the residential stock within a utility district, the 
results could inform those home improvements that would most effectively help to shift 
peak loads, effectively allowing utilities to better manage their loads and improve the 
reliability of their systems. Results of Table 17 can help homeowners select those EEMs 
that provide a larger impact on electricity bill savings. For instance based on table 17, a 
customer understands that they can get more dollar savings by reducing the internal loads 
than they would get if they adjusted the U-value of their windows; Table 16 suggests that 
from a utility perspective, investing in roof insulation should have the highest priority as 
it results in the highest reduction of on-peak energy demand. In addition, the normalized 
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sensitivity analysis coefficient illustrates the low impact of the windows on both on-peak 
energy demand and electricity costs. Thus, replacing windows should not have a high 
priority in residential building improvements. Lighting and internal loads considerably 
contribute to on-peak energy demand and cost savings. Thus, efficient lighting and 
equipment represent strong first investment opportunities for investors looking to 
enhance the effectiveness of precooling in their homes. 
Although ASHRAE 90.2-2007 sets a high standard for energy efficiency, Table 
18 presents data for a home seeking better performance than if the home were built 
exactly to the standard. Investing in building materials and systems that promote a 20% 
savings relative to ASHRAE 90.2 leads to substantial energy cost savings. Results of this 
investigation show that the homeowners could save only ~5% on total energy demand 
and ~4% on peak energy demand if their building was upgraded to ASHRAE 90.2 
standard requirements. However, if homeowners build their home to achieve 20% better 
performance than ASHRAE, the home saves 19% in on-peak energy demand, and 
achieves $305 annual saving on energy costs.  
In the sensitivity analysis process, the authors neglected the interaction effects 
among input variables, that is, they treated each input variable as independent from all 
others. This was done to ensure that savings estimates would be conservative – in 
actuality, implementing one EEM would likely have a positive interaction effect on at 
least one other building system. In not accounting for these interactions, the authors 
calculate savings values that are likely to be lower than what a homeowner would realize 
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if they implemented an EEM. Future work can consider these interaction effects when 
conducting energy simulations (de Wit and Augenbroe, 2002).  
Feasibility and convenience of EEM implementation 
The Energy Information Agency (EIA, 2014) reports that energy consumption is 
usually responsive to energy prices, a concept in economics known as price elasticity. 
Although there are several EEM applications that are strongly recommended for homes in 
hot-arid regions, their cost, availability and other market factors impede the selection and 
implementation of these measures. Moreover, homeowners’ awareness of electricity 
consumption - due to its direct relation to their monthly bills - has become an effective 
tool to motivate homeowners to employ EEMs or cost-efficient behaviors like precooling 
as the reduction in energy consumption, particularly during peak hours, results in savings 
on their energy bills. Homeowners are more likely to adopt EEMs to their homes that 
promote noticeable savings on monthly bills. That is, homeowners are most likely to 
implement those EEMs whose energy bill savings equal or exceed the value of 
investments required to install the EEM in some relatively short timeframe (e.g., three 
years of simple payback). As previously mentioned the homeowner can save $61/year by 
investing $2200 (upgrading to ASHRAE 90.2-2007) or alternatively invest $5500 
(upgrading to 20% beyond ASHRAE 90.2-2007) and save $305/year on the electricity 
bills. It means that by selecting the first scenario the simple payback period would be 36 
years while the second scenario would give a simple payback period of 18 years. Thus, if 
the homeowner would like to upgrade their building it would be beneficial for them to go 
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beyond ASHRAE 90.2 standard requirements, as the savings at that level can help to 
offset the initial investment costs more than in the case of the upgrade to 90.2.    
Thermal mass is one of the most influential EEMs in terms of precooling 
effectiveness. This begs the question of how homeowners can cost-effectively increase 
the thermal mass of their homes. Thermal mass could be achieved by wisely choosing the 
home’s siding/cladding materials. On the one hand, bricks, adobe walls and concrete 
provide more thermal mass than wood-frame construction. The average cost for a brick 
wall compared to gypsum board is approximately 5-10% more, however the R-value 
provided by the brick wall is more than double that of the gypsum boards plus it provides 
a larger cross sectional area, in turn increasing the thermal mass of homes (IOB, 2015). 
Brick is a material that is available in Arizona, so for this study, this EEM would be 
available. Note that changing the exterior wall materials may be more difficult to 
implement on an existing home, where the choice of exterior wall material has 
presumably already been made. Thus, homeowners without a “massive” home may elect 
to adjust their building envelope in other ways to improve the envelope’s response to 
precooling the home.   
Improving insulation, especially in a hot-arid climate, is another EEM that 
enhances the effectiveness of precooling.  Insulation can support electrical cost savings of 
15% annually (EnergyStar, 2014). These savings will often offset the cost of insulation.  
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HVAC systems and their associated ducting often represent an expensive item to 
upgrade in a home. However, in a hot-arid region, the HVAC system often needs to be 
replaced during the home’s lifetime, which represents an opportunity to make an 
incremental additional investment that will provide long-term electricity savings.  In 
Arizona, for instance, more than 90% of homes maintain an HVAC system, of which 
74% are central and the remaining are window/wall units (EIA, 2009b). If homeowners 
replaced their existing equipment with more efficient equipment, either when their 
current equipment fails or (ideally) earlier, this EEM can support energy savings and bill 
savings, particularly if the homeowners implement precooling. Implementing precooling 
reduces the load on the HVAC system during the hottest hours of the day, thus helping to 
prolong the life of the HVAC equipment. Another cost-effective EEM related to the 
HVAC system is installation of a programmable thermostat. Such thermostats are 
designed to reduce HVAC energy consumption by allowing the homeowner to vary the 
home’s temperature throughout the day, according to, e.g., changes in occupancy or 
comfort. For instance, homeowners may let the home get warmer during the day when it 
is unoccupied, and cool it down considerably when they arrive home in the evening. The 
EIA indicates that within the western region of the US, approximately 65% of HVAC 
units include a programmable thermostat (EIA, 2011), making this EEM easy to 
implement. 
To reduce internal loads, homeowners can upgrade their equipment and lighting 
to efficient models that consume less energy. This may be particularly effective in hot-
arid climates, where internal heat gains often represent a larger portion of the home’s 
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energy consumption than in cooler climates. Homeowners may consider “smart” 
appliances that shut themselves off and only operate during off-peak hours. Similar to 
HVAC systems, most equipment in homes, e.g. clothes washers, refrigerators, will need 
to be replaced during the home’s lifetime. If homeowners pay a small additional amount 
when replacing this equipment, they will receive long-term benefits in terms of their 
energy bills. Homeowners in the US, for example, can look for ENERGYSTAR 
appliances that meet U.S. Department of Energy standards for energy efficiency. 
Moreover, utilities often incentivize equipment replacement, making this an attractive 
EEM for homeowners. Homeowners seeking to reduce their electricity bills through 
improving their lighting can consider a range of options. Simply replacing bulbs with 
more efficient bulbs (e.g., using LED bulbs) can save energy and reduce the internal 
loads, in turn supporting precooling by allowing the off-peak cooling to keep the home 
cooler for a longer time period. Homeowners may also consider more aggressive EEMs, 
e.g., installing sensors that control the lighting, accepting solar tubes to light in the living 
spaces during on-peak periods and implementing passive strategies to light in the spaces 
for instance by mounting skylights. 
CONCLUSION  
The principal purpose of this paper was to evaluate the impact of various energy 
efficiency measures (EEMs) on the effectiveness of a peak-load-reduction strategy, 
precooling, in a residential building. Based on a simulation model developed in previous 
work, this research demonstrated that when upgrading residential properties, it is 
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beneficial to exceed the ASHRAE 90.2-2007 targets. In particular, exceeding this target 
by 20% supports saving ~30% of the total energy demand, a reduction of 19% of on-peak 
energy demand, and a reduction of $305 in energy costs annually. This paper presented a 
sensitivity analysis of the home’s energy model that helped to prioritize the types of 
EEMs homeowners may find most cost-effective to enhance the effectiveness of 
precooling in their home. The sensitivity analysis also addressed the utility perspective, 
by prioritizing EEMs relative to their impact on reducing on-peak energy consumption. 
Sensitivity analysis indicates that Roof U-value together with lighting and equipment 
power density have the largest impact on energy costs. Roof insulation also has a high 
impact on energy costs, and it is the most important parameter for reducing on-peak 
energy demand. This paper discussed the feasibility of implementing EEMs for various 
building systems, and found that those that are most impactful are also relatively easy to 
implement, particularly if done in the course of a required replacement, when the cost of 
implementing an EEM is incrementally larger than the cost of simply replacing lighting, 
equipment, or roof insulation with components or systems with similar performance to 
those originally installed. While making these improvements only during the natural 
course of replacement is slower than if homeowners were to adopt them immediately, it 
does help to make the investment easier on homeowners. Homeowners already looking to 
replace equipment or their roof may be willing to pay a little bit more for long-term 
savings than they would be to go out and replace these items for energy savings alone.  
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CHAPTER 5  
REDUCING THE NEED FOR ELECTRICAL STORAGE BY COUPLING SOLAR 
PVS AND PRECOOLING IN THREE RESIDENTIAL BUILDING TYPES IN THE 
PHOENIX CLIMATE 
This Chapter is submitted for publication in the peer-reviewed journal of 
ASHRAE Transactions and Most of the text appears exactly as the publication with the 
exception of text and figure formatting. However some minor revision has been done 
based on the committee’s comments. This chapter addresses the dissertation research 
question, What are the benefits of coupling precooling with solar PVs, including benefits 
to the power grid and savings for consumers? 
ABSTRACT  
The increasing residential air-conditioning demand and the growing number of 
solar photovoltaic (PV) systems installed in the residential sector have increased 
electrical net energy demand fluctuation. These severe fluctuations lead to a need for 
flexible generation capacities that can rapidly meet the fluctuating demands. To combat 
these fluctuations, utility companies have introduced different price plans to financially 
incentivize customers to reduce their demand during certain hours of the day, in essence, 
making residential electricity demand constant (or “flat”) for the daytime hours. 
Flattening the net demand not only reduces homeowners’ operation costs, it also 
enhances stability of the electricity grid by decreasing the need for flexible generation 
plants that typically use more fossil fuels. Therefore, shifting electricity consumption 
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from peak to off-peak hours promotes economic and environmental savings. This paper 
explores the feasibility of coupling precooling with PV to achieve “flat” residential net 
demand in three Phoenix, Arizona area homes. Results show that precooling coupled with 
PV provides economic benefits of up to $100 annually for homeowners while 
simultaneously reducing demand fluctuations by up to 90%.  
INTRODUCTION  
Solar energy has received growing support from the United States (US) 
government in the past several years. State governments, in particular, have introduced 
various incentive programs in the form of rebates, tax incentives, and mandates 
(Moosavian et al., 2013, Ogimoto et al., 2013) to promote solar installations. In buildings 
equipped with solar systems, if the solar electricity generation is greater than the 
building’s energy demand, the excess power from solar photovoltaic (PV) panels can be 
either stored in electrical batteries or sold to the grid. Due to the high prices of electrical 
batteries for most residential buildings, excess generation is most often sold to the grid.  
As the solar peak production occurs a few hours before the residential peak demand, 
utilities will observe a valley followed by a peak in the net load profiles, particularly with 
a high penetration of rooftop PV resources. This leads to a challenging issue that will 
require rapid response in operations, such as rapidly bringing on or shutting down 
generation resources to meet the fluctuating electricity demand. Utilities have introduced 
time of use tariffs that make selling excess electricity a non-profitable investment for 
homeowners, as at the time that solar PVs deliver their peak generation, the electricity 
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prices are cheaper than the prices during the hours of the homes’ peak electricity demand. 
The classical way of addressing this problem is to install electrical batteries and store 
electricity during off-peak hours and use that during the on-peak times. But, due to the 
high prices of electrical batteries, this solution has not been attractive in the residential 
sector (Anjum, 2013).  
Operational strategies that help match solar energy production to homes’ energy 
demand can alleviate the economic discrepancy in residential buildings. It is always more 
cost effective to use solar electricity locally than to sell it to the power grid. Therefore, 
solar PVs can boost the effect of precooling, an operational strategy that cools the interior 
spaces of a building during off-peak hours and lowers the energy demand during the on-
peak times. The surplus solar energy can be used to precool the building and thus reduce 
the electricity demand during more expensive peak hours of the day.  
This research helps assess the benefits of load shifting through precooling 
strategies coupled with solar PVs, including benefits to the power grid (e.g., utilities can 
reduce their peak electric demand) and savings to consumers. Since solar power 
generation patterns are largely coincident with electrical demand of a house in which 
precooling is implemented, and a large portion of energy is produced between May and 
August (summer), solar PVs can enhance the documented benefits of precooling (CITE 
your earlier work and others that show benefit of precooling), a peak load shifting 
strategy. This research aims to describe the impacts of PV systems coupled with 
precooling on homes in the Phoenix area, and to quantify the impact of PV systems on 
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residential and network peaks. As the costs of solar PVs decrease in the future, solar PV 
systems will be more cost effective for homeowners. This study suggests that by coupling 
operational and technological methods, precooling and solar PVs, respectively, solar 
projects will be even more profitable for homeowners as the need for expensive batteries 
will decrease. Therefore, this paper seeks to answer the following research questions: 1) 
can precooling flatten the net demand in residential homes with solar PVs?, and 2) would 
this flattening reduce the need for electrical storage? 
LITERATURE REVIEW  
Research confirms that efficient precooling implementation leads to reductions in 
building operating costs (Andresen and Brandemuehl, 1992, Braun et al., 2001, 
Golneshan and Yaghoubi, 1990, Klaassen et al., 2002, Rabl and Norford, 1991, Snyder 
and Newell, 1990). Hartmann (1980) introduced the model of adjusting the Heating, 
Ventilation and Air Conditioning (HVAC) control system to promote night cooling and 
thereby mitigate the need for excessive energy demand during the day. Morris et al. 
(1994a), adopted simulation models to prove the fact that the effectiveness of a 
precooling strategy generally depends on the building’s thermal storage, which allows it 
to capture coolth and release it slowly during on-peak hours. This finding was confirmed 
by additional research that identified the role of the thermal mass as one of the 
parameters affecting precooling (Braun et al., 2001, Henze et al., 2004). Turner et al. 
(2015) focused on wood frame residential buildings and used energy modeling to 
evaluate the effectiveness of residential pre-cooling to reduce the on-peak energy 
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demand. Their results showed the best pre-cooling results for most climates were 
obtained using a medium (5 h) pre-cooling period with a shallow pre-cooling set point 
temperature. Cole et al. (2014) used a an extensive data set including residential building 
energy audits, homeowner interviews, and electricity use measurements to build a 
simulated community of 900 homes. Their model is then used to investigate the potential 
for coordinated control of a large number of residential air conditioning systems. Upshaw 
et al. (2015) used simulated cooling load data for a typical home in Austin, Texas, to 
evaluate peak load reduction and change in overall energy consumption for a residential 
air conditioning compressor with and without condenser-side thermal storage. Their 
analysis showed a 29-53% reduction of on-peak energy demand when condenser-side 
thermal storage is used.  
In the existing literature, a limited number of studies focus on coupling precooling 
and solar PVs. Previous research in this area mainly examines the impacts of solar PVs 
and electrical storage on peak demand. Vishwanath et al. (2015) describes the impact of 
renewables to reduce peak demand in large office building in Australia. The study 
focuses on the benefits of installing electrical storage and shows that a battery pack of 
size ≈ 250 KWh provides nearly 90% of the peak demand. Nottrott et al. (2013) 
implemented a linear programming routine to model optimal energy storage dispatch 
schedules for peak net load management and demand charge minimization in a grid-
connected, combined photovoltaic-battery storage system. Their results show that 
Lithium-ion batteries can be a financially viable energy storage solution in demand side, 
energy cost management applications at an installed cost of about $400–$500 per KWh 
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(approximately 40–50% of 2011 market prices). Ru et al. (2013) studied the problem of 
determining the size of battery storage used in grid-connected photovoltaic (PV) systems. 
Their aim was to minimize the cost associated with net power purchase from the electric 
grid and the battery capacity loss while at the same time satisfying the load and reducing 
the peak electricity purchase from the grid. Several other authors have also investigated 
co-locating battery storage with solar PV with a focus on reducing peak demand (Alam et 
al., 2013, Hubert and Grijalva, 2012, Matallanas et al., 2012, Ru et al., 2014).  
Existing literature does not study the benefits of coupling precooling and solar 
PVs in different residential building types; rather, it considers these two strategies 
independently. This work uses experimentally calibrated energy models to evaluate the 
impacts of solar PVs together with precooling on different residential building types in 
the Phoenix climate, a hot-arid climate in the US.  
METHODS 
This research aims to explore the impact of precooling coupled with solar PVs on: 
(1) the power grid, and (2) electricity bill savings for residential customers. The authors 
adopt a methodology that uses both experiments and simulation modeling. This supports 
development of a calibrated energy model, which can provide reliable output and provide 
a basis for comparison for experimental results. The following subsections describe 
various steps of completing this project.  
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Energy Modeling   
 
The authors used a set of six solar modules installed on a building in Phoenix, AZ 
for experimental purposes to develop energy models for these modules. The authors 
visited the site and gathered the required information to simulate these modules in a solar 
energy simulation software, Aurora (aurora, 2016). The research team has also collected 
experimental data from these modules, which is used to calibrate the energy models. A 
well-calibrated and validated model enables the authors to check the effect of solar PVs 
on the sample homes. As a next step, the authors simulated three separate solar systems 
for three sample homes that participated in this study. These homes are described and 
modeled (in EnergyPlus) in the authors’ previous work (Arababadi and Parrish, 2016). 
Using the EnergyPlus and Aurora models, authors could predict the surplus or deficit (if 
any) of solar electricity production in a home on an hourly basis. Results of this task 
illustrate the symbiosis of pre-cooling and solar PVs. The energy models are used to 
quantify the energy shifted to off peak hours by implementing precooling strategies in the 
three sample homes. This part of the work determines what portion of solar electricity 
can be consumed locally. This section also helps to understand if implementing solar PVs 
and precooling reduces the need for electrical storage capacity, e.g., batteries. 
In this study, the authors have calculated the value of bill savings from solar PVs 
coupled with precooling for a sample of residential customers by calculating their annual 
bill with and with out precooling using a demand charge price plan. Simulated PV 
generation profiles for each customer are then used to calculate bills with PV.  
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The precooling strategies are developed with the aim of matching the solar energy 
production and buildings’ demand curves. For this purpose, several precooling strategies 
were examined on the three sample buildings and the strategies that best matched the 
production and demand curves were selected as the optimum strategies. The selected 
strategies will therefore help flatten the net demand curves and reduce the need for 
electrical storage. These precooling strategies and their impact on the load demand and 
electricity bills are presented in the balance of this paper.  
DATA COLLECTION AND ANALYSIS  
Sample buildings considered in this study 
This research considers a set of three sample homes that represent ~70% of the 
residential building stock in the Phoenix climate (Dock, 2015). Table 19 shows the 
specifications of the sample homes.  
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Table 18.  Energy characteristics of the sample buildings 
Input parameters Sample home 1 Sample home 2 Sample home 3 
Total floor area 147 m2 (1584 ft2) 183 m2 (1978 ft2) 
143 m2(1540 
ft2) 
Floor height 3.92m (9.6ft) 2.7m (9ft) 2.4m (8ft) 
Window-wall ratio 
[%] 
11.2 12.33 9.35 
Exterior wall U-
value 
0.75(W/ m2 -K) 0.429(W/ m2 -K) 0.85(W/ m2 -K) 
Floor U-value 0.31(W/m2-K) 0.51(W/ m2 -K) 1.17(W/ m2 -K) 
Roof U-value 0.21(W/ m2 -K) 0.12(W/ m2 -K) 0.15(W/ m2 -K) 
Window U-value 6.50(W/ m2 -K) 2.72(W/ m2 -K) 1.57(W/ m2 -K) 
Infiltration  0.53 (ach) 0.53 (ach) 0.53 (ach) 
HVAC coefficient of 
performance 
2.45 3.63 2.43 
HVAC EER 8.37 12.38 8.29 
Lighting power 
density 
13 W/m2 (1.2 W/ 
ft2) 
14 W/ m2 (1.3 W/ 
ft2) 
9.6 W/ m2 (0.9 
W/ ft2) 
Plug loads power 
density 
5.3 W/ m2 (0.5 W/ 
ft2) 
4 W/ m2 (0.4 W/ ft2) 
3.4 W/ m2 (0.3 
W/ ft2) 
People 
49 m2/person(527 
ft2/person) 
46 m2/person 
(495f ft2/person) 
35 m2/person 
(376 ft2/person) 
Construction Type Wood, 1-story Wood, 2-story Block, 1-story 
Modeling calibration of sample residential buildings 
This study uses a set of simulation models developed and calibrated in the 
authors’ previous work (Arababadi and Parrish, 2016). The physical and thermal 
characteristics of the houses were modeled in EnergyPlus v8.1. The authors use these 
same models to quantify the impact of coupling precooling and solar PVs in this current 
effort, specifically, through analyzing the impact on energy demand and energy costs of 
the sample homes. 
The energy models were calibrated both against the monthly energy consumption 
and the daily energy use. ASHRAE (2002) recommends calculations of Normalized 
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Mean Bias Error (NMBE) and Coefficient of Variance of Root Mean Square Error 
(CVRMSE) to validate energy models. The NMBE and CVRMSE indicators should be 
within ±- 5% and 15% and within ±10% and 30% for monthly and hourly energy results, 
respectively. Table 20 shows the NMBE and CVRMSE based on monthly energy use of 
the sample buildings and Table 21 reports the calibration results for the hourly energy 
consumptions. As the tables show, indicators have a value within the acceptable ranges. 
Table 19. Statistical indicators for monthly calibration of the sample 
buildings 
Sample 
building 
NMBE 
(%) 
CVRMSE 
(%) 
1 -2.6 8.7 
2 5.0 3.4 
3 1.2 6.3 
 
Table 20. Statistical indicators for hourly calibration of the sample buildings 
Sample 
building 
NMBE 
(%) 
CVRMSE 
(%) 
1 3.4 29 
2 -0.3 29.7 
3 -5.0 25.9 
 
Generally, the calibrated model provided robust predictions of the hourly 
electrical use as compared to the measurements. Therefore, the calibrated model was 
considered acceptable for evaluating the impact of precooling and solar PVs.  
Price plans  
The authors refer to Salt River Project’s (SRP) Price plans for this work. In 2015, 
SRP introduced a specific price plan that is limited to residential customers with on-site 
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generation who do not purchase all of their energy from SRP. This plan is applicable to a 
single-family house, a single unit in a multi-family house, a single unit in a multiple 
apartment, a manufactured housing unit, or other residential dwelling where on-site 
generation is installed. Service is supplied through one point of delivery and measured 
through one meter. Service under this price plan excludes resale, sub-metering and 
standby uses. Table 22 describes the details of this price plan. Data shown in this table is 
used to calculate the cost savings associated with the suggested precooling strategies.  
Table 21. SRP’s Price plan for residential customers with on-site generation 
Month On-peak hours 
On-
peak 
First 3 
KW 
On-
peak 
Next 7 
KW 
On-
peak 
All 
Add'1 
KW 
On-
peak 
KWh 
Off-
peak 
KWh 
Monthly 
Service 
charge 
January 5:00 to 9:00 and 
17:00 to 21:00 
$3.55 $5.68 $9.74 $0.04 $0.04 $32.44 
February  5:00 to 9:00 and 
17:00 to 21:00 
$3.55 $5.68 $9.74 $0.04 $0.04 $32.44 
March  5:00 to 9:00 and 
17:00 to 21:00 
$3.55 $5.68 $9.74 $0.04 $0.04 $32.44 
April  5:00 to 9:00 and 
17:00 to 21:00 
$3.55 $5.68 $9.74 $0.04 $0.04 $32.44 
May  13:00 to 20:00 $8.03 $14.63 $27.77 $0.05 $0.04 $30.94 
June  13:00 to 20:00 $8.03 $14.63 $27.77 $0.05 $0.04 $30.94 
July  13:00 to 20:00 $9.59 $17.82 $34.19 $0.06 $0.04 $30.94 
August  13:00 to 20:00 $9.59 $17.82 $34.19 $0.06 $0.04 $30.94 
September  13:00 to 20:00 $8.03 $14.63 $27.77 $0.05 $0.04 $32.44 
October  13:00 to 20:00 $8.03 $14.63 $27.77 $0.05 $0.04 $32.44 
November  5:00 to 9:00 and 
17:00 to 21:00 
$3.55 $5.68 $9.74 $0.04 $0.04 $32.44 
December  5:00 to 9:00 and 
17:00 to 21:00 
$3.55 $5.68 $9.74 $0.04 $0.04 $32.44 
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Modeling calibration of solar PVs 
The authors use six solar modules to develop and calibrate their energy models. 
The solar panels are all the same brand and model (STP190S-24/Ad+) and have the same 
power (190W) but with different orientations varying from south facing to west facing. 
The panels have also different tilts varying from 10% to 34%. Table 23 summarizes the 
orientation properties of these modules.  
Table 22. Orientations of the simulated module 
Module Azimuth Tilt 
1 196 29 
2 210 20 
3 232 34 
4 248 20 
5 259 10 
6 270 20 
 
Figures 25 through 30 compare the solar generation simulation results from 
Aurora to the actual energy generation for each module on two days (October 23-24, 
2015). As the figures show, simulation results are reasonably close to measured 
generation. Thus, the authors’ solar energy simulation is considered reliable.  
 
 
Figure 25. Calibration of module 1 
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Figure 26. Calibration of module 2 
 
 
Figure 27. Calibration of module 3 
 
Figure 28. Calibration of module 4 
 
 Figure 29. Calibration of module 5 
 
Figure 30. Calibration of module 6 
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Table 24 shows the annual production of the simulated modules based on Aurora 
results. By comparing Tables 23 and 24 it is clear that the south facing modules generate 
more electricity compared to the west facing ones.  
Table 23. Annual energy production of the simulated modules   
Module Annual Production 
(KWh) 
1 366 
2 359 
3 353 
4 342 
5 325 
6 316 
 
Residential solar system specifications  
The calibrated solar module simulations allow the authors to use the models to 
predict the solar electricity generation on the sample buildings studied. In the current 
work, the authors simulated a solar system that is representative of the majority of 
residential solar systems in SRP’s territory. Table 25 lists the specifications of such a 
solar system. The authors selected YL250P-29b-YGE modules because they are the most 
common solar modules installed in the area. Further, the system size is set to 6KW, as 
this is the average size of residential solar systems (Dock, 2015).  
Table 24. Installed solar system 
Specification  Value  
Power 6KW 
Module YL250P-29b-YGE 
Inverter 
Micro -0.3HV-I-
OUTD(240V) 
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Table 26 shows the orientations of the surfaces on which the solar systems are 
installed in each sample building. As the table shows, homes 1 and 3 have more south 
facing rooftop than sample home 2. Figure 31 illustrates the 3D visualization of the 
installed solar PVs on the sample homes. 
Table 25. Solar system orientations 
Sample 
home 
Number of 
Modules  
Tilt  Azimuth  
1 24 20 180 
2 
22 20 270 
2 15 180 
3 24 19 216 
 
 
 
 
Figure 31. 3D View of the sample buildings and solar PVs (homes 1, 2, and 3, 
from left to right) 
 
Solar production 
Table 27 summarizes the monthly solar energy production in each of the three 
sample buildings. Simulation results reported in this table show that south facing panels 
produce more electricity during winter months while west facing panels have better 
performance in summer months. The annual energy production on sample home 1 is 
highest, as it has the most south facing rooftop surface.  
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Table 26. Monthly solar electricity production for each sample building 
  Sample home 1 Sample home 2 Sample home 3 
Month 
Energy Production 
[kWh] 
Energy Production 
[kWh] 
Energy Production 
[kWh] 
Jan 885.57 487.22 637.25 
Feb 816.12 534.22 657.66 
Mar 918.33 754.09 852.95 
Apr 911.28 921.49 985.54 
May 958.46 1030.01 1054.79 
Jun 898.05 1007 1013.9 
Jul 835.43 956.07 973.51 
Aug 853.79 917.41 957.38 
Sep 890.59 796.39 884.43 
Oct 885.6 637.08 770.14 
Nov 880.2 513.13 675.98 
Dec 860 455.12 622.33 
Total 10593.42 9009.23 10085.86 
 
Precooling strategies 
The method of developing precooling strategies was to match the solar PV 
generation with the building’s energy demand. For this purpose, several strategies were 
developed through simulation modeling and examined to determine an “optimal” 
strategy. The precooling strategy that best matched the solar generation and building 
energy demand curves while reducing on-peak energy for each of the three sample homes 
was identified as the optimum strategy. Table 28 describes the precooling strategies that 
help homeowners minimize the amount of electricity sold to the grid. The excess 
generation of the solar systems is used to precool the building. Following sections of this 
paper discuss the benefits of implementing these strategies. 
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Table 27. Suggested thermostat set points 
 Time Sample home 1 Sample home 2 Sample home 3 
0:00 76°F (24.4°C) 76°F (24.4°C) 76°F (24.4°C) 
1:00 76°F (24.4°C) 76°F (24.4°C) 76°F (24.4°C) 
2:00 76°F (24.4°C) 76°F (24.4°C) 76°F (24.4°C) 
3:00 76°F (24.4°C) 76°F (24.4°C) 76°F (24.4°C) 
4:00 76°F (24.4°C) 76°F (24.4°C) 76°F (24.4°C) 
5:00 76°F (24.4°C) 76°F (24.4°C) 76°F (24.4°C) 
6:00 76°F (24.4°C) 76°F (24.4°C) 76°F (24.4°C) 
7:00 76°F (24.4°C) 76°F (24.4°C) 76°F (24.4°C) 
8:00 74°F (23.3°C) 76°F (24.4°C) 76°F (24.4°C) 
9:00 71°F (21.6°C) 76°F (24.4°C) 73°F (22.8°C) 
10:00 70°F (21.1°C) 73°F (22.8°C) 73°F (22.8°C) 
11:00 70°F (21.1°C) 73°F (22.8°C) 72°F (22.2°C) 
12:00 70°F (21.1°C) 69°F (20.5°C) 72°F (22.2°C) 
13:00 70°F (21.1°C) 72°F (22.2°C) 72°F (22.2°C) 
14:00 72°F (22.2°C) 72°F (22.2°C) 72°F (22.2°C) 
15:00 72°F (22.2°C) 74°F (23.3°C) 74°F (23.3°C) 
16:00 79°F (26.1°C) 79°F (26.1°C) 74°F (23.3°C) 
17:00 79°F (26.1°C) 79°F (26.1°C) 79°F (26.1°C) 
18:00 79°F (26.1°C) 79°F (26.1°C) 79°F (26.1°C) 
19:00 79°F (26.1°C) 79°F (26.1°C) 79°F (26.1°C) 
20:00 79°F (26.1°C) 78°F (25.5°C) 78°F (25.5°C) 
21:00 78°F (25.5°C) 77°F (25.0°C) 77°F (25.0°C) 
22:00 77°F (25.0°C) 76°F (24.4°C) 76°F (24.4°C) 
23:00 76°F (24.4°C) 76°F (24.4°C) 76°F (24.4°C) 
 
 
Load curves  
Figures 32, 33 and 34 compare the simulation when the suggested precooling 
strategies are deployed in the sample buildings. In these figures, the “solar” curves show 
the energy generated by solar PVs. The “net demand” curves illustrate the electricity that 
homeowners buy from the grid when precooling is implemented. The “net demand 
baseline” shows the electricity coming from the grid when no precooling is implemented. 
The “energy demand” curves present the total energy demand of homes (coming from 
both solar PVs and the grid) when precooling is implemented. As the figures show, a 
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considerable load reduction is observed during the peak period for all sample buildings. 
The optimal precooling strategies worked well in all three buildings and were able to 
reduce the peak electricity demand and minimize the negative electricity demand (i.e., 
electricity sold to grid). In the baseline curves, one can observe a valley followed by a 
peak. As described in the introduction, with a high penetration of rooftop PV resources, 
these valleys and peaks can lead to the emergence of several conditions that will require 
rapid operational response by utilities, such as bringing on or shutting down generation 
resources to meet an increasing or decreasing electricity demand. Results of this study 
show that precooling can have a considerable contribution in solving this problem.  
 
Figure 32. Load profiles of sample home 1 
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Figure 33. Load profiles of sample home 2 
 
 
Figure 34. Load profiles of sample home 3 
 
Cost and energy savings 
Table 29 shows the annual cost and on peak energy savings that homeowners 
would realize if they installed the simulated solar panels and implemented the precooling 
strategies presented. The table shows that precooling strategies are more successful on 
block construction, which has a greater thermal mass than wood-frame construction. 
Simulation results show that the third sample home can deliver up to 1.84 KW load 
reduction by employing the proposed precooling strategy. This also provides the highest 
cost and on-peak energy savings compared to other sample homes. The owner of the first 
sample home can save around $61/year, while the owner of the second building would 
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likely not realize savings greater than $21/year, primarily due to the lower thermal mass 
of home 2.  
In the first sample building, the net energy demand is considerably increased by 
implementing the suggested precooling strategy. However, the impact of reductions in 
on-peak load and energy is greater than the increase in off-peak energy demand. Thus, 
this home can provide cost savings in spite of the considerable increase in net energy 
demand.  
Table 28. Annual cost and on-peak energy savings 
Building 
$ Savings  
KW 
reductions  
On-peak 
energy savings 
(KWh) 
Annual Energy 
Savings (KWh) 
Sample home 1 60.95 1.46 425.81 -638.33 
Sample home 2 21.61 0.83 775.71 -59.51 
Sample home 3 99.98 1.84 808.32 -238.34 
 
 
Thermal comfort analysis  
One concern in deploying precooling strategies would be satisfying the 
occupants’ thermal comfort. ASHRAE defines thermal comfort as ‘‘the condition of the 
mind in which satisfaction is expressed with the thermal environment” (ASHRAE, 
2010b). In this research, the authors have evaluated thermal comfort based on the 
predicted mean vote (PMV) and predicted percentage of dissatisfied (PPD). PMV is an 
index that predicts the mean value of the thermal sensation votes of a large group of 
persons on a sensation scale stated from -3 to +3 corresponding to the categories cold, 
cool, slightly cool, neutral, slightly warm, warm, and hot. The PPD index is related to the 
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PMV and it is based on the assumption that people voting +2, +3, –2, or –3 on the 
thermal sensation scale are dissatisfied and on the simplification that PPD is symmetric 
around a neutral PMV. Table 30 defines the recommended PPD and PMV range for 
typical applications. In this research, the authors calculated PMV and PPD for the 
suggested precooling strategies. The balance of this paper discusses these results.  
Table 29. Acceptable ranges of PMV and PPD (ASHRAE, 2010b) 
Indicator Acceptable range for general comfort 
PMV –0.5 < PMV < +0.5 
PPD  <10 
 
The authors calculated the PMV and PPD using EnergyPlus for the three sample 
buildings employing the proposed strategies. Results are presented in Table 31. As the 
table shows, the PMV and PPD indicators are within the acceptable ranges. Thus, if the 
homeowners or the utility company want to benefit from each of these strategies, thermal 
comfort should not be an issue.  
Table 30. PMV and PPD for the three sample home when suggested 
precooling strategies are implemented 
Home Max PMV Min PMV Max PPD 
1 0.10 -0.49 10 
2 0.31 -0.46 9.40 
3 0.07 -0.47 9.72 
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DISCUSSION  
Shifting power load from peak to off-peak times leads to a reduction of the 
electricity generated by peaker plants that only run during peak hours to meet the peak 
demands. This research help electrical utilities to reliably flatten the net energy demand 
curves of residential buildings equipped with solar PVs. Further, results of this research 
help utility companies to reduce electrical power flowing from homes to the grid. 
Suggested precooling strategies can also help homeowners to decrease their electricity 
costs and reduce the need for the expensive electrical storage.  
Table 29 makes it clear that block construction, which has higher thermal mass 
than wood-frame construction in most cases, can provide the greatest opportunity to 
eliminate mechanical cooling and, in turn, the home’s energy demand during peak hours. 
Building thermal mass acts like sensible heat storage (SHS), which can store cooling 
energy through a decrease in the temperature of the building elements. SHS systems are 
based on the heat capacity and the change in temperature of the storage material during 
the process of charging and discharging. Results of this project demonstrate that 
precooling can effectively flatten the load demand when it is applied to a building with a 
high thermal mass.   
The studied strategies could reduce the on-peak energy consumption by a 
maximum of 40% during the months of July and August. As expected, examined 
precooling strategies do not generally reduce the total energy consumption in the homes. 
 107
Simulation results show that the amount of electricity sold to grid during summer super 
peak months (July and August) would decrease by 80%, 90%, and 64% for sample homes 
1, 2, and 3, respectively. This is further evidence that proves precooling is most efficient 
in buildings with high thermal mass.  
As the price of solar systems continues to decline, more homeowners will 
consider installing PV systems. A high penetration of PV systems can cause major 
problems for the electricity grid. For instance, solar PVs increase fluctuations in net load 
demand, causing problems for the reliability of the electrical grid. To address this 
problem, utilities must move toward flexible generation plants that can be rapidly brought 
on or shut down. The suggested precooling strategies could reduce the amount of 
electricity that homes are selling to the grid and thus reduce the net load generation of the 
grid. Therefore, precooling can reduce the need for the rapid operational response of 
generation resources.      
This research uses a specific price plan that SRP has used since 2015 and the 
precooling strategies are developed for this price plan. If a homeowner wants to benefit 
from precooling coupled with solar PVs in another climate zone with a different price 
plan, they need to develop new precooling strategies suitable for their own climate 
condition and price plan. Although results of this paper present the performance of 
precooling together with solar PVs based on the Phoenix climate and SRP’s price plan, 
the methodology of developing precooling strategies (e.g., matching the generation and 
demand curves) can be applied to any other region with any price plan.  
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LIMITATIONS  
As with all experiments and models, some uncertainty is expected, due to 
abstraction required for modeling, data collection tolerances and accuracy, and other 
factors. All data presented in this paper reflects mean values unless otherwise noted and 
represents the most accurate value that could be derived within the limits of modeling and 
data collection instrument accuracy. We address specific data collection issues in the 
balance of this section. 
First, the sample homes considered in this project were not equipped with solar 
PVs; therefore, the solar calibration process was done on a number of off-site solar 
modules. Second, while the three selected sample homes represent around 70% of the 
entire stock (Dock, 2015), they do not include all building types. Representing the entire 
residential stock would require including more building types and modeling each type 
separately, even if it only represented less than 10% of the local residential building 
stock. Thus, the authors opted to select three representative homes rather than a larger 
number.   
CONCLUSION 
This research examines the energy performance of residential buildings that have 
on-site solar generation when they employ precooling strategies and presents analysis 
results in terms of on-peak energy reduction and energy costs. This research aimed to 
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understand the: (1) total energy savings (if any), (2) on-peak energy savings, and (3) cost 
savings associated with the suggested residential precooling strategies. Results of this 
project will provide a reliable way of understanding the benefits of coupling precooling 
and solar PVs. The methodology applied on this work enables electrical utilities to 
determine the optimal strategy (ies) for any climate condition with any price plan. Results 
of this research will help utilities to promote the optimal operational and technological 
strategies to their customers, by highlighting the cost benefits. 
In this research, one precooling strategy for each sample buildings was examined. 
Results show that thermal mass magnifies the benefits of precooling, e.g., the third 
sample home (block construction) delivered considerably higher cost and on-peak load 
savings compared to the other two homes (both of which employed wood-frame 
construction).  In short, precooling can make the residential solar investments more 
profitable for the homeowners as it 1) reduces the need for electrical storage, and 2) 
reduces the electricity bought from grid during peak hours when it is usually more 
expensive. Authors believe that the analytics presented in this study and the lessons 
learned from the simulation results serve as a valuable reference for homeowners and 
load managers, as the findings assist them in systematically and holistically evaluating 
the benefits of incorporating renewable energy and precooling to reduce the energy costs. 
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CHAPTER 6 
CONCLUSIONS 
The purpose of Chapter 6 is to summarize the most significant findings from the 
three research questions presented in Chapter 1, discuss recommended future work, and 
discuss the outlook for operational and technological residential peak load shifting 
strategies. A number of peak load shifting strategies were assessed for their impacts on 
the power grid and residential energy bills through novel studies performed in Chapters 2, 
3, 4, and 5. The results and significant findings from these four Chapters are summarized 
based on their respective research question presented in Chapter 1. A discussion of future 
work follows. The recommended future work serves to advance the benefits of the 
studied operational and technological peak load shifting strategies. The dissertation 
concludes with an outlook for operational and technological residential peak load shifting 
strategies, and the overall field of building energy engineering as a whole.  
Summary  
Chapter 2 aimed to quantify the cost and on-peak energy savings associated with 
various precooling strategies for different residential building types in the Phoenix 
climate and determine the optimum precooling strategy for each building type. The study 
in Chapter 2 used simulation modeling and experimental analysis to model the peak load 
and economic impacts of various precooling strategies on different residential building 
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types. The selected buildings are considered to represent the majority of residential 
buildings in the area as per results of a market survey conducted by SRP. Results of 
Chapter 2 show that precooling can save up to 46% of peak energy demand in a home 
constructed with concrete or cementitious block and up to 35% in wood frame homes. 
Homeowners can save up to US $244/year in block construction and up to US $119/year 
in wood frame homes by implementing the optimum precooling strategy.   
The study presented in Chapter 2 is further evidence to prove that precooling is 
most efficient in buildings with efficient performance (e.g., high thermal mass, low 
infiltration, etc.). One of the aims of this Chapter was to help utility companies and 
homeowners select the optimum precooling strategy. Clearly, customers select strategies 
that deliver the highest savings on their electricity bills, while utility companies are more 
interested in strategies that help them to reduce on-peak energy demand. Chapter 2 
provided a ranking table (table 6), which is a robust guideline that fulfills this aim of the 
research. Table 6 suggests that for the first sample building (wood-frame 1–story 
building), strategy 12 (no precooling with 3°F higher on-peak setpoint) delivers the 
highest cost savings while strategy 11 (3 degrees for 3 hours and 4°F higher on-peak set 
point) is the optimum strategy from the utility perspective, as it results in highest on-peak 
energy demand. In sample buildings 2 (wood-frame 2–story building) and 3 (block 
construction), the highest cost savings and on-peak energy demand are both delivered by 
strategy 11.  
Chapter 3 tried to optimize the precooling process based on the predicted outdoor 
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temperature and the desired load demand. This chapter used the experimental data that 
was collected in Chapter 2 and applied statistical analysis (regression analysis) to develop 
a load prediction model (inverse energy model) based on indoor and outdoor 
temperatures of the sample buildings. The models were well calibrated but could not 
fulfill the objectives of Chapter 3. This result is explained by the lack of training data for 
the model. All data was collected from the sample buildings when precooling was 
implemented, thus, the author lacked the required baseline (e.g., no precooling) data for 
the peak hours of the day. The important lesson learned from this Chapter was that if one 
needs to use inverse energy modeling for precooling development experimental data from 
a baseline case when no precooling is employed is required.  
Chapter 4 analyzed the impact of various energy efficiency measures (EEMs) on 
the performance of an optimum precooling strategy in a residential building. The study 
presented in this chapter used one of the calibrated energy models (wood frame one story 
residential building) developed in Chapter 2 and assessed the impacts of different EEMs 
based on two scenarios. The scenarios considered in this research were: (1) upgrading a 
home to the ASHRAE 90.2-2007 standard (ASHRAE, 2010a), and (2) upgrading the 
home to 20% beyond the ASHRAE 90.2-2007 standard. This research provided an 
assessment of which EEMs best supported precooling. The study selected appropriate 
EEMs to achieve those upgrades and simulated both the current and the upgraded 
conditions to determine the energy and cost savings associated with each of the EEMs 
considered. The sample building considered in this study required improvement to the 
wall and window insulation as well as the Coefficient of Performance (COP) of the 
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cooling system to comply with ASHRAE 90.2-2007; however, the roof insulation for the 
existing home exceeded the ASHRAE 90.2-2007 requirements and there is no specific 
requirement on the fan efficiency and internal loads.  
Based on the Home Energy Saver tool, upgrading the sample building to the 
ASHRAE 90.2-2007 would cost approximately $2,200. For the second scenario, the 
study presented in Chapter 4 proposed upgrades to all building systems, including 
building envelope elements, the HVAC system, equipment, and lighting systems. The 
Home Energy Saver tool estimated the total cost of implementing these EEMs to be 
around $5500. Results demonstrated that when upgrading residential properties, it is 
beneficial to exceed the ASHRAE 90.2-2007 targets. In particular, exceeding this target 
by 20% supports saving ~30% of the total energy demand, a reduction of 19% reduction 
of on-peak energy demand, and a reduction of $305 in energy costs annually.  
Chapter 5 evaluated the potential power load shifting of precooling strategies 
coupled with solar PVs and their benefits including benefits to the power grid and savings 
to consumers. Solar PVs couple well with pre-cooling, because solar power generation 
patterns are largely coincident with electrical demand required to precool a house. In 
addition, a large portion of energy is produced between May and August (summer) when 
the super cooling peak demand occurs. Chapter 5 used the experimental data from a set of 
six solar modules, installed for experimental purposes at SRP for the calibration and 
validation process and then designed a set of three residential solar systems for the 
sample buildings considered throughout this dissertation. The sample buildings selected 
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in this chapter are the same as the buildings studied in Chapter 2. The methodology of 
developing precooling strategies in this chapter was to match the solar production with 
the buildings’ energy demand. Thus, the electricity sold to the grid would be minimum 
and the excess energy could be stored in the thermal mass of the sample buildings.  
Results of the study presented in this chapter show the amount of electricity sold to grid 
during summer super peak months (July and August) would decrease by 80%, 90%, and 
64% for sample buildings 1 (wood frame 1-story), 2 (wood frame 2-story), and 3 (block 
construction) and the homeowners could save $61, $21 and $100 in sample buildings 1, 
2, and 3, respectively.  
Contributions of this work 
This dissertation quantified the energy and cost impacts of implementing various 
precooling strategies for 70% of the residential building stock in Phoenix, AZ, a hot-arid 
climate. It further identified the optimum precooling strategy for each building type 
considered. Based on both the simulation and experimental processes applied in this 
research, the optimum precooling strategy on residential buildings would be precooling 
for a short period of time (e.g., 3 hours) and for only 3°F. This dissertation also presented 
a method of assessing precooling strategies through inverse modeling techniques. 
Although the desired objectives of that part of the research were not achieved, the work 
showed that precooling optimization process by inverse modeling is feasible when the 
baseline experimental data is available. This dissertation also developed a methodology 
to provide a hierarchical list of EEMs for electricity cost and on-peak energy savings in a 
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residential building when precooling is employed. This dissertation showed that among 
the studied EEMs, improving the roof insulation would have the highest impact on peak 
energy demand. Finally, this dissertation demonstrated the potential of coupling 
precooling and solar PVs in residential buildings. The study proved that precooling 
coupled with solar PVs could reduce the need for electrical storage, decrease the peak 
energy demand and provide cost savings for homeowners. Therefore, residential solar 
systems become more profitable for homeowners when they implement the optimum 
precooling strategies presented in this dissertation.  
Limitations and future work 
There are several areas that future work should focus its attention in order to 
advance the operational and technological peak load shifting strategies in residential 
buildings. These areas are: 
• Future work on optimal residential precooling strategies would remove the 
need to assume constant strategies throughout the year or summer months 
which might not be optimum if the outdoor temperature does not reach its 
peak during the late afternoon. Future work can address this problem by 
applying inverse modeling techniques to automate selection of optimum 
precooling strategies based on predicted out door temperature and the 
desired amount of energy shifted from on-peak hours. This can be done by 
collecting experimental data from a number of sample buildings when 
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they are not employing precooling (baseline data). The collected data 
could be used to build a statistical (e.g., regression) model, which provides 
the optimum thermostat set points.  
• Future work can also repeat the studies presented in Chapters 2, 3, 4, and 5 
in different climate zones to figure out how the proposed operational and 
technological peak load shifting strategies would work in other 
climatological conditions. In some areas, night free cooling may also be 
feasible.  
• Further research is needed to include other building types to completely 
and exhaustively represent applicability of residential building stock. This 
would extend the recommendations of current optimum peak load shifting 
strategies.  
• Finally, future work needs to analyze the CO2 emission reductions 
associated with various peak load shifting strategies discussed in this 
dissertation. This requires the actual fuel mix during on-peak and off-peak 
hours for the utility studied.  
Closing remarks   
The burgeoning field of building energy engineering is producing significant 
research that has considerable potential to reduce adverse environmental and economic 
impacts. Yet while there is increasing research activity in commercial sector, further 
quantitative, peer-reviewed research is needed to truly advance the sustainability of the 
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residential buildings. But this dissertation, and other cotemporary environmental and 
economic analyses of energy use in residential buildings, generate more and more useful 
recommendations that will increase the sustainability of residential stock. 
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