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Decentralized Quasi-Newton Methods
Mark Eisen, Aryan Mokhtari, and Alejandro Ribeiro
Abstract—We introduce the decentralized Broyden-Fletcher-
Goldfarb-Shanno (D-BFGS) method as a variation of the BFGS
quasi-Newton method for solving decentralized optimization prob-
lems. The D-BFGS method is of interest in problems that are
not well conditioned, making first order decentralized methods
ineffective, and in which second order information is not readily
available, making second order decentralized methods impossible. D-
BFGS is a fully distributed algorithm in which nodes approximate
curvature information of themselves and their neighbors through
the satisfaction of a secant condition. We additionally provide a
formulation of the algorithm in asynchronous settings. Convergence
of D-BFGS is established formally in both the synchronous and
asynchronous settings and strong performance advantages relative
to first order methods are shown numerically.
Index Terms— Multi-agent network, consensus optimization,
quasi-Newton methods, asynchronous optimization
I. INTRODUCTION
Decentralized optimization involves a group of interconnected
agents seeking to jointly minimize a common objective function
about which they have access to information that is local and
partial. The agents collaborate by successively sharing information
with other agents located in their communication neighborhood
with the goal of eventually converging to the network-wide
optimal argument. Decentralized optimization has proven effective
in contexts where information is gathered by different nodes of a
network, such as decentralized control [1]–[3], wireless systems
[4]–[6], sensor networks [7]–[10], and large scale machine learn-
ing [11]–[13].
Although there are different formulations of decentralized
optimization problems, all have in common a reliance on the
distributed computability of the gradient. This property refers
to the ability of each agent to compute gradients with respect
to its local variable using its own variable and the variables of
neighboring nodes. If this property holds, it is possible for nodes
to exchange variables with neighbors, compute gradients with
respect to their local variables, implement the corresponding block
of a gradient descent algorithm, and proceed to a new variable
exchange to repeat the process. Distributed gradient computability
is sometimes inherent to the objective function [14], but more
often the result of some reformulation. The latter is the case in
consensus optimization problems which do not have distributedly
computable gradients but can be transformed into problems where
the gradients are (see Section VI). The most popular techniques
for doing so are the use of penalties to enforce the consensus
constraint [15]–[18] and the use of gradient ascent in the dual
domain for a problem in which consensus is imposed as a
constraint [7], [9], [19], [20].
The problem with methods that rely on distributed gradient
computations is that gradient descent methods exhibit slow con-
vergence. This limits applicability to cases where the function
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to be optimized is well conditioned, which in practice implies
arguments with low dimension. The Hessian can be used to
determine a better descent direction if it so happens to also be
distributedly computable – which it is if the Hessian matrix has
the same sparsity pattern of the network. This is not to say that
Newton’s method can be implemented in a distributed manner,
because the non-sparse Hessian inverse would be needed for
that. Still, the Hessian can be used to approximate the Newton
step and yield methods with faster convergence. This has been
done for consensus optimization problems reformulated as penalty
methods [18], [21] and for the dual problem of optimal linear flow
control [22]. These approximate Newton methods exhibit faster
convergence relative to their corresponding first order methods.
An alternative to the approximation of Newton steps is the use
of quasi-Newton methods that rely on gradients to produce a
curvature estimation to use in lieu of the Hessian inverse [23],
[24]. The goal of this paper is to adapt the curvature estima-
tion technique of the Broyden-Fletcher-Goldfarb-Shanno (BFGS)
quasi-Newton optimization method for use in distributed settings.
This adaptation leads to the development of the distributed (D)-
BFGS method that we show can be implemented with nodes that
operate either synchronously or asynchronously. We further prove
convergence for both methods in the case of convex function
and establish a linear convergence rate for the case of strongly
convex functions in both, the synchronous and the asynchronous
formulations. The advantages of D-BFGS relative to approximate
Newton methods are that they do not require computation of
Hessians, which can itself be expensive, and that they apply
in any scenario in which gradients are distributedly computable
irrespectively of the structure of the Hessian.
The paper starts with the introduction of notation and a for-
mal statement of the gradient distributed computability property
(Section II). The curvature approximation used in BFGS is then
introduced (Section II-A). The fundamental observation here is
that this curvature approximation is chosen to satisfy a secant
condition because this is a property that the Hessian has. We then
point out that the secant condition can be written distributedly
as long as gradients are distributedly computable. Building on
this observation we define D-BFGS as a method where the
Hessian inverse is approximated by a matrix that satisfies the
secant condition but whose sparsity pattern is chosen a fortiori
to match the sparsity pattern of the graph (Section III). This
matching of sparsity patterns guarantees that the method can
be implemented in a distributed manner (Algorithm 1). The D-
BFGS method requires three separate variable exchanges in each
iteration. Since the time cost of this synchronization can be
significant, we introduce an asynchronous version where nodes
operate on their local memories which are synchronized by a
communication protocol that runs on a separate clock (Section
IV). In this asynchronous algorithm nodes operate with possibly
– indeed, most often – outdated variables to avoid the time cost
of running in synch (Algorithm 2).
Convergence properties are then established (Section V). In
2the case of synchronous D-BFGS we prove convergence for
smooth convex functions and further establish a linear rate when
the functions are strongly convex (Section V-A). For the case
of asynchronous implementations we impose an upper bound
in the number of iterations that it takes for the information of
a node to get updated in the local memory of its neighbors.
Under this hypothesis we also establish convergence for smooth
convex functions and a linear rate for strongly convex functions
(Section V-B). The convergence rate decreases with increasing
levels of asynchronicity. The application of D-BFGS in consensus
optimization problems is then explicitly discussed (Section VI).
We explain how D-BFGS can be used in combination with penalty
methods to obtain a quasi-Newton version of distributed gradient
descent (Section VI-A) and how it can be used in the dual
domain to obtain a quasi-Newton version of distributed dual
ascent (Section VI-B). We close the paper with numerical results
comparing the performance of D-BFGS to first order methods
on various consensus problems in both the synchronous and
asynchronous settings (Section VII).
II. PROBLEM FORMULATION
Consider a decentralized system of n nodes, each of which has
access to a local variable xi ∈ Rp. Nodes are connected by a
communication graph G = (V , E) with nodes V = {1, . . . , n}
and m edges E = {(i, j) | i and j are connected}. We assume
the graph G is undirected which implies (i, j) ∈ E if and
only if (j, i) ∈ E . Define the set ni as the neighborhood of
node i including i, i.e., ni = {j | j = i ∨ (i, j) ∈ E}, and
the neighborhood size mi := |ni|. Further define the global
variable x = [x1; . . . ;xn] ∈ Rnp as the concatenation of the
local variables xi and, for each i, the neighborhood variable
xni = {xj}j∈ni ∈ R
mip as the concatenation of local variables
belonging to nodes in ni. The system’s goal is to find the
optimal argument x∗ ∈ Rnp that minimizes the smooth convex
cost function f : Rnp → R when the gradient components
∇if(x) := ∂f(x)/∂xi have a local structure,
x∗ := argmin
x∈Rnp
f(x), with ∇if(x) = ∇if(xni). (1)
Since they are functions of variables that are available in their
respective neighborhoods, gradient components ∇if(x) can be
evaluated at node i using only single hop communications. We
study examples of network optimization problems with gradients
that have this property in Section VI.
A. Gradient descent and BFGS
The gradient property in (1) means that it is possible to
implement gradient descent on f(x) in a distributed manner
whereby the ith component of x is updated iteratively at node
i until it converges to the ith component of the optimal solution
x∗. Introduce then the time index t and the variable x(t) to be
its value at time t and define the update
x(t+ 1) = x(t) + ǫ(t)d(t), (2)
where ǫ(t) is a scalar stepsize. For convex functions, convergence
of x(t) to x∗ is guaranteed if d(t) is a proper descent direction
for which d(t)T∇f(x(t)) ≤ 0. Since the negative gradient has
this property [25], a natural choice is to make
d(t) = −∇f(x(t)) := −g(t). (3)
Using the descent direction in (3) for the update in (2) yields the
gradient descent method [25]. The corresponding iterations can
be written componentwise as xi(t+ 1) = xi(t) + ǫ(t)∇if(x(t))
and can be implemented in a distributed manner if the gradient
∇if(x(t)) satisfies the property in (1).
As in the centralized case, decentralized gradient descent
methods are often slow to converge. In centralized systems,
speed of convergence can be increased by premultiplying g(t)
by a positive definite matrix to obtain a better descent direction.
Newton’s method premultiplies the gradient with the Hessian
inverse ∇2f(x)−1 and is recommended whenever possible [18],
[21]. However, the use of Hessian inverses in a distributed
implementation requires further assumptions on (1) specific to
the problem of interest and leads to problem specific challenges
and limitations; see, e.g., [18].
Alternatively, quasi-Newton methods approximate the objective
function Hessian inverse using subsequent gradient evaluations.
To be more precise, define the descent direction
d(t) = −B(t)−1g(t), (4)
where B(t) is a symmetric positive definite matrix that serves
as an approximation of the Hessian ∇2f(x(t)). Various quasi-
Newton methods differ in how they define B(t), with the most
common being the method of Broyden-Fletcher-Goldfarb-Shanno
(BFGS). To formulate BFGS begin by defining the variable
variation v(t) and the gradient variation r(t) vectors,
v(t) = x(t+ 1)− x(t), r(t) = g(t+ 1)− g(t). (5)
Observe that v(t) and r(t) capture differences of two consecutive
variables and gradients, respectively, evaluated at steps t+ 1 and
t. At each iteration, we select a new Hessian approximation B(t+
1) that satisfies the secant condition B(t + 1)v(t) = r(t). This
condition is fundamental, as the secant condition is satisfied by
the actual Hessian for small v(t). As this is an underdetermined
system, we select B(t+ 1) such that it is closest to the previous
approximation in terms of Gaussian differential entropy,
B(t+ 1) = argmin
Z
tr[B(t)−1Z]− logdet[B(t)−1Z]− n,
s.t. Zv(t) = r(t), Z  0. (6)
Note that we also require the next approximation to be positive
semidefinite to ensure a proper descent. In order for the problem
to be feasible with a positive definite solution, it is necessary
to have v(t)T r(t) > 0. This is always true when the objective
function is strongly convex [26]. The closed-form solution to (6)
provides the BFGS update formula
B(t+ 1) = B(t) +
r(t)r(t)T
r(t)Tv(t)
−
B(t)v(t)v(t)TB(t)
v(t)TB(t)v(t)
, (7)
which shows that B(t + 1) can be computed using the previous
approximation matrix B(t) as well as the variable v(t) and
gradient r(t) variations at step t.
The matrices B(t) that solve (6) – which are explicitly given
in (7) – depend only on gradients that we are assuming can be
computed in a distributed manner. This does not mean that a
distributed implementation of BFGS is possible because neither
B(t) nor B(t)−1 have a sparsity pattern to permit local evaluation
of descent directions. Additionally, the computation of B(t + 1)
in (7) includes the inner product r(t)Tv(t), which itself requires
global information. It is important to note, however, is that the
3choice of objective function in (6) is of secondary importance to
satisfying the secant condition and the secant condition does have
a structure that allows for distributed evaluation. In the following
section we resolve the issue of decentralization by introducing
a variation of BFGS which modifies the Hessian approximation
such that d(t) is computable distributedly.
Notation remark. The ith block of a vector z ∈ Rnp is denoted
as zi ∈ Rp, while zni ∈ Rmip denotes the components in ni. To
have global representations, we define zˆni ∈ Rnp to be the vector
zni padded with zeros in locations corresponding to nodes not
in ni. Likewise, for any matrix A ∈ Rnp×np, we define Ani ∈
R
mip×mip to be the mip rows and columns of A corresponding
to nodes in ni and Aˆni ∈ Rnp×np to be the matrix Ani padded
with zeros in other locations.
III. DECENTRALIZED BFGS
Our goal here is to develop an algorithm of the form
xi(t+ 1) = xi(t) + ǫ(t)di(t), (8)
where xi is a variable kept at node i and di(t) is a local descent
direction for node i that depends on iterates xni(t). The idea
to determine di(t) in the decentralized (D)-BFGS method is to
let nodes locally approximate the curvature of their own cost
functions and those of their neighbors with a local Hessian inverse
approximation. We use an update similar to (6) that maintains the
secant condition while allowing for decentralized computation.
To construct such update, define the diagonal normalization
matrix D ∈ Rnp whose ith block is m−1i I and a (small) scalar
regularization parameter γ > 0. Recalling the neighborhood
subscript notation, define the modified neighborhood variable and
gradient variations, v˜ni(t) ∈ Rmip and r˜ni(t) ∈ Rmip, as
v˜ni(t) := Dni [xni(t+ 1)− xni(t)] (9)
r˜ni(t) := gni(t+ 1)− gni(t)− γv˜ni(t). (10)
The neighborhood variations in (9) and (10) are not simply local
components of (5). The variable variation in (9) differs from the
one in (5) by the presence of the normalizing matrix Dni and
the gradient variation in (10) differs by the presence of the term
γv˜ni(t). Since v˜ni(t) and r˜ni(t) use only information node i can
locally access through neighbors, we can compute and maintain
a local Hessian approximation Bi(t) ∈ Rmip×mip, which is
updated as the solution of a local regularized version of (6),
Bi(t+ 1) :=argmin
Z
tr[(Bi(t))−1(Z− γI)]− (11)
logdet[(Bi(t))−1(Z− γI)]− n
s.t. Zv˜ni (t) = rni(t), Z  0.
Two properties differentiate (11) from (6): (i) The log-determinant
forces Bi(t+1) to have eigenvalues greater than γ. (ii) The secant
condition is expressed with respect to the neighborhood gradient
variation rni(t) and the modified neighborhood variable variation
v˜ni(t). Property (i) is a regularization of (6) first proposed in
the context of stochastic quasi-Newton methods [26]. Property
(ii), while not obvious, ensures the secant condition is satisfied as
shown in Proposition 1.
For the problem in (11) to have a solution, we must have
v˜ni(t)
T r˜ni(t) > 0 – see Remark 1. When this condition is
Algorithm 1 D-BFGS method at node i
Require: Bi(0),xi(0), gi(0), xni(0), gni(0)
1: for t = 0, 1, 2, . . . do
2: Descent from (13): eini(t) = −(Bi(t)−1 + ΓDni)gni(t)
3: Exchange descent eij(t) with neighbors j ∈ ni
4: Local descent from (14): di(t) :=
∑
j∈ni
e
j
i (t).
5: Local update from (8): xi(t+ 1) = xi(t) + ǫ(t)di(t)
6: Exchange xi(t+ 1) with neighbors. Build xni(t+ 1)
7: Compute gi(t+ 1) = ∇if(xni) using property (1)
8: Exchange gi(t+ 1) with neighbors. Build gni(t+ 1)
9: Compute v˜ni(t), r˜ni(t),Bi(t+ 1) using (9), (10), and (12)
10: end for
satisfied, the problem is not only solvable but admits the closed
form solution [26, Proposition 1]
Bi(t+1) = Bi(t)+
r˜ni(t)r˜
T
ni(t)
r˜Tni(t)v˜ni (t)
−
Bi(t)v˜ni (t)v˜
T
ni(t)B
i(t)
v˜Tni(t)B
i(t)v˜ni(t)
+γI.
(12)
The differences between (11) and (6) lead to corresponding dif-
ferences between (12) and (7). These differences are the addition
of the γI term and the use of the variations in (9) and (10) which
are not simple local decompositions of the variations in (5).
The matrices Bi along with an additional (and also small)
regularization parameter Γ > 0 are used by node i to compute
the neighborhood descent direction eini(t) ∈ R
mip as
eini(t) = −
(
Bi(t)−1 + ΓDni
)
gni(t). (13)
The neighborhood descent direction eini(t) ∈ R
mip contains
components for variables of node i itself and all neighbors j ∈ ni
– see Fig. 1. Likewise, neighboring nodes j ∈ ni contain a descent
component of the form eji (t). The local descent di(t) is then given
by the sum of the components eji (t) for all neighbors j ∈ ni,
di(t) =
∑
j∈ni
e
j
i (t). (14)
The descent direction in (14) substituted in (8) yields the D-BFGS
algorithm outlined in Algorithm 1. Each node begins with an
initial variable xi(0), Hessian approximation Bi(0), and gradient
gi(0). Nodes exchange initial variables and gradients to construct
initial neighborhood variables xni(0) and gradients gni(0). For
each step t, nodes compute their neighborhood descent direction
eni(t) in Step 2 and exchange the descent elements eij(t) with
their neighbors in Step 3 to compute the local descent direction
di(t) in Step 4. They use the local descent direction di(t) to
update the variable xi(t+1) and exchange it with their neighbors
to form xni(t+1) in Steps 5 and 6, respectively. They use these
neighbor variables xj(t+1) to compute an updated local gradient
gi(t + 1) as in Step 7 and exchange their values in Step 8. In
Step 9, nodes compute their neighborhood variable and gradient
variations v˜ni(t) and r˜ni(t) that are required for computing the
updated neighborhood Hessian approximation matrix Bi(t+ 1).
An alternative representation of Algorithm 1 is given in Fig.
1 where we emphasize the flow of variables among neighbors.
Variable and gradient variations are exchanged – v˜i(t) and r˜i(t)
are sent to node j and v˜j(t) and r˜j(t) are sent to node i – and
(12) is used to compute the curvature estimation matrices – Bi(t)
at node i and Bj(t) at node j. The inverses of these matrices
4(Bi)−1
gi
gj
xi
xj
gnixni
gi
gj
gni
eii
eij
eini
eii e
j
i
(12)
⇒
× = +
di
(Bj)−1
gi
gj
xi
xj
gnjxnj
gi
gj
gnj
e
j
i
e
j
j
ejnj
e
j
j
eij
(12)
⇒
× = +
dj
Fig. 1: D-BFGS variable flow. Nodes exchange variable and gradients
– xi and gi sent to j and xj and gj sent to i – to build variable and
gradient variations v˜ and r˜ that they use to determine local curvature
matrices – Bi and Bj . They then use gradients gni and gnj to compute
descent directions eini and e
j
nj
. These contain a piece to add locally –
eii stays at node i and ejj stays at node – and a piece to add at neighbors
– eij is sent to node j and eji is sent to node i.
are used to premultiply the neighborhood gradients gni(t) and
gnj(t), which necessitates an exchange of local gradients – gi(t)
is sent to node j and gj(t) to node i. This operation results in
the computation of the neighborhood descent directions – eini(t)
and ejnj (t). These descent directions contain a piece to be added
locally – eii(t) stays at node i and e
j
j(t) stays at node – and a
piece to be added at the neighboring node – eij(t) is sent to node
j and eji (t) is sent to node i. The local descent direction di(t)
is the addition of the locally computed eii(t) and the remotely
computed eji (t) as stated in (14).
A. Secant condition in D-BFGS
To explain the rationale of selecting Bi(t) as in (11) we show in
the following proposition that definitions have been made so that
D-BFGS satisfies the secant condition from centralized BFGS.
Proposition 1 Consider the D-BFGS method defined by (8),
(13), and (14) with matrices Bi(t) as given in (12). Recall the
notational conventions x(t) = [x1(t); . . . ;xn(t)] and g(t) =
[g1(t); . . . ;gn(t)] as well as the definitions of the variable and
gradient variations in (5). We can rewrite (8), (13), and (14) as
x(t+ 1) = x(t)− ǫ(t)
[
H(t) + ΓI
]
g(t), (15)
with a matrix H(t) that satisfies the global secant condition v(t−
1) = H(t)r(t − 1).
Proof: Define the matrix Hi(t) ∈ Rnp×np to be a block sparse
matrix with the sparsity pattern of ni, with a dense sub-matrix
Bi(t)−1, i.e. Hini(t) = B
i(t)−1. Recall that xˆni(t) ∈ Rnp
stands in for the neighborhood vector xni(t) padded with zeros
in locations corresponding to non-neighbors. Further recall the
matrix Dˆni ∈ Rnp×np amounts to the matrix Dni padded with
zeros in locations corresponding to non-neighbors. It is apparent
then that the global formulation of the neighborhood descent
computed by node i from (13) is eˆini(t) = −[Hi(t)+ΓDˆni ]g(t).
Then, summing over all nodes we have full concatenated descent
d(t) = −
n∑
i=1
[Hi(t) + ΓDˆni ]g(t) = −[H(t) + ΓI]g(t), (16)
where we define H(t) :=
∑n
i=1H
i(t). To see that H(t) satisfies
the secant condition, Consider then that, by virtue of containing
the inverse of a solution to (11), Hi satisfies the local secant
relation relation Dˆniv(t − 1) = Hi(t)r(t − 1). Again summing
over all nodes, we have
n∑
i=1
Dˆniv(t− 1) =
n∑
i=1
Hi(t)r(t − 1), (17)
which implies the secant condition v(t − 1) = H(t)r(t− 1). 
The result in Proposition 1 explains the choices in the formula-
tion of the problem that determines the selection of the Bi(t+1)
matrices in (11). These matrices are chosen so that the overall
update in (15) satisfies the same secant condition satisfied by
(centralized) BFGS.
To clarify the role of the regularization parameters γ and Γ we
point out that if Bi(t) is positive semidefinite, the constants γ
and Γ impose the following property on the descent matrix,
Γ
m¯i
I  Bi(t+ 1)−1 + ΓDni 
(
1
γ
+
Γ
mˇi
)
I, (18)
where mˇi = minj∈ni mj and m¯i = maxj∈ni mj . In particular,
(18) implies that Bi(t + 1)−1 is positive semidefinite. Thus, if
Bi(0)−1 is positive semidefinite, the property in (18) holds for
all times t. Inspection of (18) shows that the role of Γ is to prevent
the algorithm from stalling if the eigenvalues of Bi(t)−1 become
too small. The role of γ is to prevent the eigenvalues of Bi(t)−1
to become too large. Observe that since it is Bi(t)−1 the one that
premultiplies gni(t), simply adding a regularization factor to (7)
– which one could mistakenly assume is what we do in (12) –
may result in a matrix that is very far from satisfying the secant
condition. The update in (12) utilizes the modified gradient and
variable variations to pre-compensate for the addition of the γI
term so that the secant condition is satisfied after adding this term.
The bounds in (18) are required for the convergence analyses in
Section V.
Remark 1 For the problem in (11) to have a solution and the
update in (12) to be valid the inner product between the neigh-
borhood variations must be v˜ni(t)T r˜ni(t) > 0. This condition
imposes a restriction in functions that can be handled by D-BFGS.
In practical implementations, however, we can check the value
of this inner product and proceed to update Bi(t) only when it
satisfies v˜ni(t)T r˜ni(t) > 0.
IV. ASYNCHRONOUS D-BFGS
Given the amount of coordination between nodes required to
implement D-BFGS in Algorithm 1, we consider now the D-
BFGS algorithm in the asynchronous setting, in which nodes’
communications are uncoordinated with those of their neighbors.
Our model for asynchronicity follows that used in [27]. Consider
that the time indices are partitioned finely enough so that node i’s
primary computation, namely the computation of descent direction
eini(t), requires multiple consecutive time iterates to complete. For
each node i, we then define a set T i ⊆ Z+ of all time indices in
which node i is available to send and receive information, i.e. not
busy performing a computation.
We further define for each node i a function that, given a time
index t, returns the most recent time node i was available, which
we call πi(t) and expressly define as
πi(t) := max{tˆ|tˆ < t, tˆ ∈ T i}. (19)
5Moreover, we define a function πij(t) that, given a time index t,
returns the most recent time node j sent information that has been
received by node i by time t, or explicitly,
πij(t) := π
j(πi(t)). (20)
In the asynchronous setting, the superscript notation used to
denote locally stored information now additionally signifies a
node’s dated knowledge of a variable,
xij(t) := xj(π
i
j(t)), x
i
ni(t) = [x
i
j(t)]j∈ni . (21)
It is clear then that xij(t) 6= xkj (t) for any two nodes i and k
at any time t. We consider as the current global variable state
x(t) the concatenation of each node’s current knowledge of its
own variable, i.e. x(t) := [xii(t); . . . ;xnn(t)]. We use the same
notation for local gradients gij(t) and descent directions eij(t).
We assume at any time t ∈ T i that node i has finished
computing a local descent direction it does three things: (i) It reads
the variable, gradient, and descent directions from neighboring
nodes j ∈ ni sent while it was busy. (ii) It updates its local
variables and gradient using the descent direction is has just
finished computing as well as the descent directions it has received
from its neighbors. (iii) Node i can send its locally computed
descent direction as well as its updated variable and gradient info.
To state in more explicit terms, node i performs the following
update to its own block coordinate at all times t:
xii(t+ 1) = x
i
i(t) + ǫ(t)di(t), (22)
where di(t) is the decent for the ith block xi(t) at time t,
di(t) =
{∑
j∈ni
e
j
i (t) if t ∈ T i
0. otherwise.
(23)
If t ∈ T i, node i applies all descent directions available, otherwise
it does nothing. Observe that the descent direction in (23) contains
descents calculated with information from time πi(t) and times
πj(t) that neighbor j most recently updated its local variable.
To specify the asynchronous version of the decentralized reg-
ularized BFGS algorithm, we first reformulate the variable and
gradient differences, v˜ini(t) and r˜
i
ni(t) for the asynchronous case:
v˜ini(t) = Dni
[
xini(t+ 1)− x
i
ni(t)
]
, (24)
r˜ini(t) = g
i
ni(t+ 1)− g
i
ni(t)− γv
i
ni(t). (25)
We stress that—recalling the superscript notation defined in
(21)—xini(t) is the variable state known to i at time πi(t), or
the last time node i was available. With this redefined notation,
the computation of the local asynchronous BFGS update matrix
Bi(t) and the corresponding descent direction eini(t) follows
respectively (12) and (13) exactly as in the synchronous setting.
The complete asynchronous algorithm is outlined in Algorithm
2. Each node begins with an initial variable xi(0), Hessian
approximation Bi(0), gradient gi(0), and descent component
eii(0). At each time index t, they begin by reading the variables of
neighbors eji (t),xij(t),g
j
i (t) in Step 2 and construct neighborhood
variables. The aggregated descent direction di(t) is used to update
variables xi(t+1) and gi(t+1) in Step 3. Then, with the updated
local variable xi(t+ 1) and gradient gi(t+ 1), node i computes
the D-BFGS variables v˜ini(t), r˜
i
ni(t), and B
i(t + 1) in Step 4.
In Step 5, it computes the next descent direction dini(t+ 1), and
sends its variables to neighbors in Step 6.
While Algorithm 2 is similar in its basic structure to the
Algorithm 2 Asynchronous D-BFGS method at node i
Require: Bi(0), xi(0), gi(0), eini(0) [cf. (13)]
1: for t ∈ T i do
2: Read eji (t),x
i
j(t),g
i
j(t) for j ∈ ni from local memory
3: Update xi(t+ 1), gi(t+ 1) [cf. (22), (23)]
4: Compute v˜ini(t), r˜
i
ni
(t),Bi(t+ 1) [cf. (24), (25), (12)]
5: Compute eini(t+ 1) [cf. (13)]
6: Send xi(t+ 1),gi(t+ 1), eij(t+ 1) to neighbors j ∈ ni
7: end for
synchronous Algorithm 1, we highlight a particular difference. In
the synchronous algorithm, three rounds of communication were
required at each iteration of Algorithm 1 to properly communicate
the dual variable, primal variable, and dual gradient information.
In the asynchronous setting, naturally only a single round of
communication is possible at each time iteration. As such, all
coordination is removed from the algorithm and the order of
computation is rearranged slightly in Algorithm 2.
As in the synchronous case, we provide a global formulation of
the local descents for the aid in subsequent analysis. While (23) is
an accurate physical description of how the descent is performed
by node i, the asynchronous setup of (23) makes it difficult to
formulate an equivalent descent direction for the global variable
x(t). We alternatively define a virtual formulation for the global
descent direction d(t) ∈ Rnp that is algorithmically equivalent
to the one in (23), i.e. leads to the same result. Consider the
following virtual global update at time t,
x(t+ 1) = x(t) + ǫ(t)d(t), (26)
where the descent direction d(t) = [d1(t); . . . ;dn(t)] at time t is
d(t) =
∑
k:t∈Tk
eˆknk(t). (27)
In (27), we perform a descent using all directions eˆknk(t) that
finished being computed at time t. This is effectively equivalent
to assuming that when node k finishes computing a descent
direction eknk(t) at time t ∈ T
k
, it is instantaneously applied to
all neighboring nodes, regardless of whether or not they are busy
at time t. We assert that, although node i does not physically
descend with eki at any time t /∈ T i, the virtual update produces
the same result as in the physical update for node i at all times
t ∈ T i. This is stated in the following proposition:
Proposition 2 The virtual update described by (26) and (27)
leads to the same result as the local physical update described
by (22) and (23) performed by all nodes.
Proof: To show the virtual update is equivalent to the physical
update for each node, we first present the coordinate-wise formu-
lation of the virtual update (27) at time t for node i:
di(t) =
∑
k:t∈Tk
eki (t). (28)
Consider two nodes xi and x¯i who at time t ∈ T i are
equivalent, i.e. xi(t) = x¯i(t), and will descend asynchronously
from their neighbors. Because descent directions calculated by
node i are only calculated using information available at times
t ∈ T i, it suffices to show that xi(t) = x¯i(t) at all future t+ ∈ T i.
6At time t both nodes compute eini(t). Node xi uses (23) to
descent in next iterates while node x¯i uses (28). Consider the
update performed by the first node at the next available time t+:
xi(t+) = xi(t) + ǫ
(∑
j∈ni
e
j
i (t)
)
. (29)
Meanwhile, the second node adds descent components as it
receives them for all times between t and t+. At time t+, the
cumulative update performed by the second node is
x¯i(t+) = x¯i(t) + ǫ
∑
k:t+1∈Tk
eki (t) + . . .+ ǫ
∑
k:t+∈Tk
eki (t)
= xi(t) + ǫ
(∑
j∈ni
e
j
i (t)
)
= xi(t+). (30)
As this is true for any node i, we can also say that the full variable
state x(t+) = x¯(t+). Furthermore, if it is true that x(t+) = x¯(t+),
then this will remain the case for all future times t ∈ T i. 
With Proposition 2 we show that the global virtual update is
equivalent to the physical local update. We continue by estab-
lishing the convergence properties of D-BFGS in in both the
synchronous and asynchronous settings.
V. CONVERGENCE ANALYSIS
We analyze the convergence of D-BFGS method performed on
the distributed optimization problem in (1) with objective function
f(x) with gradient components of the form gj(x) = gj(xnj ). To
begin, we make the following assumption on the eigenvalues of
the objective function Hessian,
Assumption 1 The objective function f(x) is twice differentiable
and the eigenvalues of the objective function Hessian are nonneg-
ative and bounded from above by a positive constant 0 < L <∞,
0  ∇2f(x)  LI. (31)
Assumption 1 ensures the objective function f is convex. The
upper bound L on the eigenvalues of the Hessian implies that the
associated gradient g(x) is Lipschitz continuous with parameter
L, i.e. ‖g(x)−g(x′)‖ ≤ L‖x−x′‖. In some instances, we can be
sure that the f(x) is not just convex, but strongly convex. In these
cases, we can show stronger convergence properties of D-BFGS.
We therefore introduce the following second assumption.
Assumption 2 The objective function f(x) is twice differentiable
and the eigenvalues of the objective function Hessian are nonneg-
ative and bounded from above and below by positive constants
0 < µ < L <∞, i.e.
µI  ∇2f(x)  LI. (32)
In addition to Lipschitz continuity, objective functions that satisfy
Assumption 2 are strongly convex with constant µ. As we will
show in Section VI it is possible to derive distributed objective
functions for a common class of problems that are both convex
and strongly convex.
We finally make an assumption regarding the inner product of
neighborhood variable and gradient variations.
Assumption 3 For all i and t, the inner product between the
neighborhood modified variable and gradient vector variations is
strictly positive, i.e. v˜Tni r˜ni > 0.
This assumption is necessary to ensure all local Hessian approxi-
mations are well defined in (12). While this assumption does not
always hold in practice, we use it regardless to simplify analysis.
We stress that, in the case the assumption is violated, setting
Bi(t+1) = Bi(t) (See Remark 1) does not have any bearing on
the proceeding analysis. We proceed to establish the convergence
properties of D-BFGS in convex and strongly convex cases.
A. Synchronous convergence
To discuss the convergence properties of the D-BFGS method
in the synchronous setting, we recall that, as established in
Proposition 1, the global descent of D-BFGS can be formulated as
x(t+1) = x(t)−ǫ(t)[H(t)+ΓI]g(t), where H(t) is a matrix built
from the local Hessian inverse approximation of each node. The
following lemma establishes the positive definiteness of Hi(t) for
all i and t with specific bounds on its eigenvalues.
Lemma 1 Consider the D-BFGS method introduced in (12)-
(14). Further, recall both the positive constants γ and Γ as the
regularization parameters of D-BFGS and the definition of the
global Hessian inverse approximation H(t) =
∑n
i=1H
i(t). The
eigenvalues of the global regularized Hessian inverse approxima-
tion H(t) + ΓI are uniformly bounded as
ΓI  H(t) + ΓI  ∆I, (33)
where ∆ := (Γ + n/γ) and n is the size of network.
Proof: The lower bound on H(t)+ΓI follows immediately from
the fact that H(t) is a sum of positive semidefinite matrices and is
therefore a positive semidefinite matrix with eigenvalues greater
than or equal to 0. The upper bound subsequently follows from
the fact that each Hi(t) have eigenvalues upper bounded by 1/γ,
as the dense submatrix Bi(t)−1  1/γI. Then, the sum of n such
matrices recovers the upper bound in (33). 
In Lemma 1 we show that there exists lower and upper bounds
on the eigenvalues of the Hessian inverse approximation matrix
H(t)+ΓI. From here, it is natural to demonstrate the convergence
of the D-BFGS method in the case of either convex or strongly
convex functions f(x). In the former case, we show sub-linear
convergence of the order of o(1/t) in the proceeding theorem.
Theorem 1 Consider the D-BFGS method introduced in (8)-(14).
If Assumptions 1 and 3 hold and the stepsize ǫ(t) satisfies ǫ(t) <
2Γ/(L∆2), then the dual objective function error f(x(t))−f(x∗)
converges to zero at least in the order of o(1/t), i.e.,
f(x(t))− f(x∗) ≤ o
(
1
t
)
. (34)
Proof: See Appendix A. 
With Theorem 1 we establish the sub-linear convergence of D-
BFGS when the objective function is convex but not strongly
convex. By adding a lower bound on the eigenvalues of the
Hessian, thus implying strong convexity, we can establish linear
convergence as we show in the following theorem.
Theorem 2 Consider the D-BFGS proposed in defined in (8)-
(14). If Assumptions 2 and 3 hold and stepsize is chosen as ǫ(t) <
2Γ/(L∆2), then the sequence of objective function values f(x(t))
7converges to the optimal value f(x∗) at least linearly with some
constant 0 < c < 1, i.e.
f(x(t)) − f(x∗) ≤ ct (f(x(0))− f(x∗)) . (35)
Proof: See Appendix B. 
With Theorem 2 we establish the linear convergence of D-
BFGS in the synchronous setting for a strongly convex objective
function. Due to strong convexity, the linear convergence of the
sequence f(x(t))− f(x∗)→ 0 implies the linear convergence of
the variable ‖x(t) − x∗‖ → 0. We proceed by establishing the
convergence properties of asynchronous D-BFGS.
B. Asynchronous convergence
To establish the convergence of decentralized BFGS in the
asynchronous setting, it is first necessary to assume a limit to
the partial asynchronicity between the nodes.
Assumption 4 There exists an asynchronicity limit 0 < B < ∞
such that, for all i, j, and t,
max{0, t−B + 1} ≤ πij(t) ≤ t. (36)
Assumption 4 implies a number of things. First, a node available
at time t will be available again at least by the time t + B.
Additionally, any nodes is at most B time iterations out of
sync, i.e. node i’s knowledge of xj is at most B descent steps
away from the true state of xj . We further assume that a node’s
communication delay with any other node is bounded by B. There
are also important implications regarding the convergence of the
physical variable update in (22) and (23) with respect to the
convergence of the virtual update in (26) and (27). Specifically,
if the the virtual update has converged by time t∗, any and all
node’s local variables will be locally convergent by time t∗ +B.
It is thus sufficient for us to show convergence properties for the
virtual update in (26). We proceed to show that the asynchronous
D-BFGS algorithm converges with the following theorem.
Theorem 3 Consider the asynchronous D-BFGS method pro-
posed in (22)-(25) and (12)-(13) where x(0) = x0. If Assumptions
1, 3, and 4 hold, then there exists a stepsize ǫ(t) > 0 such that
limt→∞ g(t) = 0.
Proof: See Appendix C. 
With the preceding theorem we demonstrate that in the asyn-
chronous setting the the D-BFGS method will indeed converge
to the optimal point as time goes to infinity.
We now establish a linear rate of convergence of asynchronous
D-BFGS, the rate for synchronous D-BFGS, on a strongly convex
function. For the remaining asynchronous analysis we adjust our
definition of the asynchronous algorithm slightly to ease the
analysis. Given that the discrete time indeces we assign is of our
own construction to model real-world time, we can say without
loss of generality that only at each time t, exactly one node k
executes its descent direction eknk(t), i.e. a single term in (27)
rather than a sum. This is equivalent to the time being discretized
finely enough so that no two nodes complete the computation of
the descent direction at the same time.
To begin, we use an idea used in analysis of incremental
gradient algorithms [28] and first establish a bound on the error
between the the asynchronous gradient used by active node k,
gknk(t), and the kth neighborhood component of the true gradient
gnk(t). This is stated formally in the following lemma.
Lemma 2 Consider the asynchronous D-BFGS algorithm pro-
posed in (22)-(25) and (12)-(13). If Assumptions 2, 3, and 4 hold,
then the norm of the gradient error δnk(t) := gknk(t)− gnk(t) is
upper bounded as
‖δnk(t)‖ ≤ 3ǫm
2
kL
2∆B max
t−2B≤l≤t−1
‖x(l)− x∗‖. (37)
Proof: See Appendix D. 
With this lemma, we establish that the difference between the
synchronous and asynchronous gradient at time t has an upper
bound that is proportional to the maximum distance between
the optimal variable and the previous t − 2B variable states.
This is important in establishing a linear convergence rate for
asynchronous D-BFGS as we show in the proceeding theorem.
Theorem 4 Consider the asynchronous D-BFGS algorithm pro-
posed in (22)-(25) and (12)-(13). If Assumptions 2, 3, and 4 hold,
then with proper choice of stepsize ǫ(t) > 0 such that there exits
an 0 < c < 1 such that the following holds
f(x(t)) − f(x∗) ≤ ct(f(x(0)) − x∗)). (38)
Proof: See Appendix E. 
In Theorem 4 we establish a linear convergence rate for
asynchronous D-BFGS, thus demonstrating that introducing asyn-
chronicity between neighboring nodes does not introduce any
deterioration to the convergence rate. We proceed to show benefits
of D-BFGS numerically by first introducing a common distributed
optimization problem called consensus optimization.
VI. CONSENSUS OPTIMIZATION
A problem that is often solved distributedly is the minimization
of the cost function
∑n
i=1 fi(x˜) where the variable x˜ ∈ Rp is
common but the functions fi : Rp → R are locally available
at node i. This problem can be reformulated into problems that
have the structure in (1). To do so, introduce local variables xi ∈
R
p and the aggregate variable x = [x1; . . . ;xn] ∈ Rnp. The
minimization of the sum
∑n
i=1 fi(x˜) can then be replaced by
x∗ := argmin
x∈Rnp
n∑
i=1
fi(xi), s. t. (I− Z)x = 0, (39)
where the matrix Z ∈ Rnp×np is chosen so that the feasible
variables in (39) satisfy xi = xj for all i, j. A customary choice
of a matrix Z with this property is to make it the Kronecker
product Z := W ⊗ Ip of a weight matrix W ∈ Rn×n and the
identity matrix Ip ∈ Rp×p. The elements of the weight matrix
are wij > 0 if (i, j) ∈ E and wij = 0 otherwise and the weight
matrix W ∈ Rn×n is further assumed to satisfy
W = WT , W1 = 1, null{I−W} = span{1}. (40)
Since null(I − W) = span{1}, it follows that for any vector
x = [x1; . . . ;xn] ∈ Rnp the relation (I − Z)x = 0 holds if and
only if x1 = · · · = xn. This means that the feasible variables in
(39) indeed satisfy xi = xj for all i, j and that, consequently, the
problem in (39) is equivalent to the minimization of ∑ni=1 fi(x˜).
8The problem in (39) does not have the structure in (1), but it
can be transformed into problems with that structure by the use
of penalties in the primal domain, or, alternatively, ascending in
the dual domain. We explain this in the following two sections.
A. Primal domain penalty methods
To transform (39) into a formulation with the structure in (1) we
incorporate the constraint as a penalty term to define the problem
x˜∗ = argmin
x∈Rnp
n∑
i=1
fi(xi)+
1
2α
xT (I−Z)x := argmin
x∈Rnp
φ(x), (41)
where α is a given penalty coefficient. The term (1/2)xT (I −
Z)x is a quadratic penalty that pushes x∗ to the null space of
(I − Z)1/2. Since the null spaces of (I − Z) and (I − Z)1/2 are
identical, this means that x˜∗ is pushed towards the feasible space
of (39) [cf. (40)]. The difference between the solutions x˜∗ of (41)
and x∗ of (39) is of order α; see [16].
To compute the gradient of the function φ(x) that we minimize
in (41), begin by observing that the gradient of the penalty term
is given by ∇[xT (I − Z)x/2] = (I − Z)x. Since the matrix Z
has a block sparsity pattern that matches the sparsity pattern of
the graph, the ith component of this gradient can be written as
∇i[xT (I − Z)x] = xi −
∑
j∈ni
wijxj . As the weights wij sum
up to 1 for any given i, we can simplify the latter to ∇i[xT (I−
Z)x] =
∑
j∈ni
wij(xi − xj). Given that the i component of the
gradient of the first sum is simply ∇iφ(x) = ∇fi(x). Thus,
∇φ(x)i = ∇fi(xi) +
1
α
∑
j∈ni
wij(xi − xj). (42)
The gradients in (42) are locally computable if neighbors ex-
change variables. The corresponding distributed implementation
of gradient descent yields DGD [15]. In our case, (42) is a
statement of the distributed computability of the gradient required
in (1). We use the explicit form in (42) to compute the gradients
in Step 7 of Algorithm 1 or in Step 3 of Algorithm 2 if an asyn-
chronous implementation is preferable. This yields synchronous
and asynchronous implementations of a quasi-Newton version of
DGD. The local estimation of curvature of this quasi-Newton
DGD method results in faster convergence – see Section VII.
B. Dual ascent methods
Introduce the dual variable ν = [ν1; . . . ;νn] ∈ Rnp composed
of multipliers νi ∈ Rp that are associated with node i and define
the Lagrangian of (39) as
L(x,ν) =
n∑
i=1
fi(xi) + ν
T (I− Z)x. (43)
Of importance to our discussion are the primal Lagrangian min-
imizers that we define as x(ν) := argminx L(x,ν). Since Z
has a block sparsity pattern that matches the sparsity pattern
of the graph and the weights wij sum up to 1 for any given
i, we can write the second term in (43) as νT (I − Z)x =∑
i,j∈ni
wijx
T
i (νi − νj). Using this fact we conclude that the
components xi(ν) of the Lagrangian minimizer x(ν) are
xi(ν) = argmin fi(xi) +
∑
j∈ni
wijx
T
i (νi − νj) (44)
The Lagrangian minimizers in (44) can be used to define the dual
function ψ(ν) := L(x(ν),ν) and the corresponding dual problem
as finding the argument that maximizes the dual function,
ν
∗ := argmax
ν
ψ(ν) = argmax
ν
L(x(ν),ν). (45)
The importance of the optimal dual argument in (45) is that the
optimal primal argument x∗ of (39) can be recovered from the
Lagrangian minimizer x(ν∗) := argminx L(x,ν∗) if the primal
functions fi are strongly convex. Another important observation is
that gradients of the dual function can be computed by evaluating
the constraint slack associated with the Lagrangian minimizers.
Specifically, it is not difficult to show that ∇ψ(ν) = (I−Z)x(ν).
Given the block sparsity pattern of Z, these gradients can be
locally computed as
∇iψ(ν) = xi −
∑
j∈ni
wijxj =
∑
j∈ni
wij(xi − xj). (46)
Since the gradients in (46) are functions of neighboring variables
only, the distributed computability required in (39) holds for the
maximization of the dual function in (45). We therefore use (46)
to compute the gradients in Step 7 of Algorithm 1 or in Step
3 of Algorithm 2. This yields synchronous and asynchronous
implementations of a quasi-Newton version of distributed dual
ascent – see Section VII.
VII. NUMERICAL RESULTS
We provide numerical results of the performance of D-BFGS
on the consensus problem for various objective functions and
condition numbers. Simulations are initially performed with the
following convex quadratic objective function of variable x ∈ Rp.
f(x) :=
n∑
i=1
1
2
xTAix+ b
T
i x (47)
where Ai ∈ Rp×p and bi ∈ Rp define the local objective
functions available to node i. We control the problems condition
number by defining the matrices Ai = diag{ai}. For a chosen
condition number 10η, ai is a vector with its p/2 elements chosen
randomly from the interval [1, 101, . . . , 10η/2] and its last p/2 el-
ements chosen randomly from the interval [1, 10−1, . . . , 10−η/2],
resulting in the sum
∑n
i=1Ai having eigenvalues in the range
[n10−η/2, n10η/2]. For the vectors bi, the elements are chosen
uniformly and randomly from the box [0, 1]p. In our simulations
we fix the variable dimension p = 4 and use a d-regular cycle for
the graph, in which d is an even number and nodes are connected
to their d/2 nearest neighbors in either direction. The others
parameters such as condition number 10η and and number of
nodes n are varied by simulation. The regularization parameters
for BFGS are chosen to be γ = 10−2 and Γ = 10−3. In all
experiments, we choose a constant stepsize and attempt to pick the
largest stepsize for which the algorithms are observed to converge.
We demonstrate results with solving (47) using both the dual
and primal formulations in (45) and (41), respectively. The true
optimal point x∗ can be calculated exactly for the quadratic
problem in (47) and we evaluate the average error to be
error(t) :=
1
n
n∑
i=1
‖xi(t)− x∗‖2
‖x∗‖2
. (48)
Note that in the dual domain, we find x(t) as the Lagrangian
maximizer with respect to the corresponding dual variable ν(t).
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Fig. 2: Convergence of D-BFGS, ADMM, and DD in the dual domain
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Fig. 3: Empirical distribution of number of information exchanges needed
to reach error of 10−2 for D-BFGS, ADMM, and DD for quadratic cost
function with condition numbers 1 and 100. For large condition number
the gap between the methods is larger.
A. Synchronous algorithms
We start in by simulating performance in the traditional syn-
chronous setting. We simulate the performance of D-BFGS on
the dual problem in (45) along with the corresponding first order
dual methods, ADMM and DD [29], using respective stepsizes of
0.01, 0.002, and 0.002 on a network of size n = 50, connectivity
d = 4, and condition number parameter η = 2. Fig. 2 shows the
convergence rates of both algorithms in a representative simula-
tion, specifically showing the iteration number vs the average error
to the optimal primal variable. Observe that D-BFGS converges
substantially faster than both first order methods, achieving an
average error of 3×10−4 by iteration 200, while ADMM and DD
just reaches average errors of 0.06 and 0.6 respectively by iteration
200. We present a more comprehensive view of the difference in
convergence times by creating an empirical distribution over a
large number of trials. Because D-BFGS requires twice as many
communications per iteration as ADMM and DD, Fig. 3 shows
histograms of convergence times of each algorithm in terms of
number of local information exchanges. Not only does D-BFGS
outperform ADMM and DD in both cases, but the difference
in convergence times increases with larger condition number. In
particular, there is a factor of 2 between the convergence times of
D-BFGS and ADMM for a condition number of 1 and a factor of
10 for a condition number of 102. The difference in convergence
times between D-BFGS and DD is indeed even more significant.
We numerically evaluate the performance of D-BFGS and DGD
Number of iterations
0 50 100 150 200
er
ro
r
=
1 n
n ∑ i=
1
‖
x
i
−
x
∗
‖
2
‖
x
∗
‖
2
10-2
10-1
100
D-BFGS
DGD
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almost a factor of 10.
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Fig. 5: Empirical distribution of number of information exchanges needed
to reach error of 1.9 × 10−2 for D-BFGS and DGD for quadratic
objective function with condition numbers 1 and 100. The difference
in convergence times increases with larger condition numbers.
on the primal problem in (41), with parameters set as n = 100,
d = 4, p = 4, and η = 2. We additionally set the objective
function penalty parameter α = 10−3. We choose the row
stochastic weight matrix W to be a matrix with diagonal entries
wii = 1/2+1/2(d+1) and off diagonal entries wij = 1/2(d+1)
if j ∈ nj and 0 otherwise. The results of a sample simulation,
with stepsizes of 0.3 and 1 for D-BFGS and DGD respectively,
are shown in Fig. 4. As in the dual domain, D-BFGS converges
substantially faster than its gradient descent counterpart, reaching
an average error of 0.015 by iteration 100, while DGD reaches an
average error of 0.32 by iteration 200. A histogram of convergence
times with respect to local information exchanges over 1000
realizations is shown in Fig. 5. Note in the primal domain D-
BFGS requires 3 exchanges per iteration while DGD requires
1. We observe in this case the difference in convergence times
between D-BFGS and DGD are around a factor of 5 for both
small and large condition numbers.
B. Logistic regression
To evaluate the performance of D-BFGS on problem of more
practical interest, we additionally look at the logistic regression
problem. In logistic regression, we seek to learn a linear classifier
x that can predict the label of a data point vj ∈ {−1, 1} given
a feature vector uj ∈ Rp. To do so, we evaluate for a set of
training samples the likelihood of a label given a feature vector
as P (v = 1|u) = 1/(1+ exp(−uTx)) and find x that maximizes
10
Number of iterations
0 50 100 150 200
N
o
rm
o
f
G
ra
d
ie
n
t
10-6
10-4
10-2
100
102
D-BFGS
DGD
Fig. 6: Convergence of D-BFGS and DGD in the primal domain for a
logistic regression problem.
the log likelihood over all samples. In the distributed setting, it is
often assumed that the training set is large and distributed amongst
n servers, with server i receiving qi samples. It is then the case that
each server i has access to a different objective function given the
training samples {uil}qil=1 and {vil}
qi
l=1. The aggregate objective
function can be defined as
f(x) :=
λ
2
‖x‖2 +
n∑
i=1
qi∑
l=1
log[1 + exp(−vilu
T
ilx)], (49)
where the first term is a regularization term used to reduce
overfitting and is parametrized by λ ≥ 0.
For our simulations we generate a dataset of feature vectors uil
with label vil = 1 from a normal distribution with mean µ and
standard deviation σ+, and with label vil = −1 from a normal
distribution with mean −µ and standard deviation σ−. Each node
i receives qi = 100 samples and the regularization parameters is
fixed to be λ = 10−4. The feature vector parameters are set as
µ = 3 and σ+ = σ− = 1 to make the data linearly separable.
The other parameters we set the same as in earlier simulations,
i.e. n = 100 nodes connected in d = 4-regular cycle with
p = 4. The D-BFGS regularization parameters are chosen as
Γ = γ = 10−1 with stepsizes of 0.3 and 1 for D-BFGS and DGD
respectively. The resulting convergence paths are shown in Fig.
6, in this case shown with respect to the norm of the gradient. D-
BFGS reaches a gradient magnitude of 1.3×10−6 before iteration
200 with DGD reaching a gradient magnitude of 9.1× 10−5.
C. Asynchronous algorithms
We compare the performance of D-BFGS and DD in the
asynchronous setting on dual formulation of the quadratic problem
in (47). The model we use for the asynchronicity is modeled after
a random delay phenomenon in physical communication systems
that creates asynchronous local clocks between servers. Each
server i’s local clock begins at ti0 = t0 and selects subsequent
times as tik = tik−1 + N ik, where N ik is drawn from a normal
distribution with mean µ and standard deviation σ. The standard
deviation effectively controls the level of drift or asynchronicity
between the nodes, i.e. a larger standard deviation will lead to
nodes deviating further from the local clocks of their neighbors.
In our initial experiment, we set n = 50 nodes with dimension
p = 4, condition number parameter η = 1, and network
connectivity d = 4. The D-BFGS regularization parameters are
set to be γ = Γ = 10−1 and use the same stepsizes used in
the synchronous setting (0.01 and 0.002 respectively for D-BFGS
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Fig. 7: Convergence of asynchronous D-BFGS and DD in the dual
domain for a quadratic objective function. The level of asynchronicity
varies between σ = 0.1 and σ = 0.3.
and DD). For our asynchronicity parameters we set µ = 1 and
select two standard deviations σ = 0.1 and σ = 0.3. The resulting
convergence paths are shown in Fig. 7. For this figure the number
of iterations in the x-axis refers to the average error after all nodes
have reached that number of iterations locally. Observe that for
σ = 0.01 D-BFGS outperforms DD, reaching by iteration 200 and
average error of 2.4×10−3 and DD reaching only an average error
of 5.1× 10−2. Further observe that, for the case of σ = 0.3, the
larger drift does not result in a substantially different convergence
time for either method, suggesting that the performance of the
asynchronous algorithms is not very sensitive to changes in the
level of asynchronicity between nodes.
VIII. CONCLUSIONS
We considered the problem of general decentralized optimiza-
tion, in which nodes sought to minimize a cost function while only
being aware of a local strictly convex component. The problem
was solved through the introduction of D-BFGS as a decentralized
quasi-Newton method. In D-BFGS, each node approximates the
curvature of its local cost function and its neighboring nodes to
correct its descent direction. Analytical results were established
in both synchronous and asynchronous versions of the algorithm.
We also showed numerical results on two types of consensus
optimization problems in both the dual and primal domains, in
which significant improvement was observed over alternatives.
APPENDIX A: PROOF OF THEOREM 1
The steps of the proof follows closely those of Proposition 1.3.3
in [30] for gradient descent for (not strongly) convex functions.
Given the Lipschitz continuity of f in (31), we have the following
inequality for f(x(t+ 1)) for constant stepsize ǫ(t) = ǫ:
f(x(t+1)) ≤f(x(t))−ǫg(t)T (H(t) + ΓI)g(t) (50)
+
Lǫ2
2
‖(H(t) + ΓI)g(t)‖2.
Using the lower and upper bounds on the eigenvalues of H(t)+ΓI
for the second and third term, respectively, we can write
f(x(t+ 1)) ≤ f(x(t)) − ǫ‖g(t)‖2
[
Γ−
ǫL∆2
2
]
. (51)
Assume that ǫ satisfies Γ−ǫL∆2/2 > 0. Denote by N ∗ the set of
global minima and distance between x(t) and the set of minima
d(x(t),N ∗) := minx∗∈N∗‖x(t)− x∗‖ (52)
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The convexity of h(x) implies that for any x∗ ∈ N ∗ we
have f(x(t)) ≤ f(x∗) + g(t)T (x(t) − x∗). This inequality in
conjunction with the Cauchy-Swartz inequality implies that
f(x(t)) ≤ f(x∗) + ‖g(t)‖‖(x(t)− x∗‖. (53)
As this holds for all x∗ ∈ N ∗, we can obtain
f(x(t)) − f(x∗) ≤ ‖g(t)‖d(x(t),N ∗). (54)
For notational convenience, define e(t) := f(x(t)) − f(x∗) and
assume without loss of generality that d(x(t),N ∗) 6= 0. Now we
combine the results of (51) and (54) and rearrange terms to get
e(t+ 1) ≤ e(t)
[
1− ǫ
(
Γ−
ǫL∆2
2
)
e(k)
d(x(t),N ∗)2
]
. (55)
The inequality in (55) indeed implies that e(t) ≤ o(1/t). The
details of this derivation are provided in the aforementioned
proposition in [30], which we remove for space considerations.
APPENDIX B: PROOF OF THEOREM 2
Consider the D-BFGS update with constant stepsize x(t+1) =
x(t) − ǫ(H(t) + ΓI)g(t) along with Taylor’s expansion of the
function f in (50). We use the upper and lower bounds on the
eigenvalues of H(t)+ΓI from Lemma 1 and subtract f∗ := f(x∗)
from both sides to upper bound (50) as
f(x(t+1))−f∗≤f(x(t))−f∗−ǫ
[
Γ−
L∆2ǫ
2
]
‖g(t)‖2. (56)
As a result from strong convexity, we have ‖g(t)‖2 ≥
2µ(f(x(t))− f∗). If we choose ǫ < 2Γ/(L∆2), we subsequently
have after rearranging terms
f(x(t+ 1))− f∗ ≤ [f(x(t))− f∗]
[
1− 2µǫ
(
Γ−
L∆2ǫ
2
)]
.
(57)
We obtain linear convergence if 0 < 1−
(
2µΓǫ− µL∆2ǫ2
)
< 1,
which holds for out previous choice of 0 < ǫ < 2Γ/(L∆2).
Expanding (57) t times we achieve the result in (35) with c =
1−
(
2µΓǫ− µL∆2ǫ2
)
.
APPENDIX C: PROOF OF THEOREM 3
The steps of our analysis follow closely that of asynchronous
gradient descent in [27, Proposition 5.1]. Consider the global
virtual descent formulation in (26) and (27). As established in
Proposition 2, this is equivalent to the asynchronous formulation.
The Hessian eigenvalue bounds in (32) allow us to write
f(x(t+ 1)) ≤f(x(t)) + ǫd(t)Tg(t) +
L
2
ǫ2‖d(t)‖2. (58)
We look first at bounding the second term in the summand. Recall
the hat notated gˆk(t) ∈ Rnp, which signifies the local vector
gknk(t) padded with zeros. Further define H
k
nk(t) := B
k(t)−1 +
ΓI. We can then substitute for d(t) and rearrange as follows,
d(t)Tg(t) =− g(t)T
∑
k:t∈Tk
Hˆknk(t)gˆ
k
nk
(t) (59)
=−
∑
k:t∈Tk
gTnk(t)H
k
nk
(t)gknk(t). (60)
We proceed by adding and subtracting the asynchronous gradient
gknk(t) and rearranging terms to obtain
d(t)Tg(t) =
∑
k:t∈Tk
[
− gkTnk (t)H
k
nk(t)g
k
nk(t) (61)
+ (gknk(t)− gnk(t))
THknk(t)g
k
nk(t)
]
.
We bound the first and second terms in summand using the lower
and upper eigenvalue bounds in (18) and the Cauchy-Schwartz
inequality, respectively.
d(t)Tg(t) (62)
≤
∑
k:t∈Tk
[
− Γ‖gknk(t)‖
2 +∆‖gknk(t)− gnk(t)‖‖g
k
nk
(t)‖
]
.
Next, we bound ‖gknk(t)−gnk(t)‖, which represents the difference
between the actual gradient and the asynchronous gradient seen
by node k. Split the norm into its components as
‖gknk(t)− gnk(t)‖ ≤
∑
j∈nk
‖gkj (t)− gj(t)‖. (63)
We bound ‖gkj (t)− gj(t)‖ by noting that they represent compo-
nents of the gradient of the global variable at times t and πkj (t),
‖gkj (t)− gj(t)‖ = ‖∇f(x(π
k
j (t)))j −∇f(x(t))j‖. (64)
This can be bounded using the gradients Lipschitz continuity as
‖gkj (t)− gj(t)‖ ≤ L‖x(π
k
j (t))) − x(t)‖. (65)
Recall the asynchronicity bound B that limits that amount of
time between πkj (t) and t. We proceed in bounding the term on
difference between the global and asynchronous variable as
‖x(πkj (t))) − x(t)‖ ≤ ǫ‖
t−1∑
τ=t−πk
j
(t)
d(τ)‖ ≤ ǫ‖
t−1∑
τ=t−B
d(τ)‖.
From the triangle inequality we obtain then
‖x(πkj (t))) − x(t)‖ ≤ ǫ
t−1∑
τ=t−B
‖d(τ)‖. (66)
We can substitute the results in (66), (65), and (63) back into (62)
and rearrange terms to get
d(t)Tg(t) (67)
≤
∑
k:t∈Tk
[
− Γ‖gknk(t)‖
2 + ǫmkL∆‖g
k
nk
(t)‖
t−1∑
τ=t−B
‖d(τ)‖
]
.
Finally, we can substitute the result in (67) back into (58) to obtain
f(x(t+ 1)) ≤ f(x(t)) +
L
2
ǫ2‖d(t)‖2 −ǫΓ
[ ∑
k:t∈Tk
‖gknk(t)‖
]2
+ ǫ2m¯L∆
∑
k:t∈Tk
‖gknk(t)‖
t−1∑
τ=t−B
‖d(τ)‖, (68)
where we introduce the term m¯ := maxk{mk} for notational
convenience. Note that the third term on the right hand side
was further bounded using the triangle inequality. We simplify
notation by introducing the variable K(t) :=
∑
k:t∈Tk ‖g
k
nk
(t)‖.
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We proceed by bounding ‖d(t)‖ using the triangle inequality as
‖d(t)‖ = ‖
∑
k:t∈Tk
Hˆknk(t)gˆ
k
nk(t)‖ ≤
∑
k:t∈Tk
‖Hknk(t)g
k
nk(t)‖.
Using the upper bound on the eigenvalues of Hknk be then obtain
‖d(t)‖ ≤ ∆
∑
k:t∈Tk
‖gknk(t)‖ = ∆K(t). (69)
Replace ‖d(t)‖ in (68) by the upper bound in (69) to obtain
f(x(t+ 1)) ≤ f(x(t)) −
(
Γǫ− L∆2ǫ2/2
)
K(t)2
+ L∆2ǫ2m¯K(t)
t−1∑
τ=t−B
K(τ). (70)
The last term in (70) can be bounded further using the inequality
|a||b| ≤ a2 + b2 and rearranging terms to obtain
f(x(t+ 1)) ≤ f(x(t)) −
[
Γǫ−
L∆2ǫ2
2
−BL∆2ǫ2m¯
]
K(t)2
+ L∆2ǫ2m¯
t−1∑
τ=t−B
K(τ)2. (71)
By adding the inequality in (71) or all τ between 0 and t, notice
that the last term includes a summation of K(τ)2 from 0 to t,
with each term repeated B times. We then obtain
f(x(t+ 1)) ≤ f(x0)−
[
Γǫ−
L∆2ǫ2
2
− 2BL∆2ǫ2m¯
] t∑
τ=0
K(τ)2.
(72)
Supposing we choose 0 < ǫ < Γ/(L∆2/2 + 2BMm¯∆2), then
the second term in (72) is positive. We subtract optimal value
f∗ from both sides and, noting that f(x(t+ 1)) ≥ f∗, rearrange
terms to obtain
t∑
τ=0
K(τ)2 ≤
f(x0)− f∗
Γǫ− L∆
2ǫ2
2 − 2BL∆
2ǫ2m¯
. (73)
Following the assumption that f(x0)−f∗ is bounded and positive,
we conclude that the limit of the summand in the left hand side
must go to zero,
lim
τ→∞
K(τ) = lim
τ→∞
∑
k:τ∈Tk
‖gk(τ))‖ = 0. (74)
We substitute (74) into (69) to obtain limτ→∞ ‖d(τ)‖ = 0 and by
extension with (66) that limτ→∞ ‖xˆk(τ) − x(τ)‖ = 0 for all k.
The Lipschitz continuity condition that follows from (31) yields
lim
τ→∞
‖gˆk(τ) − g(τ))‖ = 0. (75)
Finally, we conclude from (74) and the partial asynchronicity
assumption that limτ→∞ ‖gˆk(τ)‖ = 0 for all k and, with (75),
we have limτ→∞ ‖g(τ)‖ = 0. Thus, the global virtual variable
x(t) and, by partial asynchronicity, all local xi(t) are convergent.
APPENDIX D: PROOF OF LEMMA 2
The steps of this proof are adapted from Section 3.2 in [28]. We
begin to find an upper bound on the norm of δni(t) by considering
the definition along with the bounds from (63)-(66).
‖δnk(t)‖ = ‖g
k
nk
(t)− gnk(t)‖ ≤ ǫmkL
t−1∑
τ=t−B
‖d(τ)‖
We can subsequently bound ‖δnk(t)‖ using the bound from (69),
‖δnk(t)‖ ≤ ǫmkL∆
t−1∑
τ=t−B
‖gknk(τ)‖. (76)
Using the definition of δ(t) and the triangle inequality on the final
factor and substitute the bound from (65), we then have
‖δnk(t)‖ ≤ ǫmkL∆
t−1∑
τ=t−B
[‖gnk(τ)‖ + ‖enk(τ)‖] .
We bound the second summand with an alternative bound of
‖δnk(t)‖. To do so, we use the bound from (63)-(65) to obtain
‖δnk(t)‖ ≤ ǫmkL∆
t−1∑
τ=t−B
[‖gnk(τ)‖
+ L
∑
j∈nk
‖x(πkj (τ)) − x(τ)‖]. (77)
We proceed in bounding the final term by adding and subtracting
x∗ and then using the triangle inequality to obtain
‖δnk(t)‖ ≤ ǫmkL∆
t−1∑
τ=t−B
[‖gnk(τ)‖ (78)
+ L
∑
j∈nk
(
‖x(πkj (τ)) − x
∗‖+ ‖x∗ − x(τ)‖
)
].
Take the maximum over all time iterations between τ −B and τ
to bound both first and second term in the final sum to obtain
‖δnk(t)‖ ≤ ǫmkL∆
t−1∑
τ=t−B
[‖gnk(τ)‖ (79)
+ 2mkL max
τ−B≤l≤τ
‖x(l)− x∗‖].
To combine terms in the sum in (79), consider that we can bound
the first summand on the right hand side using Lipschitz continuity
and then similarly take the maximum over τ−B ≤ l ≤ τ to obtain
‖δnk(t)‖ ≤ ǫmkL∆
t−1∑
τ=t−B
3mkL max
τ−B≤l≤τ
‖x(l)− x∗‖. (80)
We obtain our final result in (37) by increasing the range of the
maximum to include all t−2B ≤ l ≤ t−1 and summing B times
‖δnk(t)‖ ≤ 3ǫm
2
kM
2∆B max
t−2B≤l≤t−1
‖x(l)− x∗‖. (81)
APPENDIX E: PROOF OF THEOREM 4
Consider the following that results from Lipschitz continuity,
f(x(t+ 1)) ≤ f(x(t)− ǫg(t)Td(t) +
Lǫ2
2
‖d(t)‖2.
We substitute the asynchronous d(t) = −Hˆknk(t)gˆ
k
nk
(t)–where
we again notate by Hknk(t) := B
k(t)−1 + ΓI and k is the active
node at time t–and add and subtract the true gradient g(t) from
the second two terms. After applying the upper eigenvalue bound
of Hknk(t) on the final term and rearranging terms, we obtain
f(x(t+ 1)) ≤ f(x(t))− ǫΓ‖g(t)‖2 + ǫg(t)T Hˆknk(t)(g(t) − gˆ
k
nk(t))
+ ǫ2L∆2‖g(t)‖2 + ǫ2L∆2‖gnk(t)− g
k
nk(t)‖
2.
We can then apply the Cauchy-Schwartz inequality and the upper
eigenvalue bound of Hk(t) to the third term in the previous
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expression. After rearranging terms we have
f(x(t+ 1)) ≤ f(x(t)) − ǫ
(
Γ− ǫL∆2
)
‖g(t)‖2 (82)
+ ǫ∆‖g(t)‖‖δ(t)‖+ ǫ2L∆2‖δ(t)‖2.
We substitute the gradient error bound from (37) into (82),
f(x(t+ 1)) ≤ f(x(t)) − ǫ
(
Γ− ǫL∆2
)
‖g(t)‖2 (83)
+ Cǫ2∆‖g(t)‖ max
t−2B≤l≤t−1
‖x(l)− x∗‖
+ C2ǫ4L∆2( max
t−2B≤l≤t−1
‖x(l)− x∗‖)2,
where we define the constant C := 3m2kM2∆B for notational
convenience. We use the bound given by strong convexity to
bound ‖x(l)− x∗‖ ≤ ‖g(l)‖/µ and combine terms to obtain
f(x(t+ 1)) ≤ f(x(t))− ǫ
(
Γ− ǫL∆2
)
‖g(t)‖2 (84)
+
Cǫ2∆
µ
(
1 + Cǫ2L∆/µ
)
max
t−2B≤l≤t−1
‖g(l)‖2.
Subtract f∗ := f(x∗) from both sides of the inequality. In
addition, we can bound the second and third terms respectively by
the common lower and upper bounds on the gradient norm, i.e.
‖g(t)‖2 ≥ 2µ(f(x(t)) − f∗) and ‖g(t)‖2 ≤ 2L(f(x(t)) − f∗).
After substitution of these bounds, we obtain
f(x(t+ 1))− f∗ (85)
≤ f(x(t)) − f∗ − 2ǫµ
(
Γ− ǫL∆2
)
(f(x(t)) − f∗)
+
2LCǫ2∆
µ
(
1 + Cǫ2L∆/µ
)
max
t−2B≤l≤t−1
(f(x(l))− f∗).
To establish linear convergence, we repeat from [31, Lemma 3].
Lemma 3 Consider the a nonnegative sequence Vt and constants
p, q > 0 satisfying
V (t+ 1) ≤ pV (t) + q max
t−d(t)≤l≤t
V (l). (86)
If p+ q < 1 and 0 ≤ d(t) ≤ dmax for some constant dmax > 0,
then the sequence converges at a linear rate, i.e.
V (t) ≤ (p+ q)
t
1+dmax V (0). (87)
We conclude the proof by restating (85) as follows:
f(x(t+ 1))− f∗ ≤ p(f(x(t)) − f∗) (88)
+ q max
t−2B≤l≤t−1
(f(x(l))− f∗),
where p = 1 − 2ǫµ(Γ − ǫL∆2) and q = 2LCǫ2∆(1 +
Cǫ2L∆/µ)/µ. Choosing ǫ small enough such that p + q < 1
holds, we then have linear convergence as a result of Lemma 3.
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