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SUMMARY
Variance estimation after imputation is an important practical problem in survey sampling.
When deterministic imputation or stochastic imputation is used, we show that the variance of the
imputed estimator can be consistently estimated by a unifying linearize and reverse approach.
We provide some applications of the approach to regression imputation, fractional categorical
imputation, multiple imputation and composite imputation. Results from a simulation study,
under a factorial structure for the sampling, response and imputation mechanisms, show that the
proposed linearization variance estimator performs well in terms of relative bias, assuming a
missing at random response mechanism.
Some key words: Composite imputation; Fractional imputation; Imputed estimator; Multiple imputation; Regression
imputation.
1. INTRODUCTION
Imputation is a process of assigning values for a missing item y, using observed auxiliary
variables x = (x1, . . . , xp)T, to produce a complete dataset. Reasons for conducting imputation
are to facilitate analyses using complete data analysis methods, to ensure that the results ob-
tained by different analyses are consistent with one another, and to reduce nonresponse bias.
Haziza (2009) provides a comprehensive overview of the imputation methods commonly used in
survey sampling.
Variance estimation after imputation is an important practical problem in survey sampling.
Treating the imputed values as if observed and then applying the standard variance estimation
formula often leads to underestimation. Approaches to variance estimation that account for
imputation include the multiple imputation of Rubin (1987), the adjusted jackknife method of
Rao & Shao (1992), the population-model approach of Sa¨rndal (1992) and Deville & Sa¨rndal
(1994) and the fractional imputation method of Fuller & Kim (2005).
In this paper, we discuss a unified approach to linearization variance estimation with imputed
data under an assumed population model for the item y given x and missing at random mechanism.
The parameter in the imputation model is a nuisance parameter in the sense that the main parameter
of interest is the population total of y, not the parameters of the imputation model. A regression
coefficient in the regression imputation scheme is an example of a nuisance parameter. As the
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imputed estimator can be viewed as a function of estimated nuisance parameters in the imputation
model, Taylor expansion methods can be applied to account for the sampling variability of the
estimated nuisance parameter. We call this the linearize and reverse approach because it uses the
Taylor linearization of the imputed estimator with respect to the estimated nuisance parameters
and then applies the reverse approach that is based on an extended definition of the respondents
(Fay, 1992). The implementation of this approach is similar to that of Shao & Steel (1999) and
thus can be viewed as an extension of their method. Furthermore, this approach can be easily
applied to other problems including domain estimation, multiple imputation and composite
imputation involving two or more different imputation methods, depending on the availability of
the components of x .
2. DETERMINISTIC IMPUTATION
Consider a finite population of N elements indexed by U = {1, . . . , N }. Associated with each
element i in the population are two study variables, xi = (xi1, . . . , xip)T and yi , where xi is always
observed and yi is subject to nonresponse. Let s denote the set of indices for the elements in
a sample selected by a probability sampling. Under complete response, we consider a design-
unbiased estimator for the finite population total θN = ∑Ni=1 yi of the form θˆn = ∑i∈s wi yi , where
wi = 1/πi is the design weight assigned to element i and πi > 0 is the inclusion probability for
element i ∈ U . We also assume that
Vˆn =
∑
i∈s
∑
j∈s
i j yi y j (1)
is a design-unbiased estimator of var(θˆn), where i j depends on the joint inclusion probabilities
πi j > 0.
Under nonresponse, we define the response indicator variable for yi as a˜i = 1 if yi is observed
and a˜i = 0 otherwise, (i ∈ s). Conceptually, the definition of a˜i is extended to the entire population
U . That is, we define ai as ai = 1 if yi is observed when unit i is sampled and ai = 0 otherwise,
i ∈ U . Thus, ai = a˜i for i ∈ s and for every possible sample s.
Every method of estimation under missing data requires some assumptions about the population
or response mechanism. There are two approaches to estimation of θN with missing data. Under
the first, the population-model approach, a model for the distribution of the yi is used without
specifying the distribution of the ai . Under the second, the quasi-randomization approach, the
population y-values are treated as fixed and a model for the distribution of the ai is assumed. The
method of Sa¨rndal (1992) is based on the population-model approach that is used in this paper.
To impute for missing data under the population model approach, we assume a model for the
population values yi given xi :
Eζ (yi | xi ) = m (xi ; β0) (2)
for some p-dimensional vector β0, where m(xi ; β) is a known function of xi for given β. The
subscript ζ in (2) denotes that the reference distribution is the superpopulation model. We assume
that the response mechanism is a missing at random response mechanism, i.e. the distribution of
ai depends only on xi . Then, by (2),
Eζ
[
N∑
i=1
ai {yi − m (xi , β0)} h (xi ) | XN , AN
]
= 0
holds for any h(x), where XN = {x1, . . . , xN } and AN = {a1, . . . , aN }.
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Under deterministic imputation, suppose that we use
yˆi = m(xi ; βˆ) (3)
as the imputed value for missing yi based on the model (2), where βˆ is the solution of estimating
equations
Uˆ (β) ≡ N−1
∑
i∈s
wi ai {yi − m(xi ; β)}h(xi ; β) = 0 (4)
for some p-dimensional vector h(xi , β), i.e. Uˆ (βˆ) = 0. We assume that the solution βˆ is unique.
If the variance function varζ (yi | xi ) is specified as varζ (yi | xi ) = σ 2q(xi , β0) for a known func-
tion q(·), then we choose h(xi , β) = m˙(xi , β)/q(xi , β) ≡ hi , where m˙(xi , β) = ∂m(xi , β)/∂β.
This choice is motivated by the quasilikelihood equations for generalized linear models
(McCullagh & Nelder, 1989, Ch. 9). For commonly used population models, hTi is of the
form hTi = (1, hT1i ) in which case we have
∑
i∈s wi ai {yi − m(xi , βˆ)} = 0 from (4). For exam-
ple, the linear regression models (i) m(xi , β) = xTi β with 1 as an element of xi and q(xi , β) = 1,
(ii) m(xi , β) = xiβ and q(xi , β) = xi and (iii) the logistic regression model with 1 as an element
of xi , all satisfy the above property of hTi = (1, hT1i ).
Under deterministic imputation (3), the imputed estimator of the total θN can be written as
θˆI d =
∑
i∈s
wi {ai yi + (1 − ai )m(xi ; βˆ)}. (5)
Theorem 1 below provides some asymptotic properties of the deterministically imputed estimator
θˆI d in (5).
THEOREM 1. Assume that the finite population is a random sample from a superpopulation
model (2) with finite (2 + δ)-th moments of (xi , yi ,mi0, m˙i0, hi0) for some δ > 0, where mi0 =
m(xi ; β0), m˙i0 = m˙(xi ; β0) with m˙(xi ; β) = ∂m(xi ; β)/∂β, hi0 = h(xi ; β0) and β0 satisfies (2).
Assume that the sampling mechanism and the response mechanism are ignorable under the
model (2). Assume that the solution to (4) is unique. Further assume that (i) the sampling design
is such that, for any zi with bounded 2 + δ moments, n var(N−1∑i∈s wi zi | FN ) < K1z for
some K1z > 0, where FN = {z1, . . . , zN }, (ii) for each i , m(xi ; β) and h(xi ; β) are continuous
functions of β in a compact set B containing β0 as an interior point and (iii) for each i , m(xi ; β)
is differentiable with continuous partial derivative m˙(xi ; β) in a compact set containing β0, and∑N
i=1 ai m˙(xi ; β0)hTi0 is nonsingular. Then, the imputed estimator (5) satisfies
n1/2N−1(θˆI d − θ˜I d ) = op(1), (6)
where
θ˜I d =
∑
i∈s
wi [m(xi ; β0) + ai {1 + cTh(xi ; β0)}{yi − m(xi ; β0)}] ≡
∑
i∈s
wiηi (7)
and
c =
{
N∑
i=1
ai m˙ (xi ; β0) h
T
i0
}−1 N∑
i=1
(1 − ai ) m˙ (xi ; β0) . (8)
Theorem 1 states that θˆI d is asymptotically equivalent to θ˜I d in (7). The reference distributions
in (6) are the joint distribution of the superpopulation model (2) and the sampling mechanism,
conditional on the realized values of (xi , ai ) in the population. Proofs of Theorem 1 and of the
asymptotic equivalence of var(θˆI d ) and var(θ˜I d ) may be found in the Appendix.
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To study variance estimation, we use the reverse approach proposed by Fay (1992) and
Shao & Steel (1999). In the reverse approach, the sample respondents sR are regarded as a
sample from the population of possible respondents UR , and we have the representation: Popu-
lation (U) → Responding Population (UR) → Respondents (sR). We apply the reverse approach
to var(θ˜I d ) to get the following decomposition:
var(θ˜I d ) ≡ V1 + V2 + V3,
where
V1 ≡ E
[
E
{
var
(∑
i∈s
wiηi | FN , AN
)
| AN
}]
,
V2 ≡ E
[
var
{
E
(∑
i∈s
wiηi | FN , AN
)
| AN
}]
,
V3 ≡ var
[
E
{
E
(∑
i∈s
wiηi | FN , AN
)
| AN
}]
,
ηi is defined in (7), FN = {y1, . . . , yN }, and AN = {a1, . . . , aN }. The reference distribution in
the conditional expectation given FN and AN is the sampling mechanism treating AN as fixed.
The reference distribution in the conditional expectation given AN is over the superpopulation
model (2) treating AN as fixed. The marginal distribution with respect to AN is over the unknown
response mechanism. Now, by noting that E(
∑N
i=1 ηi | AN ) =
∑N
i=1 m(xi ; β0) does not depend
on the response indicators ai , it follows that V3 = 0 and
var(θ˜I d ) ≡ V1 + V2. (9)
To estimate var(θ˜I d ) in (9), we estimate the two terms, V1 and V2, separately. If β0 were known,
then ηi would be observed for all i ∈ s and V1 could then be estimated by applying the standard
variance estimator formula (1) to the pseudo-values ηi . In practice, we replace β0 by βˆ to get a
plug-in variance estimator,
Vˆ1 =
∑
i∈s
∑
j∈s
i j ηˆi ηˆ j , (10)
where i j is defined in (1) and ηˆi = ηi (βˆ) are the pseudo-values for variance estimation. Using
(7), the pseudo-value ηˆi is given by
ηˆi = m(xi ; βˆ) + ai (1 + cˆThˆi ){yi − m(xi ; βˆ)}, (11)
where hˆi = h(xi , βˆ) and
cˆ =
{∑
i∈s
wi ai m˙(xi ; βˆ)hˆ
T
i
}−1∑
i∈s
wi (1 − ai ) m˙(xi ; βˆ).
If h(xi , β) = hi does not depend on β, then hˆi = hi .
To estimate the second term V2 in (9), we assume that varζ (yi | xi ) = σ 2q(xi ; β0). In this case,
we have
V2 = E
{
var
(
N∑
i=1
ηi | AN
)}
= σ 2E
{
N∑
i=1
ai
(
1 + cThi
)2 q (xi , β0)
}
.
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Thus, a consistent estimator of V2 is given by
Vˆ2 = σˆ 2
∑
i∈s
wi ai
(
1 + cˆThˆi
)2q(xi , βˆ), (12)
where σˆ 2 is asymptotically a design-model unbiased estimator of σ 2. Alternatively, a more robust
estimator of V2 is given by
V˜2 =
∑
i∈s
wi ai
(
1 + cˆThˆi
)2{yi − m(xi , βˆ)}2; (13)
this is consistent for V2 even if varζ (yi | xi ) is mis-specified, unlike Vˆ2.
Using the asymptotic equivalence of var(θˆI d ) and var(θ˜I d ), the variance estimator of θˆI d is
given by Vˆ = Vˆ1 + Vˆ2 or V˜ = Vˆ1 + V˜2, where Vˆ1 is given by (10), Vˆ2 by (12) and V˜2 by (13).
The term V2 is of smaller order than V1 if the overall sampling rate is negligible (Shao & Steel,
1999) and in this case Vˆ ∼= Vˆ1. The actual implementation of the reverse approach under a
negligible sampling rate can be easily carried out by inserting the pseudo-values ηˆi for yi in the
variance estimator (1) for the complete sample case. The pseudo-value (11) takes the form of
ηˆi = yˆi + ai gi (yi − yˆi ), where yˆi = m(xi ; βˆ) and gi = 1 + cˆThˆi is a factor that is greater than
one and accounts for the increase in the variance due to missingness. The choice of gi = 1 in
ηˆi leads to the naive variance estimator that treats imputed values as true values and leads to
underestimation.
The gi satisfy ∑
i∈sR
wi gi m˙(xi ; βˆ) =
∑
i∈s
wi m˙(xi ; βˆ). (14)
Note that
∂
∂β
θ˜I d (β) =
∑
i∈s
wi m˙ (xi ; β) −
∑
i∈sR
wi gi m˙(xi ; β).
Thus, condition (14) is essentially the condition that requires θˆI d be independent of the estimated
nuisance parameter β.
3. ILLUSTRATIONS
3·1. Linear regression imputation
We first consider the case of linear regression imputation, based on a model
Eζ (yi | xi ) = xTi β0, varζ (yi | xi ) = σ 2, (15)
where Eζ and varζ in (15) respectively denote the expectation and variance with respect to the
model and 1 is an element of xi . The imputed estimator θˆI d is given by (5) with m(xi , βˆ) = xTi βˆ,
where βˆ = (∑i∈s wi ai xi xTi )−1(∑i∈s wi ai xi yi ). The pseudo-values for variance estimation can be
written as ηˆi = xTi βˆ + ai (1 + cˆTxi ) (yi − xTi βˆ), where cˆ = (
∑
i∈s wi ai xi xTi )−1
∑
i∈s(1 − ai )wi xi .
Using the fact that 1 is an element of xi , we get
1 + cˆTxi =
( ∑
i∈s wi∑
i∈s wi ai
){
1 + (x¯n − x¯r )TS−xxr (xi − x¯r )
}
, (16)
6 J. K. KIM AND J. N. K. RAO
where
x¯n =
(∑
i∈s
wi
)−1∑
i∈s
wi xi ,
x¯r =
(∑
i∈s
wi ai
)−1∑
i∈s
wi ai xi ,
Sxxr =
(∑
i∈s
wi ai
)−1∑
i∈s
wi ai (xi − x¯r )(xi − x¯r )T,
and S−xxr is a generalized inverse of Sxxr . Note that 1 + cˆTxi is unique for any choice
of generalized inverse. Here, 1 + cˆTxi is the inflation factor to account for the contribu-
tion of unit i in the deterministic imputation. The inflation factor 1 + cˆTxi in (16) satisfies∑
i∈AR wi (1 + cˆTxi )(1, xTi ) =
∑
i∈s wi (1, xTi ), which is a special case of (14).
3·2. Ratio imputation
Ratio imputation is based on a linear regression model given by
Eζ (yi | xi ) = β0xi , varζ (yi | xi ) = σ 2xi . (17)
This model is often called the ratio model. The imputed estimator is given by (5) with m(xi , βˆ) =
βˆxi , where βˆ = (∑i∈s wi ai xi )−1∑i∈s wi ai yi . Noting that hˆi = hi = 1 under the ratio model
(17), it is readily seen that
ηˆi = βˆxi + ai (1 + cˆ) (yi − βˆxi ), (18)
where cˆ = (∑i∈s wi ai xi )−1∑i∈s wi (1 − ai )xi . Expression (18) agrees with the pseudo-value ξˆi ,
equation (14) in Shao & Steel (1999), who obtained their (14) after several non-obvious steps,
whereas our unified approach leads to (18) in a routine manner.
3·3. Domain estimation
The proposed linearization method can also be applied to the estimation of a subpopulation,
also called domain, total θz = ∑Ni=1 zi yi , where zi = 1 if i belongs to the domain and zi = 0
otherwise. The indicator variables zi are observed for the sample units i ∈ s. The complete sample
domain estimator can be written as θˆz = ∑i∈s wi zi yi . The imputed domain estimator under the
linear regression model (15) is given by θˆI,z = ∑i∈s wi zi {ai yi + (1 − ai )xTi βˆ}· The estimator θˆI,z
is design-model unbiased under (15). The pseudo-values ηˆi,z for variance estimation are given
by ηˆi,z = zi xTi βˆ + ai (zi + cˆTz xi ) (yi − xTi βˆ), where cˆz = (
∑
i∈s wi ai xi xTi )−1
∑
i∈s wi zi (1 − ai )xi .
The pseudo-values ηˆi,z under the ratio model (17) are obtained similarly.
4. STOCHASTIC IMPUTATION
4·1. Variance estimation
The proposed method is now extended to stochastic imputation. Let y∗i be the imputed value
of a missing yi under a stochastic imputation method such that EI (y∗i ) = m(xi ; βˆ) ≡ mˆi , the
imputed value from a deterministic imputation, and EI denotes the conditional expectation over
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the imputation mechanism. We define the stochastically imputed estimator as
θˆI =
∑
i∈s
wi {ai yi + (1 − ai )y∗i }, (19)
where the imputed values, y∗i , are independently generated. Note that EI (θˆI ) = θˆI d , where θˆI d is
given by (5). The total variance of θˆI in (19) is decomposed as
var(θˆI ) = var(θˆI d ) + varI (θˆI − θˆI d ), (20)
where varI denotes conditional variance over the imputation mechanism. The first term, V (θˆI d ), in
(20) can be estimated from the linearization method by Vˆ or V˜ given in § 3. To estimate the second
term, var(θˆI − θˆI d ), in (20), note that EI (θˆI − θˆI d ) = 0 and var(θˆI − θˆI d ) = E{varI (θˆI − θˆI d )}.
Since θˆI − θˆI d = ∑i∈s wi (1 − ai )(y∗i − mˆi ), we have
varI (θˆI − θˆI d ) =
∑
i∈s
w2i (1 − ai )(y∗i − mˆi )2 ≡ V ∗, (21)
noting that the y∗i are independently generated. The total variance of θˆI is now estimated by
Vˆ + V ∗ or V˜ + V ∗, where V ∗ is given by (21).
4·2. Hot deck imputation
The proposed approach to variance estimation can be applied to estimate the variance of the
imputed estimator under hot deck imputation within imputation cells, where the imputed values
are randomly selected with replacement from the respondents in the same cell. The underlying
population model for hot deck imputation within cells is the cell mean model; see Kim & Fuller
(2004). Under hot deck imputation, EI (y∗i ) = (
∑
i∈sg wi hiai )
−1(
∑
i∈sg wi hiai yi ) ≡ y¯rg for the
imputed value y∗i in cell g, where sg is the set of sample indices in cell g and the donors
are selected with probability proportional to wi hi . The choice of hi = 1 leads to the weighted
hot deck imputation considered in Rao & Shao (1992) and hi = w−1i leads to unweighted hot
deck imputation. The pseudo-values in cell g for variance estimation can be written as ηˆi =
y¯rg + ai (1 + cˆg) (yi − y¯rg), where cˆg = (∑i∈sg wi hiai )−1∑i∈sg wi (1 − ai ). The pseudo-values
are applied to (10) to get Vˆ1 and V2 is estimated by V˜2 in (13) with m(xi ; βˆ) replaced by y¯rg. For
the hot deck imputation, the total variance of θˆI is now estimated by Vˆ1 + V˜2 + V ∗, where V ∗ is
given by (21) with mˆi = m(xi ; βˆ).
4·3. Multiple imputation
The proposed approach to variance estimation can also be used to estimate the variance of
the imputed estimator under the multiple imputation approach of Rubin (1987). In multiple
imputation, M imputed values, y∗(1)i , . . . , y
∗(M)
i , are generated independently for each miss-
ing item yi , and the imputed estimator of θN is obtained as θˆMI = M−1∑Mk=1 θˆ (k)I , where
θˆ
(k)
I =
∑
i∈s wi {ai yi + (1 − ai )y∗(k)i }. Again, EI (θˆMI ) = θˆI d provided EI {y∗(k)i } = mˆi . Hence,
the variance decomposition (20) still holds with θˆI changed to θˆMI . In Rubin (1987), the first
term, var(θˆI d ), in (20) is estimated by WM + BM , where WM is the average of the M naive variance
estimators of the θˆ (k)I and BM = (M − 1)−1
∑M
k=1(θˆ
(k)
I − θˆMI )2. The second term varI (θˆI − θˆI d )
in (20) for θˆI = θˆMI is unbiasedly estimated by M−1BM . Rubin’s variance estimator is theoreti-
cally justified when
var(θˆI d ) = var(θˆn) + var(θˆI d − θˆn), (22)
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where θˆn is the complete sample estimator of θN . Meng (1994) called assumption (22) the
‘congeniality’ assumption. Fay (1992) and Kim et al. (2006) discussed situations where the
congeniality assumption does not hold and thus WM + BM can be biased for var(θˆI d ). For
example, the congeniality condition (22) is not satisfied for domain estimation when the domains
are not specified at the imputation stage. On the other hand, the proposed linearization approach
in § 3 can be used to estimate var(θˆI d ) or var(θˆI,z) without the congeniality condition (22). Thus,
a valid estimator of var(θˆMI ) is given by VˆM I = Vˆ + M−1BM or V˜M I = V˜ + M−1BM , where Vˆ
and V˜ are consistent estimators of var(θˆI d ).
4·4. Binary response
We now consider the case of a binary response yi taking the values 1 or 0 and obeying the logistic
linear regression model yi | xi ∼ Ber{mi = m(xi ; β0)}, where log{mi/(1 − mi )} = xTi β0 and 1 is
an element of xi . In this case, Eζ (yi | xi ) = m(xi , β0) and varζ (yi | xi ) = q(xi , β0) = mi (1 − mi ).
The estimator βˆ is obtained iteratively from the estimating equations
Uˆ (β) =
∑
i∈s
wi ai {yi − m (xi , β)} xi = 0, (23)
noting that m˙(xi , β0) = mi (1 − mi )xi , Vζ (yi | xi ) = mi (1 − mi ) and hi = xi .
Stochastic hot deck imputation for the binary response case is implemented by imputing
y∗i = 1 for missing yi with probability mˆi = m(xi , βˆ) and y∗i = 0 with probability 1 − mˆi . This
method satisfies the condition EI (y∗i ) = mˆi . The imputed estimator θˆI is given by (19). For
variance estimation, it follows from (11) and the above expressions for m˙ (xi , β) and hi that the
pseudo-value ηˆi is given by
ηˆi = mˆi + ai (1 + cˆTxi ) (yi − mˆi ) , (24)
where
cˆ =
{∑
i∈s
wi ai mˆi (1 − mˆi )xi xTi
}−1∑
i∈s
wi (1 − ai )mˆi (1 − mˆi )xi .
Using the ηˆi given by (24), we obtain Vˆ or V˜ , and V ∗ is given by (21). Thus, the total variance
of θˆI is given by Vˆ + V ∗ or V˜ + V ∗.
The component V ∗ due to stochastic imputation can be eliminated by using fractional impu-
tation (Kim & Fuller, 2004) with M = 2 fractions as follows: impute y∗i = 1 for missing yi with
fractional weight mˆi = m(xi , βˆ) and y∗i = 0 with fractional weight 1 − mˆi . The data file under
fractional imputation will report real values 1 and 0 with associated fractions mˆi and 1 − mˆi for
a missing yi , unlike the data file under deterministic imputation reporting y∗i = mˆi . The imputed
estimator θˆF I of the total θN under fractional imputation reduces to θˆI d that uses deterministic
imputation y∗i = mˆi because 1(mˆi ) + 0(1 − mˆi ) = mˆi . Hence, the stochastic component V ∗ is
eliminated for θˆI d and the total variance of θˆI d is estimated by Vˆ or V˜ using the pseudo-values
ηˆi given by (24).
For the estimation of a domain total, θN ,z , the imputed estimator is given by θˆF I,z =∑
i∈s wi zi {ai yi + (1 − ai )mˆi }. The linearization variance estimator under fractional imputation
is obtained from the pseudo-values ηˆi,z = zi mˆi + ai (zi + cˆTz xi ) (yi − mˆi ), where
cˆz =
{∑
i∈s
aiwi mˆi (1 − mˆi ) xi xTi
}−1∑
i∈s
(1 − ai ) wi mˆi (1 − mˆi ) zi xi .
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Note that EI (y∗i ) = mˆi , as stipulated in § 4. The imputed estimator of a domain mean, θ¯N ,z =
(
∑N
i=1 zi )−1θN ,z , is given by (
∑
i∈s wi zi )−1θˆF I,z . The associated linearization variance estimator
is obtained from the pseudo-values
η˜i,z =
(∑
i∈s
wi zi
)−1⎧⎨
⎩ηˆi,z −
(∑
i∈s
wi zi
)−1
θˆF I,z
⎫⎬
⎭ . (25)
5. COMPOSITE IMPUTATION
Consider three items, xi , yi and zi , for each unit i . Assume that zi is always observed while
xi and yi are subject to missingness. The parameter of interest is the population total, θN , of y
and it is estimated by θˆ = ∑i∈s wi yi under complete response, as before. Under the presence of
missing data, the sample s can be written as s = sRR ∪ sRM ∪ sMR ∪ sMM, where sRR, sRM, sMR
and sMM respectively denote the sample elements for which both xi and yi are observed, only yi
is missing, only xi is missing, and both xi and yi are missing. Also, define sR+ = sRR ∪ sRM and
sM+ = sMR ∪ sMM.
Under the above set-up, we consider composite imputation based on the linear regression
model given by
Eζ (yi | xi , zi ) = βy|x xi Eζ (xi | zi ) = βx |zzi . (26)
The nuisance parameters, βy|x and βx |z , in (26) are estimated from the estimating equations
Uˆ1(βy|x ) ≡
∑
i∈sRR
wi (yi − βy|x xi ) = 0
and
Uˆ2(βx |z) ≡
∑
i∈sR+
wi (xi − βx |zzi ) = 0,
leading to
βˆy|x =
⎛
⎝∑
i∈sRR
wi xi
⎞
⎠
−1 ∑
i∈sRR
wi yi , βˆx |z =
⎛
⎝∑
i∈sR+
wi zi
⎞
⎠
−1 ∑
i∈sR+
wi xi .
The estimators βˆy|x and βˆx |z are model unbiased for βy|x and βx |z , respectively. Based on the
estimators βˆy|x and βˆx |z , the proposed composite imputation involves the following two steps.
(i) If i ∈ sRM, impute yi by yˆi = βˆy|x xi where βˆy|x = (∑i∈sRR wi xi )−1∑i∈sRR wi yi . (ii) If i ∈
sMM, impute yi by y˜i = βˆy|x xˆi where xˆi = βˆx |zzi and βˆx |z = (∑i∈sR+ wi zi )−1∑i∈sR+ wi xi , where
sR+ = sRR ∪ sRM. Thus, y˜i = βˆy|x βˆx |zzi .
The imputed estimator under the above composite imputation can be written as
θˆI = θˆI (βˆy|x , βˆx |z) =
∑
i∈s+R
wi yi +
∑
i∈sRM
wi xi βˆy|x +
∑
i∈sMM
wi zi βˆy|x βˆx |z, (27)
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where s+R = sRR ∪ sMR. The imputed estimator (27) is design-model unbiased under the model
(26).
To apply the linearization approach under the proposed composite imputation, using the lin-
earization formula
θˆI (βˆ) ∼= θˆI (β0) − E
{
∂θˆI (β0)
∂βT
}[
E
{
∂Uˆ (β0)
∂βT
}]−1
Uˆ (β0), (28)
where β = (βy|x , βx |z)T and Uˆ = (Uˆ1, Uˆ2)T, we have
θˆI ∼=
∑
i∈sRR
wi {xiβy|x + c1x (1 + c2z) (yi − xiβy|x ) + βy|xc2z(xi − βx |zzi )}
+
∑
i∈sRM
wiβy|x{xi + c2z(xi − βx |zzi )} +
∑
i∈sMM
wi ziβy|xβx |z,
where
c1x =
E
(∑
i∈sR+ wi xi
)
E
(∑
i∈sRR wi xi
) , c2z = E
(∑
i∈sMM wi zi
)
E
(∑
i∈sR+ wi zi
) .
Therefore, the pseudo-values for variance estimation, based on the linearization approach, are
given by
ηˆi =
⎧⎪⎨
⎪⎩
xi βˆy|x + cˆ1x (1 + cˆ2z)(yi − xi βˆy|x ) + βˆy|x cˆ2z(xi − βˆx |zzi ), i ∈ sRR,
βy|x{xi + cˆ2z(xi − βˆx |zzi )}, i ∈ sRM,
zi βˆy|x βˆx |x , i ∈ sMM,
where cˆ1x = ∑i∈sR+ wi xi/∑i∈sRR wi xi , cˆ2z = ∑i∈sMM wi zi/∑i∈sR+ wi zi .
The resulting linearization variance estimator is approximately design-model unbiased because
both the design-model expectation of Uˆ1(βy|x ) and that of Uˆ2(βx |z) are zero under the model (26).
6. SIMULATION STUDY
We performed a simulation study to validate the proposed linearization method. In the simula-
tion, B = 5000 finite populations, of size N = 10 000, were first generated independently from
an infinite population specified by xi ∼ N (3, 1), yi | xi ∼ Ber{mi = m(xi , β0)}, ui | (xi , yi ) ∼
N (2 + 0·5xi , 0·75) and zi | (xi , yi , ui ) ∼ Ber (0·4), where log{mi/(1 − mi )} = 0·5xi − 2 with
β0 = (−2, 0·5)T. Among the four variables (xi , yi , zi , ui ), only yi is subject to missingness. A
sample of size n = 100 was then selected from each of the 5000 simulated finite populations.
The simulation set-up employed a 2 × 3 × 3 factorial structure with three factors. Factor 1
refers to the sampling mechanism with two levels, where level 1 denotes simple random sampling
and level 2 refers to sampling with probability proportional to size ui . Factor 2 corresponds to the
response mechanism given by ai ∼ Ber(πi ), where logit(πi ) = φ0 + φ1(xi − 3) + φ2|xi − 3|.
The three levels of factor 2 are specified by (a) φ1 = 0, φ2 = 0, (b) φ1 = 1, φ2 = 0 and (c)
φ1 = 0, φ2 = 1. In each case, φ0 is determined to achieve 70% overall response rate. Factor 2
refers to the imputation mechanism with three levels specified by (a) multiple imputation of
Rubin (1987) with M = 5, (b) fractional imputation using y∗i = 1 with fractional weight mˆi and
y∗i = 0 with fractional weight 1 − mˆi , where mˆi = m(xi , βˆ) and βˆ is obtained iteratively from
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Table 1. Relative bias of linearized variance estimators
Parameter Sampling design Response mechanism % Relative bias
FI HD
a 2·74 1·36
SRS b 0·09 −0·85
Population mean c −2·68 −0·61
a 3·96 2·11
PPS b 5·58 5·36
c 3·97 5·08
a 2·11 0·45
SRS b 1·59 −0·02
Domain mean c −3·49 −0·63
a 2·11 1·83
PPS b 3·52 2·96
c 0·56 1·00
FI, fractional imputation; HD, hot deck; SRS, simple random sampling; PPS, probability proportional to size sampling;
a, b and c correspond to the cases (φ1 = 0, φ2 = 0), (φ1 = 1, φ2 = 0) and (φ1 = 1, φ2 = 1), respectively.
the estimating equations (23), and (c) hot deck imputation based on y∗i generated from Ber(mˆi ).
In the case of multiple imputation, a vector β∗ was first generated from
β∗ ∼ N
⎡
⎣βˆ,
{∑
i∈s
ai mˆi (1 − mˆi ) (1, xi ) (1, xi )T
}−1⎤⎦ .
From the generated β∗, an imputed value y∗i for missing yi was then generated as y∗i ∼ Ber(m∗i ),
where m∗i = m(xi , β∗). This process was repeated M = 5 times independently to generate the
imputed values y∗(1)i , . . . , y
∗(5)
i .
The linearization variance estimator is given by Vˆ for fractional imputation and Vˆ + V ∗ for
hot deck imputation, where the pseudo-value ηˆi is given by (24) in the case of the population
mean and by (25) for the domain mean. Table 1 presents the simulated values of the relative
bias of the variance estimator under the specified factorial structure. The size of simulation error
for the values reported in Table 1 is about 0·2%. Table 1 shows that the absolute values of the
relative bias are all small, less than 4%. Table 2 compares the relative bias of Rubin’s variance
estimator WM + (1 + M−1)BM , and the linearization variance estimator Vˆ + M−1BM , in the
case of multiple imputation. The size of simulation error for the relative bias of linearization
variance estimator reported in Table 2 is about 0·2% but it is larger for the relative bias of Rubin’s
variance estimator because it has fewer degrees of freedom. For example, assuming 16 degrees
of freedom, the simulation error is about 0·5%. Table 2 shows that the values of absolute relative
biases of the linearization variance estimators are small in all the cases, less than 7%. On
the other hand, Rubin’s variance estimator leads to large values of absolute relative bias in the
case of domain mean, ranging from 28% to 34%. The congeniality condition (22) is not satisfied
here because the domains are not specified at the design stage, thus leading to large relative bias.
7. CONCLUDING REMARKS
For simplicity, we have focused on imputed estimators based only on the design weights and
derived a linearization variance estimator based on the pseudo-values ηˆi given by (11). However,
our results can readily be extended to imputed estimators based on calibration weights, w˜i , sat-
isfying the calibration constraints
∑
i∈s w˜i xCi =
∑
i∈U xCi , where the xCi are some calibration
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Table 2. Relative bias of Rubin’s variance estimator and the linearization variance estimators
for multiple imputation
Parameter Sampling design Response mechanism % Relative bias
R L
a 1·07 2·90
SRS b −0·29 1·42
Population mean c −3·96 −2·09
a −2·52 4·95
PPS b 0·50 7·00
c −2·48 5·45
a 34·25 2·37
SRS b 31·08 2·28
Domain mean c 27·55 −3·41
a 27·97 2·63
PPS b 32·41 4·61
c 27·93 1·75
R, Rubin’s variance estimator; L, linearization variance estimator; SRS, simple random sampling; PPS, probability
proportional to size sampling; a, b and c correspond to the cases (φ1 = 0, φ2 = 0), (φ1 = 1, φ2 = 0) and (φ1 =
1, φ2 = 1), respectively.
variables with known total
∑
i∈U xCi obtained from external sources. The linearization variance
estimator corresponding to Vˆ1, given by (10), can be obtained from standard formulae for calibra-
tion estimators in the complete-data case by substituting ηˆi for yi . The component corresponding
to Vˆ2 is obtained by changing the design weight wi in (13) to the corresponding calibration weight
w˜i . In the case of stochastic imputation, the additional component is given by (21) with the design
weight wi changed to the calibration weight w˜i . Davison & Sardy (2007) heuristically obtained
linearization variance estimators in the case of calibration estimators under deterministic linear
regression imputation for stratified random sampling.
We have derived the linearization (28) under the population model approach, but it can also
be justified under the quasi-randomization approach as long as E{Uˆ (β0)} = 0 holds under the
quasi-randomization approach. Variance estimation under the quasi-randomization approach is
under investigation.
The proposed linearization method of variance estimation may need modification when θˆn is
not linear in the yi , such as the quantiles. Moreover, the proposed method, as it stands, does not
cover nearest neighbour imputation (Chen & Shao, 2001).
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APPENDIX
Proofs
Proof of Theorem 1. First, define U (β) = E{Uˆ (β) | XN , AN } where XN = {x1, . . . , xN } and AN =
{a1, . . . , aN }. Here, the expectation is taken with respect to the joint distribution of the superpopulation
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model (2) and the sampling mechanism. Note that β0 satisfies U (β) = 0. To prove Theorem 1, we need
the following two lemmas.
LEMMA 1. Under conditions 1 and 2 of Theorem 1, we have
βˆ − β0 = op(1). (A1)
Proof of Lemma 1. The pointwise convergence of Uˆ (β) toU (β) in probability follows from condition 1.
By condition 2 and the compactness of B, the convergence is uniform, i.e.
sup
β∈B
|Uˆ (β) − U (β)| = op(1). (A2)
By the continuity of U (β) in B, given any  > 0, there exists a δ > 0 such that
pr(|βˆ − β0| > ) pr{|U (βˆ) − U (β0)| > δ}
holds. Further,
pr{|U (βˆ) − U (β0)| > δ}  pr{|Uˆ (βˆ) − U (βˆ)| > δ/2} + pr{|Uˆ (βˆ) − U (β0)| > δ/2}
 pr
{
sup
β∈B
|Uˆ (β) − U (β)| > δ/2
}
+ 0
because Uˆ (βˆ) = U (β0) = 0. Thus, using (A2), the consistency property (A1) follows.
LEMMA 2. Under conditions 1–3 of Theorem 1,
βˆ − β0 = −{H (β0)}−1 Uˆ (β0) + op(n−1/2), (A3)
where H (β) = ∂U (β) /∂β. 
Proof of Lemma 2. Since (A1) holds, we can apply the mean value theorem
Uˆ (βˆ) − Uˆ (β0) = Hˆ (β∗)(βˆ − β0), (A4)
where Hˆ (β) = ∂Uˆ (β)/∂β and β∗ is a point between βˆ and β0. By conditions 1 and 2, we can establish the
pointwise convergence of Hˆ (β) to H (β) in probability.
Using the fact that B is a compact set and Hˆ (β) and H (β) are uniformly continuous in B, we can apply
the argument used for (A2) to get the uniform convergence of Hˆ (β) to H (β) in probability. Thus, by the
continuity of H (β), we have
Hˆ (β∗) = H (β0) + op(1). (A5)
Thus, by (A5) and Uˆ (βˆ) = 0, (A4) reduces to
− n1/2Uˆ (β0) = n1/2H (β0)(βˆ − β0) + op
(
n1/2‖βˆ − β0‖
)
. (A6)
By the Cauchy–Schwarz inequality and (A6),
n1/2‖βˆ − β0‖  ‖H−1 (β0) ‖‖n1/2H (β0)(βˆ − β0)‖
= Op(1) + op
(
n1/2‖βˆ − β0‖
)
,
which implies n1/2-consistency of βˆ. Thus, (A6) reduces to
− n1/2Uˆ (β0) = n1/2H (β0) (βˆ − β0) + op(1). (A7)
Hence, (A3) follows from (A7). 
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Proof of (6). To prove (6), first define θˆI (β) =
∑
i∈s wi {ai yi + (1 − ai )m(xi ; β)} and consider the
class of estimators θˆ (β, k) = θˆI (β) + NkTUˆ (β), where Uˆ (β) is given by (4). Note that
θˆ (β, k) =
∑
i∈s
wi [m(xi ; β) + ai {1 + kTh(xi ; β)}{yi − m(xi ; β)}],
which can be expressed as θˆ (β, k) =∑i∈s wiηi (β, k) for some ηi (β, k) that is a known function of
(xi , yi , ai ) up to β and k.
We now find a particular choice of k, say k∗, such that
θˆ (βˆ, k∗) = θˆ (β0, k∗) + op(n−1/2N ). (A8)
Thus, if condition (A8) holds, then the effect of estimating β can be safely ignored by choosing k = k∗.
Since θˆ (βˆ, k) = θˆI d for all p-dimensional vectors k, (A8) implies that
θˆI d = θˆ (β0, k∗) + op(n−1/2N ). (A9)
To find k∗ that satisfies (A8), using the theory of Randles (1982), noting that √ n(βˆ − β0) = Op(1) by
(A3), the asymptotic equivalence (A8) holds if E{∂θˆ (β, k∗)/∂β | β = β0} = 0, which in turn holds if
k∗ = −N−1
⎡
⎣E
⎧⎨
⎩∂Uˆ (β)
T
∂β
∣∣∣∣∣
β=β0
⎫⎬
⎭
⎤
⎦
−1
E
⎧⎨
⎩∂θˆI (β)∂β
∣∣∣∣∣
β=β0
⎫⎬
⎭ = c, (A10)
where E (·) denotes the design-model expectation and c is given by (8). The result (6) now follows from
(A9) and (A10), noting that θˆ (β0, k∗) = θ˜I d . 
Asymptotic equivalence of var(θˆI d ) and var(θ˜I d ). The variance of θˆI d is asymptotically equivalent to
the variance of θ˜I d if
var(θˆI d ) = var(θ˜I d ) + o
(
N 2
n
)
. (A11)
To prove (A11), we need to establish the following steps.
Step 1.
E
{
n(βˆ − β0)2
} = O(1). (A12)
Step 2.
θˆI d = θˆI d (β0) + Qˆ (β0) (βˆ − β0) + Zn, (A13)
where Qˆ(β) = ∂θˆI d (β)/∂β and E(Z2n) = O(n−2N 2).
Step 3.
θˆI d = θ˜I d + Wn + Zn, (A14)
where E(W 2n ) = O(n−2N 2) and Zn is defined in (A13).
Step 4. E{(θˆI d − θ˜I d )} = O(n−1N ) and E{(θˆI d − θ˜I d )2} = o(n−1N 2).
Proof of Step 1. By the mean value theorem,
0 = Uˆ (βˆ) = Uˆ (β0) + Hˆ (β∗) (βˆ − β0)
= Uˆ (β0) + H (β0) (βˆ − β0) + {Cˆ(β0) + Dˆ(β∗)}(βˆ − β0), (A15)
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where Hˆ (β) = ∂Uˆ (β)/∂β, H (β) = ∂U (β)/∂β, Cˆ(β) = Hˆ (β) − H (β) and Dˆ(β∗) = Hˆ (β∗) − Hˆ (β0). By
the Cauchy–Schwarz inequality,
E[{Cˆ(β0) + Dˆ(β∗)}(βˆ − β0)] [E{Cˆ(β0) + Dˆ(β∗)}2E(βˆ − β0)2]1/2.
Note that E{Cˆ2(β0)} = o(1). Write
Dˆ(β) = N−1
∑
i∈S
wi ai {u˙(xi , yi ; β) − u˙(xi , yi ; β0)},
where u˙(xi , yi ; β) = ∂u(xi , yi ; β)/∂β and u(xi , yi ; β) = {yi − m(xi , β)}h(xi ; β). By the continuity of
u˙(xi , yi ; β), given any  > 0, there exists a δ > 0 such that
E{Dˆ2(β)}  N−1
N∑
i=1
ai {u˙(xi , yi ; β) − u˙(xi , yi ; β0)}2 /2 (A16)
holds for all β such that |β − β0| δ. Also, by the uniform continuity of u˙(xi , yi ; β) in B,
E
{
sup
β∈B
Dˆ2 (β)
}
 KD (A17)
for some KD . Then, by β∗ − β0 = op (1) for the δ > 0 satisfying (A16), we can find n0 = n0 (δ) such that
pr(|β∗ − β0| > δ) /2KD (A18)
for all n  n0. Thus, for all n  n0,
E{Dˆ2(β∗)}  |E{Dˆ2(β∗) | β∗ ∈ B(β0, δ)}| + KDpr{β∗ /∈ B(β0, δ)} , (A19)
by (A16), (A17) and (A18), where B(β0, δ) = {β; |β − β0| < δ}. Thus, we have
E[{Cˆ(β0) + Dˆ(β∗)}2] = o(1)
and, by (A15),
βˆ − β0 = −[H (β0) + o(1)]−1Uˆ (β0).
Now, noting that H (β0) = O(1) and E{Uˆ (β0)2} = O(n−1), we get (A12).
Proof of Step 2. By the second-order Taylor expansion,
θˆI d = θˆI d (β0) + Qˆ(β0) (βˆ − β0) + 0·5(βˆ − β0)T Aˆ(β∗) (βˆ − β0),
where Qˆ(β) = ∂θˆI d (β)/∂β and Aˆ(β) = ∂2θˆI (β)/(∂β∂βT). Now, letting
Zn = 0·5(βˆ − β0)T Aˆ(β∗) (βˆ − β0),
we have
Zn = 0·5(βˆ − β0)T Aˆ(β0) (βˆ − β0) + 0·5(βˆ − β0)T{ Aˆ(β∗) − Aˆ(β0)}(βˆ − β0)
≡ (βˆ − β0)T(Zn1 + Zn2) (βˆ − β0).
Using the same argument for establishing (A19), it can be shown that E(Z2n1) = O(N 2) and E(Z2n2) =
o(N 2). Now, using (A12), we have E(Zn) = O(n−1N ) and (A13). 
Proof of Step 3. Using βˆ − β0 = −Hˆ−1(β∗)Uˆ (β0), we have
Wn = θˆI d (β0) + Qˆ(β0) (βˆ − β0) − θ˜I d
= −{Qˆ(β0)Hˆ−1(β0) − Q(β0)H−1(β0)}Uˆ (β0) − Qˆ(β0){Hˆ−1(β∗) − Hˆ−1(β0)}Uˆ (β0)
≡ Wn1 + Wn2.
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Thus, using standard arguments, E(W 2n1) = O(n−1N 2) × O(n−1) = O(n−2N 2). Also, using the same
argument for (A19), E(W 2n2) = o(n−2N 2). Thus, (A14) follows. 
Proof of Step 4. Directly follows from Steps 2 and 3. 
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