Further we deal with families fP g of convex bodies where the only condition is that the inradius tends to in nity. Here we have jG(P ) ? V (P )j dV (P ; K; 1) + o(S(P )) if the convex body K satis es some easily checked condition. Here V (P ; K; 1) denotes a mixed volume and S(P ) the surface area of P .
Introduction
As we work with concepts from convex geometry and the geometry of numbers, our notation is taken from the standard books S], GL]. More specifically we denote by E d the d{dimensional Euclidean space with norm k k and by K d the family of all convex bodies with non{empty interior in E d .
We write for a lattice in E d , for its dual lattice, i.e. = fv j hv; ui 2 Z for u 2 g:
We note that the primitive vectors of are normals to the lattice hyperplanes of . We denote the determinant of by det and the lattice point enumerator of a set M E d by G , i.e. G (M) = #( \ M). In the special case = Z d we frequently write G(M) rather than G Z d (M) . For a set M E d we write @M for its boundary, clM for its closure, int M for its interior, relintM for its relative interior (interior with respect to its a ne hull), and dimM for its a ne dimension.
We are interested in the so called \circle problem"; namely, to determine G ( M) for M 2 K d and large real . For the unit ball B d this is a well known problem in the theory of numbers which goes back to Gauss. For the more general case that M has positive curvature, G( M) is estimated by the following formula which goes back to Landau and Hlawka (see GL]), and was recently improved by Kr atzel and Nowak ( KN] ):
Clearly (1) does not hold anymore if M contains a facet parallel to some lattice (d ? 1){plane as then the error term can be no better than O( d?1 ).
Some more insight in the nature of the error term is given by Ehrhart's formula for the number of lattice points in lattice polytopes (see again GL] Now Ehrhart's formulae (see GL]) for G ( P) for a lattice polytope P and natural make the role of S (P) more transparent:
where G d (P) = V (P) =det , G d?1 (P) = 1 2 S (P) and G 0 (P) = 1, while the remaining G i have a less obvious meaning (see DR]).
Ehrhart's formula can easily be turned in to an estimate of G for all > 0 for a slightly more general class then lattice polytopes. For sake of a better name we say that a polytope P is a lattice{facet polytope if for every facet some normal of the facet is in , or in other words the hyperplanes spanned by the facets of P are parallel to lattice{hyperplanes of . THEOREM A Let be a lattice in E d and P be a lattice{facet polytope. Then V ( P) det ? G ( P) 1 2 S (P) Ehrhart's formulae (2), (3) show that the estimate in Theorem A including the error term is optimal.
In fact the main result of our paper is a generalization of this result to general convex bodies which additionally allows some deformation of the shape of M. At this point it seems worth while to mention that there is an application of Theorem B (and Theorem D below) to calculate the densities of large nite lattice packings (see ABB] , BB]). If d = 2 then Theorem B is a trivial consequence of Pick's formula (this celebrated formula can be found in e.g. GL] ).
We note that for M = Q , Theorem B becomes Corollary C For We remark that the same estimate holds if we consider arbitrary translates of M. If M is strictly convex then S (M) = 0, and hence det G ( M) = V ( M) + o(S( M)): In view of the formula of Landau and Hlawka and Theorem A the error term in Theorem B and particularly in Corollary C appears to be very weak but in fact it is best possible as a series of examples in Section 6 will show.
For the next theorem we consider a more general family P 2 K d , 2 N, such that for the inradius r we have r(P ) ! 1. We prove a bound for the lattice point enumerator with the help of a suitable mixed volume.
Again we need some more notation. Let M; K 2 K d and let H K ( ) denote the support function of K. Then V ( M + K) is a polynomial in ; namely,
. We are interested in the term V (M; K; 1). It is well known that
where n x is an exterior unit normal at x 2 @M. We note that n x is unique almost H d?1 {everywhere on @M. For a polytope M, (4) becomes simply 
S(M).
We proceed as follows: Sections 2, 3 and 4 provide the auxiliary statements which we need for the proofs of Theorem B and Theorem D. In Section 5 we start with a proof of Theorem A. While the statement of this theorem is folklore, we are not aware of a written proof. Furthermore the ideas of the proof are the same as in the rather more complicated Theorem B. Thus we use the proof of Theorem A as an outline of the proof of Theorem B and it might be useful to start to read the paper at that point. In Section 6, we discuss the exactness of the estimates in Theorem B. Finally Section 7 is devoted to the proof of Theorem D.
Approximation of convex bodies
In Sections 2 and 3, we discuss some elementary metrical properties of convex surfaces. The standard reference book for this and the next section is S].
The Euclidean distance function is denoted by ( ; ) and H ( ; ) stands for the Hausdor distance of compact sets. We denote by 6 (u; v) The next lemma gives bounds for the angles between sections of certain planes: LEMMA 2.6 Let H be a hyperplane with normal n and E be a two{dimen-sional plane spanned by the vectors u 1 ; u 2 such that 6 (n; u 1 ) < =2. Then for every > 0 exists an > 0 depending only on , such that for any hyperplane H 1 with normal n 1 and 6 (n 1 ; n) we have 6 ((E \H); (E \ H 1 )) .
In the last section we have to deal with convex bodies, whose extension in some directions is much larger then their extension in other directions. This situation is conveniently described by means of di erent inradii and best approximating planes: For K 2 K d we denote the k{th inradius, that is the radius of the largest k{dimensional ball contained in K by r k . For every k{plane L exists an !(L) for which K L + !(L)B d . Now the best approximating k{plane L k (K) is the plane L for which !(L) becomes minimal. There is a well{known connection between radii and best approximating planes (
As we frequently need to consider orthogonal projections of sets onto planes we write L (M) for the orthogonal projection of the set M onto the plane L. For some estimate we use a di erent notion of k{inradius, which was discussed in BH]: The kth inradius r k (K) with respect to projection is the radius of the largest k{ball, which is contained in a projection of K onto a k{dimensional plane. Of course the two notions of k{inradius are not independent:
Proof: To prove the right inequality let L be a k{plane, for which L (K) contains a k{ball B with radius r k (K). Let S be a regular k{dimensional simplex with vertices on the relative boundary of B. S is the projection of a simplex S 0 contained in K. As the ratio of the circumradius and the inradius of a regular k{simplex is k (see BF]), S 0 contains a k{dimensional inball with radius r k (K)=k. The other inequality is trivial. 2
The previous lemma and a result in BH] immediately give a convenient tool to estimate volume and surface area of convex bodies: 
So it is su cient to prove 
2
Finally we need that the volume of certain neighbourhoods of a piece of the boundary of a convex set cannot be too large.
LEMMA 2.10 Let K , L , ! and M be as in Lemma 2.9, and denote by the closure of @K \ (L nM ) + L ? . Then for any t > 0,
Approximating by polytopes, we may assume that K is actually a polytope. SetM
Denote by N k the set of points in N( ; t) such that a closest point of @K is in the relative interior of some k{face. Observe that for any point in N d?1 the closest point is in~ , and hence
We deduce by Lemma 2.9 b] that
Now we assume k < d ? 1. Then no point of N k is contained in the interior of K , and hence the de nition of the mixed volumes yields
Since by the monotonicity of the mixed volumes, the inequalities We establish some simple properties for lattice vectors. The rst lemma shows that a family of lattice vectors with bounded length is not too sparse, but it is also not too \dense" according to the second lemma. We close with an observation concerning the approximation of arbitrary planes by lattice planes in a way that the approximating plane contains short lattice vectors.
LEMMA 4.1 For every > 0 there exists an n 0 with the following property:
Let 0 1. Then there is an (n; m) 2 Z 2 with n n 0 such that 6 ((1; ); (n; m)) and jn ? mj < 1=n.
Proof: We observe that for given there exists a > 0 such that 6 ((1; ); (1; )) < for all with j ? j < . Let n 0 = d1= e. By a fundamental theorem from Diophantine Approximation there exists an n n 0 and m 2 Z such that j ? m n j < 1 n n 0 (see C], GL]). Apparently (n; m) has the required properties. for f r+i p mod+ i g 2 (1=2; 1). The lemma is an immediate consequence as (r + i q) mod q runs through all residues for i = 0; ; q ? 1.
We shall see that Theorem B is a consequence of the fact, that for large most of @Q can be covered by su ciently at simple strips. To be more precise we say that a set T is covered by the strips U 1 ; : : : ; U p if T U i and H d?1 (U i \ U j ) = 0 for i 6 = j. As a rst application we give a proof of Theorem A:
Proof of Theorem A: Let F 1 ; : : : ; F r be the facets of the lattice{facet polytope Q and > 0. Let F be a xed facet with normal n. We may assume that n = (n 1 ; n 2 ; : : : ; n d ) with n 1 ; n 2 2 Z, n 1 6 = 0, and n 1 ; n 2 have no common divisor. Apparently there exists a xed > 0 (independently of ) such that ( F) ? can be covered by simple (1; 2){strips U i of length l = 1 for n 2 = 0 and of length l = jn 2 j for n 2 6 = 0, such that U i F for all i. 
The proof of Theorem B is quite analoguous to that of Theorem A. We approximate the boundary of M by k{patches (cf. the de nition in Section 3). We distinguish between at patches which can be considered as a substitute for facets and bended patches. Among the at patches we distinguish further between facets parallel to lattice hyperplanes, \good" patches, for which the normals are not to close to the normals of lattice hyperplanes with small determinant and some remaining \bad" patches. For the lattice facets and the good patches we can apply Lemma 5.1 and for the bended and bad patches we show that there are not too many of them. We prove Theorem B in the apparently equivalent form: We start with the construction of a suitable tangent polytope and associated patches (for the de nitions see Section 3). First we identify the lattice hyperplanes such that the facets in the hyperplanes could make signi cant contributions to G ? V . Let H be a lattice hyperplane, such that e i 6 2 H. Now let us assume that for j = 1; : : : ; d, j 6 = i, there is a lattice vector of length at most in H \ P ij (the de nition of P ij is in Section 4). In the next step we construct a k such that the k{patches have the right properties. We write % i for the boundary of @T (F M (u i )) with respect to @T and i (k) for the union of k patches on @T which intersect @T \ N(% i ; 1=k).
By Lemma 3.1 there exists a k 1 and a 0 such that for all > 0
Further we observe that by Lemma 2.2 there exist positive and ! 1 < ! 0 such that for all ! < ! 1
(11) Consequently we assume from now that H (Q; M) < ! 1 and k is a suitable multiple of k 1 .
In the next step we assure that most patches become su ciently at. Let 1 be the angle given by Lemma 4.2 for the above, n 0 the smallest integer which satis es n 0 5=" and 1=n 2 0 tan 1 , and 2 = 6 ((1; 1); (1; 1 ? 1=n 2 0 )). Now let 1 = =2 for the angle given by Lemma 2.6 for = arccos 1 p 2d and = minf 1 ; 2 g, 2 be half of the angle provided by Lemma 2.5 for = 1=(2 p d), = minf 1 ; 2 g and for "=10 in place of ".
For this we construct the set % from Lemma 3.3. We write %(k) for the union of k patches which intersect N( @T (% ); 1=k). By Lemma 3.4 and Lemma 3.1 we can nd a multiple k 2 of k 1 such that V N( @Q (%(k 2 ));
(12) Now we can further subdivide the patches, such that most of them become very at on M: By Lemma 3.3 there is a multiple k 3 of k 2 such that all k 3 {patches on M satisfying 6 @M (%(k 2 )) have the property that for x; y 2 the normals n x ; n y satisfy 6 (n x ; n y ) < . We subsume our discussion In the sequel we must take into account the di erence between Q and M and that we have only approximate normals of patches. Thus for given P ij , v 2 P ij , x 2 Q, and 0 we say that v {approximates Q at x if for 0 1 there exists a ( ) with j ( )j and x + v + ( )e i 2 @Q.
As our argumentation for facets and patches is slightly di erent we rst x a facet F with normal u r , r 2 f1; : : : ; m 1 g, of M. Let 
Now we look at the patches. Here we must be somewhat more careful with our choice of P ij . Let be a xed patch from Lemma 5.3 b] and the number from Lemma 5.4. Let x 2 @Q ( ? ) and n x a normal at x. We may assume that jhe 1 ; n x ij = maxfjhe i ; n x ijg 1= p d and P 12 is the plane given by Lemma 4.2 for n x . Let u = (u 1 ; 1; 0; : : : ; 0) be a support vector at x to Q \ P 12 . Let n 0 be the number given in Lemma 4.1 for = , where is the angle used in the construction of the patches. We may assume that the conditions of Lemma 5.4 b] are satis ed for q = n 0 . Thus we have a lattice vector (m; n) with n n 0 such that 6 (u; (m; n)) . By the choice of we have on the other hand by Lemma 4.2 that k(m; n)k .
We now ascertain that nearly all strips on @Q ( ) behave nicely: We may assume that H (Q; M) is su ciently small and su ciently large, that by Lemma 2.1 6 (n x ; n y ) 2 for all y 2 @Q (F ? =2 ) and by Lemma 5.4 @Q (F ? ) is covered by simple (1; 2){strips U j of length n such that each U j is contained in @Q (F ? =2 ).
Let now U j be such a simple ( 
To nish the proof of Theorem B it remains to consider the z 2 Z d with W(z) \ @Q 6 = ; such that z 6 2 (F i ) and z 6 2 ( i ) for any i. For sake of simplicity, we provide an example only for d = 2 and S Z 2(M ) = 0. It is not too di cult to modify this example for the general case.
For our example we need the following well{known statement from the theory of numbers: Proof: By replacing "( ) by supf"(t) j t g; we may assume that "( ) is decreasing.
For M 2 K 2 we de ne for > 0 and 0 < l < 1 the function f M ( ; l) by
Now we assume that M is given so that for any large > 0,
For such an M (15) and "( + l) "( ) yield that for > 1,
We prove the lemma by constructing a parallelogram M which does not satisfy (16) for certain pairs ( ; l) where can be arbitrarily large. For every positive integer q we choose a positive integer m = m(q), so that 4 "(m q) < 1 q 2 ; and a q > 0 satisfying q < 1 m q 2 :
Let be the number provided by Lemma 6.3. We observe that is irrational.
Now we set u = e 1 + e 2 , v = e 1 ? e 2 . Then the parallelogram M is given by M = convf u vg:
We observe that the length of an edge of M is between 2 and 2 p 2. We denote by L the line through o and u. Now let 0 < p ? q < q for relatively prime natural numbers p; q. We set m = m(q) and w = q e 1 + p e 2 . For any integer t with jtj 2m, the distance of tw from L is at most 2m q . Thus for large q, we may choose with m q < < m q + 1; so that each edge of M contains one lattice point, and there exist 2m lattice points along each side of M which are not in that square but the distance of these points from M is at most 2m q . Let l be minimal so that all of these 4 2m points are contained in ( + l)M.
It is easy to see that 
If R(P )=r d (P ) is bounded then by possibly taking a suitable subsequence, we may assume that P =r d (P ) tends to some convex body M. Then S (P ) S(r d (P )M), and hence we easily obtain a family based on fP g contradicting Lemma 7.1. So we may assume that for some 1 k d ? 1 and c > 0, we have r k+1 (P ) < c r d (P ) and r k (P )=r k+1 (P ) V (W(z) \ P): (19) Thus it is su cient to consider tiles around the boundary of P . We split In the next step we split up the summation in (19). First we identify the \bad" part and show that it is not too large. To do this we de ne ! = max 8 < : 1 q r d (P) ; v u u t r k+1 (P ) r k (P ) 
by (21). Let x 2 @P L + (k + 1)r k+1 (P )B d such that L (x) = y 2 M 1 2 ! . The k{ball in L centered at y with radius 1 2 ! r k (P ) is contained in L (P ) , and hence if u x is an unit outer normal at x then k L (u x )k < c r k+1 (P ) ! r k (P ) : (25) On the other hand, Lemma 2.10 implies that if n x is some unit outer normal at x 2 @P then dV ( 
