The solution of discretized incompressible ow problems involves block 2 2 linear systems for the velocity and pressure elds. This paper examines the suitability of four di erent formulations of these linear systems for iterative methods. The emphasis is not on the particular iterative algorithm but rather on the interrelationships between the di erent formulations, and their consequences for modern iterative solution methods. Introduction The solution of large scale incompressible problems from FEM ow solvers often requires implicitly or explicitly solving block 2 2 linear systems of the form Gx = A B B T 0 u p = f g = b (1) where B 2< n q and A2< n n are large, sparse matrices resulting from a discretization of the computational domain. Here u is the discretized velocity eld of the ow and p is the scalar pressure eld. The size and nonzero structure of the matrices A B in this generalized Stokes problem make direct methods such as Gaussian elimination impractical. This paper presents four formulations of the generalized Stokes problem, discusses their suitability for iterative linear system solvers, and compares the performance of iterative solvers on the four formulations in the context of a CFD code. The comparisons center on solving the linear systems of the form (1), and address problems which are among the most challenging: the steady state solution of ows with large Reynold's numbers and unstructured, highly adapted meshes. By contrast, much of the available detailed numerical linear algebra analysis in the literature addresses linear systems which occur in time-dependent problems with quasiuniform meshes.
Introduction
The solution of large scale incompressible problems from FEM ow solvers often requires implicitly or explicitly solving block 2 2 linear systems of the form Gx = A B B T 0 u p = f g = b (1) where B 2< n q and A2< n n are large, sparse matrices resulting from a discretization of the computational domain. Here u is the discretized velocity eld of the ow and p is the scalar pressure eld. The size and nonzero structure of the matrices A B in this generalized Stokes problem make direct methods such as Gaussian elimination impractical. This paper presents four formulations of the generalized Stokes problem, discusses their suitability for iterative linear system solvers, and compares the performance of iterative solvers on the four formulations in the context of a CFD code. The comparisons center on solving the linear systems of the form (1) , and address problems which are among the most challenging: the steady state solution of ows with large Reynold's numbers and unstructured, highly adapted meshes. By contrast, much of the available detailed numerical linear algebra analysis in the literature addresses linear systems which occur in time-dependent problems with quasiuniform meshes.
Our emphasis is less on the particular choice of iterative solver used than on the interrelationships between the di erent formulations, and the consequences for existing iterative algorithms.
Modeling and Solver
The model problem used here is the primitive variable form of the steady-state Navier{Stokes equations u ru + rp ? 1 Re 4u = f (2) and for large values of Re is dominated by the singular matrix A N . These features cause di culty for iterative linear system solvers. The FEM solver used here adaptively re nes the mesh, 13, 14, 18 placing more elements in regions 1 American Institue of Aeronautics and Astronautics that require higher resolution as the computations proceed. The nal meshes can have elements with area ratios of order 10 5 or more, a feature which also makes (1) di cult to solve iteratively.
Iterative Methods for Linear Systems Modern iterative methods for linear systems of equations Hx = b (see 2, 3, 20 ) share important features. Generally, all have similar computational kernels, all require some form of preconditioning to be e ective for practical problems, and a single property serves as the most practical su cient condition for convergence. In particular, the biconjugate gradients (BiCG) algorithm, 10 quasi-minimal residual (QMR) methods, 12 the Orthomin(m) algorithm, 22 the restarted generalized minimal residual (GMRES(m)) algorithm, 21 the Chebyshev method, 16 and the biconjugate gradient stabilized (Bi-CGSTAB) algorithm 7 8 for proofs of this for many of the cited methods). The majority of computational time and data movement is spent in forming matrix-vector products and solving sparse triangular systems.
The key issue here is the suitability of formulations of (1) for iterative methods, and not the choice of iterative solver. For steady-state problems with irregular, highly adapted meshes, the particular choice of iterative solver makes surprisingly little di erence. Generally, for a given problem and preconditioner they all work equally well or equally poorly. Because of this we use the Bi-CGSTAB algorithm for uniformity in the testing, but our testing has shown that the conclusions do not change when other iterative solvers are used. 5, 23 Incomplete factorizations are usually parameterized to allow some ll-in to occur, controlled by 2 American Institue of Aeronautics and Astronautics the original nonzero structure of H, the size of the created ll entries, or a combination of the two (see 20 for an excellent discussion of this and practical implementation details). Incomplete factorizations are robust because allowing all ll-in gives a complete factorization of the matrix, and the system is solved in one iteration. In practice allowing only a few \levels" of ll-in often su ces to achieve convergence. A key shortcoming of robust preconditioners is that they need to directly access the entries of the coe cient matrix H; for linear systems where H is only de ned implicitly this is usually impractical.
Four Formulations of the Generalized Stokes Problems
The generalized Stokes problem commonly has four formulations for iterative solvers: mixed, augmented Lagrangian, Uzawa, and projection. The simplest case where A is symmetric and positive de nite is used to illustrate the eigenvalue distributions of the coe cient matrices for these formulations, but the di culties examined still occur when A is nonsymmetric.
Mixed Formulation: The rst formulation consists of directly applying iterative methods to (1). One problem occurs because even if A is symmetric and positive de nite, the mixed matrix G will be indefinite, i.e., will have positive and negative eigenvalues. 19 Furthermore, when the eigenvalues of G are distinct, q eigenvalues are negative and n are positive. Since q is the number of pressure unknowns, this means large numbers of eigenvalues are on both sides of the imaginary axis. Another problem is that the trailing block of zeros in G can cause difculties for factorizations which assume the diagonal is nonzero. This is less of a problem than it is for direct methods, because preconditioners are approximations and replacing zero pivots encountered with an arbitrary value can allow the factorization to complete, but with a potential loss of e ectiveness of the preconditioner.
Finally, note that the system is of order n + q, so the vector operations in the iterative methods will be of that length. Augmented Lagrangian: The augmented Lagrangian formulation can be derived from a shifted penalty method (see 11 ), giving the algorithm implies that as increases, eigenvalues of A separate into two groups: one bounded above by n (A), the other bounded below by n?q+1 (BB T ). When A is symmetric and positive de nite the matrix A is also, and the system being solved is of order n instead of n + q. However, the separation of eigenvalues into two widely separated groups with a large number of distinct eigenvalues in each group causes extreme di culties for iterative methods. Because the singular penalty term BB T tends to dominate A , commonly used incomplete factorization pre- 
As was shown in, 4 (5) and (1) are equivalent systems.
The projection system has a singular coe cient matrix with q eigenvalues equal to zero. However, it is consistent (P f lies in the range of PAP), so matrix-vector based iterative methods are still applicable. Another di culty is that the coe cient matrix cannot be explicitly formed because it is dense, so incomplete factorization preconditioners cannot be directly applied. However, since PAP is the orthogonal projection of the operator A into the space null(B T ) the preconditioner PM ?1 P, where M is a preconditioner for the matrix A, is reasonable to try.
Disregarding zero eigenvalues, when A is symmetric and positive de nite PAP has a better eigenvalue distribution than A and in particular a condition number no worse than A's. 4 In contrast to the Uzawa system, each iteration requires multiplying by the matrix A instead of solving a system with coe cient matrix A.
Furthermore, when the initial velocity u 0 has nulldivergence, modern Krylov iterative methods maintain that property for all succeeding iterates. This allows reducing the number of projections in forming matrix-vector products from two to one per iteration, and e ectively solves the restriction of the problem to the subspace of (discrete) null divergence vectors. Unlike projection methods based on the continous problem, the approach used here is purely linear algebraic and so requires no restrictions on the nite elements used, or changes in the overall CFD solution method.
Summary Comparisons of Formulations: Direct application of iterative solvers to the mixed system is possible; the system is explicitly available (or is readily made so) in most FEM codes, allowing incomplete factorization preconditioners to be used. However, the convex hull of the eigenvalues will contain the origin so there is no assurance that iterative linear solvers will converge. Furthermore, no practical preconditioner is yet known that will give a preconditioned system that has all the eigenvalues of G with negative real parts mapped to have positive real parts. Augmented Lagrangian systems have explicit coe cient matrices and allow direct computation of robust preconditioners. Furthermore, the augmented Lagrangian formulation has been highly effective when direct solvers are used, especially when using skyline methods. However, from the eigenvalue distribution induced by the penalty term, it is clear that iterative methods are not suitable here. As will be veri ed in the testing in the testing section the two large groups of widely separated eigenvalues cause iterative solvers to require large numbers of iterations, and without memory intensive preconditioning they fail to converge at all. Note that this computational di culty is not an inherent problem from the original CFD problem, but is rather an artifact introduced by the solution method in the penalty parameter .
The Uzawa system generally has the best spectral characteristics of the four formulations, and in fact when a quasi-uniform mesh is used the eigenvalues are bounded independently of the mesh. 9 However, the system is only implicitly de ned since the matrix B T A ?1 B cannot be formed in practice. Furthermore, each matrix-vector product required by the iterative method involves solving a linear system with coe cient matrix A, an expensive operation compared to the other formulations which only require multiplying by A. Although the order of the system is smaller (q instead of n or n+q), when solving the systems with coe cient matrix A vector lengths will be n, making that advantage moot.
The projection system is also implicitly de ned, but can be practically preconditioned by using a preconditioner on A. Because the orthgonal projector is P = I ? B(B T B) ?1 B T , each step involves solving a system with coe cient matrix B T B. However, that subsystem is of order q n, and can be handled by direct methods (unlike the solves with the matrix A required by Uzawa, which is of order n). The eigenvalue distribution is no worse than Testing Results Although the spectra suggest that the mixed or augmented Lagrangian systems will require more iterations than the projection and Uzawa systems, the last two require signi cantly more work per iteration by having to solve systems with coe cient matrices A and B T B, respectively, on each iteration. A better comparison involves execution times and memory requirements for iterative solvers applied to the di erent formulations. This Section presents such a comparison for the backward facing step problem in 2D, with a Reynold's number of 100. Three increasingly adapted meshes are used, as shown in Figure 5 and described in. 18 Crouzeix{ Raviart P + 2 {P 1 elements were used with the mid{ element bubble node removed analytically. Problems Step3, Step4, and Step5 had 1985, 5019, 5 American Institue of Aeronautics and Astronautics and 13797 velocity unknowns, resp. For the mixed formulation, GMRES (20) was used as the iterative method, and for the other formulations Bi-CGSTAB was used because it converged faster (but less monotonically) for a given amount of storage. Similar results hold for other nonsymmetric iterative solvers including transpose-free QMR, biconjugage gradients, generalized conjugate residual, and OR-THOMIN, but outright convergence failures were more common with those methods than with Bi-CGSTAB and GMRES(m). For preconditioning, the ILU(s) preconditioner was used where s is the number of allowed ll-in levels. When s = n, a complete factorization is performed, so by increasing s the preconditioner can be made more robust. In the testing s = 0 and s = 3 were used. The preconditioned projection system has the form P(LU) ? Figures 10{13 and 14{17 show the same for problems step4 and step5, respectively. ILU(3) preconditioning is not shown for the mixed formulation on step5 because the preconditioner required more memory than was allowed for the solvers. A lack of convergence generally occurs when the system is not preconditioned, which is typical for nonsymmetric linear systems from PDE's. For Step3 only the mixed and projection forms converged without preconditioning, and for none of the other meshes did any unpreconditioned iteration succeed. Using preconditioning is not fail-safe. The augmented Lagrangian formulation in particular had failures occuring because the preconditioner was unstable. This is heuristically sensible; for large penalty parameter , A + BB T BB T , a singular matrix.
In this case the incomplete factorization is especially unstable numerically, as Step5 shows: the residual grows instead of decreasing. Only when the allowed number of levels of ll-in is increased to approach that of a direct method does the preconditioner become e ective. However, in that case it is better in terms of storage, CPU time, and accuracy to simply use a direct solver.
On all of the problems the Uzawa formulation performed poorly. Although the Uzawa formulation has certain optimality properties when a quasiuniform mesh is used for some time-dependent problems, 9 it routinely fails on the adapted meshes encountered here. Part of the problem is the lack of an e ective preconditioner for the overall coe cient matrix B T A ?1 B, which is inherent in the formulation.
The mixed formulation is competitive, surprisingly considering that the broadest known su cient condition for GMRES(m) convergence is for A to be positive real, which is not the case here. The disadvantage of mixed formulation is in Table 1 , which summarizes the memory requirements of the formulations. The memory shown includes all needed for data structure for the arrays, work vectors for the iterative methods, and auxillary matrices needed for the preconditioning and projection operations. For Step5 the mixed formulation failed because of excessive storage requirements. This can be mitigated somewhat by reordering the matrix for sparsity preservation (which tends to also reduce the storage requirements for incomplete factorizations), but all of the formulations can possibly bene t from reordering. Generally, the formulations in order of least memory used are Uzawa, augmented Lagrangian, projection, and then mixed.
The projection formulation was the most robust and accurate one for iterative methods. It only failed once, for Step5 with no preconditioning. Furthermore, in comparing the execution times required for a given tolerance the projection system 6 American Institue of Aeronautics and Astronautics Summary Four formulations of the constrained linear system encountered in incompressible uid ow computations were presented and analyzed for their suitability for iterative linear solvers. The problems targeted include the more di cult features found in FEM codes, particularly highly adapted meshes. The augmented Lagrangian formulation was found to be lest practical for iterative methods, primarily because the penalized term gives an extremely poor eigenvalue distribution. The reduced or Uzawa formulation was also found to be ine ective because of the impracticality of preconditioning the implicitly de ned coe cient matrix B T A ?1 B.
The mixed formulation of straightforward application of iterative solvers to (1) was more e ective than theory would predict, and only su ered in comparison because of the storage needed when using incomplete factorization preconditioning. The projection formulation was the best one in terms of time, robustness, and accuracy. Although the coefcient matrix is only implicitly de ned, unlike the Uzawa formulation it can be e ectively preconditioned by using a preconditioner based only on the matrix A.
These conclusions are generally independent of the particular iterative method or preconditioner used to solve the linear systems, and demonstrate intrinsic strengths and weaknesses of the formulation of the generalized Stokes problem. 
