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Using Ab Initio Multiple Spawning (AIMS) with a Multi-State Multi-Reference
Perturbation theory (MS-MR-CASPT2) treatment of the electronic structure, we
have simulated the non-adiabatic excited state dynamics of cyclopentadiene
(CPD) and 1,2,3,4-tetramethyl-cyclopentadiene (Me4-CPD) following excitation
to S1. It is observed that torsion around the carbon–carbon double bonds is
essential in reaching a conical intersection seam connecting S1 and S0. We identify
two timescales; the induction time from excitation to the onset of population
transfer back to S0 (CPD: 25 fs, Me4-CPD: 71 fs) and the half-life of the
subsequent population transfer (CPD: 28 fs, Me4-CPD: 48 fs). The longer
timescales for Me4-CPD are a kinematic consequence of the inertia of the
substituents impeding the essential out-of-plane motion that leads to the conical
intersection seam. A bifurcation is observed on S1 leading to population transfer
being attributable, in a 5 : 2 ratio for CPD and 7 : 2 ratio for Me4-CPD, to two
closely related conical intersections. Calculated time-resolved photoelectron
spectra are in excellent agreement with experimental spectra validating the
simulation results.
1 Introduction
Molecules possessing p-electrons play an essential role in organic photochemistry
and photophysics.1 In particular molecules possessing conjugated carbon–carbon
double bonds participate in a plethora of reactions induced by light such as photo-
isomerisation,2–11 electrocyclic ring-opening and closing,12–20 sigmatropic rearrange-
ment21–23 and cycloaddition.12,24 Polyenes are prominent examples of such systems
e.g. retinal, the photoinduced cis–trans isomerization of which, initiates the vision
process.25–28 Polyenes also exhibit ultrafast photophysics for example in the light-
harvesting and energy-transfer process by carotenoids in the photosynthetic reaction
center29,30 and the non-adiabatic transitions of isolated, longer polyenes such as all-
trans-2,4,6,8-decatetraene.31 Thus, fully understanding the intricate nature of the
excited state dynamics of polyenes has far reaching implications in photochemistry,
photophysics, and photobiology.
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The rich set of photoinduced phenomena exhibited by polyenes is a consequence
of the complex nature of the excited states of p-electron systems and conjugated
systems in particular. This is evident even in the simplest p-electron system, ethylene,
where the lowest p!p* excited state has zwitterionic character at the Franck–Con-
don point but diradical character at twisted geometries.32 For polyenes the picture is
even more complicated due to the presence of a low lying (optically dark) electronic
state with a large doubly excited character.33 Due to the dark nature of this doubly
excited state it often eludes direct observation, however, it is well established that it
plays a significant role in the photochemistry of longer polyenes with more than
three conjugated double bonds.33
In between the distinct ethylene and the longer polyenes, the role of the doubly
excited state in the dienes is more subtle. In the case of s-trans-dienes, where the
two double bonds are in a trans-configuration with respect to the single bond,
numerous studies have investigated the state-ordering of the bright (p,p*)-state
and the doubly excited state.34–40 Both experimental and theoretical studies suggest
that the doubly excited state plays a significant role in the initial dynamics
following excitation to the bright state giving the s-trans-dienes some of the char-
acteristics of the longer polyenes. However, the longer time dynamics resemble
that of ethylene.41–43 In the case of (acyclic) s-cis-dienes, fewer studies exist, which
is primarily a consequence of the predominance of the s-trans-conformation under
ambient conditions. For butadiene, for example, the equilibrium concentration at
room temperature of the s-cis-conformation is only 3%,44,45 necessitating very
specific experimental conditions for its investigation.46–48 On the other hand, if
the molecule is locked in the s-cis-configuration, such as in cyclopentadiene
(CPD), experimental investigations are feasible. CPD exhibits intriguing photo-
chemistry such as electrocyclic ring-closure to bicyclo[2.1.0]pent-2-ene and tricy-
clo[2.1.0.02,5]pentane49–51 as well as sigmatropic hydrogen shifts.23 Furthermore,
CPD is a prototype molecule for many other five-membered rings containing
two double bonds, including heterocycles.
Numerous experimental studies have investigated the low-lying valence states in
CPD52–57 but only few have discussed the spectral position of the doubly excited
state.54,57 Despite the inability to directly locate this dark state in absorption spec-
troscopy, several time-resolved studies have invoked non-adiabatic transitions
involving it to explain the sub 200 fs dynamics observed in ion- and photoelectron
signals subsequent to excitation to the bright (p,p*)-state.23,58,59 The short timescales
involved can also be inferred from the lack of detectable fluorescence of CPD,60
further hinting at the involvement of a doubly excited state. The timescales of the
observed dynamics have furthermore been suggested to be dependent on specific
nuclear motion as exemplified in the slow-down of the dynamics from CPD to the
substituted 1,2,3,4-tetramethylcyclopentadiene (Me4-CPD).
59
In this paper, we uncover the specific nuclear dynamics leading to non-adiabatic
transitions as well as the connection between static structure and electronic and
nuclear dynamics, thereby furthering an understanding of the rules governing
excited state dynamics in molecular systems in general. We employ first-principles
quantum dynamical methods to investigate the ultrafast excited state dynamics in
CPD and Me4-CPD following excitation to the bright (p,p
*)-state. We use the Ab
Initio Multiple Spawning (AIMS) method,61 which can model non-adiabatic effects
in a framework that allows simultaneous solution of the electronic structure along-
side the nuclear dynamics. We are able to carry out these calculations using an elec-
tronic structure method (multi-reference perturbation theory) that can treat both the
static and dynamic electron correlation effects that are important in unsaturated and
conjugated hydrocarbons.
In the following, we unravel the non-adiabatic nuclear dynamics of CPD and
Me4-CPD following excitation to the (p,p
*)-state. The observed dynamics is dis-
cussed in light of the dynamics of ethylene and other polyenes, in particular the
similar s-trans-butadiene. Finally, we relate the results to experimental data from
194 | Faraday Discuss., 2012, 157, 193–212 This journal is ª The Royal Society of Chemistry 2012
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time-resolved photoelectron spectroscopy by direct simulation of the experimentally
observed signals.
2 Theoretical methods
2.1 Electronic structure, geometry optimizations and dynamics
Multi-state multi-reference complete active space second-order perturbation theory
(MS-MR-CASPT2)62–64 calculations were performed using the MOLPRO 2006.2
molecular electronic structure package65 without the use of symmetry, the 6-
31G** basis set and a level shift of 0.2 Hartrees. The active space used in all calcu-
lations of neutral species consisted of four electrons distributed in four orbitals - the
two p-orbitals and the two lowest lying p*-orbitals, with state-averaging over the
lowest three singlet states (SA-3-CAS(4,4)). Optimization of stationary points was
performed using built-in routines in MOLPRO, whereas optimization of degeneracy
points between potential energy surfaces was performed using either the CIOpt
code,66 which uses a penalty function method, or a locally modified version of MOL-
PRO. Relaxed pathways were calculated using a Nudged Elastic Band (NEB)
method.67,68 The NEB method is conventionally used for finding the minimum
energy path between a pair of local minima or stable states, however, here it is
used where at least one of the endpoints is not such a configuration. This use of
NEB can lead to ambiguity of the path around the endpoint, however, the method
is only invoked to demonstrate that barriers present on interpolated paths might not
be present if the path is relaxed and as such whether the NEB method converges to
the actual minimum energy path is not of importance here.
AIMS calculations were performed using the in-house code combining AIMS
dynamics with electronic structure calculations performed in MOLPRO 2006.269
at the MS-MR-CASPT2/6-31G** level of theory with state-averaging over three
states including analytic MS-MR-CASPT2 non-adiabatic coupling matrix
elements.70,71 The initial positions and momenta of trajectory basis functions
(TBFs) were sampled from the 0 KWigner distribution of the harmonic approxima-
tion to the vibrational ground state.72 The geometry and vibrational frequencies used
to obtain the Wigner distribution were calculated at the MP2/6-31G** level of
theory in MOLPRO. The initial 40 (24 for Me4-CPD) TBFs were placed on S1
and propagated for 193.5 fs (8000 au) with a time step of 0.39 fs (16 au) using the
independent first-generation approximation.69,73 The final time was chosen long
enough to capture the essential dynamics on the excited states.59 In cases where all
population (>99%) had been transferred to the ground state before the final time
was reached, the calculation was stopped as our focus here is on the excited state
dynamics and timescale of non-adiabatic transfer and not on possible thermal reac-
tions taking place on the vibrationally hot ground electronic state. The dynamics of
Me4-CPD was simulated in separate calculations by scaling the mass of H(6)–H(9) to
match the mass of a methyl group (see Fig. 1). This approximation allows us to
Fig. 1 Molecular structures of (a) s-trans-butadiene, (b) s-cis-butadiene, (c) cyclopentadiene
(CPD) with numbering, and (d) 1,2,3,4-tetramethylcyclopentadiene (Me4-CPD). Whereas s-
trans-butadiene belongs to the C2h point group, the three molecules where the double bonds
are in an s-cis-conformation belong to C2v.
This journal is ª The Royal Society of Chemistry 2012 Faraday Discuss., 2012, 157, 193–212 | 195
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separate the effects of changes in mass from changes in the electronic properties
upon methylating CPD and is motivated by the experimental observation that the
increased density of states due to the methyl groups is not reflected in the dynamics.59
Nuclear densities were evaluated by Monte Carlo sampling of the pertinent integrals
for the desired internal coordinate.74
2.2 Time-resolved photoelectron spectra
In order to calculate the time-resolved photoelectron spectrum it is necessary to
calculate the matrix element connecting the initial N-electron neutral state with
the final state corresponding to the combination of an (N  1)-electron cation state
and a continuum electron. In the sudden approximation75,76 the latter two can be
assumed independent, whereby the final state is the product of the cationic and
continuum wave functions. In the dipole approximation the matrix element of
interest is
JNI ðr1;.; rNÞ
m^ðr1;.; rNÞJN1F ðr2;.; rNÞJelkf ðr1Þ ¼ fDIF ðr1Þm^ðr1ÞJelkf ðr1Þr1 ;
(1)
where the equality follows from the strong orthogonality condition between the
cation and the ionized electron.77 k and f label the continuum electron momentum
and angular momentum respectively. The Dyson orbital fDIF is given by
fDIF ðr1Þ
 ¼ ﬃﬃﬃﬃNp JNI ðr1;.; rNÞJN1F ðr2;.; rNÞr2 ;.;rN ; (2)
where the integration is over all electronic coordinates except for the ones of the
ejected photoelectron, r1. Assuming the electric field of the probe pulse, 3u, to be
a d-function in time and energy (the Bersohn-Zewail model78), the time-resolved
photoelectron spectrum can be given as a discrete distribution according to
sstickðEk;DtÞf
X
I ;F
X
f
fDIF ðr1;DtÞm^ðr1ÞJelkf ðr1Þ2dðh-u DEðDtÞ  EkÞ; (3)
where Ek is the kinetic energy of the ejected photoelectron, Dt is the time between
pump and probe pulses, h-u is the energy of the probe photon, and DE is the vertical
ionization potential from the neutral state I to the cationic state F, i.e. the difference
in the potential energies VI and VF at the center of the neutral state wave packet. The
polarization vector of the probe pulse is suppressed in eqn (3) because we compute
an isotropic average over all possible relative orientations of the molecule and probe
pulse. The above equation is in essence a stick-spectrum. To include the finite extent
in time and energy of the probe pulse the stick spectrum is convoluted with a
Gaussian c in time and energy
s(Ek,Dt) ¼ c(Ewidth,twidth) 5 sstick(Ek,Dt). (4)
The calculations of the photoelectron spectra include the three neutral states em-
ployed in the dynamics calculations, as well as two cationic states calculated from
MS-MR-CAS(3/4)-PT2 with molecular orbitals taken from the CASSCF solution
of the neutral states. The Dyson orbitals were calculated from the neutral and
cationic MS-MR-CASPT2 mixing coefficients and CI vectors according to ref. 71,
and the transition matrix element was evaluated numerically using the ezDyson
code.79 The latter calculations employed a grid of 192  192  192 points with a
size of 12  12  12 au3, a maximum angular momentum f ¼ 7, analytical isotropic
averaging and a Coulomb radial function for the free electron.
Although a high-level, correlated electronic structure method is used in the simu-
lations, inevitably some discrepancy between the energies obtained from calculations
and those from experiment is to be expected. Therefore, in order to be able to
196 | Faraday Discuss., 2012, 157, 193–212 This journal is ª The Royal Society of Chemistry 2012
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compare the calculated spectra with those from experiment a correction was em-
ployed for DE to match to the experimental value of the photoelectron kinetic
energy, Ek, at the Franck–Condon (FC) point such that DE ! DE  D with
D ¼ [dEexp.,vert.S1)S0  dECASPT2S1)S0 (QFC)] + [IPCASPT2D0)S0 (QFC)  IPexp.,vert.D0)S0 ] (5)
In eqn (5), dE indicates an energy difference between two neutral states, whereas
the vertical ionization potential indicated by IP is the energy difference between the
neutral ground state and the cationic ground state and QFC indicates the FC geom-
etry. This correction ensures that at least the predicted kinetic energy of the photo-
electrons ejected from S1 close to time zero matches the experimental value. To
determine D, the experimental vertical IP of 8.57 eV is used for CPD, and
the corresponding value of 7.52 eV for Me4-CPD
80,81 (IPCASPT2D0)S0 ¼ 8.41eV). Further-
more, it is assumed that the vertical excitation energy corresponds to the spectral
position of the band maximum59 giving dEexp.,vert.S1)S0 ¼ 5.17 eV for CPD and 4.96 eV
for Me4-CPD (dE
CASPT2
S1)S0 ¼ 5.46eV).
The experimental spectra also exhibit features associated with two-photon ioniza-
tion, however, the present scheme does not allow for the much more difficult calcu-
lation of the two-photon ionization cross-section. As a consequence the probability
of two-photon ionization was assumed to be unity for all trajectory basis functions
at all times. In other words, we neglect any geometry dependence of the two-photon
ionization cross-section and the relative intensity of the one-photon and two-photon
ionization spectra are undetermined by our calculations.
Another important factor in simulating the time-resolved photoelectron spectrum
is the full-width-at-half-maximum (FWHM) of the experimental cross-correlation
(XC) between the pump and probe pulses, which for a one probe and one pump
pulse ionization scheme (1 + 10) was determined to be FWHM(1+10)  160 fs.59
This value was used for twidth in eqn (4) when calculating the one-photon time-
resolved photoelectron spectra. Assuming equal duration of the pump and probe
pulse and a Gaussian pulse shape, the FWHM of the XC in a (1 + 20) ionization
scheme is given by FWHMð1þ20 Þ ¼
ﬃﬃﬃ
3
4
r
 FWHMð1þ10 Þ  139 fs, which was used
for twidth when calculating the two-photon spectra. The factor of
ﬃﬃﬃ
3
4
r
results from
XC(1+20) being the outcome of a convolution between a Gaussian and a product
of two Gaussians, whereas XC(1+10) is just the outcome of a convolution between
two Gaussians. The spectral bandwidth of the laser pulses was approximately 25
meV and furthermore a detection resolution has to be taken into account.59
However, due to our limited sampling we used 150 meV for Ewidth in eqn (4).
3 Results and discussion
3.1 Electronic structure and potential energy surfaces
In a diene the interaction between the two ethylene units gives rise to two bonding p-
orbitals and two anti-bonding p*-orbitals. The ground state configuration, p21p
2
2, is
termed N, whereas the four possible one-electron promotions give rise to four
excited states termed V1  V4 by Mulliken (i.e. V1  V4 are the (p,p*)-states).82
For symmetric structures, V2 and V3 will belong to the totally symmetric represen-
tation of the pertinent point group, whereas V1 and V4 will belong to Bu and B2 for
C2h and C2v respectively (see Fig. 1). Furthermore, a totally symmetric, doubly
excited configuration is possible, which will mix with V2, lowering the energy of
this state and giving it partial doubly excited character.54 This doubly excited config-
uration can be understood as arising from excitation of both of the ethylene units to
their lowest triplet states but coupled to an overall singlet.83 In the following we will
use N, V1, and V2 as diabatic labels associated with the electronic character of the
This journal is ª The Royal Society of Chemistry 2012 Faraday Discuss., 2012, 157, 193–212 | 197
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state as described here, whereas S0–S2 will be strictly adiabatic labels (i.e. denoting
only the order of the adiabatic electronic states and not their character).
In the equilibrium ground state geometry of cyclopentadiene (CPD), i.e. the
Franck–Condon (FC) point, only H(10) and H(11) (see Fig. 1 for numbering)
protrude from the plane defined by the five-membered carbon skeleton and the re-
maining hydrogens, and the molecule possesses an overall C2v symmetry. From
the FC geometry, we find the vertical excitation energy to S1 to be 5.46 eV in very
good agreement with the best estimate for the vertical transition energy of 5.43 
0.05 eV found from a combination of high-level theoretical methods and spectro-
scopic simulations84 and in the range 5.19–6.46 eV determined using various high-
level electronic structure methods.85–90 The calculated vertical value is, however,
slightly different from the spectral position of the band maximum found from exper-
iment of 5.17–5.33 eV.52–55,59 At the FC geometry, S1 can be identified as the V1-state
characterized by the HOMO! LUMO single p! p* excitation. Similarly, we find
the vertical excitation energy to S2 at this geometry to be 6.51 eV falling in between
previous calculated values of 6.31–7.05 eV85,86,88–90 and slightly above the value of 6.2
eV suggested on the basis of experimental results.54 The S2 state possesses a large
doubly excited character of 50% primarily due to the HOMO ! LUMO double
(p)2 ! (p*)2 excitation and can be identified as the V2-state. The V2-state has not
been directly observed in absorption spectroscopy but resonance Raman depolariza-
tion ratios suggest that the minimum of this state lies below that of the singly excited
V1, and a conical intersection connecting these two states can thus be expected.
57
Upon excitation from the ground state, the initial nuclear motion will primarily be
in the direction of steepest descent along the gradient. In both S1 and S2 the gradient
at the FC geometry corresponds closely to movement in the bond alternation coor-
dinate, where the two double bonds contract and the connecting single bond extends
(see Fig. 2). If one further examines the gradient for all starting geometries from the
initial Wigner sampling an out-of-plane component of the gradient is also observed
in some cases, however, the largest component is always in-plane.
Subsequent to the initial nuclear motion along the direction of steepest descent,
one could expect motion towards a lower energy configuration on the excited state
potential energy surface unless a large momentum leads to motion in a different
direction. The minimum energy configurations on the potential energy surface of
both excited states located in this work correspond to conical intersections (MECIs)
connecting S1 with S0 and S2 with S1 (see Fig. 3 and 4). Two additional MECIs were
also located between S1 and S0, which are 39 and 48 meV higher in energy than the
minimum energy configuration of S1. Two of the S1S0-MECIs located in this work,
eth1-MECI and eth2-MECI, result primarily from torsion around a single double
bond, wherefore these MECIs are termed ethylene-like, whereas the last, dis-
MECI, results from a disrotatory mechanism where both double bonds twist to
some degree. The double bond torsion might also result in the carbon backbone
distortion observed in Fig. 3(a)–(c).
Fig. 2 Gradient at the FC geometry for S1 (a) and S2 (b). The gradient for both states points in
a direction, which leads to a large change of the value of the bond-alternation coordinate
defined as R ¼ R12 + R34  R23 with the numbering given in Fig. 1.
198 | Faraday Discuss., 2012, 157, 193–212 This journal is ª The Royal Society of Chemistry 2012
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The potential energy surfaces around the MECIs are illustrated in Fig. 4 along the
g- and h-vectors defining the branching space, where the degeneracy of the two elec-
tronic states is lifted to first order. All intersections appear peaked but have different
characteristics.91 Moving away from the degeneracy point of the S1S0-MECIs, an
inspection of the electronic structure shows that the intersections are between a state
similar in character to V1 and the ground state N, the first being ionic with charge
separation between the two carbons of the double bonds (larger charge separation
for the most twisted double bond), the second being of a more diradicaloid char-
acter. These two states, V1 and N, are observed to mix to the largest extent for
the dis-MECI. The S2S1-MECI is akin to a crossing of non-interacting diabatic
states; one similar to V1 and the other characterized by a large doubly excited char-
acter 60% and thus similar to V2. This latter intersection, which was expected on
the basis of experimental findings in ref. 57, leads to S1 possessing the character of V2
in some regions of the potential energy surface.
Fig. 3 Geometries at the determined minimum energy conical intersections (MECI) viewed
from two different angles and relative energies of S1 with respect to the Franck–Condon point.
All four MECIs are energetically accessible after photoexcitation to S1.
Fig. 4 Conical intersections in the branching space of the g– and the h-vector, in mass-
weighted displacement, which have been orthogonalized according to the prescription of Yark-
ony.92 (a) eth1-MECI intersection between S1 and S0, (b) eth2-MECI intersection between S1
and S0, (c) dis-MECI intersection between S1 and S0, and (d) intersection between S2 and S1.
This journal is ª The Royal Society of Chemistry 2012 Faraday Discuss., 2012, 157, 193–212 | 199
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To better visualize the connection between the initial FC geometry and the four
MECIs, linearly interpolated potential energy surfaces have been calculated for
geometries between these points of interest (see Fig. 5). The surfaces can also act
as a guide to the intuition on the path followed subsequent to excitation to S1.
From the interpolated surfaces it appears there is a barrier on the direct path
from the FC geometry to all the S1S0-MECIs, whereas the path towards the S2S1-
MECI appears to be downhill. If this latter path is followed, the S2S1-MECI would
most likely be passed on the lower half of the cone, see Fig. 4(d), although popula-
tion transfer to S2 is possible. In this scenario the electronic state character of S1
would thus change from V1 to V2 over the course of the dynamics and population
could be transferred back to S0 from this part of the surface at some point along
the conical intersection seam. However, if the surfaces are relaxed in directions
perpendicular to the direction of the given path the picture changes somewhat
(see Fig. 5). On these relaxed paths, shown in bold, the barriers in the direction of
the S1S0-MECIs disappear. Thus, only dynamics calculations can decide whether
the part of the S1 potential energy surface of V2-character is visited, and whether
the population transfer back to S0 occurs from these V2 regions or if a simpler
picture only involving an S1-surface of V1-character is adequate.
3.2 Dynamics
3.2.1 Population transfer - setting the timescales. From the AIMS calculations it
is observed that both CPD and Me4-CPD exhibit ultrafast population decay from
the initially excited S1 state back to S0 on a sub 200 fs timescale (see Fig. 6). Very
few spawning events from S1 to S2 are observed and the total population transfer
to S2 is <0.1%. For both molecules the onset of population decay is, however,
preceded by a delay period, the induction time.93,94 In the case of CPD this period
Fig. 5 Potential energy surfaces connecting the Franck–Condon (FC) geometry with the four
minimum energy conical intersections (MECI) as a function of mass-weighted displacement.
The thin grey lines represent linearly interpolated surfaces, whereas the thick colored lines
represent relaxed paths between the two end points on the given surface from the Nudged
Elastic Band algorithm.67,68 The structures were interpolated from the FC geometry to the ME-
CIs. Consequently, the value on the abscissa is only relevant as a distance to the FC geometry
indicated by a dashed vertical line and cannot be used for comparing the distance between two
geometries on either side of a vertical line.
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is 25 fs, while the half-life of the S1 population decay yields a time constant of
s1/2(CPD) z 28 fs. The half-life s1/2 is defined as the time it takes the S-shaped S1
population curve to reach 0.5 (following the initial induction time).95 Another option
is to fit the population decay to a model such as
P(t) ¼ H(t  t0)exp((t  t0)/s) + H(t0  t), (6)
where H is the Heaviside step function, t0 is the induction time and s is the time-
constant of the exponential decay. Due to the non-exponential nature of the popu-
lation decay, the model in eqn (6) primarily fits the tail of the population falloff.
Nonetheless, using such a model gives s(CPD) z 31 fs and s(CPD) z 25 fs.
In contrast to CPD, the induction time for Me4-CPD is71 fs and s1/2(Me4-CPD)
z 48 fs, while the exponential fit yields t0(Me4-CPD)z 88 fs and s(Me4-CPD)z 44
fs. The results are thus in line with the experimental observation of a slow down of
the non-adiabatic dynamics upon methylation of CPD.59 The following discussion
will explore the background for these observed timescales and their differences.
3.2.2 In-plane motion. The initial dynamics following excitation to S1 in both
CPD and Me4-CPD is characterized by significant in-plane nuclear motion, as is
common in conjugated molecules such as s-trans-butadiene,43 and in line with the
observation that the gradient for S1 at the FC geometry corresponds to such motion
(see Fig. 2). The promotion of an electron from a bonding p-orbital to an antibond-
ing p*-orbital leads to a weakening of the double bonds, causing an elongation of
these in conjunction with a contraction of the C(2)–C(3) single bond. This nuclear
motion can be quantified by the bond alternation coordinate defined by R ¼ R12
+ R34  R23, the time-dependence of which is given in Fig. 7. A significant in-plane
distortion is observed by the rapid increase in this coordinate over the first 15 fs
before oscillatory motion around the new equilibrium ensues after25 fs. No signif-
icant difference is observed between the two molecules as could be expected on the
basis of their similar vibrational frequencies for in-plane motion (albeit for the
ground state, see Supporting Information†). The mean, about which the coordinate
oscillates at later times, of 1.55 A for CPD and 1.54 A for Me4-CPD is close to
the value of 1.54 A found for the eth1-MECI geometry (the coordinate has a value of
1.58 and 1.62 A for the eth2- and dis-MECI respectively) and the value of 1.51 A
found for the S2S1-MECI geometry (see Fig. 3). This indicates that the in-plane
Fig. 6 Population of the S1 state for CPD (blue) and Me4-CPD (red) with standard deviations
from bootstrapping indicated by the shaded regions.
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motion towards the intersection with S0 is over within the first25 fs and is identical
in the two molecules. It is thus evident that the in-plane motion cannot be the source
of the different time-scales observed for the population transfer between S1 and S0.
3.2.3 Out-of-plane motion. In conjunction with the in-plane nuclear motion, out-
of-plane motion is also observed, although this occurs on a longer timescale due to
the lower frequency modes involved and since the initial gradient is in the direction
of in-plane motion (see Fig. 2). Fig. 8 shows the time-dependence of the backbone
torsion given by the absolute value of the dihedral angle :C(1)C(2)C(3)C(4). In the
case of CPD a steady increase in the expectation value of the backbone torsion is
observed over the course of the first 50 fs before an unstructured behavior takes
over. In contrast, it takes 70 fs before the maximum of the expectation value is
reached for the first time in the case of Me4-CPD. Ring deformation through
Fig. 7 Projection of the S1 wavepacket density on the bond alternation coordinate with the
expectation value indicated by the colored line for CPD (top, blue) and Me4-CPD (bottom,
red). The bond alternation coordinate is defined as R ¼ R12 + R34  R23 with the numbering
given in Fig. 1.
Fig. 8 Projection of the S1 wavepacket density on the backbone torsion coordinate with the
expectation value indicated by the colored line for CPD (top, blue) and Me4-CPD (bottom,
red). The backbone torsion is the absolute value of the dihedral angle :C(1)C(2)C(3)C(4),
with the numbering given in Fig. 1.
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backbone torsion is also observed in the structures of the S1S0-MECIs in Fig. 3(a)–
(c), for which it takes on values of 24.5, 8.5 and 18.3 for the eth1-, eth2- and dis-
MECI respectively. It is thus obvious that ring deformation is essential in reaching
the conical intersection seam. The value of the backbone torsion of 24.5 for the
eth1-MECI is reached within 50 fs for the expectation value in the case of CPD,
whereas it is only reached by a very small part of the population in the case of
Me4-CPD. This difference between the two molecules does indicate that the motion
in the backbone torsion coordinate is important as a cause of the different time
scales for the two molecules, especially in explaining the initial delay period before
significant population decay begins. However, from Fig. 8 it is also evident that this
cannot be the full story as the expectation value of the backbone torsion drops
significantly for CPD after peaking at 50 fs and the subsequent mean of the coor-
dinate is very similar to that of Me4-CPD and therefore cannot explain the observed
slower population decay on a longer time scale.
The geometries of the S1S0-MECIs are also characterized by a significant torsion
in one (or both in the case of the dis-MECI) of the double bonds leading to the out-
of-plane bend of the CH2-group and a neighboring hydrogen, see Fig. 3. We quan-
tify this torsion as the degree of twist of the most twisted double bond, the time-
dependence of which is given in Fig. 9. The value of this coordinate is 50.5,
58.9, and 43.4 for the eth1-, eth2- and dis-MECI respectively, whereas it is 31.7
at the S2S1-MECI. Again we observe a larger degree of out-plane nuclear motion
for CPD compared to Me4-CPD on a faster time scale. However, compared to
the backbone torsion, it takes >100 fs for the expectation value for Me4-CPD to
reach its maximum at 35, a value which is obtained after only 28 fs by CPD.
It thus appears that the double bond torsion is essential in reaching the conical inter-
section seam and combined with distortion of the backbone (which could be a conse-
quence of the double bond torsion) can explain the different time scales observed in
the population decay for the two molecules.
From the spawning events we can assign population transfer to one of the S1S0-
MECIs by using the spawning geometries as starting points for optimization of a
S1S0-MECI. This procedure reveals a bifurcation on S1 with 71% and 78% of the
population transfer being attributable to the eth1-MECI and 27% and 22% to the
eth2-MECI for CPD and Me4-CPD respectively. For CPD, a very small part of
the population, 2%, can be assigned to the dis-MECI. This bifurcation is not directly
revealed by the overlapping distributions of RMSD between the spawning geome-
tries and the three S1S0-MECIs (see Fig. 10). The RMSD distributions on the other
Fig. 9 Projection of the S1 wavepacket density on the C]C torsion angle (for the most twisted
ethylene unit) with the expectation value indicated by the colored line for CPD (top, blue) and
Me4-CPD (bottom, red). The torsion is given by max[cos
1((R^12  R^56)$(R^12  R^37)),cos1((R^34
 R^28)$(R^34  R^59))], with the numbering given in Fig. 1.
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hand do reveal the preference for the ethylene-like MECIs for Me4-CPD, whereas
this is not obvious for CPD.
3.2.4 Electronic character. Having discussed the nuclear dynamics we turn our
attention to the electronic character of the states involved. For the s-trans-dienes
the two lowest excited states are close in energy at the FC geometry, which for s-
trans-butadiene has led to the observation of an ultrafast exchange of electronic
character between S1 and S2 taking place within the first 5 fs subsequent to excitation
to the bright state.43 This exchange of electronic character is observed by the change
in transition dipole moment to S0 such that the initially bright state S1 becomes dark
and the initially dark state S2 becomes bright. The change of character is unambig-
uous for s-trans-butadiene. In the case of CPD (and Me4-CPD) the two lowest
excited states are separated to a larger extent - at the FC geometry the calculated
energy splitting is 1.05 eV, and labels can unambiguously be assigned as the transi-
tion dipole moment to S1 is 2.81 D, whereas it is only 0.28 D to S2. Fig. 11 shows the
time-development of the ratio of the squared transition dipole moments h|m01|2i/h|
m02|
2i. For both molecules the ratio starts out >10 (the value is 100 for the FC geom-
etry), however, it drops within the first 10 fs to 3 and stays at that level. It is thus
apparent that there is a mixing of the electronic character, and an unambiguous
assignment to bright and dark (or equivalently to V1 and V2) of the two adiabatic
states S1 and S2 is not possible at later times.
For s-trans-butadiene it is known that charge-transfer states play an essential role
in the excited state dynamics.43 Furthermore, in that molecule charge separation
occurs on S1 and is preceded by twisting of a single methylene unit akin to the twist
of a single double bond in the cyclopentadienes. In the latter molecules the torsional
motion is, however, frustrated due to the ring structure and the twist does not reach
the extremum of 90 corresponding to complete out-of-plane twist as is observed in
s-trans-butadiene. As a consequence a significantly smaller charge separation is
observed in the cyclopentadienes.
Fig. 10 Histograms of the RMSD between the spawning geometries and the geometry at the
eth1-MECI (magenta), the eth2-MECI (grey), and the dis-MECI (cyan) for CPD (top) and
Me4-CPD (bottom).
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3.3 Summary of the excited state reaction mechanism for cyclopentadienes
Having established the nuclear dynamics leading to non-adiabatic transition
between S1 and S0 and the electronic character of the states involved, a complete
picture of the excited state dynamics emerges and in particular an understanding
of the differences between CPD and Me4-CPD and between the cyclopentadienes
and s-trans-butadiene is established. At the FC geometry, S1 and S2 can clearly be
identified as the V1 and V2 states, where the former is primarily a bright, HOMO
! LUMO singly excited p! p* state, whereas the latter is a dark state dominated
by a large doubly excited character (p)2 ! (p*)2. Excitation to S1 creates a wave-
packet which starts evolving in time. Initial motion primarily along in-plane modes,
such as along the bond-alternation coordinate but for CPD also along out-of-plane
modes, takes this wavepacket out of the FC region in 25 fs (see Fig. 12). The
motion in the bond-alternation coordinate is typical of conjugated molecules as
exemplified by s-trans-butadiene.43 As a consequence of this nuclear motion the
wavepacket enters a region of the potential energy surface where the electronic state
character mixes significantly and an unambiguous assignment of diabatic labels to
the adiabatic states S1 and S2 is no longer possible.
After the initial nuclear motion, additional out-of-plane motion in Me4-CPD
occurs from25 to71 fs after excitation, which is not observed for CPD. This pro-
longed initial period is a consequence of the slow-down of motion along out-of-
plane modes for Me4-CPD compared to CPD due to the inertia of the substituents.
This motion in particular involves torsion in the double bonds very similar to that in
s-trans-butadiene and to the smaller ethylene. Due to the rigid ring structure such
motion could have been thought to be absent in the cyclopentadienes but seems
to occur nonetheless although slightly suppressed. Although the two ethylene-like
S1S0-MECIs, to which most population transfer can be assigned, primarily result
from torsion in only one double bond, the spawning geometries reveal a slight dis-
rotatory mechanism, where torsion occurs around both double bonds. The differ-
ence in torsion of the two double bonds for most of the spawning geometries falls
somewhere in between that for the ethylene-like S1S0-MECIs and the dis-MECI.
Fig. 11 Histogram of the ratio of the average of the square of the transition dipole moment
between S0 and S1 (m01) and between S0 and S2 (m02) with the average value indicated by the
colored line for CPD (top,blue) and Me4-CPD (bottom,red). Data is from trajectories on S1
only.
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The out-of-plane motion is thus reminiscent of a reaction path towards a bicyclo
[2,1,0]pentene structure and the disrotatory pathway is in accordance with the
Woodward–Hoffmann rules.12 The initial in-plane and out-of-plane motion on S1
i.e. the induction time from excitation to the onset of population transfer sets the
first timescale of 25 fs for CPD and 71 fs for Me4-CPD (see Fig. 12).
After nuclear motion on S1 during the first timescale, the second timescale is set by
the non-adiabatic transition back to S0 which takes place with half-lives of s1/2(CPD)
z 25 fs and s1/2(Me4-CPD) z 48 fs (see Fig. 12). The transition can primarily by
assigned to the eth1-MECI, which accounts for 71 and 78% of the population trans-
fer for CPD andMe4-CPD respectively, whereas the eth2-MECI accounts for 27 and
22% respectively. In the case of CPD, a small population transfer of 2% can be as-
signed to the dis-MECI. An important observation which can be drawn from the
determined time-scales is that the slow-down of the non-adiabatic dynamics i.e.
the longer time-scale of non-adiabatic transition in Me4-CPD compared to CPD
is largely accounted for on the basis of the inertia of the substituents and is thus a
consequence of a kinematic effect and not due to a difference in the final vibrational
density of states (DOS) of S0. From Fermi’s Golden rule one would expect a faster
transition in the case of Me4-CPD due to a higher DOS, however, recent studies have
shown that this can lead to erroneous conclusions regarding the relative rate of tran-
sition, and these findings are thus in line with that conclusion.96 Also, the differences
cannot be due to differences in electronic structure, since these are not included in
the present simulation.
3.4 Femtosecond time-resolved photoelectron spectra
From the nuclear dynamics two time-scales of importance have been identified - one
time-scale during which nuclear motion takes place only on the initially excited state
with the wavepacket moving away from the FC region, and one time-scale for the
Fig. 12 Interpretation of the dynamics following excitation to S1 with timescales and branch-
ing percentages indicated in the format CPD/Me4-CPD. Initially (1), nuclear motion occurs
along in-plane modes such as the bond-alternation coordinate, however, for CPDmotion along
out-of-plane modes also takes place during this time window. Over the course of the initial
nuclear motion the electronic state character mixes making an unambiguous assignment of di-
abatic labels to S1 and S2 impossible. Following the initial nuclear motion additional out-of-
plane motion takes place in Me4-CPD (1
0), which is absent in CPD, as a consequence of the
slower motion of the former due to the heavy substituents. Finally (2), bifurcation on S1 leads
to a non-adiabatic transition primarily assignable to two ethylene-like MECIs.
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non-adiabatic transfer back to S0. Using time-resolved photoelectron spectroscopy
two time-scales have also been identified experimentally and a comparison between
the experiment and the present simulations are found in Table 1. The assignment of
the first timescale differs between simulation and experiment and, furthermore, it is
observed that the timescales determined from the present simulations are slightly
shorter than the ones determined experimentally. The discrepancies in the timescales
could be the consequence of approximating the exciting laser pulse by a d-function in
time and energy and the use of the harmonic approximation for constructing the
Wigner distribution of the ground state vibrational wave function in the simulations.
Both these approximations can lead to an initial wavepacket in the electronic excited
state slightly different from the one prepared in the experiments. However, the
discrepancies could also partly arise from differences in the method of determining
timescales between simulation and experiment. Therefore, to be able to make a
direct comparison between theory and experiment and validate the simulations
the time-resolved photoelectron spectra are calculated on the basis of the simulated
dynamics.
Fig. 13 shows the calculated one-photon spectrum (top), two-photon spectrum
(center), and combined spectrum (bottom) of CPD. The combined spectrum has
been constructed by assuming the maximum intensity of the one-photon spectrum
to be 20 times that of the two-photon spectrum following experimental findings.59
In accordance with the experimental spectrum,59 the combined calculated spectrum
exhibit a low energy band at E < 0.5 eV due to one-photon ionization centered at t¼
0 and a delayed, broad band due to two-photon ionization (see Fig. 13 (bottom)).
Thus, it is evident that the present simulation is able to reproduce the experimental
data satisfactorily.
Both bands of the calculated spectrum are observed to originate from ionization
out of the same adiabatic state, S1‡. The disappearance of the low-energy, one-
photon band is a consequence of a fast increase in ionization potential from S1 to
D0, the ground state of the cation, when the wavepacket leaves the FC region and
slides down the potential energy surface. It is thus the energetic factor in the last
term in eqn (3) that leads to the decay of the low energy band by effectively closing
the one-photon probe window. Through two-photon ionization a new probe
window is opened further down the potential energy surface resulting in the band
centered at a kinetic energy of 1.9 eV. This window stays open longer than the
Table 1 Comparison between timescales from experimental time-resolved photoelectron spec-
troscopy59 and from the present simulations
Molecule
Experimentala Simulationb
s/fs Interpretation s/fs Interpretation
CPD 39 S2 ! S1 transition 25(31) Nuclear dynamics on S1
51 S1 ! S0 transition 28(25) S1 ! S0 transition
Me4-CPD 68 S2 ! S1 transition 71(88) Nuclear dynamics on S1
76 S1 ! S0 transition 48(44) S1 ! S0 transition
a The definition of the S1 and S2 labels in ref. 59 is not identical to the one used throughout this
work. b The values in parentheses are determined from fitting the S1 population decays using
eqn (6).
‡ There is a contribution to the two-photon spectrum <0.75 eV from ionization out of S0 and
S2, however, this is hidden below the much stronger one-photon band in the combined
spectrum and does not play a significant role when comparing calculation to experiment.
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Fig. 13 Time-resolved photoelectron spectra of CPD. TOP: normalized one-photon spectrum
(1u), center: normalized two-photon spectrum (2u) and bottom: combined spectrum where the
region above 1 eV has been multiplied by a factor of 20 to resemble the presentation of the
experimental spectrum in ref. 59. It has furthermore been assumed that the maximum intensity
of the one-photon spectrum was 20 times that of the two-photon spectrum in accordance with
experimental results.59
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one-photon window until population decay back to the ground state finally leads to
the decay of the band.
Fig. 14 shows the calculated one-photon spectrum of Me4-CPD. The spectrum of
Me4-CPD was not presented in the experimental work but it was mentioned that the
spectrum is similar to that of 5-propyl-cyclopentadiene but red-shifted by 0.1 eV,
and this spectrum will therefore be used for comparison. The calculated spectrum
in Fig. 14 exhibits two bands, a high energy band centered around 0.95 eV and
t ¼ 0 and a delayed, lower energy band below 0.3 eV, which is in accordance with
what is observed experimentally although the bands are shifted slightly from the
experimental values of 1.1 and 0.3 eVx. However, again the present simulation is
able to reproduce the experimental data satisfactorily.
Both bands of the calculated spectrum originate from ionization out of the same
adiabatic state S1, and one could thus interpret the two bands as a single band
moving down in kinetic energy as a function of time as the molecule distorts away
from the FC geometry and slides down the potential energy surface. This nuclear
motion would lead to an increase in the ionization potential and thus a decrease
in kinetic energy of the photoelectrons. By comparing a photoelectron spectrum
calculated assuming unit ionization probability with the one in Fig. 14, one can
somewhat deduce the cause of the band splitting observed. As the band splitting
is apparent in both spectra, the dip separating the band into two is seemingly not
due to a change in ionization probability as a consequence of changing electronic
character of S1 but most likely a consequence of nuclear dynamics leading to a
sudden change in the ionization potential.
4 Conclusion
Using Ab Initio Multiple Spawning with electronic structure at the MS-MR-
CASPT2 level of theory, we have simulated the excited state dynamics following
excitation to S1 in cyclopentadiene (CPD) and 1,2,3,4-tetramethylcyclopentadiene
(Me4-CPD). At the Franck–Condon (FC) geometry, S1 is easily identified as result-
ing from a HOMO ! LUMO, p ! p* excitation, whereas S2 has a pronounced
doubly excited character of 50%. However, the electronic character mixes signifi-
cantly as the dynamics unfold on the S1 surface, thus the adiabatic S1 label is not
Fig. 14 One-photon time-resolved photoelectron spectrum of Me4-CPD.
x I.e. red-shifted by 0.1 eV from the values of 1.2 and 0.4 eV found for
5-propyl-cyclopentadiene.
This journal is ª The Royal Society of Chemistry 2012 Faraday Discuss., 2012, 157, 193–212 | 209
D
ow
nl
oa
de
d 
by
 D
TU
 L
ib
ra
ry
 o
n 
07
 Ja
nu
ar
y 
20
13
Pu
bl
ish
ed
 o
n 
02
 M
ay
 2
01
2 
on
 h
ttp
://
pu
bs
.rs
c.
or
g 
| do
i:1
0.1
039
/C2
FD
200
55D
View Article Online
synonymous with either of the diabatic V1 and V2 labels. Subsequent to excitation,
initial motion along the bond-alternation coordinate takes the wavepacket on S1 out
of the FC region, whereafter out-of-plane motion ensues due to torsion in the double
bonds similar to that of ethylene or s-trans-butadiene. The motion is reminiscent of a
disrotatory mechanism towards the bicyclo[2,1,0]pentene photoproduct. The induc-
tion time from excitation to the onset of significant population transfer back to S0
was determined to be 25 fs and 71 fs for CPD and Me4-CPD respectively. The
longer timescale for Me4-CPD is due to the inertia of the methyl substituents slowing
down the out-of-plane motion essential in reaching the conical intersection seam
between S1 and S0 and this slow-down also leads to a longer timescale of non-adia-
batic transition. The timescale of non-adiabatic transitions, given by the half-life of
the population decay from S1 to S0, were determined to be 28 fs and 48 fs for
CPD and Me4-CPD respectively.
To make direct connection to experimental observables the time-resolved photo-
electron spectra were calculated on the basis of the simulations and were seen to be
in correspondence with the experimental spectra. The bands observed in the spectra
mainly derive from one- or two-photon ionization out of S1. In the case of CPD the
decay of the one-photon band is due to an increasing ionization potential effectively
closing the probe window, whereas the two-photon band decays due to population
transfer back to S0. As a consequence of the substantially lower ionization potential
of Me4-CPD compared to CPD, the one-photon probe window allows for probing
of the wavepacket over a longer timescale resulting in the observation of a band
shifting down in energy as function of time due to the wavepacket sliding down
the S1 potential energy surface. The final decay of the band results from a combina-
tion of the probe window closing due to energetic factors as well as population decay
back to S0.
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