Although an electronic delivery system offers a number of potential advantages over the paper method, little is known about the comparability of evaluation results obtained through Web-based collection mechanisms with those obtained through traditional paper forms. Because of the crucial role that course evaluations play at most institutions with respect to promotion and tenure and their important role in academic planning decisions, administrative departments considering changing over to an electronic delivery system must assess whether the change will affect mean course evaluation scores (particularly for faculty in the midst of the tenure process), what effect the change will have in terms of response rates, and which type of students will respond to electronic course evaluations (response rate bias).
We undertook this study with faculty in a large economics-based public policy program at Cornell University. The administration was considering changing over to an electronic course evaluation system for reasons of cost and efficiency but was concerned about the effect of the change on the quality of evaluation data obtained through this mechanism. As a first step in this process, the administrative planning committee undertook a review of research completed at other institutions that had experimented with, or implemented, such systems. Many institutions around the nation, including the U.S. Naval Academy, have undertaken pilot tests using computer-based course evaluation systems (not necessarily Web based), with mixed results. We review these studies in the following section.
REVIEW OF PREVIOUS STUDIES
Only a limited number of studies have been published that focus on the impact of the mode of delivery on survey and course evaluation responses, and none have been completed using a sample of economics-based classes. Although not specifically focused on economics education per se, we review this research because of its relevance to mode of delivery. Most of the research on mode of delivery has compared computerized (not necessarily Web based) instrument delivery with traditional paper delivery. For a comprehensive review of this work prior to 1993, see Rosenfeld, Booth-Kewley, and Edwards (1993) . Some of the more recent studies since 1993 have focused on student course evaluations in particular; others tested for differences in results when using electronic versus paper delivery systems for standardized (primarily psychological) instruments.
Impact on Response Rates and Student Attitudes toward Mode of Delivery
In their study of 2,453 undergraduate and graduate course evaluations from students enrolled in 66 courses at their institution, Layne, DeCristoforo, and McGinty (1999) found a response rate of 60.6 percent for the paper group and 47.8 percent for the electronic evaluation group. Cartwright (1999) used electronic evaluations in his distance learning course and found a 20 percent response rate the first time, when the call for evaluations was e-mailed, and a 43 percent response rate at the second request for evaluations. Rosenberg et al. (2001) reported response rates to evaluations in their medical residency program between 81 and 92 percent within the first 12 months of instituting the new
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JOURNAL OF ECONOMIC EDUCATION electronic system. Ewell (2000) used data from the United States Air Force Academy (USAFA) during a period in which it was considering converting its mid-and end-of-course evaluations from paper to a computer-administered method. The study found an 82 percent response rate for paper delivery and 73 percent for online delivery. When asked if they preferred online or paper delivery, over half the students in the Ewell (2000) study said they preferred online delivery, and over 90 percent of the online students said the mechanism was easy to use. Slightly over half of the students believed that their responses were anonymous, nearly 30 percent did not, and 14 percent were undecided. Completing an online evaluation also took longer than completing a paper one.
The results of these studies support the finding that electronic evaluations are likely to produce lower response rates. Response rates are as low as 43 percent in some studies, compared with 61-82 percent in most studies using paper systems. These results are not surprising because paper evaluations are usually completed at one time, in the classroom with a captive audience, and there is little competition for the attention or time of the student. Furthermore, higher response rates in the paper group may be encouraged by perceived social pressure to respond if the instructor is present or requests that evaluations be filled out. On the other hand, electronic evaluations are usually completed during free time, in the personal space of the respondent, and are not subject to social pressure to respond. The impact of environment on the student (e.g., distractions in the dorm room, influence of peers) probably also plays a role. An overload of e-mail and the increased incidence of unsolicited electronic marketing communications (spam) may contribute to even lower response rates in the future. Furthermore, as institutions increase their efforts to become completely electronic in their administrative procedures, it is probable that a large number of electronic course evaluations to be completed in a short period of time at the end of a semester will vie for the personal time of the student and result in sustained low response rates.
Effect on Who Responds
The only published study on the effect of electronic delivery on who responds was conducted by Layne, DeCristoforo, and McGinty (1999) . This study used an electronic delivery group only to determine the characteristics of responders versus nonresponders. Predictor variables obtained through administrative records included student's gender and grade point average (GPA), class level, and academic area. Study results indicated that students with higher GPAs were more likely to complete electronic surveys than students with lower GPAs. Out of the four class levels used in the analysis, sophomores were most likely to respond and seniors the least likely.
Impact on Mean Evaluation Scores
Studies of the effect of mode of delivery on mean evaluation scores have produced mixed results. Because the technology of electronic communication has Winter 2006 23 changed over time, we reviewed only recent studies. In their study, Layne, DeCristoforo, and McGinty (1999) found no effect of mode of delivery on mean course evaluation scores. In the Ewell (2000) study conducted for the USAFA, results indicated that mean evaluations were higher for the paper-and-pencil method than for online delivery. Johnson (2002) reported on a study of electronic course evaluations undertaken at Duke University in which researchers focused on the effect of student characteristics on mean evaluation scores. Approximately 1,900 freshmen participated in an online experiment. Freshmen in this study completed evaluations twice, once before receiving their final grade and once after receiving their final grade. Results of the study indicated that freshmen expecting an A minus were 20 to 30 percent more likely to provide a favorable review than those expecting a B, who were 20 to 30 percent more likely than those expecting a C plus, and so on. After the course was over, students changed their assessments. Those who did not get the grade they anticipated lowered their evaluations, and those with higher grades gave more favorable evaluations.
STUDY OBJECTIVES
The objectives of our study were to confirm and extend the findings of previous studies of Web-based course evaluation systems with historic and experimental data from the institution in which the system would be implemented. Many of the previous studies relied on relatively small samples in single experimental settings and were limited in their capacity to identify characteristics of those who chose to respond. In this study, we used institution-specific historic course evaluation data from an economics-based public policy program over a four-academic-year period (1998) (1999) (2000) (2001) to address the following two questions: (a) Does Web-based delivery lower student response rates relative to pen and paper? and (b) Do Web-based evaluations lead to significantly different mean course evaluation scores compared with paper?
We also investigated the observable student characteristics that are correlated with responding to the Web-based survey. This analysis provided insights into some of the impediments to achieving higher response rates in Web-based evaluations.
METHOD OF IMPLEMENTATION

Format of Instrument
Because we used historic data from a three-year period to be able to make comparisons across years and between delivery systems, it was necessary to hold instrumentation constant. The paper instrument we used was the same instrument that the department had used for the past 15 years. The Web-based instrument was designed to mimic the paper instrument in content, format, and appearance. The instruments contained statements to which students responded on a 5-point scale and five open-ended questions that prompted students for input on various aspects of course and instructor performance. In the paper version, students completed
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JOURNAL OF ECONOMIC EDUCATION these questions by hand, and in the Web version, students typed in their responses electronically. There were 13 scaled-response items. Subsets of these items focused on the quality of the course content, quality of the instructor, quality of the readings, and overall summary measures. Students were asked to rate these statements on a 5-point Likert-type scale, with the poles being 1 (strongly disagree) and 5 (strongly agree).
Access
Paper evaluations were handed out on the same schedule as they had been for the past 15 years, during the last week of the semester in each term or year. Prior to evaluations being conducted, faculty were instructed to ask their teaching assistants (or designated undergraduates enrolled in the class) to pick up their paper evaluations at the administrative office and return the evaluations to the same office when they were completed. Implementation of the paper evaluations was not monitored, and faculty conducted them in their usual manner without any additional instructions from the researchers.
Students in courses selected to be electronically evaluated were notified in person during the last week of the semester. The principal investigator on the project visited the class, explained to the students that they would be completing Web evaluations as part of a policy evaluation being undertaken in the department, and explained the process of completing the Web evaluation. On the same day they were notified, students in classes selected to complete Web evaluations received an e-mail containing instructions on how to complete the Web evaluation, a hyperlink to the Web instrument, and information in regard to troubleshooting access errors or faulty submission of evaluation forms. The student body on the campus is, in general, highly computer literate. Every student has a computer account, the vast majority of students have their own computers in their place of residence, and there are numerous computer laboratories scattered throughout the campus that provide extended access to their facilities. The evaluations were completed by accessing an evaluation Web site from any location on or off campus using standard computers and Web browsers. The evaluations were submitted electronically and automatically translated into an ASCII database. The system tracked compliance, and e-mail reminders were sent out to both responders and nonresponders on a set schedule four times after the initial notification was mailed. Students completing Web evaluations could complete the survey at the time of their choice within a 10-day period, starting with the first day of the last week of the semester and ending 5 days after the last day of class each term. In no case did students know their final grade prior to completing the evaluation.
Confidentiality
Confidentiality is an important issue in both paper and Web evaluations. Fear of loss of anonymity can result in an unwillingness to submit evaluations and biased responses. In the paper evaluations, the only possible threat to anonymity would be handwriting recognition for students providing open-ended comments.
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For students completing Web evaluations, further assurances of anonymity were provided. Upon logging onto the evaluation Web page, students were told that the server was secure, that the evaluation instrument was password access only, and that no identifying student information would be made available to the course instructor. In the same e-mail, students were given a list of courses they were authorized to access. Once a course was selected, students were required to log in with their password. The Web evaluation instrument was then displayed. The evaluation instrument itself did not contain any identifying information. After completing the survey, students were prompted to determine whether they were ready to submit the survey. Options included exiting the survey without submission, reentering the evaluation form to edit or change entries, and submitting the survey. After submitting the survey, students were not permitted to log in again either to reevaluate the class or to revise any of their responses. Despite the assurances, students might perceive that the ability to track who has responded compromised their anonymity, and they might have felt less secure in responding. We were unable to assess how potential identification affected response rates and whether this effect was more pronounced in electronic evaluations compared with paper.
STUDY DATA AND ANALYSES
In Table 1 , we provide a listing of the 29 courses included in the study grouped by the seven course titles (course A-course G), along with an indication of which evaluation method was used to evaluate each class (20 completed paper evaluations, and 9 completed Web evaluations). To hold instructor effects constant, courses included in the study had to have been taught by the same professor in each year during the period 1998-2001, and the professor had to be an established teacher (i.e., with tenure or a full-time experienced lecturer). Course A was offered eight times by the same professor, two of which were evaluated using the Web-based method. One of the potential drawbacks of the research design was that, in most cases, the Web-based evaluation occurred in semesters following the paper evaluations for the same course. Given that the same professor was teaching this course, the average number of times the course had been offered in the past by the professor was higher for the Web-based evaluation. This, in turn, could have affected evaluation scores and, potentially, response rates. However, for course A, we designed an experiment to control for these issues; on two different occasions, the same professor taught identical versions of the same course in the same semester-one was evaluated by paper and the other by Web. These courses are highlighted in italics in Table 1 . In these sets of comparisons, professor experience was identical across the two evaluation methods, and the strategy controlled for potential cohort effects.
To understand better who responded to Web-based evaluations, we matched the Web responses for each class evaluated by electronic course evaluations to class lists provided by the college registrar. The registrar was able to provide us with data on a set of student characteristics for all students-both responders and nonresponders.
1 Because we had no identifying information on students from paper 26 JOURNAL OF ECONOMIC EDUCATION evaluations, we were only able to examine response rates in the set of classes evaluated electronically. Consequently, this limited the inferences we could make by analyzing the determinants of who responded to Web-based evaluation. However, understanding the determinants of Web-based responses might help identify ways to increase response rates in the future.
Methods
For each course, we compared Web-based evaluation response rates and evaluation scores with the comparable measures from the paper delivery method. For both paper and Web evaluations, we computed course-specific standard deviations of the response rate and teacher evaluation scores and then used t tests to test for differences between these measures on each of the 13 items in the questionnaire. To investigate the types of characteristics associated with Web response rates, we estimated the model based on the individual-level data with variation across students (subscript j), class (subscript c), semester (subscript s), and year (subscript y) as follows: College2 ϭ 1 if student is from a second particular college of the university, 0 otherwise Class Size ϭ the number of students in the class.
The data for this model were from the nine courses evaluated by Web technology (with a sample size of 972 students). We estimated the model with and without class fixed effects. Class fixed effects included eight dummy variables and, in cases where the same class was evaluated by Web technology more than once (classes A and E), we used two dummy variables for the class. In this model, it was necessary to omit the variable class size because there was no within-class variation in this variable. The effects of final grade and cumulative GPA were estimated in several different ways. 4 First, they were entered as separate variables and then as a ratio of final grade to cumulative GPA. These specifications tested whether final grade affected responses independently or only relative to cumulative GPA (i.e., if responses were different depending on whether a student's anticipated final grade in the class was higher or lower than their cumulative GPA). Finally, the final grade was entered both linearly and nonlinearly. The nonlinear relation between final grade and the probability of responding was examined with the addition of two spline variables, one with a knot at a grade of C, the other with a knot at a grade of B+. These two knots allowed the relationship between response rates and final grade to be nonlinear (i.e., to "kink" at a grade of C and Bϩ, thereby creating the nonlinearity).
RESULTS
The percentage of students in the course submitting evaluations by course, class evaluation method, and year is given in Table 1 . The mean response rates by class varied from 100 percent to 33 percent. Results indicated that response rates for the Web-based evaluations were lower than the paper versions for each of the seven courses employing both delivery mechanisms. For example, when the
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JOURNAL OF ECONOMIC EDUCATION professor taught two sections of course A in the fall of 2000, the paper response rate was 69.2 percent compared with 46.7 percent for Web evaluations. For the fall 2001 comparison, the response rate was 72.9 percent for paper compared with 48.5 percent for the Web. Moreover, for each of the seven courses, there were no cases where a paper version of the course had a lower response rate than the Webbased evaluation, and the differences in response rates were all statistically significant. It is clear from Table 1 that the differences between Web and paper response rates varied by class. Scores for each of the 13 evaluation items were broken down by paper or Web delivery system (Table 2) . Evaluation scores were similar, with only four of the questions having a statistically significant difference. 5 Even when significant differences were found, they were, in practical terms, quite similar. For example, for question 2, there was a 0.14 difference in the average score between Web and paper evaluations, representing an approximately 3.5 percent difference in scores. Moreover, for 9 of the 13 evaluation items, the average performance scores were within 0.10 of each other. If one were to compare scores across paper evaluations for the same faculty over time, differences would often exceed this amount. In fact, for every question within every course, there was at least one paper score that was more than 0.10 different from another paper score. Given the 1-5 scale of the measures, the similarity of scores was noteworthy. These results suggested that moving from a paper evaluation system to a Web-based system was unlikely to have an overall effect on course evaluation scores. The data in Table 2 also show that the Web evaluations led to slightly higher scores across all courses. For each survey question, the average Web score was higher than the paper score. However, these aggregate measures can hide important differences across classes. This is especially true given that the larger classes would contribute more observations to the aggregate measures and the number of times each course was evaluated by paper and Web varied across the courses. Thus, the department-level analysis could be concealing significant differences within classes and did not address whether performance measures of individual faculty differed by method of evaluation. We report t values for testing the differences between the Web evaluation and the paper evaluation for each of the 13 evaluation items for each of the seven courses separately (Table 3 ). The first two columns of Table 3 provide the t values for course A. The first column is for the fall 2000 semester when the professor taught two lectures of the same course in the same semester and had one The first two columns indicate the t value for the differences between the Web and paper scores for the course where two sections were offered by the same professor in the same semester (one evaluated by Web and one by paper). The last column sums (for each question) the t values across the columns and divides by the square root of the number of courses. The last row sums (for each course) the t values across rows 1-13 and divides this sum by the square root of the number of questions. * indicates that the t value is statistically significant at the .05 Type I error level.
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evaluated by Web and the other by paper. Column 2 repeats this experiment with the same professor and the same course, except this time for the fall 2001 semester. A positive t value indicates that the Web score was higher than the paper score. Courses B-G had multiple paper evaluations over several semesters, and the data were combined into a single average evaluation score for each item. 6 When there were two years of Web evaluations for a course (course E), the data were combined to compute the average evaluation score for each item. First, we examined the results for course A, where the same instructor taught two sections of the same class in the same semester. Results indicated that for the fall 2000 semester, despite a significantly lower response rate for the Web delivery, there were no significant differences in evaluation scores for any of the 13 evaluation items. For the fall 2001 semester, the only difference that was statistically significant was for question 9. We also examined whether, across all questions, there was a statistical difference in scores. The t statistic for whether the sum of these 13 t values was different from zero equaled the sum of the t values divided by the square root of 13. The last row of the first column indicates that this t value was 1.22 for the fall 2000 semester and -2.63 for the fall 2001 semester. Thus, in the clearest comparison that our data offered, we found no statistical difference between evaluation scores derived from a Web and a paper evaluation system in one case and a significant difference in the other case. However, it is important to note that across the two semesters, the t values were of different signs so that in one semester the professor had higher scores in the Web version, and in the other semester, he had higher scores on the paper version. If the t values of all 26 items across the two experiments were summed, the t value on this sum would be only approximately 1.0, which is not statistically significant. Moreover, of the 26 t values, 14 were positive and 12 were negative, suggesting that there were not systematic differences in evaluation scores between the Web and the paper evaluation systems.
There are 104 t values reported in Table 3 ; 53 (51 percent) have negative values (paper has higher score than Web), and 51 (49 percent) have positive values, providing further evidence that there were not systematic differences between the Web and the paper systems. Given this distribution of t values, it is not surprising that the total sum of all t values was not even close to being statistically significant. An examination of the last row of Table 3 indicates, however, that for 6 of the 8 courses there were significant differences in scores when considering all 13 items, but these differences were not in the same direction. Courses A, D, E, and G in the fall 2001 semester had significantly lower scores when evaluated by the Web, whereas courses C and F had significantly higher scores when evaluated under the Web system. The last row indicates that four of the eight comparisons had positive t values and the other four had negative t values.
We also compared Web and paper evaluation scores without combining the data for different paper versions and different Web versions of the same class. This greatly expanded the number of comparisons as each paper version was compared with each of the Web versions. For course A alone, each of the five paper versions were compared with both of the Web-based versions for that class on all 13 items, resulting in 130 t tests. Across all courses, we examined 351
Winter 2006 31 t tests. Of the 351 comparisons, 282 (80.3 percent) indicated a difference that was not statistically significant. Of the 69 (19.7 percent) comparisons that were statistically different, 35 had a Web-based score higher than the paper, and 34 had Web-based scores lower than the paper. Finally, we examined whether there were systematic differences between Web and paper for any of the 13 individual evaluation items on the questionnaire. The last column in Table 3 holds the t values for a test of these differences between items; we found no significant differences for any of the 13 comparisons.
Determinants of Response Rates
The results of the maximum likelihood estimation (given in Table 4 ) identified specific student characteristics predicting the likelihood that a student would submit a Web evaluation. A probit model was used to estimate the parameters using data from the 972 students enrolled in the nine Web-based course evaluation offerings.
8 Four alternative specifications of the model are presented. One set includes the final grade a student received in the class to capture the effects of anticipated final grade on the student's likelihood of responding (models A and B).
9 The models were estimated with (model A) and without (model B) class fixed effects. 10 The second set of estimates (models C and D) is a more complex spline specification of final grade (described earlier) with (model C) and without (model D) class fixed effects. The coefficients, standard errors, and marginal effects (evaluated at the point of sample means) are reported in Table 4 .
Results of model specification, using the simple final grade variable, indicated that an increase in anticipated final grade increased the student's likelihood of submitting a course evaluation in the model with class fixed effects but not in the model without class fixed effects. In the model with fixed effects, an increase in the final grade of one letter grade, say from a C to a B, increased response rates by 9 percent. The fact that the coefficient on the final grade was lower and insignificant in models without class fixed effects suggested that the relationship between response and performance was largely a within-class phenomenon (i.e., that students performing differently in the same class responded with different probabilities).
Results of the second estimation (spline specification of final grade) indicated that, in the model with class fixed effects, an increase in anticipated final grade from a D to a C increased the likelihood of a response by 19 percent, an increase in anticipated final grade from a C to a B increased the likelihood of response by 1 percent, and an increase in anticipated final grade from a Bϩ to an Aϩ increased the likelihood of a response by 13 percent. These results are graphically presented in Figure 1 . Comparing these results to the same model without class fixed effects, one can see that the effects were largely similar for low grades but diverged at higher grades. This suggests that, regardless of which class a student was in, anticipation of very poor performance was associated with nonresponse. Clearly, students in the same class who anticipated low final grades had a lower probability of submitting a Web evaluation than students who anticipated high final grades, and there was strong evidence that the probability rose less than linearly as anticipated final grade increased. One implication of this finding was that instructors might receive fewer general comments from students who had performed poorly. This was one potential disadvantage of the Web-based evaluation system. However, with the data available, we could not analyze whether the relationship between performance and response rates was more or less pronounced with a paper evaluation system. Other variables that we found to be statistically significant in predicting whether a student would complete a Web evaluation were gender (women were 18 percent more likely to submit an evaluation than were men), race/ethnicity (Asian students were 12 percent less likely to submit than were students of other races), and class size (students in larger classes were less likely to submit than were those in smaller classes). Finally, the coefficients on the class-specific fixed effects showed that response rates varied by class in important ways, and the marginal probabilities of response varied dramatically from class to class.
SUMMARY AND DISCUSSION
It is highly unlikely that end-of-term course evaluations will be replaced by alternative forms of teaching evaluation in the near future because student feedback in the form of written course evaluations has become an institutionalized part of higher education in the United States. Teaching portfolios forming part of tenure and promotion files often consist almost exclusively of reports on
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JOURNAL OF ECONOMIC EDUCATION FIGURE 1. Relationship between response probability and grade in class.
Note: In the grade range from F to C, raising the letter grade by 1.0 increases the probability of responding by 20 percent. In the grade range from C to Bϩ, raising the letter grade by 1.0 increases the probability of responding by 2 percent. Above a Bϩ, raising the letter grade by 1.0 increases the probability of responding by 14 percent.
standardized course evaluation scores from year to year. Many academic institutions may be slow to change their administrative systems because of the significant cost of reconciling data generated before and after changes in a delivery system, an issue that is particularly salient in cases of tenure documentation. However, faced with the reality of shrinking budgets, academic institutions will have to seek more efficient ways of operating under increasingly constrained administrative support resources. Web-based technology offers huge efficiencies in the execution of repetitive administrative tasks, such as course evaluations, especially for economics departments with large undergraduate enrollments in basic large service courses, such as micro-and macroeconomics. The results of this study suggest that electronic student evaluations can be successfully implemented in institutions of higher education where the student body is fairly computer literate and computers are readily available on the campus. On campuses where this is not the case, response rates resulting from Web-based course evaluations could be unacceptably low and even deliver a zero response rate for very small classes. This outcome would result in serious consequences for faculty evaluation in tenure and promotion files in which no evaluations would be available for certain courses.
This study, like others before it, found that compared with paper delivery, Webbased evaluation methods led to lower response rates. Furthermore, there appeared to be some predictability about who responds using this mechanism (class performance, gender, race, class size). The implications of lower response rates might be that incentives have to be devised to encourage students to respond, at the cost of loss of anonymity, such as withholding the posting of a final grade until an evaluation is submitted or bonus points calculated in the final grade after an evaluation is submitted. Higher response rates may also be achieved by allowing students to complete the surveys somewhat earlier than the end of the term, before students are pressured with final exams. Lower response rates might result from a perception that electronic evaluations offer less anonymity than paper. An educational endorsement might be effective in assuring students that electronic evaluations are confidential and anonymous (e.g., an endorsement by the student government and publication of institutional guarantees of confidentiality).
However, these lower response rates do not appear to affect average evaluation scores. This is good news for departments concerned that changing to a Webbased delivery system will affect promotion and tenure procedures for faculty in the midst of the tenure process. Results of this study suggest that faculty evaluation scores will not be adversely affected by switching from paper to Web-based evaluation. However, lower response rates could have an impact on the evaluation of faculty if the evaluation scores are used to test differences among faculty within a single administrative unit. Because reduced sample size raises the standard error of estimates, there will be fewer statistically significant differences in performance between faculty scores. In addition, as class sizes become smaller, the impact of lower response rates becomes more problematic. Fortunately, we have some evidence that in our Web-based sample, small classes have higher response rates.
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Finally, we have evidence that once adopted, Web-based evaluation systems will yield higher response rates over time. Based on the results of this study, the faculty of the department voted to adopt Web-based evaluations for all courses offered by the department. The response rate has increased in each successive semester in which Web-based evaluations have been used. By the fall 2003 semester, of the 1,317 students enrolled in courses offered by the department, 897 provided evaluations, yielding a response rate of 68.1 percent. Every course had a response rate greater than 50 percent, and the average response rate for a course was 72 percent. This response rate is close to the response rate that paper systems yield. Consequently, the lower response rates documented in our study and others may be temporary; as students get adjusted to the new system, response rates may increase significantly.
NOTES
1. The use of the registrar data to merge with the electronic student evaluation responses was implemented under strict Human Subjects guidelines. Individual course evaluation data were matched confidentially by a neutral party via network identification number to the characteristics of the specific student submitting the evaluation. After matching, student identifying information was purged from the data set and was not available to the researchers. 2. Recall that students do not know this final class grade when they fill out the evaluation form. Final grade in class was converted to a numeric basis in the following fashion: Aϩ ϭ 4.3, A ϭ 4.0, AϪ ϭ 3.7, Bϩ ϭ 3.3, B ϭ 3.0, BϪ ϭ 2.7, Cϩ ϭ 2.3, C ϭ 2.0, CϪ ϭ 1.7, Dϩ ϭ 1.3, D ϭ 1.0, DϪ ϭ 0.7, F ϭ 0. We also included a spline at a grade of C and Bϩ in some specifications. 3. The omitted college was the college that was offering the courses. 4. We also estimated the effect of grade by entering the ratio of final grade to cumulative GPA. The results of this specification led to similar conclusions and are not reported in the table. 5. For each course that was evaluated by paper, we had the mean and standard deviation of the scores for each item. We were able to recover the raw data for three of the courses (courses B, D, and E) but not all of them. When the raw data were not available, we were able to compute the average evaluation score across all paper versions of that class by taking the weighted average of the means (where the weights were the size of the sample for that class). The weighted average of the standard deviations of the multiple paper evaluations was used to compute the standard deviation. This would not necessarily match the standard deviation of the combined raw data. To test whether this was a reasonable assumption, we used the courses where we did have the raw data. We first computed the standard deviation by creating a weighted average of the standard deviation of each paper version. We then combined all the raw data and computed the standard deviation. The results were quite similar. 6. As in note 5, for courses where we did not have the raw data for the paper evaluations, we computed the standard deviation of the combined paper evaluations by taking the weighted average of the standard deviations of each class. 7. Note that this no longer requires an assumption about how to combine the standard deviations of multiple paper versions of the same class. 8. Because of missing data on 108 students in the administrative files, only 972 of the 1,080 observations were available for this analysis. 9. It is important to note that students' final grades were only obtained from administrative records after the Web evaluations were completed. Therefore, this variable measures students' anticipated final grade in the course on the assumption that students accurately forecast their final grades. 10. To avoid singularity in the fixed-effects model, we omitted the dummy variable for course G, the course with the lowest response rate. Thus, the coefficients on the dummy variables for each course represent response rates relative to course G.
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Voluntary National Content Standards in Economics
The 20 essential principles of economics for K-12 students ★ Pinpoints the essential concepts and enduring ideas of the discipline ★ Highlights the reasoning and decision-making skills that inform effective choice-making ★ Developed by a consortium of economic educators and economists for the Goals 2000, Educate America Act ★ Benchmarked for grades 4, 8, and 12. Correlated 
