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Abstract 
Atomistic methods based on both classical pair potentials and quantum mechanical 
techniques have been used to model the bulk properties of zinc oxide. The bulk and 
surface structure of zinc chromite has also been investigated using purely classical 
techniques. 
The polymorphs of zinc oxide have been used to compare and contrast the pseudo- 
potential code CETEP with the atomistic codes CASCADE and GULP. Our results 
show that all of the techniques are capable of accurately modelling the three poly- 
morphs. Furthermore the predicted energy differences between the different crystal- 
lographic forms are in excellent agreement with experiment. 
The atomistic model of zinc oxide is further developed to investigate the various 
dopant incorporation mechanisms that are relevant to its varistor properties. The 
experimentally observed property of Na2O to prevent varistor degradation is given 
an atomistic mechanism. 
The non-stoichiometry of the spinel zinc chromite has been investigated in terms 
of both zinc and chromium excess. The spinel is predicted to form a highly zinc excess 
monophasic material in the presence of an oxidising atmosphere. The compensating 
defects produced during this process are shown to be Cr4+: Zn2+ clusters. The effect 
of these clusters on the lattice parameter of the non-stoichiometric form is shown to 
be clearly compatible with the experimental data. 
Finally we have performed a large number of surface calculations on the stoichio- 
metric spinel and have predicted the equilibrium and growth crystal morphologies. 
A very large number of defective surfaces are shown to exist. The calculated growth 
morphology is in agreement with the limited experimental data. 
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Chapter 1 
Introduction 
The purpose of this introductory chapter is three-fold. Firstly, to explain the motiva- 
tion for this avenue of research. Secondly, to briefly overview the industrial context 
in which its subject lies. Finally to present some of the aspects of computational 
modelling that have facilitated the rapid growth of this technique. 
Throughout the work the relationship between experiment and computational 
studies is of great importance. Experiment provides both the standard data to which 
a model can be fitted and the observations that the resulting model can help to eluci- 
date. It is the bridge between experimental work and theoretical work that has partly 
lead to the rapid increase in the use of computational methods. 
1.1 Zinc Oxide 
Zinc oxide is used in many industrial processes. Nevertheless, from a classical simu- 
lation point of view, it has not received the amount of attention in the literature that 
one might have expected. The reasons for this may be partly that classical simulation 
1 
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was initially viewed as only applicable to highly ionic systems; a group to which zinc 
oxide is not always considered to belong. However, as we hope to show in this study, 
this early neglect was not justified as zinc oxide can be successfully modelled as an 
ionic system. 
Unusually for transition metal oxides, the application of quantum mechanical tech- 
niques to the study of zinc oxide has preceded many of the classical studies. The 
reason for this lies wholly with the electronic structure of the Zn2+ species. The 
problems associated with describing open shell transition metal ions are well known, 
consequently, as a closed shell species, zinc has had the distinct advantage of an elec- 
tronic structure that lends itself readily to the application of quantum mechanical 
techniques. 
In contrast, the experimental data available for zinc oxide is very comprehensive 
as many groups have investigated both its catalytic and electrical properties. 
1.2 Zinc Chromite 
Tertiary oxides, such as the spinel family, are widely employed as catalysts for many 
important industrial processes. It is therefore not surprising that, although they have 
been the basis for a great deal of experimental work, they are attracting increasing 
attention for theoretical studies. The majority of the spinel work within this thesis 
centres on the zinc chromite system. This oxide is of particular interest as not only is 
it industrially important with regard to the syngas reaction, but its activity is heavily 
reliant upon its stoichiometry. 
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1.3 Simulation Techniques 
1.3.1 Bulk 
It is now 25 years since Norgett and Lidiard [1] used atomistic simulation to model the 
bulk and defect properties of the alkaline earth halides. Since this initial investigation, 
the use of these methods has grown considerably, so that they are now recognised as 
providing an important contribution to the understanding of many complex processes 
within ceramic materials. 
Initially, calculations were limited to simple ionic compounds such as NaCl [2] 
and CaF2 [3]. However as the availability of computational codes and resources 
has increased, so has the complexity and diversity of the simulated systems. I 
The 
techniques are now widely used to investigate the structural properties of zeolites [4, 
5,6]; nuclear materials [7,8] and the relatively new area of high T, oxides [9,10,11] 
As the complexity of the simulation systems has increased, the simulation codes 
themselves have also developed in order to take full advantage of the computational 
power available. For example, combinations of techniques such as the code ICE- 
CAP [12] which allows a central core of atoms to be treated using a Hartree-Fock 
approach whilst the outer atoms are modelled using standard pair-potential tech- 
niques. Dynamics simulations have also become more common for example the code 
PENICILLIN [13], which enables the simulation of large clusters of ions. Finally, 
recent static methods such as GULP [14], which calculates many crystal properties 
previously only available via a suite of codes and MARVIN [15], which performs sur- 
face relaxation incorporating both three and four-body terms, have become available. 
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1.3.2 Surface 
A detailed knowledge and thorough understanding of surface structure and composi- 
tion is essential to many aspects of materials science e. g. catalysis, corrosion, crystal 
growth etc. It is therefore not surprising that whilst classical bulk simulation was 
still in many ways an emerging technique, research groups were already utilising the 
same methods to simulate surfaces [16]. 
Although the methodology is equivalent, the simulation of an ion at a surface 
necessitates the need for several assumptions regarding both the charge state and 
short-range interaction energy. In practice these are taken to be identical to those 
of the bulk material. Despite this, apparently large assumption, many studies have 
successfully predicted the magnitude of surface relaxations [17,18] and crystal mor- 
phologies [19,20]. Indeed the techniques have proved so popular for ionic solids that 
they have also been used to successfully model some of the more covalent crystals [21]. 
The experience gained from surface simulation work has lead some research groups 
to look beyond the surfaces themselves, industrially important examples of such work 
are the thin film simulations of Sayle [22,23] and the interfacial models developed 
by Sayle et al [24]. These may eventually lead to models of grain boundary effects, 
which can dominate the properties of polycrystalline materials. 
Finally, work by Shluger et al has recently attempted to model the interaction of a 
scanning probe microscope tip with a'surface [25]. Thus, the techniques have turned 
full circle and are now being used to simulate the very experimental processes from 
which much of the data used to fit the model parameters was obtained. 
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1.3.3 QM 
The development of quantum mechanical simulations as a practical technique for 
systems of more than a few ions is heavily reliant upon the available computational 
power. Consequently as the cost: power ratio has fallen, the use of quantum mechan- 
ical techniques has increased considerably. The pseudopotential LDA code employed 
within this work is a prime example of this progression as it has been specifically 
developed to utilise the powerful parallel computer architecture that has recently be- 
come available. This code has been successfully used by De Vita et al [26] to model 
the basic defect processes in MgO. 
Although the parallel architecture of CETEP is a relatively modern approach, the 
LDA methodology embodied within it has already been shown to work extremely 
well for a variety of systems. Some notable examples include the work of Grimes and 
Gale [27] and Chou [28]. 
1.4 Aim of this Work 
In summary, the aim of this research is to develop a set of pair potentials that are 
not specific to any one oxide, but can be used in a variety of systems with the 
minimum loss of accuracy or reliability. Furthermore these potentials will then be 
used to elucidate some of the characteristics of both zinc oxide and some of its related 
spinel-type oxides. 
Chapter 2 
Classical Simulation 
2.1 Introduction 
The majority of the work described within this thesis is based upon the classical pair- 
potential description of interatomic forces. Such techniques are currently enjoying 
a rapid expansion due to several reasons. Firstly, as the techniques are relatively 
`cheap' in terms of the computational resources required, it is possible to model com- 
paratively large systems. Secondly, the methods are becoming increasingly predictive 
in nature [27] rather than, as in the past, being used mainly to verify and elucidate 
experimental results. 
2.2 The Born Model 
These methods rest upon a description of the lattice in terms of the Born Model [29, 
30]. In this representation the crystal is assumed to be composed of hard, formally 
6 
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charged, spherical ions. The forces acting between these ionic spheres can be parti- 
tioned into the long-range Coulombic forces and a residual short-range force. 
2.3 Potential Parameters 
The specification of a potential model i. e. a mathematical description of the energy 
of a system in terms of its atomic co-ordinates, is the first, and arguably, the most 
important step in any atomistic simulation. The representation employed here allows 
the ions to interact via Coulombic and short-range forces, such that, 
Etotal = 
gsqj 
+ 41)8-r (2.1) 
>j rte 
The total short-range interaction energy, (D, -,, 
is usually broken down into discrete 
summations involving 2,3,4.... n sets of ions, where n is determined by the type of 
system under investigation. 
ýs-r = 41ýij +E 41)ijk + >'ijkl + ... 
(2.2) 
ij ijk ijkl 
where ij refers to all pairs of ions and ijk all triplets etc. 
In this work the Coulombic interaction is predefined by assuming the existence of 
formally charged ions. The short-range interactions are therefore the only variable 
parameters within this function. 
The success or failure of the model is therefore entirely dependant upon the po- 
tential parameters that are used to describe the interatomic interactions. This can 
of course be subdivided into two contributing factors; the functionals employed and 
the accuracy of the variable parameters employed within the chosen functional. The 
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nature of the simulation system will dictate at which order the short-range term can 
be truncated, i. e. the value of n in Equation 2.2. Whilst two body potentials are 
isotropic and therefore adequate for ionic systems, the accurate description of direc- 
tional bonds will require the use of higher order terms i. e. three, (n=3), or four, 
(n=4), body interactions. Thus, having chosen a functional that is adequate for the 
system, it is then equally important to determine the optimum variable parameters 
for that functional. Therefore as the theoretical basis for the model is clearly well 
defined any uncertainties in the results obtained rest firmly with the potential model 
chosen. As such the origin of the short-range potentials is of the utmost importance 
and is further discussed in Section 2.5 
2.3.1 Two-Body Potentials 
In ionic solids the two-body potential dominates the short-range interactions. This 
force can be further divided into repulsive and attractive terms. 
Two repulsive interactions arise from the overlapping of neighbouring ions' electron 
clouds that occurs as two ions are brought closer towards each other. The first 
consequence of this close approach is that the electron density resident between the 
nuclei falls which renders the nuclei less shielded from each other; the net effect of 
which is to produce an increased Coulombic repulsion between the ionic nuclei. The 
second repulsion interaction arises due to the Pauli exclusion principle. This requires 
the excess electron charge density within the overlap to occupy orthogonal orbitals. In 
the local molecular orbital description these orthogonal orbitals can only be formed by 
mixing in contributions from unoccupied orbitals. If the ionic species considered are 
closed shell, the unoccupied orbitals are of considerably higher energy which results in 
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the orthogonalised orbitals of the interacting species being destabilised with respect 
to the closed shell orbitals of the isolated ionic species. 
The short-range attraction energy is again related to the electron clouds. When in 
close proximity electrons undergo concerted, correlated motions; thus instantaneous 
dipoles are produced, and responded to, by neighbouring species. This leads to an 
overall attractive force termed the van der Waals interaction. The magnitude of this 
phenomenon is dependant upon the polarisability of the electron cloud: in effect the 
atomic number and the charge state of the ionic species. These forces are important 
in large ions and highly polarizable species such as anions. 
Several potential forms are used to represent this short-range two-body interac- 
tion. The simplest function applied to bonded interactions is the bond harmonic 
interaction, 
2 
k(r - r0)2 (2.3) 
where ro is the equilibrium bond distance and k is the bond force constant. This type 
of function is perfectly adequate for interactions which have only small deviations 
from ro and will therefore exhibit harmonic behaviour. 
Interactions with a wider range of separations can be evaluated with a Morse 
potential, 
I)ij(r) =D {1 - exp[-ß(r - ro)]}2 (2.4) 
where D is the dissociation energy of the bond, ro is the equilibrium bond length and 
,3 is a variable parameter that can be determined from spectroscopic data. This type 
of potential form has been widely used for modelling organic molecules. 
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Non-bonded interactions are commonly represented by the Lennard-Jones poten- 
tial, 
AB 
T6 
(2.5) 
where A and B are the variable repulsive and attractive parameters respectively. This 
form of potential has been used extensively in molecular dynamics simulations. 
If the r12 term in the Lennard-Jones function is replaced by an exponential term, 
a Buckingham potential is formed. 
ýiý (r) =A exp -r -6 (2.6) p 
where A and p describe the repulsive and C the attractive interactions. 
A and p can be crudely related to the `hardness' and `size' of the ionic species 
respectively, whilst the C term is used to represent the van der Waals interactions. As 
such, when dealing with ions with small polarisabilities or cation-cation interactions 
the C term is often omitted, reducing the function to the form referred to as the 
Born-Mayer [31] potential. 
A exp -r (2.7) P 
where, as before, A and p describe the repulsive interactions. 
2.3.2 Three-Body Potentials 
In systems assumed to be predominantly ionic in nature, Equation 2.2 is truncated 
after the dominant two-body interaction terms. However in partially covalent or 
organic systems it is often necessary to include a bond bending term between specified 
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triplets of ions. The form of this potential is given by, 
1 
kp 0_ 0" 2g 
where k, 13 is the bond bending force constant and 0,, is the equilibrium bond angle, 
sec Figure 2.1. 
Figure 2.1: The three-holy interaction 
The inclusion of this term can aid systems where bond directionality i5 importmit. 
Recently this ill)proach has been used successfully to model (I. -cfu; a, rtz [32] mural Baet, zold 
ct al [33] have also shown that when modelling the silver halides t he inclusion of tliree- 
lbodv terms can lead to significant improvement in the reproduction of' the Ca itchy 
violation. 
2.3.3 Four-Body Potentials 
The modelling of organic molecules often necessitates the need for torsional termu5 
between groups of four ions. In a system of ions 1,2,3 and -1 the torsional angle is 
defined as the angle subtended by the intersection of the planes defined by altoius 
1.2,3 and 2,3,4. The potential function used may then take the form. 
Ii)k. i(O) = k, (1 f cos(nO)) (2.9) 
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Figure 2.2: The four-lhod interaction 
2.4 Ionic Polarisation 
So far, the Parameters assigned to the ionic system assume that the electron (lensities 
of the ions are fixed. Obviously this is not necessarily an adequate representation 0 
as 'teal' system and this approximation is termed the `rigid ion' model. Although thli,,, 
model is limited, it is popular for molecular (1Vimtiiic Dw, ' , md h, i" l)('('ii II H, d 
to model successfully a variety of systems [311. 
In order to reproduce characteristics such as high fregliieuo v (Iiedectri( o oiist; aiits. 
which are unity within the rigid ion model, and optical phonon Mode", , it is necessary 
to account for electronic polarisability. This also becomes important, when charged 
defects are introduced into the system as this will lead to a sigººifiº"aitºt cImnge of the 
electric field in the lattice immediately surrounding the defect. 
however, the inclusion of polarisability produces a considerable inº"rense in the 
the need to adjust the shell position at extremely small intervals leads to problems with the size 
of the time step and therefore increases the computational cost considerably, see Section 2.4.2 
Classical Simulation 13 
number of degrees of freedom of a system. As such it will inevitably reduce the max- 
imum system size that can be modelled. In order to avoid this extra computational 
effort, a scheme is often adopted in which only the anionic species are regarded as 
polarizable. This approximation has been used in many studies and due to the ad- 
ditive nature of the polarisability, usually results in an adequate description of the 
total polarisability of the entire system. However, there have been studies involving 
large cations in which it has been necessary to model both the cations and anions as 
polarisable[7]. 
2.4.1 Point Polarizable Ion Model 
The simplest approach to ion polarisability is to incorporate the point polarizable ion 
(PPI) model. This scheme assumes that in response to an electric field each ion point 
develops a dipole whose magnitude, µ, is proportional to the effective field, e, acting 
on the ions, 
µ=ac 
where a is the ionic polarisability. 
(2.10) 
This model is computationally inexpensive and works well for simple molecular 
systems. However it does not work as well for ionic systems. This is due to the lack 
of coupling of the short-range forces to the polarisation of the ion; the PPI model 
treats the polarisability of the ion as a response solely to the electrostatic forces. The 
polarisabilities in ionic systems are large and consequently any displacement of the 
valence electrons must be reflected in the short-range interactions. This omission 
results in an over-estimate of the dielectric constant and therefore leads to a poor 
description of the response of the lattice to charge defects. 
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2.4.2 Shell Model 
The most successful model that incorporates polarisation is the shell model devised 
by Dick and Overhauser [35]. Within this scheme the single rigid ion core is replaced 
by two species, a core and a spherical shell, see Figure 2.3. The shell has an effective 
mass of zero and is connected to the core, in which all of the mass is concentrated, 1). \ 
an harmonic force of constant, k. The total charge of the ion is distributed between 
the core and the shell such that X+Y= total ionic charge. 
X h"MhWWm ý 
Massive core 
® Massless shell 
Figure 2.3: The shell model 
Using this model it is possible to produce dipoles by small displacements of the 
shell relative to the core. The ease with which such a displacement can occur i. e. the 
polarisability of' the species, is controlled by a combination of' the force constant k. the 
magnitude of' the charges X and Y and the interactions of' the core/shell species as 
defined by the short-range potential parameters. The polarisability, o, of the isolated 
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Species in units of A3 is, 
2 
cr = 14.3993 k (2.11) 
where Y is the shell charge, (e) and k is the force constant, (e\7A 2) 
This model is superior to the PPI model as it includes the necessary coupling 
between the short-range potentials and the polarisability, see Figure 2.4. 
4º Coulombic Interaction t! `1 Shell 
--º Short-range Interaction 
f__ Spring Constant Core 
Figure 2.4: Summary of inter-species interaction 
This is achieved by assuming that any forces acting upon a species with ai shell 
sloes 5o via the shell and not the core. All shells interact with all other cores and 
shells except the core to which that, shell is attached. Although the shell model works 
extremely well, it is difficult to attach physical significance to either the shell position 
or the relative core/shell charges. One common assumption is that the shell represents 
the valence electrons, however free fitting of' the Y and k: values c, in sometimes lead 
to positive shell values. 
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2.4.3 Additions to the Shell Model 
One problem that still remains even after applying the shell model, is that of the 
Cauchy violation. When employing two-body central forces to model cubic crystals 
whose lattice sites are at points of equivalent symmetry, the elastic constant C12 is 
calculated to be identically equal to that of C44. This relationship, although experi- 
mentally true for some alkali halides, does not hold for most binary metal oxides. It 
can be seen from Table 2.1 that the violation not only differs in magnitude but also 
in sign; i. e. sometimes a positive deviation occurs C12 < C44, whilst a negative C44 
< C12 is also possible. 
Elastic Constant Values for 
Binary Oxides 
with Rock Salt Structure 
System Ref. Cl, C12 C44 
KCI [36] 0.48 0.05 0.07 
NaCl [37] 0.57 0.11 0.13 
MgO [38] 2.89 0.88 1.55 
CaO [39] 2.26 0.62 0.81 
BaO [40] 1.26 0.50 0.34 
CoO [41] 2.62 1.45 0.83 
NiO [42] 2.70 1.25 1.05 
Table 2.1: Elastic constant values, (1012Dynes cm-2) for binary oxides 
However, despite this inability to reproduce all of the elastic constants, the two- 
body central force model has been successfully used to model both defect [30] and 
surface properties [43] in a variety of binary oxides. 
A model that employs a shell that is capable of expanding or contracting, i. e. a 
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`breathing shell', see Schroder [44], can be used to account for negative violations. 
However positive deviations can only be achieved when the shells are allowed to distort 
into elipsoids, see Sangster [45]. 
2.5 Potential Derivation 
Several methods exist for determining the potential parameters for a particular sys- 
tem, however which method is most reliable is still a matter of considerable debate. 
This is further complicated as the choice of system may limit the choice of which 
methods can be used to determine the potential parameters. 
A great deal of time has been spent during the course of this work in deriving a 
suitable set potentials; experience has shown that not only is the method of derivation 
important but also that one method is used consistently for the whole study. It is 
particularly important that potentials are not mixed between different systems but 
derived and used in a consistent manner. The Buckingham potential is employed ex- 
clusively in this work and consequently the descriptions below relate to this particular 
functional. 
2.5.1 Empirical Methods 
The most commonly used method of obtaining a reliable set of pair potentials, and the 
one used mainly in this work, is to fit the parameters of the function to experimental 
data. Thus the five variables A, p, C, X and k are changed iteratively such that they 
give the best least-squares fit to the experimental lattice parameters, elastic constants 
and dielectric constants of the intended system, see Figure 2.5. The initial starting 
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values for the potentials derived in this study were calculated using the electron gas 
methods described later. 
Starting Potentiale 
e 4j. &ub-on Gas 
Calculate Initial 
Cmw Properties 
and 
Lattice Sh am e 
Adjust 
Potentials 
Compare Lattice 
Properties with 
Experimental Data 
Best Fit 
Obtained 
Figure 2.5: Flow chart representation of empirical fitting. 
The drawback with empirical potentials is that effectively only a single point on the 
potential hyper-surface is calculated; that corresponding to the inter-ionic equilibrium 
distance of the system being studied. The user then relies on the validity of the 
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v T 
DO 
CC 
typical region probed by vacancies 
typical region probed by interstitials 
Figure 2.6: Inter-ionic distances 
chosen potential function to reproduce accurately the potential surface at distances 
significantly different, from that of the equilibrium [46], see Figure 2.6. 
In this work we have attempted to improve on this method by fitting to several dif- 
ferent, structures sirrrultaneously. The advantage of this approach is that it enables the 
potential function to he validated at several inter-ionic distances in the perfect h1ttice 
calculations. The cobalt and zinc systems studied in this work are ideal ("amlid<ites 
1'or this approach as they both exhibit polyrnorphisrrr. 
Oxide Structure 
Inter-Ionic Distances (A) 
Metal-Oxygen Oxygen-Oxygen 
Coo rock salt 2.13 3.02 
CoO zinc blende 1.97 3.22 
CoO wurtzite 1.81 / 2.02 3.21 
ZnO rock salt 2.14 3.03 
ZnO zinc blende 2.00 3.27 
ZnO wurtzite 1.80 / 2.04 3.21 
ZnCr2O4 spinel (Zn) 1.80 2.95 
spinel (Cr) 2.08 
Table 2.2: Inter-ionic distances in oxides 
Classical Simulation 20 
As Table 2.2 shows, simultaneous fitting enables the potentials to be fitted at a 
range of metal-oxygen and oxygen-oxygen distances. Consequently in defect calcula- 
tions that involve separations significantly different from those in the perfect lattice 
these potentials will be more reliable. 
2.5.2 Non-Empirical Methods 
These methods generally employ quantum mechanical techniques to determine the 
potential hyper-surface. The interaction energy of the ions for which the potentials 
are to be derived, is determined for a range of inter-ionic separations. A potential 
form can then be fitted to this surface, in order to produce the A and p values. The 
disadvantage of this form of potential derivation is that it can be computationally 
expensive if full Hartree-Fock methods are employed; the compensation is that the 
potentials should be valid over a wider range of separations. 
An alternative to Hartree-Fock methods is to use electron gas techniques which 
have the distinct advantage of being quick, and therefore cheap, to calculate. In this 
approach the electron density of each ion is treated as a Fermi-gas. The density of each 
of the relevant ions is calculated in terms of how it would appear in the bulk lattice of 
the material of interest. This is achieved by calculating the electronic wavefunctions 
of the ions when placed in a Madelung well of the appropriate depth and shape. 
Although this restraining electrostatic field has little effect on the electron densities 
of small cations, it is important for highly polarizable species especially anions2. 
Once the electron densities have been determined for the appropriate pair of ions, 
the method is essentially that of Wedepohl [47] and Gordon and Kim [48]. Inherent 
21n the species 02- the second electron is not bound in the free state, but held by the Madelung 
field within the crystal lattice. 
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within this approximation are several assumptions, see Clugston [49]: 
" no re-arrangement or distortion of the atomic electron densities occurs as the 
atoms are brought closer together. Furthermore, for open shell ions no account 
is taken of the possible d-orbital splittings due to the crystal field. 
9 the total electron density is assumed to be the sum of the individual densities 
" the electron density is treated as varying only slowly with distance and can 
therefore be equated to be a uniform electron gas. Although this approximation 
is not valid for regions close to the nucleus, these areas contribute little to the 
interaction energy. In the important outer regions which contain the active 
valence electrons and therefore contribute the majority of the interaction energy, 
this approximation is valid. 
The total electron density of a pair of ions i+j is given by the sum of their indi- 
vidual densities o1 (r) and oj (r) respectively. The short-range interaction energy, 13 
r 
can then be given by, 
3r= 
E[Pi(r) + Pj (r)] - E[Pi(r)] - E[Pj (r)] (2.12) 
where E[o2(r)] is the energy of an isolated ion and E[oz(r) + oa(r)] is the energy of 
the interacting ions. 
This interaction energy can be further sub-divided, 
E[poi (r) + QOj (r)] = Eestat + Ekin + Eeich '+' Ecorr + Edisp (2.13) 
where Eesta, t is the Coulomb energy, Ek is the kinetic energy, Eexch is the exchange 
energy, Ecorr is the short-range correlation energy and Edtisp is the long-range part of 
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the correlation energy which includes the van der Waals interactions. 
The electrostatic term may be further broken down into nucleus-nucleus, electron- 
nucleus and electron-electron terms, 
Eestat = Enn + 'yen + Eee (2.14) 
where, 
Zizi 
Eýý 
R 
(2.15) 
Em f 
Z= °' (r) dr -fZ, 
Pi (r) dr (2.16) 
I Ri_ri IR2_rl 
and 
Eee 
- 
Q(r)j(s)dr ds (2.17) -fj ý r-s I 
where Z is the nuclear charge of a pair of ions at distance R apart. 
The expression for the kinetic energy associated with electron density o(r) is, 
dr (2.18) Ekin, = 10 (3ý2) 
3f e(r) 1 
Similarly the exchange energy is, 
1 
Eexch 283 
fQ(r)dr (2.19) 
\/ 
Finally, the correlation energy is proportional to 1/3 power of the density and the 
dispersive energy arises from the Slater-Kirkwood [50] formulae, which are discussed 
in more detail later. 
Classical Simulation 23 
2.5.3 Empiricising 
As has been briefly discussed earlier, a reliable model cannot be obtained if potentials 
from different sources are mixed. Butler et al [51] found this to be true when electron 
gas potentials were used in conjunction with fitted empirical potentials. Although this 
is indeed the case, electron gas potentials are extremely useful particularly when ex- 
perimental data is lacking and they also provide an accurate measure of the differences 
between potential functions. The technique of empiricization uses these differences 
to produce potentials that cannot be. obtained by direct fitting. This procedure is 
perhaps best explained by means of an example taken from this work. 
In Chapter 5 the spinel ZnCr2O4 is modelled in terms of its redox behaviour. This 
requires the use of a Cr4+-02- potential, however this charge state is not common and 
no reliable structures for fitting could be ascertained. Electron gas, EG, potentials 
can be calculated for both the Cri+-O2- and Cr4+-02- interactions. Along with these 
a Cri+-02- fitted, FIT, potential is available which has been fitted to the ZnCr2O4 
structure. The relative difference between the pure electron gas potential and the 
fitted potential for the Cri+-02- interaction is therefore, 
O(r) _ (Cr3+- 02-)(ýT) -, (Cr3+- 02-)(ý) (2.20) 
This `shift' can then be added to the Cr4+-O2- electron gas interaction to produce 
an empiricized, EMP, potential, see Figure 2.7. 
(Cr4+- 02)() 
(EMP) 
= (Cr4+- OZ)() 
(EG) 
+ A(r) (2.21) 
The resulting potential is therefore modified by the spinel environment without 
actually being fitted to the structure, and will be more compatible, and therefore 
more reliable, than a function derived using the electron gas methodology alone. 
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Electron Gas 
Fitted 
Distance (A) 
1. Calculate shift, (Z), between Fitted 
and Electron Gas Potentials 
aý 
I 
Electron Gas 
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2. Add shift to new Electron Gas Potential 
to produce 'Empirisized' potential 
Iýýýtentiýýlý Figure 2.7: 1 II1J)irisiziiig 
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2.5.4 C6 Dispersion Term 
In this work, the empirical and non-empirical methods described previously have only 
been used to derive the A and p terms of the Buckingham function. The C6 term 
was not fitted as this has a more physical meaning and it is possible to calculate this 
contribution directly using the Slater-Kirkwood [50] formulae. The C6 parameter for 
the interaction between two identical species is, 
G'sýiiý . 
4i 
x. (2.22) 
whilst for non-identical species i. e. i0j, 
C6(ii) = 
3aiaj (2.23) 
2[(ai/Pi)12 + (aj/P7) Z 
In both cases a represents the static dipole polarisability and P is the effective electron 
number, that is, the number of electrons that contribute to this polarisability. 
2.5.5 Other Methods 
Mason and Rice [52] developed a scheme in which it was possible to develop approx- 
imate potentials for species ij using previously developed potentials for ii and jj 
interactions. 
1 
A(id) = (AiiA, j)' (2.24) 
P 1(iß) =2 (Pill + P3ilý (2.25 
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C(ij) = (CiiC3.7) 5 (2.26) 
The new potentials produced are generally not as reliable as those produced em- 
pirically or non-empirically as described previously. However this technique can be 
useful for producing an initial potential from which to start fitting. 
2.5.6 Potentials Listing 
The potentials listed below are those derived for, and used within this study. In each 
case the method of derivation is included. As described, many of the potentials have 
been fitted to a range of oxides; in this case, only the main oxide is listed in the Table. 
Shell Parameters 
Species Y(e) k(eVA2) 
02- -2.04 6.3 
01- -1.04 6.3 
F1- -1.378 24.36 
C11- -1.984 17.52 
Table 2.3: Anion shell parameters 
Metal-Metal Short-Range Pair Potentials 
Species fitted to A(eV) p (A) C(eVA-s) 
Na+ - Na+ NaCl 1788.18 0.1586 0.0 
K+ - K+ KCl 2189.19 0.1916 0.0 
Ag+ - Ag+ A920 1335.89 0.1424 0.0 
Cu+ - Cu+ Cu20 994.85 0.1898 0.0 
Table 2.4: Metal-metal pair potentials showing their method of derivation 
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Oxygen Short-Range Pair Potentials 
Species fitted to A(eV) p (A) C(eVA-s) 
02-- 02- analytical 9547.96 0.2192 32.0 
02- - 0- pfitter 149734.35 0.1593 19.9 
Coe+ - 02- Coo 778.02 0.3301 0.0 
Co3+ - 02- pfitter 1006.61 0.3087 0.0 
Co3+ - 0- pfitter 6123.71 0.2292 0.0 
Co3+ - 02- Co203 (ls) 1226.31 0.3087 0.0 
Co3+ - 02- Co203(hs) 1371.71 0.3087 0.0 
Co3+ - 02- Co304 (IS) 1156.61 0.3087 0.0 
CO 4+ _ 02- pfitter 1102.03 0.2984 0.0 
Zn3+- 02- pfitter 560.21 0.3470 0.0 
Zn2+- 02- ZnO 529.7 0.3581 0.0 
Zn2+ - 0- pfitter 818.84 0.2977 0.0 
Zn+- 02- pfitter 470.41 0.3718 0.0 
Zn+- 0- pfitter 789.88 0.3135 0.0 
Zn°- 02- pfitter 180.81 0.4418 0.0 
Ag+- 02- A920 1417.03 0.2851 0.0 
Li+- 02- Li2O 828.01 0.2793 0.0 
Na+- 02- Na20 1677.83 0.2934 0.0 
K+- 02- K20 958.21 0.3606 0.0 
Cu+- 02- Cu20 610.74 0.3045 0.0 
Mg2+- 02- MgO 1284.38 0.2997 0.0 
Cr2+- OZ- pfitter 662.47 0.3572 0.0 
Cri+- 02- ZnCr2O4 1204.17 0.3165 0.0 
Cri+- 0- pfitter 6123.71 0.2292 0.0 
Cr4+- 02- pfitter 1630.80 0.295 0.0 
A12+- 02- A1303 1725.0 0.2897 0.0 
Table 2.5: Oxygen pair potentials showing their method of derivation 
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Fluorine Short-Range Pair Potentials 
Species fitted to A(eV) p (A) C(eVA-6) 
F-- F- NaF 911.69 0.2707 13.8 
F-- 02- pfitter 464.54 0.3362 22.1 
Zn 2+ - F- ZnF2 1482.30 0.2664 0.0 
Li+- F- LiF 443.83 0.2714 0.0 
Na+ - F- NaF 1459.75 0.3672 0.0 
K+- F- KF 3521.60 0.2672 0.0 
Table 2.6: Fluorine pair potentials showing their method of derivation 
Chlorine Short-Range Pair Potentials 
Species fitted to A(eV) p (A) C(eVA-s) 
Cl- - Cl- NaC1 3296.57 0.3289 107.7 
Cl' - 02- pfitter 8286.91 0.2585 62.2 
Zn2+ - Cl' ZnC12 9704.89 0.232 0.0 
Li+- Cl- LiC1 770.54 0.3028 0.0 
Na+- Cl- NaC1 482.63 0.3581 0.0 
K+- Cl- KC1 8022.00 0.2840 0.0 
Table 2.7: Chlorine pair potentials showing their method of derivation 
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2.6 Perfect Lattice Simulation 
The starting point for any simulation of an ionic system is the calculation of the lattice 
energy, which is defined as the energy of the crystal with respect to its constituent ions 
at infinity. In this work only pair-wise interactions have been considered, consequently 
the lattice energy can be calculated from, 
EL = 
4'14' + (Dzj (rij) (2.27) 
_i raj 
where q is the charge assigned to the species and represents the appropriate short- 
range interaction. 
Other crystal properties such as elastic and dielectric constants and phonon fre- 
quencies can then be calculated from the first and second derivatives of this lattice 
energy with respect to the atomic co-ordinates. 
The use of Equation 2.27, is straightforward with regard to the second term deal- 
ing with the short-range interactions since these are negligible beyond a few lattice 
spacings and can therefore be terminated by using a short-range cut-off distance. 
However a direct summation of the Coulombic contribution is difficult due to its slow 
convergence in real space. 
2.6.1 Ewald Summation 
Ewald [53] proposed that the slowly converging summation could be replaced by two 
summations, one in real space and one in reciprocal space, both of which are rapidly 
convergent. The first part corresponds to a Gaussian distribution of charge centered at 
each lattice site, while the second corresponds to a lattice of point charges superposed 
with a Gaussian distribution of opposite sign. Thus, when summed the Gaussian 
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distributions cancel each other and their presence is purely to create smoothly varying 
functions which converge rapidly. This is shown diagrammatically in Figure 2.8, 
where (i) shows the charge distribution in a 1-dimensional lattice and (ii) represents 
the Ewald components of this distribution. 
(1) 
J, 1BLIft 
VIII 
ruf 
Figure 2.8: The Gaussian distribution of charge 
The r-1 Coulombic summation can be expressed in integral form, 
1 00 
-- 
21 % 
exp(-r2t2)dt (2.28) 
r it J0 
where t is the half-height width. This identity can then be separated into two terms 
by splitting the integral at a point 77, 
1=f 
exp(-r2t2)dt +2 
117 00 
exp(-r2t2)dt (2.29) 
7rz o ýz 
where ri is a variable parameter chosen to maximise the efficiency of the convergence. 
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Catlow and Norgett [54] have shown that the optimum value for 77 is given by, 
sir3 
8 
77 = (-)2 (2.30) 
where s is the number of species, (ions and shells), in the unit cell and V is the unit 
cell volume. 
The first term of expression 2.29 is then Fourier transformed and summed in 
reciprocal space to give, 
2f 
exp(-r2t2)dt = 
47r G2. 
exp(-G2/4rý). exp(-iG. r) (2.31) 
7r 2 
where G is the reciprocal space vector and V is the volume of the unit cell. This term 
converges rapidly as CQ increases. The second term of Equation 2.29 is evaluated in 
real space, 
2 
exp(-r2t2)dt = 
2fooexp(-r2t2)dt 
7rß 
In 
n 7rI 
(2.32) 
= 
1erfc(, 
r) (2.33) 
r 
where erfc(r) is the complimentary error function which is related to the standard 
error function by, 
er f c(r) =1- er f (r) (2.34) 
The total Coulombic contribution to the lattice energy therefore becomes, 
gzqi 
_ 
4V 7r exp(-G21477) Z er f c(rii7l ) E--2 giqiexp(-iG. rj) + qiqj (2.35) 
, rt. i c ý' ii ii rii 
This summation is rapidly convergent with respect to increasing a and r. 
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2.7 Lattice Minimisation 
The lattice energy can be minimised with respect to the atomic co-ordinates under 
conditions of constant volume or constant pressure. Constant volume, as the name 
implies, allows only the internal co-ordinates of the unit cell to vary while the cell 
vectors remain fixed. Constant pressure calculations are not restricted in this manner 
and both internal co-ordinates and cell vectors are relaxed. 
For a new set of co-ordinates r', 
U(r') = U(r) +gT. 6 + 
26T. W. 6 (2.36) 
where 5 and g are vectors of dimensions 3N+6, (N is the number of species in the 
unit cell). The 3N components of 6 correspond to the x, y and z co-ordinates of the 
ions, i. e., 
5= r' - r(= Jr) (2.37) 
The remaining components of 8 are the 6 independent bulk strain components, Se, 
of the symmetric strain matrix, 
(SEl 
28E6 28Eg 
E= 
Z5E6 
ÖE2 
2SE4 
(2.38) 
Z &5 2 8E4 5E3 
Hence E is the Voigt matrix representation of the vector 5E, so that the set of co- 
ordinates r' are related to the set r by, 
r' = r+ Er (2.39 
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The vector g corresponds to the first derivatives of the lattice energy with respect to 
the ion displacements and strain components, 
_ Ju au'\ (2.40 lz 
( 
3-r we 
and W is the second derivative matrix, 
which is simply, 
62U 62U 
w= (2.41) 
62v 62U 
W 
Wrr Wre 
(2.42) = 
WET " ". 
2.7.1 Constant Volume Minimisation 
The basis of minimisation to constant volume is to remove the strain due to the ionic 
co-ordinates, (Jr), i. e., 
i_0(=9) br 
(2.43) 
Neglecting the bulk strain components and combining equations 2.36 and 2.43 gives, 
0=g+ Wrr. br (2.44) 
So that the optimum displacement of an ion at point r is, 
Jr = -(Wrr)-1.9 (2.45) 
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If the system was perfectly harmonic with respect to the strain, this would give the 
value of r at the lattice energy minimum, however as this is not the case, so this must 
be achieved by an iterative procedure. Consequently in the (n+1)th iteration, the 
new co-ordinate positions are given by, 
r(n+l) = i'n - 9n. Hn (2.46 
where, 
H. = (WII)n 1 (2.47) 
Calculation of this Hessian matrix H is expensive and recalculation at each iterative 
step would greatly increase the computational cost and therefore the time taken 
to reach convergence. However algorithms exist which allow this second derivative 
matrix to be updated at each iteration, therefore negating the need for complete 
recalculation and inversion. The most widely used of these is that due to Davidson- 
Fletcher-Powell [55,56], which updates the matrix according to the expression, 
H n+l Hn + 
Sr. STr. 
_ 
H, a. Sg. SgT. H,, 8) 
SrT. Sg 
2.4 
SgT. Hn. Sg 
where Jr = r(n 1) - rn and Sg = g(n+1) - g,,. Hence only the forces g have to be 
recalculated after the initial production of the Hessian, H. 
Although only one calculation of the Hessian is theoretically necessary, often the 
number of iterations required to achieve convergence can be reduced by subsequent 
recalculation of this matrix. Unfortunately no method exists for determining the 
optimum number of cycles after which the Hessian should be recalculated. 
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2.7.2 Constant Pressure Minimisation 
Constant pressure calculations require that in addition to removing the strain in the 
internal atomic co-ordinates, the bulk strains are also minimised by relaxation of the 
cell vectors. 
The bulk strains are defined such that they transform every vector r in the lattice 
to r', where, 
r' = (I + E). r (2.49) 
I is the identity matrix and E is the strain matrix, as defined previously in 2.38. 
Assuming Hooke's law, the stress is the first derivative of the lattice energy with 
respect to strain. The bulk strains, Se, are therefore, 
JU. 
C-1 
Me 
where C is the elastic constant matrix. 
(2.50) 
The elastic constants are defined as the second derivatives of the lattice energy 
with respect to strain, normalised to the cell volume, i. e., 
C=V (WEE - WEr. Wrr . 
WrE) (2.51) 
where V is the volume of the unit cell. 
Thus Equation 2.50 can now be substituted into Equation 2.49 to give the new 
lattice vectors and co-ordinates. In effect each step in the minimisation is achieved in 
a two step process. Firstly the energy is minimised with respect to the internal ion 
co-ordinates and then with respect to the unit cell vectors. 
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2.7.3 Calculation of Physical Properties 
The previous sections have described the methods for the calculation of the equilib- 
rium lattice energy, cell parameters and elastic constants. It is also possible to obtain 
the dielectric constant matrices. 
At equilibrium the net force acting on each ion is zero i. e. g=0. Therefore in the 
presence of an external field, eeýt, 
U(r') = U(r°) + 
2ST. 
W. b - gT. br°. e xt (2.52) 
where r° is the zero field configuration, qT is a vector of N-dimensions which con- 
tains the ionic charges and a implies the summation is over all components. Using 
Equation 2.41 this can be expanded to give, 
U(r') = U(r°) + 
16T 
. W,.,.. 
Sr + SE. WE,.. Sr +1 dE. WEE. SE -q . S". £e t 
(2.53) 
22 
Applying the equilibrium condition that öU(r)/br = 0, to the differential of equa- 
tion 2.53 and multiplying by the inverse matrix W,:, i, gives, 
Sra = -[Wrr . 
Wrg. SElý 
rr eý 
2.54) 
The electric displacement field, D, is defined by, 
D° = EeQ 
41r 
+V q'. 5r" (2.55) 
Substitution of 2.54 for Jr" in 2.55 gives, 
47r 
- Dý =E xt 
+V QT"[Wrr ]"16. Q. ee)3 -V . (jT. LWrr . 
WrE. 5E]a (2.56) 
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which leads to, 
°_Z Vfle t+> A"E; (2.57) 
0i 
where k°% and a° are the dielectric and piezoelectric tensors respectively. 
2.8 Defect Lattice Simulation 
Once a valid model has been derived for the perfect lattice it can be used to investigate 
the defective lattice. The inclusion of defects within the lattice is a stern test for the 
potential model as the inter-ionic distances can differ considerably from those defined 
by the perfect lattice. The perturbation caused by the defect can be large and the 
lattice must undergo further relaxation in order to obtain a new minimum energy 
configuration. The charge associated with the defect falls away relatively slowly as 
r-2. However, the relaxation of the inner ions closest to the defect acts to shield 
the outer ions. Hence the amount of relaxation exhibited by the ions falls away 
rapidly as the distance from the defect increases. This makes it possible to treat 
the ionic relaxation using a two-region strategy, see Figure 2.9. In this method the 
ions of region I are relaxed explicitly, whilst those in region II are treated using more 
approximate techniques. 
Region I ions are treated atomistically and their co-ordinates adjusted according 
to the Coulombic interactions and the specified inter-atomic potentials as defined by 
the perturbation due to the addition of the defect. Within region II, which extends to 
infinity, the disturbance felt by the ions due to the presence of the defect has reduced 
considerably. This allows these ions to be treated by approximate methods based on 
continuum theory. 
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Region Ilb 1 
i I{stead. iu Inflnitý I 
Figure 2.9: The two-region strategy 
The c"otunlonlV used Lott-Littleton [57] methodology equates the effect felt by 
I he lattice at a distance I" from the centre of a defect with charge (2 in terms of ;I 
I)u1a1'i at loll P, 
VQ r1 
1- (2.58) 
4ýrr Fo 
The outer region II is further partitioned into an inner region IIa and an outer 
region I11). The ions of region Ita are displaced according to forces determined hy the 
Mott-Littleton approximation, assuiining that they react to the displacements of' the 
ions in region I. hence energies in region IIa are calculated explicitly. 
The positions, of the ions of region Ill) are not altered and the response energy of 
region Ill) ions to the defect ill region I is determined directly frone the NIott-Littleton 
approximation. The electrostatic effect of region III) on ions in regions I and Ha is 
accounted for atotnisticahiv via the Eivald summation technique. 
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The total energy of the system can be written, 
E= El(r) + E2(r, () + E3(() (2.59) 
where El (r) is the energy of the inner region I, E3 (() the energy of the outer region 
II and E2(r, () the interaction energy between regions I and H. The independent co- 
ordinates describing the configuration of region I are represented by r and the vector 
of co-ordinate displacements in region II by C. 
E3(() cannot be solved exactly as it involves an infinite number of displacements. 
However, for a large region I the innermost ions of region IIa will only undergo small 
displacements. Consequently these can be treated harmonically, so that E3(() can be 
represented by a quadratic function of C, 
E3(() = 
2(C. 
A. () (2.60) 
where A is the force constant matrix. 
Substituting this expression into 2.59 and assuming the equilibrium condition 
JEI JC = 0, we obtain, 
SE(r, SE2(r, () IC=Cl 
+ A. C =0 (2.61) 5( ö( 
Which leads to an expression for E3 ((), 
(2.62) E3 (r, () =2 ((. A. () =- 
(2) a 
ö()' 
C IC=Co 
where ( is the equilibrium values of C. 
The total energy of the system as a function of El (r) and E2 (r, () can now be 
written, 
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E= El (r) + E2 (r, S) - 
21 ýE2 (r, () 
(2.63) 
f S-Co 
Thus the dependence of E on E3 is effectively removed, and the total energy of the 
system can be found by direct minimisation of the displacements in region I with 
respect to r, i. e. JE/Jr = 0. However, due to the complicated nature of E as 
a function of r, there is no analytical expression for these displacements and the 
application of this scheme is difficult. 
An easier method is to ensure that the force on each ion is zero, 
dEIC=Co 
(2.64) 
These two procedures are equivalent as long as the ions in region II are in equilibrium 
i. e. (5E/& )r = 0. 
The energy of the defect can now be calculated by considering an explicit two-body 
representation for the energy of the perfect lattice, EPL, 
EPL = 
1: Oij(IRi 
- R31) (2.65) 
1>j 
where cb j represents the pair-potential and J R; - R3 J the lattice co-ordinates. 
The energy, EDL of the lattice containing the defect is therefore, 
EDL =E cij(Iri - rj1) (2.66) 
i>j 
ýt, 
is therefore where r are the displaced co-ordinates. The energy of the defect, Edefec 
simply the difference between these two energies, 
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Edel 
ect = 
EDL - EpL (2.67) 
Edefect -E IlOij(lri - r, 
J)- (Oij(JRj 
- Rjj))j 
i>j 
If we now consider the three energy terms that contribute to the total energy i. e. 
from 2.59, 
Ei Oij(114- -R, I)} (2.68) 
fEl 
JE! 
E2 = E[Oij(lri - rrl) - qjj(IRj -r l)] (2.69) 
iEI 
jEll 
and the final term is, 
F'3 = E[Oi, j(lrs - rjl) - Oi, j(IR - Rjl)l (2.70) 
iE! / 
jEll 
+ >[c, j(J i- r31) - Oij(IR - RAJ)] jEl 
jEll 
which includes a term for the contribution from the interaction of displaced region II 
ions with region I ions at their perfect lattice sites, i. e. (JR; - rj I) where iEI and 
jEII 
Thus the final expression for Edefect is, 
Edefect = 
iEII iEI 
JEI jEII 
-2 
ý 
[_5ii(Ir 
i- r3 I) - ar; 
Oij (114- - r; ý) I . 
(r; - R; ) (2.71) 
jEII 
J 
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Inherent within this method is the assumption that the region sizes are large 
enough so as to ensure that the defect energy is unaffected by further increases. Thus 
an important first step in any defect lattice calculation is to determine the region size 
at which the defect energy has converged. 
., 
.+ 
g-1U 
it -Il 
"14 ---- -""""a 
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Region I size (Lattice units of 5.2609 Ang. ) 
Figure 2.10: Surface simulation methodology 
Figure 2.10 shows how the defect energy is affected by region I size. The data 
has been calculated for a zinc interstitial ion within the zinc oxide lattice and clearly 
shows that convergence is achieved with a region size of 8A. 
2.9 Surface Simulation 
The techniques used in bulk simulations can be transferred directly to surface calcu- 
lations with only minor modifications. Essentially three differences arise due to the 
creation of the surface. 
Firstly, whilst bulk calculations employ a crystal lattice that extends to infinity in 
all directions, the very nature of a surface calculation requires that this cannot true 
as one crystallographic direction must be finite. The required surface is therefore 
constructed from periodic columns of ions, as shown in Figure 2.11. 
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Figure 2.11: Surface sittnihitiOU Iuctho<lology 
Secon(llV, the L«Val(l summation described previously in relation to the bulk (ill- 
culations, is replaced l>Y it similar method developed 1) Parry in 1975 [58.59] 
Finally, (luring tnillitnisation of the bulk lattice all of' the ion co-ordinates ; ire 
adjusted to produce the inininnltn energy configuration. However in it surface calc u- 
lat ion I his is not ne< essarg, as only the ions t hat are perturbed by the presence of the 
surface need to be relaxed. Consequently, having constructed the su1rf<Ice front the 
already ntininnised hulk lattice, it is possible to divide the column of ions' into two 
regions, see Figure 2.11 , an approach somewhat analogous 
to that already discussed 
for the bulk defect calculation, ". The region I ion", close to the surface are theft relaxed 
ýýI>licit 1ý, whilst those in region II remain fixed. 
ýs with the balk defect, calculations, the region I size i5 critical, coltsequent 1. - it 
is inll>ortant to ascertain that region I is sleep enough such that all of the relaxation 
required by the surface can he accounted for by these ions. Hence ions at the bottom 
of region 1, Le. those adjacent to region II, should not move during minimisation. 
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2.10 Summary 
The methodology described within this chapter is not intended to form an exhaustive 
description of all of the technical aspects of classical simulation techniques. The 
mathematical details have only been briefly reviewed and the reader is referred to 
other authors [60,61,62] for a more detailed account. 
2.11 Computational Codes and Resources 
Calculations were performed on the in-house facilities at the Royal Institution of 
Great Britain, (Convex C220 and Silicon Graphics Challenge), and at the University 
of London Computer Centre, (Convex C3 series). 
CASCADE [63] - Cray Automated System for the Calculation of Defect Energies. 
This code incorporates the two earlier simulation codes, HADES and PLUTO. In the 
course of this work CASCADE has been used extensively for the perfect lattice and 
exclusively for the defect lattice calculations. 
GULP [14] - General Utility Lattice Program 
GULP's primary feature is the automated empirical fitting routine which greatly 
improves upon the earlier manual methods. Furthermore, it is the first single code 
in which it is possible to calculate the majority of crystal properties, a task that 
previously required a suite of different codes. 
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MARVIN'S program [15] - Minimisation And Relaxation of Vacancies and Interstitials 
Near Surfaces. 
Although still in development, MARVIN's program is able to calculate many of the 
aspects of surfaces previously performed by MIDAS and CHAOS and incorporates 
three and four-body terms. 
EXPAND, HERSKILL & WEDEPOHL [64] 
A suite of Harwell programs that generates electron gas potentials. EXPAND and 
HERSKILL perform the electron density calculations. WEDEPOHL uses these elec- 
tron densities to calculate the interaction energy as a function of inter-ionic separation 
and then fits the chosen potential form to the energy surface. 
PFITTER [65] 
Fitting program that performs the empiricization of the electron gas potentials. 
Chapter 3 
Quantum Mechanical Simulation 
3.1 Introduction 
As computational resources have increased over the last decade large scale quantum 
mechanical (QM) calculations have become increasingly feasible. The advent of par- 
allel computing, which allows a calculation to be divided between several processors, 
has been of particular significance to this field. The methodology described within 
this chapter centres around a new QM code which has been specifically adapted to 
use the new parallel machines. 
3.2 The Schrödinger Equation 
For a single electron, the Schrödinger equation states 
+ U(r)) = eb (3.1) Hb = (V2 
where H is the Hamiltonian, 2m V2 is the kinetic energy operator, U(r) is the potential 
46 
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and e is the energy eigen value. As such Vi, the wavefunction, is a stationary solution 
to an eigenvalue operation. 
3.3 Electron-Electron Interactions 
When there is more than one electron in the system, the problem becomes much 
more complex. Calculation of the total energy of a system requires the minimisation 
of the total energy with respect to both the ionic and electronic co-ordinates. As the 
forces acting on the ions and electrons are essentially of the same magnitude and the 
mass of the electron is much smaller than that of the nucleus, the electrons respond 
effectively instantaneously to any movement of the nuclei. It is therefore possible to 
separate these two sets of co-ordinates and to treat the nuclei adiabatically. Thus 
the calculation becomes a direct minimisation of the electronic co-ordinates in an 
array of fixed ions. This makes the calculation of the Coulombic attraction between 
the electrons and the nuclei much easier. The treatment of the electron-electron 
interactions is therefore of paramount importance to any QM calculation. 
The energy terms that involve only the electrons interactions can be divided into 
four parts; the Coulombic, kinetic, exchange and correlation energies. The Coulombic 
energy is simply the sum of the Coulomb interactions between the electron charges. 
The magnitude of this term will be reduced if the electrons are spatially separated. 
However this energy gain has to be offset against any increase in the kinetic energy 
that arises due to the distortion of the wavefunctions needed to achieve these increased 
separations. 
The exchange energy arises from the condition that, the total wavefunction XF is 
an anti-symmetrised product, see Equation 3.2. 
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T={, Oi(a)'ß%2(b) - i(b)02(a)} (3.2) 
When the electron-electron interactions are calculated, 
W' 
l 
'dT- 
ran 
cross-terms are introduced of the form, 
(3.3) 
f 
'0i(a)iPä(b)rab01(a)ßi2(a)6r (3.4) 
These are the exchange integrals. In addition the exchanged electrons must have the 
same spin otherwise the exchange integral is zero. Electrons of like spin are thereby 
coupled through the exchange integrals. 
The model which includes Coulombic, kinetic and exchange energies is termed the 
Hartree-Fock approximation. The physical interpretation of this is that an electron 
sees a field that is created by an average position of all the other electrons. Such 
techniques are termed one-electron methods. 
The total energy of the system can be reduced beyond the Hartree-Fock limit if 
the correlation energy is determined. This involves taking into account alternative 
wavefunctions. The effect of this is to lift the `average' field approximation so that 
electron motions become correlated to each other. However, the correlation energy is 
enormously difficult to calculate explicitly. 
3.3.1 Local Density Approximation, LDA 
In 1964 Hohenberg and Kohn[66] proved that the exchange and correlation energy is 
a unique functional of the electron density, p, a method now referred to as density 
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functional theory. This led to the development of the technique known as local density 
approximation, LDA, by Kohn and Sham[67]. LDA calculates the exchange and 
correlation energy of a system by assuming that the exchange/correlation energy 
per electron at a point r, EXc(r), is equal to that of an electron at point r in an 
homogeneous electron gas of equal density. 
Exc[n(r)] =f Exc(r)n(r)d3r (3.5) 
6Exc[n(r)] _ 
ö[n(r)exc(r)] 
(3.6) 
6n(r) bn(r) 
exc(r) = Sxc [n(r)] (3.7) 
The LDA technique neglects contributions to the exchange/correlation energy 
term arising due to nearby inhomogeneities in the electron density, however, de- 
spite this apparent drawback, the method has been used very successfully in many 
calculations[28,68,69,27] 
Thus the eigenvalue equation, 3.2, can now be rewritten, 
-h2V2 
2m 
+V (r) + µxc(r) 1= eioz (3.8) 
where V (r) is the Coulombic potential and V)a are the Kohn-Sham eigenstates. iLXc(r) 
is related to 5xc(r) by d(pexc)/dp = µxc. 
3.3.2 Bloch's Theorem 
In order to overcome the impossible task of calculating the total energy for a system 
with an infinite number of electrons, it is necessary to introduce some degree of 
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periodicity. Bloch's theorem allows the wavefunction to be written as the product 
of a cell-periodic part and a wave-like part [70] , as such it allows the system to be 
treated as a periodic array of ion and electrons. Thus, if an electron sees a potential 
U which is periodic so that, 
U(r + R) = U(r) (3.9) 
for all vectors R in a Bravais lattice. The eigenstates,, of a one electron Hamiltonian 
can be written, 
, O(r) = exp[ik. r] fi(r) (3.10) 
where, 
fi(r + R) = f=(r) 
3.3.3 k-point Sampling 
(3.11) 
Electronic states are allowed only at a set of k-points defined by the periodicity and 
volume of the system. The use of Bloch's theorem enables the total energy to be 
determined from a finite number of wavefunctions but requires an infinite number of 
k-points. However the electronic wavefunctions at k-points that are close together 
will be almost identical. It is therefore possible to approximate the wave function over 
a region of k-space to the value at a single k-point [71,72,73]. The total energy can 
therefore be determined from a discrete set of k-points, which represents adequate 
sampling over the entire volume of the system. 
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3.3.4 Plane-Wave Basis Sets 
Using Bloch's theorem it is possible to expand the electronic wavefunction at each 
k-point in terms of a discrete plane-wave basis set. Although theoretically an infinite 
basis set is required, in practice the plane-waves with small kinetic energy values 
are dominant. It is therefore possible to truncate the plane-wave basis set at a user 
definable energy cut-off value and thus to use a finite number of plane-waves. 
3.4 Electron-Ion Interactions 
As described previously, Bloch's theorem allows the electronic wavefunctions to be 
represented using a plane-wave basis set. However, due to the tightly bound localised 
inner electron orbitals that are close to an atoms' core, the electron-ion interactions 
produce an extremely complex wavefunction. To accurately reproduce this rapidly 
oscillating aspect of the wavefunction a large number of plane-waves would be re- 
quired. This problem is overcome by the use of pseudopotential theory[74,75,76], 
which allows the wavefunction to be expanded using a much smaller basis set. 
The inner core electrons generally contribute very little to the physical properties 
of an ion, thus the outer valence electrons are able to account for the vast majority 
of an ions' behaviour in any conventional material. This fact is incorporated into 
pseudopotential theory which replaces the inner core electrons and the accompanying 
strong ionic potential with a weaker pseudopotential that acts on a set of pseudo- 
wavefunctions rather than the true valence wavefunctions. As shown in Figure 3.1, 
the pseudopotential is constructed such that beyond a certain radius, r,, it is exactly 
equal to that of the true ionic potential. This elimination of part of the wavefunction 
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allows the use of smaller basis sets, which in turn, produces a calculation of a more 
tractable size. 
pseudo ý 
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Figure 3.1: Pseudopotential interactions 
As a direct result of employing the pseudopotential technique, not all of the elec- 
trons within a system are included explicitly. Consequently the calculated total energy 
of the system is not the `true' energy but is only a comparative value that can only 
be contrasted directly to similar calculations that use the same pseudopotential set. 
3.5 Ion-Ion Interactions 
The coulombic interaction of the ionic cores is evaluated using the Ewald summation 
technique described previously in Chapter 2. 
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3.6 Minimisation Techniques 
In order to determine the minimum energy configuration of the electronic wave- 
functions, it is necessary to employ some form of search technique. 
3.6.1 Conjugate Gradients 
This improves on the steepest descents methodology by modifying the displacement 
vector S" such that it utilises information from the previous values of the gradients. 
Hence, 
S(n+l) = _9n + QnSn-1 (3.12) 
where, 
9T(n-1) g(fl-i) Q=3 
9T(n_2). g(n_2) . 
13) 
9l are vectors whose components are the derivatives with respect to individual co- 
ordinates and T indicates the transpose of this vector. 
-> Search direction 
Figure 3.2: Conjugate gradients 
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This technique is therefore able to locate a minimum in a multi-dimensional func- 
tion, such as the wave functions used here, in far fewer iterative steps than the method 
of steepest descents. 
3.7 Summary 
As this thesis only involves QM calculations to a minor extent it is not appropriate to 
include a full detailed account of the techniques. Consequently only the major points 
are reviewed here and the reader is referred to other accounts[77] for a more in-depth 
account. 
3.8 Computational Procedure 
The calculation is started using an initial guess for the electronic charge density, which 
is then used to determine the Kohn-Sham eigenstates. These resulting eigenstates are 
then used to generate a new charge density, which will not be equal to that of the 
starting density. This new density is then used to re-generate the eigenstates which 
are again used to produce a further charge density. This process is repeated until the 
eigenstates produce a charge density that is equal to the density that was used to 
generate the eigenstates, i. e. until the solutions are self-consistent. 
An important factor to note when employing calculations of this kind is that the 
total energy is dependant upon the plane-wave basis set and the level of k-point 
sampling used. 
It is therefore important to ensure that the resulting total energy has converged 
with respect to these two criteria; shown diagrammatically in Figures 3.3 and 3.4 using 
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data that originates from the rock salt polymorph. Figure 3.3 clearly shows that the 
total energy has converged with a plane-wave cut-off of 700eV. Whilst Figure 3.4 
shows that no appreciable change occurs in the total energy if a minimum of 4 k- 
points are used. 
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Figure 3.3: Effect of plane-wave cut-off on total energy 
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3.9 Computational Codes and Resources 
The calculations described in this work were performed on the INTEL parallel ma- 
chine at Daresbury. 
CETEP: Cambridge and Edinburgh Total Energy Package. 
Developed jointly by Cambridge and Edinburgh University this code embodies all 
the principles described in this chapter. CETEP is essentially the same as CASTEP, 
CAmbridge Serial Total Energy Package, but has been optimised to run on parallel 
processor machines. 
Chapter 4 
Zinc Oxide 
4.1 Introduction 
The title of this thesis "The Computer Simulation of Zinc Oxide Based Ceramics" 
can leave the reader in no doubt as to where this study begins; the study of zinc oxide 
itself. 
This chapter deals with the simulation of the properties of zinc oxide in its three 
known polymorphs; using both classical atomistic and quantum mechanical tech- 
niques. Particular emphasis has been placed on the varistor properties of this material 
and indeed the research has been directed towards understanding the basic principles 
behind these remarkable properties. 
4.2 Crystallography 
The fact that certain materials can exist in more than one crystallographic form has 
been widely known for many years. 
57 
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An excellent example of a polymorphic material is carbon which, until fairly re- 
cently, was known to exist in two radically different forms; graphite which is soft, 
opaque and formed from layers of atoms, and diamond which is transparent, ex- 
tremely hard and formed from a zinc blende type arrangement of the carbon atoms. 
However in 1985 the discovery of a third form of carbon [78], Buckminster Fullerene, 
which is composed of spheres of sixty carbon atoms, has recently shown that poly- 
morphism is an extremely important aspect of a materials physical properties. 
Recent work by Grimes and Lagerlöf [7] has shown that cobalt oxide also exhibits 
polymorphism. Whilst CoO naturally exists in the rock salt structure, careful prepa- 
ration of the oxide from acetate precursors was shown to produce crystals of both the 
zinc blende and hexagonal wurtzite structure. 
Analogous to this is the zinc oxide system, which exhibits the same three poly- 
morphs, although in this case the natural form is the hexagonal wurtzite. Techno- 
logically only the wurtzite form has found applications [79], however it is useful to 
briefly compare these three different crystal lattices. 
4.2.1 Wurtzite 
The wurtzite unit cell [80] is hexagonal and contains two pairs of ions i. e. [Zn202]; 
the ideal values for then ratio and `u' parameter are 1.663 and 0.375 respectively. 
The oxygen ions form a close packed lattice with the zinc ions occupying half of 
the resulting tetrahedral sites. This leads to an open structure as the remaining 
tetrahedral sites and all of the octahedral sites are empty. The incorporation of dopant 
ions is therefore relatively easy, which is particularly important when considering the 
levels of dopants ions required to produce a varistor. A further aspect of this open 
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structure is the relatively wide channels that run parallel to the c-axis and form the 
main migration pathway. 
"C 
Zinc Oxygen 
Figure 4.1: Wurtzite lattice, view along a, }) j)laIIe 
"C 
iinc Oxygc[I 
Figure 4.2: Wurtzite lattice, view along c axis 
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4.2.2 Zinc Blende 
This cubic arrangement of ions is identical to the diamond structure. As for the 
wurtzite lattice, all of the ions are tetrahedrally co-ordinated and the lattice sites 
are equivalent. Two interstitial sites exist; one which is tetrahe(lral with respect to 
cations and octahedral with respect to the anions and a second site in which these 
cation/anion co-ordinations are reversed. 
This polymorph of zinc oxide was discovered 1w Bragg and Darhvtihire [81] 111 
19: 32, using thin film x-ray studies. Unfortunately no recent confirinat ion oft his work 
is available. During the course of these theoretical studies an attempt, was iiia(le 
to repeat the work of Grimes and Lagerliif using zinc acetate as the hilti; d start ing 
material. However the prohibitively low sublimation ternperatiir('5 of' both t the acetate 
and zinc oxide prevented the decomposition and hence the format ion of any crystalline 
ZnO phases. 
"C 
Zinc Oxygen 
Figure IT Zinc blende lattice 
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4.2.3 Rock salt 
This form of' the lattice arrangement is adopted by more crystals of' the type RX t han 
any other. As for the two other polyinorphs, the lattice sites are e(! IiiValelit, howeveI. 
in contrast, the ions in rock salt; are octahedrally co-ordinated. 
Bates et al [82] reported the existence of the rock salt polymnoii h in 1962. The 
cubic phase forms in the 100 kilo-bar pressure range and remains stalle at room 
temperature and atmospheric pressure, however it reverts back to wirrt zite after only 
three weeks at 120°C. 
" 
Zinc Oxygen 
Figure 4.4: Rock salt lattice 
Although no induistrial eise has been found for this polymorph, it iuaav be g eologi- 
(" 1Ily- important as a component of the lower inantle of' the earth [83]. 
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4.3 Applications 
Zinc oxide is a versatile material that has found many applications in a wide variety 
of fields [84]. Some examples of its uses are; activation in vulcanisation, as an additive 
for rubber and plastics, heat resistant glasses, porcelain enamels, paint pigments (as 
a consequence of its U-V and fungicidal properties), optical wave guides, piezoelec- 
tric materials and methane activation catalysis. However probably the area of most 
technological importance lies within the electronics industry where it is the major 
component in current surge protection devices called varistors [79]. 
4.3.1 Varistors 
Varistors have a variety of names including variable resistors, surge suppressers and 
voltage limiters, and have been used in the electrical industry for many years. Initially 
silicon carbide [79], SiC, was exclusively used for this purpose. The mid 1960's, 
however, saw a change in electric devices as they moved from vacuum tube designs 
to solid state semi-conductor based devices, see Figure 4.5. 
E 
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SiC ViLta -Io- New Vuiswc 
Figure 4.5: Flow chart showing how the need for a new varistor arose 
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Accompanying this change in equipment came a shift in working voltage from 
the relatively high voltages needed for the vacuum tubes to the much lower power 
requirement of semi-conductors. This move to lower voltages precipitated the need 
to change from the SiC varistors to a material capable of working at the lower power 
levels. 
The search for a new material can be summarised by the three basic steps out- 
lined in Figure 4.6. As cost was obviously an important factor, ceramics were favoured 
over expensive single crystal devices. Oxide based ceramics also had the advantage 
that they could be sintered in air, which represents an important saving when mass 
production techniques are to be employed. Finally, after investigating many oxide 
ceramics, ZnO was chosen as it fulfilled all of the requirements and had the added 
advantage that its resistance characteristics could be easily controlled by extrinsic 
doping. 
1. iingle CrrsD LO=S 
cep 
2. x. -ö 
ä Prodwdvity oa« 
Sintenblity 
3. V,; r of row rarity CHHý 
Figure 4.6: Flow chart showing how the search for a new material lead to ZnO 
The primary function of the varistor is to detect and control irregular voltage surges 
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within an electrical circuit. As Figure 4.7 shows, the varistor is connected in parallel 
to sensitive equipment and therefore any sudden voltage surge will preferentially pass 
current through the route of least electrical resistance, i. e. the varistor. Furthermore, 
it is vitally important, in terms of both cost and convenience, that the varistor is able 
to perform this task repeatedly without being destroyed. 
Sensitive 
Equipment 
Figure 4.7: Placement of a varistor within an electrical circuit 
Modern ZnO varistors function over a wide range of current and voltage levels, 
operate in both alternating and direct currents, and have the additional feature of 
high energy adsorption. As a result they have found applications in both the high 
power and semi-conductor industries. 
The critical feature behind the electrical properties of the ZnO varistor is its re- 
markable non-linear current-voltage, I-V, characteristics; as illustrated in Figure 4.8. 
The I-V curve can be divided into 3 distinct regions; pre-breakdown, non-linearity 
and upturn. 
The pre-breakdown region occurs at low current densities during which the varis- 
tor's behaviour is essentially ohmic. 
The non-linear portion of the curve occurs after the pre-breakdown region and 
forms the essence of the varistor properties. This deviation from ohmic behaviour 
allows the varistor to conduct an increasingly large amount of current at only a small 
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increase in voltage. The current range that is incorporated within this non-linear 
region extends over several orders of magnitude of current flow. The effectiveness of 
a ZnO device can therefore be related to the range and slope of this relatively flat 
non-linear region. This slope is referred to by the expression, 
I=(c) (4.1) 
where C is a constant and a is the non-linearity coefficient. A typical a value for a 
commercial ZnO varistor would lie between 60 and 100. 
The dominance of the varistor industry by material based on zinc oxide is due prin- 
cipally to the fact that they possess higher a values than previous varistor materials. 
Whilst a resistor has an a value of 1, i. e. it is ohmic in behaviour, SiC has a value 5, 
Se of 8 and a silicon diode of 35. The I-V curve for SiC is shown in Figure 4.9, for 
comparison with that of ZnO in Figure 4.8. 
Finally, under high current densities the behaviour of the varistor once again be- 
comes ohmic, similar to the behaviour at low current densities. 
The wide current range covered by these three regions of the I-V curve means that 
the characterisation of a varistor is not a straightforward task, but requires a different 
technique for each portion of the curve. 
The type of multi-phase, polycrystalline zinc oxide ceramic suitable for varistor 
applications is manufactured from a mixture of oxides using conventional sintering 
techniques. Firstly, the oxide mixture is ground and mixed by milling, then after 
drying and pressing of the resulting powder into the desired shape, the material is 
sintered at high temperature [79], usually around 1200°C. Finally in order to produce 
a more stable varistor a post-sintering heat treatment in an oxidising atmosphere, 
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known as annealing, is employed. The optimum temperature for this process has 
recently been shown to be between 600°C and 700°C [85,86,87]. 
The initial varistor mixture, although mainly zinc oxide, can contain a large niuº1- 
her of different oxides. As Figure 4.10 shows, it is possible to dliývide the oxides 
mclu led at this stage into three basic categories, depending upon their role witliill 
the varistor. 
Forming 
Additives Performance 
Additives 
Several 
Vol. 96 Vol. % 
Zinc Highlighter 
Oxide Additives 
Approx. 
4\/ ,/( 95% PPM 
Mill & Press 
4 
Sinter 
1100`C 
Anneal 
65000 
Commeacial 
Varistor 
Figure 4.10: Manufacture of a ZnO varistor 
The 'ari t, or forming additives are those oxides that are necessary to facilitate the 
correct micro-structure within the varistor. AVitllout these Im tlOti-lineal' activit, v, i5 
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achieved. These oxides generally contain large cations such as Bi, Pr, Sm, Sb and Ba. 
The varistor performance enhancers are used to tailor the precise nature of the 
non-linearity curve; good examples include Mn, Co and Al. 
The final group can be labelled as performance highlighters as they enable specific 
electrical properties to be improved. An appropriate example in the context of this 
work is the stability of the varistor to degradation which is dramatically improved by 
the addition of Na; other enhancer species include Al and Ga. 
The ratio of these three groups of oxides that is necessary to produce a working 
commercial varistor follows the same general pattern. Whilst the varistor formers are 
present to the extent of several volume percent, the performance highlighters are only 
used at the ppm level. The performance enhancers are present at levels intermediate 
between these two concentrations. 
The basic building block of the micro-structure of the varistor is the ZnO grains 
formed during sintering. After the heat treatment the various dopant ions are dis- 
tributed such that the region near to the grain boundary becomes highly resistive, 
(1012 Qcm-1), and the grain interiors highly conductive, (1 to 10 Q cm-1), see Fig- 
ure 4.11. 
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Figure 4.11: Resistivity of a ZnO grain 
Zinc Oxide 69 
The distance from the grain boundary at which this change in electrical resistivity 
occurs is termed the depletion layer. Thus, as there exists a depletion layer at each 
side of a grain boundary, the varistor is unaffected by a change in polarity. 
The varistor properties arise directly from the presence of this depletion layer 
within the grains, and not as previously thought, as a result of the complex three- 
dimensional insulating network that exists between the grains. As the subject of many 
investigations, this intergranular layer has been shown to be amorphous [88] and to 
contain many bismuth rich phases [89,90], including the pyrochlore Zn2Sb3Bi3O14. 
It is this depletion layer that acts as a barrier to the migration of electrons across 
the grain boundary. Theoretical and experimental studies of this phenomenon have 
confirmed that it conforms to the classical Schottky barrier model. The positive 
charges reside in the depletion layer and the compensating negative charges are held 
at the grain boundary [91], as shown below in Figure 4.12. 
. aaa Law 
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Figure 4.12: Schottky barrier 
4.4 Simulation Techniques 
The majority of the results presented in this chapter have been obtained using the 
classical atomistic techniques described previously. The short-range interactions were 
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ignored at distances greater than 8.5A, and the region I and II sizes were 10.4A and 
20.2A respectively. This allowed a total of 390 ions to be included in region I and 
thus to be treated explicitly during the defect minimisation. The pair potentials used 
are those derived previously and are listed in Chapter 2. 
A small number of calculations have been performed using the QM techniques also 
described earlier. These lattice parameter calculations used a plane-wave cut-off of 
900eV and 4 and 6 k-points respectively for the cubic and hexagonal lattices. 
4.5 Lattice Polymorphism 
4.5.1 Classical Simulation 
The calculated lattice parameters and properties for each of the three polymorphs are 
shown in Tables 4.1 to 4.9. The results were obtained using constant pressure min- 
imisation, consequently both the ion co-ordinates and cell vectors were fully relaxed. 
The potentials describing the three polymorphs were fitted simultaneously using all 
the experimental data available and with equal weighting, consequently the resulting 
potentials represent the best least squares fit to all of the available data. 
wurtzite 
As it is the hexagonal polymorph with which this thesis is primarily concerned, it is 
of the greatest importance that this structure is reproduced accurately. It can be seen 
from Table 4.1 that the predicted cell parameters are all close to the experimental 
values, whilst Table 4.2 shows that the elastic constants, although not as good as the 
lattice parameter fit, show good agreement with the experimental data. 
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Lattice % 
Parameter Calculated Experimental Error 
a (A) 3.271 3.253 +0.6 
c (A) 5.139 5.213 -1.4 
`u' 0.389 0.380 +2.4 
c/a ratio 1.571 1.603 -2.0 
volume (A3) 47.618 47.773 -0.3 
Table 4.1: Calculated and experimental wurtzite lattice parameters 
Elastic 
Constant 
Calculated 
1012 D 
Experimental 
ynes CM-2 
% 
Error 
C11 2.325 2.097 +10.9 
C12 0.952 1.211 -21.4 
C13 0.856 1.051 -18.6 
C33 2.104 2.109 -0.2 
C44 0.746 0.425 +75.5 
C66 0.686 0.443 +54.9 
Table 4.2: Calculated and experimental wurtzite elastic constants 
Dielectric % 
Constant Calculated Experimental Error 
soil 7.39 9.26 -20.2 
X03 10.32 11.00 -6.2 
i1,11 3.97 4.048 -2.0 
6ý 4.45 4.048 +9.8 
Table 4.3: Calculated and experimental wurtzite dielectric constants 
Zinc Oxide 72 
Finally, Table 4.3 contains the dielectric data which is of particular importance as 
it relates directly to the response of the lattice to the introduction of a charged defect. 
The experimental 6... values shown here are identical as they have been calculated 
from refractive index data', consequently the calculated values lie either side of this 
value. 
Zinc Blende 
Unfortunately only 1 piece of experimental data is available for this polymorph; that of 
the lattice parameter. The calculated and experimental values agree well. However, 
it is worth noting that the experimental value determined by Bragg has not been 
confirmed recently. 
Lattice % 
Parameter Calculated Experimental Error 
a (A) 
volume (A3) 
4.57 
95.44 
4.62 
98.61 
-1.1 
-3.3 
Table 4.4: Calculated and experimental zinc blende lattice parameters 
Elastic Calculated 
Constant 1012 Dynes CM-2 
C11 1.69 
C12 1.16 
C44 1.12 
Bulk Modulus 1.34 
Shear Modulus 0.26 
Table 4.5: Calculated zinc blende elastic constants 
'IR = Voo, where IR is the refractive index 
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Dielectric 
Constant Calculated 
Eo 8.15 
E. 4.11 
Table 4.6: Calculated zinc blende dielectric constants 
Whist no data exists for the elastic and dielectric constants they are included 
simply to show that the calculated values are all physically sensible. 
Rock salt 
As for the zinc blende polymorph only the lattice parameter, for which the agreement 
is good, is available for comparison. Similarly for this polymorph the elastic and 
dielectric data is shown merely to confirm that the values predicted are reasonable. 
Lattice % 
Parameter Calculated Experimental Error 
a (A) 4.32 4.28 +0.9 
volume (A3) 80.62 78.40 +2.7 
Table 4.7: Calculated rock salt lattice parameters 
Elastic 
Constant 
cll 
C12 
C44 
Bulk Modulus 
Shear Modulus 
Calculated 
1012 Dynes cm-2 
2.07 
1.61 
1.61 
1.76 
0.23 
Table 4.8: Calculated and experimental rock salt elastic constants 
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Dielectric 
Constant Calculated 
23.82 
ýý 6.05 
Table 4.9: Calculated rock salt dielectric constants 
4.5.2 QM Simulation 
Unlike the atomistic code used in the previous section, the determination of the 
equilibrium lattice parameter using the QM code, CETEP, is not automated and 
therefore has to be performed manually. The procedure adopted within this work is 
detailed below; 
" Using the experimentally determined lattice parameter as the mid-point, a range 
of lattice parameter values were selected, e. g. for the rock salt polymorph, which 
has a measured lattice parameter of 2.14A, calculations were performed at 2.0, 
2.1,2.2,2.3 and 2.4A. 
9 The total energy was calculated at each of these lattice parameters 
9A plot of total energy versus lattice parameter was produced and the value at 
which the minimum total energy occurred was determined. 
An example of a lattice parameter versus total energy plot for the rock salt poly- 
morph is shown in Figure 4.13. The graph shows a well behaved curve with a clearly 
defined minimum at 2.145A. 
This method is ideal for the two cubic forms where only 1 variable is unknown, 
however the wurtzite polymorph has 3 unknown variables; a, c and the internal `u' 
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Figure 4.13: Determination of the rock salt lattice parameter 
parameter. In order to find the minima for each of these 3 parameters it was necessary 
to repeat the procedure detailed above for each of the unknown variables. 
Initially all the parameters were set to the experimental values, then a series of 
calculations were performed adjusting only one variable at a time and keeping the 
other two fixed. After each series of calculations the variable was adjusted to its 
newly determined equilibrium value. This was repeated, adjusting the parameters 
in the sequence of a, c, 'u' until each variable had undergone 3 cycles and no longer 
showed any significant change, see Table 4.10. 
Cycle 
0 
1 
2 
3 
Table 4.10: Variation of w 
Parameter 
a (A) c (A) `u' 
3.253 5.213 0.380 
3.271 5.222 0.381 
3.269 5.229 0.380 
3.265 5.236 0.380 
urtzite parameters during QM calculations 
2.05 2.1 2.15 2.2 2.25 2.3 2.35 2.4 
Lattice Parameter (Angstroms) 
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wurtzite 
The calculated lattice values for the wurtzite polymorph are shown in Table 4.11. 
The agreement with the experimental values is excellent, particularly with respect to 
the ä ratio and internal `u' parameter. 
Lattice 
Parameter Calculated Experimental 
% 
Error 
a (A) 3.265 3.253 +0.38 
c (A) 5.236 5.213 +0.44 
`u' 0.380 0.380 0 
c/a ratio 1.604 1.603 +0.06 
volume (A3) 48.339 47.773 +1.2 
Table 4.11: Calculated and experimental wurtzite lattice parameters 
Zinc Blende 
The predicted values for the cubic zinc blende polymorph, although not as close as 
the match for the hexagonal form, are nevertheless extremely good. 
Lattice % 
Parameter Calculated Experimental Error 
a (A) 
volume (A3) 
4.58 
96.07 
4.62 
98.61 
-0.9 
-2.6 
Table 4.12: Calculated and experimental zinc blende lattice parameters 
Rock salt 
Finally Table 4.13 shows the calculated results for the rock salt polymorph, again the 
agreement is excellent. 
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Lattice % 
Parameter Calculated Experimental Error 
a (A) 
volume (A3) 
4.29 
78.95 
4.28 
78.40 
+0.2 
+0.7 
Table 4.13: Calculated and experimental rock salt lattice parameters 
4.5.3 Discussion 
Although several authors have investigated the electronic properties of the ZnO poly- 
morphs [83,92], only the study by Jaffe and Hess [93] reports calculated lattice param- 
eter values for all three of the different lattice types. In this work they employed the 
Hartree-Fock Linear-Combination of Atomic Orbitals, LCAO, code CRYSTAL [94]. 
The classical and QM results from this work and those of Jaffe and Hess are compared 
below in Table 4.14; the values quoted for Vo are the volumes normalised per single 
ZnO unit. 
Technique, V. A3 (% Error) 
Structure Classical CETEP CRYSTAL Experiment 
Wurtzite 23.809 (-0.3) 24.170 (+1.2) 24.570 (-2.8) 23.887 
Zinc Blende 23.86 (-3.3) 24.018 (-2.6) 24.551 (-0.4) 24.653 
Rock salt 20.155 (+2.8) 19.738 (+0.7) 19.799 (+1.0) 19.60 
Table 4.14: Comparison of calculated and experimental results 
The classical results are clearly most accurate for the wurtzite form, performing 
better than either of the QM techniques. Of course one must bear in mind that the 
parameters were chosen to reproduce this lattice parameter. The greatest deviation 
occurs in comparison to the experimental work regarding the zinc blende polymorph, 
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where the classical results predict a much smaller lattice constant. 
The CETEP calculations perform well for both the wurtzite and rock salt poly- 
morphs, however they also predict a much lower lattice parameter for the zinc blende 
polymorph. 
In contrast to our work, the CRYSTAL results show good agreement with the 
zinc blende polymorph, but perform worst of all for the wurtzite lattice. This close 
agreement with the zinc blende experimental values may be accounted for by the fact 
that in the work of Jaffe and Hess the zinc blende lattice was used to optimise the 
oxygen basis set, which will have biased the results to this polymorph. 
Technique (% Error) Vo A3 
Parameter Classical CETEP CRYSTAL Experiment 
c/a 1.5711 (-2.0) 1.604 (0) 1.593 (-0.6) 1.603 
`u' 0.389 (+2.4) 0.380 (0) 0.386 (+1.6) 0.380 
Table 4.15: Comparison of calculated and experimental results 
Table 4.15 compares the performance of each technique in respect to the internal 
wurtzite parameters. Clearly both the QM codes, particularly CETEP, reproduce 
the parameters very accurately. 
Two common features are shared by all three studies; the predicted values for the 
zinc blende lattice, including that of Jaffe and Hess, are smaller than the measured 
value, this suggests, given the origin of the experimental value, that the polymorph 
should be larger than experiment suggests. Furthermore, the rock salt polymorph is 
predicted to exhibit a larger lattice parameter than that determined by Bates et al. 
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4.6 Relative Stability 
4.6.1 Classical 
The calculated lattice energies for each of the 3 known polymorphs are shown in 
Table 4.16, leading to the stability ordering shown in Equation 4.2. 
wurtzite > zinc blende » rock salt (4.2) 
An important point to emphasise with regard to these results is that although 
the potentials were fitted to all three of the polymorphs with equal weighting, this 
lattice energy ordering was not part of the data used in the fit. The predicted sta- 
bility's therefore arise directly from the nature of the lattice environments and the 
compatibility of the pair potentials with those environments. 
Lattice 
Polymorph Energy (eV) 
wurtzite -39.34 
zinc blende -39.25 
rock salt -39.05 
Table 4.16: Calcul ated lattice energies 
As expected, the wurtzite polymorph is the most stable, however the zinc blende 
lattice energy is extremely close to this value, a fact readily explained by the similarity 
of the two tetrahedrally co-ordinated lattices. Indeed there are several examples of 
naturally occurring compounds that are capable of existing in both the wurtzite and 
zinc blende forms, e. g ZnS and CoO. 
The least favourable known polymorph, in terms of the lattice energy, is the rock 
salt structure which remains 0.2eV less stable than either of the tetrahedral lattices. It 
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is therefore not surprising that this phase is only metastable under normal conditions 
and will eventually revert back to the more stable wurtzite form [82]. 
The calculated value for the wurtzite polymorph of -39.34eV compares reasonably 
with that quoted in the CRC Handbook of Chemistry and Physics of -42.93eV [95]. 
If the same potentials that were determined from fitting to the three polymorphs 
are used to describe zinc oxide in further types of crystal structures, the lattice en- 
ergy produced is substantially higher, i. e. less stable, than any of the three known 
polymorphs. Examples of this are the nickel arsenide and inverse nickel arsenide 
structures which produce lattice energies of -38.60eV and -38.64eV respectively. 
4.6.2 QM 
The comparison of the relative stability's of the polymorphs determined using CETEP 
is a more complex process than that using the classical techniques. The main prob- 
lem arises due to the inherent structural differences between a cubic and a hexagonal 
lattice. These lead to different cell volumes and shape which in turn force the calcula- 
tions to use a different number and arrangement of k-points. Thus, as the total energy 
calculated is reliant upon the number and distribution of k-points, it is not possible 
to compare the total energy produced by a calculation with 4 k-points, (cubic), with 
that from one utilising 6 k-points, (hexagonal). 
As such, in this work it has only been possible to contrast the total energy of 
the two cubic forms. This comparison can also be used to provide an insight into 
the dependency of the total energy upon the k-point sampling employed. Table 4.17 
shows how the relative differences, ATE, between the ZnS and rock salt forms changes 
with the number of k-points used. 
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No. of Total Energy (eV) 
k-points Zinc Blende Rock salt OTE 
1 -1843.6146 -1846.4906 -2.7876 
4 -1854.3656 -1854.2446 0.1211 
16 -1854.3713 -1854.2519 0.1195 
Table 4.17: Calculated lattice energies 
The difference in the total energies between the two cubic forms has converged at 
16 k-points, even though the actual total energies themselves have not converged to 
the same degree. The difference favours the zinc blende lattice by 0.12eV. Finally, 
Table 4.18 shows the calculated total energy for the wurtzite polymorph. 
No. of Total Energy 
k-points (eV) 
4 -1854.4872 
6 -1854.3209 
Table 4.18: Calculated lattice energies 
4.6.3 Discussion 
Table 4.19 shows the polymorph energy differences as calculated by all three tech- 
niques, together with the available experimental data. Although the energies calcu- 
lated by CETEP, CRYSTAL and CASCADE are not directly comparable in terms 
of their absolute values, the structural energy differences can be contrasted between 
the different techniques. 
The QM codes calculate the energy for the entire process of transferring neutral 
atoms at infinite separation into a close-packed lattice of ions; a value referred to 
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Figure 4.14: Comparison of lattice and total energy calculations 
as the total energy. This contrasts with the CASCADE simulations in which the 
calculated lattice energy represents the movement of ions at infinity into a crystal 
lattice. 
As shown diagrammatically in Figure 4.14, the energy required to change atoms 
at infinity into charged ions, also at infinity, is equivalent. Therefore, if we assume 
that the 2nd electron affinity of oxygen is identical for all three polymorphs, any 
energy differences must arise solely from the lattice energy phase of the calculation; 
see Appendix A. 
A Energy (eV) 
Technique NaCI/ZnO ZnO/ZnS ZnS/NaCI 
CRYSTAL 0.24 0.05 0.19 
CETEP --0.12 
Classical 0.29 0.09 0.2 
Experiment 0.25 [96] -- 
Table 4.19: Calculated lattice energies 
The results show good agreement across all three of the polymorphs. The energy 
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difference between the rock salt and wurtzite polymorphs has been determined ex- 
perirnentally by Davies and Navrotsky [96]; again this value compares Well to both 
the classical calculation and the CRYSTAL value of Jaffe and Hess. 
4.7 QM Electron Density Maps 
CETEP has been used to calculate the electron densities within the tet raah('(ir; al ; atidl 
octahedral polyrnorphs. The results of these calculations are shown in figures 1.15 
to 4.19. 
Figure 4.15: Electron density of the wurtzite lattice, view along c-axis 
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Figure 4.16: Electron density of the wurtzite lattice, close-up ()f ("-, axis 
Figure 4.17: Electron density of the rock silt latt ice 
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Figure 4.18: Electron density of the rock salt lattice, close-up of Zn-(> 1>oucl 
g 
C 
Figure 4.19: Electron density along 100 direction in tue rock salt polymorph 
4.7.1 Discussion 
The electron density Irraps clearly demonstrate the difference between t he (", ºt iun mid 
ailion electron distributions. The close-up plots, Figures 4.16 and 1.18, shOW Oro 
iiº l)ot. h polyrnorphs the ions undergo very little distortion and remain ('ýýeffl jelly 
spherical. Furthermore the line diagram, Figure 4.19, shows t hat very litt le ('le(i rotº 
density exists between two bonded ions, consequently zinc oxide is vxjw(-t(, (j to exhibit 
very little covalent bonding. 
View clunk I IIMII Ulreeüun 
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4.8 Classical Simulation of Intrinsic Defects 
The three basic stoichiometric defect processes feasible within the undoped lattice 
are the cation Frenkel, anion Frenkel and Schottky reactions, outlined below in Equa- 
tions 4.3,4.4 and 4.5 respectively. 
ZnZn --+ VZn + Zni' (4.3) 
-4 Vö + Oiý 00 
x (4.4) 
ZnZm + Oö -+ VZn + vö + ZnO (4.5) 
Wurtzite 
The calculated energies for each of these processes, assuming purely isolated defects, 
are shown in Table 4.20. The energies quoted are in terms of electron volts, eV, per 
defect, hence the energy for the total Schottky process has been divided by two. 
Calculated Defect Energies 
(eV) per defect 
Cation Anion 
Frenkel Frenkel Schottky 
4.40 4.34 3.52 
Table 4.20: Calculated wurtzite intrinsic defect energies 
The results, whilst being very similar for the Frenkel defects, slightly favour the 
formation of ion vacancies. The energies for each of the processes are large enough 
that it can be assumed that there will not exist a high concentration of isolated 
intrinsic defects within zinc oxide. 
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If we now consider the effect of binding upon these defects, it is possible to reduce 
the energy required for all of these processes. If instead of producing two isolated 
vacancies i. e. VV,, and Vö , the Schottky reaction 
forms a pair of bound vacancies i. e. 
ZnZn + Oö --+ 
{VZn : Vö }a 61 
+ ZnO (4.6) 
the energy required per defect falls considerably, see Table 4.21. 
Defect Defect Energy (eV) 
Cluster a, b plane c axis 
{VZn : V0 } 2.06 2.24 
Table 4.21: Schottky defect cluster energies 
As Table 4.21 shows, the anisotropy of the lattice allows for two possible orien- 
tations of the defect pair; the favoured position of the cluster is parallel to the a, b 
plane. 
A similar reduction occurs if we combine the two Frenkel processes shown in Equa- 
tion 4.3 and 4.4, and produce the process shown below, 
Znzn + Oö ---+ 
{VZn : Vö I. b/c 
+ {Zni" : OII }a b/c 
(4.7) 
Equation 4.7 leads to a total of 4 different orientations of the defects within the 
lattice. As Table 4.22, shows the lowest energy conformations occur when both the 
interstitial cluster, IZn1ý : Oi, and the vacancy cluster, {VZn : Vö } lie within the 
a, b plane. 
Zinc Oxide 88 
Orientation Orientation Energy per 
of Vacancies of Interstitials defect (eV) 
a, b a, b 2.94 
cc3.16 
a, b c 3.07 
c a, b 3.03 
Table 4.22: Defect cluster energies, assuming doubly charged interstitials 
An alternative model can be postulated in which the 
{Zni' :0 il } cluster redis- 
tributes its charge such that one electron is transferred to the zinc interstitial pro- 
ducing a cluster of singly charged interstitial ions i. e. 
{Znz : Oý}, see Equation 4.8. 
Table 4.23 shows the energies for this cluster in each of the four possible orientations; 
again the favoured configuration occurs when both of the clusters lie within the a, b 
plane. 
ZnZ, 
ý + 
Oo -> 
{v: Vö I 
aýbýý 
+ { Zni : Ot }a 6/c 
(4.8) 
However in the redistributed charge model, all of the energies are substantially 
higher than those calculated for the full charge model, it is therefore not predicted to 
form in preference to the formal charge model. 
Orientation Orientation Energy per 
of Vacancies of Interstitials defect (eV) 
a, b a, b 3.57 
cc3.80 
a, b c 3.71 
c a, b 3.65 
Table 4.23: Defect cluster energies, assuming singly charged interstitials 
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Zinc Blende/ Rock salt 
Finally, the intrinsic. defect processes within the two other polymorphs have been 
calculated. Although no previous studies exist, it is important to check that the 
calculated energies lie within realistic' boundaries, that is, structural defects are not 
predicted to cause any instabilities within either polymorph. 
Calculated Defect Energies 
(eV) per defect 
Cation Anion 
Frenkel Frenkel Schottky 
4.31 4.33 3.61 
Table 4.24: Calculated zinc blende intrinsic defect energies 
Calculated Defect Energies 
(eV) per defect 
Cation Anion 
Frenkel Frenkel Schottky 
4.36 3.95 2.28 
Table 4.25: Calculated rock salt intrinsic defect energies 
4.8.1 Discussion 
There have been two previous studies that have reported defect energies for the 
wurtzite form of zinc oxide; Mackrodt [97] in 1980 and Mackrodt et al [98] in 1984: 
the results of both of these investigations are shown in Table 4.26. In both of these 
studies the cation Frenkel is predicted to be the most favourable process. The previ- 
ous studies indicate very similar energies for both the anion Frenkel and the Schottky 
processes. This contrasts to the current work in which the Schottky process is the 
favoured reaction. 
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Calculated Defect Energies 
(eV) per defect 
Cation Anion 
Frenkel Frenkel Schottky Ref. 
3.8 3.0 3.0 [98] 
3.84 2.89 2.94 [97] 
Table 4.26: Previous calculated defect energies 
As all of the defect energy tables show, both from this study and the two previous 
investigations, the calculated defect energies are relatively high. It is therefore pre- 
dicted that the concentration of intrinsic defects will be very small, which inevitably 
means that any dopant species present within the lattice will dominate the defect 
characteristics of this material. 
4.8.2 Intrinsic Ion Migration 
Within any material the migration activation energies associated with the intrinsic 
defect concentration are of great importance. It is perfectly feasible that the minority 
defect within a lattice may, as a result of a particularly favourable migration activation 
energy, dominate the transport properties. As previously discussed this is particularly 
true for zinc oxide in relation to its characteristics as a varistor. Since we are concerned 
only with zinc oxide as a varistor, only the migration properties of the wurtzite 
polymorph have been investigated. 
4.8.3 Interstitial Ion Migration 
The first migration mechanism we must consider is that which involves solely the 
intrinsic interstitial ions. The anisotropic nature of the hexagonal wurtzite lattice 
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leads to two distinct migration pathways; parallel to the c-axis and within the a, b 
plane. The pathway parallel to the c-axis is via the wide, straight channels that lie 
perpendicular to the, a, b plane. The saddle point for this migration pathway is then 
defined as the centre of the hexagonal ring through which the migrating ions must 
pass. Migration within the a, b plane will occur via a zig-zag route as the migrating 
species move from one c-axis channel to one of the six neighbouring channel sites. 
Again the saddle point occurs when the migrating ion passes through the ring of six 
ions that lies parallel to the c-axis. 
The activation energies for both zinc and oxygen interstitial migration have been 
calculated for each of these pathways. These energies have been determined by per- 
forming static calculations at both the favoured interstitial site, Ej, and the saddle 
point of the migration pathway, Esp. The activation energy, E,,, ct, is then defined as 
the difference between these two energies, Eact = E3 - E;. The calculated values for 
the formally charged cation and anion species are shown in Table 4.27 The results 
indicate a clear preference for the ionic species to migrate parallel to the c-axis. 
Interstitial Ion Migration 
Activation Energy (eV) 
Direction Oil Znf Zn, * Zn7 
a, b 1.62 1.36 1.94 1.35 
c 1.22 1.20 1.24 0.80 
Table 4.27: Calculated wurtzite defect migration energies 
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4.8.4 Ion Migration via a Vacancy Mechanism 
A further migration mechanism that must be considered is that of ion movement 
via a vacancy mechanism. This process essentially involves two species; a lattice ion 
and a vacant lattice site. The migration occurs when the lattice ion `hops' from its 
lattice site into the neighbouring vacancy, thus creating a new vacant lattice site. 
The calculations have again been performed using static techniques; the saddle point 
has been calculated to be half-way along the migration pathway in-between the two 
vacancies, see Figure 4.20. 
The anisotropy of the lattice again leads to two possible migration pathways and 
therefore two possible saddle points, dependant upon whether migration occurs paral- 
lel or perpendicular to the c-axis. The predicted activation energies for ion migration 
via a vacancy mechanism are shown in Table 4.28. 
Interstitial Ion Migration 
via a Vacancy Mechanism 
Direction Oil Zni0 
a, b 1.95 1.82 
c 1.29 0.91 
Table 4.28: Calculated wurtzite defect migration energies 
4.8.5 Discussion 
The diffusion properties of both zinc and oxygen within the zinc oxide lattice have 
received a great deal of attention over a period of many years. An extremely compre- 
hensive survey of this phenomenon, relating principally to zinc diffusion, was under- 
taken by Kim [99], from whose collected data Tables 4.29,4.31 and 4.48 have been 
reproduced. We first of all consider the evidence, both experimental and theoretical, 
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(i) migration in a, b plane 
IC 
ab 
(ii) migration in c axis 
Oxygen Zinc Zinc Saddle 
Ion Ion Vacancy Point 
Figure 4.20: Saddle point for ion migration 
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for zinc diffusion. The experimental observations cover a very wide range of values, 
from 0.55eV to 3.9eV for the activation energy and from 1.5 x 105 to 2.5 x 10-7 for the 
pre-exponential term. In accordance with this data spread, and perhaps as a direct 
consequence of it, the migratory species and proposed mechanisms also differ consid- 
erably from each other. Indeed although zinc oxide is generally perceived to exist in 
the form of a zinc excess material [100,101] i. e. Znl+-. O, and thus must contain zinc 
interstitials or oxygen vacancies, the evidence is far from definitive. As a result there 
is no clear picture of the nature and type of the intrinsic defects that may be present 
within the lattice and therefore available for migration. 
As the review by Kim [99] would appear to be the most comprehensive account of 
these transport phenomena, we propose to use his experimental data, also included 
in Table 4.29, and observations as the main basis for comparison with this work. 
The experimental results of Kim show that the migration of zinc is essentially 
isotropic and requires an activation energy of around 1.8eV. He states that this ab- 
sence of anisotropy makes it `extremely unlikely that the defect is an interstitial zinc'. 
These findings are supported by our work in that we predict a very pronounced 
anisotropy for the interstitial ion activation energies along the different crystallo- 
graphic directions of the crystal. As this absence of interstitial zinc would also pre- 
clude the possibility of an interstitialcy mechanism, we have determined the activation 
energy for migration via a vacancy mechanism. 
Upon first inspection the calculated activation energies for the vacancy assisted 
mechanism would also appear to show a clear dependence upon the direction of mi- 
gration. However closer examination of the mechanism of ion transport reveals that 
the vacancy hops associated with migration along the c-axis also involve a component 
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Activation 
Method Author Year Ref. Do Energy (eV) 
Tracer Moore / Williams 1959 [102] 1.3 x 10-5 1.9 
Linder 1952 [103] 1.3 3.2 
Linder 1952 [103] 3.5 3.0 
Kim a, b plane 1963 [99] 4.9 x 106 1.75 
Kim c-axis 1963 [99] 8.2 x 106 1.78 
Gas-Exchange Secco / Moore 1956 [104] 4.8 3.2 
Spicar 1956 [105] 1.8x101 3.9 
Lamatsch 1959 [106] 1.7x 102 3.3 
Secco 1960 [107] 102 3.2 
Secco 1964 [108] 3x 107 1.1 
Secco 1968 [109] 5 3.2 
Elect. Conducts Thomas 1957 [110] 5.3x104 0.55 
Pohl 1959 [111] 1.6x 10-2 1.7 
Colour Centres Armeth 1959 [112] 1.5x 10-2 1.7 
Oxidation Gebhardt 1946 [113] 2.5 x 10-7 1.1 
Lee / Moore 1946 [114] 3-3x10-7 1.3 
Evapor" Panasyuk et al 1967 [115] - 2.04 
Sintering Gupta 1967 [116] 3/0.11 2.6 / 2.9 
Dutta / Sprigg 1971 [117] 9.48 x 10-3 2.1 
Moriyoshi / Komatsu 1971 [118] - 3.2 
Table 4.29: Experimentally Determined Zinc Diffusion Parameters 
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of niovcrnent in the a, b plane. This is shown diagrammatically in Figure 4.21. where 
the two possihlc migratory jumps are labelled a, predominantly (! -axis, and li, purely 
aa, 1) plane. 
c 
a 
abß 
Oxygen Ion Zinc Ion Zinc Wcancy 
Figure 4.21: Ion migration via a vacancy mechanism 
Thus a zinc ion can migrate in the a, b plane either by a single 3 J11111l) or l)y two 
complementary cr hops. The result of this two-hop mechanisln is equ ail to, thuit of 
the single hop in terms of' the final spatial arrangement of' the lattice i(His. I h)yvevcr 
the barrier to migration via this route is substantially lower at, 0.9 Ie'\. It is t Ii('ref'ore 
possible for zinc ions to migrate in either direction with the saune m tivaat ion energy. 
This is in qualitative agreement with Kim, in that the experiuietit aal results also 
show isotropic migration energies, see Table 4.30. However the (limiltit, a1 iv(' aat .((,, eifit 
is not ideal as the measured value of 1.78eV is considerably higher than mir caal("rnlao v(l 
v; ilne of 0.91ev. This discrepancy could arise from several contributing 11('I (Irs, fur 
example the (le-trapping of vacancies from vacancy pair clusters o iti('s. 
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Pre-exponential Activation 
Direction Term Energy (eV) 
a, b 10-6 1.75 
c 8.2x10-6 1.78 
Table 4.30: Migration pre-exponential term / activation energy 
Although the energetics are the same, the ratio of movement in each crystallo- 
graphic direction is not; the Q hop does not involve any c-axis component whilst the 
a jump involves a large c-axis component and a significant proportion of a, b plane 
movement. Our results therefore predict a higher diffusion coefficient for movement 
along the c-axis compared with that along within the a, b plane. This agrees well with 
the work of Kim who found the pre-exponential diffusion coefficient to be lower in 
the a, b plane compared to that in the c-axis, see Table 4.30. 
Thus the experimental results also show that substantially more movement occurs 
parallel to the c-axis. 
Although there have been fewer experimental investigations into anion diffusion, 
see Table 4.31, the values are again spread over a wide region. 
Activation 
Method Author Year Ref. Do Energy (eV) 
Gas-Exchange Moore and Williams 
Haufiman and Lauder 
1959 
1971 
[102] 
[119] 
6.52 x 10 
1.05 x 103 
7.2 
4.1 
Proton Activation Robin 1973 [120] 1.5x10'° - 1.22 
Table 4.31: Experimentally determined oxygen diffusion parameters 
The calculated activation energies for oxygen migration along the c-axis are 1.29 
and 1.22eV for migration via a vacancy and interstitial mechanism respectively. These 
values both agree well with the value determined by Robin et al, whose value is 
also specific to the c-axis. The calculated results are therefore so similar to the 
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experimental results that it is not possible to state whether the mechanism of oxygen 
transport determined by Robin et al is vacancy or interstitial controlled. 
4.9 Classical Simulation of Extrinsic Defects 
As discussed earlier the fundamental varistor properties are determined by the level 
and type of doping introduced into the wurtzite lattice during manufacture. In order 
to illuminate some of the possible modes of action of these dopant species, we have 
used classical simulation techniques to predict the solution processes for several well 
characterised dopant species. 
4.9.1 Oxides Containing Monovalent Ions 
The four reaction pathways by which it is possible to incorporate a monovalent oxide, 
M20, (where M=a metal cation), into the zinc oxide lattice are shown below. 
M20 --3 2M Mn + VVB + 2ZnO (4.9) 
M20 ---> 2Mti + Oil (4.10) 
M2O-*2Mi +VZ, n+ZnO (4.11 
M20 -i 
MZn +M+ ZnO (4.12) 
In each case the dopant cation can reside on either a lattice site or at a suitable 
interstitial site; depending on the positioning of this dopant ion the appropriate charge 
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compensating defects are also generated. The solution mechanisms have been studied 
for five metal cations; lithium, sodium, potassium, copper and silver. The calculated 
solution energies are shown below in Tables 4.32 to 4.36. In each case the energy 
value quoted is for the entire process, in terms of both isolated and clustered defects. 
The particular arrangement of the isolated defects within the lattice obviously 
has no effect on the solution energy, however the nature of the wurtzite lattice is 
such that there are several initial spatial configurations that the clustered defects can 
occupy. In the case of the monovalent oxides there are 2,4,4 and 2 configurations for 
Equations 4.9,4.10,4.11 and 4.12 respectively. It should be emphasised that these are 
initial arrangements i. e. before lattice relaxation and upon minimisation some of the 
different initial configurations relax to form identical minimum energy configurations. 
Solution of Li20 
Equation Number of Isolated Clustered 
Number Configurations Defects (eV) Defects (eV) 
4.9 2 4.89 1.81 
2.02 
4.10 4 8.89 7.22 
7.59 
6.89 
7.00 
4.11 4 7.06 1.12 
1.12 
1.12 
1.36 
4.12 2 2.46 1.12 
1.30 
Table 4.32: Calculated solution energies for Lithium oxide 
To illustrate this effect the entire set of final reaction energies for all 12 initial 
starting arrangements is shown for Li20; however for the sake of brevity only the 
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Solution of Na20 
Equation Number of Isolated Clustered 
Number Configurations Defects (eV) Defects (eV) 
4.9 2 4.75 2.22 
4.10 4 11.17 7.66 
4.11 4 9.34 2.02 
4.12 2 3.53 2.02 
Table 4.33: Calculated solution energies for sodium oxide 
Solution of K20 
Equation Number of Isolated Clustered 
Number Configurations Defects (eV) Defects (eV) 
4.9 2 7.51 3.78 
4.10 4 16.82 12.21 
4.11 4 15.00 5.74 
4.12 2 7.73 5.75 
Table 4.34: Calculated solution energies for potassium oxide 
Solution of Cu20 
Equation Number of Isolated Clustered 
Number Configurations Defects (eV) Defects (eV) 
4.9 2 3.84 5.00 
4.10 4 8.34 6.17 
4.11 4 6.51 0.44 
4.12 2 1.66 0.42 
Table 4.35: Calculated solution energies for copper oxide 
Solution of Ag20 
Equation Number of Isolated Clustered 
Number Configurations Defects (eV) Defects (eV) 
4.9 2 3.29 0.77 
4.10 4 8.58 5.82 
4.11 4 6.75 0.23 
4.12 2 1.50 0.23 
Table 4.36: Calculated solution energies for silver oxide 
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lowest energy arrangement is shown for the remainder of the dopant ion solutions. 
4.9.2 Discussion 
The four solution pathways divide into three sets of reactions: those which produce 
only substitutional dopant ions, those which produce only interstitial ions and the 
final set in which equal numbers of both interstitials and substitutionals are formed. 
In the case of the isolated defect reactions, four out of the five cations studied 
i. e. Li, Na, Cu and Ag, all favour reaction 4.12. This particular reaction path- 
way distributes the cations over both interstitial and substitutional sites and is self- 
compensatory which eliminates the need for further intrinsic defects to act as charge 
compensators. 
The exception from this group is K20 which favours, albeit only slightly, reac- 
tion 4.9 in which both the dopant cations form substitutional species. The reason for 
this difference can be explained by examining the calculated interstitial energies for 
each of the dopant species, see Table 4.37. 
Lii Nai Kt Ag; Cui 
CASCADE energy (eV) -3.92 -0.41 4.34 -1.92 -3.05 
Table 4.37: Calculated dopant cation interstitial energies 
The results clearly show that the formation of a potassium interstitial ion is con- 
siderably less energetically favourable than any of the other four cation species. This 
high interstitial formation energy results in K20 solution preferring a mechanism that 
avoids the formation of interstitial ions completely. 
When the defects are allowed to cluster the picture remains very similar, with the 
self-compensatory mechanism continuing to be the lowest energy pathway for the same 
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four oxides as the isolated case. However if, as in reaction 4.11, an interstitial cation 
is in close proximity to a cation vacancy, then during minimisation the interstitial ion 
will move to fill the vacant site. The result of this is that the final ionic configuration 
of reaction 4.11 is indistinguishable from that of reaction 4.12; consequently they both 
represent essentially the same low energy mode of solution. 
K20 is again different from the rest of the dopant ions in that not even the Coulom- 
bic energy gained from defect clustering can overcome the potassium ion's unsuitabil- 
ity for existing as an interstitial ion. Consequently reaction 4.9 remains the most 
favoured route for solution of K20. 
In summary, the preferred solution mechanism for a metal oxide of formula M20, 
excluding K20, produces a bound self-compensating defect pair consisting of one 
substitutional and one interstitial ion. 
4.9.3 Halides Containing Monovalent Ions 
Instead of introducing a dopant metal cation via an oxide, it is also possible to 
use various halide compounds. Additions of the metal ion by this method, as it is 
effectively adding two dopant ion species, leads to six possible different modes of 
solution, shown below. 
MX -* 
MZ,, + Xi + Vö + ZnO (4.13) 
MX -4 
MZ,, +Xo+ZnO (4.14) 
MX -p M, 2 +Xý+VZ, n+ZnO (4.15) 
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MX -3 M= + Xi (4.16) 
MX -4 
MZ, 
n + 
X; + Zný * (4.17) 
MX -3 M; + X; + Oi1 (4.18) 
In this work we have investigated the solution of the fluoride and chloride com- 
pounds of lithium, sodium and potassium. The results for these, in terms of the 
total reaction energy for both isolated and clustered defects, are shown in Tables 4.38 
to 4.43. 
4.9.4 Discussion 
In each case the isolated and clustered reactions were found to follow a common 
pattern. Isolated defects were found to favour solution via the mechanism shown in 
Equation 4.14. In this process, the dopant anion and cation both occupy substitu- 
tional sites and are self-compensating by nature of their final defect charges. 
In contrast, 4 of the 6 halides studied share the same least favourable mode of 
solution, Equation 4.17, where the metal ion resides on a cation lattice site and the 
dopant anion occupies an interstitial site. The two exceptions to this rule are both of 
the potassium halides which find the solution mechanism described by Equation 4.18 
to be the least favourable. This observation can again be attributed to the potassium 
ion's unsuitability to the interstitial sites. 
The solution of halides to produce clustered defect complexes also shows a common 
lowest energy pathway for all six of the halides studied. In all cases the reactions 
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Equation 
Number 
Solution of LiF 
Isolated Clustered 
Defects (eV) Defects (eV) 
4.13 7.25 0.53 
4.14 1.36 0.60 
0.53 
4.15 5.92 0.53 
4.16 4.81 4.32 
4.17 9.00 4.31 
4.18 7.79 4.31 
Table 4.38: Calculated solution energies for lithium fluoride 
Equation 
Number 
Solution of NaF 
Isolated Clustered 
Defects (eV) Defects (eV) 
4.13 8.34 1.58 
4.14 2.44 1.70 
1.58 
4.15 8.25 1.58 
4.16 7.11 6.13 
4.17 10.08 5.84 
4.18 10.08 - 
Table 4.39: Calculated solution energies for sodium fluoride 
Equation 
Number 
Solution of KF 
Isolated Clustered 
Defects (eV) Defects (eV) 
4.13 10.41 3.44 
4.14 4.52 3.63 
3.44 
4.15 11.78 3.44 
4.16 10.64 10.02 
4.17 12.16 9.00 
4.18 13.61 9.00 
Table 4.40: Calculated solution energies for potassium fluoride 
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Equation 
Number 
Solution of LiCI 
Isolated Clustered 
Defects (eV) Defects (eV) 
4.13 6.85 -0.76 
4.14 -0.07 -0.44 
-0.76 
4.15 4.53 -0.76 
4.16 4.42 4.19 
4.17 8.60 3.69 
4.18 6.36 4.50 
Table 4.41: Calculated solution energies for lithium chloride 
Equation 
Number 
Solution of NaCl 
Isolated Clustered 
Defects (eV) Defects (eV) 
4.13 8.21 0.98 
4.14 1.28 1.00 
0.98 
4.15 7.09 0.98 
4.16 6.98 6.32 
4.17 9.96 5.41 
4.18 8.92 6.50 
Table 4.42: Calculated solution energies for sodium chloride 
Equation 
Number 
Solution of KCl 
Isolated Clustered 
Defects (eV) Defects (eV) 
4.13 10.93 3.75 
4.14 4.00 3.82 
3.74 
4.15 11.26 3.74 
4.16 11.15 10.27 
4.17 12.68 9.38 
4.18 13.09 9.38 
Table 4.43: Calculated solution energies for potassium chloride 
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4.13,4.14 and 4.15 all produce identical, or at least very similar, final reaction 
energies. The reason for this is exactly the same as that previously discussed for the 
monovalent oxides. i. e. during minimisation an interstitial ion will move into this 
site in order to form a substitutional species. Thus in Reaction 4.13 the halide ion 
moves to occupy the vacant oxygen site and in Equation 4.15 the metal ion moves 
into the vacant zinc site; in each case the final configuration of the ions is equivalent 
to that of Equation 4.14. Two configurations are available to the defect cluster in 
Equation 4.14; it can lie parallel to the c-axis or along the a, b plane. In each case the 
orientation parallel to the a, b plane is slightly favoured over the arrangement along 
the c-axis. 
Solution of a metal halide is therefore predicted to form two substitutional species 
on neighbouring lattice sites within the a, b plane of the lattice. 
4.9.5 Divalent Ions 
The solution of divalent cations, which possess the same charge as the formally 
charged zinc ions, inevitably leads to a smaller number of solution permutations. 
The three possible routes are outlined below, 
MO -i MZn + Oö + ZnO (4.19) 
MO -p M=' + X' (4.20) 
MO -a Mis" + VZ,, + ZnO (4.21) 
The results for the solution of CoO and MgO are shown in Tables 4.44 and 4.45 
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Solution of CoO 
Equation Isolated Clustered 
Number Defects (eV) Defects (eV) 
4.19 0.26 - 
4.20 10.38 7.58 
7.89 
8.27 
4.21 8.55 0.26 
Table 4.44: Calculated solution energies for cobalt oxide 
Solution of MgO 
Equation Isolated Clustered 
Number Defects (eV) Defects (eV) 
4.19 0.21 - 
4.20 10.41 7.73 
8.60 
8.34 
4.21 8.58 0.21 
Table 4.45: Calculated solution energies for magnesium oxide 
4.9.6 Discussion 
Equation 4.19 forms the favoured solution pathway for both of the divalent cations. 
In each case the solution energy is low, hence both the MgO and CoO will readily 
form extensive solid solutions with ZnO. The CoO/ZnO solution series has recently 
been investigated by McCoy and Grimes [121]. 
4.9.7 Trivalent Ions 
The four modes by which metal oxides of the general form M203 can be incorporated 
into the lattice are shown below, 
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n+ 3ZnO 
(4.22) M203 -+ 2M;,, + VZ11 
M203 --4 2M;  + 
Oil + 3ZnO (4.23) 
M203 -+ 2Mi 
*' + 3Oiß (4.24) 
M203 -3 2Mi "* + 3VV,,, + 3ZnO (4.25 
The total reaction energy for both the isolated and clustered defects formed by 
A1203 are shown in Table 4.46. 
Solution of A1203 
Equation Number of Isolated Clustered 
Number Configurations Defects (eV) Defects (eV) 
4.22 3 5.06 3.73 
3.70 
3.90 
4.23 2 6.89 3.56 
3.56 
4.24 3 31.25 17.53 
16.39 
4.25 2 25.77 4.99 
6.37 
Table 4.46: Calculated solution energies for aluminium oxide 
4.9.8 Discussion 
In the isolated defect case, reaction 4.22 is the favoured mechanism. This results 
in the formation of substitutional aluminium ions compensated by zinc vacancies; 
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the alternative in which compensation is provided by oxygen interstitials is slightly 
less favourable. The two remaining modes which both produce isolated aluminium 
interstitials have extremely high energies of solution. 
The introduction of defect clustering reduces all of these energies considerably and 
changes the ordering of the reactions. The binding energy of the cluster formed by 
reaction 4.23 i. e. 
{A1Z, 
n : 
Oil } is higher than that for the equivalent cluster formed in 
reaction 4.22 i. e. 
{Alin : Vzn}. This is due to the ability of the oxygen interstitial 
to reside much closer to the substitutional aluminium than the zinc vacancy which 
is constrained by the lattice framework. The effect of this large binding energy is 
to swap the ordering for reactions 4.22 and 4.23 so that the formation of oxygen 
interstitials becomes the favoured mechanism for the solution of A1203. 
The formation of defect clusters will inevitably require a reasonably high concen- 
tration of defect species, thus we predict that at low doping levels the zinc vacancy 
defect species will dominate and that as the doping level increases the formation of 
oxygen interstitials will become increasingly favoured. 
4.9.9 Extrinsic Ion Migration 
In the previous section we have investigated the solution mechanisms of many dopant 
species; it is also important to consider how these will migrate through the lattice. 
Activation Energy (eV) 
Direction Li, Nai. K,. Cu, ' Age Mg,.. Co;.. Al, *** 
a, b 1.13 1.55 1.9 1.34 2.11 1.90 1.61 2.22 
c 0.69 1.66 1.98 0.83 1.47 1.88 1.52 - 
Table 4.47: Extrinsic ion migration energies 
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Table 4.47 shows the calculated activation energies for all of the dopant ions in- 
vestigated in the previous section. The results assume a purely interstitial mode of 
migration. 
4.9.10 Discussion 
The calculations show that for the species Na, K, Mg and Co migration is essentially 
isotropic. However Li and Cu are both predicted to exhibit a marked anisotropy by 
virtue of a lower activation energy along the c-axis. 
The experimental data available for lithium and aluminium is shown in Table 4.48, 
unfortunately the data is not specific to any particular crystallographic axis. 
Diffusing Activation 
Dopant Ion Method Author Year Ref. Do Energy (eV) 
Lithium Electrical Conducts Lander 1960 [122] 0.04 0.98 
Aluminium Chemical Analysis Norman 1969 [123] 5.3 x 10-2 2.74 
Table 4.48: Experimentally determined dopant diffusion parameters 
The calculated and experimental values of 0.98eV determined by Lander for lithium 
migration lies between the calculated values. 
The values for aluminium migration agree with experiment in that both techniques 
show a substantially higher barrier to migration than that for the monovalent species. 
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4.10 Interaction of Defects 
The simulation of single dopant species within the zinc oxide lattice is of use in 
understanding how a particular ion or compound will be incorporated into the host 
structure. However in practice dopant ions are not used singly but always in combina- 
tion with other dopant species. The investigation of simultaneous doping is therefore 
of great importance as it enables the investigation of the dopant - dopant interactions 
within the context of the zinc oxide lattice. 
4.10.1 Zinc Interstitial Ions 
The existence of zinc interstitials within the undoped zinc oxide lattice was first 
postulated by Wagner [100]. Although many studies have been performed since which 
support this view [124,102,101], there have also been a large number of contradictory 
measurements [125,122]. As such, the existence or absence of zinc interstitial species 
is still a matter of considerable debate. Hence it is not surprising that if a zinc 
interstitial species does exist within the wurtzite lattice, little is known of its charge 
state. 
Using the potentials derived for this study it is possible to throw some light on 
this subject by postulating several possible intrinsic defect reactions. 
-+ Zni* + Zn 
11 (4.26) Zn; + Zn1 z Zn 
Zni + Zn1 -+ Zni + Znx (4.27) 
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ZnZn + ZnZ11 1 n+ 
2Znzn (4.28 
Zni + Zni * --4 2Zn= (4.29) 
The energy required for each of these processes is shown in Table 4.49. 
Reaction Energy Per 
No. Process (eV) 
4.26 +0.33 
4.27 -5.55 
4.28 +2.90 
4.29 +3.13 
Table 4.49: Interaction of intrinsic defects 
The first two mechanisms 4.26 and 4.27 show that singly charged zinc ions are 
potentially unstable and will redistribute their charge such that the zinc lattice site 
is occupied by a formally charged zinc ion. 
The final two reactions confirm this observation further in that two zinc ions in 
the neutral and 2+ charge state do not prefer to partition the charge in order to form 
two singly charged ions. 
4.10.2 Discussion 
These calculations suggest that the preferred charge state of zinc interstitial ions is 
either neutral or 2+; with the existence of a 1+ ion at either a substitutional or 
interstitial site being the least favourable option. 
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4.10.3 Simultaneous Solution of A1203 and Ag20 
Recent work by Fan and Freer [126] has investigated the effect of doping zinc oxide 
varistors with both silver and aluminium oxide. As previously described, when intro- 
duced alone into the lattice the favoured solution mechanisms for Ag20 and A1203 
are, 
Ag20 -+ A' ,+ 
Agi + ZnO (4.30) 
A1203 -3 2AlZ, n + 
Oil + 2ZnO (4.31) 
A1203 -4 2A1 + VZ,,, + 3ZnO (4.32) 
Hence we can combine equations 4.30/4.31 and 4.30/4.32 to give the following 
modes of simultaneous solution, 
A1203 + A920-+ 2Agz, a + 2A1 + 4ZnO 
(4.33) 
A1203 + Ag20 -+ 2AlZn, + O' + Agi + Agi + 3Zn0 (4.34) 
The energy per process for both the isolated and clustered defects are shown in 
Table 4.50. 
Isolated Clustered 
Equation Defects (eV) Defects (eV) 
4.33 1.31 0.20 
4.34 8.39 3.59 
Table 4.50: Solution of Ag20 and A1203 
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The isolated and clustered defects clearly favour process 4.33 in which all 4 of the 
dopant metal ions form substitutional species. The energy value for the clustered de- 
fects in Equation 4.33 assumes a configuration consisting of 2 {A' ,,: 
Al } clusters. 
However if instead we consider all four defects to be present in a single cluster i. e. 
{2Ag' 
,: 
2AlZ,,, } the solution energy can be further reduced to 0.06eV for the entire 
process. 
4.10.4 Discussion 
The solution energy required for Ag20 and A1203 when incorporated into the lattice 
as single dopant species was 0.23eV and 3.56eV respectively. Thus the simultaneous 
solution of the dopant ions reduces the energy required for both of the metal oxides. 
However, whilst adding Ag20 alone produced both substitutional and interstitial 
silver ions, the simultaneous solution produces only substitutional silver ions. The 
final placement of the aluminium ions is unchanged from its addition as a single 
dopant, as the ions prefer to reside on lattice sites in both cases. 
4.11 Relevance to Varistors: Degradation 
Degradation is the term applied to the long-term erosion of the non-linear I-V char- 
acteristics of the varistor device. The mechanisms responsible for this process have 
been the subject of a great many experimental investigations [79]. As a result sev- 
eral theories have been put forward to explain this phenomenon, including electron 
trapping [127], dipole orientation [128], ion migration [129,130] and oxygen desorp- 
tion [131]. It is now generally accepted that degradation is a grain boundary effect 
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and is the result of zinc interstitial ions migrating from the interior of the grains to 
the depletion layer. 
This loss of non-linearity is of major importance to the electronics industry as it 
results in a shorter working life for the varistor. As a method of preventing or slowing 
down this process will obviously be of great financial benefit to the manufacturing 
industry, this problem has been investigated by many research groups around the 
world. 
As the degradation is a result of zinc ion migration it is theoretically possible to 
halt this loss of performance via one of two ways: 
" prevent the initial formation of the zinc interstitials; 
" stop or slow down the migration of these interstitials to the grain boundary. 
It has been shown that degradation can be prevented either thermally or chemi- 
tally. The thermal method [91] forms the basis of the post-sintering annealing that 
has been discussed previously. This heat treatment, usually in the range of 600-700°C, 
allows the zinc interstitials resident within the lattice to diffuse to the grain bound- 
ary. They are then permanently removed by reaction with zinc vacancies. Thus the 
grain boundaries become stabilised and do not suffer from degradation as there are 
effectively no zinc interstitials left to diffuse. 
The chemical method [132] reported in 1988, involves the use of amphoteric dopants 
such as sodium. The nature of this dopant ion is that it is able to occupy both the lat- 
tice and interstitial sites within the wurtzite lattice. Consequently it is able to block 
the c-axis channels preventing the migration of any interstitials that are present. 
Further work on the chemical stabilisation of varistors to degradation was per- 
formed by Gardner et al [133]. In this study they compared the effectiveness of 
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adding sodium oxide to that of using sodium chloride. The results show that whilst 
Na20 is a very effective stabiliser and actively prevents degradation, the addition of 
sodium chloride has a far smaller effect. 
Thus the aim of investigating the solution mechanisms of both Na20 and NaCl, 
together with the related oxides and halides, is to illuminate the precise mechanism 
by which this difference in performance occurs. 
Our calculations in a previous Section have shown that addition of Na20 proceeds 
via the self-compensatory process shown below, 
Na20 -4 NaZn + Nai + ZnO (4.35) 
in which the two dopant metal ions can form a bound pair. In contrast to this the 
addition of NaCl results in the following mechanism, 
NaCl --* NaZn + Clo + ZnO (4.36) 
again, in which the dopant ions remain tightly bound. 
The results for the oxide confirm that the sodium ion will preferentially occupy 
both lattice and interstitial sites; where it is able to block the c-axis channels. However 
the addition of sodium ions in the form of NaCl results only in the formation of 
substitutional ions. Thus, in the absence of interstitial ions no blocking effect occurs. 
As Table 4.51 shows, the barrier to migration for sodium interstitial ions is sub- 
stantially higher than that for zinc interstitials, irrespective of their charge. 
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Species 
Activation 
Energy (eV) 
Na= 1.66 
Zni 0.84 
Zn= 1.24 
0 Zn, 1.20 
Table 4.51: Ion migration energies 
Furthermore the NaZn and Na= ions have a binding energy of 1.51eV, which will 
increase the activation energy required for the migration of the Nat still further. The 
presence of these slow moving ions within the lattice will inevitably slow the migration 
of any free zinc interstitial ions and therefore slow the degradation process itself. 
The slight slowing of degradation that accompanies addition of NaCI reported by 
Gardner et al, can be accounted for in two ways. Firstly, the presence of the two 
substitutional ions NaZ and Cl, will result in a narrowing of the c-axis channel 
and therefore increase the barrier to migration. Secondly, as Table 4.52 shows, the 
negatively charged Na' ion will bind to the positive zinc interstitials and again slow 
their movement through the lattice. 
Defect Cluster 
{Na Zn : Zns } {Na'z : Zn1 } 
Binding Energy (eV) 1.70 1.69 
Table 4.52: Defect cluster energies 
Our calculations on the related halides and oxides show that the same behaviour 
would be expected for all of the halides and all but one of the oxides. Indeed Fan 
and Freer [134] have recently shown that the addition of silver oxide will improve the 
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degradation behaviour. 
It is interesting to note that Gupta [132] has shown that the addition of potassium 
oxide will also produce the desired prevention of degradation. However our calcula- 
tions contradict this observation in that we predict that potassium ions will not form 
interstitial ions but will only reside on lattice sites. Therefore it would appear that 
the only way that potassium can slow zinc ion migration is via the indirect effects 
of narrowing the c-axis channels and binding to the zinc interstitials. However, it is 
possible that the large size of the potassium ion is such that the narrowing effect of 
the KZ, ti species 
is indistinguishable from that of the sodium ions lying directly within 
the channels. 
Chapter .5 
Zinc Chromite 
5.1 Introduction 
Once a set of consistent pair-potentials have been developed they can potentially be 
used to investigate the chemistry and behaviour of a variety of other systems. To 
an extent, therefore, in this chapter we shall explore this hypothesis by considering 
spinel ZnCr2O4. This is an obvious choice since the spinel family of oxides are tech- 
nologically important and as a result have been the subject of a large number of 
experimental investigations. This chapter deals specifically with the defect chemistry 
of this material. 
5.1.1 Crystallography 
In its present day form the word 'spinel' is used to represent any inorganic crystal hav- 
ing the same basic crystallographic structure as that of the mineral spinel, magnesium 
aluminite. The precise nature of this structure was determined nearly 80 years ago 
119 
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by Bragg[135] and Nishikawa [136]. The formula unit can be represented by AB2X4, 
where A and B represent the cationic and X the anionic species; the original spinel 
is therefore MgA12O4. 
The work described here deals only with the oxide spinels i. e. AB204, where in 
the perfect lattice the A/B cations adopt the charges 2+ and 3+ respectively, the 2,3 
type spinels. However, it can be deduced from the formula unit AB204, that the total 
oxygen charge of 8- can be balanced in two other ways, either A4+/2B2+ or A6+/2B+, 
these are termed the 4,2 and 6,1 type spinels. The 2,3 type are the most common 
accounting for over 80% of the structures determined to-date. It is also possible to 
form these types of structures with different anionic species including S2-, See- and 
CN-. 
The unit cell of a 2,3 type spinel is comprised of a total of 56 ions in the ratio 
of A8B16032 i. e. 8[AB204] units. The 32 oxygen ions form a face-centred-cubic sub- 
lattice with the resulting formation of 96 interstitial lattice points, (see Figures 5.1 
and 5.2), which can be divided into 64 tetrahedral and 32 octahedral sites. These 
sites are partially occupied by the cations such that 8 of the tetrahedral and 2 of the 
octahedral voids are filled. As a consequence the spinel structure is often described 
as an ordered mixing of the zinc-blende and rock-salt type crystal structures, see 
Figures 5.3 and 5.4. 
The extent by which the face-centred-cubic packing arrangement of the oxygen 
species deviates from perfect cubic packing is described by the `u' parameter. A 
value of 0.375 is produced if the arrangement is ideal, however in oxide spinels this 
value is usually determined to be slightly greater than this perfect value of 8. 
Thus the 
oxygen octahedron containing the B type ion is slightly compressed and the oxygen 
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0 %n=' 0 Cr1" C O'- 
Figure 5.1: Part of a spinel unit cell 
0 Zn'' 0 Crl' O' 
Figure 5.2: Part of a spinel unit cell shown From above 
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" I11'+ 2_ 
Figure 5.3: Tetrahedral arrangement of 02 aronnd a Zn'' ion. 
0 Cr" O' 
Figure 5.4: Octahedral arrangement of 02 around ;1 ('ri' ion. 
tetrahedron containing the A type ion is slightly exl)aali(le(i. 
As clescrihe(l previously, there exist two cation sites with (litlen'nt ("o-oroIiih itiun 
niunhers. This leads to three spinel structure types; normal. inverse acid Fan(loiii. In 
normal spinels, such as NlgA1204 and WOOL the eight typ' .A caations Al ((((iii 
tetrahedral sites and the 16 type 13 anions are placed at the o tahiedi-A points. I lav- 
e-,, er. if' the tetrahedral Sites are occupied entirely by 13 type ions anal I he reiiiaining I3 
tylpe aand all of t. h eA type ions are contained in the ockahe(lrýal sites the ti1)ineI is tiaod 
to be inverse. Finally, all of the distribtOWIS between these tWO extremes aatee s. aid to> 
exhibit, it degree of' ran(loin ness. A perfectly random distribiit ion is orte in 1; :1 
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cations and 3B cations occupy the tetrahedral sites [137]. 
The relative tendency for a combination of cations to adopt either the inverse or 
normal distribution can be attributed to 4 basic competing mechanisms: 
" relative sizes of the A and B type ions 
" madelung constants of the normal and inverse structures 
" ligand field effects 
" covalency / polarisation 
The nature of this distributory mechanism is not part of this work but has re- 
ceived a great deal of attention and detailed reviews can be found in Mdlure[138], 
Cormack[139], Grimes[137] and Verwey[140]. 
5.2 Applications 
ZnCr2O4 is a pale green spinel and has been the subject of many experimental in- 
vestigations. This is due to its potential use as a catalyst for a variety of chemical 
processes. However, the precise method of operation has been repeatedly linked, 
not to the stoichiometric ZnCr2O4 system, but to a series of monophasic defective 
materials. 
An extremely good example of this type of behaviour has been reported by Trifiro 
and Vaccari[141], Fubini et al [142], Bertoldi et al [143], Riva et al [144] and Giamello 
et al [145] for the catalytic production of methanol from syngas, see Equation 5.1. 
Whilst stoichiometric ZnCr2O4 was found to be catalytically inactive, it was shown 
that by increasing the zinc/chromium ratio of ZnCr2O4 to a value approaching 1: 1 
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the catalytic properties of the material could be dramatically increased. 
syngas 
CO + 2H2 -ý CH3OH (5.1) 
Terlecki-Baricevic et al [146] have shown that ZnCr2O4 has an appreciable effect 
on the rate of oxidation of carbon monoxide, see Equation 5.2, even in the presence 
of sulphur oxides. 
CO +1 02 --} CO2 (5.2) 
A similar effect on the oxidation of hydrocarbons is also discussed. This is of 
particular interest as it may provide a cheaper alternative to the supported noble 
metal catalysts currently in use for the purification of automobile exhaust gases. 
An additional use for zinc chromite in the area of exhaust catalysis has been 
shown by Shimizu et al [1471. They reported that the change in electrical resistance 
of chromium excess ZnCr2O4 can be used as a method of sensing the oxygen partial 
pressure in exhaust gases. This information can then be used in order to maintain an 
optimum air to fuel ratio so that the catalysts are able to achieve maximum activity. 
5.3 Simulation Techniques 
The simulations performed are entirely classical and have been described previously 
in Chapter 2. The short-range potentials were set to zero above 8.5A with the sizes 
of regions I and II being 9A and 35A respectively; a total of 340 ions were therefore 
included in region 1. The potentials used are those that have been derived by the 
procedures detailed in Chapter 2. The potentials are therefore consistent in that they 
have been simultaneously derived for each of the oxide systems; consequently common 
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elements share the same potential in all systems. A full listing of the potentials is 
given in Chapter 2. 
5.4 Perfect Lattice 
The calculated lattice parameters and elastic/dielectric constants are shown in Ta- 
bles 5.1 to 5.3. 
Lattice % 
Parameter Calculated Experimental Error 
a, b, c (A) 8.34 8.34 [143] 0 
`u' 0.391 0.390 [148] -0.3 
Volume (A3) 580.09 575.93 0 
Table 5.1: Calculated perfect lattice properties of ZnCr2O4 
Elastic Calculated Experimental [149] % 
Constant Dynellcm'2 Error 
C11 34.74 25.58 -35.8 
C12 16.28 14.24 -14.33 
C44 15.25 8.46 -80.20 
Table 5.2: Calculated perfect lattice properties of ZnCr2O4 
Dielectric 
Constant Calculated 
X11 8.19 
£ý 4.26 
Table 5.3: Calculated perfect lattice properties of ZnCr204 
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5.4.1 Discussion 
The eight experimental observations that are available within the literature are listed 
in Table 5.4. 
Lattice 
Parameter (A) Author Year Reference 
8.25 S. Sundar Manoharan et al 1990 [150] 
8.340 M. Bertoldi et al 1988 [143] 
8.341 B. Fubini et al 1988 [142] 
8.359 F. Leccabue et al 1986 [151] 
8.328 A. Pajaczkowska et al 1981 [152] 
8.330 C. Battistoni et al 1981 [153] 
8.328 Y. Kino et al 1972 [149] 
8.321 P. Raccah et al 1966 [148] 
Table 5.4: Experimental lattice parameters for ZnCr2O4 
Although the spread of the experimental data is large, 8.25A to 8.359A, the cal- 
culated value of 8.34A lies well within these lower and upper limits. The value 
determined by Bertoldi et al [143], with which this work is closely related, is identi- 
cal to the calculated value. Furthermore, this value was determined in a study that 
explicitly considered the possibility of non-stoichiometry. 
A further crystallographic point of reference is the `u' parameter. The experimen- 
tally determined value of Raccah et al [148] is 0.3899 which is in excellent agreement 
with the calculated value of 0.391. The calculated value is greater than the `perfect' 
value, which indicates a shift of the oxygens in the <111> direction, away from the 
nearest zinc. 
The `u' parameter is therefore a good measure of the balance between the octa- 
hedral Cri+-02- bond lengths and the tetrahedral Zn2+-02- bond lengths. In the 
simulation, this balance of bond lengths is represented by the relative strengths of the 
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Cri+-02- and Zn2+-02- ion interactions i. e. the short-range potentials. As such, 
the comparison of the calculated and experimental `u' parameters is an important 
test of the ability of both the method and the potentials to model the structure of 
the spinel accurately. 
The experimental elastic constants listed in Table 5.2 are those determined by 
Kino et al [149] using sound velocity measurements. The values obtained from this 
simulation are consistently higher than those from the experimental work. However, 
as Kino et al report a value of 8.328A for the lattice parameter, we believe that 
their spinel was non-stoichiometric in the form of zinc excess. The effect of this 
excess would be to introduce a relatively high defect concentration, which limits 
the usefulness of any comparison between the calculated and experimental values. 
The basis for the assumption that the material is zinc excess is explained fully in 
Section 5.6, however, for comparison, Table 5.5 shows the calculated values for the 
zinc excess spinel, Zn2CrO4 for which the lattice constant is 8.294A. These are closer 
to, but still higher than, the results of Kino et al. 
Elastic Calculated 
constant Dynellcm-2 
C11 31.16 
C12 14.99 
C44 14.73 
Table 5.5: Calculated elastic constants of Zn2CrO4 
A final test of the potentials is to ensure that zinc chromite is stable with respect 
to its constituent oxides. That is, the enthalpy, AHf for the formation of ZnCr2O4 
from the two oxides of zinc and chromium should be negative. The lattice energies 
used for this calculation are corundum for Cr203 and the usual wurtzite form of ZnO; 
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this enables a direct comparison with the experimental data. For reaction 5.3, the 
calculated energy is -0.27eV. 
ZnO + Cr203 --} ZnCr2O4 (5.3) 
Müller and Keppla [154], employing oxide melt calorimetry, and Jacob [155], using 
oxygen potential measurements, both report a value of -0.65eV. Although initially 
these two results do not agree as well as would be expected, we believe that this 
discrepancy can also be partly attributed to the difficulty in producing the spinel in 
its stoichiometric form. 
5.4.2 Defect Lattice 
The three basic stoichiometric defect mechanisms, described below, are Schottky, 
Equation 5.4, cation Frenkel, Equations 5.5 and 5.6, and anion Fcenkel, Equation 5.7. 
ZnZ, 
ý + 
2CrC,. + 4Oä -4 VVn + 2VVý. + 4Vö + ZnCr204 (5.4) 
ZnZn -+ VZn + Zni (5.5) 
Crcxr -+ Vr 
I+ Cr=.. (5.6) 
00x ----+ Vö +O; 
1 (5.7) 
The crystallography of the spinel lattice is such that there exist three possible 
interstitial sites, see Figure 5.5. The energies calculated for each interstitial species 
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in these t liree sites, are shown in Table 5.6. 
Itit erst itial Defect Energy ((, V) 
Sit( Coordination Zn2+ Cr'i+ O2- 
1 Oct -14.66 -40.56 -10-79 
2 Tet 0.69 -20.22 -8.9 
3 TO --- 
Table 5.6: Calculated defect energies for ZuCrzO,, 
".. 
Zinc Chromium Oxygen 
Figure 5.5: Spinel unit cell showing lilt erst it iaal , it cti 
Whilst: sites 1 and 2 were found to remain stable (h Iring lýýt t iý e r('la xaat io n. pit(' a 
wa15 inhcrently iii" table and resulted in the (litil)l<i("ern(ýnt of tI, (, interýtitiail W1 ItO SihV 
1. 
The octalle(lral interstitial site, labelled 1 in Figure 5.5, is a)nsi(l('raIdv THmrc 
favourable than t11( Stahle tetrahedral site. Therefore for the 1)1111, osýti o(' I Iiiti tit fl(Iy. 
only the octahedral site will he cottsi. dered fttrtlºer. 'Tliils ýttlý' ireferent"es to) an irnt('r- 
stitial site will refer explicitly to the octahedral site alone. 
A fount h basic týirchýýnitini, involving the anti-site itrntngeuneut., E&tnaat iOu : t. ý3. can 
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also play an important role in the defect chemistry of spinels. 
Zn: + CrCxr -4 CrZn + ZnCr (5.8) 
This mechanism is due to the presence of two different cation sites within the 
spinel lattice. Hence it is possible to swap the position of one A type ion with that 
of aB type ion without altering the overall stoichiometry of the material. 
The defect energies for all of these processes are shown in Table 5.7. The results 
quoted are in terms of energy per defect, e. g. the total energy for the Schottky energy 
has been divided by seven. 
Defect Process, eV per defect 
Zinc Chromium Oxygen 
Schottky Frenkel Frenkel Frenkel Anti-site 
5.00 5.66 6.71 6.57 1.60 
Table 5.7: Calculated defect energies for ZnCr2O4 
The formation of an anti-site defect results in the ions changing between the tetra- 
hedral and octahedral environments, this inevitably leads to changes in the crystal- 
field stabilisation energies of the ions. The Zn2+ ion is a closed shell species as the 
outer electron shell is completely full, i. e. d1°, and is therefore unaffected by the change 
in co-ordination. However, the Cr3+ has an unfilled outer d shell that contains only 3 
electrons. The placing of a Cr3+ ion in the octahedral co-ordination site is therefore 
energetically favoured, see Figure 5.6. 
The consequence of the formation of an anti-site defect for ZnCr2O4 is that the 
chromium ion experiences a destabilization of 1.64eV as it moves into the tetrahedrally 
co-ordinated site[156]. Consequently the total energy for this defect reaction must 
include both the calculated energy for this process, i. e. 1.56eV, and this destabilisation 
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Ze do 
------------------------ º ------------ 
no change 
4-4-4- 
Cr d3 
destabilisation 
1.64eV 
4- 4- 
(a) Octahedral lattice site. (b) Tetrahedral lattice site. 
Figure 5.6: Destabilisation of Cr3+ in a tetrahedral site 
energy, resulting in the energy quoted in Table 5.7. McClure suggests a slightly 
higher crystal field energy of 2.03eV which results in an anti-site energy of 1.80eV. 
Nevertheless this value still leads to a considerably lower defect energy than that 
determined for the other defect processes. 
5.4.3 Discussion 
All of the stoichiometric processes have large energy barriers. As such it is reasonable 
to assume that the intrinsic defect concentration will be small. The lowest energy 
process, by a considerable margin, is that for the formation of an anti-site defect; this 
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is a direct consequence of the small disturbance that the swapping of the A and B 
sites causes to the lattice. Hence it will be this form of defect behaviour that will 
dominate in this particular spinel, although the total degree of disorder will be small. 
5.5 Non Redox Solution Processes 
The previous section has shown that the level of intrinsic defect concentration will 
be small; any addition of extrinsic ions will therefore potentially dominate the defect 
chemistry. 
5.5.1 Solution of Zinc Oxide 
The addition of zinc oxide to stoichiometric ZnCr2O4 leads to a material of composi- 
tion Znl+3xCr2_2xO4. 
It is possible to formulate 14 mechanisms by which one formula unit of zinc oxide 
can be incorporated into the ZnCr2O4 lattice. These can be divided into 3 groups 
depending upon whether the addition results in the formation of ZnCr2O4i Cr203 or 
neither. The largest group, containing seven reaction pathways, is that which results 
in the production of the spinel. These mechanisms are detailed below. 
ZnO -+ 2VV1 + 3Vö + ZnCr2O4 (5.9) 
ZnO -* 3 
Zncr +3 Vö +3 ZnCr204 (5.10) 
ZnO --+ 
2 ZnCr +4 Zni +4 ZnCr204 (5.11) 
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ZnO --+ 
13 
Znc,. +12 Zn; ý +13 0=ý +16 ZnCr2O4 (5.12) 
ZnO -+ 
2 
Znc,. +2 Vý,. + V0 +2 ZnCr2O4 (5.13) 
ZnO -3 
4 
Zn" a+2 Vom +4 ZnCr2O4 (5.14) 
Zn -+ 32 
Znj +31 Vö +32 Vc,. + 31 
ZnCr204 (5.15) 
Reaction 5.9 produces only vacancies with the oxygen species compensating for 
the vacant chromium sites. In processes 5.10 and 5.11 the zinc ions are spread over 
both octahedral and tetrahedral sites, the charge compensation is provided by oxygen 
vacancies and zinc interstitials respectively. Reactions 5.12 and 5.13 also deposit zinc 
at both co-ordination sites, however, charge compensation for the substitutional zinc 
utilises two defect species in each of the reactions. In mechanism 5.12 oxygen and 
zinc interstitials are produced whilst mechanism 5.13 produces chromium and oxygen 
vacancies. Finally processes 5.14 and 5.15 both produce zinc interstitial species that 
are compensated by chromium vacancies and a combination of oxygen and chromium 
vacancies respectively. 
It is also important to consider that the addition of zinc oxide to zinc chromite 
may displace Cr203. The six reactions which form the second group are shown below, 
all produce Cr203 instead of the spinel. 
ZnO -+ Znc,, + 
2Vö 
+1 Cr203 (5.16) 
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ZnO -+ 3 
Znc,. +3 Zn; +3 Cr2O3 (5.17) 
+5 Zns +5 O" +5 Cr2O3 (5.18) ZnO --4 
2 
5Zn°'' 555 
ZnO ---+ ZnC,. + VVr + 2Vö + Cr203 (5.19) 
ZnO ---+ Znjý +5 Vý;. +3 Cr2O3 (5.20) 
ZnO -4 Zn; + 2 
Vö + VC,. +2 Cr2O3 (5.21) 
The first 4 reactions, 5.16 to 5.19, all produce zinc substitutional ions but with 
different charge compensating defects. Reactions 5.16 and 5.17 have oxygen vacancy 
and zinc interstitial compensation respectively. Reactions 5.18 and 5.19 each incor- 
porate 2 defect species that charge balance for the substitutional zinc, in reaction 5.18 
interstitial oxygen and zinc and in process 5.19 oxygen and chromium vacancies. The 
final two reactions 5.20 and 5.21 produce zinc interstitials that are compensated by 
chromium vacancies in mechanism 5.20 and both oxygen and chromium vacancies in 
mechanism 5.21. 
Finally, the third reaction group do not produce any of the spinel's constituent 
oxides as end products. This single reaction, shown below, occurs when both the zinc 
and the oxygen ions occupy interstitial sites and therefore do not displace any lattice 
ions. 
ZnO --+ Znt-" + Oil (5.22) 
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The calculated energies normalised per ZnO molecule dissolved for each of these 
processes are shown in Table 5.8. 
Solution of Zinc Oxide 
Reaction Isolated Displaced 
Number Defects (eV) Oxide 
5.9 24.41 ZnCr2O4 
5.10 2.02 ZnCr2O4 
5.11 1.70 ZnCr2O4 
5.12 5.77 ZnCr2O4 
5.13 7.62 ZnCr2O4 
5.14 6.67 ZnCr2O4 
5.15 8.64 ZnCr2O4 
5.16 3.17 Cr203 
5.17 2.36 Cr203 
5.18 6.97 Cr203 
5.19 15.50 Cr2O3 
5.20 8.98 Cr203 
5.21 13.10 Cr2O3 
5.22 13.89 - 
Table 5.8: Calculated solution energies for ZnO in ZnCr2O4 
The mechanisms discussed so far assume purely isolated defect formation, hence 
no defect-defect interactions are considered. However, if the defects produced in 
reactions 5.10 and 5.11 are allowed to form neutral clusters, the total reaction energies 
are further reduced, as shown in Table 5.9. 
Reaction Cluster Bound Binding 
Number Formed Defects (eV) Energy (eV) 
5.10 {2Znjr : VV'} 1.03 2.97 
5.11 {2Zi4 r: Zn; 
' } 1.21 1.47 
Table 5.9: Calculated Solution Energies for ZnO in ZnCr204 
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5.5.2 Discussion 
Close examination of the defect reactions 5.10 to 5.21 reveals that these reactions 
can be divided into 6 pairs, 5.10 & 5.16,5.11 & 5.17 5.12 & 5.18,5.13 & 5.19 
5.14 & 5.20 and 5.15 & 5.21. Each of these pairs produces the same defect species, 
however the lower reaction numbers produce ZnCr2O4, whilst the later ones produce 
Cr203. In each case the energy for the Cr203 producing mechanisms can be lowered 
by adding further zinc oxide in order to form ZnCr2O4. 
Using reaction 5.20 as an example, simply adding a further 3 ZnO to the spinel 
allows ZnCr2O4 to be displaced as the end product. After normalising the reaction to 
the addition of 1 formula unit, giving equation 5.14, the production of the ZnCr2O4 
reduces the energy for the entire reaction from 8.98eV to 6.67eV. Consequently Cr203 
will never be produced from the addition of zinc oxide to ZnCr2O4 
Clearly, for isolated defects reactions 5.10 and 5.11 are favoured at 2.02eV and 
1.70eV respectively. Mechanism 5.11 is a self-compensating process in which the zinc 
species that substitute at the chromium sites are compensated by further zinc ions 
that form interstitials. The slightly higher energy required for process 5.10 can be 
attributed to the extra energy needed to displace the oxygen ion from its lattice site. 
The existence of two pathways of similar energy will produce a defect equilibrium 
of the form shown in Equation 5.23. 
ZnCr2O4 + 2Znc, + 4V0 2Crc,. + 400 x + 3Zn2 o (5.23) 
For this process DE=-3.84eV, hence the equilibrium strongly favours the formation 
of zinc interstitial species. The formation of the interstitial also allows the otherwise 
displaced chromium and oxygen to remain at their lattice sites. 
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The clustering of defects reverses the order seen previously for schemes 5.10 and 5.11 
such that the oxygen vacancy compensated mechanism in process 5.10 is now the 
favoured route for the solution of zinc oxide. This is in agreement with Shimizu 
et al [147] who, as a result of work on exhaust catalysts, have suggested that this 
mechanism for the solution of excess zinc would account for the observed change in 
electrical properties. 
The defect equilibrium 5.23 can now be rewritten with respect to the clustered 
defects, see reaction 5.24. 
ZnCr2O4 +4 {2Zn jr : Vö 
}H 2Crx,. + 400 +3 {2Zn'',.: Zni* } (5.24) 
The consequence of the vacancy compensated mechanism now being the most 
energetically favourable pathway is that for the clustered equilibrium DE=2.16eV. 
The equilibrium now favours the formation of substitutional zinc and oxygen vacancy 
clusters. 
The formation of clusters will naturally depend upon the concentration of defects 
already present in the material, that is to the extent of excess zinc oxide in the original 
material. Hence, for small excesses of zinc oxide, the zinc interstitial ion will dominate 
the defect chemistry, however at higher addition levels the oxygen vacancy clusters 
will become increasingly important. 
5.5.3 Solution of Chromium Oxide 
In this section we shall consider the addition of chromium oxide, to produce a material 
of composition Znl_3xCr2+2x04. It has been reported by Shimizu et al [147] that the 
chromium excess zinc chromite spinel is a promising oxygen sensor. This is due to 
Zinc Chromite 138 
large changes in electrical resistance of the spinel under different air/fuel mixtures in 
the exhaust gases. 
A total of 9 different mechanisms for this solution are shown below. As previously 
they have been divided into three groups depending on which, if any, oxide is displaced 
as an end product of the reaction. The largest group, with five processes, deals with 
those which produce the spinel. 
Cr203 -ý 21 
Crz,. +4 VZ, n + 
3ZnCr2O4 
(5.25) 
Cr203 -+ 
2CrZ, 
+ 
10ýý 
+ 
2ZnCr2O4 
(5.26) 
333 
Cr203 ---+ 
2Crý** 
+ 
4Vz. 
+ 
-ZnCr204 
(5.27) 
Cr203 -3 CrZn + Oi +2 Zniý +2 ZnCr2O4 (5.28) 
Cr203 -3 VZn + Vö + ZnCr2O4 (5.29) 
The first two reactions, 5.25 & 5.26 produce a substitutional chromium ion each 
with a different type of compensating defect, a zinc vacancy in equation 5.25 and 
an oxygen vacancy in 5.26. The third reaction in this group places the chromium 
ion at an interstitial site and compensates with a zinc vacancy. Reaction 5.28 again 
produces a substitutional chromium ion 
but employs two kinds of charge balancing 
defects, oxygen and zinc interstitial ions. The final mechanism produces both zinc 
and oxygen vacancy species. 
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Reaction 
Number 
Isolated 
Defects (eV) 
Displaced 
Oxide 
5.25 2.45 ZnCr2O4 
5.26 4.21 ZnCr2O4 
5.28 8.27 ZnCr2O4 
5.27 13.41 ZnCr2O4 
5.29 10.30 ZnCr2O4 
5.31 12.51 ZnO 
5.30 9.84 ZnO 
5.32 33.87 ZnO 
5.33 41.56 - 
Table 5.10: Calculated Solution Energies for Cr203 in ZnCr204 
The second group contains those reactions that displace zinc oxide rather than the 
spine'. 
Cr203 -+ 2CrZ, n + 
VZ11 
n+ 3ZnO (5.30) 
Cr203 -+ 2CrZ + Oil + 2ZnO (5.31) 
Cr203 -4 2Cr1 "O + 3V 
1! + 3ZnO (5.32) 
Reactions 5.30 and 5.31 produce substitutional chromium ions with zinc vacancy 
and oxygen interstitial compensation respectively. Process 5.32 produces only inter- 
stitial chromium ions which are charge balanced by zinc vacancies. The final reaction 
group do not produce either of the oxides as products of the solution. 
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Cr203 -+ 2Cri 
*o + 3O (5.33) 
The only reaction in this category is that in which both the chromium and oxygen 
ions occupy interstitial sites within the spinel lattice. The calculated energies for all 
of the above mechanisms are shown in Table 5.10. 
The energies quoted in Table 5.10 include a destabilisation energy of 1.64eV per 
chromium ion due to the change in the crystal field energy as chromium occupies a 
tetrahedral site. 
5.5.4 Discussion 
The defect processes can again be paired by the nature of the defect compensation 
i. e. 5.25 & 5.31,5.26 & 5.30 and 5.28 & 5.32. The reactions that displace zinc 
chromite are all of lower energy than those which produce zinc oxide, hence zinc oxide 
will not be displaced by the addition of Cr203. 
Two processes are markedly lower in energy than the other solution mechanisms. 
The favoured route for the solution of Cr203 is Equation 5.25, incorporating a zinc 
vacancy as the charge balancing defect. The next lowest energy route, Equation 5.26, 
which produces oxygen interstitial compensating defects, is over 1.70eV higher than 
the previous mechanism. The solution of chromium oxide will therefore take place 
via the zinc vacancy compensated route. 
If the defects in reactions 5.25 and 5.26 are now allowed to interact, the clusters 
that form will result in lower energies for both reactions, see Table 5.11. 
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Reaction Cluster Bound Binding 
Number Formed Defects (eV) Energy (eV) 
5.25 {2CrZ, n : 
V? } 2.36 0.35 
5.26 {2Crzn : Oi' } 2.65 4.67 
Table 5.11: Calculated Solution Energies for Cr203 in ZnCr204 
Comparison of the energies for the solution of zinc and chromium reveals that 
the formation of an excess zinc material requires only 1.03eV, whilst the addition of 
chromium is energetically less favourable at 2.36eV. 
5.6 Solution Under Oxidising Conditions 
All of the defect processes considered so far have involved charge compensation via 
ions, that is the addition, deletion or substitution of ions within the zinc chromite 
lattice. An alternative compensating mechanism concerns the formation of electronic 
defects which involve the addition or removal of electrons. Using the simulation 
techniques already discussed, it is possible to model these types of defects by changing 
the charges on the ions. As such the oxidation process can be modelled by changing 
the charge state of one of the ionic species within the zinc chromite lattice. 
As previously calculated in Equations 5.10 and 5.11, the most favourable route for 
the incorporation of zinc oxide is the formation of a zinc ion substituted at an octahe- 
dral chromium site. The charge compensation for this negative zinc substitutional ion 
has been in the form of positive defects, either zinc interstitials or oxygen vacancies. 
An alternative positive defect that could compensate for the zinc substitutional is an 
electron hole. 
This hole can be simulated by changing the charge on any of the species equivalent 
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to the removal of one electron. As the electron hole can reside on any of the 3 species 
within the spinel it is necessary to calculate the oxidation energies for each of the 
ions. The reactions at these sites are shown below. 
Zn2,, ---* ZnZn +e (5.34) 
CrCr ---+ Crcr +e (5.35) 
Oö --+ Oo + e- (5.36) 
ZnCr. --> Zncr. +e (5.37) 
In each case it is necessary to calculate the energy of the oxidised ion at the 
appropriate lattice site in the zinc excess material. To this value we must add the 
relative ionisation potentials. Oxidation of either a zinc, chromium or oxygen ion at its 
respective lattice site produces the necessary positively charged defect. Reaction 5.37 
shows that the removal of an electron from the substitutional zinc produces a neutral 
defect that removes the need for charge compensation. 
The oxidation energy quoted for the chromium ion includes a crystal field correc- 
tion term calculated using the data of Dunitz and Orgel [1561. This correction arises 
from the splitting of the degenerate d-orbitals by the crystal field within the spinel. 
Thus, in tetrahedral co-ordination, the t29 orbitals from which an electron is removed 
are raised in energy, whereas in octahedral co-ordination they are lowered, see Fig- 
ure 5.7. The effect of this correction increases the ionisation energy of an octahedral 
chromium ion by 0.78eV; whilst that for a tetrahedral ion is reduced by 0.35eV. 
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Free Ion 
1 0.78eV 
(a) Octahedral lattice site. Total energy splitting = IODq 
4- 
0.35eV 
Free Ion -------------------------- 
1, ++ 
(b) Tetrahedral lattice site. Total energy splitting = "y IODq 
Figure 5.7: Crystal field splitting of a chromium ion 
The final energies, including correction terms, are shown in Table 5.12. 
Hole Formation 
Original Oxidised Hole Formation 
Species Species Energy(eV) 
ZnZn ZnZn 7.98 
Crxc,. Cri,. 5.07 
Oö O; 8.20 
Oýý Oi 0.71 
Zn' Znc,. 6.70 
CrZn Crzn 6.94 
Table 5.12: Calculated hole formation energies 
Although the oxygen interstitial ion is the favoured site for an electron hole, the 
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formation of oxygen interstitials is predicted only to occur upon solution of chromium 
oxide. The next species susceptible to oxidation is clearly the chromium ion, which 
requires over 1.5eV less than either zinc or substitutional oxygen. 
As expected, the energy to break the full d1° shell of the zinc ion is large, hence 
oxidation of the zinc ion presents the highest energy barrier. Therefore, having shown 
that the favoured defect is the Crir ion, we can now consider how this affects the 
solution mechanisms of both zinc and chromium oxide. 
5.6.1 Solution of Zinc Oxide 
As we have previously shown, the solution of zinc oxide leads to the formation of 
oxygen vacancies. It is therefore reasonable to assume that the addition of excess 
oxygen will fill these empty lattice sites. The reactions required to facilitate this 
process are, 
Vö + 000 -f Oö DE = -23.93eV (5.38) 
20' 
+ 2e, --ý O2 DE = +8.5eV (5.39) 
2Crx,. --4 2Crý,. + 2e- DE = +10.26eV (5.40) 
which on addition give, 
Vor -I- 2Cr,,. + 
2Ooo 
-* 2Crc,, + Oö DE = -5.2eV (5.41) 
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Therefore by combining Equations 5.10 and 5.41 the solution can occur by the 
route shown in Equation 5.42, DE for which is 0.29eV. 
102 
+ 11 Crx,. + ZnO -+ -Zn C,. +2 CrC,. +1 ZnCr2O4 (5.42) 63333 
However, as has been shown previously, the reaction energies can fall sharply if 
isolated defects are allowed to interact. If clustering is allowed to occur, Equation 5.42 
becomes Equation 5.43, shown below; DE for which is -0.14eV 
6102 
+ 13CTCr + ZnO -> 
3 {2ZfC,.: 2Crýr} + 
1ZnCr2O4 
(5.43) 
A further case can be considered in which rather than two separate {Zr4 r: 
Crr} 
clusters, for which the binding energy is 0.64eV per defect, a single `double' cluster of 
{2ZnC,.: 2Cr jr} is formed, which has the higher binding energy of 0.70eV per cluster. 
The reaction energy is therefore further lowered from the initial 0.29eV to -0.18eV 
per ZnO molecule. However, estimates of the effects of the interactions between the 
defect pairs suggest that this could be as low as -0.36eV. 
In fact this is an approximation, as we have considered the solution of O. instead 
of the `true' species, 0(9). Thus there is a correction for the loss of entropy as the 
oxygen is incorporated into the spinel lattice. This is of the order of +0.4eV, see 
Grimes et al [157], hence the overall solution energy will be around 0.1eV. This 
extremely low value will mean that the solution of zinc oxide in oxidising conditions 
will be driven by the configurational entropy gained when the population of defects 
is distributed around the spinel lattice. This point is further discussed in Grimes 
et al [157], however it is sufficient to say that the solution of zinc oxide in the presence 
of oxygen will occur to a significant degree. 
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The existence of the two bound defects, as shown in 5.43, gives rise to the possibility 
of charge transfer between the two charge species in order to produce two neutral 
defects, as shown below; DE for which is 1.82eV. 
3{ 
ZnCr CrCr }H3{ Znýr + Crx,. 1 (5.44) 
5.6.2 Solution of Chromium Oxide 
The two mechanisms previously described for the solution of chromium involved 
charge compensation by either zinc vacancies or oxygen interstitials. 
The addition of further oxygen to these processes leads to the reactions shown 
below, 
202 
+ Cr203 ---+ 2Crý,. + VZn + ZnCr2O4 (5.45) 
where DE= 3.48eV. 
6+ 
Cr303 --3 
3CrZ. 
+ 
3Oý 
+3 ZnCr204 (5.46) 
for which 0E=3.93eV. 
Again formation of the defect clusters {2Crc,.: VZn} and {CrZn : Di} reduces the 
energies for both reactions to 2.49eV and 2.10eV respectively. 
5.6.3 Discussion 
Oxidising conditions have a substantial effect on the solution of both metal oxides, 
see Table 5.13. 
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Reaction Zinc Excess Chromium Excess 
Conditions Isolated Clustered Isolated Clustered 
non-redox 1.70 1.03 2.45 2.36 
oxidation 0.29 -0.18 3.48 2.10 
Table 5.13: Summary of non-redox and oxidative results 
The formation of the hole species Crir reduces the solution energy for zinc oxide 
to such an extent that the formation of clusters produces an exothermic reaction 
enthalpy. Thus preparation of zinc chromite in conditions containing excess oxy- 
gen is predicted to result in the formation of a non-stoichiometric material that is 
markedly zinc excess. This prediction is indirectly supported by the wide range of 
values reported for the lattice parameter in Table 5.4 that show it is likely that each 
preparation produced a material of different composition. 
Conversely, the addition of excess oxygen does not aid the solution of chromium 
oxide; indeed without defect clustering the solution energy is raised. However, upon 
the inclusion of clustering, the final reaction energy is reduced below that for the non- 
redox process. This is due to the higher binding energy of the 
{Crg,, : Oil } cluster 
compared to that of the 
{2CrZ, 
y :v} cluster, see 
Table 5.14. 
Binding 
Cluster Energy (eV) 
{CrZ,,, Oi } 1.10 
11 
,, 
} 0.35 {2CrZ.: VZ 
Table 5.14: Calculated electron hole formation energies 
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5.7 Solution Under Reducing Conditions 
As well as considering the solution of the metal oxides with excess oxygen, it is 
also possible to consider the case whereby oxygen is removed from the system i. e. 
reduction. This is simulated by the same methods employed for the oxidation reaction 
except that the redox species acts as an electron trap. The reactions to be considered 
are therefore, 
ZnZn + e- -+ ZnZn (5.47) 
Crx,. + e- -+ Cr1 (5.48) 
CrZ,, + e- -4 Crzn (5.49) 
As the species 02- is inherently unstable and requires the stabilising effects of a 
Madelung well to localise the second electron, the possibility of an oxygen species 
acting as an electron trap, i. e. producing an 03- as in Equation 5.50, has not been 
considered. 
Oö + e- -4 0o (5.50) 
The energies calculated for these 3 cation processes are shown in Table 5.16. 
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Original Electron Formation 
Species Species Energy (eV) 
ZnZn ZnZn 1.27 
Crc,. Cr 1.07 
Crz,,, Crz, 
ý -1.26 
Table 5.15: Calculated Electron Hole Formation Energies 
The favoured site for the excess electron is clearly that which forms a neutral 
substitutional chromium ion. The production of a Cr2+ ion at an octahedral site is 
considerably less favourable and as for oxidation, the breaking of the d1° shell of the 
zinc ion is the least favourable process. 
5.7.1 Solution of Zinc Oxide 
The addition of excess zinc to zinc chromite will not produce the substitutional 
chromium species that is the favoured electron trap site. The two reactions that are 
feasible are shown in Equations 5.51 and 5.52, for which DE is 7.27eV and 5.81eV 
respectively. 
ZnO --+ 
? 
Znc, +7 Vö +1 rc,. +1 ZnCr2O4 +1 02 (5.51) 3 12 258 
ZnO -ý 
8Zfc,. 
+ 160 + 
6CrC,. 
+ 16ZnCr2O4 + 
802 
(5.52) 
As these solution energies are already considerably higher that those calculated 
for the oxidative mechanism, defect clustering has not been considered. 
Zinc Chromite 150 
5.7.2 Solution of Chromium Oxide 
The solution of excess chromium can proceed by a single self-compensatory mech- 
anism which allows the formation of the favoured electron species. This reaction, 
shown below, requires a DE of 4.13eV 
Cr203 -ý 3 
Crz" +3 ZnCr2O4 +6 02 (5.53) 
The absence of charged defects means that the binding energy upon defect clustering 
will not be significant. 
5.7.3 Discussion 
Table 5.16 summarises the effect of reduction on the solution processes for both metal 
cations. 
Reaction Zinc Excess Chromium Excess 
Conditions Isolated Clustered Isolated Clustered 
non-redox 1.70 1.03 2.45 2.36 
reduction 5.81 - 4.13 - 
Table 5.16: Summary of non-redox and reducing results 
The removal of oxygen does not promote either solution process. This is not 
surprising as the solution of zinc oxide has already been shown to produce oxygen 
vacancies, clearly any attempt to remove more oxygen ions from the lattice is likely 
to become increasingly unfavourable. This energy rise is compounded further as the 
Cr2+ species is forced to reside on the less favourable octahedral sub-lattice. 
Whilst the solution of chromium oxide allows the Cr2+ to occupy the tetrahedral 
site, there is little opportunity for further reductions of the solution energy as the 
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defect is neutral and therefore cannot form clusters. 
5.8 Variation of Lattice Parameter w. r. t Zinc Con- 
tent 
The formation of any defect within an ordered crystal structure will result in some 
perturbation of the surrounding ions. The specific charge and type of defect will 
determine the precise amount of disturbance and whether the overall effect is to 
draw the surrounding ions towards the defect or to repel them away from it. A 
characteristic volume can therefore be attributed to each type of defect or cluster 
of defects. The overall effect of this defect volume is therefore to either increase or 
decrease the volume occupied by the original structure. The solution of zinc oxide in 
zinc chromite has been shown to produce a range of different defects at a variety of 
different concentrations. 
The reaction mechanisms shown previously for the solution of zinc oxide will each 
have a different effect on the lattice volume; this is detectable as a change in the 
lattice parameter. In order to calculate this overall volume change it is necessary to 
determine the individual volumes of the participating defects. 
Catlow et al [158] have shown that the defect volume can be determined from the 
relationship, 
vp = -KTV 
df 
dv (5.54) T 
where V is the unit cell volume(A3) and KT is the isothermal compressibility. ()T 
is the variation of the formation energy of the defect with respect to the unit cell 
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volume. 
In order to calculate a defect volume using Equation 5.54 it is first of all necessary 
to calculate KT, V and 
(d )T. KT is calculated from the elastic constant data as it is 
related to the bulk strain modulus, 3 
(C11 + 2C12). The value of (d ýT is determined 
for a defect via a series of constant volume defect calculations. In this case the energy 
of each defect species was calculated at 5 different lattice parameters. The range used 
was r-0.02, r-0.01, r, r+0.01, and r+0.02 where r is the relaxed lattice parameter i. e. 
8.34A. 
A plot of lattice parameter vs. defect energy reveals that, in all of the cases con- 
sidered here, the five points lie on an almost exact straight line of either positive or 
negative gradient, dependant upon the defect in question, Figure 5.8 shows the graph 
generated for the Cr,, defect. 
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-44.9 
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Lattice Parameter (Angstroms) 
-"- Cr4+ 
Figure 5.8: Variation of lattice parameter with zinc content 
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The value of 
( d)T for this defect can then be determined from the slope of this 
line as, 
slope 
_ 
df 
3r2 - 
(dv 
T 
(5.55) 
The defect volumes for the range of defects produced in zinc excess zinc chromite are 
shown in Table (5.17). 
Defect Volume (Ä3) 
Vö 4.87 
Znz' 7.78 
ZnCr 4.01 
Crir -4.47 
O; 1.61 
{2Znl : Zn=' } 12.91 
{2ZnCr : VV } 6.84 
{Znl,.: Cri,. } -1.19 
{Z' : 0; } -1.94 
Table 5.17: Calculated defect volumes for ZnCr2O4 
The sign and relative size of the defect volumes can be attributed to the specific 
type and relative charge of the defect. The higher charged 2+ defects have a large 
repulsive effect on the surrounding lattice and subsequently large positive defect vol- 
umes. Therefore, of the isolated defects, the zinc interstitial ion has the largest effect 
on the surrounding ions and hence the largest volume. This is not surprising as the 
process of physically squeezing the interstitial ion between the normal lattice sites, to- 
gether with the high charge state of the ion, is bound to result in a large perturbation 
of the local lattice structure. 
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Perhaps more surprising is that the oxygen vacancy possesses a positive defect 
volume, even though the defect process involves the removal of an ion. This is due 
to the double positive residual charge that remains after the removal of the nega- 
tive oxygen ion which repels the neighbouring cationic species and therefore gives a 
positive defect volume. 
The two singularly charged defect species have relatively smaller defect volumes. 
The negative charge on the substitutional zinc ion causes a local repulsion of the 
neighbouring oxygen ions in an opposite but similar fashion to that of the oxygen 
vacancy, however the smaller charge leads to a smaller disturbance of the lattice. 
This effect is exactly reversed for the oxidised chromium ion whose overall defect 
volume is negative. This is a consequence of the combined effects of the positive 
charge which attracts the surrounding anions and the comparatively smaller ionic 
radius of the Cr4+ ion when compared to the usual site occupant Cri+. 
The volumes associated with the clustered defects cannot be calculated directly 
from their respective isolated defect values. The result of clustering is to decrease 
the combined effect of the isolated volumes to a value that is less than the sum of 
the isolated volumes. This is due to the clustered ions interacting to a large extent 
between themselves and therefore shielding the surrounding lattice ions to a greater 
or lesser extent depending upon the individual cluster. The difference between the 
sum of the isolated defect volumes and the appropriate cluster volume is therefore 
greatest for the cluster with the highest binding energy per defect, i. e. the oxygen 
vacancy cluster. 
The relative change in the lattice parameter as a function of zinc content can now 
be calculated for the mechanisms determined to be of low energy for the solution 
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of zinc oxide in zinc chromite. In each case the molar ratios of the excess ZnO to 
lattice molecules were assumed to increase from an initial value of 1 zinc oxide : 10 
zinc chromite to 10 zinc oxide : 10 zinc chromite. Consequently 10 different zinc : 
chromium ratios were calculated from 1: 2, (33% zinc), to 1: 1, (50% zinc), i. e. from 
ZnCr2O4 to Zn1,6Cr1.6O4. Taking equation (5.10) as an example, where x=1 to 10, 
xZnO + 1OZnCr2O4 -+ 
2x 
Znc,. +X Vö + 10 
3 
ZnCr2O4 (5.56) 
The volume of the combined zinc oxide and zinc chromite, the right-hand side of 
Equation 5.57, can be calculated by multiplying the number of defects formed by 
their respective volumes and adding to this the increase in volume due to the new 
spinel formed. 
The new volume, V', is therefore calculated as shown below, 
Vý - 
8(3Vznor + 3Vvo' +2 Vzncr2o4) 
10 5.5? 
) - 3 
where Vx represents the volume of species denoted by the subscript x 
This method has been used to calculate the effect on the lattice parameter of 
the solution of zinc oxide assuming that the solution occurs by processes 5.10,5.11 
or oxidative solution 5.10. The lattice parameter changes are shown graphically in 
Figure 5.9. 
5.9 Discussion 
As the percentage of zinc cations is increased the lattice parameter change is pre- 
dieted to be linear. However, the relative rate of change is dependant upon the 
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solution mechanism. As previously determined, irr the absence of oxygen the sohlt ion 
will proceed via a, clustered oxygen vacancy mechanism. This route will produce all 
increase in the lattice parameter equal to that of' the lower of' the upper fo1ir lines: 
represented by the solid squares. However if the solution oc("in"s 11nder fiitly uxiclisint; 
conditions, the compensating defect mechanism incorporates t lie ('r' ' seihst it 111 1()11; 11 
ion. This species has been shown to possess a negative detect, volume. t the rcueel uv aalt 
of which is to produce it decrease in the lattice parameter proportional to t he auioiuit 
of excess zimic ions. 
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Figure 5.9: Variation of lattice paranieter «witli ziuu. u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The incorporation of excess zinc ions Illider oxidation ("olulilioiis iut('FITI(li; (l(' to 
those c liculatc(l. will produce a complex cequililbriu m ()f def'Cuis vVI H) ( effect 
will be to produce a lattice parameter he'. t. w1"ceii the see two 1, (, mid, ii Y 
Figure 5.10 compares the experimentally determined Iat I Ice 1); 1ranu 1 ý'rý [1 131 wig Ii 
the predicted values for both nott-reclox and oxidation c Oti(Iit loll". : AII of I he Vxl>VFi- 
rncrital values lie within, or very close to, the two lOIºtºclaIV Ilrºcti. I IIc vVmrk of Ii(ýrtulrli 
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Figure 5.10: Comparison of experimental and calculated re"'liiI 
et al [143] shows that when only 5% excess zinc is lpresent., 111c laºt t iue I)aFallidt ('r IS 
consistent with that of' a fully oxidised material. However at iiuº" excess v', iIuº's OI' 
11`%; and 17% the reported parameters suggest the prº'seIIce of aº º1ºýt; rºýºý of uuuxi(Iisº'(I 
material. As the samples were calcined for the saun' period of' t iºue, '? I hour. ", t he 
amount of unoxidised material can be directly related t, o> tho' ('akin iO,, tcl I if>('laºtººr0'. 
Thus the materials calcined at a higher temperature may shone aº grc', ºter (legive ººf' 
oxidation. This would certainly he consistent, with the (., I IcIl 1; 1 1,1011S. 
Finally these results suggest that the crystals svººt. lºesise I ln" I a. jaº'il o vsb midi 
Pierkarczyki, Dabkowska, Kino, Luntlºi and ý11º11ºýu and I ; n'º"; º1º cl al výº'rº' fººlty uxi- 
dised materials consisting essentially of' Znº. 4Crº. º; Oj. 
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5.10 Significance of Defect - Defect Interactions 
One of the major shortfalls encountered when using the Mott-Littleton methodology 
as it has been employed within this thesis is that defect-defect interactions are ne- 
glected. Thus all the defect energies calculated within this work have been at infinite 
dilution i. e. a single defect or defect cluster within an infinite crystal. Although these 
energies are valid for very low concentrations defects species; this may not be the case 
when the same techniques are used to model highly defective materials such as zinc 
chromite. 
5.10.1 Simple Defect Clusters 
As the zinc: chromium ratio within zinc chromite is increased, the energetically most 
favourable defect is a neutral defect cluster i. e. 
{Crk, 
a : 
Cri,. }. A simple exam- 
ple of the effect of defect-defect interactions that has already been cited deals with 
the difference between considering two isolated 
{Z4,.: Cri,. } clusters and a single 
{2Z4» : 2Crýr} cluster. The comparative defect energies for these two clusters are 
shown in Table 5.18. 
Cluster Binding Energy 
Cluster Arrangement Energy (eV) (eV) per cluster 
{Zfl 
r: 
Cri,. } - -16.05 0.64 
{2Z4 : 2Crýr} (i) -16.11 0.70 
{2ZnC,.: 2Crý,. } (ii) -15.96 0.55 
Table 5.18: defect cluster binding energies 
The {2ZnCr : 2Crý can take either of the two conformations shown in Figure 5.11. 
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Figure 5.11: Arrangements of two 2-defect cluster 
5.10.2 Discussion 
From Table 5.18 it, is clear that the interact ions hetw('en t }ue twu (Iipul. ºr ("Iººý, t erý (; III 
either increase the binding energy per º"1ººster as in (i) or (I('(Fl ise as in º"ºifº)rºººntiº(u 
(ii). As Table 5.18 shows, it is clear that when placed close to get her. th(, neutral 
defect clusters will interact but to a lesser extent than the isolated º hinrg(I debris 
when forming neutral pair clusters. 
The inter-cluster interactions can be considered in tºTºººs of thºý ('ý, ººI((Ii I, iº" in- 
tcrýictions of the Zti(. r and 
Cr. (species. In configuration (i). «VIii(II I('sults in , Iii 
infinitely long chain of' defects when expanded I o, form t he IiiII crvtit aI. all ()f the dc- 
feet nearest, tteigltbctur iiiteractions are favourable. Iluýýtýcr III I he (Iiilui aurnuigenwiit, 
(ii), each defect has 3 nearest neighbour defects. which results in twos aIIFýc tiv. ee an(I 
ctuc rej)uulsive interaction. Consequently Ilse chain configuration is Flue iiiur(' stable 
arrangement'. 
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5.10.3 Super-Cell Calculations 
In order to determine how far apart the dipoles must be before cluster-cluster inter- 
actions become negligible, we have performed a series of supercell calculations. 
The results, shown in Table 5.19, represent a single defect cluster in a supercell of 
increasing size, see Figure 5.12. 
Key Supercell 
% Zn 
cations 
Lattice 
Energy (eV) 
Defect 
Energy (eV) 
(a) lxlxl 37.5 -1573.529 -16.139 
(b) 2x1x1 35.4 -3130.919 -16.140 
(c) 2x2x1 34.9 -6245.648 -16.053 
2x2x1 -6245.624 -16.065 
(d) 2x2x2 33.9 -12475.184 -16.065 
isolated defect energy -16.05 
Table 5.19: defect cluster binding energies 
The defect energy, DE, has been calculated from the formula, 
DE = SLE - nLE (5.58) 
where SLE is the super-cell lattice energy, n is the number of unit cells within the 
super-cell and LE is the perfect lattice energy of a single unit cell. 
As the 2x2x1 super-cell is orthorhombic rather than cubic, it is possible to orientate 
the dipole formed by the defect cluster in two different ways: the dipoles can lie end- 
to-end with respect to their nearest neighbour dipole and parallel to the second nearest 
neighbour dipole or vice versa. 
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1xix1 2xlx1 2x2x1 2x2x2 
(a) (b) (c) (d) 
Figure 5.12: Series of supercell calculations 
5.10.4 Discussion 
The cluster-cluster interaction for the 2x2x1 and 2x2x2 supercells, is very small, of 
the order of 0.01eV, compared to the binding energy of the components of the neutral 
cluster which was 0.64eV. The reason for such a small cluster-cluster interaction is 
that being charge neutral, the interaction energy between two dipoles reduces ap- 
proximately as ,j at large r. Also the lattice ions between the clusters polarise in 
response to the defect cluster. Therefore in this system, given the formation of charge 
neutral clusters, the isolated cluster energy is reliable upto around 22% excess zinc. 
5.10.5 Solid Solution Series 
It is possible to pursue the question of cluster-cluster interactions further, to higher 
defect concentrations, and simulate the entire solid solution series from ZnCr2O4 to 
Zn2CrO4. Table 5.20 shows the five members of this series that we have considered 
in this work. 
Zinc Chromite 162 
Occupation of sites Number of Species Number of 
Formula Tetrahedral Octahedral Zn2+ Cr3+ Cr4+ Clusters 
ZnCr2O4 8 Zn 16 Cr 8 16 00 
ZnACrzO4 8 Zn 2 Zn / 14 Cr 10 12 22 
44 
Zn12 Crl 
ä 
O4 8 Zn 4 Zn / 12 Cr 12 844 
Zn4Cr4O4 8 Zn 6 Zn / 10 Cr 14 466 
Zn2CrO4 8 Zn 8 Zn /8 Cr 16 088 
Table 5.20: Zinc chromite solution series 
The 5 spinels contain 0,2,4,6 and 8 clusters of 
{Zn4,.: Cri,. } which span the series 
between ZnCr2O4i with no defect clusters, to the spinel Zn2CrO4 which contains eight 
clusters per unit cell. 
In each case the appropriate number of defect clusters were arranged within a single 
Zn8Cr16O32 unit cell. If two or more configurations of the defects were possible, all of 
the arrangements were simulated, but only the results concerning the most stable are 
reported. Table 5.21 shows the calculated lattice parameter and lattice energies for 
all members of the solution series, for both isolated, (no Def. Int. ), and interacting 
defects, (Def. Int. ). 
The lattice parameter, LP, values assuming no defect-defect interactions have been 
calculated using the following formula, 
LP= 3 Vo-nV (5.59) 
where Vo is the volume of the perfect spinel unit cell, n is the number of clusters and 
}. VV the volume of the defect cluster {Z4r : Cri, 
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Similarly the lattice energy, LE, assuming no defect-defect interactions has been 
calculated from, 
LE = PLE + nDE (5.60) 
where PLE is the lattice energy for a perfect spinel unit cell, n is the number of clusters 
and DE is the defect energy of a cluster. 
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Figure 5.13: Variation of lattice parameter in supercell calculations 
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Figure 5.14: Variation of lattice energy in supercell calculations 
Figures 5.13 and 5.14 show graphically the effect of considering defect-defect in- 
teractions on the lattice parameter and lattice energy respectively. 
2468 
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5.10.6 Discussion 
As Table 5.21 and Figures 5.13 and 5.14 show, if the defect dipoles are allowed to 
interact favourably, both the lattice parameter and lattice energy are reduced to 
values below those predicted by non-interacting defect clusters. 
The calculations employed within the last Section involving the prediction of the 
lattice parameter of the fully oxidised spinel were based upon non-interacting defects. 
The final lattice parameter predicted from these calculations for the fully oxidised 
zinc excess material was 8.294A. However the interaction of the defect clusters will 
reduce this value to 8.263A. Thus, as the defect concentration increases within the 
spinel, the lattice will contract at a faster rate than that predicted by the isolated 
defect calculations. 
The defect energy, see Table 5.21, shows a more complex relationship with zinc 
excess. In particular, the defect energy seems to be lowest for an intermediate material 
in which the zinc content is around 50%. At this extremely large defect concentration, 
the excess defect energy, that is due to cluster-cluster interactions, is 0.439eV, nearly 
70% of the binding energy that the two charged defects exhibit when forming a single 
neutral cluster. 
It is therefore important when simulating highly defective materials to be aware of 
how the defects will interact and the effect that this will have on the overall stability 
and lattice properties of the crystal. Conversely, we found that for lower, yet still 
significant, deviations from non-stoichiometry (22% excess zinc), the defect energy is 
only around 3% in excess of the neutral cluster 
binding energy. 
Chapter 6 
Surface Studies 
6.1 Introduction 
As has been shown in previous chapters, that a great deal of useful information can 
be obtained from simulations of the bulk properties of ceramic oxides. However, in 
order to fully appreciate how a material interacts with its environment, it is necessary 
to understand the surface structure. 
The aim of this chapter is to provide an understanding of the surface properties of 
stoichiometric zinc chromite. Furthermore the relative stability's are then employed 
to predict the shape of zinc chromite crystals in terms of both the equilibrium and 
growth morphologies. 
6.2 Surface Theory 
A crystallite lattice can, in theory, exhibit many permutations of surfaces. However in 
practice many materials exhibit only a few different surfaces. Which surfaces appear 
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Figure 6.1: stabilisation of dipolar surfaces 
in a morphology and the relative proportion of the total surface area is dependant 
upon the absolute stability's of the surfaces in question. 
A stable surface will only form if the Madelung sums converge with increasing 
crystal size. Thus the crystal is required to be both electrically neutral and not 
to posses a dipole perpendicular to the plane of the surface [159]. Indeed in 1958, 
Bertaut [160] showed that such a dipole moment would lead to an infinite surface 
energy. 
This can be illustrated mathematically by considering the electrostatic potential, 
V(z), at a plane, P, within a crystal composed of two planar sublattices, -q and +q, 
at a perpendicular distance z and (z+ Sz), see Figure 6.1. Therefore, 
V (z) _ 
21rgz 2irq(z + bz) (6.1) 
AA 
21rq(Jz) 
(6.2) 
A 
where A is the area of the unit cell within plane P. 
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Thus for N sets of' planes, the electrostatic potential will increase without unlit, 
V (z) N C27rgz 
2'irq(z + äz) 
=-A) (6.: 3) A 
A further case exists where the crystal is constructed of a neutral block of 1)1 a1ies. 
for example «Miere the central plane of ions has twice the rninilwr in hmt li 11, 
J)lalles above and below it, then the potential at plane Pi given I)v, 
27(2q)z 27rq(z + 6z) 27rq(z - 6z) 
Hence as the contributions to the potential from the planes in the lwiitr; iI I('pcoi finit 
cell cancel out, the potential becomes zero at large distances: see Figill-c (. I. 
These conditions lead to 3 different types of snirfaice . ati ("1astiifiP<I I, v 'I, i,, ker in 
1979, see Figure 6.2. 
ot 0 to"N 0 
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z 0 00 
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Figure 6.2: The three type of siirfýiý e 
Type I surfaces are those in which eleºtroiºeutrality us ººi. ºintýºinºýýI ýýitlºiºº ýýýº, Iº 
p1aiýEý, i. ºý. each layer consists of equal numbers of atºioiis ; ºn(I (.; IIIOns. IIIIºººs Ii dil>Lle 
exists perpcu(licular to the surface and as 6z=O, the J)OI('ntial (li'fiii I iii ('(, j,,, (n (). I 
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cancels for each plane. Examples of this type of surface include the (100) and (110) 
faces of rock salt. 
Type II surfaces are similar to Type I surfaces, however instead of electroneutral- 
ity being maintained within a single layer, several planes are required to meet this 
condition. If we consider the Type II surface shown in Figure 6.2; it is clear that each 
cation/anion/cation layer-triplet fulfils the condition of electroneutrality. Although 
each layer contributes separately to the electrostatic potential the overall effect is 
zero. Thus there does not exist a dipole perpendicular to the surface and the addi- 
tion of further 3-layer repeat units will not induce any instabilities. An example of 
this type of surface is the (111) plane in Ce20. 
The final group of surfaces are classified as type III. The alternating layers of 
cations and anions leads to a dipole perpendicular to the surface irrespective of where 
the crystal is terminated. These surfaces are very unstable and require extensive 
reconstruction or the introduction of extrinsic dopants ions. As a result very few 
of these types of surfaces exist, although NiO and U02 have both been observed to 
exhibit this type of surface [161]. 
6.3 Creation of Spinel Surfaces 
The first stage in creating a series of valid surfaces from a bulk crystal is to ensure 
that the crystal is fully minimised with respect to both the internal ion co-ordinates 
and the cell vectors. If the bulk lattice is not relaxed, the strains already present 
within its structure will dictate the minimisation of the surface and produce spurious 
results. 
The morphology of a crystalline lattice is usually determined by the low index 
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surfaces i. e. those with large d spacing, see below, 
1111 
d2 = 112 
+ 
k2 
+ l2 (G :) 
Thus the valid surfaces available for the spinel lattice are, in order of decreasiuig rI 
spacing, (111), (220), (400), (311), (331), (422), (511), (422), (620) auI(I (: ): 3: 3). The 
first, three surfaces of this group i. e. (111), (220), (400). have heen simulated in i his, 
«"ork. 
The ii5c of' the indices (220) itietead of (110) and (100) inst ea (I of' (I()()) aaIli, evvs for 
tIw inherent reJ)cat units within those surfaces; the (110) 1 ins two re l)vat S nII(I 1 hee 
(1OO) possesses four. The use of the smallest repeat unit, wit Iºin aº tiºu f; ºce is IIccctiti, ºrv' 
as it allows direct comparison of the attaclºrnent, energies. 
Within any crystallographic repeat there will exist, one or ºuººre different :, v; d1les, 
(astitºirºiIig that, ti lies perpen(icººlar to the surface), at w1ºiº"h it is 1, ºNtiiI)lv h, (iºt tlººe 
crystal to form a surface. Each of' these Values will produce a surface t('rºººin, ºIed IY 
different types and/or niiirºber of ions. Figure G. 3 shows this tiº"ºenaºriº f()r III, ººurelaxe(I 
spiuel lattice, upon relaxation the ººumher of cºtts increases sit; niii(, ºut Iv. 
cut 1 
cut 2 
Figure 6.3: "I'he ciºts Wit 11111 ý1 spiiwl 1; 11 1 i((' 
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6.4 Stabilisation of Spinel Surfaces 
The crystallography of the spinel lattice is such that all of the surfaces are type III. 
Hence a cut through the lattice along any of the valid crystallographic planes produces 
a dipole perpendicular to the plane of the surface. 
As previously described it is not possible to simulate these dipolar surfaces without 
first of all removing the dipole. In order to remove the dipole it is necessary to re- 
arrange some of the charge within the lattice. This charge re-arrangement can be 
achieved by two techniques; movement of electrons or movement of whole ions. The 
first option requires that electronic defects are created on both the surface and the 
bottom of region II. Thus the charge on the surface ions is halved which, together 
with a similar reduction on the bottom of region II, will remove the dipole. 
The movement of ions achieves essentially the same relocation of charge, but in- 
stead of electrons whole species are moved. Hence ions are shifted either from the 
surface to the base of region II, vacancy stabilised, or from the base of region II to the 
surface, interstitial stabilised. The net effect of this ion relocation is that the type III 
surface is essentially converted into a type II surface with a three layer repeat. This 
process, which was employed exclusively in this study, is shown diagrammatically in 
Figure 6.4. Obviously depending on the direction of the dipole, the stabilisation can 
involve either anion/cation vacancies or anion/cation interstitials. 
Once the dipole has been removed by the creation of appropriate defects, it is then 
important to alter the boundary of the region I/region II interface. This is necessary 
as, in order that the surface/attachment energies are comparable with each other, it 
is imperative that the number of ions within each region remains constant. Thus, as 
shown in the lower portion of Figure 6.4, `steps' are introduced into the boundary 
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(a) Dipolar surface 
(b) Interstitial stabilized 
surface 
00 
0000 
Region IG q) (+) (. ) 
Region 11 O LO 0-- 
0000 
ä+ ®+ (7 04 
-; 
000 
0000 
00 
(c) Vacancy slahiIi, ed 
surface 
Figure 6.4: stabilisation of dipolar surfaces 
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so that the relevant number of ions are either incorporated into region I or expelled 
from it. 
6.4.1 Morphology 
The shape of a crystal can be determined by two similar methods; growth and equi- 
librium morphologies. Whilst the growth morphology is based upon a measurement 
of the energetics associated with the deposition of blocks of material upon all of 
the competing surfaces, the equilibrium morphology is that which reduces the total 
surface energy to a minimum. 
Attachment Energy 
The growth morphology requires the attachment energy to be determined for each 
surface in question. The attachment energy is defined as the `energy released when 
a further growth slice is brought from an infinite distance onto the growing crystal 
surface', i. e. 
Attachment Energy = Bulk Energy - Slice Energy (6.6) 
As shown in figure 6.5, for a non-defective surface the growth slice is simply a 
planar slab of ions. However for the defective surfaces studied in this work, it is 
necessary for the slab to mirror the defects on the surface layer, leading to an uneven 
slab containing both `troughs' and `steps'. 
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(a) (b) 
non-defective defective 
surface surface 
Figure 6.5: Growth slices used for the attachtuetit energy ak nlýiý iuiis 
As MARVIN is currently under-development, it, is not vet ,I )al)l(' of ý ; ilý iiInI ink I he 
attachnietit energies for defective surfaces. Consequently these v-; IIII(\V(1(' Moot( M jII ('(I 
externally from the program using the following met hod, 
" the entire set of ion co-ordinates for regions I and II «"('re geli r; ýI('(I 
" the growth slice was cleterininecl 
" tlI( top surface ions required for the growtlº slice were ºººuýºýýI lilt  r('gi(ýºý I 
" all ions not within the growth slice. were moved iiitO 
" tile. interaction energy between they boundaries of i 'giolis 1 ; 11 1(1 II Nva c; lIcIilated 
using M ARVIN 
The at ta('}li11CIIt, energy was then calculated fi'Oiil 111(' 1)Oilil(j7Ii'v 11111'1'71('1 1011 ('11('1'}; A' 
Surface Studies 175 
according to the formula, 
2x Boundary Interaction Energy 
Attachment Energy = No. of formula units in cell 
(6.7) 
Surface Energy 
The surface energy is defined as `half of the energy required to create the surface from 
an infinite crystal', the energy is halved as it is inevitable that two surfaces will be 
created. 
In contrast to the attachment energy, the calculation of the surface energy is 
automated for both perfect and defective surfaces in MARVIN. 
6.5 Simulation Techniques 
The atomistic simulation techniques describe previously have been used throughout 
this chapter. The surfaces were generated from the spinel lattice that had been 
previously minimised using GULP. The surface code 
MARVIN was then used to 
`cleave' the lattice at the prescribed place and relax the newly formed surface. At 
the time of writing, MARVIN does not incorporate the Mott-Littleton methodology 
for defect species; however, as all of the simulations involved neutral defects this 
approach was not necessary. 
The short-range cut-off distance used was 8.5A and the depth of region I was 
always in excess of 9.3A. 
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6.6 Results 
The calculated surface and attachment energies for the (111), (220) and (400) surfaces 
are shown in the following tables. An inherent feature of the (111) surfaces that are 
either wholly or partially stabilised by interstitials is the existence of a triple repeat 
unit within each cut. As the region size is increased the resulting stabilised surface is 
dependant upon the region size. Thus the surface produced with a region size of n is 
different to that for n+1 and n+2, but identical to that of the n+3 surface. The 
reason for this is that the ions brought from the base of region II do not necessarily 
possess the same x and y co-ordinates. As a result they occupy different positions on 
the surface and therefore produce different surface and attachment energies. As this 
only effects ions that are moved to the surface, the wholly vacancy stabilised cuts are 
unaffected. 
The surfaces that proved to be unstable during minimisation are shown in brack- 
ets. The attachment energy data is incomplete due to a restriction of the available 
computing resources, the values that have not been calculated are represented by a 
dash. 
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111 
Shift =0.0703 
Perfect surface dipole = 606.72 
Region I size =2 
Attachment Surface 
Final 
Z Dipole 
Stabilising 
defects 
Energy (eVmol-1) 
Unrelaxed Relaxed 
Energy ( 
Unrelaxed 
Jm-2) 
Relaxed 
-3.90 4VZ,, +2VCIll ;. -12.94 -13.04 
6.73 2.92 
7.19 7011 -19.93 -19.90 11.42 3.90 
-9.09 7VZn -15.11 -15.05 8.07 4.27 
-5.44 VZn+4Vcr. -15.11 -14.33 
8.08 4.18 
6.60 6O' + 1VZ, n, -15.04 -13.63 
14.38 3.09 
4.02 5011 + 2VZn -10.56 -14.11 15.11 3.74 
2.62 4Oä1 +3 VZn -9.14 -9.23 12.85 2.78 
2.75 3Oä1 + 4VZn -11.79 -17.35 9.73 5.12 
-1.23 20; 
' + 5V! -13.09 -12.76 7.49 3.32 
-4.4 101 + 6VZn -13.25 -12.83 7.52 4.04 
0.09 4O + 2VV; -20.64 -20.84 7.96 3.58 
-5.44 1011 + 4VC;. -16.73 -16.34 8.89 4.33 
-0.41 3O +1 VZn + 2Vcr. -21.58 -20.49 9.74 2.82 
-2.23 2O + 2VZý, + 2VV; -18.19 -17.80 9.09 2.81 
-4.85 1Ozß + 3VZ 
,+ 2VV;. -17.86 -17.98 7.46 3.29 
Table 6.1: attachment/surface energy data for 111 surface with 0.0703 shift 
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111 
Shift =0.1563 
Perfect surface dipole = -433.37 
Region I size =2 
Final 
Z Dipole 
Stabilising 
defects 
Attachment 
Energy (eVmol-1) 
Unrelaxed Relaxed 
Surface 
Energy (Jm-2) 
Unrelaxed Relaxed 
7.20 5VV' -18.69 -19.89 11.42 3.90 
(-23.54) 5Zn' (-44.23) - 24.29 (5.47) 
1.64 4Vö + 1Zni' -19.96 -18.40 11.71 3.86 
-4.10 3Vö + 2Zn, 
' -20.95 -19.16 14.57 4.14 
-9.25 2Vö + 3Zni' -24.24 -21.50 15.08 4.00 
-15.27 Vö + 4Zn=' -30.63 -26.27 16.87 3.53 
Table 6.2: attachment/surface energy data for 111 surface with 0.1563 shift 
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111 
Shift =0.2735 
Perfect surface dipole = -780.07 
Region I size =2 
Attachment Surface 
Final Stabilising Energy (eVmol-1) Energy ( Jm'2) 
Z Dipole defects Unrelaxed Relaxed Unrelaxed Relaxed 
-11.05 6Crý 
' -36.84 -39.20 20.00 3.88 
7.65 9Vö -19.93 -20.11 11.42 3.49 
1.31 6Vö + 2Cr, " -23.06 -21.10 11.33 3.60 
-6.08 3Vö + 4Cr, 
'" -23.82 -23.87 12.72 3.04 
-53.85 9Zni' -137.09 -154.93 83.21 13.86 
-36.50 6Zni'+2Crs" -- 
49.31 4.70 
-21.66 3Zn$'+4Cr=" -- 32.09 3.91 
1.69 8Vö'+Zn; -- 11.71 3.80 
-3.74 7Vö +2Zn, 
' -- 14.56 4.03 
-8,98 6Vö +3Zni' -- 15.08 4.50 
-15.01 5Vö +4Zn=' -- 16.87 3.97 
-18.38 4Vö +5Zn' -- 24.29 5.47 
-26.05 3Vö +6Zni' -- 35.45 9.42 
-40.09 2Vö +7Zni' -- 48.02 4.56 
-38.97 1Vö +8Zni' -- 13.71 
(-21.56) 
-29.21 5Zni'+Vö'+2Cri" - -59.52 36.25 4.16 
-21.92 4Zn, 
'+2Vö +2Cr, " - -43.53 24.88 3.74 
-15.67 3Zn%0+3Vä0+2Cr=" - -35.76 
18.67 3.62 
-10.25 2Zni'+4Vp +2Cri" - -29.05 
17.01 4.00 
-4.12 1Zni'+5Vö +2Cri" - -44.11 13.31 
(4.30) 
-16.59 2Znj'+1Vä +4Cri" -- 24.51 3.46 
-8.60 1 Zni' +2 
Vö +4Cr, -" -- 17.29 5.59 
Table 6.3: attachment/surface energy data for 111 surface with 0.2735 shift 
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111 
Shift =0.4765 
Perfect surface dipole = 780.07 
Region I size =2 
Final 
Z Dipole 
Stabilising 
defects 
Attachment 
Energy (eVmol-1) 
Unrelaxed Relaxed 
Surface 
Energy (Jm-2) 
Unrelaxed Relaxed 
-11.39 6VV;. -36.84 -37.55 20.00 3.50 
(7.16) 9O -21.03 - 11.43 (4.06) 
0.25 6011 + 2Vc . -24.01 -23.35 12.64 3.02 
-6.28 3011 + 4VC1 -32.18 -32.72 16.02 3.74 
(-58.15) 9VIn -136.98 - 83.21 (8.86) 
-38.90 6VZn+2Vc;. - - 
49.17 3.61 
-22.57 3VZ, n+4Vc. - - 
31.02 3.19 
-22.57 8Oi'+Vn - - 
31.02 3.19 
-5.14 70i1 +214jri -24.45 13.61 3.95 
(-9.88) 6Oi1+3VZn - 28.37 (14.52) 
-15.36 5Oi+4VZn -55.59 
16.92 4.95 
(-15.36) 40='--5VZn - - 24.29 (3.48) 
(-24.05) 3O1ß+6VZý, - - 88.90 40.20 
-30.79 20+7VZn -67.36 
48.02 2.44 
(-46.78) 1011+8VZn 62.00 (8.20) 
-30.79 5Zri +Vö +2V 
j. 
- -67.36 36.89 2.44 
-23.27 4Zni1+2Vö +2VCý. - -46.81 
30.49 2.06 
-16.76 3VZn+30il+2VC; - - 
25.45 -0.53 
-16.38 
11 2VZn+4Oäß+2Vcr - -48.55 47.03 16.36 
-6.02 
11 1 VZn+50il +2VCT. - - 14.41 2.53 
-17.61 +4V 
j. 2VZn+1O 11 r - - 81.36 43.51 
-11.63 1VZn+2O=1 +4V 
J. 
- - 60.85 32.98 
Table 6.4: attachment/surface energy data for 111 surface with 0.4765 shift 
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111 
Shift =0.5937 
Perfect surface dipole = 433.37 
Region I size =2 
Attachment Surface 
Final 
Z Dipole 
Stabilising 
defects 
Energy (eVmol-1) 
Unrelaxed Relaxed 
Energy ( 
Unrelaxed 
Jm-2) 
Relaxed 
6.71 50 -21.03 -19.04 11.43 2.36 
-24.80 5V2, ß -34.29 -48.29 24.29 5.47 
0.34 40+ VZ,, -20.31 -22.62 11.29 2.65 
-4.80 3Oiß + 2VZn -24.40 -24.62 13.53 3.92 
-10.27 20+ 3VZn -26.54 -28.56 14.75 3.19 
-16.52 1Oth + 4VZn , -30.56 -33.38 
16.87 2.72 
Table 6.5: attachment/surface energy data for 111 surface with 0.5937 shift 
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111 
Shift =0.6797 
Perfect surface dipole = -606.72 
Region I size =2 
Final 
Z Dipole 
Stabilising 
defects 
Attachment 
Energy (eVmol-1) 
Unrelaxed Relaxed 
Surface 
Energy (Jm-Z) 
Unrelaxed Relaxed 
7.10 7V0 -21.03 -21.16 11.43 2.14 
-5.43 7Zn; 
' -15.22 -17.59 8.07 4.17 
-3.90 4Zn; 
' + 2Cri'" -12.45 -11.81 6.73 2.92 
-9.12 Znj 
'+ 4Crz" -15.11 -15.04 8.08 4.26 
5.66 6V0 + Zn, ** -22.43 -20.64 12.12 2.91 
4.56 5Vö + 2Zni' -17.43 -16.05 9.26 2.81 
3.65 4V0 + 3Znz' -20.12 - 10.57 2.61 
3.10 3V0 + 4Zn=' -18.12 -17.94 9.73 2.69 
-1.21 2V0 + 5Zni' -15.69 -14.82 7.49 2.64 
-3.93 1Vö + 6Zni' -14.64 -14.42 7.52 2.84 
-0.71 4V0 + 2Cr; 
" - - 7.96 3.24 
3.65 VZ* + 4Cro" -16.68 -18.19 8.90 2.61 
-0.33 3Vö + Zni' + 2Crie" -16.09 -15.90 8.43 3.80 
-1.52 2Vö + 2Zni' + 2Cri" -13.98 -13.60 7.43 3.58 
-2.76 1Vö + 3Zni' + 2Crs" -12.41 -11.88 6.61 3.19 
Table 6.6: attachment/surface energy data for 111 surface with 0.6797 shift 
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111 
Shift =0.8125 
Perfect surface dipole = -260.02 
Region I size =2 
Attachment Surface 
Final 
Z Dipole 
Stabilising 
defects 
Energy (eVmol-1) 
Unrelaxed Relaxed 
Energy 
Unrelaxed 
(Jm-2) 
Relaxed 
-3.90 2Cri'* -12.45 -11.81 6.73 2.99 
3.10 3VV' -18.12 -17.94 9.73 2.69 
-7.61 3Zne -15.22 -16.07 8.07 3.34 
-3.83 2Zni" + 1Vö - -14.75 7.52 3.32 
-1.20 1Zns" + 2VV - -15.74 7.49 2.66 
Table 6.7: attachment/surface energy data for 111 surface with 0.8125 shift 
111 
Shift =0.8750 
Perfect surface dipole = -260.02 
Region I size =2 
Attachment Surface 
Final Stabilising Energy (eVmol-1) Energy ( Jm-2) 
Z Dipole defects Unrelaxed Relaxed Unrelaxed Relaxed 
-3.92 2Cr; 
" -12.94 -13.02 6.75 2.92 
3.10 3Vö -18.12 -17.94 9.73 2.69 
-8.51 3Zn' -15.22 -16.59 8.07 3.18 
-4.15 2Zns' + 1Vö -14.64 -15.14 7.52 3.04 
-1.21 1Zn=' + 2Vö -15.69 -14.82 7.49 2.64 
Table 6.8: attachment/surface energy data for 111 surface with 0.8750 shift 
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111 
Shift =0.9375 
Perfect surface dipole = -260.02 
Region I size =2 
Attachment Surface 
Final Stabilising Energy (eVmol-1) Energy (Jm-2) 
Z Dipole defects Unrelaxed Relaxed Unrelaxed Relaxed 
-3.90 2Vý; -12.45 -11.81 
6.73 2.92 
2.82 30i -18.12 -17.53 9.73 4.39 
-9.12 3VZn -15.11 -15.04 
8.08 4.26 
-0.94 2Oj, 
ß + Vz"n -13.63 -13.74 7.49 2.99 
-4.46 1Oiß + 
2VZn -13.68 -14.04 7.51 4.03 
Table 6.9: attachment/surface energy data for 111 surface with 0.9375 shift 
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111 
Shift =0.0703 
Perfect surface dipole = -606.71 
Region I size =3 
Attachment Surface 
Final 
Z Dipole 
Stabilising 
defects 
Energy (eVmol-1) 
Unrelaxed Relaxed 
Energy ( 
Unrelaxed 
Jm-2) 
Relaxed 
-3.90 4VZ, +2VC";. -12.94 -13.04 6.74 2.91 
8.51 70zß -18.94 - 13.49 2.54 
-9.10 
11 7V 0 -15.11 -15.05 8.07 4.26 
-5.45 V! +4VV;. - -14.33 8.07 4.18 
6.11 60iß + 1VZn -14.34 - 12.26 3.70 
4.95 5011 + 2VZn -10.10 -10.03 10.97 6.25 
3.18 40=l + 3VZn -9.21 -8.89 10.60 2.87 
1.53 30iß + 4VZn -11.87 -12.26 8.66 3.21 
-0.92 20=ý + 5VVn -9.83 -14.69 8.53 3.17 
-4.27 10iß + 6V! -13.02 -14.09 7.94 3.72 
-0.04 4011 + 2Vc1r -20.59 -20.94 8.80 3.65 
-6.36 102 + 
4VV; -16.42 - 8.31 3.85 
-0.89 30ý' +1 
VZ ,+ 2VV; -21.57 -21.97 8.53 3.48 
-2.42 202 + 2V 
,+ 2VV; -18.09 -19.21 8.60 2.86 
-3.34 101 + 3VZn + 2VV;. -17.77 -18.48 7.95 2.89 
Table 6.10: attachment/surface energy data for 111 surface with 0.0703 shift 
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111 
Shift =0.1563 
Perfect surface dipole = -433.37 
Region I size =3 
Final 
Z Dipole 
Stabilising 
defects 
Attachment 
Energy (eVmol-1) 
Unrelaxed Relaxed 
Surface 
Energy (Jm-2) 
Unrelaxed Relaxed 
7.57 5VV' -19.93 -19.18 11.43 3.23 
(-18.38) 5Zn; ' - - 24.72 (5.47) 
1.19 4Vö + 1Zn' -19.76 -17.84 10.85 4.39 
-3.87 3Vö + 2Zn' -20.76 -18.34 
13.74 4.67 
-10.20 2Vö + 3Znf' - -19.04 
14.39 3.78 
-14.64 Vö + 4Zn; 
' -30.51 -23.73 17.16 4.72 
Table 6.11: attachment/surface energy data for 111 surface with 0.1563 shift 
Surface Studies 187 
111 
Shift =0.2735 
Perfect surface dipole = -780.07 
Region I size =3 
Attachment Surface 
Final 
Z Dipole 
Stabilising 
defects 
Energy (eVmol-1) 
Unrelaxed Relaxed 
Energy 
Unrelaxed 
(Jm-2) 
Relaxed 
-11.05 6Cr, 
" - -36.79 33.04 3.52 
7.57 9VV' -17.93 -19.18 11.43 3.22 
0.49 6Vö + 2Cr, " -22.11 -13.97 14.61 3.21 
-6.08 3Vö + 4Cri" -22.30 - 
12.72 3.04 
-44.34 9Zn1, - -142.31 
82.27 14.65 
-33.53 6Zni'+2Cri" -37.53 - 
50.62 (6.70) 
-21.90 3Znti'+4Cr=" -21.91 -54.58 
40.00 2.96 
1.18 8Vö'+Zn=' -- 10.85 4.39 
-3.87 7Vö +2Zni' -- 13.74 4.67 
-10.35 6Vö +3Zni' -- 
14.39 3.86 
-14.64 5Vö +4Zn=' -- 17.1623 4.7177 
-19.25 4Vö +5Zn" -- 
24.72 7.47 
-30.91 3Vö +6Zn=' -- 
35.52 4.26 
-39.84 2Vö +7Zn=' -- 
47.79 4.76 
-38.97 1Vö +8Zn" -- 
13.71 -21.56 
-29.07 5Zni'+Vö +2Cr, 
" -- 38.68 3.42 
-21.75 4Zni'+2V0 +2Cr, 
0" -- 30.96 3.39 
-15.78 3Zni'+3Vö +2Cr=" -- 
25.87 4.48 
-9.89 2Zns'+4Vý0+2Cri'* -- 19.84 4.73 
-4.89 1Znj'+5Vö +2Cr; 
" -- 16.59 3.25 
-16.41 2Zn; 
'+1Vö +4Crq" -- 33.15 2.99 
-11.24 1Zn, 
'+2 V0 +4Cri" -- 28.27 3.48 
Table 6.12: attachment/surface energy data for 111 surface with 0.2735 shift 
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111 
Shift =0.4765 
Perfect surface dipole = 780.65 
Region I size =3 
Attachment Surface 
Final 
Z Dipole 
Stabilising 
defects 
Energy (eVmol-1) 
Unrelaxed Relaxed 
Energy 
Unrelaxed 
(Jm-2) 
Relaxed 
-11.19 6VV;. -- 
20.05 3.31 
5.64 9O -- 23.99 7.37 
0.38 6Oiß + 2VV;. -- 18.89 3.18 
-4.35 3Oiß + 4V j. -- 
18.42 7.11 
-58.06 94111 -131.73 
83.14 8.78 
-38.64 6VZ, n+2Vcý. -- 
49.25 1.78 
-21.10 3VZn+4Vc 
. 
- -52.30 31.10 2.95 
0.03 8Oi"+VL -- 23.78 7.17 
-4.98 7O{'+2VZn -- 
25.63 2.97 
-10.44 6Oi1+3VZn -- 
25.52 2.62 
-16.26 5O +4VZn -- 
28.23 2.51 
-25.45 4O +5VZ, -- 
33.35 7.70 
-32.05 3O11+6VZn -- 
42.21 3.50 
-39.97 2011 +7VZ,, -- 
52.21 12.95 
-48.69 1O'+8VZn -- 
64.27 9.21 
-29.17 5Zn11 +Vö +2V 
j. 
-- 39.40 7.58 
-22.74 4Znti+2V6 +2Vý; -- 
30.38 3.70 
-17.10 
11 3VZ, a+30; 
1 +2VC; -- 26.90 4.74 
-11.38 
11 2VZ,, +4Oil 1 +2VV; -- 24.52 2.84 
-5.49 1 VZn+5011 +2VC; -- 
22.88 2.47 
-16.73 
11 2VZn+1O=I+4Vc. -- 24.72 3.39 
-10.19 1VZn+2Oi1 +4Vc. -- 20.58 3.79 
Table 6.13: attachment/surface energy data for 111 surface with 0.4765 shift 
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111 
Shift =0.5937 
Perfect surface dipole = 433.37 
Region I size =3 
Final 
Z Dipole 
Stabilising 
defects 
Attachment 
Energy (eVmol-1) 
Unrelaxed Relaxed 
Surface 
Energy (Jm-2) 
Unrelaxed Relaxed 
6.53 50; 1 -20.34 -16.81 30.82 2.35 
-23.84 5VZn -44.12 -46.73 24.29 2.85 
0.85 401" + VZn -19.62 - 27.37 2.42 
-4.83 30; 
" + 2VZ, n -23.43 -24.96 25.97 3.61 
-9.93 20i + 3VZ, ti -25.91 -26.99 22.60 3.81 
-16.14 10=1 + 4VZ, n - -33.04 20.68 5.59 
Table 6.14: attachment/surface energy data for 111 surface with 0.5937 shift 
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111 
Shift =0.6797 
Perfect surface dipole = -606.72 
Region I size =3 
Attachment Surface 
Final 
Z Dipole 
Stabilising 
defects 
Energy (eVmol-1) 
Unrelaxed Relaxed 
Energy ( 
Unrelaxed 
Jm-2) 
Relaxed 
6.80 7Vö - -17.41 11.43 2.50 
-6.52 7Zni' -15.15 -14.54 
9.34 3.24 
-3.44 4Zn; 
' + 2Cri" -11.96 -10.70 11.10 6.50 
-6.78 Zný' + 4Crý 
' -14.70 -14.77 13.65 6.29 
5.24 6Vä + Zn: ' -22.43 - 10.97 3.18 
4.77 5Vö + 2Zn' -17.58 - 8.43 3.47 
4.96 4V0 O* + 3Zns' -20.00 - 8.77 3.62 
4.92 3Vö + 4Zni' -18.01 - 12.44 5.23 
0.73 2Vö + 5Zni' -15.37 - 9.65 3.93 
-3.43 1Vö + 6Znz' -14.34 - 8.80 2.82 
-1.13 4V0 
O* + 2Cr2o" - - 13.13 2.92 
-8.34 Vö + 4Cr=" - - 13.03 3.54 
-1.69 3Vö + Zni' + 2Cri" - - 13.45 3.23 
-2.24 2VV' + 2Zni' + 2Crt" - - 12.67 3.80 
(-348.71) 1VV' + 3Znio' + 2Cr=" - - 206.56 (-26.04) 
Table 6.15: attachment/surface energy data for 111 surface with 0.6797 shift 
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111 
Shift =0.8125 
Perfect surface dipole = -260.02 
Region I size =3 
Attachment Surface 
Final 
Z Dipole 
Stabilising 
defects 
Energy (eVmol-') 
Unrelaxed Relaxed 
Energy ( 
Unrelaxed 
Jm-2) 
Relaxed 
-5.59 2Cr; 
*o -12.07 -10.82 9.30 4.34 
3.12 3Vö - -17.94 9.74 2.69 
-7.91 3Zn, 
' - -11.55 17.12 3.97 
-5.07 2Zni' + 1Vö -- 13.08 3.26 
-0.96 1 Zni 
*+ 2Vö - -14.12 10.44 2.91 
Table 6.16: attachment/surface energy data for 111 surface with 0.8125 shift 
111 
Shift =0.8750 
Perfect surface dipole = -260.02 
Region I size =3 
Attachment Surface 
Final 
Z Dipole 
Stabilising 
defects 
Energy (eVmol-1) 
Unrelaxed Relaxed 
Energy ( 
Unrelaxed 
Jm-2) 
Relaxed 
7.32 2Cri 00 -12.07 -11.60 9.30 3.46 
3.12 3Vö -18.12 -17.94 9.74 2.69 
-7.91 3Zni* -14.87 -10.87 17.12 3.97 
-5.15 2Zn; * + 1Vö -14.19 -11.17 13.08 3.19 
-0.96 1Zns' + 2Vö -15.33 -14.12 10.44 2.91 
Table 6.17: attachment/surface energy data for 111 surface with 0.8750 shift 
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111 
Shift =0.9735 
Perfect surface dipole = 260.02 
Region I size =3 
Attachment Surface 
Final 
Z Dipole 
Stabilising 
defects 
Energy (eVmol-1) 
Unrelaxed Relaxed 
Energy 
Unrelaxed 
(Jm-2) 
Relaxed 
-3.90 2Vc; -12.46 -11.81 6.74 2.91 
2.04 3011 -17.16 -18.51 11.85 3.89 
-9.10 3VZ,, -15.11 -15.05 8.07 4.26 
-0.71 2Oiß +V 
Z, 
ý -13.16 - 10.18 2.85 
-5.15 1011 + 2VZ, n -13.47 - 8.93 3.51 
Table 6.18: attachment/surface energy data for 111 surface with 0.9735 shift 
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111 
Shift =0.0703 
Perfect surface dipole = 606.72 
Region I size =4 
Final 
Z Dipole 
Stabilising 
defects 
Attachment 
Energy (eVmol-1) 
Unrelaxed Relaxed 
Surface 
Energy (Jm-2) 
Unrelaxed Relaxed 
-3.91 4VZ, n+2VCr -12.94 -13.04 
6.74 2.91 
(7.30) Will -19.07 - 15.10 (4.69) 
-9.10 7VZ,, -15.11 -15.04 8.07 4.26 
-5.45 
11 VZn+4Vcr -15.18 -14.33 8.07 4.18 
5.81 60=" +1 VZn -14.50 -13.86 14.95 2.70 
4.51 5011 + 201. -10.06 -9.41 12.89 3.19 
2.87 4O + 3VZn - 10.91 (3.07) 
-1.15 30i + 4VZ. -11.81 -11.91 10.13 3.34 
-1.27 20il + 5VZn -12.77 -13.03 7.83 3.63 
-4.45 1011 + 6V11 -13.08 -12.94 7.14 4.03 
0.89 4011 + 2Vý;. -20.49 -21.15 12.18 5.01 
-6.35 10! 
1 + 4V J. -16.57 9.18 8.92 3.59 
(-1.35) 11 l+ 2VV;. 30; ' + 1Vz -21.75 - 11.21 (4.13) 
(-1.80) 2O + 2VZ, + 2VCý. -18.15 - 8.05 (3.03) 
-3.39 1011 + 3VZ; ý + 2Vý; -17.91 -18.17 
7.55 3.19 
Table 6.19: attachment /surface energy data for 111 surface with 0.0703 shift 
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111 
Shift =0.1563 
Perfect surface dipole = -433.37 
Region I size =4 
Final 
Z Dipole 
Stabilising 
defects 
Attachment 
Energy (eVmol-1) 
Unrelaxed Relaxed 
Surface 
Energy (Jm-2) 
Unrelaxed Relaxed 
5V0s' -19.93 - 11.44 3.89 
-21.73 5Zni' - -45.53 23.39 4.87 
1.75 4VV' +l Zn, '* -19.93 -19.30 10.63 3.75 
-3.19 3Vp + 2Zni' -20.89 -20.88 12.54 4.16 
-8.57 2Vö + 3Zni' -24.22 -24.48 12.80 3.90 
-13.86 Vö' + 4Zni' - -31.70 15.94 4.21 
Table 6.20: attachment/surface energy data for 111 surface with 0.1563 shift 
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111 
Shift =0.2735 
Perfect surface dipole = -780.07 
Region I size =4 
Attachment Surface 
Final 
Z Dipole 
Stabilising 
defects 
Energy (eVmol-1) 
Unrelaxed Relaxed 
Energy 
Unrelaxed 
(Jm'2) 
Relaxed 
-8.59 6Cr; 
" -- 21.22 6.67 
(7.68) 9Vö -- 12.27 (3.04) 
1.69 6Vö + 2Cr; " -- 12.63 (3.81) 
(-3.91) 3Vö + 4Cri" -- 13.85 (4.35) 
(-52.94) 9Zns' -- 82.13 (14.54) 
(-36.22) 6Zni'+2Cr; " -- 49.64 (7.31) 
-22.08 3Zn; 
'+4Cr=" - -60.48 33.13 4.14 
1.88 8Vö +Zn=' - -17.89 10.65 3.81 
-3.19 7Vö +2Zn' - -18.98 
12.54 4.15 
-8.57 6Vp +3Zn, 
i' - -22.37 12.80 3.90 
-13.86 5Vö +4Znt' - -22.37 
15.94 4.21 
-21.72 4Vp +5Zni' -- 
23.39 4.86 
-27.55 3Vö +6Zn" -- 
34.38 6.36 
-34.99 2Vö +M; 
' -- 46.96 7.99 
-38.73 1Vö +8Zni' -- 
61.08 11.48 
-29.58 5Zn, 
'+Vö +2Cri" -- 37.94 4.93 
-21.02 4Zn, j'+2Vp +2Cr0" -- 
25.56 3.60 
-15.45 3Znj''+3Vö +2Crf" -- 
19.33 4.25 
-10.04 2Zni'+4Vö +2Cr; 
" -- 18.84 5.00 
-0.43 1 Zn: '+5Vö +2Cri" -- 25.14 16.46 
-17.05 2Zn='+1Vö +4Crj9" -- 
24.78 3.19 
-6.28 1Zni'+2Vö +4Crj'" -- 
18.16 6.68 
Table 6.21: attachment/surface energy data for 111 surface with 0.2735 shift 
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111 
Shift =0.4756 
Perfect surface dipole = -780.07 
Region I size =4 
Attachment Surface 
Final 
Z Dipole 
Stabilising 
defects 
Energy (eVmol-1) Energy 
Unrelaxed Relaxed Unrelaxed 
(Jm-2) 
Relaxed 
-9.01 6VC 
. 
-- 20.05 6.72 
6.98 9o -- 14.33 3.10 
0.26 60; " + 2VV;. -- 13.42 2.70 
-5.64 3011 + 4Vcr. -- 12.14 3.36 
-58.08 9VZ -- 
83.15 8.79 
-37.74 6VZ,, +2VV;. -- 49.26 5.34 
(-23.13) 3VZn+4Vcr. -- 31.10 (2.74) 
(0.64) 80il+VZ, n -- 
14.16 (3.20) 
-5.32 7011+2Vz, -- 16.33 5.30 
-9.86 6011+3VZ, a -- 
16.89 5.11 
-16.76 501'+4VZn, -- 18.83 3.15 
-22.04 401' +5VZn -- 25.81 6.09 
-33.0 30=1+6VZ,, -- 36.46 3.60 
(-35.82) 2011 +7VZn -- 48.67 8.68 
-47.10 10=1+8VZn -- 62.45 7.21 
-30.34 5Zni' +VV +2Vcr -- 40.95 2.12 
() 4Zntý+2Vö +2VV;. -- 25.88 6.49 
-15.73 3VZn+301 +2Vl" -- 19.76 4.40 
-11.73 2VZn+401 +2VV; -- 19.37 3.37 
-4.92 1VZn+501' +2Vý 
. 
-- 17.15 3.59 
-16.98 2VZn+1Oi1 +4Vcr -- 23.86 3.40 
-11.95 
11 1VZn+201'+4Vcr -- 16.35 3.13 
Table 6.22: attachment/surface energy data for 111 surface with 0.4765 shift 
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111 
Shift =0.5937 
Perfect surface dipole = 433.37 
Region I size =4 
Attachment Surface 
Final 
Z Dipole 
Stabilising 
defects 
Energy (eVmol-1) 
Unrelaxed Relaxed 
Energy ( 
Unrelaxed 
Jm-2) 
Relaxed 
5.76 50 -20.45 - 17.16 5.08 
-23.63 5VZ,, -44.12 - 24.29 3.09 
1.48 4011 + VZ,, -19.69 - 16.13 2.70 
-5.42 30=" + 2VZn -- 17.29 5.42 
-11.22 20+ 3VZn -26.04 - 17.06 5.44 
-15.46 
11 1O + 4VZn -30.44 - 18.23 4.99 
Table 6.23: attachment/surface energy data for 111 surface with 0.5937 shift 
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111 
Shift =0.6797 
Perfect surface dipole = -606.72 
Region I size =4 
Final 
Z Dipole 
Stabilising 
defects 
Attachment 
Energy (eVmol-1) 
Unrelaxed Relaxed 
Surface 
Energy (Jm-2) 
Unrelaxed Relaxed 
6.57 7V0 -21.03 - 11.44 2.36 
-8.64 7Zn; 
' -15.18 - 20.48 3.39 
-4.14 4Zn=* + 2Cr= -12.82 - 21.22 2.35 
-7.92 Znj 
0+ 4Cr%os -15.04 - 13.17 2.03 
5.88 6V0 + Znio -- 15.22 3.40 
4.58 5V0 + 2Zn%* -- 17.09 2.81 
3.73 4VV* + 3Zni' -- 19.04 2.88 
4.15 3V0 + 4Zni* -- 22.19 4.86 
0.20 2V0 + 5Zni' -- 20.00 4.86 
-4.32 1V0 + 6Zni" -- 19.43 4.47 
-0.48 4Vö + 2Cri" -- 10.93 2.90 
-7.30 Vö + 4Cr= 
** -- 11.43 3.87 
-1.84 3Vö + Zn=' + 2Cri 
o* -- 13.89 3.10 
-2.38 2Vö + 2Zni' + 2Cr='ý -- 14.66 3.01 
-3.32 1Vö + 3Zn; 
' + 2Crsýý -- 18.09 2.34 
Table 6.24: attachment/surface energy data for 111 surface with 0.6797 shift 
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111 
Shift =0.8125 
Perfect surface dipole = -260.02 
Region I size =4 
Attachment Surface 
Final 
Z Dipole 
Stabilising 
defects 
Energy (eVmol-1) 
Unrelaxed Relaxed 
Energy ( 
Unrelaxed 
Jm-z) 
Relaxed 
-5.80 2Cri 
*" -12.98 - 35.60 2.29 
3.11 3VV' -18.12 - 9.74 2.70 
-6.92 3Zni' -15.09 - 
6.86 2.70 
-3.56 2Zni* + 1Vö -14.40 - 
6.20 2.65 
-0.30 1Zn; 
* + 2Vö -15.58 - 7.16 2.68 
Table 6.25: attachment/surface energy data for 111 surface with 0.8125 shift 
111 
Shift =0.8750 
Perfect surface dipole = -260.02 
Region I size =4 
Attachment Surface 
Final 
Z Dipole 
Stabilising 
defects 
Energy (eVmol-1) 
Unrelaxed Relaxed 
Energy ( 
Unrelaxed 
Jm-2) 
Relaxed 
-5.81 2Cr; 
" -12.98 - 35.60 2.29 
3.11 3Vö -18.12 - 9.74 2.70 
-6.92 3Znj -15.09 - 6.86 2.70 
-3.56 2Zni' + 1Vö -14.40 - 6.20 2.65 
-0.30 1Zni' + 2Vö -15.58 - 7.16 2.68 
Table 6.26: attachment/surface energy data for 111 surface with 0.8750 shift 
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111 
Shift =0.9375 
Perfect surface dipole = 260.02 
Region I size =4 
Attachment Surface 
Final Stabilising Energy (eVmol-1) Energy (Jm-2) 
Z Dipole defects Unrelaxed Relaxed Unrelaxed Relaxed 
-3.90 2Vý;. -12.45 - 
6.74 2.92 
2.59 3011 -17.85 - 6.95 2.69 
-9.10 3VZ -15.11 - 
8.07 4.26 
-1.18 2O' + VZn -13.60 - 
7.05 2.71 
-5.03 1Os' + 2VZn -15.67 - 
8.48 4.11 
Table 6.27: attachment/surface energy data for 111 surface with 0.9375 shift 
220 
Shift =0.1093 
Perfect surface dipole = 82.56 
Region I size =2 
Attachment Surface 
Final Stabilising Energy (eVmol-1) Energy (Jm-2) 
Z Dipole defects Unrelaxed Relaxed Unrelaxed Relaxed 
-2.24 1VL -18.59 -15.49 
6.16 2.89 
0.14 
-loll 
-14.97 -13.94 4.99 2.59 
Table 6.28: attachment/surface energy data for 220 surface with 0.1093 shift 
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220 
Shift =0.2343 
Perfect surface dipole = -247.69 
Region I size =2 
Attachment Surface 
Final Stabilising Energy (eVmol-1) Energy (Jm-2) 
Z Dipole defects Unrelaxed Relaxed Unrelaxed Relaxed 
0.13 3VV' -14.97 -13.94 4.99 2.59 
-0.34 2Cri 
f' -24.55 -21.80 8.14 3.25 
-8.28 2Zni" -27.37 -23.54 10.37 3.69 
-2.50 2Vö + 1Zn=* -19.69 -18.77 6.66 3.06 
-5.33 1 Vö + 2Zni' -25.06 -23.51 8.75 2.84 
Table 6.29: attachment/surface energy data for 220 surface with 0.2343 shift 
220 
Shift =0.2657 
Perfect surface dipole = 247.69 
Region I size =2 
Attachment Surface 
Final 
Z Dipole 
Stabilising 
defects 
Energy (eVmol-1) 
Unrelaxed Relaxed 
Energy 
Unrelaxed 
(Jm-2) 
Relaxed 
-0.34 2Vc;. -24.55 -21.80 8.14 3.25 
0.37 3O -14.97 -14.36 4.99 3.06 
-8.61 3VZn -27.27 -32.51 10.37 4.99 
-3.16 2O' +1 VZ, a -19.70 -20.12 6.66 4.07 
-6.70 
11 O=' + 2VZ,, -25.06 -22.50 8.75 3.06 
Table 6.30: attachment/surface energy data for 111 surface with 0.2657 shift 
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220 
Shift =0.3907 
Perfect surface dipole = -82.56 
Region I size =2 
Attachment Surface 
Final Stabilising Energy (eVmol-1) Energy (Jm-2) 
Z Dipole defects Unrelaxed Relaxed Unrelaxed Relaxed 
-2.34 1Zni*' -18.59 -17.92 6.16 2.93 
0.37 1VV' -14.97 -14.36 4.99 3.06 
Table 6.31: attachment/surface energy data for 220 surface with 0.3907 shift 
400 
Shift =0.0547 
Perfect surface dipole = 100.08 
Region I size =2 
Attachment Surface 
Final Stabilising Energy (eVmol-1) Energy (Jm-2) 
Z Dipole defects Unrelaxed Relaxed Unrelaxed Relaxed 
-1.11 1 VZn -15.98 -14.82 3.50 2.04 
0.48 1Oi' -22.23 -18.51 4.98 2.83 
Table 6.32: attachment/surface energy data for 400 surface with 0.0547 shift 
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400 
Shift =0.1172 
Perfect surface dipole = -300.25 
Region I size =2 
Attachment Surface 
Final 
Z Dipole 
Stabilising 
defects 
Energy (eVmol-1) 
Unrelaxed Relaxed 
Energy ( 
Unrelaxed 
Jm-2) 
Relaxed 
0.48 3 Vö -22.24 -18.51 4.98 2.83 
-0.67 2i Cr" -56.83 -46.91 12.02 3.00 
-5.09 3 Zni 
* -53.27 -45.91 18.28 9.75 
-1.31 2Vö + 1Zni' -43.66 -31.78 6.07 3.34 
-3.81 1Vp + 2Zn" -37.36 -34.65 10.62 3.66 
Table 6.33: attachment/surface energy data for 400 surface with 0.1172 shift 
400 
Shift =0.1328 
Perfect surface dipole = 300.24 
Region I size =2 
Attachment Surface 
Final Stabilising Energy (eVmol-1) Energy (Jm'2) 
Z Dipole defects Unrelaxed Relaxed Unrelaxed Relaxed 
-0.67 2 V. -56.83 -46.91 12.02 3.00 
0.13 3011 -22.29 -23.08 5.00 2.29 
-9.33 3 VZ,, -53.27 -53.0247 18.28 8.75 
-1.67 20+ 1V 
, 
-21.74 -18.32 9.52 5.09 
-4.33 1Oäl + 2VZn -37.40 -33.16 10.60 5.19 
Table 6.34: attachment/surface energy data for 400 surface with 0.1328 shift 
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400 
Shift =0.1953 
Perfect surface dipole = -100.08 
Region I size =2 
Attachment Surface 
Final Stabilising Energy (eVmol-1) Energy (Jm-2) 
Z Dipole defects Unrelaxed Relaxed Unrelaxed Relaxed 
0.13 1 VV* -22.24 -23.08 4.98 2.29 
-1.11 1 Zn1' -15.98 -14.82 3.50 2.04 
Table 6.35: attachment/surface energy data for 400 surface with 0.1953 shift 
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6.7 Discussion 
In order to perform a thorough and complete study of the spinel surfaces it has been 
necessary to consider a large number of surface configurations. The main difficulty 
that has arisen is due to the large number of possible combinations of defects required 
to stabilise many of the (111) surfaces. Consequently, taking a cut of the (111) surface 
as an example, where the stabilising defect can be either a negative vacancy or an 
interstitial ie. 7VZn or 7O' we have considered al the possible combinations of defects 
between these two extremes eg. Z 7Výýn, 6VZýýn +O: 
iýs 5V ýý +20sýý, lZ 
Výýn+6Oa 
, 
7Oi' Zn """ 
Figure 6.6 shows the value of the relaxed and unrelaxed attachment energies as 
the surface changes from purely vacancy stabilised to purely interstitial stabilized; 
Figure 6.7 details the same process in terms of the surface energy. 
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The figures both show that no linear relationship exists between the types of defects 
incorporated into a surface and the relative stability of that surface. Hence during 
the course of this study it was not sufficient to calculate the two end members of 
this series ie. 7VVn and 7O , 
but it was imperative to consider the entire series of 
mixed defect surfaces. A further point that is clearly displayed by Figures 6.6 & 6.7 is 
that, in agreement with previous studies, whilst the attachment energy values do not 
change significantly upon relaxation, the surface energies may change substantially. 
Figure 6.8 shows the relationship between the final dipole of a relaxed surface 
and the number and type of defects employed to stabilise the initial dipole. In this 
instance the relationship, although not linear, shows a noticeable trend as the defects 
types are changed from pure vacancy to pure interstitial. 
Table 6.36 contains the most favourable surface and attachment energies. The 
crystal morphologies predicted using both the unrelaxed and relaxed values of the 
surface and attachment energies are shown in Figures 6.9 to 6.12. Clearly the use 
of attachment energy data leads to a markedly different crystal morphology to that 
produced from the surface energies. 
Summary of Attachment/Surface Energy Results 
Attachment Energy (eV/Mol) Surface Energy (J/m2) 
Index Unrelaxed Relaxed Unrelaxed Relaxed 
111 -9.14 -8.89 6.20 1.78 
220 -14.97 -13.94 4.99 2.59 
400 15.98 -14.82 3.49 2.04 
Table 6.36: Summary of attachment/surface energy data 
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Figure 6.9: Predicted morphology using unrelaxed attachment energies 
Figure 6.10: Predicted morphology using relaxed attachment energies 
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Figure 6.11: Predicted morphology using unrelaxed surface energies 
Figure 6.12: Predicted morphology using relaxed surface energies 
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Figures 6.9 and 6.10 show that the dominance of the (111) surface produces an 
octahedral crystallite. The relative values for the unrelaxed surfaces are such that 
only the (111) , 
surface is observed. However upon relaxation the (400) surface is 
sufficiently lowered in energy that it produces the tiny `capping' of the octahedron 
apices, as shown in Figure 6.10. 
When considering the attachment energy data, the basic crystal shape remains 
unchanged after relaxation, however this is not the case with the surface energy data. 
The unrelaxed structure is a perfect cube formed by the favoured (400) surface. Upon 
relaxation the (111) surface becomes more favourable than the 
(400), producing the 
crystal shape shown in Figure 6.12. 
The results of a recent study of the morphology of MgA12O4 by Davies et al [162], 
in which only the surface energies were calculated, are reproduced in Table 6.37. 
Comparison of Surface Energy Results 
Surface Energy (J/m2) 
Davies et al This work 
Index Unrelaxed Relaxed Unrelaxed Relaxed 
111 7.08 2.60 6.20 1.78 
220 5.25 2.50 4.99 2.59 
400 3.81 2.28 3.49 2.04 
Table 6.37: Comparison of surface energy data 
The results are in good quantitative agreement, however whilst Davies et al predict 
a stability order of, 
(400) > (220) > (111) (6.8) 
for both the unrelaxed and relaxed surfaces, our studies predict the same ordering of, 
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(400) > (220) > (111) ((; 9) 
for the liiirelaXe(l. but this becomes 
(111) > (400) > (220) ((;. IO) 
fOr the relaxed surfaces. The reason for the disagreement may well arise solely- fruiu 
the differences between the two materials. 
Several experimental groups have grown zinc cliromit(' crystals, t he resiIIIs u1 ýý lii('li 
arge shown in Figures 6.13 and 6.1-1. Figure 6.13, from the «"ork o1 I)aI kowsb 
ct al [163], represents a crystal grown fromm a PhOýPlýlý', ý \1 O3 flux. Figitu (i. I ýI 
is taken from the work of* Leccal>ne et al [151], who employed ý liýýºuiý , il t usl, ort 
t ((1ºtii(ýucs. 
Figure 6.13: zinc chrotiiitc ("rvstalIih-, 
The precise Shapes of the crystals is not clear from Figure G. I3.11mv VPr Figure G. II 
Suggests that I'll(' crystals will forum in an octahedral form tu tliat I, rv(li(tc(h 
1)V I he att a(}itiicnt energy data. 
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Figure (i. I 1: iiII( (II )H1it( crY. " killil(,.. " 
Finally it is interesting to compare the predicted morphologies for zim. 
with those found experirrrentally for the similar spinel zinc º"ol, aht ite. Iý iý; ººrý(i. l., 
shows crystals grown by Piekarczyk et al [164] using chemical v'aº1>oºur tecliuiques. 
The quality of this data is much better and clearly shows an o talw(InºI tit, rnº tººrºwith 
a small degree of (400) capping. 
Figure 6.15: zinc coba. lt, ite crystallites 
Chapter 7 
Summary and Future Work 
7.1 Introduction 
Various aspects of the behaviour and properties of ceramic oxides have been studied 
within this thesis. However, as is the case with many research projects, the action of 
fulfilling the original research aims has raised as many questions as it has answered. 
As such, it is appropriate to end this thesis by reviewing the results obtained and 
briefly discuss how any future studies can either elaborate or improve upon the results 
described in this thesis. 
7.2 Summary 
In Chapter 4 we investigated the polymorphic behaviour of zinc oxide using both 
classical and quantum mechanical techniques. The classical model of the wurtzite 
polymorph was then utilised to study the application of this polymorph as a varistor 
material. 
213 
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The pair-potentials developed for the classical study of these polymorphs have 
been shown to work extremely well for both the octahedrally and tetrahedrally co- 
ordinated lattices. As a direct consequence of this transferability the same potentials 
were shown to be appropriate for the simulation of the spinel systems detailed in 
Chapter 5. 
The quantum mechanical code CETEP has also proved to be capable of modelling 
all three lattice types. Furthermore the electron density maps have shown that ZnO 
can be regarded as an ionic material as it exhibits very little covalent bond charge 
between ions in either the octahedral or tetrahedral forms. 
The relative stability of the polymorphs has been investigated by both techniques. 
The results show excellent agreement with each other and with a similar study re- 
ported in the literature [93]. 
The classical simulation of the varistor system necessitated the derivation of a 
great many new potentials. In each case they were derived in a consistent manner so 
that they were compatible with each other. 
In ZnO, the intrinsic defect concentration was predicted to be small. However, the 
migration of these defects showed a marked difference between the pure interstitial 
and vacancy controlled mechanisms. Whilst the pure interstitial process predicted 
a high degree of anisotropy; the vacancy mediated pathway was predicted to be 
isotropic. Although the many experimental observations have reached vastly differ- 
ent conclusions, our figures are in good agreement with the comprehensive study of 
Kim [99]. 
Extrinsic defects are known to play an important role in the varistor function of zinc 
oxide. In a broad sense our results confirm that the doping of zinc oxide is not only 
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energetically feasible for a large number of species but is also a very complex process 
due to the myriad of defect-defect interactions that may occur. One notable result 
from these calculations concerns the mechanism of Na20 doping and its relevance to 
the degradation of varistors. 
Whilst the calculations on zinc oxide have been rather wide ranging, the work 
on zinc chromite has focused entirely on one aspect of its defect chemistry i. e. its 
nonstoichiometry. This work has shown that the stoichiometry is heavily reliant upon 
the reaction conditions. Consequently in an oxidising atmosphere the spinel will not 
be stoichiometric but will adopt a monophasic zinc excess form. The mechanism 
predicted for the incorporation of excess zinc involves the formation of 
{Zn4,.: Cri,, } 
clusters. There are no experimental observations of the Cr4+ species within this 
material, however the predicted shrinking of the lattice parameter that accompanies 
cluster formation has been reported experimentally by Bertoldi et al. 
Finally the classical simulation of the surface structure of zinc chromite has shown 
that the growth and equilibrium morphologies are distinctively different. A compari- 
son with experimental data suggests that the growth morphology is in good agreement 
with the observed crystallite shapes. 
7.3 Future Work 
7.3.1 Zinc Chromite - Classical 
The bulk lattice work that considers the spinel characteristics of this spinel has formed 
a self-contained piece of work that has effectively been pursued as far as the classical 
methodology will allow. However this approach is therefore now at a point where it 
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can be effectively employed to investigate other similar materials. 
In contrast, the surface calculations can be extended considerably. The calcula- 
tions included here have concentrated solely on the stoichiometric material; a phase 
which we have shown to be hard to form and that experimentally shows no catalytic 
behaviour. The next stage of this work would therefore be to transfer the knowledge 
gained from the non-stoichiometric bulk, to surface studies particularly with reference 
to the method of excess zinc incorporation and the resultant defect species formed. 
This would aim essentially to investigate the effect of 
{ZnCr : Cri,. } clusters on the 
morphology of the spinel crystallites. 
Initial calculations have shown that the introduction of the neutral defect clusters 
greatly increases the possible cuts within any Miller plane, consequently, although the 
industrial relevance of the work is obvious, the task would appear to be even more 
computationally expensive than that of the stoichiometric material. 
One method of overcoming the need to perform many static surface calculations in 
order to predict a morphology, may be to use molecular dynamics, MD, techniques. 
Thus it may be possible to use a suitable MD' code to simulate the melting and sub- 
sequent re-crystallisation of a large cluster of ions. The shape adopted by the crystal, 
after the temperature of the simulation is reduced, would be equal to that of the 
equilibrium morphology; thus eliminating the need for repetitive static calculations. 
However, the large number of ions necessary to represent a real crystallite and the 
extremely slow cooling rate that would need to be used represent severe restrictions 
to this approach. 
lan ideal candidate is the code PENICILLIN currently under development by A. Dornford-Smith 
at the Royal Institution of Great Britain. 
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7.3.2 Zinc Chromite - QM 
Classical bulk calculations have predicted the considerable non-stoichiometry of this 
spinel with respect to the solution of zinc oxide in oxidising conditions. Inherent 
within this work was the assumption that the oxidised/reduced species remain ef- 
fectively formally charged i. e. Cr3+ -4Cr4+. However, complete localisation of the 
charge is unlikely; a more realistic approach would be to allow for some degree of 
delocalisation. 
This is difficult using the classical methodology although distributed multi-polar 
expansions have been successfully used to describe bond charge delocalisation [165]. 
However even this approach will still require some prior knowledge of the defect centre. 
A simulation using a QM code, such as that described in Chapter 3, would provide 
a much more detailed picture of the charge distribution around the reduced/oxidised 
species. A simulation of this kind would require a large, though not prohibitively large, 
cell. The main hurdle to this approach lies with using the pseudopotential technique 
to model open shell transition metal ions such as Cri+. Although at present there 
has been very little work on these type of species, their existence cannot be ignored 
and the ability to model them successfully is likely to become increasingly important 
within the next few years. . 
7.3.3 Zinc oxide - Classical potential modelling 
The classical bulk study of zinc oxide contained within this thesis has only covered a 
small part of what is a very large and increasingly active field of research [79]. 
As such, it is inevitable that not all of the various aspects of the varistors character 
can be covered in great detail. Absences from this work, in terms of the dopants ions 
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studied, must obviously include the two main varistor forming additives bismuth 
and antinomy. Their neglect is not intentional but due to the difficulties involved 
in obtaining accurate pair potentials for such large and polarizable species. This 
is compounded by the lack of simple oxides incorporating either of the two dopant 
cations. This greatly increases the problems involved with empirical fitting. Although 
previous computational studies have been performed on bismuth oxide[166], none of 
four forms, a, , 
3, ry or b, have been simulated using conventional pair potentials alone. 
Nevertheless both bismuth and antimony have receive a great deal of experimental 
attention. Bismuth has been shown to be active in the intergranular layer [167, 
168], where it is found in various phases including a pyrochlore [89] and both the a 
and 5 forms of Bi203 [89]. Antinomy is known to have a significant effect on grain 
growth[169] especially if the conditions of manufacture are such that the Zn7Sb2O12 is 
able to form at the grain boundaries [170]. Other dopant ions which warrant a more 
thorough investigation are manganese, as Mn02, and cobalt in the form of C0203- 
Although the investigation of dopant ions acting in isolation is useful, future work 
might benefit by considering more closely the interaction of the various dopant species 
within the framework of the zinc oxide lattice. This leads to a more realistic simulation 
of the actual environment found within a working varistor. 
A further interesting aspect of the characteristics of dopant species, that has not 
formed part of this work, is that associated with the initial charge state of the dopant 
ion. An excellent example of this has recently been reported by Shen et al [171] who 
showed that the addition of a Coe+/Mn2+ mixture produces a higher a coefficient 
than the corresponding mixture Co3+/Mn4+. 
As has been described earlier, the varistor properties can, to a large extent, be 
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attributed to the grain boundary structure. It is therefore of extreme importance 
that this phenomenon is considered in any future work. It is envisaged that the code 
MARVIN currently under development at the Royal Institution will be able to model 
both the near grain boundary effects and also the amorphous inter-granular network. 
Thus it will be possible to investigate effects such as grain boundary segregation and 
diffusion. Both of these are crucial to the function of the varistor. 
Finally, and again using the MARVIN code, it would be useful to investigate the 
surface morphology of zinc oxide in the wurtzite form. Although during the course 
of this work a preliminary study of the morphology was started, a severe problem 
was discovered in relation to the stabilisation of the (0001)/(0001) surfaces. A full 
solution of this problem is still necessary. The three surfaces that were found to be 
most stable, in terms of their surface energies, are shown in Table 7.1 
Zinc oxide (wurtzite) 
Surface Energy 
Index (J/m-2) 
(1010) 1.15 
(2130) 1.20 
(1120) 1.20 
Table 7.1: Zinc oxide Surface Energies 
Although the surfaces have very similar stability's, the lowest energy (1010) surface 
is in agreement with experimental work [84]. Despite the similarity of the energies, 
the topographies of the three surfaces are very different, as shown in Figure 7.1. 
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sm 
1010 1120 
Figure 7.1: Surface topographies in zinc oxide 
The problem with simulating the crystallites lies in that all of' diese siii t ices ; ire 
perl)eudicular to the c-axis. As such, they do not, terminate the crystni in the (. - 
direction; the morphology predicted is that of an infinitely long crystal. 
Figure 7.2: predicted morphology for zinc oxide 
The problem inlierent within the (0001), oxygen terminated, and (0001), zinc 
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terminated, surfaces is that they are type III and therefore require substantial modi- 
fication. Furthermore the interplanar layers are not evenly spaced and therefore the 
dipole cannot be removed by simply adding/deleting a convenient number of ions 
from/to the surface, as in the case of the spinel. Consequently the problem becomes 
one of changing the surface ion charges from +/-2 to a partial charge model of +/- 
1.556. In fact, this does not remove the dipole completely but reduces it to a constant 
value of +/-0.8868 irrespective of region size. 
The use of these partial charges in the relaxation of the surface introduces further 
problems, 
. the dipole that exists may constrain the movement of the ions during the relax- 
ation 
" the pair potentials used have been empirically fitted to a formal charge model. 
Therefore, given that it is arguable whether even accurate bulk pair potentials 
are valid at the surface, it would appear that this mixing of partial/formal charge 
models is less than satisfactory 
An alternative approach to this problem could again be the use of the MD tech- 
niques discussed previously for the spinel morphology. However, if the charges of the 
surface ions are indeed very different from those in the bulk, the MD simulation, as 
it is presently used, will not be able to model this charge difference. 
The experimental data available is interesting in two aspects. Firstly, it has been 
reported that it is the basal plane of zinc oxide that is catalytically active [172,173, 
174]. This activity may point to a substantial change in the species present on the 
basal plane. Finally, the crystal morphology of the wurtzite has been shown to be 
`pencil-like' in shape [80], see Figure 7.3. 
--ý 
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Figure 7.3: Experimental morphology for zinc oxide 
The flat (0001) represented basal plane is the oxygen dominated surface and the 
pointed `pencil-tip' appears where the zinc dominated flat surface would otherwise 
be present. 
7.3.4 Zinc Oxide- Experimental 
The work of Bragg and Darbyshire in 1932 has shown that it is possible to produce thin 
films of zinc oxide in the zinc blende structure. Furthermore the recent work of Grimes 
and Lagerlöff has provided a convenient method of producing a CoO crystal with this 
diamond-like structure through the decomposition of cobalt acetate. Therefore, given 
the similarity in predicted lattice energies, it would seem an obvious step to repeat this 
experiment, but using zinc acetate as the initial precursor. However as was observed 
when attempting the decomposition, the sublimation temperature of the zinc species, 
possibly even the oxide, is prohibitively low. 
Clearly in order to form proper crystallites of this zinc oxide polymorph, the pre- 
mature sublimation problem must be overcome. This could be achieved by altering 
the experimental conditions i. e. gas flow, or, alternatively a higher order hydrocarbon 
salt may move the sublimation to a higher, more favourable, temperature. 
The results contained in this work predict a slightly smaller lattice parameter for 
this polymorph than that deduced by Bragg and Darbyshire. However it is well 
known that the properties of thin films can deviate markedly from those of the bulk 
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material, giving rise to many of their interesting industrial applications. The acetate 
decomposition technique would therefore appear to be an ideal method for producing 
polycrystalline samples of the zinc blende structure and further enabling an accurate 
determination of the lattice parameter. 
7.3.5 Zinc Oxide- QM 
The QM work included in this thesis has great potential to be expanded further. It is 
possible to employ CETEP to calculate both the phonon modes, for which some data 
is available [175,176,177], and the elastic constants, which are well characterised. The 
results obtained for the perfect lattice suggest that the QM method embodied within 
CETEP is capable of producing accurate values for all of these further experimental 
observations. 
This code could also be used to investigate the accuracy of the classical pair poten- 
tials derived for the Zn° and Zn1+ species. As these two charge states are not found in 
any naturally occurring crystal structure it is obviously extremely difficult to obtain 
reliable potentials by empirical procedures; as a result empiricisation techniques have 
been heavily relied upon. However although empiricisation methods work extremely 
well for cases such as Cr3+ to Cr4+, it is easy to appreciate how they may run into 
considerable difficulty when used to produce a potential for a neutral metal ion. 
The ability of the QM code to accurately model all three of the possible states of 
the zinc ions i. e. Zn°, Znl+ and Zn2+, could then be further employed to answer the 
question regarding the preferred charge state of the zinc interstitial ion. Although 
a large calculation would be necessary, it is perfectly feasible to calculate the total 
energy for each of the interstitials at the centre of a small section of the wurtzite 
,ý 
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lattice. This requires a charge compensating background of the type employed by De 
Vita et al [26]. 
Finally, as discussed earlier in this section, there exists a major difficulty in ex- 
amining the surface structure of zinc oxide due to the problems associated with the 
stabilisation of the (0001) surface. A QM approach to this problem would be ideal 
as it would eliminate the need to assume any particular charge state for the surface 
ions. This would therefore provide a surface relaxation that is free from any initial 
assumptions concerning charge distribution. 
Appendix A 
2nd Electron Affinity of Oxygen 
In free space the anionic species 02_ is unstable [178] and will spontaneously dissociate 
into an 01- ion and a free electron. Consequently if we consider the process, 
Oý --} Oý -4 Oý (A. 1) 
we find that for the first electron affinity, 
Oý+eý ---> 000 (A. 2) 
DE = -1.461eV i. e. energy is released as the stable negative oxygen is produced. 
However for the 2nd electron affinity, 
Oý + eý -4 O00 (A. 3) 
DE is positive as work has to be done in order to localise the second negative charge 
around the negatively charged ion. 
In the crystalline environment the second electron is bound to the oxygen anion 
by the deep Madelung well created by the surrounding ions [179,180,181]. Thus, 
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although the isolated 000 ion is unstable, it is realistic to consider the 02- ion as a 
genuine species within the confines of a crystal lattice. 
Hence, based upon this assumption, it has been the common practice, when em- 
ploying the Born-Haber cycle, to use a constant value for the second electron affinity. 
However, if the stability of the 02- species requires the presence of a Madelung field, 
then it is reasonable to assume that the degree of stability is also dependant upon 
the depth and shape of the Madelung well. In fact, the Madelung and Pauli repulsion 
experienced by a lattice ion will change the shape of the oxygen ion, such changes are 
said to alter the self-energy of the ion. 
This inconsistency has been investigated by several authors [181,182], who have 
shown that the value of the 2nd electron affinity is indeed reliant upon the specific 
crystalline environment. 
The significance of the value of the electron affinity is important in two aspects 
of this work; the comparison of the quantum mechanical total energies and classical 
lattice energies in Chapter 4 and the addition of excess oxygen to zinc chromite in 
Chapter 5. In the first case, involving the stability's of the zinc oxide polymorphs, 
it is important to ascertain how the different crystal lattices effect the 2nd electron 
affinity. Whilst in Chapter 5, where molecular 02 is introduced into the spinel lattice, 
it is obviously important to use a value for the electron affinity that is specific to the 
spinel lattice. 
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A. 0.6 Zinc Oxide Polymorphs 
If we combine the energetics of the following processes, it is possible to formulate the 
Born-Haber cycle shown in Figure A. 1. 
Zn(s) -+ Zn(9) DE = 1.35eV, see [183] 
Zn(9) -* Znýgý + e- DE = 9.394eV, see [184] 
Zný9 --+ Zný9 + e- IE = 17.964eV, see [184] 
202 --} 0(, DE = 2.56eV, see [184] 
O) + e; --4 0'- DE = -1.46eV, see [184] 
Zný9 + 02- --+ ZnO(w) DE = -39.34eV, this work 
Zn(, ) + 202- -p ZnO(v, ) 
DE _ -3.63eV, see [185] 
where the subscript w refers to the wurtzite structure. 
This diagram can then be used to show that for the wurtzite polymorph the 2nd 
electron affinity of oxygen is calculated to be 5.90eV. Of course, this assumes that 
any change in the self-energy of the Zn( 'g) ion upon incorporation into the lattice is 
incorporated into the potential. Also any deficiency in the potential model, including 
the ionic portion, therefore becomes associated with the self-energy change in the 
oxygen wave function, which is accounted for in these 2nd electron affinity values. 
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1.35eV 
Zn(g) 
9.394eV 
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17.964eV 
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Lattice 
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1 
2 02 (g) 
2.558eV 
fi(g) 
1.461eV 
O 1- 
(S) 
2nd Electron 
Affinity 
O2- 
-39.34eV 
ZnO(S) 
Figure A. 1: Born-Haber cycle for zinc oxide 
In addition, Davies and Navrotsky [96] has shown experimentally that the differ- 
ence in lattice energy between the wurtzite and rock salt forms, DEexp, is 0.25eV. 
Hence by combining this value with the calculated lattice data from this work, it is 
possible to obtain a similar value for the oxygen ion in the rock salt structure. The 
2nd electron affinity, for the oxygen ions in octahedral co-ordination, RSEA, can be 
deduced to be 5.86eV from the relationship, 
LE'exp = {WLE - RSLE} + 
{WEA 
- RSEA} (A. 4) 
where W and RS represent the wurtzite and rock salt polymorphs and the subscripts 
LE and EA represent the lattice energies and electron affinities respectively. Again 
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we are assuming certain things about the applicability of the potential model. In 
particular, that the same model can be used to describe both polymorphs. Clearly 
slight differences might occur and such oversights will be incorporated into the value 
of the second electron affinity. 
The 2nd electron affinities for oxygen in the wurtzite and rock salt polymorphs are 
therefore 5.90eV and 5.86eV respectively. The value for the zinc blende polymorph 
can reasonably be assumed to lie between these two values. Indeed given the similarity 
of the zinc blende and wurtzite lattices, it would be expected that the value for the 
two tetrahedral lattices will be extremely similar. 
A. O.? Zinc Excess in Zinc Chromite 
If, in conjunction with the data already shown in the previous section, we use the 
following data, 
Zn(w)O + Cr203 -4 ZnCr2O4 DE = -0.65eV, see [155] 
Cr(, ) + 2O2 -+ 
Cr203 DE = -11.76eV, see [185] 
Crý5ý -+ Cr(9) LE = -4.11eV, see [183] 
we can construct a similar Born-Haber cycle for the production of ZnCr2O4 from its 
constituent elements. Thus, using the same methodology applied earlier, it is possible 
to calculate the 2nd electron affinity for ZnCr2O4i the value for which is 7.41eV. The 
value for this affinity in the Cr203 lattice has been calculated to be 7.78eV. 
Hence, for the three oxides ZnO, Cr203 and ZnCr2O4 considered in Chapter 5, the 
2nd electron affinity of the oxygen ion varies considerably from 5.90eV to 7.78eV. It 
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is therefore clear that when considering a process such as oxidation, it is important 
to use an electron affinity that is specific to the system under investigation as use of 
an average value may lead to errors of several electron volts. 
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UNIVERSITY OF SURREY LI®RAJ3Y 
ERRATA 
Page 27 A12+ should read A13+ 
Page 46 Equation 3.1 should read HO = 
(=h2 02 + U(r)) = eO 
Page 47 `both the ionic and electronic co-ordinates' should read `both the 
ionic co-ordinates and electronic wavefunctions' 
Page 48 1 and 2 represent different orbital functions into which electrons 
a and b may be placed 
Page 48 Equation 3.3 should read f xF* ra6 
qld r 
Page 48 Equation 3.4 should read f 0i (a) 02 (b) *äb O1(b) 02 (a) dr 
Page 49 n(r) represents the electron density at point r 
Page 58 The Grimes and Lagerlöf reference is R. W. Grimes and K. P. D. 
Lagerlöf, J. Am. Ceram. Soc., 74, [2], 270-273,1991, & not [7] as stated 
Page 89 Reference [97] is Mackrodt et al whilst [98] is Mackrodt 
Page 95 The D. value of Lee/Moore is Ux 10-7 
Pages 95 The units of D,, are 10-scm2/sec 
Page 97 The reference for Robin et al is [120] 
Page 154 `double positive residual charge' should read `double positive 
effective charge' 
Page 169 Ce20 should read CeO2 
Reference [38] is G. V. Samsanov, The Oxide Handbook, 2nd Ed., IFI/Plenum 
Reference [49] is M. J. Clugston. Advances in Physics, 27, [6], 893,1978. 
Reference [101] is V. J. Norman, Austral. J. Chem., 20,85-91,1967. 
