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Introduction Générale
La Tomographie par Émission de Positrons (TEP) est une technique d’imagerie médicale
fonctionnelle permettant de quantifier in vivo des paramètres physiologiques et biochimiques
liés au fonctionnement normal ou pathologique des organes.
Cette modalité repose sur le marquage de molécules d’intérêt par un radionucléide émetteur
de positrons. Ces molécules sont ensuite injectées au patient positionné dans un système de
détection appelé tomographe (ou caméra TEP) qui permet d’enregistrer des événements liés
aux émissions de positrons. Le suivi temporel de la distribution spatiale de ces molécules est
alors estimé à partir des données enregistrées dans une étape dite de reconstruction d’image. A
partir de ces informations, des paramètres physiologiques ou biochimiques peuvent enfin être
estimés (par une analyse compartimentale par exemple). C’est sur l’étape de reconstruction des
images TEP qu’est centré ce travail.
Depuis le premier tomographe construit dans les années 1950, le champ de la TEP s’est
considérablement élargie sous l’impulsion conjointe de multiples domaines de recherche : ra-
diochimie, instrumentation, reconstruction d’images, analyse compartimentale. La TEP apporte
ainsi maintenant des informations quantitatives essentielles pour mieux comprendre les patho-
logies en oncologie et en neurologie, dont l’enjeu pour la société devient de plus en plus impor-
tant.
Le Service Hospitalier Frédéric Joliot (SHFJ) du Commissariat à l’Énergie Atomique (CEA)
utilise cette modalité depuis presque 30 ans pour étudier le fonctionnement du cerveau, pour
étudier l’évolution de maladies neuro-dégénératives (en particulier les maladies d’Alzheimer, de
Parkinson et d’Huntington) et pour suivre l’effet de thérapeutiques le cas échéant. La faible taille
des structures cérébrales mises en jeu dans ces études (typiquement de l’ordre du centimètre
pour les noyaux gris centraux) limite cependant les informations apportées par la TEP. Ainsi,
une réduction locale de contraste et un biais dans les quantifications sont observés en TEP, effet
connu comme Effets de Volume Partiel (EVP). L’EVP est d’autant plus important que la taille
de la structure est faible, et sa principale composante est liée à la résolution relativement faible
des systèmes d’acquisition TEP (typiquement 4 à 5 mm au centre du champ de vue pour une
caméra clinique). Cet EVP a également des conséquences importantes en oncologie, conduisant
par exemple à la difficulté de détecter ou évaluer des tumeurs de petites tailles.
Une autre limitation des systèmes TEP réside dans le niveau de bruit présent dans les données
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enregistrées, lié à la nature statistique des phénomènes physiques qui ont lieu lors de l’acquisi-
tion. L’examen est subdivisé en intervalles de temps reconstruits de façon indépendante, si bien
que le niveau de bruit va jouer un rôle important pendant la reconstruction, empêchant d’obte-
nir une information fine à la fois temporellement (intervalles de temps courts) et spatialement
(petites structures). Les intervalles de temps reconstruits sont donc généralement choisis suffi-
samment longs (de l’ordre de quelques minutes) pour que les images ne soient pas trop bruitées.
De plus un lissage est souvent effectué après la reconstruction, réduisant le bruit mais dégradant
la résolution (et accentuant donc les EVP). En outre, l’analyse compartimentale reste encore ef-
fectuée dans des volumes anatomiques de taille suffisamment importante pour être peu affectée
par le bruit. A contrario, des méthodes plus exploratoires comme l’analyse paramétrique où les
estimations sont faites au niveau de chaque élément de l’image sont difficiles à réaliser à cause
du niveau de bruit.
Afin de pleinement tirer parti des informations fonctionnelles proposées en TEP, il est cru-
cial de proposer des méthodes robustes permettant d’obtenir des mesures moins biaisées dans
des petites structures (cérébrales, tumorales) avec une bonne résolution temporelle. Ces deux
approches ont été menées en parallèle.
L’EVP a été progressivement limité par le développement instrumental de tomographes à
plus haute résolution. Le scanner dédié à l’étude du cerveau High Resolution Reseach Tomo-
graph (HRRT, Siemens Molecular Imaging) dont dispose le SHFJ en est l’un des derniers repré-
sentants. Cependant l’amélioration de la résolution des scanners n’a pas été accompagné d’une
augmentation de la sensibilité du tomographe, ce qui conduit à des niveaux de bruits moyens
par élément de détection plus élevés, et rend nécessaire l’utilisation de méthodes de reconstruc-
tion robustes. En outre ces systèmes conduisent à de grands volumes de données à traiter, et
requièrent donc des méthodes de reconstruction spécifiques pour être utilisables en recherche
clinique.
Outre ces développements instrumentaux, des méthodes de reconstruction ont été dévelop-
pées pour tenir compte de la résolution spatiale des systèmes d’acquisition TEP. Ces méthodes
consistent à intégrer un modèle de la résolution spatiale spécifique au tomographe dans l’algo-
rithme de reconstruction. Elles ont permis d’obtenir des images à plus haute résolution, condui-
sant donc à des EVP réduits. Cependant, ces méthodes utilisant un modèle plus fin de l’acqui-
sition dans des algorithmes itératifs sont également plus exigeantes en temps de calcul. Jusqu’à
très récemment (2007), seuls certains systèmes commerciaux précliniques (dédiés à l’étude du
petit animal) qui requièrent une haute résolution spatiale proposaient d’utiliser des modèles de
la résolution spatiale lors de la reconstruction. Des systèmes commerciaux pour la clinique per-
mettant de mesurer la résolution et de l’intégrer dans les algorithmes de reconstruction sont
maintenant disponibles, illustrant rétrospectivement les bénéfices de cette approche.
Parallèlement à ces méthodes de diminution de l’EVP, de nombreuses méthodes ont été pro-
posées pour réduire le niveau de bruit dans les images TEP. Ces méthodes visent à récupérer
les corrélations temporelles des données masquées par le bruit (les cinétiques dans les organes
sont continues), et permettent d’obtenir des images de haute qualité, comparables à des acquisi-
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tions à des hautes statistiques. En particulier des techniques de filtrage spatial dans le domaine
des ondelettes ont été appliquées, et des a priori sur la forme de la solution ont été également
introduits dans les reconstructions statistiques (sous forme de reparamétrisation du modèle d’ac-
quisition, de pénalisation des images reconstruites trop irrégulières, ou en introduisant dans un
cadre bayésien des connaissances sur la forme de la solution).
L’objectif de cette thèse réalisée au SHFJ consiste à proposer et évaluer une méthode dans
chacune de ces deux approches, afin d’obtenir une bonne restitution de la distribution spatio-
temporelle du traceur dans les images reconstruites. Ces méthodes seront développées en tenant
compte des spécificités de la caméra à haute résolution spatiale HRRT et appliquées au domaine
de l’imagerie cérébrale, de par l’importance de ces études au SHFJ. Cependant, la méthodologie
utilisée peut être appliquée à d’autres systèmes d’acquisitions et à d’autres applications, sous
certaines conditions qui seront abordées. Les deux méthodes proposées seront comparées à des
méthodes de référence, permettant ainsi d’évaluer leur apport en terme de biais et de bruit. En-
fin, dans le souci d’évaluer ces algorithmes dans des études statistiques ainsi que de les rendre
utilisables pour les études cliniques, des choix devront être effectués pour accélérer le temps de
reconstruction.
Ce manuscrit est organisé de la façon suivante :
– le premier chapitre traitera de notions générales sur les modalités d’imagerie cérébrale en
insistant sur leur apport dans la recherche clinique ; quelques notions d’anatomie et de
physiologie cérébrales seront également introduites. La TEP sera principalement présen-
tée, depuis l’importance des développements passés jusqu’au grand nombre d’information
que permet cette modalité dans la recherche clinique, en particulier au SHFJ. Les phéno-
mènes physiques intervenant lors d’une acquisition en TEP seront traités, et l’accent sera
mis sur l’EVP et le bruit qui empêchent d’en tirer pleinement profit. Les principes de
l’analyse compartimentale utilisée dans les applications cliniques seront également abor-
dés.
– Le second chapitre présentera les différentes techniques de reconstruction utilisées en
TEP : les reconstructions analytiques, les reconstruction itératives déterministes et sta-
tistiques. Le caractère mal posé de la reconstruction sera introduit et des solutions pour y
remédier seront présentées pour chacune de ces méthodes. Les méthodes seront présentées
de façon à mettre en avant leurs spécificités et leur implémentation, en cherchant à établir
un lien entre elles. Lorsque possible, nous présenterons en particulier les implémentations
des méthodes bayésiennes reposant sur une factorisation de la matrice système qui seront
employées dans les chapitres suivants.
– Le troisième chapitre portera sur le travail effectué pour tenir compte de la corrélation spa-
tiale des données TEP sur HRRT. Nous présenterons tout d’abord les caractéristiques ins-
trumentales de cette caméra, puis l’algorithme de reconstruction utilisée en routine qui ser-
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vira de méthode de reconstruction de référence. Les précédentes approches tenant compte
de la résolution du tomographe seront présentées et discutées ; l’algorithme proposé, qui
repose sur une modélisation de la résolution spatiale isotrope et stationnaire dans l’espace
image, et les choix sous-jacents à son implémentation seront décrits. Cet algorithme sera
ensuite évalué sur des simulations Monte-Carlo, sur des fantômes physiques et sur des
protocoles cliniques.
– Le quatrième chapitre est consacré au travail effectué pour tenir compte des corrélations
temporelles des données TEP. Différentes approches précédemment menées seront présen-
tées, en particulier l’approche de débruitage dans le domaine des ondelettes qui servira de
référence. La méthode proposée, consistant en un débruitage des données ou des images
par approche maximum a posteriori avec l’a priori dans le domaine des ondelettes sera
décrit. Elle sera ensuite évaluée sur une simulation Monte Carlo "réaliste" qui a été déve-
loppée dans le cadre de ce travail.
Nous conclurons ensuite ce manuscrit en proposant quelques perspectives à ce travail.
Chapitre I
Contexte et problématique
I.A Introduction
Nous verrons dans ce chapitre qu’une meilleure connaissance des mécanismes physiolo-
giques et pathophysiologiques affectant le cerveau humain constitue actuellement l’un des en-
jeux majeurs de la recherche biomédicale. Nous nous intéresserons ensuite à l’imagerie céré-
brale, en soulignant les caractéristiques respectives des modalités d’imagerie ainsi que leurs
applications cliniques. Nous insisterons sur les apports de la tomographie par émission de posi-
trons dans la connaissance du cerveau humain.
I.B Contexte médical et enjeux pour la société
Les désordres neurologiques ou neuropsychiatriques ont des conséquences graves et inva-
lidantes pour le patient. Accompagnées de la perte de la maîtrise de fonctions motrices et/ou
cognitives (mémoire, langage), parfois de troubles psychiatriques, ces affections mettent égale-
ment à mal les relations familiales et plus généralement sociales des patients.
Ces maladies représentent également pour la société une charge longtemps méconnue. Leur
diagnostic est en effet difficile (des études systématiques illustrent ainsi que seule une démence
sur deux est diagnostiquée, tous stades confondus [INSERM, 2007a]) et le pronostic est égale-
ment difficile à évaluer.
Le vieillissement de la population dans les sociétés occidentales, dû à l’augmentation de
l’espérance de vie et à la baisse du taux de natalité, laisse pourtant présager un accroissement des
maladies neurodégénératives liées à l’âge. Ainsi le poids social des démences (au premier rang
desquelles la maladie d’Alzheimer) va croître dans les 50 prochaines années : selon de récentes
projections, cette maladie affectera alors une personne sur 19 actifs, contre une personne pour
60 actifs actuellement [Berr et al., 2005].
Afin d’évaluer les conséquences sociales de ces maladies, l’Organisation Mondiale de la
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Santé a développé un nouvel indice : Le DALY, pour Disabled-Adjusted Life Years ou années
de vie ajustées sur l’incapacité en français. Il tient compte des années perdues par le patient pour
cause de mort prématurée et des années vécues avec des déficiences, pondérées par la gravité
de ces déficiences [World Health Organization, 2006]. Cet indice a permis souligner l’influence
des désordres neurologiques affectant le système nerveux central dans la dégradation de la santé
publique [World Health Organization, 2006]. De manière plus inattendue, il a également mis en
évidence l’importance de lutter contre les désordres neuropsychiatriques, de caractère souvent
chroniques, contribuant au tiers des DALY des maladies non transmissibles, soit plus que le
cancer ou que les maladies cardiovasculaires [Prince et al., 2007]. Citons en particulier dans
cette catégorie la dépression, la schizophrénie ainsi que les désordres liés à la prise de substances
addictives qui affectent le système dopaminergique auquel nous nous intéresserons au chapitre
III.
Il n’est donc pas surprenant que l’étude du cerveau, au delà de l’intérêt intellectuel, scien-
tifique qu’elle peut représenter, soit devenue socialement cruciale. L’imagerie cérébrale y joue
un rôle de premier plan, ainsi qu’illustré par ces deux recommandations du rapport INSERM
concernant la maladie d’Alzheimer [INSERM, 2007b] :
– développer l’usage de tests neuropsychologiques et l’imagerie pour affirmer le diagnostic ;
– poursuivre les recherches sur les biomarqueurs et en imagerie cérébrale.
I.C Imagerie cérébrale
L’intérêt scientifique pour l’étude du cerveau se perpétue depuis le début du XIXème siècle,
les théories et la pratique scientifique et médicale s’étant enrichies depuis de l’apparition de
nouvelles méthodes d’investigations. L’histoire des découvertes sur le cerveau illustre les che-
mins croisés entre interprétations anatomiques et fonctionnelles. Pinel cherchait déjà au début
du XIXème à classer dans sa nosographie les pathologies et psycho-pathologies en observant
des symptomes fonctionnels chez les patients. Puis Bichat, développant l’anatomo-pathologie,
cherchait à lire les troubles fonctionnels dans les tissus lésés en s’appuyant sur l’autopsie. Il faut
attendre Claude Bernard et le déplacement de la clinique vers le laboratoire pour que progres-
sivement émerge une distinction reconnue entre information anatomique et information fonc-
tionnelle, problème alors complexe à explorer pour des raisons méthodologiques (comment
explorer le vivant sinon par la sémiologie ou par le "procès verbal" de l’autopsie ?) et pour des
raisons spécifiques au cerveau : les structures fonctionnelles semblent rapidement être anato-
miquement localisés. De fait, les progrès continueront de s’appuyer pendant longtemps sur la
mise en correspondance d’observations comportementales avec des observations à l’autopsie
de lésions anatomiques, comme l’illustre la découverte de Broca. De nombreuses zones fonc-
tionnelles sont alors rapidement isolées : Brodmann cartographie ainsi 52 aires corticales en
1906. Dès 1890 pourtant, les physiologistes Roy et Sherrington, suivant la pression artérielle
et sanguine, émettaient l’hypothèse que la variation locale de circulation sanguine dans le cer-
veau était associée à une activité de la zone cérébrale [Roy et Sherrington, 1890], signant ainsi
une des premières mesures cherchant à relier physiologie et activité fonctionnelle, et à localiser
celle-ci. Depuis lors, l’autopsie n’est plus qu’une forme exploratoire parmi d’autres et l’émer-
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gence des techniques d’imagerie médicale in vivo a permis de connaître le fonctionnement du
cerveau sain, d’établir des diagnostics plus précocemment et de suivre l’évolution des patholo-
gies cérébrales en l’absence et en présence de traitements.
Nous allons tout d’abord rapidement décrire l’organisation structurelle du cerveau. Nous
nous intéresserons ensuite aux modalités d’imagerie cérébrale, qui seront classées en deux
grandes catégories : modalités anatomiques ou modalités fonctionnelles. Dans le premier cas,
elles apportent des informations sur la nature et la morphologie des structures cérébrales. Ces
techniques nécessitent donc une haute résolution spatiale (c’est-à-dire qu’elles doivent être ca-
pables de différencier des petites structures adjacentes). Dans le second cas elles apportent
une information physiologique sur ces structures (électrique, biochimique...) et nécessitent une
bonne sensibilité (c’est-à-dire qu’elles doivent permettre de mesurer un signal physiologique
faible).
1 Éléments d’organisation anatomo-fonctionnelle du cerveau
Nous présentons brièvement dans ce chapitre les éléments d’anatomie et de physiologie cé-
rébrales nécessaires pour comprendre le fonctionnement et les applications cliniques des moda-
lités d’imagerie cérébrales (en particulier celles qui seront abordées dans le chapitre III).
1.1 Éléments d’anatomie cérébrale
1.1.a Référencement d’une coupe
La position de référence pour l’être humain ou position anatomique est la position debout,
pieds joints, paumes tournées vers l’avant. L’anatomie est étudiée sur des coupes effectuées
le long de plan horizontaux ou verticaux. Une coupe sagittale du corps humain correspond
à un plan vertical permettant de séparer la droite de la gauche dans la position anatomique,
une coupe frontale ou coronale à un plan vertical permettant de séparer la partie antérieure
de la partie postérieure, et enfin une coupe transversale correspond à un plan horizontal. On
parle également de plan médian pour parler du plan sagittal située sur la ligne médiane du
corps humain. Les différents plans appliqués sur un cerveau humain sont représentés en trois
dimensions (3D) sur la Figure I.1.
FIG. I.1 – Représentation des différents
plans de coupe sur un cerveau, le plan de
coupe sagittal étant ici le plan médian.
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1.1.b Organisation cérébrale
Le cerveau est la partie supérieure du système nerveux central. Il est protégé des trauma-
tismes extérieurs par une boîte osseuse (le crâne), des membranes (les méninges) et par un
coussin aqueux (le liquide cérébro-spinal, ou céphalo-rachidien (LCR)). Sa structure interne
peut être divisé en 5 grandes régions selon son développement embryonnaire (cf Figure I.2) :
en partant de la colonne vertébrale, le myélencéphale (ou medulla oblongata), le métencéphale
(incluant le pont et le cervelet), le mésencéphale (constitué en particulier de la substantia nigra
et de l’aire tegmentale ventrale), le diencéphale (comprenant le thalamus et l’hypothalamus), et
enfin le télencéphale composé de deux hémisphères (comprenant en particulier le cortex et le
striatum).
FIG. I.2 – Décomposition du cerveau en cinq grandes régions sur une représentation sagittale
du cerveau.
Du point de vue cellulaire, le cerveau est principalement composé de cellules neuronales et
de cellules gliales. Ces cellules sont irriguées par des capillaires dont la paroi est imperméable à
de nombreuses substances (formant ainsi une protection appelée barrière hémato-encéphalique).
Les neurones sont composés d’un corps cellulaire, d’où part un axone terminé par des té-
lodendrons, et où arrivent des dendrites (voir Figure I.3). Les noyaux et leurs dentrites sont
concentrés dans des régions du cerveau et constituent la substance grise. Les axones de taille
suffisamment grande qui en émergent, appelées neurofibres, se regroupent en faisceaux et consti-
tuent la substance blanche. Ils sont généralement entourés d’une gaine de myéline, constituée
de cellules gliales (les oligodendrocytes).
La substance blanche et la substance grise s’organisent schématiquement de façon concen-
trique autour d’une cavité centrale (les ventricules, remplis de liquide cérébro-spinal) : une
substance grise interne (en particulier le putamen et le noyau caudé qui forment le striatum, le
thalamus, l’hypothalamus) est entourée de substance blanche, puis enfin d’une substance grise
externe, à la surface du cerveau (le cortex). Ce sont les différences entre ces tissus, délimitant
des structures anatomiques comme illustré sur la Figure I.4, qui vont être détectés par les mé-
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FIG. I.3 – Schéma d’un neurone.
FIG. I.4 – Coupe anatomique trans-
versale au niveau du thalamus et
des noyaux gris centraux.
thodes d’imagerie anatomique. La taille de ces structures est faible : typiquement 5 à 10 cm3
pour le thalamus, le putamen et le caudé d’un hémisphère, l’épaisseur du cortex est de l’ordre de
quelques millimètres. La faible dimension de ces structures, la finesse de leurs interfaces illus-
trent donc la nécessité de modalités avec une haute résolution spatiale. Celle-ci est également
requise pour étudier des changements morphologiques intervenant dans certaines pathologies
(maladie de Huntington par exemple).
1.2 Notions fonctionnelles
Le cerveau accomplit deux grands types de fonctions :
– il rassemble et traite les informations en provenance du système nerveux périphérique, il
organise les réflexes, les comportements de réponse et exécute des mouvements volon-
taires ;
– il est le siège des fonctions cognitives "supérieures" (mémoire, apprentissage, réflexion...).
Ces fonctions reposent sur une organisation d’éléments fonctionnels élementaires : les neu-
rones que nous avons décrits dans le §1.1.b. Nous allons maintenant nous intéresser à leur
fonctionnement général.
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1.2.a Neurones, synapses et neurotransmetteurs
Nous avons vu précédemment qu’un neurone était constitué d’un corps, de dendrites et d’un
axone (voir Figure I.3). Le neurone reçoit des informations au niveau des dendrites, et la pro-
page à partir d’impulsions électriques appelées potentiels d’actions le long de son axone. Cette
information est transmise à un autre neurone au niveau d’une synapse et peut inhiber (éloigner
du seuil de déclenchement d’un nouveau potentiel d’action) ou exciter (rapprocher du seuil)
l’activité de la cellule post-synaptique. Le neurone transporte également les molécules néces-
saires à l’activité synaptique le long de son axone. La gaine de myéline qui entoure parfois
l’axone permet de modifier ses propriétés électriques, accentuant la vitesse de conduction du
potentiel d’action.
On distingue synapses chimiques et synapses électriques, moins abondantes. Ces dernières,
rapides, sont particulièrement utiles dans les réseaux responsables de mouvements stéréotypés.
Dans une synapse chimique (voir Figure I.5), l’information électrique va être convertie en in-
formation chimique portée par des molécules, les neurotransmetteurs. Une synapse chimique
est constituée de la terminaison du neurone présynaptique contenant des vésicules renfermant
des molécules d’un neurotransmetteur, d’une région réceptrice sur le neurone post-synaptique
comprenant des récepteurs du neurotransmetteur, ces deux régions étant séparées par un es-
pace appeléee fente synaptique. Un potentiel d’action dans le neurone présynaptique provoque
la migration des vésicules et leur libération dans la fente synaptique. Ces neurotransmetteurs
peuvent ensuite se fixer aux récepteurs du neurone post-synaptique, modifiant le potentiel de la
membrane post-synaptique (et résultant en une excitation ou une inhibition). Le neurotransmet-
teur peut ensuite être dégradé par des enzymes associées à la membrane post-synaptique, peut
diffuser à l’extérieur de la synapse, ou être recapturé par la cellule pré-synaptique.
FIG. I.5 – Etapes de la transmission sy-
naptique au niveau d’une synapse chi-
mique.
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Les neurotransmetteurs sont des substances polyvalentes qui ont donc un rôle crucial dans la
communication entre neurones. Ils peuvent être classés selon leur structure chimique et selon
leur fonction : inhibiteur ou excitateur (certains neurotransmetteurs peuvent être à la fois inhibi-
teur et excitateur, suivant les récepteurs auxquels ils sont associés), à action directe ou indirecte
(selon que le récepteur agisse directement ou indirectement sur la polarisation de sa membrane).
Ils caractérisent de vastes réseaux de neurones, le cerveau étant ainsi organisé en réseaux com-
plexes. Les regroupements de prolongements neuronaux sont appelés faisceaux comme nous
l’avons vu précédemment.
1.2.b Localisation des activités fonctionnelles
Nous avons vu dans le §1.1 que les centres des neurones et leurs dendrites sont localisés
dans le cerveau. Nous allons maintenant décrire schématiquement l’organisation fonctionnelle
du cerveau.
Le cortex regroupe des facultés relevant du conscient, et peut être découpé en lobes (voir
Figure I.6) et en aires motrices, sensitives, associatives ainsi qu’illustré sur la Figure I.7, repre-
nant une partie des aires de Brodmann. Le cortex de chaque hémisphère est essentiellement le
siège de la perception sensorielle et de la motricité du côté opposé du corps. Les aires corticales
sont reliées entre elles par des neurofibres associatives formant des faisceaux à l’intérieur d’un
hémisphère, par des neurofibres commissurales formant les commissures entre les hémisphères.
Il communique également avec les noyaux et structures sous-corticaux par l’intermédiaire de
faisceaux de projection.
FIG. I.6 – Schéma repérant les différents lobes
cérébraux, ainsi que le tronc cérébral et le cer-
velet.
Les noyaux gris centraux recoivent des informations du cortex et communiquent également
entre eux, avec le thalamus et avec d’autres noyaux du mésencéphale (en particulier la sub-
stance noire). Ils sont responsables du déclenchement, de la régulation et de la cessation de
mouvements dirigés par le cortex, mais interviennent également dans le circuit de la récom-
pense [Schultz, 2000].
Le thalamus comprend de nombreux noyaux, formant un relais sur le parcours des influx
sensitifs dirigés vers leurs aires corticales respectives, et des influx vers l’aire motrice du cortex
12 I. CONTEXTE ET PROBLÉMATIQUE
FIG. I.7 – Aires cérébrales : les aires motrices sont représentées en rouge foncée, les aires
sensitives en bleu foncé, les couleurs plus claires correspondant aux aires associatives.
cérébral, vers les noyaux gris centraux et le cervelet et reçoit des signaux qui en proviennent. Il
intervient également dans la mémorisation. L’hypothalamus est le principal centre d’intégration
du système nerveux autonome (involontaire), et régularise les secrétions hormonales. Il fait
également partie du système limbique, partie du cerveau liée aux émotions et qui intervient
également dans les processus de mémorisation.
Le mésencéphale, le pont et la medulla oblongata sont liés en particulier aux comportements
vitaux automatiques et immuables (respiration, contrôle cardio-vasculaire, contrôle respiratoire,
contrôle du mouvement des yeux, audition...). Le cervelet reçoit des informations du cortex et
de plusieurs récepteurs sensoriels et son action permet le maintien de l’équilibre, de la posture,
et la mise en place de mouvements coordonnés.
Les structures fonctionnelles recoupent donc en grande partie les structures anatomiques.
Si certaines fonctions motrices et sensitives peuvent être reliées à des régions corticales spéci-
fiques, les fonctions cognitives supérieures semblent résulter d’échanges plus complexes entre
des ensembles de structures.
2 Imagerie morphologique in vivo
L’imagerie morphologique in vivo est principalement constituée de deux modalités : la to-
modensitométrie (§ 2.1) et l’imagerie par résonance magnétique (§ 2.2).
2.1 Tomodensitométrie
La tomodensitométrie (TDM) (parfois également appelée "scanner", "scanner X", "tomogra-
phie de transmission par rayons X") est une technique d’imagerie morphologique qui est appa-
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rue dans les années 1970, suite principalement aux travaux d’Hounsfield [Hounsfield, 1973] et
de Cormack [Cormack, 1963] (tous deux recevront le prix Nobel en 1979 pour le développe-
ment de cette modalité).
2.1.a Principe de fonctionnement
Cette technique repose sur des mesures réalisées à différents angles de l’atténuation d’un
faisceau de rayons X tournant autour du patient, et permet la mesure dans une série de plans de
coupe axiaux de l’objet (tomographie) des coefficients d’absorption des tissus.
L’utilisation des rayons X en imagerie médicale coïncide avec leur découverte et la dé-
couverte de leur interaction avec la matière par Roëntgen en 1895. Lorsqu’un faisceau de
rayons X monochromatique d’intensité Iinc traverse un objet de coefficient d’atténuation li-
néique µ(x, y, z) (en 3D) le long d’un trajet L, il est atténué (suite à l’effet Compton, à l’effet
photoélectrique et à la diffusion Rayleigh) et l’intensité résultante I peut s’exprimer par la loi
de Beer-Lambert :
I = Iinc × e
−
∫
L
µ(x, y, z)dL (I.1)
Le coefficient d’atténuation linéique µ dépend en particulier de la nature de l’objet traversé par
les rayons comme illustré dans le Tableau I.1.
TAB. I.1 – Densité et coefficients d’atténuation linéique de différents tissus calculés pour un
photon de 40 keV (estimation à partir de la composition atomique des tissus, source [ICRU,
1989]). Pour le calcul de l’échelle Hounsfield, voir le texte.
Matériau Densité Coeff. d’atténuation Hounsfield
(g.cm3) linéique (cm−1) (HU)
Air 0.0012 0.0003 -1000
Tissu adipeux 0.95 0.2276 -151
Eau 1 0.2683 0
Tissus mous 1 0.2688 2
Tissu cérébral 1.04 0.2810 47
Sang 1.06 0.2878 73
Os compact 1.92 1.2778 1000
En radiographie, un détecteur est placé derrière l’objet pour détecter l’intensité résultante et
ainsi pouvoir mesurer le coefficient d’atténuation linéique le long du parcours du photon :
∫
L
µ(x, y, z)dL = − ln(
I
Iinc
) (I.2)
Si cette intégration linéique du coefficient d’atténuation est effectuée pour tous lignes pa-
rallèles à L dans l’objet, on parle de projection du coefficient d’atténuation. Une projection est
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généralement suffisante pour pouvoir distinguer qualitativement les différences importantes de
densité entre tissus adjacents (par exemple os et tissus mous). Cependant cette technique ne
permet pas d’isoler une zone de l’objet à mesurer, c’est-à-dire de retrouver µ(x, y, z) à partir de
sa projection. C’est ce que va permettre la tomodensitométrie.
Dès les années 1920 une solution pratique partielle est proposée à ce problème, s’inspirant
de la photographie. Cette technique est appelée tomographie focale ou planigraphie. Un mou-
vement dans des directions opposées du détecteur et de la source permet de focaliser la source
sur un plan, les autres plans apparaissant flous (cité dans [Brooks et Di Chiro, 1976]). Dans
les années 1960, Oldendorf a proposé une méthode et développé un prototype pour investi-
guer l’intérieur des objets, utilisant une source de rayons gamma ou X, le déplacement relatif
de l’objet et de la source (rotation rapide autour d’un point lentement translaté), et un filtrage
passe-bas [Oldendorf, 1961]. Bien qu’associant les idées de rotation de la source, de position-
nement relatif des objets et de fréquence, il fallut attendre les travaux de Cormack [Cormack,
1963] pour formaliser mathématiquement une relation entre ces différents termes et permettre
ainsi une résolution du problème posé par la radiographie en 2D. Cette transformation avait été
proposée sous une autre forme par Radon en 1917 [Radon, 1917], et porte en son honneur le
nom de transformée inverse de Radon (cette transformation sera abordée dans le chapitre II qui
traitera des différentes méthodes de reconstruction). Cette transformation avait également été
utilisée dans d’autres domaines, en particulier en radioastronomie par Bracewell où elle prend
sa forme de rétroprojection filtrée [Bracewell et Riddle, 1967] (aussi appelée FBP, pour Filtered
Back Projection).
2.1.b Mise en oeuvre
Depuis le prototype développé par Hounsfield, les méthodes d’acquisition en tomodensito-
métrie ont rapidement évolué. Ainsi la Figure I.8 illustre les progrès réalisés dans les années
1970 pour diminuer le temps d’acquisition en travaillant sur la géométrie du faisceau et des
détecteurs. La géométrie retenue jusqu’aux années 1990 fut celle de la 3ème génération : un fais-
ceau en éventail de rayons X vient illuminer dans un plan de coupe un arc de détecteurs solidaire
avec la source. L’acquisition a lieu pour un nombre élevé d’angles dans le plan (de l’ordre du
millier), permettant une bonne résolution spatiale dans le plan transversal, puis le plan de coupe
est déplacé axialement afin d’obtenir un volume tridimensionnel.
Cette approche tomographique en 2D comporte des inconvénients : en particulier les coupes
obtenues étaient souvent non contigües à cause des mouvements du patient ce qui pouvait poser
des problèmes de détection (par exemple des nodules pulmonaires non détectés à cause du mou-
vement respiratoire). L’avènement de l’acquisition spiralée (où le patient est déplacé en même
temps que le couple source-détecteur tourne) et des détecteurs multi-barrettes (ces détecteurs
sont composés axialement de plusieurs anneaux et sont illuminés par des faisceaux coniques)
a permis de résoudre ce problème, tout en diminuant le temps d’acquisition et en réduisant
l’échantillonnage axial. Un schéma de cette méthode d’acquisition est présenté dans la Figure
I.9. Ces méthodes d’acquisition ont nécessité le développement d’algorithmes de reconstruc-
tion spécifiques (par exemple [Feldkamp et al., 1984] et [Grangeat, 1991], [Noo et al., 1999],
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FIG. I.8 – Solutions proposées dans les années 1970 pour réduire le temps d’acquisition d’un
examen TDM. Les temps d’acquisition d’une coupe sont représentés à côté des différentes géo-
métries (adapté de [Kalender, 2006]).
[Katsevich, 2001] pour l’acquisition conique, notamment avec trajectoire hélicoïdale).
Ces techniques d’acquisition ainsi que l’amélioration des tubes à rayons X ont permis égale-
ment une diminution importante de la résolution spatiale, comme illustré sur la Figure I.10. La
TDM permet ainsi maintenant une résolution spatiale isotrope sub-millimétrique.
2.1.c Application en imagerie cérébrale
Comme illustré dans le Tableau I.1, la substance grise, la substance blanche et le sang ont
des coefficients d’atténuation linéique proches. L’échelle Hounsfield a été développée afin de
représenter l’atténuation linéique mesurée (µ) relative à celle de l’eau (µeau) ce qui permet de
s’affranchir en partie des variations de contraste avec l’énergie du faisceau incident. La valeur
en Hounsfield H(x, y, z) est calculée grâce à la formule : H = 1000 × (µ(x, y, z)− µeauµeau ).
Mais la TDM reste une modalité qui repose sur de faibles contrastes et un choix judicieux de la
dynamique de l’image pour la représentation aide le diagnostic [Srinivasan et al., 2006].
La TDM, répandue (de par son faible coût), rapide et simple à mettre en oeuvre (y compris
lorsque le patient bouge), est cependant la modalité recommandée pour le diagnostic précoce
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FIG. I.9 – Principe de l’acquisition spira-
lée et de l’acquisition multicoupe.
FIG. I.10 – Comparaison de coupes
axiales (a et c) et sagittales (b et d) ob-
tenues en 1971 (a et b) et en 2000 (c et d)
(source [Kalender, 2000])
des traumatismes cérébraux : en particuliers accidents hémorragiques et ischémiques [Metting
et al., 2007]. L’injection au patient de produits contenant de l’iode permet d’opacifier les vais-
seaux sanguins (et potentielles hémorragies), d’améliorer le contraste et ainsi le diagnostic :
cette technique est appelée angiographie par tomodensitométrie.
Dans le cas d’une hémorragie cérébrale, la TDM montre dans les premiers jours une hy-
peratténuation qui va progressivement décroître (ceci est dû à la molécule de globine, dense,
qui va progressivement se détériorer). L’utilisation de l’angiographie par TDM peut illustrer la
progression de l’hémorragie dans le cas d’hémorragies intracérébrales, comme montré dans la
Figure I.11.
FIG. I.11 – Examen par TDM d’une hémorragie cérébrale. A : imagerie TDM sans agent de
contraste. B : Angiographie par TDM immédiatement après injection du produit de contraste.
Une région hyperatténuée est indiquée par la flèche noire. C : TDM réalisée après l’injection
du produit de contraste. La région hyperatténuée s’est élargit, indiquant un écoulement du sang
hors des vaisseaux. (source : [Wada et al., 2007])
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Dans le cas d’ischémies cérébrales, il est crucial de rapidement reperfuser les régions infar-
cies qui restent viables. La TDM permet de visualiser certains signes précurseurs d’ischémie,
mais permet surtout de visualiser clairement les régions infarcies quelques jours après infarc-
tion (zones hypodenses). L’angiographie par TDM permet de visualiser rapidement des défauts
dans la vasculature (thrombus) ainsi qu’illustrée dans la Figure I.12.
FIG. I.12 – Images par TDM d’une ischémie
cérébrale. A : sans agent de contraste. B : An-
giographie immédiatement après injection du
produit de contraste. La flèche indique un dé-
faut dans la vasculature, plus visible dans la
figure C : projection du maximum d’intensité
de l’image angiographique. D : sans agent de
contraste, 4 jours après la première, montrant
la zone infarcie. (adapté de [Ezzeddine et al.,
2002])
La TDM est alors surtout appliquée à des études dans lesquelles le patient est susceptible
de bouger (par exemple l’étude des épilepsies) ou lorsque l’examen IRM est contre-indiqué (le
patient dispose d’un stimulateur cardiaque par exemple).
L’imagerie par résonance magnétique (IRM, § 2.2) lui est souvent préférée dans des examens
neurologiques car elle permet un meilleur contraste dans de nombreuses applications et elle ne
nécessite pas d’irradiation du patient par rayons X.
2.2 Imagerie par résonance magnétique
L’imagerie par résonance magnétique (IRM) est une technique d’imagerie nucléaire mor-
phologique. Elle procède de la Résonance Magnétique Nucléaire (RMN) découverte indépen-
demment par Bloch [Bloch et al., 1946] et Purcell [Purcell et al., 1946] qui recevront pour ces
travaux le prix Nobel en 1952. La RMN, appliquée principalement en physique et en chimie,
permet d’étudier les structures moléculaires, ainsi que la diffusion.
En 1971, Damadian découvre que les cellules cancéreuses implantées dans des rats ont des
propriétés de relaxation magnétique différentes de cellules normales [Damadian, 1971]. En
1973, Lauterbur propose d’utiliser des gradients magnétiques pour encoder la position spa-
tiale du signal [Lauterbur, 1973], reprenant ainsi les observations de Gabillard sur l’effet des
inhomogénéités de champ [Gabillard, 1951], ainsi que la découverte d’Hahn, Carr et Purcell
sur l’effet de la diffusion dans la mesure des temps de relaxation en RMN ([Hahn, 1950], [Carr
et Purcell, 1954]). Par la suite, le groupe de Mansfield développa une technique de sélection
de coupes tomographiques [Garroway et al., 1974], et le groupe d’Ernst, suite à ses travaux sur
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la spectroscopie par transformée de Fourier qui lui vaudra un prix Nobel de chimie en 1991,
proposa en 1975 une méthode d’acquisition dans l’espace de Fourier [Kumar et al., 1975]. Lau-
terbur et Mansfield recevront le prix Nobel de médecine en 2003 pour leurs travaux sur l’IRM.
2.2.a Principes
Le principe de l’IRM consiste à mesurer l’aimantation des atomes d’hydrogène présents dans
les tissus sous l’action de champs magnétiques externes. Nous aborderons dans ce chapitre une
description classique des mouvements des particules sous l’effet des différents champs. Cette
description est suffisante pour expliquer l’aimantation à l’échelle macroscopique, bien qu’une
description quantique puisse aussi être adoptée.
Moment magnétique et champ statique
Les atomes avec un nombre impair de protons ou de neutrons possèdent un moment ma-
gnétique de spin. Parmi ces atomes l’hydrogène est l’élément le plus abondant dans le corps
humain.
Placés dans un champ magnétique ~B0 intense (typiquement de l’ordre du Tesla, plus de
10000 fois le champ magnétique terrestre), statique et homogène, les spins des protons vont
avoir un mouvement de précession autour de ~B0 (selon l’axe ~z par exemple), de façon paral-
lèle (même sens que B0) ou anti-parallèle (sens opposé), comme illustré dans la Figure I.13.
Ces deux positions correspondent à des niveaux d’énergie du proton différents. À l’équilibre
thermique à 1.5T, quelques protons en plus sur 1 million vont s’aligner dans le sens de B0,
niveau le plus stable. Multipliée par la grande quantité d’hydrogène dans le corps humain, cette
faible différence à l’échelle du proton va se traduire macroscopiquement par une aimantation
qui va être mesurée en IRM. Par ailleurs, la vitesse angulaire ~ω de précession est reliée par sa
caractéristique gyromagnétique γ à l’intensité du champ ~B appliqué par la formule :
~ω = γ ~B (I.3)
Cette précession correspond à la résolution de l’équation fondamentale de la dynamique qui
s’écrit de la façon suivante pour un proton :
d~µ
dt
= γ~µ× ~B0 = ~µ× ~ω0 (I.4)
avec ~µ moment magnétique et ~ω0 = γ ~B0 = 2π~ν0 avec ~ν0 appelée fréquence de Larmor.
Afin de s’affranchir de cette rotation, on considère généralement les moments magnétiques
et l’aimantation dans un référentiel tournant à la fréquence de Larmor.
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FIG. I.13 – Précession du spin du proton selon ses deux niveaux d’énergie. Le niveau d’énergie
le plus faible E1 correspond à la précession le long d’un axe parallèle à ~B0.
Impulsion radio-fréquence et équation de Bloch
Lorsqu’une impulsion magnétique ~B1 à la fréquence de Larmor est appliquée dans le plan
transverse, l’équation (I.4) dans un référentiel tournant R à la fréquence de Larmor devient :(
d~µ
dt
)
R
= ~µ× ~ω1 (I.5)
avec ~ω1 = γ ~B1. Dans ce référentiel tournant, la solution va donc être une précession le long de
~w1, c’est-à-dire que l’aimantation va progressivement avoir une composante transverse le long
de ~B1.
Les équations (I.4) et (I.5) restent valables pour l’aimantation, somme de tous les moments
magnétiques d’un élément de volume de l’objet. Appelons M0 la valeur d’équilibre de l’aiman-
tation dans un champ donné et à une température donnée, et pour une densité de protons ρ dans
cet élément de volume.
Lorsque ~B1 est arrêté (cet instant va servir de référence du temps), l’aimantation résultante
~M(t = 0) va retourner à l’équilibre le long de ~z (le champ ~B0 est choisi le long de ~z) en suivant
l’équation de Bloch :
d ~M
dt
= γ ~M × ~B +
1
T1
(M0 −Mz)~z −
1
T2
~M⊥ (I.6)
avec Mz composante de l’aimantation selon l’axe ~z et ~M⊥ composante transversale de l’ai-
mantation. Cette équation contient deux paramètres de relaxation : T1, temps de relaxation
spin-réseau qui correspond à l’interaction des protons avec leur environnement afin que leur
spin se réaligne avec le champ ~B0 ; et T2, temps de relaxation spin-spin qui correspond à un
déphasage des spins entre eux ainsi qu’au retour à la position d’équilibre le long de ~z (d’où
T2 < T1) 1.
1Nous n’introduirons pas la notion de T ′
2
et T ∗
2
, lié aux inhomogénéités du champ B0.
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Les temps de relaxation T1 et T2 ainsi que ρ (dont dépend M0) sont caractéristiques des
tissus, et ce sont ces paramètres qui vont servir de contraste aux images par IRM. Ces différents
paramètres sont présentés dans le Tableau I.2 pour les structures cérébrales.
TAB. I.2 – Densité de protons et paramètres de relaxation à 1.5 T pour différentes structures
du cerveau (source : †[Just et Thelen, 1988], ‡[Lu et al., 2005], #[Oh et al., 2005], ∗[Haacke
et al., 1999]).
Tissu ρ (par rapport à l’eau) T1 (ms) T2 (ms)
Substance grise (frontal) 0.88† 1048‡ 99‡
Substance blanche (frontal) 0.74† 556 ‡ 79‡
Liquide cérébrospinal 1.00† 3836‡ 2200∗
Tumeur (gliomes) 0.96† 710# 160#
Gradients magnétiques
En IRM, la localisation spatiale est obtenue en appliquant des gradients magnétiques constants
le long des trois axes. Un élément de volume situé en {x, y, z} subira donc un champ magné-
tique (Gxx+Gyy +Gzz +B0)~z .
La solution de l’équation (I.6) en présence de gradients magnétiques constants s’écrit :
~M⊥(x, y, z, t) = M⊥(x, y, z, 0)e
− t
T2(x,y,z)e−iω0te−iγ(Gxx+Gyy+Gzz)t (I.7)
Le signal est mesuré grâce à la force électromotrice mesurée aux bornes d’une antenne, reliée
à la variation du flux magnétique par la loi de Faraday. Lorsque les gradients ont été appliqués
pendant ∆t, ce signal peut s’exprimer de la façon suivante :
s(t) ∝ ω0
∫
M⊥(x, y, z, 0)e
− t
T2(x,y) e−iω0te−iγ(Gxx+Gyy+Gzz)∆tdxdydz (I.8)
Ceci correspond dans le référentiel tournant, à la décroissance exponentielle en 1
T2
près, à la
transformée de Fourier 3D de l’aimantation transversale après l’impulsion de radiofréquences
mesurée en kx = γ2πGx∆t, ky =
γ
2π
Gy∆t, kz =
γ
2π
Gz∆t. Les gradients vont donc servir à échan-
tillonner l’aimantation dans l’espace de Fourier. Une transformée de Fourier inverse peut ensuite
être utilisée pour retrouver la mesure de l’aimantation (voir §II.1.5).
On peut également montrer que l’équation (I.6) en présence d’une impulsion radiofréquence
de type sinc et d’un gradient le long de ~z permet de sélectionner une coupe dont on peut faire
varier l’épaisseur en jouant sur la valeur du gradient ou sur la fréquence de l’impulsion (un
gradient est également nécessaire après impulsion pour éviter tout déphasage).
2.2.b Images T1, T2 et de densité de protons
Nous allons ici reprendre les différents éléments présentés dans le paragraphe précédent pour
décrire une séquence 2D simple : séquence par écho de gradients avec un angle de bascule de
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90° (aux gradients de refocalisation et rephaseurs près). Une coupe tomographique est sélec-
tionnée grâce à une impulsion de radiofréquences de type sinc en présence d’un gradient le
long de ~z. Un gradient GP dit de phase est ensuite appliqué pendant ∆t pour échantillonner
l’aimantation le long de ky = γ2πGP∆t. Un gradient de fréquence GF , perpendiculaire à GP ,
est ensuite appliqué pendant la lecture du signal à différents instants kδt correspondant à diffé-
rents kx dans l’espace de Fourier, ainsi parcouru ligne à ligne. Cette opération dont la durée est
appelée temps de répétition (TR) doit être répétée pour différents ky. Le temps correspondant
à l’échantillonnage kx = 0 est appelé temps d’écho (TE) et est caractéristique d’une séquence
d’impulsion. De façon générale, la norme de l’aimantation transversale mesurée de cette façon
après chaque impulsion en TE s’écrit :
‖M⊥(x, y, TE)‖ =M0(1− e
−TR
T1 ) e
−TE
T2 (I.9)
Les deux équations (I.8) et (I.9) vont être utiles pour illustrer le choix d’un type de contraste
en IRM parmi ρ, T1 et T2 comme discuté dans le paragraphe précédent. Si TR ≫ T1 est
choisi, alors dans l’équation (I.9) M⊥ dépend peu de T1. Si TE ≪ T2 est choisi, alors dans
l’équation (I.9) M⊥ dépend peu de T2. Ainsi,
– si TR ≈ T1 et TE ≪ T2, alors le signal dépend principalement de T1 et de M0. On parle
d’images T1.
– TR ≫ T1 et TE ≈ T2, alors le signal dépend principalement de T2 et de M0. On parle
d’images T2.
– enfin, si TR ≫ T1 et TE ≪ T2 alors le signal dépend principalement de M0. On parle
d’images de densité de protons.
Par ailleurs, si l’on se réfère aux paramètres présentés dans le Tableau I.2, l’équation (I.9)
montre qu’en image T1, la substance grise apparaît moins intense que la substance blanche,
alors qu’en image par densité de protons et en image T2, la substance grise apparaît plus intense
que la substance blanche.
La Figure I.14 est un exemple d’image transversale T1, pris à un niveau proche de la coupe
anatomique de la Figure I.4. Cette image illustre la bonne résolution spatiale de l’IRM (de
l’ordre de la centaine de microns), qui permet de différencier substance blanche et substance
grise, et ainsi les différentes structures cérébrales.
2.2.c Applications cliniques
L’IRM est une modalité très flexible : au delà des trois grands types d’images décrits précé-
demment, de nombreuses séquences d’impulsions ont été proposées pour optimiser les contrastes
selon la tâche désirée. Un agent de contraste à base de gadolinium qui a pour effet de réduire
le T1 (c’est un élément paramagnétique) est parfois injecté au patient. Le gadolinium accentue
les zones de lésion de la barrière hémato-encéphalique, qui accompagne de nombreuses pa-
thologies cérébrales (inflammations, tumeurs, infections). L’IRM anatomique est ainsi utilisé
[Mikulis et Roberts, 2007] :
– pour le diagnostic en l’absence de symptômes spécifiques (utilisation des 3 types de
contraste notamment) ;
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– dans l’étude de la sclérose en plaques (notamment densité de protons) ;
– pour la détection de tumeurs (notamment T1 avec gadolinium, voir Figure I.15) ;
– pour l’angiographie (notamment T1 avec gadolinium) ;
– dans la confirmation du diagnostic de maladies neuro-dégénératives accompagnées de lé-
sions anatomiques (par exemple maladie d’Alzheimer).
Enfin, il existe également une technique d’IRM dont nous n’avons pas parlé : l’IRM de diffu-
sion, qui permet de localiser les faisceaux dans la matière blanche en visualisant leur orientation,
leur anisotropie [Basser et al., 1994]. Cette technique peut également être utilisée en clinique
pour le diagnostic précoce d’ischémies et d’œdèmes cérébraux [Metting et al., 2007].
FIG. I.14 – Image T1 transver-
sale au niveau du thalamus et des
noyaux gris centraux (CEA-SHFJ).
FIG. I.15 – Tumeur avec IRM T1 et
agent de contraste gadolinium [Mi-
kulis et Roberts, 2007].
2.3 Conclusion sur l’imagerie morphologique cérébrale
Nous avons vu que les modalités anatomiques permettaient la distinction entre des grandes
classes de structures : la substance blanche, la substance grise, les ventricules, et le compar-
timent sanguin ainsi que les ruptures de la barrière hémato-encéphalique lorsque un agent de
contraste est utilisé. La faible taille des structures anatomiques d’intérêt (§1.1) requiert l’em-
ploi de modalités à haute résolution spatiale, ce que permettent maintenant la TDM (§2.1) et
l’IRM (§2.2) avec une résolution spatiale isotrope sub-millimétrique. La TDM a une résolution
temporelle plus élevée que l’IRM, mais l’IRM permet de meilleurs contrastes entre les tissus cé-
rébraux. À part contre-indications, cette dernière est donc la modalité anatomique de référence.
C’est cette modalité qui sera utilisé pour obtenir des références anatomiques dans ce travail.
Cependant, les méthodes anatomiques ont une portée limitée dans l’étude des pathologies :
elles ne peuvent renseigner que sur des changements d’orientations, de dimensions, de volumes,
sur des lésions anatomiques. Ceci est insuffisant, aussi bien pour le diagnostic précoce, pour
l’évaluation rapide de l’effet de thérapies, que pour la compréhension des pathologies. Ce sont
les modalités fonctionnelles qui vont pouvoir apporter de plus amples réponses à ces probléma-
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tiques, comme nous allons le voir maintenant.
3 Imagerie fonctionnelle
Nous présenterons dans ce chapitre deux modalités fonctionnelles répandues dans le domaine
de la recherche clinique : l’IRM fonctionnelle et la tomographie par émission de positrons.
3.1 IRM fonctionnelle
L’IRM fonctionnelle (IRMf) est une technique d’imagerie fonctionnelle, sans effet secon-
daire pour le patient, apparue au début des années 1990 ([Belliveau et al., 1991], [Ogawa et al.,
1990]), et qui a connu un rapide succès depuis. Cette technique repose sur le signal BOLD pour
Blood Oxygen Level Dependent, ou signal dépendant du niveau d’oxygénation sanguin en fran-
çais. Dès 1890, les physiologistes Roy et Sherrington émettaient l’hypothèse que la variation
locale de circulation sanguine dans le cerveau était associée à une variation fonctionnelle de la
zone cérébrale [Roy et Sherrington, 1890].
3.1.a Signal "BOLD"
Pour effectuer les opérations biochimiques nécessaires à son fonctionnement, le cerveau
a besoin du dioxygène apporté par une molécule du sang : l’hémoglobine. L’hémoglobine est
constituée de quatre sous-unités contenant chacune un atome de fer, et possède donc des proprié-
tés magnétiques : avec une molécule de dioxygène (oxyhémoglobine), elle est diamagnétique
et influence donc peu son environnement magnétique ; sans molécule de dioxygène (désoxy-
hémoglobine), elle est paramagnétique, c’est-à-dire qu’elle va localement modifier le champ
magnétique. Une modification locale de champ magnétique, ou gradient local, conduit à un dé-
phasage des spins comme illustré par l’équation (I.7). Ce déphasage des spins conduit donc à
une baisse locale du T2, ou baisse de l’intensité du signal dans une séquence T2 (se rapporter
à l’équation (I.9)) 2. Les changements du contraste BOLD proviennent donc de changement
concernant la quantité de désoxyhémoglobine dans le sang veineux.
Cette quantité dépend de trois paramètres qui augmentent avec l’activité neuronale [Norris,
2006] :
– le taux de consommation métabolique d’oxygène régional (rCMRO2) : plus le dioxygène
est consommé, plus la quantité de désoxyhémoglobine augmente ;
– le volume sanguin cérébral régional (rCBV en anglais) : la quantité de désoxyhémoglobine
augmente avec la quantité de sang ;
– le débit sanguin cérébral régional (rCBF en anglais) : plus le débit est important, plus la
désoxyhémoglobine est éliminé de la zone de consommation d’oxygène ;
Ces trois paramètres ne sont pas indépendants : une augmentation du rCBV est liée à une aug-
mentation du rCBF. Tous ne conduisent pas non plus au même effet : les deux premiers sug-
gèrent une diminution du signal dans une séquence T2, le dernier une augmentation du signal.
2Les mécanismes sous-tendant le signal BOLD sont plus complexes que présentés ici : voir [Norris, 2006] pour
discussion
24 I. CONTEXTE ET PROBLÉMATIQUE
Pour les sujets humains sains, c’est l’augmentation du débit sanguin qui domine les autres effets,
et le signal BOLD mesuré dans ces séquences sera hyperintense.
L’interprétation physiologique d’une augmentation du contraste BOLD reste cependant dé-
licate : il n’y a pas de relation directe entre activité électrique du neurone et augmentation du
rCBF, bien qu’il y ait des indications fortes d’une relation entre activité synaptique et augmen-
tation du rCBF ([Norris, 2006], [Iannetti et Wise, 2007]).
3.1.b Mise en oeuvre
Une examen en IRMf comporte typiquement une série (de l’ordre de la centaine) d’acquisi-
tions courtes (de l’ordre de quelques secondes), alternant périodes d’activité (cognitive, senso-
rielle, motrice..) et périodes de repos pour le patient. La faible intensité du signal à détecter est
ainsi compensé par le nombre de répétition des cycles activités et repos. Ce protocole permet
d’obtenir après post-traitement (correction de mouvement en particulier) une image fonction-
nelle par comparaison statistique des images obtenues pendant les deux phases, ainsi qu’illustré
dans la Figure I.16.
FIG. I.16 – Protocole de l’IRMf : une succession d’images acquises pendant des phases d’acti-
vité et de repos consécutives va servir pour délimiter des régions d’activation par comparaison
statistique des deux phases.
3.1.c Applications
L’IRMf a pour avantage de disposer d’une bonne résolution spatiale et temporelle, ainsi que
d’être une modalité non-invasive ce qui lui permet d’être utilisée dans les études longitudinales.
L’IRMf est pour l’instant surtout utilisé comme outil de recherche, mais des domaines d’appli-
cations ont déjà été investigués [Matthews et al., 2006], en particulier :
– dans la recherche des zones cérébrales fonctionnelles près de régions susceptibles de subir
une neurochirurgie [Sunaert, 2006] ;
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– dans la caractérisation et la recherche de prédicteurs de pathologies (par exemple pour la
schizophrénie : [Manoach et al., 2000], [Whalley et al., 2006]) ainsi que de la recherche
de traitements optimaux ;
– dans l’évaluation de l’action de thérapies [Wise et al., 2002] (voir Figure I.17) .
FIG. I.17 – Exemple de suivi d’action thérapeu-
tique en IRMf : l’action d’un analgésique donné
en dose croissante (a : 0 ng/ml, b : 0.5 ng/ml, c :
1 ng/ml, d : 2 ng/ml) est ici illustrée par la dimi-
nution du nombre et de l’étendue des aires asso-
ciées à la douleur, visualisées grâce à un stimu-
lus thermique douloureux (extrait de [Matthews
et al., 2006]).
3.2 Tomographie par émission de positrons
La Tomographie par Émission de Positons (TEP) est une technique d’imagerie nucléaire,
fonctionnelle et quantitative. L’historique qui suit s’appuie principalement sur l’article [Jones
et Bailey, 2003], son objectif étant d’illustrer que ce sont les développements conjugués en
instrumentation, en radiochimie, en reconstruction d’images et en analyse compartimentale qui
ont permis le développement des applications cliniques en TEP.
3.2.a Historique
Le principe physique de la TEP procède des découvertes des années 1930 et 1940 dans le
domaine de la physique des particules : découverte expérimentale du positron [Anderson, 1933],
de l’annihilation du positron avec l’électron résultant en l’émission de deux photons à 511
keV ([Thibaud, 1933],[Joliot, 1933]), mesure de l’émission de ces photons à 180° [Beringer et
Montgomery, 1942]. Toutes ces découvertes expérimentales furent précédées par leur annonce
dans la théorie de Dirac [Dirac, 1931].
Par ailleurs, Hevesy avait montré l’intérêt des indicateurs radioactifs pour suivre des proces-
sus physiques, chimiques et biologiques (en particulier en biologie : [de Hevesy, 1923]), travaux
pour lesquels il recevra le prix Nobel de chimie en 1943. Ces travaux avaient été suivis d’ap-
plication dans l’étude du métabolisme animal en utilisant comme indicateurs des radio-isotopes
d’éléments présents en chimie organique, afin de préserver les caractéristiques de la molécule
non-marquée (par exemple l’utilisation du deuterium dans l’étude du stockage des acides gras
chez la souris [Schoenheimer et Rittenberg, 1935]).
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L’importance des émetteurs de positrons pour l’imagerie se manifesta rapidement [Wrenn
et al., 1951]. Le premier système d’acquisition, composé de deux détecteurs à base d’iodure
de sodium (NaI) et utilisant une détection en coïncidence apparut au début des années 1950, et
permit d’acquérir les premières images cérébrales en TEP (Figure I.18). Le premier cyclotron à
usage médical est installé au Hammersmith Hospital (Londres) en 1955. Il fut observé peu après
que la détection en coïncidence permettait une meilleure résolution spatiale et qu’une correction
des coïncidences fortuites était possible [Dyson, 1960] (voir paragaphe 3.2.d ci-dessous).
FIG. I.18 – Premières images cérébrales en TEP, utilisant l’élément 74As. a) Carte des données
en coïncidences. b) Différences entre les données acquises dans le détecteur gauche et dans le
détecteur droit (trait droit : taux de comptage supérieur à gauche, trait incliné vers le bas : taux
de comptage supérieur à droite), permettant la localisation d’une tumeur dans l’hémisphère
gauche (source : [Brownell et Sweet, 1953]).
Ter-Pogossian démontra à la fin des années 50 que le métabolisme des tumeurs chez le rat
pouvait être étudiée avec un émetteur de positron, l’[15O]-O2 [Ter-Pogossian et Powers, 1957],
en utilisant une technique de mesure de rayonnement sur des coupes de tissus ex vivo, l’au-
toradiographie. Les premières études in-vivo respiratoires et de mesure du métabolisme utili-
sant cette molécule suivirent [Dollery et West, 1960]. L’injection dans la carotide d’un bolus
de [15O]-H20 suivie d’[15O] permit peu de temps après de démontrer l’intérêt de la TEP dans
l’étude quantitative de la perfusion et du métabolisme du cerveau chez l’homme [Ter-Pogossian
et al., 1970].
Le développement instrumental s’intensifia dans les années 70 avec l’apparition de multiples
détecteurs combinant guide de lumières et logique Anger, permettant d’utiliser des cristaux de
taille plus petite que les photomultiplicateurs. Le wobbling (mouvement des détecteurs pour
augmenter la fréquence d’échantillonnage) est également introduit, ainsi que l’utilisation d’un
collimateur en plomb pour diminuer les coïncidences fortuites et diffusés tout en améliorant la
résolution (et ainsi obtenir environ une fonction de réponse de 1cm de largeur à mi-hauteur)
([Burnham et Brownell, 1972], [Ter-Pogossian et al., 1975]). Les premiers systèmes commer-
ciaux apparurent peu après.
Les techniques de reconstruction utilisées jusqu’alors consistait en l’épandage des projec-
tions (voir chapitre II) ou en des techniques similaires à la tomographie focale en TDM. Chess-
ler proposa en 1972 d’utiliser les méthodes de Bracewell pour reconstruire les images [Chesler,
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1972], marquant ainsi les débuts de la rétroprojection filtrée en TEP. Dans ce même article, il
propose d’utiliser une source externe de positrons pour obtenir une image de transmission et
ainsi établir une correction d’atténuation (voir §3.2.e). Dans le cas des scanners développées
pendant cette période par l’équipe de Ter-Pogossian, l’importance des coïncidences fortuites et
diffusées fut évaluée et des critères d’efficacité furent posés pour définir la géométrie du scan-
ner [Phelps et al., 1975]. Une image cérébrale issue d’un de ces scanners est représentée dans
la Figure I.19.
FIG. I.19 – Images de perfusion et extraction
du NH3 chez l’homme réalisées en 1976. A :
plans de coupes transversaux, après injection
de [13N]-NH3, qui diffuse dans les tissus et est
métabolisé. B : coupes anatomiques transver-
sales correspondantes. C : images de perfu-
sion réalisées avec le [11C]-CO, qui ne diffuse
pas dans le cerveau (extrait de [Phelps et al.,
1976]).
Derenzo proposa par la suite de nouveaux critères géométriques pour les tomographes, in-
clut une correction de l’efficacité de détection des cristaux avant reconstruction (voir §3.2.e), et
proposa une figure de mérite pour optimiser le compromis taux de comptage et résolution en
jouant sur la longueur des septa (parois du collimateur) ([Derenzo et al., 1975], [Derenzo et al.,
1977], [Derenzo, 1980]). Cela lui permit en particulier de démontrer l’avantage d’utiliser des
détecteurs en germanate de bismuth (BGO) à la place du iodure de sodium.
Ces critères instrumentaux permirent progressivement d’obtenir des mesures quantitatives plus
exactes des phénomènes physiologiques observés, intégrant normalisation, correction d’atté-
nuation, de diffusés et de fortuits [Bergstrom et al., 1982].
Parallèlement à ces développements instrumentaux, l’application de modèles compartimen-
taux développés depuis les années 1940 permirent de dériver des paramètres physiologiques des
données. Ces méthodes reposent sur la connaissance de la cinétique artérielle et sur sa décon-
volution des données. Les premières mesures du métabolisme régional du glucose (rCMRglu)
utilisant un modèle à 3 compartiments pour le [11C]-D-glucose furent ainsi effectuées [Raichle
et al., 1975]. Des travaux réalisés en autoradiographie permirent également de dériver des
images marquées au [14C]-deoxyglucose le rCMRglu [Sokoloff et al., 1977]. Une méthode fut
également développée pour quantifier plus simplement le rCBF et le rCMRO2, reposant sur des
mesures à l’équilibre après inhalation continue d’15O-O2 et de [15O]-CO2 [Jones et al., 1976].
Peu de temps après, un nouveau traceur permettant de mesurer le métabolisme du glucose fit
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son apparition : le [18F]-FDG (pour 2-désoxy-2-fluoro-D-glucose), synthétisé par Ido [Ido et al.,
1978]. Les premières images cérébrales chez l’homme apparaissent peu après (Figure I.20), re-
prenant dans l’analyse le modèle de Sokoloff [Reivich et al., 1979]. Le succès du [18F]-FDG,
encore actuellement principale molécule utilisée en clinique, réside en la longue demi-vie du 18F
et en la faible énergie du positron qu’il émet comparée aux radioéléments précédemment uti-
lisés, conjuguée aux avantages du désoxyglucose qui pénètre la barrière hémato-encéphalique,
est phosphorylé mais pas métabolisé au delà et est donc bien corrélé à la consommation locale
de glucose. Par ailleurs ce traceur est ubiquitaire.
FIG. I.20 – Premières images cérébrales
réalisées au [18F]-FDG chez l’homme. Sur
la gauche, quatre coupes transversales réali-
sées à différent niveaux, représentés à droite
sur une coupe saggitale (extrait de [Reivich
et al., 1979]).
Les recherches d’applications cliniques cérébrales se multiplièrent dans ce contexte favo-
rable : pour les maladies neurodégénératives, les ischémies cérébrales, en oncologie, en neuro-
psychologie et en neuropsychiatrie. Pour l’illustrer, nous prendrons l’exemple de ces recherches
au Service Hospitalier Frédéric Joliot du CEA à Orsay à cette époque. Un cyclotron y fut installé
en 1975, suivi par l’acquisition du deuxième tomographe commercial en Europe en 1978. Les
premières études sur les pharmaco-cinétiques d’un neuroleptique furent effectuées peu après
chez les schizophréniques [Comar et al., 1979]. Des études sur les récepteurs aux benzodia-
zépines furent également réalisées ([Comar et al., 1981], [Samson et al., 1985]), ainsi que sur
ceux de la sérotonine [Baron et al., 1985b] et de la dopamine [Baron et al., 1985a]. La méthode
de Jones fut également utilisée par Baron pour étudier les ischémies cérébrales [Baron et al.,
1981b], ce qui lui permis d’observer que les ischémies étaient associées à une diminution du
CBF et du rCMRO2, mais aussi à une augmentation de l’extraction de l’oxygène [Baron et al.,
1981a]. Citons également la recherche de foyers épileptiques en utilisant le [18F]-FDG [Cepeda
et al., 1982], et la recherche (infructueuse) de différence de CMRglu pour des sujets atteints
de la maladie de Parkinson en utilisant ce même traceur [Rougemont et al., 1984]. La [11C]-
méthionine fut par la suite utilisée pour marquer des tumeurs cérébrales [Derlon et al., 1989].
Ces études se multiplieront dans les années 1990.
Dans le domaine de l’instrumentation, les années 1980 et 1990 virent l’introduction des
premiers tomographes à temps-de-vol : ainsi le premier prototype du CEA-LETI (Grenoble)
constitué de 3 anneaux de détecteurs en fluorure de césium (CsF) et d’un anneau de fluorure de
baryum (BaF2), matériaux dont le temps de décroissance en scintillation est faible ce qui permet
de mieux détecter des différences entre temps d’arrivée des photons provenant d’une annihila-
tion [Soussaline et al., 1984]). Les blocs de détecteurs apparurent en 1984 et permirent une
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réduction importante de la taille des cristaux, conduisant à une amélioration importante de la
résolution (permettant ainsi d’atteindre des résolutions quasi-isotropes de l’ordre de 5 mm) [Ca-
sey et Nutt, 1986]. L’apparition d’un nouveau cristal à base d’orthosilicate de lutetium (LSO),
possédant à la fois un haut rendement de scintillation et un faible temps de décroissance en
scintillation (et donc une bonne sensibilité et une coïncidence rapide), permit de diminuer en-
core la taille des cristaux [Melcher et Schweitzer, 1992]. Cette série d’avancées technologiques
a produit des résultats remarquables sur la résolution des images, permettant de distinguer les
structures corticales et sous-corticales, comme illustrée sur la Figure I.21.
FIG. I.21 – Comparaison d’images
obtenues sur les différents scanners
PET CTI. Les avancées technolo-
giques ont permis d’améliorer consi-
dérablement la résolution dans les
images PET (extrait du site internet de
CTI, http ://www.cti-pet.com/, aujour-
d’hui Siemens Molecular Imaging).
La TEP bénéficia également de l’apparition de nouveaux algorithmes de reconstruction au
début des années 1980. Afin de tenir compte de la nature du bruit dans les données, des méthodes
de reconstruction statistiques ([Lange et Carson, 1984], [Vardi et al., 1985]) furent dérivées des
travaux de Dempster sur la maximisation de l’espérance (EM, [Dempster et al., 1977]), précédé
par les travaux de Lucy en astronomie [Lucy, 1974]. Ces méthodes de reconstruction, beaucoup
plus lentes que les techniques analytiques, seront ensuite accélérées [Byrne, 1996] pour que leur
usage se répande. Par la suite des techniques de reconstruction bayésiennes visant à diminuer
le bruit dans les images furent développées, pénalisant les différences entre voxels voisins par
exemple [Hebert et Leahy, 1989].
Par ailleurs, des algorithmes de reconstruction furent développés pour permettre la recons-
truction d’examens acquis en 3D (septas enlevés). En effet, une acquisition 3D permet d’amé-
liorer la sensibilité des tomographes et ainsi mieux détecter des variations faibles de para-
mètres physiologiques (nécessaire pour les études d’activation par exemple) sans augmenter
la dose injectée au patient. En 1977, Colsher testait l’utilisation d’algorithmes itératifs dans la
reconstruction 3D [Colsher, 1977], puis peu après dérivait mathématiquement un filtre permet-
tant la reconstruction 3D par rétroprojection filtrée pour des données non tronquées [Colsher,
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1980]. De nombreux travaux suivirent pour appliquer la rétroprojection filtrée aux données TEP
tronquées : algorithme de reprojection 3D (3DRP, [Kinahan et Rogers, 1989]) ou algorithmes
utilisant un ré-arrangement (algorithme de ré-arrangement en simple coupe (SSRB) [Daube-
Witherspoon et Muehllehner, 1987], algorithme de ré-arrangement dans l’espace de Fourier
(FORE) [Defrise et al., 1997]). Les techniques de ré-arrangement permettent également de ré-
duire la taille des données, la reconstruction 3D représentant un coût informatique important
dû à la multiplication des projections mesurées (les algorithmes itératifs devront aussi tenir
compte de ce coût, voir par exemple l’algorithme de reconstruction dans l’espace image (ISRA,
[Daube-Witherspoon et Muehllehner, 1986])). Cependant, la reconstruction 3D ne sera appli-
quée que progressivement car elle requiert des corrections robustes des événements diffusés
(par exemple [Watson et al., 1996]), leur contribution aux données devenant importante lorsque
les septas sont retirés.
Par ailleurs, de nouvelles approches furent développées pour simplifier la mesure des para-
mètres physiologiques. Patlak proposa ainsi une analyse graphique pour identifier un modèle de
transfert à travers la barrière hémato-encéphalique et en estimer les paramètres physiologiques
[Patlak et al., 1983]. Dans le cas des études de récepteurs, de nouveaux modèles avec régions
de référence furent développés afin d’éviter la mesure invasive de la fonction d’entrée arté-
rielle par cathéterisation ([Lammertsma et Hume, 1996], [Delforge et al., 1996], voir § 3.2.g ci-
dessous). Des algorithmes permettant d’estimer les paramètres directement à partir des données
(par exemple [Matthews et al., 1997]), et d’utiliser des contraintes sur les cinétiques (analyse
spectrale) pour débruiter les données furent également implémentés [Meikle et al., 1998].
Toutes ces étapes ont contribué à faire de la TEP une modalité fonctionnelle quantitative,
apportant des informations physiologiques et biochimiques importantes pour la compréhension
du cerveau en fonctionnement et des pathologies qui l’affectent.
3.2.b Étapes de la chaîne de traitement en TEP
La TEP repose sur une série d’étapes, illustrées sur la Figure I.22, permettant de suivre le
devenir d’une molécule dans l’organisme du patient. Nous allons maintenant nous intéresser à
ces différentes étapes en suivant leur chronologie.
3.2.c Radioéléments et traceurs en TEP
Un traceur en TEP est constitué d’une molécule marquant un phénomène physiologique (par
exemple le rCBF) ou biochimique (par exemple une constante de dissociation d’un complexe
ligand-récepteur) et d’un radionucléide émetteur de positrons, c’est-à-dire un isotope instable
car en excès de protons. Cet isotope va retourner à un état stable par capture électronique ou
en transformant un proton p en neutron n par la réaction nucléaire suivante : p → n + ν + e+
provoquant ainsi l’émission d’un neutrino ν et d’un anti-électron, ou positron e+. Le Tableau
I.3 illustre les caractéristiques des principaux radio-éléments utilisés en PET.
Leur faible demi-vie implique qu’ils soient produits à proximité de leur endroit d’utilisa-
tion. Une fois produits, ces radio-éléments vont être fixés par des méthodes biochimiques à la
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FIG. I.22 – Etapes d’un examen TEP, depuis la radiochimie jusqu’à l’analyse paramétrique.
TAB. I.3 – Caractéristiques des principaux radioéléments utilisés en TEP [Bailey et al., 2003].
Isotope Demi-vie Parcours moyen du positron
(min) dans l’eau (mm)
11C 20,4 1,1
13N 9,96 1,5
15O 2,03 2,5
18F 109,8 0,6
molécule d’intérêt. Il est à noter que ce sont des radioisotopes d’éléments déjà présents dans
les molécules organiques ou pharmaceutiques, ce qui veut dire que les traceurs peuvent ainsi
mieux conserver les propriétés (structure, devenir dans l’organisme) de la molécule non mar-
quée. En particulier, les radiotraceurs doivent passer la barrière hémato-encéphalique, et ne
pas être complètement dégradés par l’organisme avant d’atteindre leur cible. Le Tableau I.4
contient quelques traceurs utilisés en TEP, ainsi que le processus physiologique marqué.
3.2.d Acquisition TEP
Nous allons dans ce chapitre exposer le principe sur lequel repose la TEP, sur lequel vont
s’articuler des notions simples sur l’instrumentation en TEP.
Annihilation et émission de photons
Les étapes de l’acquisition sont représentées sur la Figure I.23. Le traceur est tout d’abord
injecté au patient. Les positrons émis par les radioéléments vont perdre leur énergie cinétique
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TAB. I.4 – Quelques traceurs utilisés en TEP : traceurs mesurant un paramètre physiologique
régional et traceurs-ligand pour l’étude de récepteurs.
Traceur TEP Application
[15O]-H2O débit sanguin (rCBF)
[15O]-O2 métabolisme du dioxygène (rCMRO2)
[15O]-CO volume sanguin (rCBV)
[18F]-Fluorodeoxyglucose ([18F]-FDG) métabolisme du glucose (rCMRglu)
[18F]-6-Fluoro-L-Dopa ([18F]-FDOPA) Stockage de la dopamine
[11C]-Raclopride Récepteurs post-synaptiques de la dopamine
[11C]-PE2I Transporteur de la dopamine
[11C]-Flumazenil Récepteurs de la benzodiazepine
principalement par collision avec des électrons, suivant donc un chemin sinueux dans la matière
de l’ordre du millimètre en moyenne (voir Tableau I.3). Au repos, chacun d’entre eux va s’anni-
hiler avec un électron produisant l’émission de deux photons de 511 keV émis à 180°, comme
indiqué par la loi de conservation de l’énergie et du moment. C’est cette émission à 180° qui
est à la base de la TEP, comme nous allons maintenant le voir.
FIG. I.23 – Acquisition en TEP.
Les différentes étapes sont sché-
matisées depuis l’émission du po-
sitron jusqu’à la détection dans
la couronne de détecteurs. L’étape
de reconstruction subséquente est
également représentée.
Principe de la détection en coïncidence
Ces photons émis à 180° vont atteindre, après un parcours dans la matière, la couronne
de détecteurs presque simultanément. Celle-ci va permettre de localiser l’impact de ces deux
photons. Leur lieu d’origine peut alors être localisé dans le tube reliant ce couple de détecteurs
(appelé tube de détection), souvent assimilé à la ligne reliant leur centre qui est appelée ligne
de réponse (ou LOR pour Line Of Response), la seule inconnue restant alors la position le
long de cette ligne (voir Figure I.24). La mesure des temps d’arrivée des deux photons dans
la couronne de détecteurs permettrait de mieux estimer cette position (principe du temps de
vol). Ceci nécessite cependant une détection avec une résolution temporelle suffisamment fine
(c’est-à-dire inférieure à la nano-seconde).
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FIG. I.24 – Principe de la détection d’une coïncidence. La détection des deux photons émis
depuis leur site d’annihilation (ici en vert) va définir une LOR (représentée par une ligne) sur
laquelle est localisé le site d’annihilation.
En suivant le raisonnement inverse, si deux photons sont détectés pendant un intervalle de
temps très court appelé fenêtre de coïncidence (typiquement de l’ordre de quelques nanose-
condes, 6 ns pour le scanner haute résolution dédié cerveau que nous avons utilisé), alors on
estime qu’ils proviennent de la même annihilation. Ceci s’écrit également : pour t1 et t2 les
temps de détection dans les deux détecteurs concernés et une fenêtre de coïncidence de taille
2τ , si |t1 − t2| ≤ τ alors on considère qu’il y a coïncidence.
La position du couple de détecteur est alors sauvegardée (voir paragraphe Paramétrisation
des LOR, format évènementiel et sinogrammes suivant) et on parle de coïncidence. La détection
d’un photon dans la couronne est appelé détection simple, ou single. Lors d’un examen, un
grand nombre de coïncidences va avoir lieu (typiquement de l’ordre de la dizaine de million),
et c’est ce qui permettra de retrouver la distribution tridimensionnelle d’activité grâce à l’étape
de reconstruction. Nous allons maintenant nous intéresser à la détection des photons dans la
couronne de détection.
Détecteurs
La couronne placée autour du patient est constituée de détecteurs, composés de cristaux
scintillateurs couplés à des photo-multiplicateurs (PM). Les photons vont déposer de l’énergie
dans le scintillateur par effet Compton ou photo-électrique ce qui va engendrer l’émission de
photons dans le spectre visible (phénomène de luminescence). Lorsque le photon de scintillation
atteint le PM il va y être transformé en photoélectron, celui-ci générant ensuite de multiples
photoélectrons secondaires et conduisant ainsi à une amplification du signal de détection.
Le couple détecteur/PM détermine donc les performances d’un système TEP. Le choix du
scintillateur est particulièrement crucial, puisque c’est le premier élément de la chaîne de détec-
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tion. En particulier, la performance d’un détecteur est surtout caractérisée par :
– sa capacité à stopper les photons à 511 keV qui doit être grande, celle-ci dépendant de sa
densité et de son coefficient d’atténuation linéique ;
– son rendement lumineux, définissant le nombre de photons émis dans le visible par keV
absorbé, qui doit être important pour permettre tout à la fois une faible taille de cristaux et
une bonne résolution en énergie ;
– sa décroissance de scintillation qui doit être rapide de sorte à pouvoir discriminer chaque
événement de façon singulière (en limitant le temps mort) ;
– son coefficient de photofraction, déterminant le pourcentage d’effet photoélectrique par
rapport aux interactions du photon de 511 keV ; il doit être élevé de façon à ce que le
plus grand nombre possible de photons dépose toute leur énergie en une seule interaction
(permettant ainsi une bonne localisation de l’interaction photon-détecteur).
Le Tableau I.5 récapitule les propriétés des différents scintillateurs utilisés en TEP dont nous
avons déjà parlé dans l’historique (§ 3.2.a). En particulier, le LSO possède de très bonnes carac-
téristiques de détection. La coïncidence est ensuite mise en oeuvre par un système électronique
rapide.
TAB. I.5 – Caractéristiques des principaux scintillateurs utilisés en TEP (abbréviation ph./keV
pour photons/keV ) [Bendriem et de Dreuille, 1998]. Le BaF2 et le CsF sont des matériaux qui
furent utilisés sur des systèmes temps-de-vol.
Matériau NaI :Tl BGO LSO BaF2 CsF GSO YSO
Densité (g/cm3) 3.67 7.13 7.4 4.89 4.6 6.7 4.5
Atténuation (511 keV) (cm−1) 0.34 0.95 0.87 0.45 0.43 0.7 0.39
Constante de temps (ns) 230 300 40 0.6 2.5 60 70
Photofraction (%) 18 42 33 19 20 26 5
Rendement lumineux (ph./keV ) 38 6 29 2 2 8 27
L’arrangement géométrique des détecteurs varie (par exemple couronnes circulaires, têtes
disposées en hexagone, deux arcs de cercles en opposition en rotation) et va jouer sur les per-
formances du tomographe. Par ailleurs, une bonne précision sur la localisation des interactions
entre photon incident et scintillateur implique des cristaux de faible taille, ce qui va à l’encontre
de la sensibilité globale du système. Un bon compromis est généralement trouvé en utilisant
la technologie du bloc de détecteurs : une matrice de cristaux est taillée dans des blocs (typi-
quement 8x8), ces cristaux étant isolés entre eux par des matériaux réflechissant tapissant leurs
surfaces. En raison du coût des PM et de la difficulté de les miniaturiser jusqu’à la taille des
cristaux, un bloc de cristaux est généralement couplé à seulement quatre PM (voir Figure I.25).
Chaque cristal éclairant différemment les PM, il est possible de retrouver la position du cristal
d’interaction en pondérant les signaux issus de tous ces PM (logique Anger).
Paramétrisation des LOR, format événementiel et sinogrammes
Après détection d’une coïncidence, la position des cristaux où ont eu lieu les deux interac-
tions est enregistrée, ce qui équivaut à repérer la position de la LOR dans l’espace des pro-
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FIG. I.25 – Bloc détecteur de la
caméra ECAT 953B (Siemens). Le
bloc est constitué d’une matrice
8x8 de cristaux, couplée avec 4
photomultiplicateurs.
jections. La position d’une LOR 3D dans l’espace des projections est décrite par quatre para-
mètres : sa position radiale r, son angle azimuthal φ, son angle copolaire θ, et un paramètre
axial ξ = z1 + z2
2
comme illustrés sur la Figure I.26.
FIG. I.26 – Paramétrisation d’une LOR.
Deux modes de sauvegarde sont généralement proposés. Dans le mode événementiel (aussi
appelé mode-liste), les identifiants des détecteurs concernés lors des coïncidences sont sau-
vegardés séquentiellement dans un fichier. De plus, des étiquettes temporelles sont également
insérées régulièrement, de façon à ce que chaque événement soit repéré spatialement et tempo-
rellement.
L’approche par sinogramme consiste à choisir un échantillonnage spatial et temporel a priori.
En pratique, les paramètres radial et axial, ainsi que l’angle azimuthal sont échantillonnés de
manière régulière, et l’angle copolaire est remplacé par la différence des positions des anneaux :
∆z = z2 − z1 (voir Figure I.26). L’échantillonnage temporel est irrégulier pour compenser la
décroissance radioactive du radioélément et éventuellement pour compenser l’inégale réparti-
tion du traceur au cours d’un examen. Pour chaque intervalle de temps sélectionné, l’espace
des projections est donc décrit par une matrice 4D, appelée sinogramme. Chaque élément de
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cette matrice, constitué d’un sous-ensemble de projections, est appelé bin. Si une coïncidence
est détectée sur une LOR, le bin correspondant dans le sinogramme est alors incrémenté.
Le mode-liste a pour avantage évident de conserver l’échantillonnage spatio-temporel le plus
fin possible. D’un autre côté, le sinogramme permet de limiter la taille du fichier de sauvegarde,
et correspond souvent à une description plus régulière de l’espace des projections que l’en-
semble des LOR décrites par le système d’acquisition, ce qui peut permettre par la suite un gain
de temps dans la reconstruction. Par ailleurs, il faut noter qu’en pratique le mode liste est égale-
ment ré-échantillonné après l’acquisition en sinogramme qui est alors reconstruit (la plupart des
logiciels de reconstruction sont basés sur cette représentation), et qu’en général l’information
temporelle n’est pas utilisée au delà du choix de l’échantillonnage temporel de l’examen. Le
mode liste peut cependant servir à rejouer des reconstructions avec un échantillonnage tempo-
rel différent.
L’étape suivante est alors la quantification et la reconstruction. Nous allons maintenant nous
intéresser à deux aspects de la quantification : aux phénomènes physiques venant perturber la
mesure et à deux paramètres utiles pour estimer les performances d’un système d’acquisition :
le bruit et la résolution. Les algorithmes de reconstruction seront décrits dans le chapitre II.
3.2.e Phénomènes physiques venant perturber la mesure
Depuis l’émission du positron jusqu’à la détection et la sauvegarde des coïncidences, de
nombreux phénomènes vont venir s’ajouter au modèle physique simple que nous venons de
décrire et sur lequel repose la TEP. La capacité de cette modalité fonctionnelle à délivrer une
mesure quantitative va alors dépendre de la capacité à tenir compte de ces limites durant la
reconstruction. Nous nous attacherons ici à décrire ces phénomènes, et nous verrons dans le
chapitre III dans un cas pratique un exemple de solutions.
Parcours du positron avant annihilation
Nous avons vu dans le paragraphe précédent que le positron suivait un chemin tortueux dans
la matière avant de s’annihiler, et qu’une coïncidence donnait une information sur le lieu de l’an-
nihilation du positron avec l’électron (voir Figure I.24). L’incertitude sur la position de l’émis-
sion du positron, et par conséquent de la molécule marquée, est donc une limite intrinsèque à
la localisation en TEP. Le positron étant émis de façon isotrope, dans un milieu homogène la
distribution des annihilations pour un radioélément donnée va être uniquement une fonction de
leur distance radiale au lieu d’émission. Des mesures expérimentales ([Cho et al., 1975], [De-
renzo, 1979]) permettent de déterminer la valeur radiale moyenne du déplacement d’un positron
dans l’eau comme reportés dans le Tableau I.3. De plus, pour une émission mono-énergétique,
la densité de probabilité est modélisable par une gaussienne ([Palmer et Brownell, 1992]). L’ef-
fet du parcours du positron sur les projections peut être décrit comme la convolution avec un
noyau composé de la somme de deux exponentielles ([Derenzo, 1979]) dont la largeur à mi-
hauteur (LMH) et la largeur au dixième de hauteur (LDH) sont caractéristiques d’un élément
donné (voir Figure I.27). La LMH et la LDH d’une fonction correspondent respectivement à la
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distance séparant les deux points où la fonction vaut la moitié et le dixième de son maximum.
FIG. I.27 – Parcours dans l’eau de positrons émis par [18F]. À gauche les lieux d’annihilations
sont projetés dans un plan. À droite l’image est projetée le long de l’axe ~x, pour illustrer l’effet
bi-exponentiel du parcours du positron sur les projections (source : [Levin et Hoffman, 1999]).
Il est à noter que la dégradation pour le 18F est modérée au niveau des projections.
Acolinéarité des trajectoires des photons d’annihilation
L’annihilation entre le positron et l’électron produit l’émission de paires de photons à des
angles différents de 180° lorsque les deux particules ne sont pas au repos. En pratique, la distri-
bution d’angle autour de 180° est généralement modélisée par une simple gaussienne de LMH
0.5° ([Colombino et al., 1965]). Cette différence induit une incertitude sur la position de l’an-
nihilation, comme illustrée sur la Figure I.28. Cette incertitude est d’autant plus grande que le
diamètre de la couronne de détection est grand.
FIG. I.28 – Effet de l’acolinéarité sur le positionnement de l’annihilation. Les deux photons
sont émis à 180°+δθ (traits pointillés) si bien que l’annihilation n’est plus positionnée sur la
LOR (effet accentué ici).
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Atténuation et coïncidences diffusées
Les deux photons émis lors de l’annihilation doivent traverser la matière pour être détectés
dans la couronne de détecteurs. Le long de ce parcours, les deux photons peuvent subir des
interactions avec la matière qui leur font perdre de l’énergie. Le nombre de photons traversant
la matière sans être absorbés peut être décrit par l’équation (I.10) que nous avons vue pour la
TDM. Adaptée à la TEP, celle-ci peut s’écrire :
Ccoincidence = Cannihil × e
−
∫
LOR
µ(x, y)dLOR (I.10)
où Ccoincidence est le taux de comptage des coïncidences, et Cannihil représente le taux d’annihi-
lation. En effet, la détection implique de prendre en compte la probabilité d’atténuation des deux
photons sur leur parcours respectif, ce qui est équivalent à prendre la probabilité d’atténuation
d’un photon sur l’ensemble de la LOR.
Les photons de 511 keV vont principalement perdre de l’énergie dans leur parcours dans la
matière par diffusion Compton. Celle-ci s’accompagne d’une modification de la direction de
propagation des photons. Les deux photons n’auront alors plus un parcours respectif rectiligne
dans la matière, et le site d’annihilation ne sera plus sur la LOR détectée, comme illustré sur la
Figure I.29. On parle alors de coïncidence diffusée.
Coïncidences multiples et fortuites
Nous avons vu dans le paragraphe 3.2.d qu’une coïncidence était définie par la détection
de deux photons dans une fenêtre de coïncidence, définissant ainsi une LOR sur laquelle on
estime qu’une annihilation a eu lieu. Deux phénomènes peuvent cependant venir invalider cette
hypothèse :
– plusieurs photons peuvent être détectées dans cette fenêtre temporelle, et il n’est alors plus
possible de définir une unique LOR. On parle de coïncidence multiples (voir Figure I.29) ;
– deux photons provenant de deux annihilations différentes vont être détectés dans la fenêtre
de coïncidence, les deux autres photons n’étant pas détectés (par exemple atténués) ; il
s’agit d’une coïncidence fortuite (Figure I.29).
Ces deux phénomènes sont directement déterminés par la largeur de la fenêtre en coïnci-
dence 2τ ainsi que par le taux de comptage de singles des deux détecteurs ci et cj. Pour les
coïncidences fortuites, si ces taux de comptages sont non corrélés, alors on peut estimer le taux
de coïncidences fortuites Cij par : Cij = 2τcicj .
Variation d’efficacité des LOR
Les LOR en TEP ont des sensibilités différentes, c’est-à-dire que pour une même activité
dans la LOR le nombre de coïncidences détectées va être variable d’une ligne de réponse à
l’autre. La première cause est instrumentale : les détecteurs peuvent avoir des efficacités dif-
férentes, dûes à des différences de gains de PM, des variations de composition de cristaux ou
dans l’interface entre PM et cristaux. Cet effet peut être modélisé par un terme ǫi d’efficacité in-
trinsèque pour un détecteur i. Par ailleurs, la position du détecteur dans le système de détection
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FIG. I.29 – Exemple de coïncidence diffusée (A), multiple (B) et fortuite (C), conduisant toutes
à une incertitude sur la position du lieu d’annihilation. A : une diffusion Compton (zone rouge)
fait dévier un photon d’un angle ∆θ. B : deux annihilations ont lieu en un temps très inférieur
à la fenêtre de coïncidence. C : deux annihilations ont lieu pendant un intervalle de temps infé-
rieur à la largeur de la fenêtre de coïncidence mais deux photons sont absorbés (zone rouge) ;
les deux photons résultants décrivent une fausse LOR.
impose des variations géométriques d’efficacité. Par exemple, dans une géométrie circulaire, la
largeur des LOR (plus exactement des tubes de détection) va diminuer lorsque la distance radiale
au centre du scanner augmente, comme illustrée dans la Figure I.30. Ce phénomène est appelé
effet d’arc (voir [Buchert et al., 2000] pour des méthodes de correction). D’un point de vue plus
général, lors d’une annihilation, la probabilité qu’un photon émis en un point soit détecté par
un couple de détecteur est donné en 3D par l’angle solide formé depuis le point d’annihilation
par le couple de détecteurs (voir l’exemple 2D dans la Figure I.30). Ainsi, en augmentant la
distance radiale, la distance entre les deux détecteurs va diminuer et l’angle solide augmenter,
compensant partiellement l’effet d’arc.
Les espaces entre les détecteurs vont également jouer un rôle dans la variation de l’effica-
cité de détection : pour un lieu d’annihilation au centre du scanner de nombreuses lignes de
réponses ne seront pas mesurées parce qu’elles ne traversent aucun cristal. Lorsqu’on s’éloigne
progressivement du centre, l’angle que font les LOR avec ces espaces en coïncidence va pro-
gressivement augmenter, et la probabilité de détecter l’annihilation va donc augmenter (voir
Figure I.31).
D’autres effets entraînent des variations brusques d’efficacité de détection d’une LOR à ses
voisines, et vont donc générer des artefacts de haute fréquence dans les images reconstruites.
L’angle d’incidence entre la LOR et la surface du cristal va déterminer la longueur du par-
cours du photon dans le cristal et par conséquent sa probabilité de détection. Dans le cas des
détecteurs blocs, la probabilité de détection va alors dépendre de la position du cristal dans
le bloc, comme illustrée sur la Figure I.32. Ce phénomène est appelé l’interférence des cris-
taux (pour la modélisation de ces phénomènes, voir par exemple [Badawi et Marsden, 1999],
[Badawi et al., 2000], [Bai et al., 2002]).
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FIG. I.30 – Effet d’arc et angle solide. Les surfaces des détecteurs en coïncidence va diminuer
avec une augmentation de la distance radiale, mais la distance de détecteur à détecteur va
également diminuer.
FIG. I.31 – Effet des espaces entre blocs sur l’efficacité de détection dans une géométrie circu-
laire. Les espaces entre détecteurs sont en coïncidence (quelques-uns seulement sont représen-
tés en pointillé rouge) pour un lieu d’annihilation au centre (A) et légèrement obliques lorsque
ce lieu est déplacé radialement (B).
3.2.f Résolution spatiale et bruit d’un système TEP
Comme pour tout système d’imagerie, la performance d’un imageur TEP est caractérisée par
le bruit et la résolution spatiale présents dans les données.
Caractérisation de la résolution spatiale en TEP
La résolution spatiale d’un instrument de mesure est définie par la distance minimale entre
deux objets ponctuels qui est nécessaire pour les discerner avec l’instrument utilisé. En pratique,
dans le cas d’un système d’acquisition linéaire comme on peut le supposer pour la TEP dans
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FIG. I.32 – Effet de l’interférence des cris-
taux. Les LOR limitant l’angle solide pour deux
couples de cristaux sont représentées sur la fi-
gure. Pour deux angles différents (trait pleins et
traits pointillés), la probabilité de détection va
être différente dû au parcours dans le cristal.
Pour deux positions différentes (bleu en bord de
détecteur, rouge au milieu), l’interférence des
cristaux voisins va être différente.
une gamme raisonnable de taux de comptage, la résolution est caractérisée par les réponses
impulsionnelles locales du système ou fonctions de réponse locales : la réponse du système à
une impulsion (δ de Dirac) localisée en un point. Lorsque le système est invariant par translation,
le système est alors entièrement caractérisé par une seule fonction, sa réponse impulsionnelle
h (ou fonction de réponse FR), et l’on peut alors écrire que l’objet observé λ(x, y) est l’objet
initial λ0(x, y) convolué avec h(x, y) :
λ(x, y) = [λ0 ∗ h] (x, y) (I.11)
Dans le cas de la TEP, la mesure de résolution spatiale est effectuée à l’aide d’une source
quasi-ponctuelle placée dans l’air et dans le champ de vue. On peut alors caractériser le système
d’acquisition TEP par la résolution spatiale intrinsèque du détecteur, ou la résolution spatiale de
l’image reconstruite (celle-ci peut comprendre un lissage par exemple). La résolution spatiale
intrinsèque du détecteur est mesurée généralement pour un couple de détecteur en coïncidence
en déplaçant un point source ou une ligne source dans une direction perpendiculaire à la ligne
de réponse. On obtient ainsi un profil de taux de comptage en fonction de la position de la
source appelé fonction de dispersion de la ligne de réponse. Cette fonction est généralement
caractérisée par deux paramètres : la LMH et la LDH pour tenir compte d’éventuelles queues
de distributions pour une fonction de réponse non gaussienne (hypothèse généralement faite sur
la forme de la FR). La résolution de l’image reconstruite correspond à la fonction de réponse
globale d’un système acquisition-reconstruction. Elle est mesurée dans une image reconstruite
du point source, et dépend donc de l’algorithme de reconstruction utilisé.
De nombreux phénomènes décrits précédemment affectent la résolution spatiale :
– le parcours du positron induit une incertitude sur le lieu d’émission comme nous l’avons
vu précédemment (§3.2.e, [Levin et Hoffman, 1999], [Sanchez-Crespo et al., 2004]) avec
une influence bi-exponentielle sur les projections ;
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– l’acolinéarité induit une incertitude sur le lieu d’annihilation, L’incertitude sur l’angle
d’émission se traduisant par une incertitude sur la position de l’annihilation qui dépend du
diamètre du scanner ;
– la taille, le matériau et la géométrie des détecteurs vont jouer sur la localisation de l’in-
teraction photon-détecteur. La taille du détecteur impose déjà une résolution minimale
(critère de Shannon-Nyquist-Kotelnikov). Par ailleurs le matériau (via la fraction de pho-
tofraction par exemple) et la géométrie par blocs (§3.2.e) vont jouer sur la probabilité de
remonter à la première interaction photon-cristal qui définit la vraie LOR.
– les pré-traitements et reconstruction de données vont également jouer sur la résolution (en
particulier les étapes d’interpolation, de filtrage...).
Une formule expérimentale tenant compte de tous ces phénomènes a été proposée pour esti-
mer la résolution spatiale de l’image reconstruite pour un objet proche du centre du champ de
vue [Moses et Derenzo, 1993] :
R = a
√
(d/2)2 + b2 + s2 + (0.0022D)2 (I.12)
avec :
R est la LMH de la résolution spatiale mesurée dans l’image (en mm) ;
a est un facteur d’ajustement, généralement entre 1.1 et 1.3, tenant compte des opérations de
pré-traitements et reconstruction des données ;
d est la taille du cristal (en mm) ;
b est un facteur de bloc, lié à l’incertitude sur la position de la première interaction photon-
détecteur (typiquement 1.5 mm) ;
s est la taille de la source (en mm) ;
D est le diamètre du scanner (en mm).
Pour les scanners corps-entier en TEP, la résolution spatiale mesurée dans l’image est com-
prise entre 4 mm et 10 mm.
En TEP, la résolution spatiale de l’image varie en fonction de la distance radiale, c’est-à-
dire la distance (euclidienne) par rapport au centre du scanner. L’ampleur de cette variation va
également dépendre de la géométrie du scanner. En effet, pour une distance radiale importante
du lieu d’annihilation, les photons vont traverser plusieurs cristaux où ils peuvent être détectés.
La LOR correspondant généralement à la ligne reliant les centres des cristaux, il en résulte une
erreur de localisation ([Huesman et al., 1989], [Sánchez-Crespo et Larsson, 2006]). Cette erreur,
dépendant de l’angle entre la LOR et la surface du détecteur, est appelée erreur de parallaxe,
et peut être atténuée en mesurant la profondeur d’interaction du photon dans le cristal (aussi
appelée DOI pour Depth of Interaction) (voir par exemple [Moses et Derenzo, 1990], [Bartzakos
et Thompson, 1991], [Rogers et al., 1996], [MacDonald et Dahlbom, 1998]). Ce phénomène est
illustré sur la Figure I.33, représentant un scanner hexagonal avec deux couches de cristaux.
Effets de volume partiel
La résolution spatiale non nulle a pour conséquence de biaiser la quantification en TEP.
La Figure I.34 illustre en 2D l’effet d’étalement produit sur un objet circulaire et d’activité
I.C. IMAGERIE CÉRÉBRALE 43
FIG. I.33 – Effet de la mesure de profondeur
d’interaction sur l’erreur de parallaxe. La LOR
correspondant au trajet des photons est repré-
sentée en rouge, les LOR correspondant à une
erreur de localisation maximale sont représen-
tées en pointillés respectivement bleu et ma-
genta pour avec et sans mesure de DOI.
uniforme par une FR gaussienne. Pour un objet de taille très supérieure à la LMH, seules les
mesures aux frontières de l’objet sont fausses et la quantification totale de la région est peu
biaisée. Lorsque les deux quantités sont comparables, l’ensemble des mesures est fortement
biaisée ([Hoffman et al., 1979]).
FIG. I.34 – Effet d’étalement d’un ob-
jet convolué par un noyau gaussien de
LMH variable. On note dans ce cas l’ef-
fet d’étalement de l’activité en dehors de
l’objet (spill-out), d’autant plus impor-
tant que la LMH du noyau est supérieure
aux dimensions de la source.
Lorsqu’on considère dans une image une région d’intérêt (ROI) avec un niveau d’activité
constant, ce phénomène va se traduire par deux effets conjoints :
– l’activité à l’intérieur de la structure va s’"échapper" de la ROI, particulièrement au niveau
des frontières comme illustré dans la figure précédente : c’est l’effet dit de spill-out ;
– l’activité à l’extérieur de la structure va "rentrer" dans la ROI, particulièrement au niveau
des frontières : c’est l’effet dit de spill-in.
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Ces deux effets vont induire une réduction du contraste dans l’image (voir Figure I.34.
Une dégradation supplémentaire est également provoquée par l’échantillonnage de l’image.
En effet, une image TEP est découpée en volumes élémentaires (voxels, pour volume element ou
élément de volume) dans lesquels vont être estimés la concentration moyenne d’activité. En pra-
tique, plusieurs structures fonctionnelles peuvent appartenir à un même voxel, particulièrement
aux frontières des régions anatomiques. Cela conduit à mesurer à la frontière une combinaison
linéaire des paramètres recherchés pour chaque structure comme illustré sur la Figure I.35, et
pouvant conduire à un biais dans la quantification d’une ROI considérée homogène.
FIG. I.35 – Effet de l’échantillonnage sur la quantification. Deux régions homogènes, S1 et S2,
sont représentées non échantillonnées sur la figure de gauche avec la grille d’échantillonnage.
Après échantillonnage (figure de droite), les voxels aux frontières contiennent un mélange de
régions, induisant une dégradation de la quantification et du contraste.
Ces phénomènes dûs à la résolution et à l’échantillonnage constituent l’effet de volume par-
tiel (EVP). Ils affectent particulièrement la quantification des structures de petites tailles, avec
de nombreuses frontières [Soret et al., 2007]. En général pour un système TEP (de résolution
spatiale élevée par rapport aux modalités précédemment vues), l’EVP est principalement do-
miné par les effets liés à la résolution. Il est donc crucial de limiter la dégradation de la résolu-
tion spatiale pour obtenir des mesures non biaisées des petites structures, comme les structures
corticales et sous-corticales qui vont nous intéresser.
Bruit en TEP
Le bruit correspond à la variabilité des mesures lorsqu’une même expérience est répétée,
et est caractérisée par une distribution statistique. Dans le cas de la TEP, on observe dans les
données un bruit important, lié à la nature des phénomènes en jeu qui engendrent des fluctua-
tions statistiques : les données acquises (nombre de coïncidences mesurées entre deux instants
donnés) peuvent être représentées comme des variables aléatoires indépendantes qui suivent
une loi de Poisson. Ce résultat peut être retrouvé théoriquement en faisant un certain nombre
d’hypothèses réalistes :
– le nombre total de radionucléides injectés suit une distribution de Poisson si l’étude est
répétée ;
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– les positions des radiotraceurs dans le corps du patient sont des variables aléatoires indé-
pendantes et identiquement distribuées ;
– les instants auxquels vont être émis les photons sont des variables aléatoires indépendantes
(entre elles et également vis à vis de la position du radioélément) et suivent des décrois-
sances exponentielles ;
– la détection d’un couple de photons est attribuée intégralement à une paire de détecteur
(pas de fraction de coïncidence) ;
– la détection d’une coïncidence dans un couple de détecteur donné à un instant donné ne
dépend que de la position du radiotraceur au moment de l’émission (en particulier pas des
coïncidences précédentes, ni des coïncidences dans les détecteurs voisins ; c’est-à-dire pas
de temps mort, ni d’interférence entre cristaux).
D’un point de vue statistique, les trois premiers points permettent de dire que le nombre d’émis-
sions dans un volume donné (par exemple un voxel) pendant un intervalle de temps donné
est un processus ponctuel de Poisson inhomogène (le taux d’émissions va dépendre du temps,
dû à la décroissance du radioélément). Les deux derniers points permettent alors de dire que
le nombre de coïncidences observées entre deux instants (données mesurées) l’est également.
Nous verrons dans chapitre II comment les algorithmes de reconstruction statistiques utilisent
cette information.
La nature poissonnienne des données TEP signifie que si N est le nombre de coïncidences
détectées, l’incertitude relative sur ce nombre sera de 1√
N
. Par ailleurs, nous verrons dans le
chapitre II que la reconstruction est un problème mal-posé et qu’il est crucial de limiter le
bruit dans les données. Par conséquent, le bruit important pour les faibles taux de comptage est
généralement compensé en TEP par une acquisition pendant un temps suffisamment long et par
un lissage des images reconstruites, ce qui vient cependant dégrader la résolution spatiale et par
conséquent la quantification. On parle de compromis bruit-résolution.
3.2.g Analyse compartimentale
À l’issue de l’étape de quantification et de reconstruction, nous disposons d’une image cor-
respondant à la distribution d’activité dans le corps du patient. Cependant l’estimation des pa-
ramètres physiologiques (tels la concentration de récepteur ou l’affinité d’un récepteur et son
ligand, le CMRglu...) requiert la connaissance de l’évolution temporelle de la distribution d’ac-
tivité dans le corps du patient. Les examens TEP sont donc divisés en plusieurs intervalles
de temps, appelés frames en anglais, et en général chaque séquence est reconstruite indépen-
demment, résultant en une série d’images de la distribution d’activité à différents intervalles
de temps. L’évolution temporelle de l’activité dans une ROI ou dans un voxel est alors appelée
courbe activité temps (CAT). Un exemple de CAT dans différentes régions du cerveau est donné
dans la Figure I.36.
Un modèle mathématique caractérisant la pharmaco-cinétique du traceur est ensuite iden-
tifié pour modéliser les CAT. Il comprend généralement plusieurs compartiments décrivant la
concentration du traceur selon sa localisation et son état (par exemple dans le sang ou dans
le tissu, libre ou lié à un récepteur de façon spécifique ou non-spécifique pour un ligand). Le
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FIG. I.36 – Exemples de CAT dans différentes ROI pour un examen [18F]-FDG avec prélève-
ment artériel (acquisition sur caméra HR+ avec reconstruction FBP et filtre de Hann de 5mm ;
source : CEA-SHFJ).
passage d’un compartiment à l’autre est régi par des équations différentielles du première ordre
faisant intervenir des constantes cinétiques qui représentent in fine des paramètres physiolo-
giques (voir par exemple la Figure I.37). Un voxel d’une image TEP mesure la concentration
d’activité dans l’ensemble des compartiments : libre, lié spécifique et non spécifique, mais aussi
dans le compartiment sanguin en tenant compte de la fraction volumique (FV) de sang corres-
pondant au volume relatif occupé dans le voxel par le compartiment sanguin. C’est pourquoi
l’évolution temporelle des données est nécessaire pour caractériser ces constantes cinétiques.
Cette approche est appelée analyse compartimentale. Cette modélisation compartimentale im-
plique en particulier que les cinétiques tissulaires soient des combinaisons linéaires d’une ciné-
tique, la cinétique plasmatique, convoluée avec des exponentielles décroissantes. Les premières
méthodes d’analyse compartimentale supposaient donc la connaissance de la cinétique plasma-
tique, obtenue à partir de la cinétique artérielle (cathétérisation du patient) par centrifugation
afin d’éliminer le ligand métabolisé et lié à des protéines dans le sang et qui est donc indispo-
nible pour le processus visé dans les tissus.
L’estimation des paramètres cinétiques se fait généralement par la méthode des moindres
carrés, et nécessite des CAT peu bruitées et un échantillonnage temporel fin pour identifier le
modèle approprié et les paramètres correspondant, qui sont des exigences contradictoires en
TEP comme nous venons de le voir. Toutes les constantes cinétiques ne peuvent généralement
être estimées individuellement de façon robuste, ce qui implique de rechercher des combinai-
sons de ces paramètres significatives pour chaque type d’examen. Ceci peut être observé dans
l’annexe A qui présente la modélisation de deux traceurs qui seront étudiés dans le chapitre III.
L’analyse paramétrique correspond à une analyse compartimentale réalisée au niveau des
voxels. Cette méthode permet d’identifier des régions ayant le même comportement fonctionnel,
information précieuse pour l’interprétation des résultats. Cependant, cette méthode exploratoire
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FIG. I.37 – Modèle classique de liaison ligand-récepteur à 4 compartiments. Ce modèle tient
compte du transport entre le compartiment sanguin où a été injecté le radiotraceur et le
compartiment tissulaire à travers la barrière hémato-encéphalique avec les constantes K1
(mlplasma/min/mltissu) et k2 (min-1). Trois compartiments tissulaires correspondant au ligand
libre, au ligand lié à son récepteur ou au ligand lié à une molécule de façon non-spécifique sont
également envisagés, avec leurs constantes cinétiques respectives (min-1). La TEP mesure les
trois compartiments tissulaires et une fraction FV du compartiment sanguin.
est difficile : les CAT à l’échelle des voxels sont généralement trop bruitées pour produire des
estimations robustes.
En pratique, afin de diminuer le bruit, l’échantillonnage temporel va être relativement gros-
sier et dépendre du radiotraceur utilisé, en tenant compte également de sa décroissance ; la durée
d’une frame restera cependant typiquement au delà de la minute pour les examens qui nous inté-
resseront. En outre, les analyses compartimentales seront généralement effectuées à l’échelle de
régions d’intérêt définies a priori, tracées manuellement sur des images anatomiques recalées
avec les images TEP par exemple. Ceci suppose la localisation anatomique des régions fonction-
nelles (dont nous avons parlé dans le §1.2.b), et une homogénéité fonctionnelle des structures
anatomiques. Le passage de l’analyse compartimentale de régions d’intérêt à une analyse para-
métrique plus exploratoire ne pourra se faire que grâce à des méthodes efficaces pour limiter le
bruit dans les images afin de conserver la robustesse des estimations paramétriques par région
d’intérêt. Par ailleurs, les EVP conduisent à des analyses compartimentales et paramétriques
biaisées.
3.2.h Applications cliniques
Comme nous l’avons entre-aperçu dans l’historique, le domaine d’application de la TEP
est très large. Actuellement, plus de 500 radiotraceurs ont été développés : enzymes, substrats
pour transporteurs, ligands, hormones, anticorps, peptides, médicaments et oligonucléotides
([Phelps, 2000]). Ces traceurs vont être appliqués en oncologie, dans l’étude des maladies
neuro-dégénératives, dans l’étude de réponses du cerveau à des stimulations, en neuropsy-
chiatrie, pour évaluer l’action de thérapeutiques. Nous ne verrons donc dans ce chapitre que
quelques exemples d’applications en recherche clinique, mettant à profit la haute sensibilité de
la TEP (pouvant détecter des doses de radiotraceurs de l’ordre de la 0.01 à 10 nanomoles par
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litre).
La principale application clinique de la TEP est l’oncologie en imagerie corps-entier utilisant
le [18F]-FDG . Ce traceur permet notamment une différenciation de certaines tumeurs malignes
et bénignes, d’évaluer précocément la réponse à des chimiothérapies, et est un bon indicateur
de la survie des patients. Il permet également en surveillance après traitement de différencier les
tumeurs viables des nécroses ou fibroses, évitant ainsi parfois des traitements inutiles [Juweid et
Cheson, 2006]. L’utilisation conjointe de la TEP et de la TDM permet une bonne caractérisation
anatomique et fonctionnelle des tumeurs en corps entier, comme illustré sur la Figure I.38. Pour
l’imagerie cérébrale, la capture de [18F]-FDG est un bon indicateur du grade de la tumeur et de
survie dans les gliomes. Cependant, la matière grise ayant un haut métabolisme du glucose,
le contraste tumeur/tissu sain est à peine supérieur à un dans le cerveau et en particulier la
localisation des tumeurs requiert une modalité anatomique. Dans ces conditions, l’IRM avec ou
sans agent de contraste est souvent préférée.
Le [18F]-FDG en TEP est également utilisé pour évaluer les épilepsies partielles et localiser
leur foyer lorsque des modalités non-invasives ont précédemment échouées à les caractériser
[Hoh, 2007]. Des images acquises sous différentes modalités d’un patient épileptique sont pré-
sentées dans la Figure I.39.
La TEP métabolique est également un outil de recherche clinique utilisé pour l’évaluation de
maladies neurodégénératives comme la maladie d’Alzheimer ou la sclérose en plaque. Pour la
maladie d’Alzheimer, l’utilisation du [18F]-FDG a montré une réduction importante du métabo-
lisme du glucose dans le cortex temporal et parietal, dans le gyrus cingulaire et le precuneus, qui
peut être différencié de la diminution de CMRglu lié à l’âge ou d’autres formes de démences.
Cet examen s’est avéré posséder une sensibilité et une spécificité de 85-90% [Jagust, 2004]. Un
exemple est représenté dans la Figure I.40. Un marqueur des plaques amiloïdes (le [11C]-PIB),
qui accompagnent l’évolution de la maladie est également utilisé, et a montré une corrélation
négative avec le [18F]-FDG [Klunk et al., 2004]. La maladie d’Alzheimer s’accompagne éga-
lement d’une diminution du volume cérébral et de structures comme l’hippocampe qui peut
servir de détection précoce de la maladie [Jagust, 1994]. La sclérose en plaques, pathologie
qui affecte la substance blanche (démyélinisation des axones), a été étudiée au [18F]-FDG et
en utilisant également des radiotraceurs se liant aux récepteurs périphériques benzodiazepine
[Venneti et al., 2006]. Ceux-ci sont sur-exprimés au niveau des plaques présents dans la sclé-
rose en plaque, suite à l’activation de microglies (cellules gliales chargées d’éliminer les cellules
endommagées) et de macrophages.
Les études de récepteurs sont également particulièrement précieuses dans l’étude des ma-
ladies neuro-dégénératives (par exemple le système dopaminergique pour les maladies d’Hun-
tington et de Parkinson, voir Figure I.41) mais également en neuropsychiatrie. La TEP permet
d’évaluer les hypothèses d’altération des mécanismes de neurotransmission dans les pathologies
psychiatriques suggérées en particulier par l’action des antidépresseurs et des neuroleptiques
atypiques sur ces systèmes. Ainsi les relations entre schizophrénie et récepteurs D2 de la dopa-
mine [Soares et Innis, 1999], entre dépression et système de la sérotonine [Meltzer et al., 1998]
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FIG. I.38 – Image coronales oncologique
TEP-TDM d’un examen corps entier utili-
sant le [18F]-FDG.
A : image TDM seule, B : fusion TEP-TDM,
C : TEP seule, D : Maximum Intensity Pro-
jection (MIP) du PET
On observe des nodules au niveau des pou-
mons et une métastase osseuse dans la ré-
gion sacro-iliaque. La fusion des deux mo-
dalités permet de bonnes performances en
détection et localisation (acquisition sur
BIOGRAPH, reconstruction TEP FORE-
AWOSEM, source CEA-SHFJ).
FIG. I.39 – Etude IRM (T1, T2) et TEP [18F]-FDG pour un sujet épileptique. La lésion est
visible sur l’IRM pondérée en T1 et l’hypométabolisme est très marqué dans le lobe temporal
gauche (acquisition ECAT-953B avec reconstruction FBP, source : CEA-SHFJ).
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FIG. I.40 – Examen 18F]-FDG d’un patient sain et d’un patient atteint de la maladie d’Alz-
heimer, illustrant l’hypométabolisme au niveau du precuneus (flèche PC). (acquisition HR+,
reconstruction 3DRP, source : CEA-SHFJ).
FIG. I.41 – Quelques radiotraceurs utilisés pour cibler différentes molécules intervenant dans
le système dopaminergique (acquisition HR+, reconstruction 3DRP, source des images : CEA-
SHFJ).
ont été évaluées avec la TEP. L’imagerie métabolique (mesure du rCMRO2 et du rCMRglu)
est également utilisée dans l’étude de la dépression [Dunn et al., 2005]. La TEP est également
utilisée dans l’étude des comportements addictifs, comme illustré sur la Figure I.42 ; une partie
de ce protocole sera repris au chapitre III pour illustrer les développements de notre travail. Les
cartes statistiques de cette figure sont dérivées des cartes paramétriques du potentiel de liaison
(obtenues avec le modèle avec région de référence de Gunn [Gunn et al., 1997]). Elles justi-
fient a posteriori l’emploi des régions d’intérêt dans le striatum où des différences statistiques
importantes sont observées entre le groupe témoins et les autres groupes ; elles montrent éga-
lement d’autres régions de différences entre ces groupes (para-hippocampe et mésencéphale).
Ceci illustre l’intérêt d’une analyse paramétrique couplée à une analyse statistique, permettant
de s’affranchir des hypothèses de correspondances anatomo-fonctionnelles (voir §1.2.b) dans
des études exploratoires.
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FIG. I.42 – Exemple de résultats obtenus pour un protocole sur les addictions utilisant le [11C]-
PE2I. A : distribution des moyennes du potentiel de liaison (BP) dans le striatum pour trois
groupes de patient, montrant une différence significative entre le groupe témoin et le groupe
cannabis, et le groupe témoin et le groupe tabac. B : Cartes statistiques visualisées avec l’IRM
en trois coupes montrant les régions de différence significatives entre témoins et groupes cana-
bis et tabac (acquisition HRRT, reconstruction OP-OSEM (6 itérations de 16 sous-ensembles),
source des images : CEA-SHFJ).
Enfin, la TEP est particulièrement utile pour suivre les effets d’un médicament sur un sys-
tème de neurotransmission quand on dispose d’un radioélément ciblant un des éléments de ce
système. Un exemple est présenté dans la Figure I.43. Dans cette étude, on s’intéresse au taux
d’occupation d’un inhibiteur de la MAO-A (molécule dégradant les neurotransmetteurs dans la
fente synaptique) au cours du temps grâce à l’utilisation en TEP d’un inhibiteur similaire mar-
qué, le [11C]-befloxatone. L’occupation d’un médicament Bmed est définie comme la différence
entre quantité de récepteurs occupés par la molécule marquée avant Bpre et après injection Bpost
du médicament, mesurée par l’analyse paramétrique : Bmed = Bpre−Bpost. Le taux de déplace-
ment Tdepl ou taux d’occupation du médicament est alors défini par BmedBpre . Le taux d’occupation
peut être utilisé en particulier pour définir la posologie du médicament (Figure I.43), mais aussi
un indice de toxicité (voir Figure I.44).
4 Conclusion sur l’imagerie fonctionnelle
Nous avons vu que l’organisation fonctionnelle du cerveau était grandement localisée dans
des aires cérébrales correspondant aux structures anatomiques de petites tailles décrites dans le
§1.1 ; Les mécanismes sous-tendant les fonctions cognitives supérieures appartiennent encore
au domaine de la recherche, et deux modalités ont été présentées. L’IRMf (§3.1) est une mo-
dalité à haute résolution spatiale et temporelle, basée principalement sur l’augmentation locale
du flux sanguin lors d’une activité fonctionnelle. Elle permet de visualiser des aires d’activa-
tion lors de tâches effectuées par le patient. La TEP (§3.2) est une modalité reposant sur le
marquage avec des émetteurs de positron de molécules visant un processus physiologique par-
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FIG. I.43 – Exemple de détermination du rythme de prise d’un médicament en utilisant la TEP.
En haut à gauche : évolution de la concentration plasmatique d’un inhibiteur de la MAO-A
chez un patient prenant régulièrement ce médicament. L’examen TEP-1 est effectuée avant la
première prise. Après une semaine de traitement, la concentration plasmatique est stable et
deux examens sont effectués : juste après la prise (TEP-2) et juste avant la prise le lendemain
(TEP-3). Les coupes transversales sont présentées en dessous. Une étude paramétrique permet
de retrouver les concentrations de récepteurs occupés par le radiotraceur dans chacun des
examens (graphique en haut à droite), et permet de calculer le taux d’occupation du médicament
en fin de journée. (acquisition HR+, reconstruction 3DRP, source des images : CEA-SHFJ).
FIG. I.44 – Exemple d’étude de toxicité en TEP. A : graphique illustrant le déplacement en fonc-
tion de la dose injectée. B : après analyse paramétrique, il est possible de relier dose injectée
et taux d’occupation de récepteurs du médicament, et définir ainsi un indice de toxicité, l’ID50
(pour inhibition dose) correspondant à un taux d’occupation de 50% (source des images : CEA-
SHFJ).
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ticulier (§3.2.d). Elle appartient au domaine de l’imagerie moléculaire, où des mesures quan-
titatives de paramètres caractéristiques d’un processus biochimique sont recherchées. Ceci est
permis par la quantification (§3.2.e), par sa haute sensibilité (permettant de détecter des doses
de 0.01 à 10 nanomoles) et par l’analyse compartimentale (§3.2.g). Elle est particulièrement
précieuse pour mieux comprendre la physiologie et la physio-pathologie du cerveau, ainsi que
l’effet thérapeutique de médicaments (§3.2.h). La TEP repose sur des développements en ra-
diochimie, en instrumentation, en reconstruction d’images, en analyse compartimentale, et a de
nombreuses applications en recherche clinique. Elle est principalement limitée par une faible
résolution spatiale et par une faible résolution temporelle à cause de son niveau élevé de bruit
intrinsèque à faible taux de comptage (§3.2.f), ce qui empêche une analyse compartimentale
non-biaisée et une analyse paramétrique robuste.
Nous n’avons pas parlé ici d’autres modalités permettant d’obtenir des informations com-
plémentaires (par exemple l’électro-encéphalographie ou la magnéto-encéphalographie), ou de
l’utilisation des modalités morphologiques pour accomplir des mesures fonctionnelles (par in-
jection et suivi d’un bolus d’agent de contraste : perfusion-TDM, perfusion-IRM).
I.D Résumé du chapitre
Dans ce chapitre, nous avons vu que l’étude du cerveau constituait un des enjeux cruciaux
du domaine biomédical : les maladies neurodégénératives et neuropsychiatriques qui l’affectent
ont de graves conséquences pour le patient et son entourage et représentent une charge sociale
croissante.
L’organisation morphologique et fonctionnelle du cerveau a été ensuite rapidement décrite,
et quatre grandes modalités ont été présentées. Les avantages et inconvénients comparatifs de
la TEP ont donc pû être exposés : c’est une modalité fonctionnelle quantitative de haute sen-
sibilité, pouvant apporter via l’analyse compartimentale de nombreuses informations physio-
logiques grâce à une grande variété de radiotraceurs. Cependant, elle est sujette à une faible
résolution et un niveau de bruit élevé empêchant une analyse compartimentale non-biaisée et
une analyse paramétrique robuste. Jusqu’à présent, les analyses compartimentales sont donc
effectuées avec un échantillonnage grossier sur des régions d’intérêt définies a priori sur des
images anatomiques (IRM pour le cerveau) recalées sur le TEP.
Enfin nous avons vu que ces quatre modalités mesuraient les paramètres d’intérêt de façon
indirecte (dans l’espace de Fourier ou dans l’espace des projections). Dans le chapitre suivant,
nous parlerons donc des techniques de reconstruction, qui permettent d’estimer les paramètres
d’intérêt à partir des données acquises.
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Chapitre II
Méthodes de reconstruction
tomographique
II.A Introduction : problèmes inverses
Nous avons vu dans le chapitre précédent que les données issues des modalités d’imagerie
que nous avons présentées sont des mesures indirectes des paramètres que l’on désire estimer
(aimantation pour l’IRM, atténuation linéique pour la TDM, concentration d’activité pour la
TEP). Appelons f la fonction de Rn dans R permettant de décrire les propriétés désirées de
l’objet, et g la fonction de Rm dans R permettant de décrire les données. On suppose que ces
fonctions sont carré-intégrables sur leur support respectif Sf et Sg (hypothèse vérifiée en pra-
tique, puisque nous traitons d’objets et données bornés et de support limité) que nous appelerons
respectivement espace image et espace des données.
L’étape de reconstruction consiste à estimer quelles sont les propriétés de l’objet imagé qui
permettent d’expliquer les données observées, c’est-à-dire retrouver f à partir de g. Il s’agit d’un
problème inverse, par opposition au problème direct qui consisterait à prédire g connaissant f .
La première étape pour résoudre un problème inverse consiste à identifier le système. En
termes mathématiques, il s’agit d’identifier un opérateur de transformation H qui permet de
passer de f à g. En termes d’imagerie médicale, cela signifie modéliser l’ensemble des événe-
ments physiques intervenant lors de l’acquisition qui conduisent aux données mesurées.
L’opérateur H doit vérifier certaines conditions pour que l’estimation de f à partir de g
soit acceptable. Ces conditions sont appelées conditions de Hadamard [Hadamard, 1902]. Un
problème inverse est dit problème bien posé s’il vérifie les 3 conditions suivantes :
– la solution existe pour tout g dans Rm
– la solution est alors unique
– la solution est alors stable : une faible variation de g entraîne une faible variation de f (f
dépend continûment de g)
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S’il ne vérifie pas une de ces conditions, on dit qu’il est mal posé.
D’autres hypothèses sur H permettent de simplifier le problème. Si H est linéaire, ce qui est
une hypothèse raisonnable en TEP pour des taux de comptages entraînant peu de temps mort et
de coïncidences fortuites, l’opérateur prend la forme d’une intégration :
g (rd) =
∫
Sf
f (r) h (rd, r) d
nr (II.1)
avec h(rd, r) noyau de l’opérateur, correspondant à la réponse locale du système à un δ de Dirac
localisé en r. Cette équation peut être écrite de façon plus abstraite : g = Hf
Avec l’hypothèse supplémentaire d’invariance par translation et si on définit m = n = q,
l’opérateur de transformation prend la forme de la convolution :
g (rd) =
∫
Sf
f (r)h (rd − r) d
qr (II.2)
Le problème direct a alors une solution bien connue : le système est entièrement identifié par
sa réponse impulsionnelle h. g peut alors être calculé par exemple via la transformée de Fourier
de f et celle de h (appelée fonction de transfert). Le problème inverse est connu également :
il s’agit de la déconvolution. Ce problème est mal posé si la réponse fréquentielle du système
comporte des valeurs nulles (une infinité de solutions peut être construite en changeant la valeur
de la transformée de Fourier de f : F{f} en ces fréquences), ou en présence importante de
bruit (tendance à amplifier les hautes fréquences pour un noyau passe-bas, rendant la solution
non stable). La condition de stabilité est également cruciale pour l’implémentation numérique,
celle-ci induisant des approximations dans les calculs menant à la solution.
Nous allons maintenant nous intéresser aux cas où l’opérateur H consiste en la projection
de f . On parle alors de tomographie pour le problème direct, et le problème inverse associé est
appelée reconstruction tomographique.
Dans ce cas, nous verrons que deux grands types d’approche peuvent être adoptés :
– les approches analytiques, où H est choisi de sorte que l’inversion de l’opérateur H soit
possible, sans discrétisation a priori des mesures (§II.B)
– les approches algébriques, où l’on suppose une discrétisation de f et de g (donnant res-
pectivement {fi}i=1...p et {gi}i=1...q) ; des modèles deH plus complexes peuvent alors être
utilisés, ainsi que des informations a priori sur la solution (comme la positivité de la so-
lution dans le cas de la TEP). Il s’agira alors d’estimer une image {fˆi}i=1...p telle que la
distance (que l’on va choisir) entre Hfˆi et gi soit minimale.(§II.C).
II.B Méthodes de reconstruction analytiques
Nous avons vu dans le Chapitre I qu’une acquisition en TDM pouvait être considérée comme
des mesures de la projection des coefficients d’atténuation. Il est également raisonnable d’esti-
mer qu’en TEP l’acquisition de données le long des LOR peut également être considérée comme
II.B. MÉTHODES DE RECONSTRUCTION ANALYTIQUES 57
la mesure des projections de l’activité. Nous allons voir que dans ce cas l’opérateur H devient
alors la transformée de Radon R en 2D et la transformée en rayons X en 3D, qui peuvent être
mathématiquement inversées.
Notons dès maintenant que l’identification du système à ces transformées ne peut être effec-
tuée qu’en s’affranchissant de la nature du bruit présent dans les données, et des phénomènes
considérés dans le §I.3.2.e. Par ailleurs, elle n’est valable que si l’échantillonnage des projec-
tions est suffisamment fin, et que l’ensemble des projections satisfait à certaines conditions (pas
d’espaces importants entre les blocs ou les têtes de détection) comme nous allons le voir.
1 Reconstruction analytique en 2D
1.1 Transformée de Radon 2D
FIG. II.1 – Système d’axe pour les projections 2D. Le repère orthonormal d’origine est repéré
par (O,x,y), les composantes selon x et y étant x et y. La LOR est reperée par le système
d’axes (O,xr,yr), et par les variable φ et s . La projection pφ de l’ellipse f en rouge clair avec
une zone d’hyperfixation en rouge foncé est également représentée.
Nous allons prendre ici un système d’axe couramment utilisé, représenté dans la Figure
II.1. Une LOR est représentée en 2D par l’angle azimuthal φ ∈ [0, 2π[ et la distance radiale
s ∈ [−R,R] (on suppose ici que Sf est inclus dans le champ de vue de rayon R) le long de xr
tel que s = x cos φ+ y sin φ. La projection le long de la LOR va alors s’écrire :
pφ(s) =
∫ +∞
−∞
f(s cosφ− l sinφ, s sinφ+ l cosφ)dl
=
∫ +∞
−∞
∫ +∞
−∞
f(x, y)δ(s− x cosφ− y sin φ)dxdy
(II.3)
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où δ correspond à la fonction généralisée δ de Dirac, définie par les relations suivantes :

∫ +∞
−∞ δ(x)dx = 1∫ +∞
−∞ f(x)δ(x− s)dx = f(s)
(II.4)
Afin de correspondre à la présentation de l’introduction, cette équation est également réécrite :
g = R2f (II.5)
où les valeurs de g correspondent à {pφ(s)}s∈[−∞,+∞[, φ∈[0,π[ et R2 est la transformée de Radon
2D. Nous allons maintenant nous intéresser à la résolution du problème inverse tomographique
2D, c’est-à-dire à la recherche de l’inversion de R2.
1.2 Simple rétroprojection
FIG. II.2 – Principe de la reconstruction par épandage. À gauche, une zone d’hyperactivité est
représentée en noir, et les LOR passant par cette zone la mesurent. À droite, la propagation et
la sommation des valeurs mesurées le long des LOR permettent de retrouver une localisation
de l’hyperactivité.
Historiquement dans le domaine de l’imagerie, la première solution a consisté en l’épan-
dage des projections, ou rétroprojection. Son principe est représenté sur la Figure II.2. Celui-ci
repose sur une idée simple : si une zone d’hyperactivité est localisée en un point de l’espace
image, alors toute LOR passant par ce point va la mesurer. Prises individuellement, il est im-
possible d’attribuer la mesure des LOR à ce point. Cependant, c’est le seul point qu’elles ont en
commun (en supposant que les LOR ne sont pas superposées). Ainsi si l’on propage la valeur
mesurée sur la LOR à l’ensemble des points sur la LOR et que les contributions de toutes les
LOR ainsi propagées sont sommées, il est possible de rétablir une information sur la localisation
des zones d’hyperactivité. Cette solution peut s’écrire :
fˆretro(x, y) =
∫ π
φ=0
pφ(s)dφ =
∫ π
φ=0
pφ(x cosφ+ y sinφ)dφ (II.6)
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FIG. II.3 – Exemple de reconstruction par rétroprojection : un objet simulé (a) est rétroprojeté
en utilisant 2, 4, 8, 16 et 32 angles de rétroprojection (b-f)
Cette approche va nécessiter un nombre important de projections de sorte qu’elles couvrent
de façon homogène le champ de vue, comme illustrée sur la Figure II.3. Ces projections doivent
être régulièrement échantillonnées selon une géométrie circulaire pour éviter des artefacts géo-
métriques (en particulier elle n’est pas applicable directement en cas d’espaces importants entre
têtes ou blocs, ou de géométrie polygonale). Enfin cette approche n’est pas quantitative : l’image
d’un simple point source si l’on suppose une géométrie circulaire va être de symétrie circulaire
avec une activité non-nulle dans le champ de vue en dehors du point (ce qui donne l’aspect lisse
des images de la Figure II.3).
1.3 Transformée inverse de Radon 2D
Il est possible mathématiquement d’inverser l’opérateur R2 pour des objets répondant à cer-
tains critères de régularité. La transformée inverse de Radon s’écrit alors :
{
R−12 p
}
(x′, y′) =
1
2π2
PV
∫ π
φ=0
∫ +∞
s=−∞
∂pφ(s)
∂s
1
s′ − s
dsdφ (II.7)
avec s′ = x′ cosφ+ y′ sin φ et PV indique la partie principale de Cauchy. Notons tout d’abord
que l’opérateur inverse obtenu est linéaire (par linéarité de l’intégration et de la dérivation).
Il est également continu, cette méthode de résolution de problèmes inverses ne suppose au-
cune discrétisation a priori. Nous pouvons également noter une différence importante avec la
méthode de simple rétroprojection. Cette transformation inverse fait apparaître la dérivée des
données, et va donc amplifier le bruit présent dans les données. Une solution doit donc être
trouvée pour permettre une quantification robuste dans les images reconstruites. Nous allons
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maintenant nous intéresser à la dérivation de la transformée inverse de Radon, permettant en
particulier de concevoir des solutions à ce problème.
1.4 Théorème de la coupe centrale
En reprenant (II.3) et en appliquant la transformée de Fourier 1D F1 à pφ (selon s), on
obtient :
{F1pφ} (ν) =
+∞∫∫∫
−∞
f(x, y)δ(s− x cos φ− y sinφ)e−2iπsνdxdyds (II.8a)
En utilisant les propriétés de la fonction δ de Dirac (équation (II.4))
{F1pφ} (ν) =
+∞∫∫
−∞
f(x, y)e−2iπ(x cos φ+y sinφ)νdxdy
=
+∞∫∫
−∞
f(x, y)e−2iπx(ν cos φ)e−2iπy(ν sinφ)dxdy
= {F2f} (ν cos φ, ν sin φ)
(II.8b)
Ainsi la transformée de Fourier 1D des projections à un angle φ donné correspond aux va-
leurs de la transformée de Fourier 2D de f le long de la droite passant par l’origine et d’angle
φ avec l’axe des abscisses, ainsi qu’illustré sur la Figure II.4. Nous allons ici introduire tempo-
FIG. II.4 – Principe du théorème de la coupe centrale.
rairement la notion d’échantillonnage des projections. Le théorème de la coupe centrale permet
d’effectuer en effet deux observations sur l’échantillonnage des projections :
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– le nombre d’angles échantillonnés doit être tout à la fois important et régulier afin de
couvrir angulairement l’espace de Fourier de façon homogène
– l’échantillonnage radial est irrégulier dans l’espace de Fourier : les basses fréquences sont
plus échantillonnées que les hautes fréquences.
Nous allons maintenant nous intéresser à une technique de reconstruction des données échan-
tillonnées basée sur ce théorème.
1.5 Reconstruction par transformée inverse de Fourier
Une idée simple consiste à ré-échantillonner les données de projection dans l’espace de Fou-
rier par interpolation et utiliser la transformée de Fourier inverse 2D pour retrouver les valeurs
de f (voir par exemple [Stark et al., 1981]). Le problème du choix de l’interpolation se pose
alors afin de limiter les artefacts dûs au ré-échantillonnage, qui vont en particulier dépendre du
support spatial de l’objet et de son échantillonnage spatial. L’approche plus générale de maillage
(gridding en anglais) consiste à inclure dans l’étape de ré-échantillonnage une convolution avec
un noyau choisi pour tenir compte de la troncature possible de l’objet dans le champ de vue (mé-
thode proposée en TDM par [O’Sullivan, 1985], voir également [Schomberg et Timmer, 1995]),
avant interpolation dans une grille cartésienne. Cette convolution permet ainsi de réduire les er-
reurs d’interpolation. Le choix du noyau de convolution est évidemment crucial, et plusieurs
fonctions ont été évaluées (voir [Jackson et al., 1991] par exemple). L’effet du noyau est en-
suite corrigé dans l’espace image, après transformée inverse de Fourier (voir la Figure II.5).
Dans cette approche il faut également précorriger de la densité d’échantillonnage du maillage,
opération qui a son pendant en rétroprojection filtrée. Nous allons maintenant nous y intéresser.
1.6 Rétroprojection filtrée
Revenons maintenant au cas continu. Le théorème de la coupe centrale peut également être
utilisé pour dériver une technique de reconstruction utilisant les projections. Ecrivons la trans-
formée inverse de Fourier :
f(x, y) =
+∞∫∫
−∞
{Ff} (νx, νy)e
2iπxνxe2iπyνydνxdνy (II.9a)
En transformant cette équation en polaire νx → ν cos φ et νy → ν sinφ, on obtient :
f(x, y) =
∫ 2π
0
∫ +∞
0
{F2f} (ν cosφ, ν sin φ)e
2iπ(xνcosφ+yν sinφ)νdνdφ
=
∫ 2π
0
∫ +∞
0
{F1pφ} (νr)e
2iπνsνdνdφ
=
∫ π
0
∫ +∞
−∞
|ν| {F1pφ} (ν)e
2iπνsdνdφ
(II.9b)
où s = x cosφ + y sinφ, et en introduisant la transformée de Fourier des projections grâce au
théorème de la coupe centrale ainsi qu’en se servant de l’équivalence entre parcourir l’espace de
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FIG. II.5 – Reconstruction utilisant l’approche par maillage. Les projections sont d’abord
échantillonnées par une fonction S(u, v), puis convoluées avec une fonction C(u, v) après pré-
correction de la densité d’échantillonnage C(u, v) ∗ S(u, v). Le résultat est échantillonné sur
une grille cartésienne (par le peigne de Dirac III(u, v)). La transformée inverse de Fourier
en 2D puis la correction par les poids c(x, y) =
{
F−12 C
}
(x, y) permet de retrouver l’objet
f(x, y) sur une grille cartésienne (adapté de [Jackson et al., 1991]).
Fourier selon (φ, νr) ∈ [0, 2π]× [0,+∞] et (φ, νr) ∈ [0, π]× [−∞,+∞]. On reconnaît en parti-
culier dans cette équation la transformée de Fourier inverse 1D et la formule de rétroprojection
de l’équation (II.6).
Ce résultat peut être interprété ainsi : les projections doivent d’abord être filtrées dans l’es-
pace de Fourier par le filtre H(ν) = |ν|, appelé filtre rampe. Une transformée de Fourier inverse
est ensuite appliquée et le résultat est rétroprojeté. Cette succession d’étape est appelée rétro-
projection filtrée, ou FBP pour Filtered Back-Projection en anglais. Notons pour une projection
que le filtrage avec le filtre H(ν) = |ν| fait perdre la composante continue de la projection : des
valeurs négatives et positives vont ainsi être rétroprojetées.
Les propriétés de la transformée de Fourier impliquent que la multiplication dans le domaine
de Fourier correspond à une convolution dans l’espace image. Soit en reprenant l’intégration en
polaire :
f(x, y) =
∫ π
0
∫ +∞
−∞
h(s− s′)pφ(s′)ds′dφ (II.9c)
La transformée inverse de Fourier du filtre |ν| peut être vue comme la combinaison de l’opéra-
tion de dérivation (équivalente à multiplier par 2iπν dans l’espace de Fourier) et de la transfor-
mée de Hilbert (équivalente à multiplier par−iπsigne(ν) dans l’espace de Fourier). On obtient
alors :
f(x, y) = −
1
2π2
∫ π
0
∫ +∞
−∞
∂pφ(s)
∂s
1
s− s′
ds′dφ (II.9d)
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En faisant le changement de variable s → s − s′ et en changeant l’ordre d’intégration, on
retrouve l’équation (II.7) définissant R−12 .
En suivant le même raisonnement, ne pas appliquer le filtre rampe (rétroprojection simple)
est équivalent à considérer une multiplication dans l’espace de Fourier avec un filtre de fonction
de transfert 1|ν| . La transformée inverse de cette fonction circulaire symmétrique est donné dans
l’espace image par la transformée de Hankel : 1|s| , de sorte que :
fˆretro(x, y) =
∫ +∞
−∞
∫ +∞
−∞
f(x− x′, y − y′)√
x′2 + y′2
dx′dy′ (II.9e)
C’est à dire que l’image va être convoluée avec un filtre radial, produisant les artefacts dits "en
étoile" que nous avons vu dans la Figure II.3. Cela signifie également que l’ordre des étapes de
filtrage et rétroprojection peut être modifié. Lorsque la rétroprojection a lieu avant le filtrage, on
parle de filtrage des rétroprojections, ou BPF pour Back-Projection Filtered. L’approche FBP
est souvent préférée à l’approche BPF : en effet, l’équation (II.9e) indique une décroissance en
1
|s| dans l’image. Pour des objets de taille importante, la troncature dû au champ de vue risque
d’engendrer des artefacts après déconvolution.
1.7 Discrétisation et apodisation
Jusqu’à présent, nous n’avons pas fait d’hypothèse sur la discrétisation des projections et sur
le bruit présent dans les données pour dériver la rétroprojection filtrée. En pratique l’échantillon-
nage radial va être limité, et le théorème de Shannon-Nyquist-Kotelnikov (SNK) va déterminer
la fréquence maximale qui peut être recouvrée à partir des données : νmax = 12∆s où ∆s cor-
respond à la distance d’échantillonnage radial (distance entre deux LOR parallèles adjacentes).
Ceci illustre avec le théorème de la coupe centrale que la rétroprojection filtrée nécessite un
échantillonnage angulaire et radial régulier et suffisamment fin pour couvrir l’espace de Fourier
de façon homogène.
Ensuite, la présence de bruit va venir perturber la reconstruction. Typiquement le spectre de
puissance du bruit décroît plus lentement que celui des données non-bruitées, c’est-à-dire qu’au
delà d’une certaine fréquence le spectre des données est dominé par celui du bruit. L’application
du filtre rampe va donc résulter en l’amplification des hautes fréquences, et par là-même surtout
du bruit. La réduction de ce dernier est effectuée en utilisant en plus du filtre rampe un filtre
passe-bas W (ν) aussi appelé fenêtre d’apodisation. Le Tableau II.1 illustre quelques filtres
utilisés à cette fin.
La fréquence de coupure νc de ces filtres peut être librement choisie ; plus elle est faible et
plus les hautes fréquences, en particulier le bruit, seront atténués. Mais ces filtres ont également
pour conséquence d’atténuer les hautes fréquences de l’image, c’est-à-dire d’empêcher de ré-
cupérer les détails de l’image (l’image devenant ainsi floue). Ce paramètre νc va ainsi définir le
compromis bruit/résolution dans les images.
Après échantillonnage, la transformée de Fourier (et respectivement son inverse) va être
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Type Expression de W (ν)
Hann 1
2
[1 + cos πν
νc
] si |ν| < νc
0 sinon
Hamming α + (1− α) cos πν
νc
si |ν| < νc
(0.5 ≤ α ≤ 1) 0 sinon
Butterworth ([1 + ( ν
νc
)2n])−1
(ordre n)
Shepp-Logan sinc( ν
2νc
)
1− 6
(
ν
νc
)2
(1− |ν|
νc
) si | ν
νc
| ≤ 1
2
Parzen 2(1− | ν
νc
|)3 si 1
2
< | ν
νc
| ≤ νc
0 sinon
TAB. II.1 – Filtres d’apodisa-
tion utilisés pour la rétropro-
jection filtrée.
remplacée par la transformée de Fourier discrète (et respectivement son inverse). Le filtre rampe
va être remplacé par un filtre tenant compte de la densité d’échantillonnage ainsi que nous
l’avons vu précédemment dans le §1.5.
La reconstruction par rétroprojection filtrée va donc suivre ces différentes étapes après ac-
quisition des projections :
– transformée de Fourier discrète des projections ;
– multiplication avec le filtre rampe et le filtre passe-bas W (ν) ;
– transformée de Fourier inverse discrète ;
– rétroprojection du résultat.
Un exemple de reconstruction FBP est présenté dans la FigureII.6. Notons que dans ces images
des valeurs négatives sont possibles, dûes comme nous l’avons vu précédemment au filtre rampe
supprimant la composante continue des projections en présence d’un nombre limité de projec-
tions.
2 Reconstruction analytique 3D
Nous venons de décrire une technique de reconstruction 2D, qui peut être généralisée en
3D avec des acquisitions coupe à coupe. Cependant le mode d’acquisition 3D des coupes per-
mettent d’améliorer la sensibilité des tomographes ; il est donc souhaitable a priori d’utiliser
des reconstructions 3D.
Le problème 3D diffère du problème 2D en ce que les données présentent des redondances et
que les projections ne sont pas entièrement mesurées dans les géométries d’acquisition utilisées
(on parle de données tronquées, voir Figure II.7). La sensibilité du scanner variant en fonction
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FIG. II.6 – Exemple de reconstruction par rétroprojection filtrée : un objet simulé (a) est rétro-
projeté en utilisant 2, 4, 8, 16 et 32 angles de rétroprojection (b-f)
de la position, les techniques de déconvolution utilisant la transformée de Fourier ne peuvent
être directement appliquées.
Nous allons supposer dans un premier temps que les données sont complètes et ainsi traiter
le problème de la redondance. Puis nous nous intéresserons à des techniques permettant de tenir
compte de la troncature des données.
2.1 Reconstruction 3D en présence de données complètes
Tout d’abord, nous allons reprendre le système d’axes de la Figure I.26. Appelons zr l’axe
de la LOR (voir Figure II.8), le système de coordonnées de la LOR pouvant être ensuite décrit
par la matrice de rotation R définie par :

 xy
z

 =

 − sinφ − cosφ sin θ cosφ cos θcos φ − sin φ sin θ sinφ cos θ
0 cos θ sin θ



 xryr
zr

 (II.10a)
Notons que ce cas ne correspond pas à une généralisation du système d’axes du cas 2D mais
ce sytème est usuellement choisi car il est proche du système de coordonnées sphériques pour
zr (l’angle θ choisi ici est l’angle co-polaire, lié simplement à l’angle polaire sphérique par
θ → π/2 − θ). L’axe zr peut donc s’écrire zr = zr(θ, φ) = [cosφ cos θ, sinφ cos θ, sin θ]. En
3D, une projection peut donc être repérée par p(xr = s, φ, θ, yr = ξ) ou p(xr, yr, φ, θ). Elle
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FIG. II.7 – Illustration de la troncature en mode d’acquisition 3D. a) en mode 2D, le champ de
vue est couvert de façon homogène pour toutes les coupes. b) en mode 3D, les coupes du champ
de vue formant un angle avec l’axe du scanner ne sont pas toutes mesurées
FIG. II.8 – Système d’axes pour la reconstruction 3D.
s’écrira alors :
p(xr, yr, φ, θ) =
∫ +∞
−∞
f(x, y, z)dzr (II.10b)
avec les variables x, y, z liés à xr, yr, zr par R. L’opérateur décrit par cette équation est appelée
transformée en rayons X 3D.
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2.1.a Transformée de Radon 3D
La transformée de Radon est définie par l’intégration sur des hyperplans. Dans le cas f :
R
2 → R, ceci correspond aux valeurs des intégrales-lignes de projection de la tomographie,
mais si f : R3 → R alors cela correspond aux valeurs des intégrales sur des plans, et non
sur des lignes en 3D comme mesurées en tomographie. On parle alors pour cette dernière de
transformée rayons X en 3D. Il est possible cependant de relier ces deux opérateurs, et une
formule d’inversion de la transformée de Radon 3D peut donc être utilisée pour la reconstruction
des données tomographiques [Stazyk et al., 1992].
La transformée de Radon 3D s’écrit de la façon suivante :
{R3f} (ρ, zr) =
+∞∫∫∫
−∞
f(x, y, z)δ(ρ− x cosφ cos θ− y sinφ cos θ− z sin θ)dxdydz (II.11a)
L’équivalent du théorème coupe-projection pour la transformée de Radon 3D va s’écrire :
{F1R3f} (ν, zr) =
+∞∫∫∫
−∞
f(x, y, z)e−2iπν(x cosφ cos θ+y sinφ sin θ+z sin θ)dxdydz
= {F3f} (νzr)
(II.11b)
et la transformée inverse de Radon 3D sera définie par :
{
R−13 R3f
}
(x, y, z) = −
1
4π2
∫ π
0
∫ π
0
∂2 {R3f}
∂ρ2
(ρ, zr) cos θdθdρ (II.11c)
avec ρ = x cosφ cos θ + y sinφ cos θ + z sin θ. Notons là encore que la transformée de Radon
est linéaire et continue, et que l’apparition de la dérivée seconde dans la formule indique que le
problème va rester mal conditionné en 3D. Intéressons-nous maintenant plus précisément à la
transformée en rayons X 3D.
2.1.b Théorème de la coupe centrale pour la transformée en rayons X 3D
Considérons tout d’abord la transformée de Fourier 3D de l’image :
{F3f} (νx, νy, νz) =
+∞∫∫∫
−∞
f(x, y, z)e−2iπ(xνx+yνy+zνz)dx dy dz (II.12a)
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La transformée de Fourier 2D des projections le long de zr va devenir :
{F2p} (νxr, νyr, zr) =
+∞∫∫
−∞
p(xr, yr, φ, θ)e
−2iπ(xrνxr+yrνyr)dxrdyr
=
+∞∫∫∫
−∞
f(x, y, z)e−2iπ(xrνxr+yνyr )dxrdyrdzr
=
+∞∫∫∫
−∞
f(x, y, z)e−2iπ(x(−νxr sinφ−νyr cos φ sin θ)+y(νxr cosφ−sinφ sin θνyr))dx dy dz
= {F3f} (R[νxr νyr 0]
′)
(II.12b)
Si θ = 0 les données vont être acquises dans le plan contenant νyr = νz et le vecteur tournant
autour de νz d’un angle φ. Dans ce cas 2D, toute fréquence [νx, νy, νz] pourra être déterminée
uniquement en utilisant l’angle φ = arctan(−νx
νy
).
Plus généralement, ν = [νx, νy, νz] pourra être déterminée à partir de toute projection zr(θ, φ)
telle que :
zr · ν = νx cos φ cos θ + νy sinφ cos θ + νz sin θ = 0 (II.12c)
en notant que cette équation a de multiples solutions, ce qui illustre la redondance des données.
Cela signifie également que la reconstruction est possible si pour toute fréquence ν il existe au
moins un plan d’acquisition défini par zr tel que zr · ν = 0 ; on parle de conditions d’Orlov
[Orlov, 1975]. Nous appelerons dans la suite Ω l’ensemble des directions zr mesurées (corres-
pondant à l’ensemble des combinaisons (θ, φ) mesurées). Ω et ν peuvent être représentés sur
la sphère unité S2, ce qui permet d’observer si les conditions d’Orlov sont vérifiées. Pour une
géométrie d’acquisition cylindrique, la Figure II.9 montre que pour toute fréquence ν il existe
au moins un plan d’acquisition qui permet de la retrouver.
FIG. II.9 – Représentation des données mesurées sur
la sphère unité pour une géométrie d’acquisition cy-
lindrique.
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2.1.c Rétroprojection filtrée 3D
Notons que comme dans le cas 2D, une reconstruction par maillage de l’espace de Fourier est
possible [Stearns et al., 1994]. Ensuite, les équations (II.11b) et (II.12b) permettent de trouver
une relation entre la transformée en rayons X 3D et la transformée de Radon 3D, bien que le
problème de la redondance des données reste encore à traiter.
Pour cela, une autre approche par rétroprojection filtrée est choisie, comme nous allons main-
tenant le voir. Ecrivons l’opération de rétroprojection filtrée sous la forme :
fR(x, y, z) =
∫
Ω
F−12 {[{F2p}H ] (ν, zr)} (xr, yr, zr)dzr , (II.12d)
où fR est l’image reconstruite, H est le filtre à déterminer permettant l’inversion de la trans-
formée en rayons X 3D, ν = [νxr, νyr, 0] et [x, y, z]′ = R[xr, yr, 0]′. Dû à la redondance des
données, le filtre n’est pas unique ([Defrise et al., 1989]). Il a été montré ([Defrise et al., 1993])
que le filtre H peut s’écrire sous la forme :
H(ν, zr) =
G(ν, zr)∫
Ω
G(ν, z′r)δ(z′r · ν)dz′r
(II.12e)
de sorte que : ∫
Ω
H(ν, zr)δ(zr · ν)dzr = 1 (II.12f)
Si G est indépendant de la fréquence ν : G(ν, zr) = G(zr), alors l’opération de rétroprojection
(avec la pondérationG(zr)) et de filtrage (avec le filtreH ′(ν) =
[∫
Ω
G(z′r)δ(z
′
r · ν)dz
′
r
]−1) sont
séparées. Autrement dit, BPF et FBP donnent théoriquement des résultats identiques. De plus,
comme H ′(ν) = |ν|H ′( ν|ν|), ces filtres vont avoir tendance à amplifier les hautes fréquences et
l’emploi de fenêtres d’apodisation telles que définies dans le cas 2D (§1.7) va être nécessaire.
Par ailleurs, en présence de bruit, un meilleur rapport signal à bruit (SNR, pour Signal to
Noise Ratio) va pouvoir être obtenu en utilisant des combinaisons linéaires des données redon-
dantes. H peut en particulier être sélectionné pour minimiser∫
Ω
dzr
∫
ν.zr=0
| [F3fR] (ν)− [F2p] (ν, zr)|
2dν (II.12g)
où l’image reconstruite dépend deH via l’équation (II.12d). Notons que le théorème de Parseval
permet de transposer cette minimisation dans l’espace des fréquences en une minimisation dans
l’espace des projections de :∫
Ω
dzr
∫
ν.zr=0
| [HfR] (ν)− p(ν, zr)|
2dν (II.12h)
avec H opérateur de la transformée en rayons X ici. Ceci s’écrit de façon plus abstraite : mini-
miser ‖p−Hfr‖2 avec ‖ · · · ‖2 norme L2.
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Si la variance du bruit est similaire dans chaque LOR, alors le filtre H(ν, zr) indépendant de
zr avec G(ν) = 1 (filtre séparable) correspond au minimum : c’est le filtre de Colsher :
HColsher(ν) =
‖ν‖∫
Ω
δ(zr ·
ν
‖ν‖
)dzr
(II.12i)
Il reste à en trouver l’expression pour différentes géométries d’acquisition (satisfaisant aux
conditions d’Orlov).
La géométrie cylindrique est la plus répandue. Elle va imposer un angle co-polaire θmax
maximal d’acquisition (voir Figure II.9). En coordonnées sphériques,
ν(r, α, ψ) = [r cosα sinψ, r sinα sinψ, r cosψ]
et l’équation (II.12c) devient dans le cas r 6= 0 :
sin(α− φ) = − tan(θ) tan(ψ) (II.12j)
Cette équation ne peut avoir de solution que si | tan θ tanψ| ≤ 1, qui est équivalente à | sinψ| ≤
| cos θ|. Ainsi,Ff(ν) peut être calculée en utilisant une des projections définie par zr(θ, φ) avec
|θ| limité par : {
θmax sinψ > cos θmax
π
2
− ψ sinψ ≤ cos θmax
(II.12k)
Dans ce cas, le filtre de Colsher correspond à la longueur de la corde rouge sur la Figure II.9, et
s’écrit :
HC(ν, zr) =
|ν|
2π
sinψ ≤ cos θmax
= |ν|
4
[arcsin(cos θmax/ sinψ)]
−1 sinψ > cos θmax
(II.12l)
Tous les éléments de la reconstruction FBP 3D ont été ainsi présentés. Notons que la rétro-
projection filtrée 3D est linéaire. Par ailleurs, il a été montré que le bruit au centre du scanner
avait une variance comparable dans les méthodes de reconstruction 2D et 3D ([Defrise et al.,
1990]), démontrant ainsi l’intérêt des acquisitions et reconstructions 3D (sensibilité accrue pour
un conditionnement comparable).
2.2 Reconstruction 3D et données tronquées
Dans les paragraphes précédents, nous avons supposé l’acquisition de projections complètes
dans l’ensemble des directions Ω. Nous avons vu que les projections étaient cependant tron-
quées, ce qui conduit à une variation de sensibilité axiale et angulaire importante dans les don-
nées mesurées. Ceci conduit à de sévères artefacts lors de la reconstruction utilisant la rétropro-
jection filtrée en 3D. Différentes méthodes ont été proposées pour répondre à ce problème.
Tout d’abord, l’algorithme de reprojection 3DRP [Kinahan et Rogers, 1989] permet d’esti-
mer les données manquantes en utilisant les données complètes disponibles. Nous avons vu que
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pour une reconstruction 2D les données sont complètes : une reconstruction 2D par FBP peut
être obtenue sans artefact en ne considérant dans les données 3D que les projections droites
(θ = 0). Les données manquantes peuvent ensuite être estimées en projetant l’image dans l’es-
pace des projections. Une reconstruction FBP 3D peut ensuite être effectuée.
Une autre approche consiste à utiliser des méthodes de ré-arrangement de données. Celles-ci
permettent d’estimer à partir de l’ensemble des données 3D un jeu de données 2D (pour chaque
coupe transversale), qui sera ensuite utilisé dans une reconstruction FBP 2D. Ces méthodes
conduisent à une compression des données, et une accélération de l’étape de reconstruction.
Une de ces méthodes est appelée SSRB pour Single Slice ReBinning, soit algorithme de
ré-arrangement en simple coupe. Elle consiste à considérer que les projections dans des plans
obliques avec un faible angle θ sont assimilables à des projections dans un plan axial droit
médian. Nous allons tout d’abord changer les notations. La couronne de détection d’un tomo-
graphe étant constituée d’une répétition axiale d’anneaux de détection, les projections p(s =
xr, yr, φ, θ) sont souvent ré-écrites : p(s, φ, ξ,∆r), où ∆r correspond à la différence d’an-
neaux entre les deux détecteurs considérés et ξ = z1+z2
2
(voir Figure II.8) est la distance au
plan axial droit médian selon z. Par ailleurs, l’angle maximal θ d’ouverture peut être défini par
arctan(Z/D) où Z est la dimension axiale du scanner et D son diamètre. Avec ces nouvelles
variables, la méthode SSRB va s’écrire :
p2D(s, φ, ξ) =
1
2∆rmax(z)
∆rmax(z)∑
k=−∆rmax(z)
p(s, φ, ξ, k) (II.13)
où ∆rmax(z) défini l’angle θ maximal de sommation disponible en z. Cette approximation est
d’autant plus raisonnable que l’objet va être proche de l’axe du scanner, et que l’angle maximal
d’ouverture du scanner est faible.
La méthode FORE est une méthode de ré-arrangement des données dans l’espace de Fourier.
Elle repose sur une relation entre la transformée de Fourier 2D selon s et φ des projections
droites et celle des projections obliques :
{Fsφp} (ν, k, z, θ) =
2π∫
0
+∞∫
−∞
p(s, φ, z, θ)e−i(kφ+2πsν)dφds (II.14)
où k correspond à l’index azimuthal dans l’espace de Fourier. Cette relation s’écrit :
{Fsφp} (ν, k, ξ, 0) ≈ {Fsφp} (ν, k, ξ + k tan θ, θ) (II.15)
Cette formule exploite le principe distance-fréquence ([Edholm et al., 1986]) permettant de
relier approximativement la transformée {Fsφp} à la valeur des points situés sur l’ensemble des
LOR à la distance t = −k/(2πν) pour les hautes fréquences ν, t étant la distance mesurée dans
la coupe transaxiale le long de la LOR. Pour les basses fréquences où ce principe ne tient plus,
l’algorithme SSRB est utilisé. Il existe également des méthodes de ré-échantillonnage exacte,
dont nous ne parlerons pas ici.
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3 Discrétisation de la méthode FBP
L’implémentation numérique de la méthode FBP implique une discrétisation de toutes les
opérations présentées dans les paragraphes précédents. Il est à noter que cette discrétisation
finale du problème peut conduire à des artefacts, en particulier dans l’étape de filtrage si le filtre
de Colsher est directement échantillonné. Les méthodes de maillage dans l’espace de Fourier
illustrent de meilleures techniques de pondération des données, ainsi que nous l’avons vu dans le
cas 2D ; le sur-échantillonnage du filtre de reconstruction dans l’espace de Fourier a également
été proposé [Stearns et al., 1994]. Enfin, la rétroprojection discrète est implémentée en utilisant
des matrices appelés projeteurs que nous allons décrire dans le §2.2 suivant.
4 Conclusion sur les méthodes analytiques présentées
Nous nous sommes intéressés dans cette partie aux deux méthodes de reconstruction analy-
tiques les plus utilisées : la transformée de Radon 2D (§1) et la transformée en rayons X 3D (§2).
Ces méthodes nécessitent une précorrection des données (notons cependant qu’il existe égale-
ment des méthodes analytiques tenant compte de la diffusion Compton [Nguyen et Truong,
2002] dans le modèle) et modélisent l’acquisition des données par la mesure des projections.
Nous avons vu l’expression des transformées inverses de Radon 2D et 3D (§1.3, §2.1.a). Ce
sont des opérateurs linéaires. Ces transformées inverses font notamment apparaître des déri-
vées premières ou secondes des données, montrant le caractère mal posé du problème inverse.
Le théorème de la coupe centrale (respectivement §1.4, §2.1.b) a été présenté et a permis de
considérer les transformées inverses de Radon 2D et en rayons X 3D comme des opérations
successives de filtrage des projections et de reprojection (§1.6, §2.1.c), qui peuvent être inter-
changeables (sous condition de séparabilité du filtre en 3D). Il a également permis de dériver
des méthodes de reconstruction par maillage de l’espace de Fourier (§1.5).
Ce théorème illustre également la nécessité d’avoir un échantillonnage angulaire et radial
régulier. Il a permis d’introduire la notion de fenêtre d’apodisation afin de limiter l’amplification
du bruit lié au filtre passe-haut présent dans les transformées de Radon inverses (§1.7).
Nous avons vu que la rétroprojection filtrée 3D 2.1.c permet une meilleure sensibilité, avec
un niveau de bruit similaire au cas 2D, et doit donc être préférée. Ses spécificités ont été abor-
dées. Tout d’abord les données doivent satisfaire aux conditions d’Orlov, ce qui proscrit cer-
taines géométries d’acquisition. Ensuite la redondance des données permet le choix du filtre de
reconstruction. La minimisation de la norme L2 entre les données et la projection de l’image
reconstruite conduit au filtre de Colsher, dont nous avons vu l’expression pour une géomé-
trie cylindrique. Enfin la troncature des données implique l’utilisation d’algorithmes de ré-
arrangement des données ou de reprojection afin d’éviter des reconstructions artefactées.
Nous allons maintenant nous intéresser à une autre classe d’algorithme de reconstruction :
les méthodes de reconstruction algébriques, qui sont moins sensibles à la géométrie du système
de détection et autorisent une plus grande flexibilité dans le choix du modèle de l’acquisition.
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II.C Méthodes de reconstruction algébriques
Les méthodes de reconstruction algébriques utilisent le caractère discret des données et re-
posent sur la discrétisation a priori de l’image à reconstruire. Pour utiliser ces méthodes, il faut
d’abord définir une représentation de l’image, modéliser le processus d’acquisition, choisir une
fonction de coût et un algorithme permettant sa minimisation. Nous allons maintenant passer
en revue chacun de ces éléments.
1 Paramétrisation de l’objet f
La première étape consiste à discrétiser la fonction continue f(r), r ∈ Rn (n = 2 ou n = 3),
c’est-à-dire l’approximer par un nombre fini p de paramètres {fi}i=1···p (que nous appellerons
maintenant espace image par extension). Ceci peut être réalisé en utilisant une combinaison
linéaire de fonctions de représentation bi(r), représentant une décomposition du champ de vue :
f(r) ≈
p∑
i=1
fibi(r) (II.16)
Ces fonctions sont orthornormales si elles vérifient :∫ +∞
−∞
bi(r)bj(r)dr = δij (II.17)
où δij est le δ de Kronecker, défini par δnm = 1 si n=m, et δnm = 0 sinon. La pondération fi est
alors souvent obtenue par la formule :
fi =
∫ +∞
−∞
f(r)bi(r)dr (II.18)
permettant ainsi de minimiser la norme de l’erreur de représentation :
∥∥∥∥f(r)− p∑
i=1
fibi(r)
∥∥∥∥ [Bar-
rett et Myers, 2004].
En pratique, la représentation la plus utilisée en tomographie est le pixel en 2D (pour PICTure
ELement, élément d’une image) ou voxel en 3D (pour VOlumetric piXEL, élement de volume).
Un pixel est ainsi défini par :{
bi(x, y) = 1/(∆x∆y) si |x− xi| < ∆x/2 et |y − yi| < ∆y/2
bi(x, y) = 0 si |x− xi| ≥ ∆x/2 ou |y − yi| ≥ ∆y/2
(II.19)
avec i = (ix, iy) le numéro du pixel et (xi = ix∆x, yi = iy∆y) son centre, (∆x,∆y) étant la
dimension du pixel. Si ∆x = ∆y, on parle de pixel carré. Cette définition peut être généralisée
à la dimension supérieure, le voxel étant alors défini comme un parallépipède, ou un cube éle-
mentaire lorsqu’isotrope. Ces représentations ont pour particularité d’être orthogonales, et pour
avantage d’être géométriquement simples (elles vont donc pouvoir être efficacement combinées
à des modèles géométriques d’acquisition).
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Le principal défaut de cette représentation est qu’elle n’est pas limitée en fréquences étant
bornée spatialement. Ceci est contradictoire avec le théorème SNK précédemment proposé : il
est impossible de recouvrer des fréquences supérieures à la moitié de l’échantillonnage radial
(voir 1.7). D’autres fonctions de représentation ont été proposées pour pallier ce problème,
notamment :
– les blobs, fonctions à symétrie radiale qui se chevauchent, représentant un compromis
entre limitation du support dans le domaine spatial et fréquentiel [Lewitt, 1992] ; ces fonc-
tions présentent un avantage sur les pixels dans l’estimation des valeur à l’intérieur de
régions ainsi que dans la détection de régions froides ou chaudes [Matej et al., 1994].
– les pixels naturels, définis à partir des fonctions de réponse dans l’image des différents
couples de détecteurs [Buonocore et al., 1981] ; dans ce cas une matrice système (voir
paragraphe suivant) définie comme l’aire (ou volume) d’intersection de ces fonctions de
réponses permet alors de représenter l’objet en fonction de ce que les mesures permettent
de restituer (voir également [Barrett et Myers, 2004]) ; les fonctions de représentation ne
sont ainsi plus choisies arbitrairement.
Le choix de la représentation est également lié au choix de la matrice système comme nous
pouvons le voir avec les pixels naturels. Au delà des erreurs de représentation, le temps néces-
saire pour effectuer une projection va être un critère pratique important, et la représentation par
pixels ou voxels est donc généralement adoptée. Intéressons-nous maintenant à la modélisation
de la matrice du processus d’acquisition.
2 Modélisation de l’acquisition
Il s’agit ici de modéliser l’opérateur permettant le passage des paramètres {fi}i=1···p dans
l’espace image à des mesures discrètes dans l’espace des projections, notées {gi}i=1...q : celui-
ci prend donc une forme matricielle et est appelé matrice système.
2.1 Matrice système
En utilisant les notations précédentes, la matrice système H = {hij} peut être obtenue par :
gi =
p∑
j=1
fj
∫
Sf
hi(r)bj(r)dr =
p∑
j=1
hijfj (II.20)
où hi(r) est la fonction de réponse de l’élément de mesure i (LOR ou bin) à une impulsion lo-
calisée en r. hij représente ainsi la contribution de la fonction de représentation bj (par exemple
du voxel j) à la mesure i. La matrice H est ainsi de taille importante, produit du nombre d’élé-
ment de mesures (LOR ou bin) par le nombre de paramètres de représentation, et elle comporte
de nombreuses valeurs faibles (la probabilité de détection dans une LOR de photons provenant
d’un voxel éloigné de la LOR est faible).
La connaissance de la matrice H correspond au problème d’identification du système men-
tionné dans le §II.A. Tous les phénomènes intervenant lors de l’acquisition (décrits dans le
§I.3.2.e), depuis l’émission du positron jusqu’à la détection en coïncidence des photons, peuvent
être intégrés à H. Notons cependant qu’H dépendrait alors de l’objet imagé (en particulier à
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cause des propriétés différentes de diffusion dans les tissus), ce qui vient compliquer son esti-
mation.
Plusieurs approches pour estimer H peuvent être envisagées :
– une approche analytique si les fonctions de réponse hi peuvent être modélisées ;
– une mesure expérimentale directe des fonctions de réponse : une source quasi-ponctuelle
peut ainsi être placée à une position précise du champ de vue, correspondant à bi(r) ;
– une simulation Monte-Carlo de la matrice système (par exemple [Veklerov et al., 1988],
[Rafecas et al., 2001], ou [Lazaro et al., 2005] en SPECT).
La première approche est rendue difficile par la multiplicité des phénomènes intervenant lors
de l’acquisition. La seconde approche nécessite un positionnement précis, une source de géo-
métrie bien connue, et requiert une mesure longue pour ne pas être bruitée. Enfin la dernière
approche impose a priori une validation complète du logiciel Monte-Carlo pour le scanner uti-
lisé, et nécessite en pratique une nouvelle simulation pour chaque patient puisque la matrice
dépend de la carte d’atténuation.
Plutôt que d’estimer chaque élément de H, cette matrice est factorisée afin de limiter le
nombre de paramètres à estimer, ce qui permet également une amélioration la robustesse des
estimations.Ainsi, la factorisation suivante a été proposée [Mumcuoglu et al., 1996a] :
H = Hsens.Hatten.Hre´so.Hge´om (II.21)
avec
Hsens est une matrice diagonale correspondant à l’estimation de la sensibilité des couples
de détecteurs (§I.3.2.e),
Hatten une matrice diagonale tenant compte de l’atténuation des photons le long de la LOR
(§I.3.2.e), aussi appelée matrice d’atténuation
Hre´so décrivant l’ensemble des phénomènes jouant sur la résolution du détecteur (§I.3.2.f)
que nous détaillerons plus tard dans le chapitre III
Hge´om une matrice tenant compte des facteurs géométriques liés à la détection (liés à l’angle
solide).
Nous verrons dans le chapitre suivant que les matrices Hsens, Hatten et Hre´so seront générale-
ment estimées à partir de données expérimentales. En revanche, la matrice Hge´om est une ma-
trice qui peut être calculée analytiquement, ou qui est choisie de façon à effectuer une projection
rapide. L’étape de projection est en effet souvent le facteur dominant le temps de reconstruction
dans les approches itératives, particulièrement lorsque la reconstruction est effectuée événe-
ment par événement, en mode-liste. Cette matrice est appellée projeteur (elle permet de passer
de l’espace image à l’espace des projections en l’absence de phénomènes venant perturber la
mesure). Nous allons maintenant nous intéresser à quelques projeteurs que nous utiliserons dans
le chapitre suivant.
2.2 Projeteurs
Le projeteur va être choisi en fonction de sa fidélité au processus physique sous-jacent et
de l’efficacité de son implémentation numérique. Ce dernier critère va dépendre également du
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choix des fonctions de représentation : nous supposerons ici que les voxels ont été adoptés.
Notons tout d’abord que le transposé du projeteur, appelé rétroprojeteur implémente la rétro-
projection.
Seuls quelques projeteurs couramment utilisés vont ici être rapidement décrits.
Le projeteur le plus exact qui a été développé en TEP est le projeteur utilisant l’angle solide
que forment les couples de détecteurs vus depuis le voxel ([Vandenberghe et al., 2002], [Qi et al.,
1998b]). Cependant il nécessite des opérations coûteuses en temps et reste donc peu utilisé.
On considère plutôt deux types de projeteurs : les projeteurs dits "ray driven" où la position
spatiale de la LOR dans la grille voxelisée permet d’obtenir une valeur pour la projection ou
la rétroprojection après interpolation dans cette grille ; et les méthodes dites "pixel driven" où
le centre du voxel considéré est projeté dans l’espace des projections, puis une valeur pour la
projection ou rétroprojection est obtenue par interpolation dans cet espace.
Parmi les techniques "ray-driven", l’un des projeteurs les plus simples géométriquement est
le projeteur utilisant la longueur d’intersection de la LOR i avec le pixel j pour modéliser la
valeur de {Hge´om}ij . C’est le modèle qui correspond à la transformée de Radon en 2D ou
à la transformée en rayons X en 3D dans un espace discrétisé où la valeur dans un pixel est
constante. Siddon [Siddon, 1985] a développé un algorithme permettant de calculer rapidement
les valeurs de la colonne Hi. en utilisant ce modèle. Cet algorithme sera utilisé dans nos déve-
loppements des chapitres III et IV.
Le projeteur de Joseph est également un projeteur "ray-driven" [Joseph, 1982]. Le calcul com-
mence par la détermination de la direction cartésienne de plus grande variation entre les détec-
teurs (utilisant le maximum de la norme L1 selon chaque direction). Pour chaque intersection
de la LOR avec les plans de la grille orthogonaux à cette direction, on lui attribue une valeur
obtenue par interpolation bilinéaire avec les valeurs des 4 voxels de ce plan les plus proches.
Pour les techniques "pixel-driven", citons simplement le projeteur par interpolation bilinéaire
sur les coordonnées radiales et axiales selon les axes xr et yr définis dans la Figure II.8 qui est
couramment utilisé.
3 Méthodes algébriques déterministes
Ces deux premières modélisations indiquent qu’en absence de bruit, le problème de la re-
construction tomographique revient à estimer {fj}j=1...p connaissant {gi =
p∑
j=1
hijfj}i=1...q. Ce
problème semble donc pouvoir être résolu par une "inversion" matricielle, c’est-à-dire en es-
sayant de résoudre q équations avec p inconnues. Si on considère les paramètres et les mesures
comme des vecteurs, ce problème s’écrit également en notation matricielle :
g = Hf (II.22a)
Le problème direct est en réalité plutôt modélisé par gi = hijfj + ǫi avec ǫi correspondant à
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la variation induite par le bruit autour de la valeur moyenne hijfj dans la mesure i ; en notation
vectorielle :
g = Hf + ǫ (II.22b)
3.1 Choix de la fonction de coût
En acquisition TEP 3D, le vecteur des mesures g est de taille plus importante que le vecteur
des inconnues f (q>p) (en TEP 2D, q ≈ p). Le problème est alors surdéterminé et en présence
de bruit, il n’y a a priori plus de solution possible. Une estimation de la solution va alors être
obtenue en minimisant une distance ∆ choisie entre g et Hf . L’approche classique consiste à
choisir de minimiser la fonction de coût Q(f ) correspondant à la distance euclidienne :
Q(f ) = ∆(g,Hf ) = ‖g −Hf‖2 (II.23a)
et est donc pour cela appelée approche "moindres carrés". La solution des moindres carrés est
alors :
fˆMC = argmin
f
{
‖g −Hf‖2
} (II.23b)
Notons que la stabilité de la solution fˆMC (3ème condition de Hadamard) va dépendre des
propriétés de H (en particulier plus le rapport entre la valeur propre maximale et minimale de
HtH est faible, plus la solution est stable ; on parle alors de matrice bien conditionnée). Il reste
maintenant à trouver la solution moindre carrés.
3.2 Solution inverse généralisée
La solution de l’équation (II.23b) semble pouvoir être obtenue en dérivant l’équation (II.23a) :
∇f∆1(g,Hf) = −2H
t(g −Hf) = 0 (II.24a)
Supposons tout d’abord que rang {H} = p, c’est-à-dire que H est injectif. Alors en particu-
lier la matrice HtH est inversible, et il existe une unique solution de (II.24a) :
fˆMC =
(
HtH
)−1
Htg (II.24b)
Si R = rang {H} < p, alors la solution fˆMC n’est plus unique. Le gradient dans l’équation
(II.24a) fait apparaître le problème associé au problème (II.23b) :
HtHf = Htg (II.24c)
L’approche usuellement adoptée consiste à trouver la solution de cette équation de norme mini-
male, appelée inverse généralisée et notée f+. f+ est reliée à g par la matrice inverse générali-
sée H+ :
f+ = H+g (II.24d)
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Dans le cas ou R = p, la matrice inverse généralisée est : H+ = (HtH)−1Ht et l’inverse
généralisée est la solution fˆMC.
Dans le cas contraire, la solution f+ peut être obtenue par décomposition de H en valeurs
singulières.
Si on appelle {λ2i }i=1...R les valeurs propres de HtH (positives) et {vi}i=1...R ses vecteurs
propres de dimension p, ainsi que {ui}i=1...R les vecteurs propres de dimension q de HHt,
alors :
H = UΛVt (II.24e)
où U est une matrice de taille q×R telle queU.i = ui, V une matrice p×R telle queV.i = vi
et Λ la matrice diagonale des R valeurs propres, chaque matrice étant ordonnée de telle sorte
que λi ≥ λi+1. L’inverse généralisée est alors donnée par :
H+ = VΛ+Ut (II.24f)
avec :
Λ+ = diag
{
λ+i
}
,
{
λ+i = 1/λi si λi 6= 0
λ+i = 0 sinon
(II.24g)
Notons cependant que si H est mal conditionnée, des solutions approchées plus stables
peuvent être définies en tronquant la décomposition en valeurs singulières, c’est-à-dire en met-
tant à zéro les λi trop faibles, responsables de ces instabilités.
3.3 Algorithmique
Notons qu’en pratique la solution de l’équation (II.23b) est plutôt obtenue par des méthodes
itératives : à partir d’une initialisation f0, la solution est approchée par une fonction f (k) à
l’itération k de sorte que limk→+∞ f (k) = f+. Ceci peut-être obtenu en utilisant par exemple un
algorithme par descente de gradient à partir d’une initialisation f (0) :
f (k+1) = f (k) + γ
[
Ht(g −Hf (k))
] (II.25a)
avec γ, paramètre de relaxation choisi de sorte que l’algorithme converge ; celui-ci peut être
vu comme un facteur pondérant le pas dans la direction du gradient, et peut être calculé à
chaque itération pour minimiser la fonction de coût (II.23a) (c’est la méthode de recherche li-
néaire). L’algorithme ainsi décrit est l’algorithme de Landweber [Landweber, 1951]. Notons
que le choix d’une fonction convexe pour ∆ (par exemple quadratique comme dans (II.23a))
permet de garantir l’existence d’un unique minimum, et que l’algorithme par descente de gra-
dient convergera vers cette seule solution (en cas de convergence).
Une des méthodes les plus utilisées en tomographie est la méthode ART (pour Algebraic
Reconstruction Technique, technique de reconstruction algébrique) [Gordon et al., 1970]. Dans
cette méthode, on considère la solution f comme appartenant à un espace à p dimensions.
Dans cet espace chacune des q équations dans (II.22a) définit un hyperplan. À chaque itération,
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l’estimé va donc être projetée orthogonalement sur un nouvel hyperplan par la formule :


f (0) = 0
f (n+1) = f (n) + γ
gi − 〈Hi., f (n)〉
〈Hi., Hi.〉
Hi.
(II.25b)
ou élément par élément :


∀j, f (0)j = 0
∀j, f (n+1)j = f
(n)
j + γ
gi −
p∑
j′=1
hij′f
(n)
j′
p∑
j′=1
hij′hij′
hij
(II.25c)
À chaque itération une seule ligne de H (un hyperplan) est utilisée. Cette opération va être
effectuée jusqu’à ce que les q lignes aient été utilisées, définissant ainsi un cycle. Cette méthode
permet d’atteindre rapidement une "solution" oscillant au cours d’un cycle, sa convergence étant
garantie si le paramètre γ est compris entre 0 et 2 [Grangeat, 2002]. Notons que changer l’ordre
d’utilisation des lignes de H peut permettre d’accélérer la convergence si les projections suc-
cessives sont bien séparées : ceci évite les corrélations entre l’information apportée par deux
mesures proches spatialement [Ramakrishnan et al., 1979]. Par ailleurs, cet algorithme est in-
stable en présence de bruit, celui-ci augmentant dans les images reconstruites au fur et à mesure
des itérations. Dans ce cas le bruit peut être limité par exemple en stoppant l’algorithme avant
complète convergence, au prix d’une solution "basses-fréquences".
L’algorithme SIRT (pour Simultaneous Iterative Reconstruction Technique, technique de re-
construction itérative simultanée) est une variante de l’algorithme ART permettant en particulier
de limiter les cycles à l’intérieur des itérations au prix d’une convergence plus lente : chaque
voxel est mis à jour lorsque toutes les mesures auxquelles il contribue ont été utilisées, à la fin
du cycle. 

f (0) = 0
f (n+1) = f (n) + γHt
g −Hf (n)
HtH1p
(II.25d)
avec 1p vecteur de dimensions p contenant des 1 et la division étant effectuée terme à terme
avec cette notation ; élément par élément ceci revient à :


∀j, f (0) = 0
∀j, f (n+1)j = f
(n)
j + γ
q∑
i=1
gi −
p∑
j′=1
hij′f
(n)
j′
p∑
j′=1
hij′hij′
hij
(II.25e)
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Cet algorithme converge si max |1− γλi| < 1 avec λi valeurs propres de la matrice
diag( 1
HtH1p
)HtH [Grangeat, 2002]. Ces deux algorithmes peuvent être vus comme des algo-
rithmes à descente de gradients comme décrit par II.25a. Ils peuvent intégrer une contrainte de
positivité en mettant à zéro les voxels négatifs après chaque itération.
3.4 Régularisation
La régularisation consiste à transformer un problème mal posé en problème bien posé, c’est-
à-dire d’assurer l’existence d’une unique solution et d’assurer sa stabilité vis à vis des erreurs sur
les mesures (cf. §II.A). L’opération de troncature des valeurs propres peut ainsi être considérée
comme une régularisation. Une autre forme de régularisation consiste à définir un a priori sur
les données, de sorte qu’à l’équation (II.23a) soit ajouté un terme de pénalisation :
Qλ(f ) = ∆1(g,Hf ) + λΩ(f ) = ‖g −Hf‖
2 + λΩ(f ) (II.26a)
puis
fˆλ = argmin
f
Qλ(f ) (II.26b)
avec λ paramètre libre permettant de pondérer le poids accordé au terme d’attache aux données
∆1 par rapport à l’a priori. En particulier si λ = 0 alors la solution est fˆMC, et si λ→∞ alors
elle tend vers une solution fˆ∞ qui correspond à l’a priori. Notons que l’équation (II.26a) peut
alors s’écrire :
Qλ(f ) = ∆1(g,Hf ) + λ∆2(f ,f∞) (II.26c)
et qu’en particulier si ∆1 et ∆2 sont quadratiques, alors la solution peut être déterminée analy-
tiquement (on parle de régularisation de Tikhonov).
La norme euclidienne ‖f‖2 et les contraintes de douceur définis par la matrice D de dériva-
tion : ‖Df‖2 sont souvent utilisés pour Ω(f ). Ces deux a priori quadratiques aboutissent aux
solutions suivantes :
fˆλ =
(
HtH+ λI
)−1
Htg (II.26d)
et
fˆλ =
(
HtH+ λDtD
)−1
Htg (II.26e)
Des algorithmes de descente de gradients peuvent également être utilisés pour l’inversion du
système. La première solution peut être vue comme une augmentation des valeurs propres de
HtH, réduisant ainsi le rapport de ses valeurs propres maximales et minimales.
Enfin un critère de positivité peut être également introduit dans ces approches en utilisant
pour a priori : Ω(f ) = −
∑p
j=1 fj log fj (cas particulier de la méthode de maximum d’entropie
avec un prior constant,[Byrne, 1993]).
3.5 Conclusion sur les méthodes algébriques
Nous avons vu dans cette partie que le problème direct en tomographie pouvait s’écrire
sous forme matricielle. Le problème inverse de reconstruction peut alors être considéré comme
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"l’inversion" de ce système ou plutôt comme une minimisation d’une fonction de coût (§3.1).
L’approche couramment utilisée consiste à prendre la solution des moindre carrés de norme
minimale, appelée inverse généralisée (§3.2). Nous avons vu que dans le cas où HtH était non
singulière, cette solution était explicite. Dans le cas contraire, l’inverse généralisée peut être
construite à travers une décomposition en valeurs singulières. Bien que cette approche ait déjà
été adoptée en TEP (par exemple [Selivanov et Lecomte, 2000]), des algorithmes itératifs (§3.3)
tels les algorithmes de descente de gradient sont préférés à cause des dimensions de la matrice
système. Ces algorithmes, dans le cas d’une fonction de coût convexe, peuvent converger vers
une unique solution. Ces méthodes souffrent cependant du caractère mal posé du problème,
conduisant à des solutions instables en présence de bruit. La régularisation (§3.4), utilisant des
a priori telle que la norme euclidienne ou en tronquant la décomposition en valeurs singulières,
peut permettre de transformer le problème inverse en problème bien posé, améliorant ainsi la
stabilité de la solution.
Les distances dans la fonction de coût avec ou sans pénalisation ont été choisies jusqu’à
présent sans s’intéresser aux propriétés des données et de l’objet recherché, de façon à permettre
la résolution du problème inverse. Nous allons maintenant voir que ce choix peut être interprété
en se plaçant dans un cadre statistique.
4 Méthodes statistiques
Nous avons vu précédemment que le problème pouvait être modélisé par l’équation (II.22b) :
g = Hf + ǫ
sans toutefois préciser la structure du bruit ǫ, et sans en tenir compte dans le choix de la fonction
de coût à minimiser.
Les méthodes statistiques consistent à garder cette description discrète, et à prendre en
compte la nature aléatoire des données. Nous avons ainsi vu dans le chapitre précédent (§I.3.2.f)
que les données mesurées en TEP pouvaient être modélisées comme des variables aléatoires in-
dépendantes suivant des lois de Poisson. L’approche bayésienne va permettre d’utiliser cette
information.
Supposons que H soit connu, et que f et g soient des variables aléatoires. Il est possible de
tenir compte de connaissances a priori sur f : Pr(f ). Par ailleurs, la loi de probabilité Pr (g|f )
peut être dérivée de H et d’un modèle de bruit, reliant les variables aléatoires mesurées et
recherchées. La règle de Bayes permet alors de définir la loi a posteriori Pr (f |g) :
Pr (f |g) =
Pr (g|f )Pr (f )
Pr (g)
(II.27a)
avec
Pr (g) =
∫
Pr (g|f )Pr (f ) df
À partir de cette loi a posteriori, il est possible d’obtenir de nombreuses informations sur f ,
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par exemple sa moyenne a posteriori :
E {f} =
∫
f Pr (f |g) df (II.27b)
En pratique, la loi a posteriori est traitée de façon plus simple, évitant la manipulation de
densité de probabilités, en utilisant le mode de la loi a posteriori pour trouver une solution f au
problème de la reconstruction tomographique.
4.1 Maximum de vraisemblance
En absence d’a priori sur f (toutes les solutions sont a priori équiprobables), l’équation
(II.27a) devient
Pr (f |g) ∝ Pr (g|f ) (II.28a)
faisant apparaître la fonction de vraisemblance de f , notée V :
V (f ) = Pr (g|f ) (II.28b)
que nous pouvons exprimer, connaissant H et le modèle de bruit.
La méthode du maximum de vraisemblance (MV ou ML pour Maximum Likelihood) consiste
à estimer les paramètres fˆMV permettant de maximiser V. Pour des lois de type exponentiel
comme en TEP, il est plus pratique de chercher à maximiser la log-vraisemblance LV. Nous
allons maintenant dériver l’expression de la log-vraisemblance lorsque les données suivent des
lois gaussiennes ou de Poisson, cas que nous rencontrerons dans les chapitres suivants. Nous
parlerons ensuite d’un algorithme susceptible de maximiser la vraisemblance, l’algorithme de
maximisation de l’espérance (EM, pour Expectation Maximization).
4.1.a Vraisemblance dans le cas de lois normales
L’hypothèse de normalité est le choix effectué souvent par défaut, lorsqu’on ne peut exclure
que la loi statistique reliant mesures et paramètres soit une loi normale. Notons également que
lorsque des précorrections sont appliquées (à part s’il s’agit uniquement d’une correction des
fortuits, voir dans le paragraphe suivant) aux données acquises en TEP, un algorithme de ce type
est alors souvent utilisé car on perd le caractère poissonien des données.
Considérons le bruit additif {ǫi} comme des variables aléatoires, indépendantes et identique-
ment distribuées, suivant des distributions gaussiennes centrée de variances {σ2ǫ}. Les mesures
sont elles-mêmes indépendantes et on obtient :
ǫi ∼ N
(
0, σ2ǫ
) (II.29a)
ou vectoriellement :
ǫ ∼ N
(
0, σǫ
2I
) (II.29b)
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V(f ) devient alors :
Pr (g|f ) =
q∏
i=1
Pr (gi|f )
∝
q∏
i=1
e
− 1
2σ2ǫ
(
gi −
∑
j hijfj
)2
= e
− 1
2σ2ǫ
q∑
i=1
(
gi −
∑
j hijfj
)2 (II.29c)
ou écrit sous forme matricielle :
Pr (g|f ) ∝ e−
1
2σ2ǫ
(g −Hf )t (g −Hf ) (II.29d)
Notons que plus généralement :
g|f ∼ N (Hf , σǫI) (II.29e)
L’expression de la log-vraisemblance est alors :
LV(f ) ∝ −
1
2σ2ǫ
‖g −Hf‖2 (II.29f)
et le maximum de vraisemblance est donné par :
fMV = argmin
f
‖g −Hf‖2 = fMC (II.29g)
Dans ce cas nous obtenons la solution des moindres carrés vue précédemment. En suivant
cette dérivation, il est possible d’obtenir un résultat plus général si on suppose le bruit non
identiquement distribué : en utilisant l’équation (II.29c), on s’aperçoit que la somme des carrés
va alors être pondérée par l’inverse de la variance. La solution de maximum de vraisemblance
correspondra alors à la solution des moindres carrés pondérés (MCP, ou WLS pour Weighted
Least Squares) par l’inverse des variances w :
fMV = argmin
f
‖g −Hf‖2w = fMCP (II.29h)
avec ‖g −Hf‖2w =
q∑
i=1
wi(gi −
p∑
j=1
hijfj)
2
.
4.1.b Vraisemblance dans le cas de lois de Poisson
Ce cas peut s’appliquer à la TEP comme nous l’avons vu précédemment. Au modèle pré-
cédemment défini de Pr (g|f ) la valeur moyenne des fortuits r¯ et des diffusés s¯ pour chaque
mesure est ajoutée. L’espérance de gi peut alors s’écrire :
g¯i =
∑
j
hijfj + r¯i + s¯i (II.30a)
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Cette méthode est appelée "ordinary Poisson" (OP) parce qu’elle conserve la nature poisso-
nienne des données en n’utilisant pas de précorrections mais plutôt en intégrant leur contribu-
tion moyenne dans le modèle d’acquisition des données. Lorsqu’uniquement une précorrection
des fortuits a été effectuée, un modèle appelé "Shifted-Poisson" peut aussi être appliqué [Ya-
vuz et Fessler, 2000] : ce modèle suppose que la fonction g + 2r¯ suit une loi de Poisson si g
correspond aux données soustraites des fortuits estimés (par exemple évènements retardés).
Dans le cas OP la vraisemblance s’écrit :
V (f ) =
q∏
i=1
Pr (gi|f ) =
q∏
i=1
g¯i
gi
gi !
e−g¯i (II.30b)
La log-vraisemblance devient alors :
LV (f ) =
q∑
i=1
gi log g¯i − log gi !− g¯i (II.30c)
et le maximum de vraisemblance va alors être obtenu pour
fMV = argmax
f
q∑
i=1
gi log g¯i − g¯i (II.30d)
4.1.c Algorithme EM
Nous avons déjà vu quelques algorithmes par descente de gradient permettant de résoudre
les moindres carrés qui pourraient être utilisées pour résoudre l’équation (II.30c). Nous allons
cependant nous intéresser ici à l’algorithme EM, utilisé pour calculer le maximum de vraisem-
blance en présence de données incomplètes : on parle d’algorithme EM-ML (pour Expectation
Maximization of Maximum Likelihood, maximisation de l’espérance pour obtenir le maximum
de vraisemblance).
Expression de l’algorithme EM
L’algorithme EM est un algorithme itératif qui peut être utilisé pour estimer le maximum de
vraisemblance. Il est dérivé dans le cadre de données suivant des lois de Poisson dans l’annexe
B. L’évolution de l’estimé de f au cours des itérations est donné par :
f (k+1) =
f (k)
Ht1q
Ht
g
Hf (k) + r¯+ s¯
(II.31)
Notons que l’algorithme EM peut se ré-écrire dans ce cas sous forme de descente de gradient
(voir B). Un exemple de reconstruction utilisation cet algorithme est donné dans la Figure II.10.
L’algorithme EM correspondant aux lois gaussiennes est l’algorithme ISRA (Image Space
Reconstruction Algorithm, algorithme de reconstruction dans l’espace image). Son expression
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FIG. II.10 – Exemple de reconstruction par l’algorithme MLEM. La distribution d’activité si-
mulée (a) est reconstruite avec 1, 4, 8, 16 et 32 itérations (b-f).
est dérivée dans la première partie de l’annexe C. Nous avons dans notre travail utilisé un autre
algorithme décrit dans la seconde partie de cette annexe, proposé par [Stearns et Fessler, 2002].
Son expression est la suivante :
f
(k+1)
j =
f (k)j + 1k + 1
∑q
i=1 hijwi(gi −
p∑
j′=1
hij′f
(k)
j′ )
∑q
i=1 hijwi
p∑
j′=1
hij′

+
(II.32)
avec un paramètre de relaxation 1
k+1
qui permet de diminuer la taille des cycles au cours des
itérations (voir §4.1.c).
Propriétés de l’algorithme EM
Les propriétés de l’algorithme EM lorsque les données suivent des lois de Poisson en font
l’un des algorithmes les plus utilisés en TEP pour la maximisation de la vraisemblance. En voici
les principales, incluant certains désavantages :
– il peut respecter la contrainte de positivité : comme nous pouvons le voir dans les annexes
B et C, l’algorithme EM est un algorithme multiplicatif avec un facteur multiplicatif positif
si bien que si l’estimée de départ est positive, les estimées à toutes les itérations suivantes
seront positives ;
– il conserve la valeur totale mesurée dans le sinogramme :
∑
i=1···p
j=1···q
hijf
(k)
j =
q∑
i=1
gi ; si la
matrice H est normalisée (
q∑
i=1
hij = 1), alors
p∑
j=1
f
(k)
j =
q∑
i=1
gi
– cet algorithme converge vers le MV sous certaines conditions données dans l’annexe B
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– cet algorithme est lent, en particulier dans les structures froides (voxels proches de zéro),
comme traité dans l’annexe C
– c’est un algorithme non-linéaire.
Nous allons maintenant nous intéresser aux techniques permettant d’accélérer cet algorithme.
Accélération de l’algorithme EM par l’utilisation de sous-ensembles ordonnés
Chaque itération de l’algorithme EM est composée d’une étape de projection puis de ré-
troprojection, et est donc comparable en temps de calcul à une reconstruction de type FBP.
Par ailleurs, des dizaines d’itérations sont nécessaires pour atteindre une solution satisfaisante
à partir d’une image lisse. Une reconstruction avec l’algorithme EM représente donc un coût
en temps de calcul important, particulièrement pour un examen dynamique lorsqu’une dizaine
d’intervalles de temps sont reconstruits de manière indépendante. Il est donc nécessaire de trou-
ver une solution pour accélérer cet algorithme.
La méthode la plus utilisée est la méthode des sous-ensembles ordonnés ou OSEM (Orde-
red Subsets Expectation Maximization), proposée par Hudson et Larkin [Hudson et Larkin,
1994], s’inspirant des techniques algébriques. Elle consiste à décomposer chaque itération k de
l’algorithme MLEM en sous-itérations séquentielles s avec s = 1 · · ·S pendant lesquelles uni-
quement un sous-ensemble des données mesurées Is est utilisé pour obtenir une image f (k,s)j .
Lorsque les S sous-ensembles ont été utilisés, une nouvelle itération est entamée en ré-utilisant
le premier sous-ensemble : f (k,S)j = f
(k+1,1)
j Originellement, cette division des données en
sous-ensemble était effectuée selon les projections : pour chaque sous-itération, on traite un
ensemble restreint d’angles de projections. Elle reposait sur l’idée intuitive qu’en utilisant un
sous-ensemble de projections, on modifierait peu l’image reconstruite.
Cette méthode a été implémentée de multiples façons : choix de sous-ensembles de projec-
tions contigus (θs = {(s − 1)nθS + 1, ..., nθS }, pour θ angle azimuthal et nθ le nombre d’angles
azimuthaux), cumulatifs (θs = {1, ..., snθS }) ou imbriqués (θs = {s, s + S, ..., nθ − S + s}).
La méthode la plus utilisée consiste à prendre des sous-ensembles imbriqués, en choisissant
leur ordre de sorte que l’information la plus complémentaire possible soit apportée par deux
sous-ensembles consécutifs : on les prend approximativement orthogonaux, suivant l’idée déjà
développée pour les méthodes ART (par exemple [Herman et Meyer, 1993]).
La méthode OSEM permet d’accélérer la reconstruction d’un facteur égal au nombre de
subsets lorsque ceux-ci contiennent la même matrice d’information de Fisher [Hudson et Lar-
kin, 1994]. Dans le cas de données non-bruitées avec existence d’une solution exacte au sys-
tème d’équations défini dans l’équation (II.22a), ces auteurs démontrent également que cette
technique converge vers la solution sous la condition appelée "subset balance" (équilibre des
subsets) qui spécifie que la valeur ∑i∈Is hij doit être la même pour tous les subsets s. Sinon,
l’algorithme converge vers une limite cyclique. En pratique, le bruit induit des différences entre
les subsets, et une limite cyclique est donc observée.
Afin de limiter ces cycles, le nombre de subsets peut décroître au cours des itérations, ou il
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est possible d’effectuer quelques itérations EM après OSEM. On peut également réduire la taille
des cycles en utilisant un facteur multiplicatif décroissant approprié pour chaque modification à
chaque itération (équivalent à choisir un facteur multiplicatif décroissant pour le pas du gradient
dans un algorithme par descente de gradients, ce que nous avons utilisé pour l’algorithme WLS)
[Ahn et Fessler, 2003]. Notons également que l’algorithme EM correspond à un nombre de
subset égal à 1, et que lorsque le nombre de subsets est égal au nombre de projections, on est
en présence d’algorithmes de type "Row Action" (agissant sur une ligne de la matrice, comme
ART).
Régularisation de la reconstruction EM
FIG. II.11 – Erreur quadratique moyenne entre objet reconstruit et objet simulé en fonction du
nombre d’itérations de l’algorithme MLEM.
Lorsque l’image est initialisée avec la même valeur pour tous les voxels, on observe que le
processus itératif conduit à reconstruire progressivement des fréquences croissantes de l’image.
Ainsi les images aux premières itérations ont un aspect très lisse, avec une délimitation unique-
ment des structures de basses fréquences. Des fréquences supérieures apparaissent au fil des
itérations, faisant tendre l’image solution vers une version plus détaillée. En pratique, on ob-
serve qu’au bout d’un certain nombre d’itérations, ce processus entraîne l’apparition d’un bruit
important de hautes fréquences. En effet au delà d’une certaine fréquence le spectre des don-
nées est dominé par celui du bruit, comme nous l’avons vu précédemment dans le paragraphe
1.7, ce qui justifiait l’utilisation d’un filtre de basse fréquences pour les reconstructions FBP.
Ce comportement est illustré sur la Figure II.11 où nous avons représenté l’écart quadratique
moyen normalisé entre l’image reconstruite à partir de données simulées et la distribution d’ac-
tivité simulée, en fonction du nombre d’itérations utilisées. Cette convergence de l’algorithme
vers une image bruitée induit une dégradation importante de la qualité visuelle des images et
une variabilité de la quantification.
Une approche intuitive pour limiter le bruit consiste à stopper le nombre d’itérations avant
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convergence de l’algorithme vers la solution bruitée. Le choix de l’itération peut être effectuée
en utilisant des critères statistiques (par exemple [Veklerov et Llacer, 1987], [Coakley et Lla-
cer, 1991]), ou en fonction de la tâche recherchée (par exemple expérimentalement à partir de
l’observation de la convergence de la valeur dans les régions d’intérêt que l’on cherche à quan-
tifier). Notons que classiquement une étape de lissage est ajoutée en fin de reconstruction afin
de limiter le bruit dans les images, mais au prix d’une dégradation de la résolution.
4.2 Régularisation : maximum a posteriori et sieves
Une autre forme de régularisation consiste à inclure une information a priori (voir §3.4). En
effet, la loi de Bayes (équation (II.27a)) conduit, après passage au log, à maximiser la fonction
de coût :
L(f ) = log(Pr(g|f )) + log(Pr(f )) (II.33)
Cette équation est similaire à l’équation II.26c utilisée dans les méthodes algébriques détermi-
nistes, mais elle s’interprète de façon statistique : le terme d’attache aux données est la vraisem-
blance, et le terme de pénalisation est la probabilité a priori sur la forme de la solution.
La maximisation de cette fonction conduit à la solution du maximum a posteriori (MAP)
suivante :
fˆMAP = argmax
f≥0
L(f ) (II.34)
Nous ne détaillerons pas ici le choix des fonctions de coût utilisés dans les approches MAP,
ainsi que les algorithmes utilisés pour résoudre la minimisation. Notons simplement que le
choix du terme de pénalité peut faire perdre la séparabilité de la fonction de coût, son caractère
quadratique, ou convexe. Pour pallier ces problèmes, ces fonctions sont donc également choi-
sies de sorte que l’on puisse résoudre la maximisation de l’équation (II.33). Ceci peut conduire
à des méthodes utilisant des lois conjuguées (de sorte que la loi a priori sur f et la loi a pos-
teriori Pr(f |g) soient de la même famille) pour résoudre analytiquement le problème, ou à des
méthodes utilisant des a priori basés sur des champs de Markov avec des pénalités quadratiques
pour pénaliser les différences entre voxels voisins.
Une autre méthode de régularisation a été développée par Grenander [Grenander, 1981].
Cette méthode, appelée méthode des "sieves" consiste à contraindre la forme des solutions à
appartenir à un sous-ensemble de l’espace des fonctions non-négatives, espace de taille trop im-
portante lorsque le nombre de mesures est limité. La taille varie de plus en fonction du nombre
de mesures de sorte que lorsque le nombre de mesures tend vers l’infini l’estimé sous contrainte
tende sans biais vers la valeur recherchée. Snyder a appliqué cette méthode à la TEP [Snyder
et al., 1987], en faisant intervenir deux étapes supplémentaires de filtrage au cours des itéra-
tions, avec un noyau Hsieve caractéristique de la sieve considérée. Ceci s’écrit : on recherche
fˆsieve solution de l’équation (II.31) parmi les fonctions qui s’écrivent fsieve = Hsievef , avec f
vecteur quelconque. Le coefficient fˆ de la sieve est alors obtenu par la relation suivante :
f (k+1) =
f (k)
HtsieveH
t1q
HtsieveH
t g
HHsievef (k) + r¯+ s¯
(II.35)
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itérée jusqu’à convergence. Alors la solution s’écrit fˆsieve = Hsievefˆ . Nous en reparlerons dans
le chapitre suivant.
II.D Conclusion du chapitre
Nous avons vu dans ce chapitre que le problème de la reconstruction tomographique était
un problème inverse mal posé (§II.A). Deux approches ont été abordées pour essayer de le
résoudre.
Les méthodes analytiques sont basées sur une description mathématique de l’acquisition en
tomographie par l’opérateur de Radon en 2D (§1), et transformées en rayons X en 3D (2), qui
sont des opérateurs linéaires d’un espace continu à un espace continu. Il est possible de les inver-
ser analytiquement par la méthode de rétroprojection filtrée (§1.6 et §2.1.c) ou par maillage de
l’espace de Fourier (§1.5). Ces opérateurs inverses sont linéaires. Le théorème coupe-projection
montre que ces reconstructions amplifient le bruit dans les hautes fréquences et des filtres passe-
bas doivent être utilisés pour pallier ce phénomène. La rétroprojection filtrée correspond en 2D
et en 3D à des géométries particulières d’acquisition (satisfaisant aux conditions d’Orlov), et la
troncature des données 3D conduit à des méthodes de ré-arrangement des données en 2D (§2.2).
Les méthodes algébriques sont basées sur une représentation discrète des données et des pa-
ramètres à estimer (§1). L’opérateur de passage de l’espace des données à celui des projections
devient une matrice, la matrice système, qui permet de modéliser de façon plus fine le proces-
sus d’acquisition des données. Cette matrice est généralement factorisée en produit de matrices
(§2.1), dont une matrice de projection et quelques exemples de projeteurs ont été présentés
(§2.2). La résolution du système d’équations s’accompagne de la définition d’une fonction de
coût. Dans le cas des méthodes déterministes, on recherche une solution au sens des moindres
carrés (MC) et pour cela on définit une solution de norme minimale : l’inverse généralisée
(§3.2). Une décomposition en valeurs propres ou des algorithmes itératifs permettent de réali-
ser la minimisation de la fonction de coût sous certaines conditions (§3.3), mais le caractère mal
posé du problème induit des solutions instables. Des méthodes de régularisation permettent de
rendre le problème mieux posé, soit par troncature de la décomposition en valeurs singulières
ou par pénalisation de la fonction de coût (§3.4). Lorsqu’on se place dans un cadre bayésien, le
choix des fonctions de coût devient justifié selon les lois conditionnelles reliant données et objet
recherché, ainsi que les lois a priori sur l’objet (§4). Lorsqu’on ne dispose d’aucun a priori sur
les données, les méthodes statistiques visent à maximiser la vraisemblance des données (§4.1).
Dans le cas de lois normales, la solution MV est équivalente à la recherche de la solution MC
ou MCP ; dans le cas de lois de Poisson une autre expression a été dérivée. La solution peut
alors être obtenue par descente de gradient comme pour les méthodes déterministes, ou en utili-
sant l’algorithme EM (§4.1.c). Des méthodes de régularisation (arrêt de l’algorithme EM, MAP,
technique des "sieves") doivent là encore être utilisées pour rendre le problème mieux posé.
Le lien entre les méthodes analytiques et les méthodes algébriques reste à faire. Il a été établi
par Natterer pour le cas 2D [Natterer, 1986] : si la discrétisation est suffisamment fine, et la
matrice H correspond à une matrice de type Radon, alors la matrice HtH a une décomposition
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en valeur propres qui peut s’exprimer en terme de transformée de Fourier discrète 2D (cette ma-
trice est approximativement de Toeplitz). Par ailleurs, le spectre de cette matrice est en grande
partie linéaire (voir O’Sullivan, 1995). Autrement dit, le termeHt dans l’équation correspond à
la rétroprojection, et le terme [HtH]−1 correspond à l’étape de filtrage avec le filtre rampe dans
l’espace de Fourier des méthodes analytiques. Par extension, la méthode FBP est une méthode
du type MC. Ceci est également visible dans le cas 3D lorsque le filtre est celui de Colsher (voir
équation (II.12h)).
Nous avons maintenant des éléments pour comparer ces différentes méthodes. Dans toutes
ces méthodes, le caractère mal posé du problème de la reconstruction tomographique induit un
compromis entre bruit et résolution. Ce sont en fonction de leur comportement vis à vis de ces
deux critères, ainsi que de leur rapidité, que nous allons maintenant les comparer.
Pour les méthodes analytiques, la forme de la matrice système est imposée (Radon en 2D ou
transformée en rayons X en 3D). Le choix de la fréquence de coupure du filtre va déterminer le
compromis entre bruit et résolution. Ces méthodes ont pour principal avantage d’être linéaires,
la résolution va être en particulier indépendante de l’objet. Il est alors possible en utilisant des
points sources de trouver le compromis entre bruit et résolution valable pour tout type d’exa-
mens en utilisant différentes valeurs de fréquence de coupure (décrit dans [Fessler et Rogers,
1996]). La linéarité de ces méthodes conduit également à une estimation non biaisée des ré-
gions d’intérêt (sinon par l’effet de volume partiel lié à la résolution). Nous venons de voir que
FBP conduisait à la solution des moindres carrés. Le problème direct étant linéaire, le théo-
rème de Gauss-Markov indique que l’estimateur moindre carrés (en particulier pondérés ici) est
le meilleur estimateur linéaire non biaisé (c’est-à-dire de plus faible variance). Ceci peut expli-
quer l’utilisation des moindres carrés (en particulier pondérés ici) comme fonction de coût. FBP
conduit à la rétroprojection de valeurs négatives, ce qui résulte en particulier en des artefacts qui
peuvent être indésirables dans le fond de l’image. Un post-filtrage a été proposé pour le réduire
[O’Sullivan et al., 1993]. Du point de vue du bruit, nous venons de voir que cet algorithme
conduit à la solution des moindres carrés, justifiée statistiquement lorsque les données suivent
des lois normales. Les lois de Poisson tendant vers des lois normales lorsque leur moyenne est
élevée, ceci risque de poser un problème de modélisation uniquement pour les études où il y a
peu de coïncidences mesurées dans les bins du sinogrammes. Enfin la méthode FBP est beau-
coup plus rapide que les méthodes itératives : elle nécessite autant de temps qu’une itération de
l’algorithme EM, ou un cycle de l’algorithme ART. Pour toutes ces raisons et particulièrement
en raison de leur linéarité, de leur caractère non biaisé et de leur rapidité, les méthodes analy-
tiques sont souvent considérées comme des méthodes de référence, en particulier pour ensuite
effectuer des analyses compartimentales et paramétriques.
Pour les méthodes algébriques, le compromis entre bruit et résolution est obtenu par régu-
larisation de la solution. Celle ci peut prendre la forme de la troncature de la décomposition
en valeurs propres, de l’ajout d’une fonction de pénalité, de l’arrêt des itérations dans un algo-
rithme itératif avec initialisation avec une fonction lisse, ou encore un post-filtrage de l’image
reconstruite. Un modèle plus fin de l’acquisition peut être effectué (en particulier incluant les
corrections pour la quantification au cours de la reconstruction) et les caractéristiques statis-
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tiques des données peuvent être inclues dans le modèle. Les modèles sont flexibles vis à vis de
la géométrie d’acquisition. Ceci permet d’envisager de meilleures performances dans le com-
promis bruit/résolution que les méthodes analytiques [Qi et Leahy, 2006]. Ce grand nombre de
paramètres modifiables, ainsi que l’aspect non-linéaire de ces reconstructions vient cependant
compliquer l’analyse en terme de bruit et résolution. Sous certaines conditions de régularité de
Pr(g|f ) (existence de la première et seconde dérivée de la log-vraisemblance, matrice de Fi-
sher non singulière), les estimateurs ML sont asymptotiquement non biaisés. C’est-à-dire que
lorsque le nombre de coïncidences tend vers l’infini, on obtient une estimation non-biaisée des
paramètres recherchés. De plus, ce sont les estimateurs de variance minimale, d’où leur grand
intérêt [Bernardo et Smith, 2000].
Les premières expériences ont montrées que la structure du bruit dans les reconstructions
EM-ML et FBP était différente : l’image de variance dans les images reconstruites avec FBP
illustrait une propagation de la variance des zones chaudes (forte activité) de l’image aux régions
froides (faibles activité), et pour EM-ML les images de variance semblaient ressembler aux
images moyennes [Wilson et Tsui, 1993]. Des approximations analytiques ont été proposées
pour estimer la propagation des erreurs d’une itération à la suivante dans l’algorithme EM-ML
ou MAP ([Barrett et al., 1994], [Qi, 2003]) en présence d’un bruit faible par rapport à la valeur
moyenne des bins. Barrett a notamment montré (théoriquement et par simulation MonteCarlo
[Wilson et al., 1994]) que dans ce cas la moyenne des images reconstruites était une bonne
approximation de la solution non bruitée et que les valeurs dans les voxels suivaient des lois
log-normales. Des formules approchées ont également été proposées pour estimer les propriétés
en terme de bruit et de résolution des solutions EM-ML ou MAP à convergence ([Fessler et
Rogers, 1996], [Qi et Leahy, 1998], avec post-lissage [Nuyts, 2002]). Le compromis entre bruit
et résolution dans les reconstructions statistiques peut également être étudié par simulations
Monte-Carlo. En plus du choix des paramètres libres pour FBP ou EM-ML/MAP, le choix
de l’un ou l’autre type de reconstruction doit également être envisagé en fonction de la tâche
effectuée, par exemple via l’utilisation d’observateurs numériques (par exemple [Moore et al.,
2000], [Lartizien et al., 2004], [El Fakhri et al., 2007]).
Nous allons voir dans le chapitre suivant comment exploiter la plus grande flexibilité des
algorithmes statistiques pour améliorer le modèle de l’acquisition, et ainsi obtenir des images
avec un meilleur compromis entre bruit et résolution pour les structures cérébrales qui nous
intéressent.
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Chapitre III
Exploitation de corrélations spatiales en
TEP
III.A Introduction : amélioration de la résolution spatiale
Nous avons vu dans le chapitre I que la TEP était une modalité d’imagerie quantitative qui
pouvait apporter de nombreuses informations physiologiques et pathophysiologiques mais était
limitée par un niveau de bruit important et une résolution relativement faible par rapport aux
autres modalités d’imagerie.
Il est nécessaire d’obtenir une meilleure résolution spatiale en imagerie cérébrale ou en on-
cologie où les structures d’intérêts sont de faible taille et par conséquent les EVPs importants.
Pour la caméra HR+ (de résolution 4.7 mm au centre du scanner), il a été ainsi estimé à partir de
régions anatomiques tracées sur IRM que la quantification en TEP ne permettait de récupérer
que seulement 61% des valeurs réelles dans le caudé et le putamen et 46% dans le striatum
ventral à cause de la résolution spatiale dans les images [Mawlawi et al., 2001]. Ces effets
conduisent à une analyse compartimentale biaisée, et empêchent une analyse paramétrique vi-
sant à explorer les régions fonctionnelles du cerveau et le cas échéant à valider le choix des
régions d’intérêt. Par ailleurs les EVPs ont une grande importance dans la quantification de la
captation du glucose par des tumeurs selon différentes méthodologies (avec des effets pouvant
être supérieurs à 50%) [Soret et al., 2007], empêchant ainsi des comparaisons robustes inter-
centres, inter-patients et intra-patients lorsque la forme de la tumeur évolue.
Nous présenterons donc dans ce chapitre les techniques qui permettent d’améliorer la réso-
lution dans les images reconstruites, et permettent ainsi une meilleure quantification dans des
études statiques et dynamiques.
En premier, l’émergence de scanners à haute résolution spatiale a permis une diminution
importante des EVP. Nous caractériserons tout d’abord le scanner à haute résolution que nous
avons utilisé pour nos études, l’HRRT, développée par Siemens Molecular Imaging (appellée
93
94 III. EXPLOITATION DE CORRÉLATIONS SPATIALES EN TEP
HRRT par la suite, pour High Resolution Research Tomograph, tomographe de recherche à
haute résolution).
La résolution peut également être améliorée en utilisant des modèles plus fins de l’acquisition
dans le cadre des reconstructions statistiques décrites au chapitre II. Nous verrons les principales
méthodes proposées jusqu’à présent dans ce cadre (§1).
Nous présenterons ensuite le travail effectué, consistant à proposer (§2) et valider (§III.D)
un algorithme de reconstruction pour la caméra à haute résolution spatiale HRRT qui tiendrait
compte des corrélations spatiales sur cette caméra. L’objectif était d’améliorer le compromis
entre résolution spatiale et bruit dans les images, et de rendre l’algorithme applicable aux études
dynamiques telles qu’actuellement réalisées au SHFJ.
III.B Reconstruction usuelle sur l’HRRT
1 Intérêt d’un scanner dédié cerveau
La formule de Derenzo (I.12) présentée dans le chapitre I permet d’évaluer les améliorations
instrumentales nécessaires pour diminuer la résolution spatiale des tomographes. Pour un scan-
ner corps-entier ECAT-HR+ typiquement utilisé en clinique (ses caractéristiques sont données
dans [Brix et al., 1997] et [Tomic et al., 2005] pour les effets de bloc), la formule de Derenzo
donne les contributions suivantes pour une résolution spatiale de 4.7 mm au centre du champ
de vue :
– effet de la taille des cristaux : 35%,
– effet de l’acolinéarité : 28%,
– effet du bloc : 25%,
– effet de la taille de la source : 9%,
– effet du parcours du positron (18F) : 3%.
Ainsi, en réduisant la taille des cristaux et en diminuant la taille du diamètre du scanner, les
trois premiers points, contribuant pour presque 90% de la résolution spatiale, peuvent être atté-
nués. Par conséquent la résolution spatiale peut être considérablement améliorée. D’autre part,
le diamètre du scanner diminuant, l’angle solide de détection à l’intérieur du scanneur est aug-
menté, et à même système de détection la sensibilité est donc augmentée. Des tomographes
dédiés cerveaux ont donc été développés, tel l’HRRT à laquelle nous allons maintenant nous
intéresser.
2 Caractéristiques de l’HRRT
Ce tomographe dédié à l’étude du cerveau se compose de 8 têtes de détection (panneaux),
organisées en un octogone (voir Figure III.1). Chaque panneau est constitué de 9 blocs trans-
verses et 13 blocs axiaux (couronnes), chaque bloc de LSO étant découpé de sorte à former
une matrice de 8×8 cristaux de dimension proche de 2.4mm×2.4mm×10mm. Une seconde
couche de cristaux est également ajoutée derrière la première. Deux générations d’HRRT ont
été construites. La première génération (un prototype à Cologne) utilisait des cristaux de lon-
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gueur 7.5 mm de LSO, GSO et LYSO (mélange de LSO et YSO) pour la seconde couche. La
seconde génération, commerciale, utilisait des cristaux de 10 mm de LYSO dans la seconde
couche. Pour les deux générations, un discriminateur de forme d’impulsion est utilisé afin de
déterminer dans quelle couche a eu lieu l’interaction photon-détecteur.
Les caractéristiques générales de l’HRRT ont été publiées dans plusieurs articles, nous ne
présenterons ici que les principaux éléments concernant la résolution spatiale et le bruit de ce
système d’acquisition (première génération : [Wienhard et al., 2000], [Eriksson et al., 2002],
[Wienhard et al., 2002], seconde génération : [de Jong et al., 2004]). La distance entre deux
têtes opposées est d’environ 47 cm et le champ de vue axial est d’environ 25 cm.
FIG. III.1 – HRRT sans son carter, illus-
trant la disposition orthogonale des têtes
et des cartes d’acquisition.
2.1 Résolution spatiale
La diminution importante de la taille des cristaux et des blocs (voir Figure III.2) conduit
à de très bonnes performances en terme de résolution spatiale. En reprenant les calculs du §1,
on obtient une résolution spatiale intrinsèque de 2.5 mm en centre de champ de vue et une
contribution respective :
– de l’effet de la taille des cristaux : 29% (terme au carré : contribution de ≈ 1.5 mm2) ;
– de l’effet de l’acolinéarité : 21% (terme au carré : contribution de ≈ 1.1 mm2) ;
– de l’effet du bloc : 24% (terme au carré : contribution de≈ 1.2 mm2, [Tomic et al., 2005]) ;
– de l’effet de la taille de la source : 19% (terme au carré : contribution de ≈ 1 mm2) ;
– de l’effet du parcours du positron (18F) : 7% (terme au carré : contribution de≈ 0.4 mm2) ;
D’autre part, comme discuté dans le §I.3.2.f, la mesure même rudimentaire de DOI va per-
mettre de limiter l’erreur de parallaxe, et donc d’atténuer la dégradation de la résolution avec la
distance radiale dans un plan transversal. Ceci est illustré dans la Figure III.3.
L’ensemble de ces éléments permet ainsi d’obtenir une résolution isotrope variant d’environ
2.5 mm au centre à 3.5 mm à 10 cm (ou une résolution volumétrique de ≈ 15 à 20 mm3) pour
l’HRRT sur un champ de vue de diamètre 20 cm ([de Jong et al., 2004], [Sossi et al., 2005], [de
Jong et al., 2007]).
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FIG. III.2 – Diminution de la taille des blocs cristaux au cours des années 1990. A gauche, bloc
de l’ECAT 953B (5.66×6.15×30 mm3) , au centre bloc de l’ECAT HR+ (4.39×4.05×30 mm3)
et à droite bloc de l’HRRT (2.4×2.4×(10+10) mm3). Tous les blocs comportent une matrice
de 8×8 cristaux. Références pour les caractéristiques respectives des tomographes : [Mazoyer
et al., 1991], [Brix et al., 1997], [Eriksson et al., 2002].
2.2 Bruit
La sensibilité globale de l’HRRT mesurée avec une ligne source selon le protocole NEMA
2001 ([Association, 2001]) est d’environ 3% [de Jong et al., 2007], correspondant à une sensi-
bilité entre 5.3 et 6.6% au centre du champ de vue [Sossi et al., 2005]. Les valeurs de sensibi-
lité mesurées selon le protocole NEMA 1994 ([Association, 1994]) pour l’ECAT-HRRT (31.0
cps/(kBq/ml) [de Jong et al., 2007]) et pour l’ECAT-HR+ (27.7 cps/(kBq/ml) [Brix et al.,
1997]) sont semblables. Malgré l’augmentation de l’angle solide de détection, la sensibilité de
l’HRRT reste proche de celle de l’HR+ à cause des espaces entre les cristaux et l’utilisation de
cristaux de LSO (BGO pour l’HR+) moins denses (voir le Tableau I.5) et de taille plus fine (1+1
cm pour l’HRRT et 3 cm pour l’HR+).
Par ailleurs, la taille d’un élément de résolution (produit des LMH dans les trois directions)
est diminuée d’un facteur 5 (16 mm3 pour l’HRRT à 79 mm3 pour l’HR+), et le volume des
voxels typiquement utilisés pour les images HRRT (≈ 1.8 mm3) est diminué d’un facteur proche
de 8 par rapport à celui de l’HR+ (≈ 14.6 mm3). Ces deux effets conduisent donc à une baisse
du signal moyen par voxel. Si l’on considère le cas de reconstructions FBP, il faudrait une amé-
lioration d’un facteur 16 en sensibilité pour obtenir une variance au niveau du voxel semblable
entre les deux caméras [Defrise et al., 1990]. L’amélioration de la résolution permis par la di-
minution de la taille des cristaux va ainsi s’accompagner d’une augmentation importante du
niveau de bruit moyen par voxel.
D’autre part dans une acquisition sur l’HRRT, le nombre de LOR (4.5× 109) excèdent le
nombre de coïncidences détectées pendant l’intervalle de temps choisi pour la reconstruction
(typiquement de l’ordre de 107 coïncidences), et même pendant tout l’examen (typiquement de
l’ordre de 108 coïncidences). Ceci illustre que le niveau de bruit va être élevé également dans
les données, ce qui justifie l’utilisation de méthodes de reconstruction statistiques basées sur le
caractère poissonien des données.
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FIG. III.3 – Illustration de l’effet de la mesure de DOI sur la résolution spatiale. Un point source
de 22Na est placé à une distance radiale de 10 cm du centre du scanner. La reconstruction a lieu
avec (en dessous) et sans (au dessus) mesure de DOI. L’absence de mesure de DOI conduit non
seulement à une FR fortement asymétrique, mais aussi à une erreur de positionnement, égale
environ à la moitié de la taille d’un cristal (extrait de [Wienhard et al., 2002], pour un scanner
HRRT de première génération avec une bicouche LSO-LSO).
2.3 Dimension et ré-échantillonnage des données
Les données mesurées sur HRRT sont enregistrées en mode-liste (voir le §I.3.2.d) : les iden-
tifiants des deux détecteurs concernés sont sauvegardés pour chaque coïncidence dans un fi-
chier et des étiquettes temporelles sont enregistrées toutes les ms, permettant ainsi d’avoir pour
chaque événement une haute résolution spatiale et temporelle.
Comme nous venons de le voir dans le chapitre précédent, la diminution de la taille des cris-
taux conduit à un grand nombre d’éléments de détection (environ 120 000, comparé à environ
20 000 pour l’HR+), et par conséquent de lignes de réponses (4.5 milliards). Ces lignes de ré-
ponses échantillonnent irrégulièrement l’espace des projections. Aussi l’approche sinogramme
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décrite dans le §I.3.2.d est souvent adoptée afin d’échantillonner régulièrement l’espace des
projections tout en limitant l’incertitude associée à chaque mesure considérée (nous verrons
par la suite que ceci est en particulier important pour l’étape de normalisation, cf §2.4.b). Pour
l’HRRT, ce ré-échantillonnage est effectué en attribuant les LOR au bin de sinogramme le plus
proche. Notons qu’à l’issue de ce ré-échantillonnage, environ 18% des bins du sinogramme ne
sont pas mesurées, à cause des espaces entre les têtes ; cette géométrie conduit donc à l’utilisa-
tion d’algorithmes de reconstructions itératifs.
Un sous-échantillonnage des données est également effectué axialement et est décrit par la
notion de "span". Le michelogramme (d’après Christian Michel, qui a proposé cette représenta-
tion) permet de visualiser cette réduction de l’échantillonnage, comme représenté sur la Figure
III.4. Les numéros des couronnes (ordre le long de l’axe du scanner) sont représentées en abs-
cisse et en ordonnée d’une grille en deux dimensions. Un point dans la grille indique l’ensemble
des projections mesurées pour un couple de couronnes, un trait symbolise que les mesures de
projection pour les couronnes ainsi reliées vont être sommées pour former de nouvelles projec-
tions. Considérons par exemple le segment droit (segment 0) en span 3. En plus des plans droits,
les mesures effectuées avec une différence d’anneau de±1 sont regroupées pour créer des plans
droits "fictifs" situés à mi-distance des deux anneaux, comme illustré sur la partie droite de la
Figure III.4. Pour le span 9, ce seront alternativement cinq et quatre mesures axiales qui seront
sommées, induisant ainsi une plus grande dégradation de la résolution spatiale dans la direction
axiale (ceci correspond à une erreur angulaire maximale de 0.6°, soit une erreur de±0.85 voxels
à 10 cm du centre du champ de vue). La différence d’anneau maximale ("MaxRing") est défi-
nie comme la différence d’anneaux maximale admise pour considérer une LOR valide, limiter
l’échantillonnage copolaire permettant de rendre la sensibilité axiale plus homogène (mais au
détriment de la sensibilité totale du système).
Un sinogramme en span 3 avec un maxring de 67 contient environ 460 millions de bins,
representant ainsi une taille de 0.9 Go en 16 bits (soit 1.9 Go pour les corrections en nombres
flottants), et un sinogramme en span 9 avec le même maxring (valeur adoptée pour tout le cha-
pitre) a des dimensions trois fois moindres. En pratique les données sont ainsi histogrammées
en span 9 afin de diminuer la taille des données sauvegardées sur les disques durs pour les exa-
mens dynamiques (où plusieurs matrices de corrections sont calculées pour chaque frame) et
d’accélérer l’étape de reconstruction en chargeant les sinogrammes de correction en mémoire
vive. Nous évaluerons dans le §1.1.a suivant la dégradation de la résolution axiale dûe au choix
du sous-échantillonage axial.
2.4 Sinogrammes de corrections
Nous avons vu dans le §I.3.2.e que des phénomènes physiques non-désirés apparaissaient
lors de l’acquisition des données. Dans les reconstructions effectuées sur HRRT, des paramètres
sont estimés pour corriger ces effets par des méthodes que nous allons maintenant rapidement
présenter. Ces différentes méthodes doivent en particulier régler le problème de l’estimation de
paramètres particulièrement bruités.
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FIG. III.4 – Dans l’image de gauche, michelogramme correspondant au sous-
échantillonnage axial Span 3 (A) et Span 9 (B). A droite, les LOR appartenant au même
bin après sous-échantillonnage sont représentées dans la même couleur.
2.4.a Correction d’atténuation
La correction d’atténuation consiste à corriger l’effet d’atténuation des photons dans les
tissus, c’est-à-dire déterminer le coefficient d’atténuation des photons le long chaque LOR (voir
§I.3.2.e). Celui-ci peut donc être mesuré par la TDM (§I.2.1), modalité utilisée à cet effet dans
les systèmes TEP-TDM.
Pour l’HRRT, l’estimation des coefficients d’atténuation a souvent lieu avant injection du
radio-élément à l’aide d’une mesure de transmission utilisant un point source de 137Cs émettant
des rayons γ de 662 keV [Knoess et al., 2003]. Cette source est collimatée en axial et en trans-
axial de façon à obtenir un faisceau en éventail. Elle parcourt le champ de vue de façon continue
axialement, tournant de 280° autour de l’axe du scanner incrémentalement [van Velden et al.,
2008]. Une première transmission a lieu en l’absence de tout objet ("blank"), puis une seconde
a lieu en présence du patient ou de l’objet à imager. Le coefficient d’atténuation est ensuite
estimé en passant par une reconstruction régularisée intermédiaire, afin d’éviter de propager le
bruit des données d’atténuation dans les reconstructions d’examen TEP et de tenir compte d’un
facteur d’échelle pour obtenir l’atténuation à 511 keV.
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Une image des coefficients d’atténuation est ainsi reconstruite en 2D avec un algorithme
MAP avec a priori composé de deux fonctions : une fonction de lissage préservant les fron-
tières entre structures (potentiel de type Huber) et un fonction de pénalisation à quatre modes.
Cette dernière est définie par quatre gaussiennes de valeur moyenne et de variance décrivant les
distributions attendues des quatre types de tissus : eau, air, os, et un tissu intermédiaire entre ces
trois tissus. Ces quatre gaussiennes sont regroupées en une seule fonction en sélectionnant en
chaque point de la fonction la gaussienne de valeur maximale, et en modifiant la fonction aux
frontières pour obtenir une dérivée continue [Nuyts et al., 1997].
Un facteur d’échelle est ensuite appliqué aux coefficients d’atténuation pour obtenir des va-
leurs correspondant à des photons γ de 511 keV. Ce facteur est estimé par le rapport entre la
valeur du coefficient d’atténuation de l’eau à 511 keV (valeur connue) et le pic de distribution
obtenu en histogrammant l’image des coefficients d’atténuation (qui correspond au coefficient
de l’eau, le plus abondant dans l’image d’atténuation).
Afin d’obtenir une mesure de l’atténuation pour chaque LOR, l’image des coefficients d’at-
ténuation est enfin projetée.
2.4.b Normalisation
Les effets conduisant à une variation d’efficacité des LOR (§I.3.2.e) doivent également être
corrigés : c’est l’étape de normalisation. À cette fin une ligne source de 68Ge (émetteur de
positrons) est placée dans le scanner où elle est entraînée en rotation. Les coïncidences mesurées
dépendent alors d’un facteur géométrique (activité de la source vue du couple de détecteur) qui
est modélisé dans le projeteur, du parcours de la source et de son activité qui est connue, et de
l’efficacité de la LOR. Il est ainsi possible d’estimer l’efficacité des LOR en faisant le rapport
dans chaque bin de sinogramme entre les coïncidences mesurées et la projection de l’activité
dans le champ de vue effectuée à l’aide du projeteur. Le facteur de normalisation correspond à
l’inverse des efficacités.
Cette méthode est appelée normalisation directe. Cette approche est principalement limi-
tée par le nombre important de paramètres à estimer et la nécessité d’acquérir suffisamment
de coïncidences pour pouvoir mesurer précisémment le facteur de normalisation. Les données
suivant des lois de Poisson, il faut ainsi 400 coïncidences pour chaque LOR pour avoir une pré-
cision de 5% sur la mesure du coefficient. Sans sous-échantillonnage, le nombre d’événement à
acquérir devient donc prohibitif avec cette méthode (4.5 milliards × 400 × 1
min(ǫi)
). En span 3,
60h d’acquisition avec la ligne source conduisent à la mesure de 50 à 150 coïncidences (selon
la sensibilité du plan) en moyenne dans la partie centrale des plans droits, soit une précision
de 8% à 15%. Au SHFJ, le sinogramme de normalisation contient de l’ordre de 100 milliards
d’événements, soit un temps d’acquisition variant selon l’activité de la source entre 60 et 150h.
Un échantillonnage en span 9 permet alors d’améliorer la robustesse des mesures.
Une factorisation de la normalisation a été récemment proposée pour l’HRRT afin de réduire
le nombre de paramètres à estimer. Ceci permettra par conséquent de diminuer le temps d’ac-
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quision, d’améliorer la robustesse des estimations, et un facteur de normalisation pourra être
estimé pour chaque LOR [Rodriguez et al., 2007].
2.4.c Estimation des événements fortuits
Il faut ensuite estimer les coïncidences provenant de lieux d’annihilation différents (§I.3.2.e).
Les coïncidences multiples ne sont pas éliminées sur HRRT, et les coïncidences fortuites pour-
raient être estimées à partir de la formule décrite dans ce paragraphe du chapitre 1 :
Cij = 2τcicj (III.1a)
Pour l’HRRT le taux de singles est obtenu au niveau de chaque bloc de détecteurs et il
manque donc un facteur d’efficacité relative à l’intérieur des blocs permettant d’estimer le taux
de singles au niveau de chaque détecteur (cristal et couche). Malheureusement ce facteur dé-
pend en particulier des taux de comptage (effet d’empilement des événements conduisant à une
mauvaise identification de la couche dans laquelle a lieu l’interaction) [Barker et al., 2004].
Une autre méthode consiste à utiliser lors de l’acquisition une fenêtre de coïncidence dé-
calée dans le temps en plus de la fenêtre en coïncidence usuelle. Cette fenêtre décalée permet
d’estimer au niveau de chaque LOR la probabilité de coïncidences fortuites en comparant deux
taux de comptage semblables mais indépendants. On parle alors de coïncidences retardées (de-
layed en anglais). La variance dans la mesure de ces coïncidences, d’autant plus élevée que
l’acquisition est courte ou de faible activité, peut alors être réduite en utilisant un filtrage dans
les sinogrammes normalisés. Pour l’HRRT, cette approche reste insuffisante pour les faibles
statistiques et résulte en une quantification biaisée [Comtat et al., 2004]. D’autre part, effec-
tuer l’opération de lissage dans les sinogrammes normalisés peut induire des artefacts dûs à des
problèmes de normalisation.
L’approche retenue pour l’HRRT repose sur la construction d’un histogramme des coïn-
cidences retardées au niveau de chaque détecteur [Byars et al., 2005]. A chaque événement
retardé enregistré, cet histogramme est incrémenté pour les deux détecteurs mis en jeux. Il est
alors possible de relier la valeur mesurée fi pendant l’intervalle de temps ∆t pour le cristal i au
taux de singles recherchés :
fi =
∑
j
Cij = 2τci
∑
j
cj (III.1b)
Pour l’HRRT, un détecteur ne peut former une coïncidence qu’avec un détecteur dans les cinq
têtes opposées. Pour une tête donnée, le deuxième terme de l’équation (III.1b) est donc identique
pour tous les détecteurs à l’intérieur d’une tête et correspond à la somme des taux de singles sur
les cinq têtes opposées. Autrement dit, il suffit de connaître la somme du taux de singles pour
les huit têtes pour résoudre le problème. Ceci peut être obtenu par une méthode itérative [Byars
et al., 2005].
A partir de ce taux de singles par élément de détection, on peut alors retrouver le taux de
coïncidence fortuites pour chaque LOR en utilisant l’équation (III.1a).
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2.4.d Estimation des événements diffusés
Les mesures effectuées sur l’HRRT selon le protocole NEMA-2001 [Association, 2001] sur
l’HRRT conduisent à estimer à environ 45% la fraction de diffusés [de Jong et al., 2007]. Il
est donc crucial d’obtenir une estimation robuste des évènements diffusés afin d’éviter un biais
important dans la quantification.
La méthode utilisée sur l’HRRT consiste à simuler les événements issus d’une seule diffu-
sion [Watson et al., 1996]. La carte d’émission est tout d’abord reconstruite en l’absence de
correction de diffusés.
La contribution des diffusés pour un ensemble de LOR est ensuite calculée en un ensemble
grossiers de points échantillonnant l’objet atténuant. Le calcul est effectuée pour chaque pro-
jection grossièrement échantillonnée en supposant une diffusion simple en chacun de ces points
de l’image. Celui-ci fait intervenir plusieurs facteurs :
– la projection de la carte d’émission le long du parcours des photons non-diffusés, afin
d’établir la probabilité d’obtenir des émissions atteignant un des détecteurs et pouvant
subir une diffusion au point considéré ;
– le calcul de la formule de Klein-Nishina afin d’établir la probabilité d’une diffusion au
point considéré en direction du détecteur ;
– la projection de la carte d’atténuation le long du parcours reconstitué des deux photons,
pour tenir compte de leur atténuation dans la matière ;
– une modélisation de la probabilité de détection des photons par le système d’acquisition
considéré.
La somme des contributions en tous les points considérés dans l’image donne alors une estima-
tion des évènements diffusés.
Les grilles (points de diffusion dans l’image et projections) sont grossièrement échantillon-
nées parce que la contribution de la diffusion dans les projections est de type basse fréquence,
ce qui permet de diminuer fortement les temps de calculs. Une estimation de la diffusion pour
chaque LOR est effectuée en utilisant une interpolation bicubique des valeurs obtenues sur la
grille grossière des projections, et un facteur de normalisation est finalement dérivé de la compa-
raison de l’activité mesurée en dehors de l’objet dans la carte d’émission et des valeurs simulées
pour la simple diffusion.
2.4.e Autres corrections
Les données TEP acquises sur HRRT sont ainsi normalisées, corrigées de l’atténuation et
corrigées des événements diffusés et fortuits. Pour l’HRRT, les événements diffusés et fortuits
sont estimés pour chaque frame considérée ; chacune de ces corrections est sauvegardée dans
un sinogramme.
Après reconstruction, les images sont également corrigées
1) du temps mort (calculé à partir du nombre moyen de singles par bloc) ;
2) de la décroissance du radioélément au cours de l’examen ;
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Une quantification absolue (Bq/ml) est obtenue grâce à un facteur d’étalonnage, mesuré avec
une source d’activité connue, et en tenant compte du facteur d’embranchement du radionucléide
utilisé.
2.5 Algorithme et paramètres de reconstruction utilisés en routine
Les espaces entre les têtes de l’HRRT empêchent une application directe des techniques de
reconstruction analytiques. D’autre part, le faible nombre de coïncidences moyennes au niveau
des détecteurs conduit à utiliser une méthode de reconstruction itérative adaptée aux lois de
Poisson pour ce scanner, telle celles présentées dans le §II.4.
L’algorithme de reconstruction constructeur repose sur un modèle de la matrice système ne
comportant qu’un simple projeteur. La projection est effectuée avec le projeteur de Joseph et
la rétroprojection par un projeteur "pixel-driven" à interpolation bilinéaire (voir §II.2.2). L’al-
gorithme est un algorithme EM permettant la maximisation de la vraisemblance dans le cas de
données suivant des lois de Poisson (décrit dans le §II.4.1.c et dans l’annexe B).
Différentes stratégies intégrant les corrections ont été précédemment explorées : précorriger
les données en les pondérant et en assurant une contrainte de positivité pour obtenir approxi-
mativement des distributions de Poisson [Michel et al., 1999] ou intégrer l’estimation des cor-
rections pendant la reconstruction (méthode OP-EM voir §II.4.1.b). Cette dernière permet de
conserver la nature poissonienne des données, et permet d’éliminer le biais lié à la contrainte
de positivité dans la première approche, au prix d’une convergence plus lente [Comtat et al.,
2004]. Différentes techniques ont été proposées pour réduire le biais obtenu en précorrigeant
les données, par exemple en appliquant le critère de positivité après l’étape de rétroprojection
dans l’algorithme EM (citées dans Rahmim et al., 2005a) ; cependant l’approche OP-EM est
préférée pour l’HRRT.
La régularisation de la reconstruction est effectuée en arrêtant l’algorithme avant conver-
gence : le nombre d’itérations est sélectionné de façon à garantir la convergence de la valeur
moyenne des voxels à l’intérieur des régions d’intérêt considérées. L’algorithme étant implé-
menté sous forme OS-EM avec sous-ensemble de projections, la reconstruction est arrêté après
6 à 10 itérations de 16 sous-ensembles de cet algorithme, selon les examens considérés ([Comtat
et al., 2004], [Sossi et al., 2005], [de Jong et al., 2004], [van Velden et al., 2006], [Leroy et al.,
2007]). Un lissage avec une gaussienne de LMH 2 mm est également typiquement effectué
après reconstruction des frames d’études dynamiques afin de réduire le niveau de bruit dans les
images, au prix d’une dégradation de la résolution spatiale. Des images de taille 256×256×207
sont usuellement reconstruites avec des voxels isotropes d’environ 1.2×1.2×1.2 mm3 (volume
≈ 1.8 mm3). Enfin la reconstruction est parallélisée et effectuée sur un cluster de 16 proces-
seurs [Jones et al., 2003], conduisant à des temps de reconstruction d’environ 1h par frame
reconstruite.
Les résultats obtenus avec cet algorithme et sur l’HRRT ont déjà été comparés avec des
résultats obtenus sur le cerveau avec une HR+ et une reconstruction FBP pour des patients
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([Leroy et al., 2007], [de Jong et al., 2007]) et pour des fantômes (objets de dimensions connus,
que l’on remplit d’activité) anthropomorphiques [van Velden et al., 2006]. A résolution égale,
des résultats comparables sont obtenus avec les deux caméras et méthodes de reconstruction.
Un biais est cependant observé pour l’HRRT avec des frames de temps courts [van Velden et al.,
2006].
3 Conclusion sur les performances de l’HRRT
L’HRRT est donc un scanner dédié cerveau de haute résolution, avec des résolutions iso-
tropes variant entre 2.5 et 3.5 mm sur un champ de vue de diamètre 20 cm. Ces performances
sont dûes à la faible taille des cristaux et à la mesure de la profondeur d’interaction. La sensibi-
lité totale du scanner étant équivalente aux systèmes précédents, l’augmentation de la résolution
s’accompagne d’une augmentation du niveau de bruit moyen dans les données acquises et dans
l’image reconstruite. D’autre part, le grand nombre de détecteurs (et par conséquent de LOR)
conduit à un ré-échantillonnage des projections avec compression axiale. Des méthodes de nor-
malisation et de corrections de l’atténuation, des évènements fortuits et diffusés sont implémen-
tées, permettant des estimations quantitatives de la concentration d’activité dans le champ de
vue. Dû aux contraintes du système d’acquisition (espaces entre les têtes et faibles statistiques
dans les mesures), les méthodes analytiques ne peuvent être directement appliquées. L’algo-
rithme utilisé est un algorithme itératif OP-OSEM-ML dont les paramètres de reconstruction
ont été donnés. Enfin, les images reconstruites avec cet algorithme à partir de données HRRT
donnent des résultats comparables à celles obtenues avec méthode FBP sur une caméra HR+
lorsqu’elles sont dégradées à la résolution de ces dernières.
Nous allons maintenant nous intéresser à des méthodes permettant d’améliorer la résolution
dans les images HRRT en affinant le modèle d’acquisition.
III.C Modélisation de la résolution du scanner
Nous venons de voir dans le chapitre précédent que les données issues de l’HRRT étaient
corrigées de l’ensemble des facteurs venant perturber les mesures, les effets de résolution mis à
part. La résolution obtenue dans les images est ainsi donnée par la formule de Derenzo, c’est-à-
dire par les limitations du système d’acquisition et de reconstruction. Les images reconstruites
présentent donc des corrélations spatiales qui vont pouvoir être utilisées pour améliorer la ré-
solution spatiale dans les images. Différentes approches ont été proposées récemment pour
modéliser les effets de dégradation de la résolution et les intégrer dans la reconstruction. Nous
allons nous y intéresser dans un premier temps, puis nous décrirons l’approche que nous avons
adoptée pour la reconstruction d’images acquises sur l’HRRT.
1 Précédentes modélisations des effets de résolution
Les approches récemment proposées dans la modélisation des effets de résolution reposent
sur une paramétrisation de la matrice système (voir §II.2.1) originellement proposée dans [Mum-
cuoglu et al., 1996a]. La matrice système est ainsi décomposée en produit de deux matrices : une
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matrice décrivant les effets géométriques (matrice projeteur), et une matrice décrivant les effets
de résolution. Cette matrice correspond à la convolution des données acquises avec des noyaux
décrivant les effets liés au parcours du positron, à l’acolinéarité et à la réponse des détecteurs.
1.1 Modélisation de la résolution dans l’espace des projections et dans l’espace image
Une modélisation de chacun des différents effets venant affecter la résolution comporte a
priori un grand nombre de paramètres. La modélisation du parcours des positrons peut en effet
être représentée par une convolution spatialement invariante dans l’espace image (en négligeant
les différences de parcours moyen dans différents tissus, ce qui est raisonnable dans le cerveau
[Sánchez-Crespo et al., 2004]), et les effets d’acolinéarité et la réponse des détecteurs comme
une convolution spatialement variante dans l’espace des projections (avec un noyau de convo-
lution a priori 4D). Dans cette configuration, l’approche visant à modéliser indépendamment
chaque facteur pose en particulier le problème d’une implémentation efficace (en temps de cal-
cul) au cours de la reconstruction.
Différentes méthodes ont été proposées pour réduire ce nombre de paramètres à estimer, ce
qui peut permettre d’avoir des estimations plus robustes de ces paramètres au prix d’un biais
potentiel. Notons que l’approche consistant à séparer les effets géométriques de la modélisa-
tion de la résolution peut conduire à négliger les effets de dégradation de la résolution avec
la profondeur de l’émission le long de la LOR. Cependant ces effets peuvent être modélisés
dans le projeteur ([Mumcuoglu et al., 1996a], [Qi et al., 1998a]), au prix d’un temps de calcul
élevé pour ce dernier, ou être ré-intégrés à l’intérieur de la matrice système dans le cas où la
factorisation est minimale ([Selivanov et al., 2000a], [Panin et al., 2006]).
Il a été ainsi proposé précédemment que cette matrice de résolution soit uniquement décrite
dans l’espace des projections ([Johnson et al., 1995], [Mumcuoglu et al., 1996a], [Qi et al.,
1998b], [Qi et al., 1998a], [Selivanov et al., 2000a], [Alessio et al., 2006], [Panin et al., 2006])
ou plus récemment uniquement décrite dans l’espace image ([Reader et al., 2003]). Cette der-
nière approche a d’ailleurs été implémentée sur l’HRRT en tenant compte de variation de la
résolution dans le champ de vue [Rahmim et al., 2003]. Ces deux méthodes permettent alors
des implémentations plus efficaces de la convolution. Ces modèles ont été utilisés en particulier
pour les systèmes d’acquisition petits-animaux où une bonne résolution spatiale est cruciale
([Qi et al., 1998b].
Les approches dans l’espace des projections s’appuient sur le fait que la taille des cristaux
est la principale cause de dégradation de la résolution dans la plupart des scanners. En pratique,
le parcours du positron est ainsi négligé de par sa contribution secondaire dans l’espace des pro-
jections (3% pour l’HR+ par exemple). L’acolinéarité peut être négligée ([Alessio et al., 2006],
ce qui peut être justifié dans le cas de scanners petits animaux de faible diamètre ([Qi et al.,
1998a]), ou bien il est supposé qu’elle peut être modélisée de façon similaire aux effets liés à la
taille des cristaux ([Mumcuoglu et al., 1996b]). Si de plus les effets de blocs ne sont pas inclus,
alors la convolution peut être implémentée comme une convolution dans les sinogrammes avec
un noyau 2D (composantes axiales et radiales), ce qui rend possible une implémentation efficace
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de cette modélisation ([Mumcuoglu et al., 1996a], [Alessio et al., 2006], [Qi et al., 1998a]).
Les approches dans l’espace image reprennent la caractérisation de la résolution usuellement
adoptée pour caractériser les propriétés des scanners : la mesure des FR dans l’image. Dans ces
approches, la contribution de l’algorithme de reconstruction à la dégradation de la résolution est
donc également incluse, contrairement aux méthodes par projection. La convolution est alors
réalisée par défaut en 3D avec un noyau non-isotrope, variant avec la distance radiale dans le
scanner.
1.2 Mesure des paramètres du noyau de convolution
Comme pour la matrice système, les noyaux de convolution ont été dérivés soit analytique-
ment ([Selivanov et al., 2000a]), soit expérimentalement ([Johnson et al., 1995], [Reader et al.,
2003], [Rahmim et al., 2003], [Panin et al., 2006]) à partir de la mesure de point-sources ou
lignes sources positionnés dans le champ de vue, soit par simulation MonteCarlo ([Mumcuoglu
et al., 1996a], [Qi et al., 1998b], [Qi et al., 1998a], [Alessio et al., 2006]). La mesure expéri-
mentale est a priori la méthode permettant d’obtenir la description la plus précise des carac-
téristiques du système. Elle est nécessaire lorsqu’on cherche à caractériser la matrice système,
mais elle requiert dans cet objectif une connaissance relativement précise de la position de la
source qui ne peut être établie qu’à l’aide d’un robot de placement ([Panin et al., 2006]). La
méthode d’estimation de la résolution dans l’espace image peut également utiliser des mesures
expérimentales, de façon similaire à la caractérisation du scanner comme souligné dans le cha-
pitre précédent. Les méthodes s’appuyant sur la simulation Monte-Carlo (MC) sont également
évaluées sur des mesures de point ou ligne sources.
1.3 Implémentation des méthodes de modélisation de la résolution dans l’algorithme
EM
Les algorithmes EM incluant une modélisation de la résolution (symbolisé par RM par la
suite, pour Resolution Modeling ou modélisation de la résolution) dans l’espace image ou dans
l’espace des projections peuvent être facilement dérivés de la formule (II.31) puisqu’il ne s’agit
que d’une factorisation de la matrice système (les contributions de la normalisation, de l’atté-
nuation, des événements diffusés et fortuits ne sont pas ici repris) :
f (k+1) =
f (k)
Htge´omH
t
re´so1q
Htge´omH
t
re´so
g
Hre´soHge´omf (k)
(III.2a)
pour la matrice de convolution Hre´so dans l’espace des projections, et :
f (k+1) =
f (k)
Htre´soH
t
ge´om1q
Htre´soH
t
ge´om
g
Hge´omHre´sof (k)
(III.2b)
Ceci illustre que la modélisation de la résolution dans l’espace des projections ou dans l’es-
pace image entraîne deux opérations de convolution par itération (ou sous-ensemble) de l’algo-
rithme EM, ce qui peut être coûteux en temps de calcul.
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1.4 Liens avec la méthode des sieves
1.4.a Modélisation dans l’espace des projections et déconvolution régularisée
L’équation (III.2a) illustre la proximité entre la reconstruction avec modélisation de la ré-
solution et la méthode de Richardson-Lucy utilisée en particulier en déconvolution d’images
([Lucy, 1974]). Pour la modélisation de la résolution dans l’espace des projections, il est pos-
sible d’établir un lien plus direct en se référant à la méthode du sieve.
Supposons qu’on recherche à déconvoluer le sinogramme g de la FR Hre´so pour obtenir
un sinogramme à haute résolution gˆ. On veut également régulariser cette déconvolution en
supposant qu’il existe une fonction fˆ telle que gˆ = Hge´omfˆ .
Alors la déconvolution de g régularisée par le sieve choisi conduit à chercher les pondérations
du sieve fˆ en utilisant l’équation (III.2a), c’est à dire que fˆ = fMV . Le sinogramme déconvolué
de cette manière s’exprime alors comme : gˆ = Hge´omfˆ = Hge´omfMV . D’où la relation entre la
solution du MV lorsque la résolution est modélisée dans l’espace des projections et la méthode
de Richardson-Lucy régularisée.
1.4.b Modélisation dans l’espace image et reconstruction régularisée
En opérant de même avec la modélisation de la résolution dans l’espace image, on trouve
qu’en convoluant la solution fMV de l’algorithme avec le noyau utilisé pour la modélisation
dans l’espace image, on trouve une solution fˆ au problème de reconstruction initial (reconstruc-
tion sans modélisation de résolution, équation (II.31)), régularisée par le sieve fˆMV = Hre´sof .
Ceci illustre qu’à convergence, si f correspond à un point source, alors on mesure une co-
lonne de Hre´so. Ceci est équivalent à considérer qu’en mesurant les FR en utilisant un algo-
rithme sans modélisation de la résolution (avec le simple projeteurHge´om), on réalise l’inversion
de Hge´om et par conséquent on obtient une colonne de Hre´so [Reader et al., 2003].
En pratique le problème étant mal posé, le niveau de bruit dans les reconstructions est tel
qu’en reconstruisant sans Hre´so on n’obtient pas de solution qui puisse être exactement décrite
par la convolution d’un objet avecHre´so (cette observation est également valable en considérant
gˆMV comme la projection d’un objet fMV ). Les deux approches nécessitent donc une étape de
modélisation de la résolution.
Il est donc possible de dériver de ces deux méthodes des solutions régularisées des problèmes
associés de déconvolution de sinogramme et de reconstruction d’image. Ces méthodes corres-
pondent à la méthode développée par Snyder pour éliminer les effets de bord, lorsque le noyau
correspond à la FR du tomographe [Snyder et al., 1987]. Dans cette approche cependant, la
taille du sieve ne change pas en fonction des statistiques des examens.
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1.5 Modélisation de la résolution et artefacts de Gibbs
L’algorithme RM-EM peut donc être vu comme un algorithme qui effectue simultanément
une reconstruction et une déconvolution des données. Comme observé avec les méthodes de dé-
convolution, les algorithmes RM-EM s’accompagnent d’un artefact de Gibbs qui apparaît dans
les zones de fort contraste (aussi appelé artefact en anneau parce qu’il se traduit par des oscil-
lations des valeurs dans ces régions, formant des anneaux) [Snyder et al., 1987]. Des erreurs
dans le noyau de convolution peuvent générer cet artefact [Selivanov et al., 2000a]. Une simu-
lation MC a également montré que cet artefact est accentué par une surestimation du noyau de
convolution (LMH trop grande), mais que cet effet apparaissait même lorsque le noyau corres-
pondait parfaitement au noyau de convolution simulé [Reader et al., 2003]. A l’inverse, lorsque
le noyau de convolution est sous-estimé (LMH trop faible) les images reconstruites ont une ré-
solution spatiale plus faible mais l’artefact est atténué. Ceci peut s’interpréter en se servant des
arguments développés pour la méthode du sieve [Snyder et al., 1987].
L’artefact de Gibbs est dû :
– aux erreurs dans l’estimation du noyau de convolution (dû par exemple à la troncature de
la fenêtre de convolution) ; notons par rapport au cas décrit dans [Reader et al., 2003] que
le noyau de convolution dans l’espace image peut être différent de celui introduit dans la
simulation, si le projeteur choisi pour la reconstruction ne correspond pas à la modélisation
de l’acquisition utilisée par la simulation MC (par exemple si les projeteurs utilisés pour
la projection/rétroprojection incluent des étapes d’interpolation)
– aux différences entre convolution continue suivi d’un échantillonnage et convolution dis-
crète ; la FR du tomographe agit comme un filtre passe-bas, si bien qu’un faible replie-
ment est obtenu lorsque l’échantillonnage spatial est inférieur à deux fois la LMH de la
FR comme c’est le cas en pratique. A contrario, la déconvolution discrète conduit à des
effets de repliement plus importants.
Cet effet doit donc être également étudié lors de l’application des méthodes modélisant la
résolution spatiale.
2 Approche proposée pour les études dynamiques sur HRRT
L’objectif de ce travail était de proposer et de valider un algorithme de reconstruction pour
l’HRRT tenant compte des effets de dégradation de la résolution afin d’obtenir un meilleur com-
promis entre bruit et résolution. Cet algorithme devait par ailleurs être utilisable dans le cadre
des études dynamiques effectuées au SHFJ. Nous allons maintenant voir les caractéristiques de
l’algorithme proposé permettant de répondre à ces objectifs.
2.1 Reconstruction en mode liste
Dans les études dynamiques, un nombre relativement faible d’événements est reconstruit :
pour l’HRRT, une frame contient typiquement un à dix millions d’événements. Dans ce cas, il
peut être avantageux d’utiliser des algorithmes opérant événement à événement (c’est-à-dire en
mode-liste, [Parra et Barrett, 1998], [Reader et al., 1998]), et non à partir de sinogrammes : le
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nombre d’événements est ici de 1 à 2 ordres inférieur au nombre de bins dans un sinogramme
HRRT de type span 3 ou 9.
La reconstruction en mode liste est possible par la linéarité de la convolution et de la rétro-
projection, le seul élément non linéaire étant le rapport entre les mesures g et l’estimation des
projections Hf (k). Ainsi il est possible d’effectuer la rétroprojection du rapport avant somma-
tion des événements correspondant à une mesure donnée (c’est à dire rétroprojeter 1
Hf(k)
), en
sommant les contributions de chaque événement dans l’image au cours de l’itération. Ceci peut
être décrit par l’équation suivante :
f (k+1) =
f (k)
Ht1q
LM∑
1
Ht
δ
Hf (k)
(III.3a)
avec δ vecteur de dimension q avec un seul 1 correspondant à l’événement considéré parmi
les LM événements du fichier en mode-liste. Cette formule peut également être dérivée de
considérations statistiques, en considérant en particulier que chaque événement est indépendant
[Barrett et al., 1997].
Pour que cette opération soit avantageuse, il faut cependant que la projection et la rétro-
projection soient suffisamment rapides puisque celles-ci risquent d’être effectuées plus souvent
qu’il n’y a de bins non nuls dans le sinogramme. L’approche en mode-liste évite en contrepartie
d’histogrammer les données et de parcourir le sinogramme à la recherche de valeurs de bins
non nulles.
2.2 Choix du projeteur Siddon
L’une des implémentations d’un projeteur les plus efficaces du point de vue du temps de
calcul repose sur la méthode de calcul du projeteur ligne proposée par Siddon ([Siddon, 1985],
[Zhao et Reader, 2004]), qui utilise les propriétés géométriques des grilles de voxel. La contri-
bution d’un voxel à une LOR est alors déterminée par la longueur d’intersection de la LOR avec
le voxel.
Le principe utilisé est le suivant : l’algorithme calcule tout d’abord le point d’entrée et le
point de sortie de la LOR dans la grille, puis la distance entre ces deux points. Au point d’entrée,
les distances le long de la LOR avec les prochaines intersections de la LOR avec les 3 plans
orthogonaux sont calculées. La distance minimale donne à la fois la contribution du voxel à
la LOR et dans quelle direction la position dans la grille doit être incrémentée pour suivre la
LOR. Les distances aux intersections des deux autres plans sont désincrémentés de la longueur
calculée, et l’opération est ainsi poursuivie. Cette méthode permet donc de suivre le parcours
dans la grille de voxels de la LOR tout en mesurant la contribution des voxels, en se basant sur
les propriétés géométriques de la grille, ce qui explique son efficacité.
2.3 Choix d’une modélisation de la résolution dans l’espace image
Au vu des caractéristiques de la résolution spatiale sur l’HRRT décrites précédemment
(§2.1), il semble raisonnable de supposer comme hypothèse de départ qu’un modèle de la ré-
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solution spatiale dans l’espace image isotrope et stationnaire dans le champ de vue puisse être
adopté. Cette méthode repose sur peu de paramètres à estimer, ce qui peut être fait expérimen-
talement à l’aide de point-sources. Cette hypothèse peut également être évaluée en s’intéressant
à la récupération de résolution pour des points-sources situés à différentes positions dans le
champ de vue. Par ailleurs, si cette hypothèse de stationnarité est validée, il est alors possible
d’effectuer la convolution dans l’espace de Fourier, ce qui peut permettre d’accélérer cette étape.
En outre, la modélisation de la résolution dans l’espace des projections empêche en pratique
toute reconstruction en mode-liste. En effet, si cette dernière est utilisée, il faut tout d’abord cal-
culer l’estimation des projections à chaque itération sous forme de sinogramme convolué avec
la FR dans l’espace des projections (Hre´soHge´omf (k)). Ensuite pour chaque événement il faut
rétroprojeter un voisinage du sinogramme puisque par hypothèse un événement contribue à plu-
sieurs bins de sinogrammes (il faut effectuer l’opérationHtre´so avantHtge´om). A l’inverse, la mo-
délisation de la résolution dans l’espace image se prête bien à la reconstruction en mode-liste :
l’étape de convolution n’a besoin d’être effectuée que deux fois, en début et en fin d’itération
après la rétroprojection.
2.4 Implémentation des corrections usuelles
La normalisation, les corrections d’atténuation, des événements fortuits et diffusés sont éga-
lement inclus dans l’algorithme proposé. Le modèle de l’acquisition peut être représenté par
l’équation suivante pour l’HRRT :
g = N(AHge´omHre´sof + s¯) + r¯ (III.3b)
où A et N sont des matrices diagonales de taille q× q contenant respectivement les coefficients
d’atténuation le long de chacune des 4.5 milliards de LOR, et l’efficacité respective des LOR ;
les estimés des événements diffusés tiennent déjà compte des facteurs d’efficacité suite à la
procédure décrite précédemment (§2.4.c).
L’opération de ré-échantillonnage des projections peut être représentée par une matrice R de
taille r × q avec r correspondant au nombre de bins dans le sinogramme. Le modèle direct est
ainsi :
gR = R(N(AHge´omHre´sof + s¯) + r¯) (III.3c)
En pratique, des approximations supplémentaires sont nécessaires parce que les matrices de
corrections ne sont disponibles sur HRRT que sous forme ré-échantillonnée. Contrairement aux
autres facteurs de correction, les facteurs de normalisation sont constituées de hautes fréquences
(§2.4.b et §I.3.2.e). Par conséquent, l’approche intuitive consistant à attribuer à une LOR le
facteur de normalisation du bin le plus proche conduit à des artefacts produits par les différences
entre la résolution spatiale des données projetées LOR par LOR et la résolution de la matrice
de normalisation [Reader et al., 2005]. L’approximation suivante doit ainsi être effectuée :
RNHge´om ≈ NRHge´om,R (III.3d)
où Hge´om,R est une matrice r × p effectuant la projection passant par le centre du bin de si-
nogramme considéré et l’indice R indique une matrice de taille r × r contenant les facteurs
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mesurés. Chaque LOR doit ainsi être déplacée au centre du bin de sinogramme auquelle elle
appartient, dégradant ainsi la haute résolution spatiale des LOR en la faisant correspondre à
celle de la normalisation ré-échantillonnée. Le modèle direct est alors donné par :
gR ≈ ARNRHge´om,RHre´sof +NRs¯R + r¯R (III.3e)
L’algorithme RM-OP-EM résultant est ainsi donné par l’équation suivante, en supprimant
les indices R pour plus de clarté :
f (k+1) =
f (k)
ANHtre´soH
t
ge´om1q
Htre´so
LM∑
1
Htge´om
δ
Hge´omHre´sof (k) +A−1(s¯+N−1r¯)
(III.3f)
en notant qu’on peut diviser au numérateur et au dénominateur à l’intérieur de la sommation
(deuxième dénominateur) par la matrice diagonale ARNR ce qui simplifie l’implémentation :
les facteurs de correction apparaissent uniquement dans le facteurC = A−1(s¯+N−1r¯), et dans
l’image de normalisation.
2.5 Accélération de la reconstruction par utilisation de sous-ensemble temporels
Afin d’accélérer l’étape de reconstruction, il est possible d’utiliser uniquement un sous-
ensemble des projections à chaque itération, ainsi que suggérée dans l’approche OS-EM. En
reconstruction en mode-liste, les données ne sont pas histogrammées et l’approche usuelle
consistant à utiliser un sous-ensemble d’angles azimuthaux ne peut être effectuée. Une autre
possibilité consiste à utiliser des sous-ensembles temporels, ainsi que précédemment proposée
([Reader et al., 1998], [Rahmim et al., 2005a]). La nature poissonienne des données permet
en outre d’assurer une complète indépendance statistique entre les sous-ensembles, et cette ap-
proche respecte la condition "subset balance" décrite dans le §II.4.1.c. Nous avons également
vu dans le §II.4.1.c qu’une telle approche conduit à la convergence vers un cycle, dû aux diffé-
rences entre sous-ensembles (liées au bruit par exemple). Dans le cas d’une séquence de sous-
ensembles temporels, des variations peuvent également provenir de l’évolution physiologique
de la distribution du radiotraceur pendant l’intervalle temporel considéré. Afin de limiter les
différences entre les sous-ensembles dûs à ce phénomène, les coïncidences consécutives dans
le fichier en mode liste ont été attribuées à différents sous-ensemble, c’est à dire que si les évé-
nements sont numérotés selon leur séquence temporelle, chaque événement m est attribué au
sous-ensemble m modulo le nombre de sous-ensembles S. D’autre part, un facteur d’échelle
correspondant au nombre de sous-ensembles S doit être ajouté à l’algorithme afin de comparer
les projections estimées avec les corrections correspondant à l’ensemble de l’intervalle temporel
considéré.
2.6 Parallélisation du code
Afin d’obtenir un gain de temps supplémentaire, les codes dans leur version initiale ont été
parallélisés en utilisant 4 processus légers de Posix (Posix threads), afin d’utiliser plus efficace-
ment les ressources du biprocesseur Intel Xeon de 3GHz, disposant de 4 Go de mémoire vive.
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La convolution a ainsi été parallélisée en n’attribuant à chaque processeur qu’un sous-ensemble
de plans à convoluer, et la rétroprojection en distribuant à chaque processeur un sous-ensemble
temporel d’événements à rétroprojeter.
Le code de reconstruction dans sa version avancée a été parallélisé pour utiliser les ressources
du supercalculateur du centre de calcul recherche et technologie du CEA (CCRT). Le centre
de calcul disposait alors de 136 noeuds de quadri-processeurs AMD Opteron 1.8 et 2.4 GHz,
chaque noeud disposant de 4 Go de mémoire vive disponible pour les quadri-processeurs.
Le choix s’est portée sur une parallélisation hybride Open-MP et MPI.
Le langage Open-MP (pour Open Multi Processing) permet une parallélisation multi-tâches
sur les machines à mémoire partagée. Dans le cas de la reconstruction TEP, la mise en mémoire
vive de la matrice C de correction permet une accélération des étapes de reconstruction. La
taille des matrices, même en span 9, rend cependant impossible de la charger en mémoire vive
au niveau de chaque processeur, qui ne peut disposer au centre de calcul que d’1 Go de mémoire
vive si les 4 processeurs sont utilisés dans un noeud. Cependant, l’architecture du centre de
calcul permet de charger la matriceC au niveau de chaque noeud. Le langage Open-MP va alors
permettre d’utiliser dans les tâches parallélisées les 4 processeurs du noeud, qui accèderont à la
matrice C en utilisant les communications intra-noeuds rapides.
L’environnement MPI (pour Message Passing Interface) permet des communications expli-
cites entre processus autonomes. Dans notre application, il va permettre d’utiliser plusieurs
noeuds de calculs pendant la reconstruction, qui ne devront communiquer entre eux que ponc-
tuellement (principalement pour récupérer et fusionner les résultats de chaque convolution et
rétroprojection) et le feront dans l’environnement MPI.
III.D Evaluation de l’approche proposée
L’évaluation a eu lieu sur simulations MC, sur des mesures physiques après mesure expéri-
mentale de la résolution spatiale dans le scanner, et sur des reconstructions de séries dynamiques
dans deux études effectuées sur HRRT au SHFJ. L’évaluation de l’algorithme décrit dans le cha-
pitre précédent a été effectuée en le comparant à l’algorithme constructeur décrit dans le §2.5.
Nous présenterons tout d’abord les méthodes sur lesquelles nous nous appuyons pour la valida-
tion, puis nous présenterons les résultats obtenus.
1 Méthodes
1.1 Simulation Monte-Carlo
1.1.a Comparaison du sous-échantillonnage axial et de la modélisation de la résolution
L’effet de la modélisation de la résolution sur la résolution spatiale dans les images a été
comparé aux effets liés à un sous-échantillonnage axial de type span 3 ou span 9. Ceci permet
d’évaluer l’intérêt d’effectuer une modélisation de la résolution lorsque l’approximation dûe au
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ré-échantillonnage décrite par l’équation (III.3d) est effectuée en span 3 ou en span 9.
Le fantôme numérique utilisé pour la simulation consistait en un cylindre de diamètre 23.45
cm et de longueur 15.05 cm, avec un anneau extérieur de plus forte activité. Le cylindre conte-
nait deux lignes sources : une parallèle à l’axe z central, mais déplacée radialement de 6.5 cm ; la
deuxième était située dans un plan transversal et déplacée axialement de 5 cm. Les deux lignes
sources avaient une longueur de 11.7 cm et un diamètre de 1mm. En plus de ces éléments, 3
sphères de diamètre 1.25 cm et 49 point-sources ont été inclus à ce fantôme. Ces derniers étaient
de 1 mm de diamètre et formaient une grille carrée de taille 7×7 dans un plan transversal, avec
une séparation de 5 mm entre chaque point-source. Ce fantôme est représenté dans la Figure
III.5
FIG. III.5 – Fantôme utilisé pour la si-
mulation MC visant à évaluer l’intérêt
de la modélisation de la résolution pour
l’HRRT. Des coupes sagittales (A, B), co-
ronales (C, D) et transversales (E, F) sont
présentées pour illustrer les différents éle-
ments insérés dans ce fantôme numérique
[Reader et al., 2005].
Une simulation MC simple de l’HRRT a été utilisée pour générer des données en mode liste,
tenant compte de la géométrie du scanner (avec les espaces entre les détecteurs et les têtes) et
des effet de dégradation de la résolution, mais ne modélisant pas les effets d’atténuation, de
diffusion et de coïncidences fortuites. Afin de simuler dans l’espace image la dégradation de la
résolution dû à l’ensemble des phénomènes précédemment vus, le site d’annihilation du posi-
tron a été déplacé radialement du site d’émission en échantillonnant une probabilité gaussienne
1D de LMH 2 mm et de moyenne la position du site d’émission. 100 millions d’événements ont
ainsi été simulés.
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Les données ont été reconstruites en une image 256× 256× 208, avec et sans modélisation
dans l’espace image de la résolution, utilisant deux itérations de 32 sous-ensembles de l’algo-
rithme EM. La modélisation de la résolution adoptée correspondait au modèle utilisé pour la
dégradation de la résolution décrit précédemment. Les données ont été utilisées en mode-liste
sans ré-échantillonnage, ou avec un ré-échantillonnage correspondant au span 3 et au span 9
obtenu en alignant les LOR sur le centre de leurs bins correspondant, comme précédemment
décrit (§2.4). Ainsi, six reconstructions ont été effectuées et comparées.
L’aspect qualitatif des reconstructions a été évalué à l’aide de la grille de points sources (ca-
pacité à voir les points sources et de les discriminer). L’homogénéité a été mesurée en calculant
le rapport entre écart-type et moyenne dans le fond d’activité constante, et la résolution a été
estimée à l’aide des lignes sources.
1.2 Mesures Physiques
Pour les mesures physiques, après dérivation expérimentale du noyau de convolution, nous
avons testé l’hypothèse d’isotropie et de stationnarité avec des points sources et un fantôme de
résolution avec des tiges de diamètres variables (1.2 mm, 1.6 mm, 2.4 mm, 3.2 mm, 4 mm et
4.8 mm). Les points sources ont également été utilisés pour évaluer l’influence de la troncature
du kernel sur la qualité de la déconvolution. Le fantôme de Jaszczak a été ensuite utilisé pour
évaluer la récupération de contraste, l’homogénéité spatiale et les caractéristiques du bruit dans
les images. Nous allons maintenant détailler chacune de ces expériences.
1.2.a Mesure expérimentale de la résolution et intégration dans l’algorithme RM-OP-
OSEM
Toutes les données ont été utilisées avec ré-échantillonnage axial de type span 9. Un noyau
de convolution dans l’espace image a été obtenu à partir d’une reconstruction d’un point source.
Comme prédémment décrit, il s’agit de réaliser une reconstruction avec un algorithme qui in-
verse Hge´om de façon à observer et modéliser Hre´so dans l’image finale (§1.4.b). L’algorithme
EM a donc été itéré jusqu’à convergence, rapidement atteinte lorsqu’il s’agit d’un point source
dans l’air (contraste infini).
Un point source de diamètre 1 mm a été rempli d’environ 37 MBq/mL de 18F et placé dans
l’air à environ 1 cm du centre du scanner (environ 2 millions d’événements acquis). Ce point
source a été reconstruit avec l’algorithme sans modélisation de la résolution (sans Hre´so) mais
en tenant compte de la correction des événements fortuits. Des noyaux de convolution isotropes
et stationnaires ont été obtenus pour l’HRRT en ajustant les fonctions suivantes :
f(r) =
1
N
{e−αr + β} (III.4a)
et
f(r) =
1
N
{βe−α1r + (1− β)e−α2r} (III.4b)
avec N facteur de normalisation, et les paramètres à estimer sont α et β dans l’équation (III.4a)
et α1, α2 et β dans l’équation (III.4b). Le modèle d’exponentiel avec une constante de l’équa-
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tion (III.4a) et la somme pondérée de deux exponentielles de l’équation (III.4b) permettent de
modéliser tout à la fois la partie centrale du noyau ainsi que les queues de distribution beaucoup
plus lentes à décroître comme observé expérimentalement dans les images reconstruites.
Afin de limiter les artefacts liés à l’utilisation du seul projeteur Siddon [Rahmim et al.,
2005a], qui sont particulièrement visibles en présence d’un agrandissement important, nous
n’avons utilisé qu’un agrandissement isotrope de 2.5 (donnant des voxels isotropes d’environ
0.5 mm). Par ailleurs, afin de limiter le niveau de bruit propagé dans le noyau de convolu-
tion, nous avons estimé les paramètres en considérant la projection le long des différents axes
et non un simple profil. Enfin, l’estimation des paramètres tenait compte de la convolution
tridimensionnelle du point source avec le kernel ((III.4a) ou (III.4b)), effectuée à partir d’un
sous-échantillonnage supplémentaire du noyau et du point source d’un facteur 5 dans chaque
direction, afin d’éviter d’intégrer sa taille non négligeable dans le kernel. En suivant cette série
d’étape, les paramètres ont alors put être obtenus par ajustement aux moindres carrés avec les
deux modèles.
Ce noyau a été ensuite implémenté dans la reconstruction (il correspond à la matrice Hre´so)
pour donner l’algorithme que nous appelerons RM-OP-OSEM.
1.2.b Détermination de la taille de la fenêtre de convolution et évaluation de l’hypothèse
de stationnarité
Afin d’évaluer l’hypothèse d’un modèle stationnaire de résolution spatiale dans un scanner
avec une résolution variant spatialement et déterminer la taille requise pour la fenêtre de convo-
lution, 3 points sources d’environ 0.4 mm de diamètre ont été placés à différentes positions
axiales dans le champ de vue de l’HRRT (centrés selon x, décentrés de 1 cm selon y, et décen-
trés de 1, 5 ou 10 cm axialement). Ces points sources ont ensuite été déplacés dans le champ
transaxial (5cm et 10 cm selon y). Les 20 cm de champ de vue couverts de cette façon englobent
ainsi les structures d’intérêt du cerveau dans le tomographe. Environ 1.4 millions d’événements
ont été acquis par position. L’algorithme RM-OP-OSEM a été utilisé pour la reconstruction,
intégrant soit la modélisation de la résolution décrite par (III.4a) ou celle décrite par l’équa-
tion (III.4b), avec quatre tailles de fenêtre de convolution différentes : 33 voxels, 53 voxels, 93
voxels et 153 voxels. Ces points sources ont été reconstruits dans des images 256×256×207 en
intégrant une correction des événements fortuits.
La qualité de la déconvolution a été estimée en utilisant le rapport entre l’activité en périphé-
rie du point source, divisée par l’activité totale issue du point source, ainsi que réprésenté par la
formule :
Q =
I(i, j)30 − I(i, j)2
I(i, j)30
(III.4c)
où I(i, j)2 et I(i, j)30 représentent respectivement l’activité totale dans une cube de côté 2
voxels (c’est à dire les 8 voxels centraux, localisation la plus précise du point source à partir
des images échantillonnées d’après le théorème SNK) et 30 voxels respectivement. Idéalement
Q devrait être proche de 0 et un Q élevé indique l’étalement de l’activité à partir de la position
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du point source dû à une imparfaite déconvolution.
1.2.c Evaluation de potentiels artefacts avec un fantôme de résolution
D’autre part un fantôme de Derenzo "mini Deluxe" (Data Spectrum) avec des inserts chauds
a été rempli avec du 18F et a été acquis sur l’HRRT à trois positions axiales : décentré de 0, 4cm
et 8cm (chaque acquisition comportant environ 270 millions d’événements environ). Ce même
fantôme a été imagé avec des inserts froids au centre du champ de vue de l’HRRT (environ
290 millions d’événements acquis). Le diamètre des tiges (froides ou chaudes) était par ordre
croissant de 1.2, 1.6, 2.4, 3.2, 4.0 et 4.8 mm dans ce fantôme.
Ces acquisitions à hautes statistiques cherchaient à évaluer de potentiels artefacts (de type
Gibbs ou déformations dûes à une anisotropie importante de la résolution) dans l’image provo-
qués par une imparfaite déconvolution. Le fantôme avec les inserts froids permet en particulier
de voir l’effet des premiers lobes (négatifs) des artefacts de Gibbs, qui sont de taille importante
et qui sont éliminés lors de mesures de points chauds dans l’air par la contrainte de positivité.
1.2.d Mesure de récupération de contraste, d’inhomogénéité et de bruit
Un fantôme de contraste cylindrique Jaszczak (de diamètre et de longueur intérieures 19.6
cm et 18.7 cm respectivement) a été utilisé pour étudier la récupération de contraste, les inho-
mogénéités dans un fond d’activité constante, et le bruit statistique des algorithmes avec et sans
modélisation de la résolution.
Le fantôme a été rempli de 18F avec une activité initiale de 55 MBq, et a été imagé pendant
4 heures sur l’HRRT. Une transmission à froid a été réalisé le jour suivant afin de dériver les
coefficients d’atténuation sans contamination de l’émission. Ce fantôme contenait 4 sphères
chaudes et 2 sphères froides de volume compris entre 0.5 et 20 cm3 (voir le Tableau III.1),
soit des structures de volume comparables aux structures cérébrales d’intérêt dans les examens
cliniques. Ces sphères étaient plongées dans un fond tiède avec un contraste d’activité entre les
sphères chaudes et ce fond tiède d’environ 2.4. Environ 3.5 milliards d’événements ont ainsi été
obtenus.
TAB. III.1 – Volume des sphères utilisées dans le fantôme de type Jaszczak.
Volume de la sphère (mL) 20.14 11.41 5.69 2.04 1.01 0.55
Activité ? non non oui oui oui oui
Dans une étude préliminaire, les 150 premiers millions d’événements ont été extraits du fi-
chier en mode-liste. L’objectif était de comparer les algorithmes RM-OP-OSEM, l’algorithme
RM-OP-OSEM lorsque la modélisation de la résolution n’est pas appliquée (la matrice système
est le projeteur de Siddon), nommé (RM)-OP-OSEM dans la suite, et l’algorithme constructeur
OP-OSEM (§2.5, noté OP-OSEM par la suite) qui n’inclut aucune modélisation de la résolu-
tion spécifique à l’HRRT. L’algorithme (RM)-OP-OSEM n’a été utilisé que dans cette simple
expérience. Les corrections décrites dans le §III.B.1.2.4 ont été implémentées dans ces trois
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algorithmes (§III.C.2.2.4), et ceux-ci ont été accélérés en utilisant respectivement des sous-
ensembles temporels (RM-OP-OSEM) et azimuthaux (OP-OSEM). Ces données acquises sur
l’HRRT ont été reconstruites en images de taille 256×256×207, avec des voxels isotropes d’en-
viron 1.8 mm3, à partir des données en mode-liste pour les deux algorithme RM-OP-OSEM et
(RM)-OP-OSEM et des sinogrammes pour l’algorithme OP-OSEM. Ces paramètres de recons-
truction seront dans la suite de ce chapitre les paramètres par défaut des reconstructions. Le
coefficient de récupération de contraste a été déterminé après segmentation des images des 3
heures reconstruites avec OP-OSEM. Ceux-ci ont été finalement érodés d’un voxel afin de s’af-
franchir des EVP liés à l’échantillonnage et des VOI semblables à ceux des sphères ont été
définis en déplaçant ces volumes d’intérêt dans le fond situé au dessus des sphères de sorte que
ces volumes aient la même position radiale vis à vis du centre du scanner. Le coefficient de
récupération de contraste (CRC) pour les sphères froides et chaudes a été calculé en utilisant
les équations suivantes :
CRCchaud =
S/F − 1
CRref − 1
(III.4d)
et
CRCfroid =
F − S
F
(III.4e)
où CRCchaud et CRCfroid correspondent respectivement au CRC pour les sphères chaudes et
froides, S et F correspondent respectivement à la valeur moyenne d’activité dans la sphère
et le fond. CRref est une mesure indépendante (en utilisant un compteur gamma) du rapport
de contraste entre les sphères chaudes et le fond. Un coefficient d’homogénéité a également
été calculé en faisant le rapport entre l’écart-type et la valeur moyenne dans le fond d’activité
constante du fantôme, au dessus des sphères.
Dans une seconde expérience, le fichier mode-liste résultant de l’acquisition de 4 heures a
été ensuite découpé en 36 sous-fichiers, chaque seconde de données toutes les 36 secondes étant
affectée à un fichier différent. Cette opération permet ainsi d’obtenir 36 réalisations indépen-
dantes d’environ 100 millions d’événements du même objet. Les sinogrammes des événements
diffusés fortuits ont été estimés pour chacune de ces 36 réalisations. Ces données acquises sur
l’HRRT ont été reconstruites avec RM-OP-OSEM et OP-OSEM en incluant les corrections
comme décrit dans l’expérience précédente. L’algorithme a été accéléré comme précédemment
décrit (§2.6).
Puis la récupération de contraste pour l’algorithme RM-OP-OSEM et l’algorithme OP-OSEM
et les caractéristiques du bruit dans les images ont été étudiées à partir des figures de mérite sui-
vantes :
– le coefficient de récupération de contraste (CRC) entre chaque sphère et le fond tiède
comparé avec le niveau de bruit statistique dans le fond d’activité homogène, en fonction
du nombre d’itérations des algorithmes de reconstruction,
– la moyenne et la variance au niveau des voxels, calculée à partir des 36 réalisations, le
nombre d’itérations étant sélectionné pour cette figure de mérite afin que les deux algo-
rithmes aient des niveaux de bruit similaires pour la plus petite sphère ;
– la covariance observée au niveau d’un voxel central en sommant 10 plans dans le fond au
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dessus des sphères.
Pour la première figure de mérite, les images moyennées sur les réalisations ont été segmen-
tées et ces volumes ont ensuite été érodées d’un voxel afin d’éviter les EVP dû à l’échantillon-
nage (I.3.2.f). Comme décrit dans l’expérience précédente, le CRC a été calculé pour chaque
sphère par :
CRCchaud,i =
Si/Fi − 1
CRref − 1
(III.4f)
et
CRCfroid,i =
Fi − Si
Fi
(III.4g)
où l’indice indique la réalisation i. Pour chaque sphère, le CRC moyen a été calculé et le niveau
de bruit dans le fond (BF) a été obtenu en faisant le rapport entre l’écart-type et la moyenne des
mesures dans les différentes réalisation, pour chaque sphère :
CRCchaud = 〈CRCchaud,i〉i=1···36 ou CRCfroid = 〈CRCfroid,i〉i=1···36 (III.4h)
BF =
√
var(Bi)i=1···36
〈Bi〉i=1···36
(III.4i)
où < · · · > indique la valeur moyenne et var(· · · ) la valeur de la variance dans les 36 réplicats.
La signification statistique des différences de CRC entre les deux algorithmes a alors été
évalué pour des niveaux de bruits similaires. Un test de Kolmogorov-Smirnoff intégrant les
corrections de Lilliefors a été réalisé pour estimer la normalité des échantillons, suivi d’un test
F pour vérifier l’égalité des variances entre les échantillons (tous deux rejetés si inférieurs à
5%), et enfin une ANOVA à un facteur sur mesures répétées (test de Student apparié) est réalisé
pour obtenir des valeurs de p.
1.3 Etudes cliniques
Les algorithmes de reconstruction ont été appliqués à deux séries d’examens cliniques réa-
lisées au SHFJ. Une étude utilisant le [11C]-PE2I, et une étude utilisant le [11C]-FMZ (voir
§I.3.2.c). Nous détaillerons la première, afin d’illustrer l’intérêt d’une reconstruction à haute ré-
solution spatiale en TEP dans cette étude. La seconde illustre les performances de l’algorithme
dans des études plus exploratoires (avec analyse paramétrique).
1.3.a Reconstructions d’examen PE2I
Intérêt de l’étude du système dopaminergique dans l’étude des addictions
De nombreux traceurs en TEP permettent l’étude du système dopaminergique (voir §I.3.2.h).
Nous avons vu que ce système est lié à des pathologies neurodégénératives (maladie de Parkin-
son, maladie de Huntington), mais est aussi étudié en psychiatrie (schizophrénie) et dans les
mécanismes d’addiction. C’est pour évaluer ces derniers mécanismes que cette étude a été ef-
fectuée.
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Les régions mises en jeu et les projections du système dopaminergique sont illustrées dans
la Figure III.6. Ce sont des structures de petite taille (de 0.5 à 7 cm3), reliées par deux grandes
voies dopaminergiques :
– la voie mésocorticolimbique, associée au mécanismées de plaisirs et de récompense
– la voie nigrostriatale, associée aux mécanismes moteurs, à la consolidation des acquis, à
la mise en place de processus habituels
Ces deux voies sont donc cruciales dans l’étude des addictions.
FIG. III.6 – Régions intervenant dans le système dopaminergique et voies dopaminergiques
considérées.
Action des substances addictives sur le système dopaminergique
La prise de substance addictive engendre une augmentation de l’activité dans le système do-
paminergique. L’un des mécanismes conduisant à cette augmentation est illustré dans la Figure
III.7. La cocaïne vient ainsi bloquer au niveau de la membrane pré-synaptique le transporteur
de la dopamine (DAT) et empêcher son fonctionnement, consistant à évacuer la dopamine de
la fente synaptique. Ceci résulte en une présence plus importante de dopamine dans la fente
synaptique, pouvant ainsi se lier de façon plus importante aux récepteurs sur la membrane post-
synaptique. Cette drogue conduit donc bien à une augmentation de l’activité dopaminergique.
Par ailleurs, la prise répétée de substances addictives engendre une adaptation du système
dopaminergique (phénomène d’accoutumance), conduisant à l’augmentation de la prise pour la
compenser.
Etude du transporteur de la dopamine
L’hypothèse faite dans ce protocole est que la prise répétée de cannabis ou de tabac se traduit
dans l’expression du DAT, qui est un élément essentiel de la régulation de la neurotransmis-
sion dopaminergique comme vu précédemment. Celui-ci a déjà été ciblé par de nombreuses
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FIG. III.7 – Action de la cocaïne dans le système dopaminergique.
études dans les pathologies associées aux dysfonctionnements du système dopaminergique pré-
cédemment citées (pour présentation voir [Leroy et al., 2007]). Pour évaluer cette hypothèse,
un analogue de la cocaïne qui permet de cibler avec une bonne spécifité le transporteur de la
dopamine (DAT) a été utilisé : le [11C]-PE2I.
Protocole
Nous avons considéré cinq volontaires sains (d’âge 32.6 ± 4 années) injectés avec du [11C]-
PE2I (292± 48 MBq). Les données ont été acquises pendant une heure sur HRRT, et les frames
suivantes ont été selectionnées : 5×60s, 5×120 ; 2×150, 8×300s, en respectant le protocole
déjà mis en place au SHFJ et décrit dans [Leroy et al., 2007]. Des images 3D pondérées en T1
ont été également acquises sur un scanner IRM Signa 1.5 T (General Electric Healthcare). Les
images reconstruites contenaient 256×256×128 voxels de taille 0.94×0.94×1.3 mm3.
Les données ont été reconstruites avec les deux algorithmes en utilisant les paramètres de
reconstruction précédemment décrits (§1.2.d). Pour chaque reconstruction, le nombre d’itera-
tions a été choisi de sorte que l’activité moyenne dans les structures mesurées ait convergée
dans toutes les frames.
Des régions anatomiques ont été tracées sur les images IRM correspondant au cervelet et
aux différentes régions du striatum : putamen, caudé, striatum ventral. Les images PET ont été
ensuite recalées sur ces images par recalage rigide avec maximisation de l’information mutuelle
(interpolation trilinéaire pour ré-échantillonner l’IRM). Ces deux groupes d’images ont été en-
suite analysés en utilisant le modèle simplifié avec tissu de référence décrit dans l’annexe A
([Lammertsma et Hume, 1996]), avec le cervelet utilisé comme région de liaison non-spécifique
comme précédemment proposé ([Jucaite et al., 2006], [Leroy et al., 2007]). Le potentiel de liai-
son du [11C]-PE2I au DAT a été enfin obtenu par la méthode des moindres carrés pondérés
(avec pondération proportionnelle à la valeur dans la CAT) avec l’algorithme de Levenberg-
Marquardt, réalisée sous le logiciel PMOD (version 2.65, PMOD Group, Zurich, Switzerland).
Les cartes paramétriques ont été calculées sous le même logiciel en utilisant la méthode des
fonctions de bases de Gunn [Gunn et al., 1997]. Celles ci reposent sur une décomposition spec-
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trale (c’est-à-dire sur une "base" d’exponentielles avec des décroissances échantillonnées en
log) du terme exponentiel dans l’équation (A.8) et l’utilisation de la décomposition QR pour
trouver la solution des moindres carrés pondérés.
Cette chaîne de traitements est représentée dans la Figure III.8.
FIG. III.8 – Chaîne de traitements pour l’analyse des données PE2I. Les VOI anatomiques
sont tracées sur les images IRM, les images provenant des deux algorithmes étant ensuite reca-
lées avec ces images IRM. Les CAT dans les VOI peuvent ainsi être extraites, et utilisées pour
l’analyse compartimentale.
Les VOI du striatum étaient de faible volume (entre 4 et 7.5 cm3), le cervelet étant d’approxi-
mativement 30 cm3. Par conséquent il était attendu que les VOI des régions spécifiques soient
particulièrement affectées par les EVP.
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1.3.b Reconstructions d’examen FMZ
Les deux algorithmes ont également été appliqués à un protocole FMZ. L’objectif de ce
protocole était d’étudier si le [11C]-FMZ avec la méthode de saturation partielle (voir annexe A)
permettait de détecter et évaluer la perte neuronale qui peut apparaître chez les patients atteints
de sclérose en plaque.
Des images ont été acquises pour dix patients et dix témoins sous HRRT d’âges similaires,
après co-injection dec 285 ± 59 MBq de [11C]-FMZ et du flumazénil non marqué (10 µg/kg).
Le protocole d’acquisition (dose de chaud et froid, échantillonnage temporel) correspond à
celui qui a été utilisé pour la validation de la modélisation simplifiée, qui a été réalisée sur une
caméra ECAT 953B (de distance entre cristaux 6.26 mm (radial) et 6.75 mm (axial) [Mazoyer
et al., 1991]). Douze images de 5 minutes ont été reconstruites et la quantification de la densité
de récepteur (en pmol/mL) a été obtenue voxel à voxel en utilisant la méthode de saturation
partielle décrite dans l’annexe A.
Des IRM T1 ont été également acquises pour permettre de définir des volumes d’intérêt
anatomiques avec les mêmes paramètres que pour l’examen PE2I. La segmentation de la ma-
tière blanche et de la matière grise a été effectuée à partir d’un outil précedemment développé
[Mangin et al., 2004] et le noyau caudé, le putamen, le striatum ventral (SV), le pallidum, le
thalamus, les ventricules (LCR), le cervelet, le pont ont été segmentés manuellement.
Nous avons été confrontés dans ce protocole aux problèmes posés par l’analyse paramé-
trique, en étudiant les corrélations spatiales et temporelles des voxels avant analyse paramé-
trique.
2 Résultats
2.1 Simulations Monte-Carlo
2.1.a Comparaison du sous-échantillonnage axial et de la modélisation de la résolution
La Figure III.9 représente six plans obtenues pour les six reconstructions avec les algo-
rithmes avec et sans modélisation de la résolution. Cette figure montre en particulier les 49
points sources, permettant de comparer visuellement la qualité des images reconstruites. Il ap-
paraît visuellement que l’utilisation du modèle de résolution conduit à l’amélioration la plus
nette de la qualité des images, comparée aux effets d’un échantillonnage moins grossier. Le
passage du span 3 au span 9 conduit à une dégradation de la qualité des images, mais qui reste
relativement mineure comparée au choix d’inclure ou non un modèle de résolution (correspon-
dant ici au modèle de dégradation de la simulation).
Ce constat est confirmé par les mesures de résolution sur les lignes sources et d’homogénéité
dans le fond présentée dans la Figure III.10. A niveau d’homogénéité dans le fond équivalent,
la modélisation de la résolution permet une meilleure résolution spatiale dans les images, quelle
que soit le niveau d’échantillonnage considéré comme illustré sur la figure III.10.D.
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FIG. III.9 – Plans transversaux du fantôme Monte-Carlo illustrant l’apport de la modélisation
de la résolution. Les trois reconstructions sont représentées sur chaque ligne, et les reconstruc-
tion sans et avec modélisation de la résolution sont respectivement présentées dans les deux
colonnes. Deux itérations de 32 sous-ensembles ont été réalisés, et un agrandissement est ef-
fectué au niveaux des points sources, pour pouvoir mieux comparer les méthodes visuellement.
2.2 Mesures physiques
2.2.a Mesure expérimentale de la résolution et intégration dans l’algorithme RM-OP-
OSEM
Les paramètres d’ajustement pour les noyaux de convolution ont été estimés à α = 10.7
cm-1 et β = 3.11 10-5 pour le modèle mono-exponentiel de l’équation (III.4a), et β = 0.023,
α1=5.41 cm-1 et α2=15.13 cm-1 pour l’équation (III.4b). La Figure III.11 montre les ajuste-
ments obtenus après convolution avec la taille du point source. Le modèle bi-exponentiel donne
de meilleurs résultats non seulement dans les queues de distribution, mais aussi dans la partie
centrale du point source (le modèle mono-exponentiel donne des valeurs légèrement supérieures
pour compenser les différences dans les queues qu’il ne peut ajuster).
2.2.b Détermination de la taille de la fenêtre de convolution et évaluation de l’hypothèse
de stationnarité
La Figure III.12 illustre que la troncature et les erreurs dans le noyau de convolution jouent
sur la qualité des images reconstruites. La différence de vitesse de convergence de l’algorithme
RM-OP-OSEM en fonction de la position axiale est illustrée dans la Figure III.13 ; à 15 itéra-
tions de 16 sous-ensembles la valeur mesurée par le facteur Q ayant convergée pour l’algorithme
RM-OP-OSEM, nous considérerons ce nombre d’itérations pour les études de point source qui
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FIG. III.10 – Résolution et inhomogénéités en fonction du nombre d’itérations dans le fantôme
Monte-Carlo. La résolution est mesurée sur les lignes sources horizontale (A, B) et verticale
(C, D) pour les six reconstructions. A et C correspondent à des mesures selon l’axe x, B selon
l’axe y, et D selon l’axe z. Dans la légende, RM indique une modélisation de la résolution, LM
indiquant les reconstructions à partir du mode liste et S3 et S9 un ré-échantillonnage span 3 et
span 9 respectivement. Les quatre points correspondent respectivement aux résultats obtenus
lors de la première itération après 16 sous-ensembles, après la première itération, lors de la
seconde itération après 16 sous-ensembles et après la seconde itération.
vont suivre.
Les valeurs du coefficient Q défini dans l’équation (III.4c) ont été calculées dans l’image
correspondant aux points sources décentrés de 1 cm en y après convergence (15 itérations de 16
sous-ensembles) et sont présentées dans le Tableau III.2. Il apparaît que le choix d’une fenêtre
de convolution trop petite conduit à un étalement de l’activité comme mesurée par le facteur
Q et à des artefacts à la périphérie du noyau de convolution similaires aux artefacts de Gibbs
(Figure III.12). Ceci peut s’expliquer par le fait que la normalisation du noyau de convolution
modifie la forme du noyau lorsque celui-ci n’inclut pas assez de voxels. Par ailleurs, le modèle
bi-exponentiel s’avère conduire à un étalement plus restreint d’activité, et cet étalement semble
peu augmenté par la dégradation de la résolution dans le champ de vue.
La Figure III.14 illustre ce résultat. Le choix d’un modèle de résolution stationnaire conduit
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FIG. III.11 – Profils des modèles de résolution ajustés après convolution avec le point source.
Un agrandissement d’un facteur 2.5 a été utilisé pour les images reconstruites (pixel de 0.5 mm
environ). Les deux modèles sont représentées en échelles linéaire (A) et logarithmique (B).
FIG. III.12 – Influence de la troncature du noyau de convolution sur les images reconstruites.
Les images transversales, sagittales et axiales des trois points sources décentrés en y de 1 cm
ont été reconstruites avec RM-OP-OSEM incluant différent noyaux de convolution. Un agran-
dissement du point source le plus décentré axialement et une saturation de l’image ont été
effectués pour faire apparaître les potentiels artefacts en dernière colonne (même échelle ar-
bitraire de couleurs). A, B, C et D ont été reconstruites avec le noyau bi-exponentiel avec une
fenêtre cubique de convolution de taille 33, 53, 93, 153 respectivement, E avec le noyau mono-
exponentiel de taille 153.
à une diminution de la taille apparente des points sources et une augmentation de l’activité dans
ces points sources pour toutes les positions observées dans le champ de vue. L’activité totale
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FIG. III.13 – Vitesses de convergence de l’al-
gorithme RM-OP-OSEM pour les trois points
sources. Le facteur Q a été représenté pour les
points sources décentrés axialement (et 1 cm se-
lon y) et reconstruits avec le noyau de convolu-
tion bi-exponentiel et une fenêtre de convolution
de taille 153 voxels.
TAB. III.2 – Pourcentage d’activité en périphérie du point source mesurée avec l’équation
(III.4c).
Bi-exponentiel Mono-exponentiel
Taille noyau 3×3×3 5×5×5 9×9×9 15×15×15 15×15×15
Décentré de 1 cm 0.79 0.29 0.08 0.01 0.04
Décentré de 5 cm 0.78 0.28 0.08 0.01 0.04
Décentré de 10 cm 0.91 0.32 0.09 0.02 0.04
TAB. III.3 – Exemples de temps de reconstruction pour l’algorithme RM-OP-OSEM (voir §2.6).
Reconstruction statique (≈ 275 millions d’événements)
Opération Temps en local Temps supercalculateur Facteur d’accélération
(10 noeuds)
Convolution 220 s 13 s 16.9
Rétroprojection 560 s 36 s 15.6
1er sous-ensemble 1000 s 69 s 14.5
1ère it. 4.5 h 19,4 min 13.7
16 it. 71.5 h 4.8 h 14.8
Reconstruction dynamique (≈ 10 millions d’événements)
Opération Temps en local Temps supercalculateur Facteur d’accélération
(10 noeuds)
Convolution 220 s 13 s 16.9
Rétroprojection 20 s 23 s 0.9
1er sous-ensemble 460 s 37 s 12.4
1ère it. 2 h 572 s 12.8
16 it. 32 h 2.9 h 11
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FIG. III.14 – Evaluation de l’hypothèse de stationnarité de la résolution avec des points sources
décentrés axialement et selon y. Les points sources situés à trois positions axiales et successi-
vement décentrés de 1, 5 et 10 cm selon y ont été reconstruits avec et sans modélisation de la
résolution avec respectivement 15 itérations de 16 sous-ensembles et 6 itérations de 16 sous-
ensembles.
reste constante, dû à l’utilisation d’un noyau de convolution normalisé.
Dans les résultats présentés, sauf indications contraires, le modèle bi-exponentiel de la réso-
lution spatiale avec une fenêtre de convolution de taille 153 voxels a donc été adopté.
2.2.c Résultats de l’accélération de l’algorithme
L’utilisation d’une fenêtre de convolution 15×15×15 conduit à des temps de calculs im-
portants, le noyau de convolution bi-exponentiel n’étant pas séparable et cette opération étant
effectuée deux fois par itération comme le montre l’équation (III.3f). Il devient alors nécessaire
de paralléliser le code pour utiliser RM-OP-OSEM dans des études dynamiques. le Tableau
III.3 illustre les temps de reconstruction typiquement nécessaires pour reconstruire différents
type d’études sur une machine locale et au centre de calcul du CEA avec l’algorithme RM-OP-
OSEM comprenant 16 sous-ensembles.
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Des tests ont également été effectués pour effectuer la convolution dans l’espace de Fourier
en utilisant les bibliothèques FFTW [Frigo et Johnson, 2005]. Celles-ci, couplées avec la paral-
lélisation originale de la convolution, permettent de réduire le temps de convolution à moins de
1 s, permettant ainsi un gain de temps d’un facteur entre 1.5 et 2 pour les études dynamiques.
2.2.d Evaluation de potentiels artefacts avec un fantôme de résolution
Les images présentées dans la Figure III.15 du fantôme de résolution avec les inserts chauds
montre que cette récupération de résolution se traduit par une déformation limitée des inserts
comparée à l’absence de modélisation de la résolution. Lorsque la distance axiale au centre du
scanner augmente comme illustrée par la Figure III.16 on observe une légère déformation au
niveau des tiges de 2.4 mm vers l’extérieur du champ de vue.
FIG. III.15 – Reconstruction du fantôme de résolution centré avec A : OP-OSEM (12 itérations
de 16 sous-ensembles) et C : RM-OP-OSEM (40 itérations de 16 sous-ensembles). L’effet d’un
post-lissage gaussien de LMH 2mm après reconstruction avec OP-OSEM est aussi illustré (B).
Le nombre d’itérations a été choisi de façon à ce que les images ne soient pas visuellement
différentes avec des itérations supplémentaires.
.
Le fantôme avec inserts froids est présenté dans la Figure III.17. Il est à noter que la conver-
gence lente des régions froides implique que la valeur d’activité n’a pas encore convergé dans
les tiges froides, même à ce haut niveau d’itérations. Cependant le nombre élevé d’itérations
pour les deux algorithmes illustre visuellement les déformations obtenues avec ou sans effet
de modélisation. En particulier, on voit qu’au cours des itérations l’algorithme RM-OP-OSEM
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FIG. III.16 – Reconstruction du fantôme de résolution décentré axialement de 4 cm (A,B,C) et 8
cm (D,E,F) avec OP-OSEM (A,D) et RM-OP-OSEM (C,F). L’effet d’un post-lissage gaussien de
LMH 2mm après reconstruction avec OP-OSEM est aussi illustré (B,E). L’activité représentée
correspond à l’activité à chaque repositionnement axial du fantôme.
accentue les oscillations locales déjà présentes dans l’algorithme OP-OSEM.
FIG. III.17 – Reconstruction du fantôme de résolution avec inserts froids avec A : OP-OSEM
(12 itérations de 16 sous-ensembles) et C : RM-OP-OSEM (40 itérations de 16 sous-ensembles).
L’effet d’un post-lissage gaussien de LMH 2mm après reconstruction avec OP-OSEM est aussi
illustré (B).
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FIG. III.18 – Profil sur le fantôme de résolution avec les inserts froids. Les profils correspondent
à l’algorithme OP-OSEM (12 itérations de 16 sous-ensembles) et RM-OP-OSEM (16 et 40
itérations de 16 sous-ensembles), ainsi que RM-OP-OSEM suivi d’un lissage de 2 mm et RM-
OP-OSEM convolué avec la FR (sieve) (40 itérations de 16 sous-ensembles pour ces deux
méthodes) afin d’illustrer l’artefact de Gibbs lié à la déconvolution discrète. La position du
profil est illustré en haut et à droite de l’image
Pour ce fantôme, le profil a été tracé en sommant 5 plans au niveau des sphères de taille 4.8
mm et 3.2 mm, et est représenté dans la Figure III.18. Cette figure illustre l’accentuation de
l’amplitude des oscillations (lié à l’artefact de Gibbs) entre les sphères dûe à la déconvolution
discrète avec le modèle de résolution. La recherche d’une distribution d’activité telle que la
convolution discrète avec la FR corresponde au profil sans RM conduit à des augmentations
locales de contraste qui se propagent au cours des itérations. Ceci est illustré dans la Figure
III.18 par le fait que la convolution avec le modèle de la FR du tomographe permet d’éliminer
complètement cet artefact au prix d’une dégradation de la résolution (résolution comparable à
l’algorithme OP-OSEM). Un post-lissage de 2 mm ou un nombre d’itérations plus faible (16
itérations) permettent également de réduire cet artefact, là encore au prix d’une résolution plus
faible dans les images.
2.2.e Mesure de récupération de contraste, d’inhomogénéité et de bruit
Etude préliminaire
Dans cette étude préliminaire du fantôme de Jaszczak, les algorithmes (RM)-OP-OSEM,
OP-OSEM et RM-OP-OSEM ont été comparés afin d’illustrer les apports de la modélisation
de la résolution. Les images reconstruites sont représentées dans la Figure III.19. Ces résultats
illustrent les mauvaises performances en terme d’homogénéité du projeteur Siddon seul, et par
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conséquent la nécessité d’inclure une modélisation de la résolution lorsque ce projeteur est
adopté.
FIG. III.19 – Reconstructions préliminaires du fantôme Jaszczak avec et sans modélisation de la
résolution. Les images transversales, sagittales et coronales pour les trois algorithmes (après
6 itérations de 16 sous-ensembles pour OP-OSEM, et 1 itération de 96 sous-ensembles pour
(RM)-OP-OSEM et RM-OP-OSEM) sont présentés avant (1ère colonne) et après (2nde colonne)
post-filtrage avec une gaussienne de LMH 2mm.
.
L’évolution des inhomogénéités dans le champ de vue et du CRC en fonction des itérations
est représenté dans la Figure III.20. Les meilleures performances de OP-OSEM comparé à
(RM)-OP-OSEM proviennent probablement de l’inclusion d’un modèle de résolution non spé-
cifique à l’HRRT dans cet algorithme par l’utilisation d’interpolations bilinéaires dans le pro-
jeteur de Joseph et le projeteur "voxel driven" de rétroprojection. Ensuite, cette figure illustre
que la modélisation de la résolution semble pouvoir atteindre des niveaux de contraste que ne
peuvent pas atteindre les méthodes sans modélisation de la résolution. Enfin, il semble que la
modélisation de la résolution entraîne une convergence plus lente de l’algorithme : un nombre
plus élevé d’itérations est nécessaire pour stabiliser la valeur de CRC. Il est difficile de conclure
quant au bruit dans les images, les images présentées dans la figure III.19 laissant supposer que
le bruit est corrélé spatialement avec la reconstruction RM-OP-OSEM.
Il est donc nécessaire de recourir à des réplicats pour étudier les propriétés du bruit dans le
fantôme. La Figure III.21 montre l’évolution du CRC pour les différentes sphères et du niveau
de bruit statistique dans le fond au cours des itérations pour l’algorithme OP-OSEM et RM-
OP-OSEM. Tout d’abord, comme précédemment constaté, cette figure montre que l’inclusion
d’un modèle de résolution ralentit la convergence de l’algorithme. Par ailleurs, pour un niveau
de bruit dans le fond donné on observe que des niveaux supérieurs de récupération de contraste
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FIG. III.20 – Evolution dans le Jaszczak du CRC et des inhomogénéités pour les plus petites
sphères chaudes et froides en fonction du nombre d’itérations et du type d’algorithmes. Le
nombre d’itérations est représentée sur la sphère chaude (0.5×96 correspondant à l’image
après le 48ème sous-ensemble de la première itération).
.
peuvent être atteints par RM-OP-OSEM : les courbes sont déplacées vers des CRC supérieurs,
atteignant des niveaux qui ne peuvent être obtenus sans RM. Les différences de CRC entre
les images reconstruites avec 12 itérations d’OP-OSEM et avec 12 et 16 itérations de RM-OP-
OSEM sont significatives pour les 5 sphères les plus volumineuses (p < 5% pour la sphère de
1 cm3, p < 0.1 % pour les 4 sphères les plus grandes). Cette figure illustre également qu’un
post-filtrage réduit à la fois le niveau de bruit dans les images et les valeurs de récupération
de contraste (courbes déplacés vers le coin en bas à gauche) en dégradant la résolution spa-
tiale et augmentant les corrélations entre voxels voisins. Cette approche ne peut donc permettre
d’obtenir les améliorations constatées avec la modélisation de la résolution.
Les images moyennes du fantôme et les images de variance sont présentées dans la Figure
III.22. L’image moyenne illustre que l’algorithme RM-OP-OSEM permet une meilleure récu-
pération d’activité dans la plus petite sphère, et offre une meilleure délinéation des structures.
Cette figure montre également que l’approche RM permet de diminuer de façon importante le
niveau de variance dans les voxels pour ce niveau d’itérations, de façon comparable à ce qui est
obtenu en utilisant un post-filtrage gaussien de LMH 2 mm.
Ce constat est confirmé par la Figure III.23 illustrant la covariance calculée sur les plans
sommés au niveau d’un voxel situé au centre du champ de vue. Cette figure montre que des
corrélations positives avec les voxels voisins sont augmentées et les corrélations négatives sont
réduites, conduisant ainsi à une variance spatiale plus faible dans les structures homogènes.
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FIG. III.21 – Influence de la modélisation de la résolution sur le CRC des sphères et le ni-
veau de bruit dans le fond ; A : sans post-filtrage, B : avec post-filtrage gaussien de LMH 2
mm. Le nombre d’itérations est représentée pour la plus petite sphère (16 sous-ensembles par
itérations).
FIG. III.22 – Images moyennes et de variance sur les 36 réalisations indépendantes du fantôme.
L’algorithme OP-OSEM a été itéré 12 fois (16 sous-ensembles) et l’algorithme RM-OP-OSEM
16 fois (16 sous-ensemble) de sorte que le niveau de bruit statistique soit semblable au niveau
de la plus petite sphère. Les unités rapportées sont arbitraires.
2.3 Etudes cliniques
2.3.a Reconstructions d’examen PE2I
La vitesse de convergence au niveau des VOI est illustrée pour l’algorithme RM-OP-OSEM
en une frame en milieu d’examen dans la Figure III.24. Cette figure illustre qu’au delà de 12
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FIG. III.23 – Covariance au niveau d’un voxel sur des plans sommés du fond homogène. L’al-
gorithme OP-OSEM a été itéré 12 fois (16 sous-ensembles) et l’algorithme RM-OP-OSEM 16
fois (16 sous-ensembles) ; les unités rapportées sont arbitraires.
itérations (de 16 sous-ensembles), les valeurs dans les régions d’intérêt pour cette frame restent
stables. Dans la suite de cette étude, nous considèrerons les images après 15 itérations de 16
sous-ensembles de sorte que les valeurs aient convergées dans les VOI pour l’ensemble des
frames. Pour l’algorithme OP-OSEM, une étude précédente avait montré la convergence dans
les régions d’intérêt après 6 itérations de 16 sous-ensembles [Leroy et al., 2007]. Ce sont donc
ces paramètres que nous utiliserons dans cette étude.
FIG. III.24 – Convergence de l’al-
gorithme RM-OP-OSEM pour les vo-
lumes d’intérêt définis dans l’étude
PE2I. L’intervalle de temps considéré
est situé entre 35 et 40 minutes après
injection du radiotraceur.
L’image moyenne obtenue avec RM-OP-OSEM et recalée avec l’IRM est présentée dans la
Figure III.25 et illustre la haute récupération de résolution spatiale permise par cette approche.
Elle permet en particulier de visualiser sur ces images moyennes la région de faible volume
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riche en dopamine au niveau de la substantia nigra et de l’aire tegmentale ventrale. Les images
reconstruites avec RM-OP-OSEM et moyennées temporellement obtenues pour un des sujets
sont représentées dans la Figure III.26 et montrent une meilleure délinéation du cortex et des
structures spécifiques comparées aux images obtenues avec OP-OSEM.
FIG. III.25 – Fusion des images IRM et TEP moyennées temporellement pour l’étude PE2I.
Ces images illustrent la bonne délimitation du striatum dans les plans transverses et coronaux,
et montrent une région de forte activitée dans le mésencéphale (aire tegmentale ventrale et
substantia nigra) .
FIG. III.26 – Images moyennées temporellement pour un patient de l’étude PE2I.
La reconstruction des différents intervalles de temps montre que le niveau de bruit dans les
frames semble réduit avec RM-OP-OSEM mais reste cependant élevé, comme illustré dans la
Figure III.27. Ces images montrent également une concentration d’activité plus importante
dans les régions spécifiques. Ce constat est confirmé par les CAT correspondant à ce patient
qui sont représentées dans la Figure III.28. Celles-ci montrent notamment que RM-OP-OSEM
conduit à des activités plus importantes dans les régions spécifiques du striatum dans les frames
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tardives (ici +13%, +15% et +12% pour le striatum ventral, le putamen et le caudé respec-
tivement 40 minutes après injection) par rapport à OP-OSEM, mais pas dans la région non-
spécifique plus grande (augmentation de 2% seulement).
FIG. III.27 – Intervalle de temps entre 35 et 40 minutes après injection reconstruits avec OP-
OSEM et RM-OP-OSEM pour un patient de l’étude PE2I.
Tout d’abord, la Figure III.29 montre la convergence de l’estimation du potentiel de liaison
(BP pour binding potential en anglais) en fonction du nombre d’itérations de l’algorithme, illus-
trant ainsi qu’une bonne estimation pour ces régions est rapidement obtenue à partir de quelques
itérations.
Comme reportées dans le Tableau III.4, les valeurs de BP obtenues avec RM-OP-OSEM
étaient plus élevées que celles obtenues avec OP-OSEM. Cette augmentation a été observée
pour les 5 sujets dans les 3 structures d’intérêt, conduisant à une différence significative de
valeurs de BP pour ces structures (p<0.05 en utilisant le test non-paramétrique de Wilcoxon).
RM-OP-OSEM conduit également à une meilleure délinéation des structures corticales et
sous-corticales dans les cartes paramétriques de BP, illustrées dans la Figure III.30. Dans cette
figure, le post-filtrage a été effectué avant l’analyse paramétrique et a conduit à une dégradation
de la valeur des BP à cause de la dégradation de la résolution spatiale.
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FIG. III.28 – Courbes Activité-Temps pour un patient de l’étude PE2I.
FIG. III.29 – Convergence de l’estima-
tion des BP pour les volumes d’intérêt
définis dans l’étude PE2I.
TAB. III.4 – Valeurs moyennes de BP dans les structures anatomiques pour tous les sujets (avec
leur écart-type respectif).
Caudé Putamen Striatum
ventral
OP-OSEM 9.11 (0.6) 10.25 (1.3) 7.1 (0.8)
RM-OP-OSEM 11.34 (0.7) 12.60 (1.7) 7.8 (1.1)
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FIG. III.30 – Images paramétriques pour un patient de l’étude PE2I. L’échelle de couleur a été
contractée afin de mieux visualiser les effets de volume partiels au bord du striatum.
Par ailleurs, les images paramétriques présentent un niveau de bruit semblables à celui pré-
sent dans les frames (voir Figure III.27).
2.3.b Reconstructions d’examen FMZ
Des images moyennes reconstruites pour un patient sont représentées dans la Figure III.31.
Celles-ci illustrent la finesse des structures d’intérêt, qui nécessite l’utilisation d’un algorithme
permettant une bonne restitution de la résolution spatiale. Pour ce patient, l’intervalle de temps
entre 40 et 45 minutes après injection est également représentée dans la Figure III.32, et montre
le haut niveau de bruit au niveau des voxels présents dans ces images à ce niveau d’itérations.
Ceci peut également être constaté en regardant les corrélations spatiales et temporelles dans
les images reconstruites dans une frame précoce (la frame 3 est la première utilisée dans l’ana-
lyse paramétrique) et une frame tardive (la dernière) avec et sans modélisation de la résolution
pour un patient de l’étude FMZ. La Figure III.33 illustre que les corrélations sont perdues entre
deux voxels voisins et entre deux instants consécutifs pour un même voxel lorsque l’algorithme
OP-OSEM est utilisé, particulièrement pour les frames tardives. On observe même une aug-
mentation des anticorrélations, caractéristique de l’algorithme EM (décrit sous le nom d’effet
d’échiquier : oscillations brutales de valeurs d’un voxel à son voisin).
La (Figure III.34) représente la dispersion croissante des valeurs dans les voxels voisins
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FIG. III.31 – Images moyennes pour un patient de l’étude FMZ. Les images OP-OSEM ont
été obtenues avec 6 itérations de 16 sous-ensembles et RM-OP-OSEM avec 9 itérations de 16
sous-ensembles.
FIG. III.32 – Frame obtenue entre 40 et 45 minutes post-injection pour un patient de l’étude
FMZ. Les images OP-OSEM ont été obtenues avec 6 itérations de 16 sous-ensembles et RM-
OP-OSEM avec 9 itérations de 16 sous-ensembles.
(temporellement et spatialement) au fur et à mesure des itérations de RM-OP-OSEM. Comme
vu précédemment, RM-OP-OSEM dans cette gamme d’itérations accentue les corrélations spa-
tiales observées, à des niveaux comparables avec l’utilisation d’un lissage après la reconstruc-
tion, mais sans dégrader la résolution comme le fait le lissage. On voit en particulier dans les
premières frames que cela permet d’accentuer également les corrélations temporelles dans les
images, indiquant donc une réduction du bruit dans les images (et non seulement une moindre
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FIG. III.33 – Corrélations spatiales et temporelles dans les images FMZ reconstruites sans RM.
Dans la première ligne, les résultats ont été obtenus en comparant les valeurs des voxels dans
le plan transversal 120 et de ceux de son plan voisin 121 dans la frame 2 pour les corrélations
spatiales, et en comparant la frame 3 et la frame 4 du plan transversal 120 pour les corréla-
tions temporelles. Dans la deuxième ligne, les résultats ont été obtenus pour les mêmes plans
transversaux 120 et 121 dans la frame 12, et en comparant les plans 120 de la frame 11 et de
la frame 12. Les fonds en couleur contiennent 95% des correspondances entre voxels.
inhomogénéité), en plus d’une meilleure résolution spatiale. Cependant, les résultats dans les
dernières frames illustrent que RM-OP-OSEM est également très sensible au niveau de bruit
dans les données, et qu’il ne peut être comparé à des méthodes de lissage en présence de bruit
important. A ce haut niveau de bruit, les résultats sont rapidement similaires à OP-OSEM.
En outre, d’après cette figure, une régularisation par arrêt de l’algorithme RM-OP-OSEM
impliquerait d’utiliser seulement quelques itérations, et le signal dans les VOI n’aurait pas
convergé comme illustré dans la Figure III.35. La convergence dans les régions d’intérêt est
relativement lente dans certaines structures avec RM-OP-OSEM, les valeurs n’étant stabilisés
que pour environ 15 à 16 itérations de l’algorithme.
Comme nous l’avons présenté au chapitre II, le caractère mal-posé de la reconstruction to-
mographique implique que le bruit au niveau des voxels est particulièrement important. Une ré-
gularisation est nécessaire pour rendre le problème mieux posé. Afin d’effectuer une analyse pa-
ramétrique au niveau des voxels en évitant une régularisation arbitraire, une alternative consiste
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FIG. III.34 – Corrélations spatiales et temporelles dans les images FMZ reconstruites avec RM.
Celles-ci ont été obtenus de la même façon que la Figure III.33.
FIG. III.35 – Vitesse de convergence de l’algorithme RM-OP-OSEM dans une frame tardive
pour différentes structures anatomiques. L’intervalle de temps sélectionné correspond à 50-55
minutes après injection. Le nom des structures est présenté sur la droite du graphique (même
couleur et même niveau que les courbes).
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à utiliser l’image donnée par RM-OP-OSEM convoluée avec le modèle de la FR afin d’obtenir
une image régularisée, à plus faible résolution (la résolution intrinsèque du tomographe) mais à
plus faible bruit dans les images (méthode du sieve, discutée dans le §1.4). La (Figure III.36)
présente les résultats obtenus pour une frame précoce et une tardive en convoluant après recons-
truction la solution de l’algorithme RM-OP-OSEM pour différentes itérations par le modèle de
la FR. Cette figure montre que l’utilisation du sieve permet non seulement un augmentation im-
portante des corrélations spatiales, mais permet également d’obtenir de meilleurs corrélations
temporelles, y compris dans la frame tardive bruitée. La dispersion des couples de voxel di-
minue avec le nombre d’itérations, montrant que cette méthode est plus efficace que les autres
méthodes à empêcher l’amplification du bruit avec le nombre d’itérations : le problème est bien
mieux régularisé.
FIG. III.36 – Corrélations spatiales et temporelles dans les images FMZ reconstruites avec RM
et sieve. Celles-ci ont été obtenues de la même façon que la Figure III.33.
La (Figure III.37) reprend l’ensemble des méthodes à fin de comparaison, et illustre les
meilleures performances en terme de corrélations spatiales et temporelles au niveau du voxel de
la méthode du sieve.
Les résultats obtenus par l’analyse paramétrique sont représentés dans la Figure III.38.
En l’absence de référence, il est difficile de conclure sur les possibles biais observés à ce ni-
veau d’analyse. Au vu des corrélations spatiales et temporelles, il semblerait toutefois préférable
d’utiliser la méthode du sieve pour l’analyse paramétrique. Au niveau des régions d’intérêt ce-
pendant où le niveau de bruit est moindre (comme illustré sur la Figure III.39), il paraît cepen-
dant préférable d’utiliser la méthode RM-OP-OSEM même à haut niveau d’itérations comme
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FIG. III.37 – Comparaison des corrélations spatiales et temporelles dans les images FMZ re-
construites avec les différentes méthodes. Celles-ci ont été obtenues de la même façon que la
Figure III.33.
pour l’étude PE2I afin d’avoir des valeurs moins affectées par l’EVP.
III.E Discussion
Nous avons vu dans ce travail les effets de RM dans la reconstruction sur la résolution spa-
tiale, la récupération de contraste et les propriétés du bruit dans l’image. Nous allons maintenant
discuter chacun de ses points.
1 Modélisation de la résolution de l’HRRT
Nous avons tout d’abord vu dans une simulation MC que l’HRRT bénéficierait d’une telle
approche, même lorsqu’un sous-échantillonnage de type Span 3 ou Span 9 est adopté (§2.1).
La méthode proposée a alors consisté en la mesure expérimentale de la résolution en uti-
lisant un point source dans l’air. Les paramètres du noyau de convolution ont été dérivés par
la méthode des moindres carrés (§2.2.a) à partir des images reconstruites par OSEM avec un
nombre suffisant d’itérations pour assurer leur convergence. En première hypothèse, le mo-
dèle a été choisi isotrope et stationnaire en se basant sur les propriétés du tomographe. Nous
avons montré par la mesure de points sources à différentes positions dans le scanner (§2.2.b)
et par l’utilisation de fantômes de résolution (§2.2.d) que cette hypothèse est raisonnable pour
ce tomographe qui bénéficie d’une mesure de DOI. Nous avons également utilisé le critère de
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FIG. III.38 – Images paramétriques du Bmax et KdVR pour un patient avec les différentes
méthodes. La méthode OP-OSEM utilisait 6 itérations de 16 sous-ensembles, RM-OP-OSEM
utilisait 9 itérations de 16 sous-ensembles et RM-OP-OSEM avec sieve 16 itérations de 16
sous-ensembles.
FIG. III.39 – CAT pour les VOI anatomiques de l’étude FMZ reconstruite avec RM-OP-OSEM
(16 itérations de 16 sous-ensembles).
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l’équation (III.4c) pour montrer que le choix de la fenêtre de convolution était important pour
limiter l’étalement de l’activité en dehors du point source, et les effets du type artefacts de Gibbs
liés aux erreurs dans l’estimation du noyau.
Nous n’avons pas ici étudié l’effet des non-linéarités de l’algorithme EM-ML sur la modéli-
sation de la résolution. En particulier, il est à noter que l’algorithme EM conduit à une meilleure
résolution pour un point source dans l’air que dans un fond chaud [de Jong et al., 2007], com-
parée à une reconstruction FBP. Concernant ce cas, comme noté dans [Reader et al., 2003], il
est plus raisonnable de sous-estimer (LMH plus faible) que de sur-estimer (LMH plus élevée) la
résolution : la première approche conduit à une image floue, mais moins qu’originellement ; la
seconde approche conduit à des artefacts de Gibbs importants liés aux erreurs du noyau. C’est
pour cette même raison que la résolution doit être mesurée près du centre du champ de vue
plutôt qu’en ses bords, lorsqu’un modèle stationnaire est recherché.
Ces affirmations peuvent être mieux justifiées en reprenant les arguments de la méthode de
Snyder [Snyder et al., 1987] : si l’évolution de la résolution dans le champ de vue peut être
décrite comme la convolution de la FR mesurée au centre avec des fonctions modélisant la
dégradation de cette résolution, alors l’approche stationnaire conduit à reconstruire des images
dont la résolution correspond à ces fonctions de dégradation de la résolution dans le champ de
vue. Celles-ci peuvent être en particulier anisotropes, conduisant à des déformations aux bords
du champ de vue. L’utilisation du fantôme de résolution placé à différentes positions du champ
de vue nous montre que ce type de dégradation est limité sur l’HRRT.
Nous avons vu que RM conduit à accentuer les artefacts de Gibbs déjà présent dans les
images OP-OSEM dans le fantôme de résolution avec inserts froids, lorsque la contrainte de
positivité ne permet pas d’éliminer le premier lobe ; ceci est lié à la déconvolution discrète
du signal dans des grilles voxelisées. Plusieurs approches pourraient être suivies pour limiter
cet artefact, la plus intuitive étant d’effectuer un lissage après reconstruction. Cette approche
pose le problème du choix optimal des paramètres de ce lissage pour bénéficier de l’apport de
RM sans amplification importante des phénomènes de Gibbs. Une alternative peut consister à
convoluer avec la FR du tomographe, ce qui élimine cet artefact, mais au prix d’une résolu-
tion similaire à l’image sans RM (contrainte de rester dans la sieve). Snyder a originellement
proposé d’adjoindre à la FR du tomographe deux fonctions pour avoir plus de flexibilité dans
cette approche : une fonction décrivant la résolution finale désirée dans l’image (permettant de
réduire le niveau de bruit), et une fonction de sieve pour limiter les effets de bord. Il s’agit
intuitivement de déconvoluer moins que la FR du tomographe, laissant un niveau de lissage suf-
fisant pour limiter le bruit et les effets de bord. L’intégration de la modélisation de la résolution
dans des méthodes basées sur des a priori anatomiques pourrait également être bénéfique : une
pénalisation plus importante dans les régions anatomiques supposées homogènes segmentées
sur IRM permettraient de limiter les artefacts de Gibbs. Une de ces méthodes a déjà été im-
plémentée au SHFJ [Bataille et al., 2007]. Une autre solution pourrait consister à utiliser des
fonctions de représentation différentes (blobs) pour atténuer ces artefacts (voir II.1). Enfin en
CT, l’utilisation de grilles de reconstruction plus fines a été précédemment proposée [Zbijewski
et Beekman, 2004]. La comparaison de quelques unes de ces méthodes dans le cadre du CT
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montre que l’utilisation de grilles beaucoup plus fines permet d’atténuer les artefacts de Gibbs
avec efficacité [Zbijewski et Beekman, 2006], sans dégrader la résolution. Il n’est pas évident
qu’une telle approche soit transposable en TEP avec RM, la déconvolution à un échantillonnage
plus important pouvant conduire à des instabilités importantes. De plus l’échantillonnage radial
des projections est plus grossier en TEP : cette caractéristique représente également une limite
pour le projeteur de Siddon utilisé dans ce travail. Notons que cette approche requièrerait éga-
lement ici des temps de calculs importants pour toutes les étapes de projection et convolution,
qui rendraient nécessaire la convolution dans le domaine de Fourier.
Lorsque les images ont convergées, les erreurs liés à RM peuvent être estimées en calculant
le spectre de l’erreur, lié au rapport entre le vrai filtre (filtre inverse de la FR s’il existe) et le
modèle utilisé pendant la déconvolution [Lagendijk et al., 1988], ou bien en utilisant l’approche
développée dans [Qi et Huesman, 2005] pour évaluer les erreurs liés à une mauvaise matrice
système (notons cependant que pour l’appliquer exactement à l’HRRT, il faudrait inverser la
matrice de Fisher de taille environ 107×107 éléments).
Finalement, si la variation de résolution est importante pour le système d’acquisition à mo-
déliser, des modèles plus complexes prenant en compte une résolution anisotrope et variant spa-
tialement peuvent aussi être implémentés comme des convolutions dans l’espace image, comme
précédemment démontré [Rahmim et al., 2003]. Cependant, le principal avantage d’une modéli-
sation stationnaire de la résolution réside en la possibilité d’effectuer l’opération de convolution
dans l’espace de Fourier, ce qui est crucial lorsque le noyau de convolution n’est pas séparable.
Couplée avec des méthodes de parallélisation (§2.2.d) de l’algorithme, cette approche permet
d’envisager des reconstructions de frame dynamiques en moins d’une heure sur le centre de
calcul du CEA.
2 Evaluation de la récupération de contraste
Nous avons vu dans l’expérience utilisant le fantôme de type Jaszczak que l’inclusion d’un
modèle de résolution conduisait à une récupération importante de contraste, à des niveaux qui
ne peuvent être atteints sans modélisation de la résolution (§2.2.e). Environ 20 à 40% d’amé-
lioration de CRC (statistiquement significatives) a été observée dans cette expérience physique,
pour des sphères de dimension comparables aux structures cérébrales étudiées. Dans l’étude
clinique PE2I, les CAT ont montré en phase tardive une augmentation de 12 à 15% de concen-
tration d’activité dans les VOI anatomiques spécifiques de petite taille, contre seulement 2%
dans la région de référence plus volumineuse, le cervelet. Une augmentation du BP statistique-
ment significative a été observé pour les 5 patients dans les 3 structures spécifiques : de 10%
dans le striatum ventral, à 20-25% dans le caudé et le putamen.
L’augmentation plus faible dans le striatum ventral peut être dû à plusieurs facteurs : des
effets de volume partiels plus élevés dans cette région spécifique la plus étroite et de volume le
plus faible, conduisant à des effets de volume partiel liés à l’échantillonnage (§I.3.2.f) qui ne
peuvent être récupérées par aucun des deux algorithmes ; un effet de spill-in (§I.3.2.f) important
du putamen et du caudé sur cette structure, en partie recouvert par l’algorithme RM-OP-OSEM
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(ceci a déjà été observé dans une étude [11C]-Raclopride utilisant une matrice de transfert géo-
métrique comme correction des PVE) ; des possibles erreurs de segmentation.
L’augmentation du BP entre un protocole acquis sur caméra HR+ et un autre sur l’HRRT
a précédemment été observée [Leroy et al., 2007] : environ 30% d’augmentation des BP pour
le caudé et le putamen, qui sont attribuables uniquement à la meilleure résolution spatiale de
l’HRRT (si la résolution de l’HRRT est dégradée à la résolution de l’HR+, les deux caméras
donnaient des BP comparables).
Tout ceci permet de supposer que l’augmentation de BP est dû à une diminution de l’effet de
volume partiel dans les structures spécifiques de petite taille.
3 Evaluation du niveau de bruit dans les images
Ce travail a montré en particulier que pour les structures considérées de volume relativement
faibles, RM-OP-OSEM permettait d’obtenir des meilleurs rapports entre contraste et bruit dans
les images. La variance observée au niveau des voxels était alors plus faible (2.2.e), et nous
avons observé que RM augmentait les corrélations positives et diminuaient les corrélations né-
gatives avec les voxels voisins dans une région homogène du fantôme de Jaszczak. RM conduit
donc dans ce cas à une plus grande homogénéité dans les structures homogènes. Ce constat
avait déjà été effectué sur des simulations MC [Rahmim et al., 2005b].
Pour l’étude PE2I, nous avons suivi le protocole précédemment défini [Leroy et al., 2007],
avec des frames d’au moins 1 minute (c’est à dire environ 8 millions d’événements par frame
au moins). Ces données n’ont pas nécessité un lissage après reconstruction, évitant ainsi de
dégrader la résolution spatiale dans les images.
La reconstruction FMZ illustre cependant que les avantages de RM doivent être combinés
avec d’autres techniques de reconstruction pour pouvoir travailler au niveau des voxels et/ou
sur des études avec des statistiques moins élevées. Si dans des frames avec des statistiques
suffisantes une plus grande corrélation spatiale et temporelle est observée avec RM-OP-OSEM
(pour des itérations conduisant à des récupérations de contraste plus importantes dans des struc-
tures de taille comparables au sphères du Jaszczak), l’utilisation de RM-OP-OSEM conduit à
des niveaux de bruit rapidement comparables avec OP-OSEM lorsque les statistiques dans les
frames sont faibles. Une solution pourrait consister à changer les paramètres du protocole, ici
choisis en fonction d’un protocole déjà défini sur une caméra de plus basse résolution. On pour-
rait ainsi changer le découpage temporel de l’examen de façon à obtenir une statistique plus
régulière mais avec moins de frames (donc moins d’estimations pour l’analyse paramétrique).
Dans le même optique, il serait également souhaitable de vérifier que le rapport entre la dose de
chaud et de froid pour cette caméra est optimal pour la caméra HRRT.
Cependant la convergence des valeurs au niveau des voxels impliquant un grand nombre
d’itérations, il semble de toute manière nécessaire d’utiliser des méthodes alternatives pour que
le problème de la reconstruction soit régularisé. Ainsi nous avons vu que la méthode du sieve,
qui consiste simplement à convoluer l’image finale avec le modèle de la FR du tomographe
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conduit à des niveaux de corrélations spatiales et temporelles bien plus importantes car c’est la
solution d’un problème de reconstruction régularisé.
Il est difficile d’interpréter les images de Bmax et Kd VR obtenues pour les différentes mé-
thodes, en l’absence de référence. Il serait nécessaire de s’appuyer sur un logiciel de simulation
Monte-Carlo permettant par exemple de spécifier des cartes de Bmax et Kd VR en entrée, d’où
seraient estimés des CAT qui serviraient ensuite à la simulation. Il serait alors possible d’éva-
luer à la fois le niveau de bruit et les biais introduits par les méthodes de reconstruction et les
méthodes d’ajustement des paramètres sur les images reconstruites.
4 Implémentation de l’algorithme
Dans ce travail, nous nous sommes surtout intéressés aux améliorations dans les images per-
mises par RM. La reconstruction en mode liste utilisant le projeteur de Siddon n’a été choisi
que pour permettre une reconstruction rapide dans des examents à relativement bas nombre de
coups. La haute résolution spatiale présente dans le mode liste de l’HRRT n’a ainsi pas été uti-
lisée parce que les données de correction utilisaient des données sous forme de sinogrammes,
en particulier pour la normalisation. Bien que des techniques de normalisation reposant sur une
factorisation ont été proposées pour obtenir des estimations des facteurs de normalisation au
niveau des LOR en utilisant des acquisitions de faible durée [Bai et al., 2002], les corrections
sous formes de sinogrammes sont encore largement utilisées. Des solutions ont été récemment
proposées pour l’HRRT [Rodriguez et al., 2007], et ces approches ne pourraient être que béné-
fiques à l’algorithme RM-OP-OSEM, puisque la résolution spatiale obtenue serait légèrement
meilleure et que le ré-alignement des LOR avec le centre des bins du sinogramme ne serait plus
nécessaire.
Par ailleurs, nous avons utilisé dans ce travail l’arrêt de l’algorithme EM avant convergence
vers le maximum de vraisemblance pour régulariser les reconstructions, et les conséquences
de RM sur le bruit et la récupération de contraste ont donc été étudiés en fonction du nombre
d’itérations. Dans l’étude clinique PE2I, le critère d’arrêt a été choisi de sorte que le signal dans
les VOI anatomiques ait convergé pour chaque frame. Bien que d’autres critères d’arrêt peuvent
être considérés (par exemple, comme dans [Selivanov et al., 2000a]), il semble que l’algorithme
RM doit être inclus dans des approches de régularisation (sieve ou algorithmes MAP). Il reste
à étudier plus en détail les compromis permis par l’approche sieve ; cette méthode se traduit
cependant par la perte de l’amélioration de la résolution, c’est à dire par un biais de quantifi-
cation. Comme mentionné précédemment, l’approche MAP a déjà été effectuée et s’est avérée
profitable à la quantification [Bataille et al., 2007]. L’arrêt de l’algorithme conduit à ce que le
signal n’a pas convergé au niveau des voxels. Les cartes paramétriques que nous avons calculées
à partir des images reconstruites ont donc été utilisées pour étudier la présence potentielle d’in-
homogénéités dans des sous-régions, non pour dériver des valeurs de paramètre par voxel. Une
analyse compartimentale au niveau des voxels semble ici prématurée, en l’absence de toute
référence sur les biais introduits par les méthodes de reconstruction et dans l’ajustement des
paramètres.
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III.F Résumé du travail
Nous avons ici proposé un algorithme incluant une modélisation de la résolution spatiale
stationnaire isotrope de la caméra HRRT et basé sur ses propriétés de résolution spatiale. Une
simulation MC a permis de montrer l’intérêt de cette modélisation pour l’HRRT, quel que soit
le sous-échantillonnage axial classiquement adopté par la suite pour l’HRRT. La modélisation
de la résolution a été obtenue à partir de la mesure expérimentale d’un point source dans l’air,
et l’hypothèse de stationnarité a été évaluée en reconstruisant des points sources et un fantôme
de résolution placés à différentes positions du champ de vue. Nous avons montré que la taille
de la fenêtre de convolution était cruciale pour éviter l’étalement de l’activité et des artefacts de
type Gibbs. Nous avons également vu à cette occasion que RM accentuait l’artefact de Gibbs
déjà présent dans les images sans RM dans un fantôme de résolution froid, problème lié à la
déconvolution discrète réalisée dans une grille voxelisée, et à l’inefficience de la contrainte de
positivité dans ce cas particulier. Différentes formes de régularisation ont été discutées, dont la
convolution de l’image reconstruite avec le modèle de la FR (méthode du sieve).
L’algorithme a été implémenté de façon à permettre son utilisation dans le cadre d’étude
dynamiques, mais aussi d’études de réplicats pour évaluer le bruit dans les images.
En utilisant un fantôme avec des structures de taille comparable aux structures cérébrales
d’intérêt, nous nous sommes alors intéressés aux compromis entre bruit statistique et résolution
permis par la modélisation de la résolution. Nous avons ainsi vu que RM permet une récupéra-
tion de contraste qui ne pouvait être atteinte sans RM, pour des niveaux de bruit comparables.
Nous avons vu que pour un même niveau de bruit dans les VOI, le niveau de variance au niveau
des voxels était plus faible, les corrélations positives avec les voxels voisins plus importantes et
les négatives diminuées.
L’amélioration observée en terme de récupération de contraste était comparable dans l’ob-
servation des CAT de l’étude clinique PE2I, et dans l’estimation des paramètres biochimiques
considérés, laissant ainsi supposer que cette dernière augmentation est dû à une diminution des
effets de volume partiel.
Enfin nous avons vu dans une méthode FMZ plus exploratoire que RM conduisait dans les
premières itérations et lorsque les statistiques sont suffisantes à des meilleures corrélations spa-
tiales et temporelles. Cependant, si RM-OP-OSEM peut encore être appliquée au niveau des
VOI anatomiques pour obtenir des valeurs moins biaisées, cette seule méthode n’est pas suf-
fisante pour l’analyse paramétrique car les niveaux de bruits au niveau des voxels sont trop
importants. Nous avons vu que la méthode du sieve permet de retrouver de meilleures corréla-
tions spatiales et temporelles car elle permet de régulariser la solution. Ceci s’effectue au prix
de l’amélioration de la résolution. Cependant, d’autres méthodes doivent être développées pour
permettre l’analyse paramétrique ou les analyses dynamiques à faibles statistiques. Ceci va être
abordé dans le prochain chapitre.
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Chapitre IV
Exploitation de corrélations temporelles en
TEP
IV.A Introduction
Le chapitre précédent illustre que le niveau de bruit dans les données acquises en TEP vient
empêcher des analyses quantitatives robustes, en particulier pour les tomographes à haute ré-
solution spatiale. Il est nécessaire de pallier ce problème afin de mieux bénéficier des apports
de ces caméras, et pouvoir en particulier mieux exploiter l’information au niveau des voxels
dans les études dynamiques. Conjugué à la méthode développée dans le chapitre précédent,
ceci permettrait d’obtenir des images à haute résolution spatiale et avec une meilleure résolu-
tion temporelle, et conduirait ainsi à pouvoir effectuer des analyses quantitatives au niveau des
voxels plus robustes et moins biaisées, et ainsi des analyses paramétriques.
Nous présenterons tout d’abord dans ce chapitre différentes approches qui ont été menées
pour diminuer le niveau de bruit dans les données en TEP. Ces méthodes tiennent compte des
corrélations spatiales entre les voxels pour une frame donnée, ou (et) des corrélations tempo-
relles entre les frames pour un voxel donné afin de réduire le niveau de bruit dans les données
acquises, de permettre une meilleure reconstruction ou pour débruiter les images reconstruites.
A l’issue de cet état de l’art, nous proposerons une méthode MAP permettant d’exploiter les
corrélations temporelles en TEP afin de débruiter les sinogrammes ou les images reconstruites.
Cette méthode sera adaptée aux données traitées en TEP, et à un protocole particulier. Nous
évaluerons cette approche sur une simulation Monte-Carlo développée à cette occasion, en la
comparant à une approche classique de débruitage en traitement d’images.
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IV.B Précédentes approches visant à réduire le niveau de bruit
en TEP
Nous verrons tout d’abord des approches qui consistent à utiliser les corrélations spatiales
pour débruiter les données, puis des approches basées sur l’utilisation des corrélations tempo-
relles.
1 Approches spatiales
Ces méthodes visent à utiliser les corrélations spatiales attendues entre voxels voisins. Elles
ont donc lieu pendant ou après la reconstruction. Nous présenterons tout d’abord des méthodes
visant à débruiter les images reconstruites en utilisant les ondelettes.
1.1 Débruitage spatial des images reconstruites
L’objectif est de proposer un débruitage spatial respectant tout à la fois les zones de haute
fréquences (frontières entre structures) et les zones basses fréquences (régions homogènes) des
images reconstruites en TEP : il va donc s’agir d’un filtrage non-stationnaire. Nous nous inté-
resserons ici aux approches utilisant des décompositions en ondelettes, classiquement utilisées
pour un filtrage adaptatif en traitement d’images. Nous donnerons quelques éléments théoriques
nécessaires à leur compréhension et pour appréhender le travail que nous avons effectué, puis
nous présenterons les différentes techniques utilisées dans ce cadre.
1.1.a Quelques éléments sur les ondelettes
Ce paragraphe s’inspire de l’article [Pesquet-Popescu et Pesquet, 2001]. Nous nous plaçons
ici dans l’espace L2(R). La transformation en ondelettes permet une analyse temps-échelle des
signaux : les fonctions analysantes sont à la fois localisées spatialement et fréquentiellement.
Elles permettent donc d’analyser des signaux ou des images dont les composantes fréquentielles
varient localement, dans des situations où l’analyse par transformation de Fourier n’est plus
adaptée.
Transformée en ondelettes continue et ondelette mère
L’élément de base de la transformée en ondelettes est une fonction oscillante Ψ (∫ Ψ(t)dt =
0), d’énergie finie, appelée ondelette-mère et qui a pour propriétés d’être bien localisée spatia-
lement et fréquentiellement. Une famille de fonctions Ψα,b est dérivée de l’ondelette-mère en
effectuant des translations et des dilatations :
{
Ψα,b = |α|1/2Ψ (α(t− b)) , (α, b) ∈ R∗ × R
}
.
En particulier, si α > 1, la fonction contractée Ψ(αt) est de support plus étalé en fréquence que
l’ondelette-mère et de support plus étroit en temps. Les valeurs élevées de α vont ainsi permettre
l’analyse du signal à des échelles fines ou à des hautes fréquences, et les valeurs faibles à des
échelles grossières ou des basses fréquences. Le facteur 1/α est donc appelé facteur d’échelle.
Les valeurs des coefficients C(α, b) de la transformée en ondelettes d’un signal s(t) sont alors
IV.B. PRÉCÉDENTES APPROCHES VISANT À RÉDUIRE LE NIVEAU DE BRUIT EN TEP 153
données par :
C(α, b) = |α|1/2
∫ +∞
−∞
s(t)Ψ∗(α(t− b))dt = 〈s(t), |α|1/2Ψ(α(t− b))〉 (IV.1)
avec le produit scalaire de L2(R) , et il est possible de reconstruire le signal à partir de tous les
coefficients :
s(t) =
1
KΨ
∫∫ +∞
−∞
C(α, b)|α|1/2Ψ(α(t− b))dαdb (IV.2)
avec une constante de normalisation KΨ. En pratique, l’utilisation de facteur d’échelles dya-
diques (α = 2−j, j ∈ Z) et de translations b = k2j , k ∈ Z permet d’utiliser un ensemble
dénombrable d’ondelettes pour l’analyse des signaux, comme nous allons maintenant le voir.
Analyse multirésolution et fonction d’échelle
Considérons pour cela l’analyse multirésolution d’un signal. Celle-ci consiste à réaliser des
projections du signal sur une suite de sous-espaces vectoriels Vj définis par les caractéristiques
suivantes :
1. ils sont emboîtés : ∀j ∈ Z, Vj+1 ⊂ Vj
2. limj→∞ Vj = {0} et limj→−∞ Vj est dense dans L2(R)
3. une fonction s(t) appartient à Vj si et seulement si s(t/2) appartient à Vj+1
4. il existe une fonction Φ(t) ∈ L2(R) appelée fonction d’échelle (ou ondelette père) telle
que {Φ(t− k), k ∈ Z} soit une base orthonormale de V0
Alors
{
Φjk(t) = 2
−j/2Φ (t/2j − k) , k ∈ Z
}
est une base orthonormale de Vj. La projection
d’un signal sur les Vj conduit à des approximations de plus en plus grossières d’un signal
lorsque le niveau de résolution j croît. On appelle "détail" la différence entre deux approxi-
mations consécutives. Ces détails appartiennent au sous-espace Wj orthogonal à Vj tel que
Vj−1 = Vj ⊕ Wj . Il est possible de montrer qu’il existe une ondelette mère Ψ(t) telle que{
Ψjk(t) = 2
−j/2Ψ (t/2j − k) , k ∈ Z
}
soit une base orthonormale de Wj . La Figure IV.1 re-
présente les fonctions d’ondelettes de Battle-Lemarié [Battle, 1987] et les fonctions d’échelles
associées, à deux niveaux de résolution consécutifs. Le spectre de ces fonctions illustre la répar-
tition des fréquences du signal d’un niveau de résolution à l’autre entre détail et approximations.
Décomposition en ondelettes, implémentation
Il est donc possible de décomposer un signal s(t) jusqu’à un certain niveau de résolution J
de la façon suivante :
s(t) =
J∑
j=1
∑
k∈Z
cj[k]Ψjk(t) +
∑
k∈Z
aJ [k]ΦJk(t) (IV.3)
où aj[k] sont les coefficients d’échelle (ou approximations), obtenus par :
aj[k] = 〈s(t),Φjk(t)〉 (IV.4)
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FIG. IV.1 – Ondelettes de Battle-Lemarié et fonctions d’échelles associées, avec leur spectre
respectif, pour les deux premières niveaux de résolution.
et cj[k] sont les coefficients d’ondelettes (ou détails), obtenus par :
cj[k] = 〈s(t),Ψjk(t)〉 (IV.5)
On appelle sous-bande l’ensemble des coefficients d’ondelettes cj[k] à un niveau j de résolution
donné.
Par ailleurs, il est possible de montrer que les cj[k] et aj[k] peuvent être calculées à partir de
aj−1[k] en utilisant respectivement un filtre passe-haut g ou un filtre passe-bas h (dont nous ne
donnerons pas ici les propriétés), suivi d’une étape de décimation [Mallat, 1989]. Inversement,
la reconstruction à partir de ces coefficients d’ondelettes peut avoir lieu en utilisant le filtre
g˜[l] = g∗[−l], l ∈ Z et h˜[l] = h∗[−l], l ∈ Z et une interpolation. Ces deux opérations sont
représentées dans la Figure IV.2. Ces structures sont respectivement appelées banc de filtres
d’analyse et de synthèse.
A partir d’un niveau de résolution initial (noté conventionnellement 0), il est alors possible
de calculer les coefficients d’approximation et d’ondelettes aux résolutions suivantes. Ce niveau
de résolution initial peut être obtenu en utilisant l’équation (IV.4). En pratique on approxime
souvent par un échantillonnage régulier du signal ce niveau de résolution initial [Rioul, 1993].
L’opération de convolution avec les filtres est parfois remplacée par une convolution pério-
dique (cela permet d’obtenir K2−j coefficients d’ondelettes ou d’échelles à la résolution j si le
nombre d’échantillonsK est un multiple de 2j) et on parle alors de décomposition en ondelettes
périodiques. Cet algorithme peut être généralisé pour des images 2D ou 3D en utilisant des on-
delettes séparables dans chaque dimension. En 2D, la décomposition fait alors apparaître à un
niveau de résolution un coefficient d’approximation et 3 coefficients de détail : des coefficients
de haute fréquence dans les deux directions, appelés coefficients diagonaux, et des coefficients
de haute fréquence dans une seule direction, les coefficients horizontaux et verticaux.
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FIG. IV.2 – Exemple de décomposition et reconstruction d’un signal sur 2 niveaux de résolution
utilisant des bancs de filtres d’analyse et de synthèse. Dans les bancs d’analyse la décimation
d’un facteur 2 est indiquée avec la flèche vers le bas. Dans les bancs de synthèse l’interpolation
d’un facteur 2 est indiquée avec la flèche vers le haut. En sortie des bancs d’analyse, on obtient
une décomposition du signal avec des coefficients d’ondelettes c1[k] et c2[k] et un coefficient
d’approximation a2[k].
Familles d’ondelettes
De nombreuses familles d’ondelettes ont été précédemment proposées. Nous ne parlerons ici
brièvement que des ondelettes de Daubechies [Daubechies, 1992], et des ondelettes de Battle-
Lemarié de la Figure IV.1 [Battle, 1987]).
Les ondelettes de Daubechies sont des ondelettes asymétriques à support borné, minimal
(égal à 2N) pour un nombre donné N de moments nuls , c’est-à-dire que l’ondelette mère Ψ à
pour propriété : ∫
tpΨ(t)dt = 0 , p = 0, · · · , N − 1. (IV.6)
Une telle ondelette sera appelée par la suite DaubN. Ce nombre N de moments nuls signifie
que l’ondelette peut "annuler" tout polynôme d’ordre N − 1 [Daubechies, 1992], ce qui se tra-
duit par une représentation parcimonieuse (c’est-à-dire avec un faible nombre de coefficients
d’ondelettes non-nuls) des signaux ou images qui peuvent être approximés par des polynômes
d’ordre inférieur à N-1. Notons que les représentations parcimonieuses par des ondelettes per-
mettent d’obtenir de bonnes performances de débruitage [Donoho, 1993].
Les ondelettes de Battle-Lemarié sont basées sur des splines. Elles sont symétriques, ce qui
permet de limiter les distorsions de la phase et ainsi permettre une bonne localisation du signal
dans le domaine des ondelettes [Ruttimann et al., 1998]. Pour des splines de degré N , elles pos-
sèdent N + 1 moments nuls (nous les appelerons BattleN par la suite). L’utilisation de splines
cubiques pour la décomposition d’images en ondelettes a précédemment été préconisée en ima-
gerie médicale [Ruttimann et al., 1996], car elles permettent une bonne localisation spatiale des
ondelettes ce qui permet de mieux représenter les discontinuités du signal.
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Enfin des ondelettes à support compact ont été conçues afin d’analyser les signaux définis
sur des supports bornés. En effet, les décompositions usuelles en ondelettes périodiques gé-
nèrent dans ce cas des "effets de bord". Les ondelettes de Daubechies sur l’intervalle (nommées
DRN par la suite) en font notamment partie ; elles sont identiques aux ondelettes de Daubechies
Daub2N sauf aux extrémités de l’intervalle considéré, où elles sont modifiées pour éviter les
effets de bord.
Les décompositions sur des bases d’ondelettes sont non-redondantes contrairement à la trans-
formée continue en ondelettes (ceci est dû aux opérations de décimation). Cette absence de
redondance fait perdre la propriété d’invariance par translation de la transformée continue en
ondelettes. Ainsi la représentation à différente résolutions peut changer de façon substantielle
lorsque les données sont translatées. Dans le cas de signaux à débruiter, ceci peut occasionner
des artefacts près des singularités [Coifman et Donoho, 1995]. Il est alors désirable d’introduire
un niveau supplémentaire de redondance. Ceci peut être effectué en appliquant des permuta-
tions circulaires du signal (dans le domaine initial ou le domaine des ondelettes). Seulement
2j permutations sont nécessaires pour un niveau de résolution j en comptant la décomposition
sans permutation.
Une autre approche peut consister à décomposer le signal sur des trames d’ondelettes : ce
sont des familles de fonctions {Ψj,k(t), (j, k) ∈ I} avec I sous-ensemble de Z2 ne formant pas
nécessairement une base, mais vérifiant la relation suivante :
A‖s‖2 ≤
∑
(j,k)∈I
|〈s(t),Ψj,k(t)〉|
2 ≤ B‖s‖2 (IV.7)
avec (A,B) ∈ (R+∗)2, ce qui permet de reconstruire le signal à partir de ses coefficients.
L’union de m bases orthonormales est un exemple de trame, avec A = B = m.
Débruitage par ondelettes
Ces quelques élements théoriques posés, nous allons maintenant nous intéresser plus parti-
culièrement aux techniques de débruitage utilisant la décomposition en ondelettes.
L’objectif est ici de discriminer un bruit additif b(t) dans un signal s(t), afin d’obtenir un
signal sans bruit s˘(t). On suppose que le signal est de longueur K multiple de 2jmax où jmax est
le niveau de résolution maximal de la décomposition en ondelettes.
Le débruitage par ondelettes repose sur l’hypothèse que le signal et le bruit peuvent être
mieux discriminés dans des bases d’ondelettes appropriées. Nous avons vu précédemment que
dans une base d’ondelettes bien choisie, le signal sans bruit possède peu de coefficients d’on-
delette non-nuls. Intuitivement, si le bruit est blanc il va être réparti de façon homogène dans
la décomposition en ondelettes. Il s’agit alors de mettre à zéros les coefficients du bruit tout en
conservant ces quelques coefficients non-nuls du signal sans bruit. Une opération de seuillage
va alors être effectuée.
Lorsque le bruit est considéré additif gaussien (supposé par la suite indépendant et identique-
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ment distribué d’écart-type σ) et que l’on considère une décomposition en ondelettes orthonor-
males, alors le bruit reste additif gaussien (indépendant et identiquement distribué d’écart-type
σ) dans la base des ondelettes :
cs˘j[k] = c
s
j [k] + c
b
j [k] (IV.8)
où les coefficients d’ondelettes du niveau de résolution j sont notés respectivement avec les
exposants s˘, s et b pour le signal sans bruit, le signal et le bruit. On considère alors généralement
deux types de seuillage, le seuillage doux, défini par :
csˆj[k] =


csj [k]− χ si c
s
j[k] > χ
csj [k] + χ si c
s
j[k] < −χ
0 sinon
(IV.9)
et le seuillage dur :
csˆj [k] =
{
csj [k] si|c
s
j [k]| > χ
0 sinon
(IV.10)
avec sˆ estimé du signal sans bruit. Plusieurs estimateurs du seuil χ ont été proposés et leurs
performances évaluées en fonction de l’erreur quadratique d’estimation E2 = E{‖s˘ − sˆ‖2}.
Pour le seuil universel χ = σ
√
2ln(K), E est asymptotiquement du même ordre de grandeur
que l’erreur quadratique d’estimation associée au meilleur estimateur au sens du minimax, c’est
à dire l’estimateur minimisant cette erreur dans le cas le plus défavorable qu’il est possible de
rencontrer [Donoho et Johnstone, 1994]. Cet estimateur n’est cependant pas optimal dans la
plupart des situations.
Supposons que les coefficients d’ondelettes du signal soient des variables aléatoires de va-
riance finie et qu’à même niveau de résolution j ≤ jmax ils aient la même loi de probabilité.
Dans ce cas, une formule donnant un estimateur non biaisé de l’opération de seuillage doux a
été proposé dans [Donoho et Johnstone, 1995] :
Eˆ2j =
1
2−jK
K2−j−1∑
k=0
Jχ(|c
s˘
j[k]|
2) (IV.11)
avec :
Jχ(u) =
{
u− σ2 si u ≤ χ2
χ2 + σ2 sinon
(IV.12)
Un algorithme peut alors être utilisé pour trouver le seuil minimisant ce risque. Cet estimateur
ne donne pas de bons résultats lorsque la décomposition en ondelettes est très parcimonieuse :
dans ce cas les coefficients non-nuls du signal sans bruit sont considérés comme du bruit. Dans
ce cas le seuil universel est utilisé à la place. Le passage de l’un à l’autre des seuils se fait
à partir des données (voir [Donoho et Johnstone, 1995]). Cet estimateur hybride est appelé
"SureShrink" en anglais.
Sous cette présentation, cet estimateur n’utilise pas d’a priori sur la forme des données. Nous
verrons cependant par la suite que cette approche peut s’interpréter dans un cadre MAP. On voit
cependant dès à présent qu’elle nécessite une estimation de la variance du bruit. Pour cela, on
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peut utiliser l’estimateur robuste de l’écart-type du bruit suivant, qui utilise les valeurs dans le
niveau de résolution 1 de la décomposition en ondelettes :
σˆ =
1
0.6745
Med|cs1| (IV.13)
où Med indique la valeur médiane des coefficients rangés par ordre croissant.
Cette procédure de débruitage est une méthode de référence utilisée en traitement d’images.
1.1.b Débruitage spatial par ondelettes
Cette méthode a principalement été appliquée pour débruiter les images 2D TEP recons-
truites avec FBP, afin de permettre des analyses paramétriques. Notons dès à présent que ces
approches sont toujours appliquées à des protocoles spécifiques, le bruit étant différent d’un
protocole à l’autre comme nous l’avons vu dans le chapitre III.
Dans un article de référence, Turkheimer a présenté les caractéristiques requises pour que
les méthodes de débruitage par ondelettes soient applicables en TEP [Turkheimer et al., 1999].
Il a ainsi identifié deux potentiels problèmes dans ces approches. Tout d’abord le bruit spatial
corrélé dans les images TEP exige une base d’ondelettes qui permet une bonne décorrélation
entre les niveaux de résolution et à l’intérieur de ces niveaux. Dans ce cas, si le bruit est station-
naire gaussien comme c’est approximativement le cas dans les images FBP, il peut être calculé
dans chaque sous-bande, soit en utilisant l’approche par la médiane de l’équation (IV.13), soit
en utilisant une connaissance sur la fonction de réponse du scanner et celle des filtre utilisées
dans la décomposition en ondelettes. Le second problème est simplement le faible rapport si-
gnal à bruit dans les images TEP, qui conduit à des artefacts dans les images débruitées. Pour
résoudre ce problème, Turkheimer a proposé d’utiliser les ondelettes invariantes par translation
précédemment développées [Coifman et Donoho, 1995]]. Dans un second article publié peu
après [Turkheimer et al., 2000], cette approche a été reprise mais en estimant les paramètres
cinétiques avec des procédures linéaires dans la base d’ondelettes. L’utilisation de ces modèles
paramétriques permet en effet d’avoir une estimation des incertitudes sur les paramètres esti-
més dans le domaine des ondelettes, et il est alors possible de se servir de ces estimations pour
le choix du seuil dans la stratégie de seuillage. Cette approche permet ainsi d’introduire indi-
rectement une dimension spatio-temporelle dans le débruitage, puisque ce sont les paramètres
cinétiques qui sont ainsi spatialement débruités (cette approche est présentée ici pour des rai-
sons de proximité avec les précédentes approches développées par Turkheimer). Ce travail a
ensuite été approfondi dans [Turkheimer et al., 2003], où un filtre linéaire a été proposé à la
place de SureShrink en TEP avec reconstruction FBP.
Cselenyi a réutilisé les approches de Turkheimer pour estimer les paramètres dans le domaine
des ondelettes, en utilisant des ondelettes bidimensionnelles ou tridimensionnelles. Il a montré
que les résultats obtenus en utilisant les ondelettes étaient proches des résultats obtenus dans une
approche par ROI, ce qui n’était pas le cas d’une analyse au niveau des pixels, ce qui montre que
ces approches permettent des estimations paramétriques plus robustes [Cselényi et al., 2002].
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D’autre part, une approche par simulation Monte-Carlo a été développée afin d’estimer les
paramètres optimaux de seuil pour débruiter des images reconstruites par FBP d’un examen
[11C]-raclopride [Alpert et al., 2006]. Les auteurs ont montré que des approches imposant un
seuil par coefficient étaient supérieures aux approches utilisant un seuil par sous-bande, et qu’il
était alors possible d’obtenir des améliorations du rapport signal à bruit d’un facteur 2 dans
les images TEP et 1.5 dans les images paramétriques. Par ailleurs, ces auteurs ont suggérés
l’importance d’employer des ondelettes temporelles, car les variations du signal dans un voxel
entre deux frames consécutives sont plus importantes que les variations du signal entre deux
voxels voisins d’une même frame.
Ensuite des ondelettes bidimensionnelles ont également été évaluées dans des études Monte-
Carlo et cliniques des récepteurs benzodiazepine [Shidahara et al., 2006]. Ces approches ont
permis d’améliorer la qualité des images et la précision des estimations paramétriques dans la
simulation Monte-Carlo.
Notons également que pour débruiter des données suivant des lois de Poisson, Donoho et
Choi ont proposé d’utiliser une transformation permettant de rendre les données poissoniennes
approximativement normale : la transformée d’Anscombe ([Anscombe, 1948],[Donoho, 1993],
[Choi et al., 2001]). Les méthodes SureShrink peuvent alors être utilisées après cette transfor-
mation.
Enfin, notons qu’il existe également des méthodes pour modéliser les relations entre les
niveaux de résolution d’une décomposition en ondelettes, basées en particulier sur le fait que
les coefficients d’ondelettes de large valeur ont tendance à se propager dans les différentes
échelles ([Crouse et al., 1997], [Frese et al., 2002], [Turkheimer et al., 2006]).
1.2 Régularisation spatiale de la reconstruction
De nombreuses approches bayésiennes ont été proposées en TEP pour tenir compte des cor-
rélations entre voxels voisins. On peut montrer que dans le cadre markovien la fonction a priori
de l’équation (II.33) s’écrit ainsi :
Pr(f ) =
1
Z
e−βU(f) (IV.14)
avec Z facteur de normalisation, β paramètre contrôlant le poids accordé à l’a priori (analogue
au λ de l’équation (II.26a)) et U(f ) correspond à "l’énergie" associée à l’image f , cet a priori
favorisant ainsi les images de faible "énergie". Pour une régularisation spatiale, cette énergie va
être décrite comme une somme de fonctions, appelés potentiels, dont la valeur en chaque voxel
dépend des différences entre la valeur du voxel et celles de ses voxels voisins ; une valeur élevée
de potentiel (donnant une énergie élevée) correspondant à des différences importantes entre le
voxel et ses voisins. Ceci peut s’écrire :
U(f ) =
p∑
j=1
∑
k∈Nj
φjk(|fj − fk|) (IV.15)
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Cette approche pénalise ainsi les images avec des variations locales trop importantes. Nous ne
présenterons pas ici la théorie sous-jacente.
Les premières approches reposaient sur l’utilisation du potentiel quadratique :φ(t) = αt2
dans l’espace image (par exemple [Hebert et Leahy, 1989]), mais celles-ci conduisent à un lis-
sage global de l’image, accentuant les effets de volume partiel. Des potentiels visant à préserver
les discontinuités ont donc été proposés :
– en utilisant des potentiels quasi-quadratiques pour des faibles différences entre voxels, et
pénalisant moins les grandes différences, assimilées à des discontinuités et non au bruit
(comme le potentiel de Huber : par exemple [Mumcuoglu et al., 1996b] pour la TEP)
– en introduisant une information sur des régions supposées homogènes obtenues par exemple
avec une modalité anatomique ou par estimation lors de la reconstruction (par exemple
[Bowsher et al., 1996]) afin d’effectuer un lissage adaptatif (important dans les régions
homogènes, faible au niveau des frontières)
Une présentation plus complète de ces approches est donnée dans [Bataille, 2007]. Notons
simplement que dans ces approches l’objectif est de préserver les singularités et les bords, esti-
més de façon implicite ou explicite à partir des données, tout en lissant des régions considérées
homogènes. Le choix de l’hyper-paramètre β est généralement effectué de façon empirique.
1.3 Reconstructions multirésolution
D’autres approches ont été proposées afin de régulariser la solution en effectuant des recons-
tructions itératives en jouant sur l’échelle des sinogrammes et des images reconstruites : on
parle de reconstruction multirésolution.
Il est possible en effet d’avoir une image peu bruitée en rassemblant les projections (en
combinant 4 détecteurs en 2D par exemple) et en reconstruisant une image avec l’échantillon-
nage "grossier" correspondant (par exemple en regroupant 4 voxels en 2D). Lorsque l’image
"grossière" remplit un critère de convergence, l’échantillonnage au niveau des détecteurs et des
voxels est subdivisé et la reconstruction à l’échelle suivante est initialisée avec l’image "gros-
sière" interpolée à l’échelle plus fine. Ce processus est itéré jusqu’à ce que la résolution spatiale
finale soit atteinte. Ainsi la reconstruction à un niveau de détail plus fin est initialisée avec
une image moins bruitée, et la régularisation à chaque échelle provient de l’arrêt de l’algo-
rithme avant convergence. Il a été proposé d’utiliser dans cette approche l’algorithme EM et
un critère de transition d’une échelle à la suivante lié à l’évolution de l’énergie dans la bande
correspondant aux détails diagonaux dans une décomposition 2D en ondelettes (voir 1.1.a) ;
l’interpolation d’une échelle a la suivante est effectuée en utilisant une interpolation bicubique
dans le domaine des ondelettes. Il a alors été montré sur une simulation fantôme qu’il était
possible d’obtenir des images avec des erreurs quadratiques moyennes plus faibles qu’avec une
approche FBP ou EM classique [Raheja et al., 1999].
Cette approche a été généralisée en réalisant une décomposition en ondelettes spatiales des
sinogrammes sur deux niveaux au lieu de regrouper les détecteurs par 4 [Raheja et Dhawan,
2000]. Pour débruiter les données à chaque échelle, les détails diagonaux ne sont pas utilisés
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pendant la reconstruction EM et les contours horizontaux et verticaux sont simplement seuillés
de façon à éliminer les composantes négatives afin de satisfaire la contrainte de positivité de
l’algorithme EM. Des images correspondant aux approximations, aux contours horizontaux et
verticaux sont alors estimées avec l’algorithme EM, puis combinées en utilisant les ondelettes
de synthèse correspondant aux ondelettes de décomposition afin de donner une initialisation au
niveau de résolution suivant lorsque le critère de transition est satisfait. Cependant la décompo-
sition en ondelettes choisie fait perdre le caractère poissonnien des données, au delà du respect
ou non de la contrainte de positivité. L’utilisation de l’algorithme EM pour lois de Poisson n’est
donc plus justifié statistiquement.
Nowak et Kolaczyk [Nowak et Kolaczyk, 2000] ont montré que les ondelettes d’Haar non-
normalisées (différence d’un échantillon avec son voisin) étaient au contraire adaptées pour les
données suivant des lois de Poisson, parce que les coefficients d’échelles correspondant, cal-
culés en sommant un échantillon avec son voisin, obéissent encore à des lois de Poisson. Le
corollaire est que si l’activité est connue pour la somme de deux voxels (parent), alors l’activité
pour chacun des deux voxels (enfants) suit une loi de Poisson. De surcroît, l’activité d’un enfant
connaissant l’activité du parent suit une loi binomiale de paramètre le rapport entre l’activité de
l’enfant sur l’activité du parent (de la même façon que décrite dans l’annexe B pour l’amincisse-
ment de Poisson). On peut alors considérer la probabilité des émissions avec une représentation
multi-échelle faisant intervenir la probabilité totale d’émission et la probabilité d’émission dans
un enfant connaissant celle du parent [Nowak et Kolaczyk, 2000]. Il est alors possible d’inclure
un a priori sur les paramètres de cette loi binomiale et sur l’activité totale mesurée. Lorsque
celui-ci est pris dans des familles conjuguées aux lois de Poisson et aux lois binomiales, l’algo-
rithme MAP résultant a une forme simple avec deux étapes à chaque itération : estimation des
émissions au niveau des voxels avec une itération d’EM, et estimation de l’activité sous-jacente
avec les paramètres de l’a priori. Le choix des hyper-paramètres reste cependant difficile, et est
évidemment crucial pour diminuer le bruit sans trop biaiser les résultats. Cette décomposition
multi-échelle de la vraisemblance a été poursuivie dans un cadre différent : rechercher la par-
tition spatiale la plus adaptée aux données afin de récupérer les frontières des images et leurs
surfaces [Willett et Nowak, 2003].
2 Approches spatio-temporelles
Ces méthodes introduisent en plus la dimension temporelle des données pour aider au débrui-
tage. Elles peuvent donc avoir lieu avant, pendant, ou après la reconstruction. Notons qu’He-
rholtz avait déjà proposé un filtrage spatial adaptatif basé sur les CAT des voxels. Celui-ci est
déterminé en utilisant le test statistique des signes sur la CAT du voxel et celles des voxels
dans son voisinage [Herholtz, 1988]. Cette approche a permis une réduction importante de la
variance et du biais dans l’estimation des paramètres par rapport à une approche sans filtrage, et
une réduction de la variance avec un biais semblable comparée à une approche stationnaire. Les
approches que nous allons maintenant présenter consistent à appliquer des contraintes spatiales
au niveau des paramètres estimés dans l’analyse compartimentale.
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2.1 Débruitage des paramètres de l’analyse compartimentale
Notons tout d’abord que la méthode de Turkheimer que nous avons présenté plus haut avec
les autres méthodes de débruitage spatial utilisant les ondelettes appartient également à ces
approches.
Kamasak a montré que reconstruire directement les paramètres et appliquer la pénalité dans
l’espace des paramètres conduisait à des erreurs quadratiques moyennes plus faibles que de
passer par une étape intermédiaire de reconstruction régularisée des valeurs dans les voxels
[Kamasak et al., 2005]. Dans l’approche utilisée, il propose d’utiliser des pénalités quadratiques.
La difficulté de cette approche est cependant d’estimer les paramètres à partir des données
et Kamasak recourt à une série de Taylor du second ordre pour approximer les variations de
la fonction de coût. D’autre part, la vitesse de convergence différente dans l’estimation des
différents paramètres impose des approches d’optimisations imbriquées afin d’obtenir un niveau
de convergence global suffisamment rapide.
Une autre solution consiste à décrire l’évolution de l’activité comme une combinaison li-
néaire de fonctions de bases exponentielles convoluées avec la cinétique plasmatique : c’est
la méthode spectrale [Meikle et al., 1998]. Ces fonctions de bases exponentielles couvrent le
spectre des cinétiques possibles, et il s’agit alors "simplement" de retrouver leur pondération.
En pratique ces méthodes nécessitent une forme de régularisation [Turkheimer et al., 2003].
2.2 Reconstructions 4D
L’utilisation de l’information temporelle présente dans des données en mode liste pour la
reconstruction a été proposée par [Snyder, 1984]. Une approche de ce type a récemment été
implémentée [Nichols et al., 2002]. Elle consiste à paramétriser les courbes d’activité temps
sur une "base" de B-splines cubiques, et à estimer les poids de ces fonctions. En plus de cette
reparamétrisation du problème, cette approche utilise de multiples termes de pénalité : pour
imposer une contrainte de positivité, pour imposer des contraintes de douceur spatialement
(contrainte quadratique) et temporellement (intégrale de la courbure au carré). Elle conduit à
un débruitage permettant des niveaux de biais et de variance plus bas que les méthodes de
reconstruction indépendantes.
Une autre méthode de reconstruction spatio-temporelle a été proposée [Matthews et al.,
1997]. Celle-ci consiste à considérer des fonctions de base temporelles expérimentales. Celles-
ci peuvent être issues d’une décomposition en valeurs singulières dans des images reconstruites
par FBP, ou en utilisant des données issues de populations. L’objectif est de trouver les ciné-
tiques "extrémales" qui permettent de reconstituer le plus grand nombre de cinétiques de l’image
lorsqu’elles sont pondérées par des poids non nuls (nécessaire pour garantir que ces CAT ont
un sens physiologique). Les poids de ces fonctions de bases spatio-temporelles peuvent ensuite
être estimés avec un algorithme EM. Récemment une approche utilisant l’algorithme EM pour
estimer alternativement les poids des fonctions de base spatio-temporelles et les fonctions de
bases temporelles a également été proposée [Reader et al., 2006]. Toutes ces méthodes spatio-
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temporelles ont permis de réduire de façon drastique le niveau de variance dans les images dans
des études dynamiques, à des niveaux comparables à ce qui est obtenu pour des études statiques.
En contrepartie, ces approches peuvent conduire à des biais dans les mesures, comme illustrée
dans une expérience avec deux isotopes dans [Matthews et al., 1997].
2.3 Débruitage temporel de sinogrammes et d’images
Ces approches ont été utilisées pour analyser des données dynamiques. Plusieurs auteurs
ont proposé d’utiliser l’analyse en composantes principales (ACP) pour extraire des CAT peu
bruitées des sinogrammes (par exemple [Chen et al., 2004], [Kao et al., 1997]). La principale
difficulté de ces approches est qu’au niveau des sinogrammes, les résultats sont très bruités et les
CAT correspondant à des régions de petite taille risquent d’être "noyées" dans les données. Dans
[Kao et al., 1997], il est proposé d’utiliser l’ensemble du sinogramme pour calculer cette ACP,
ou de considérer seulement des sous-régions du sinogramme obtenues à partir de la projection
des ROI dessinées dans les images reconstruites. Cette dernière approche permet de ne pas
éliminer les CAT correspondant à des régions de petite taille, qui contribuent donc peu à la
variance des données calculées sur l’ensemble du sinogramme. Le risque de ces approches est
de filtrer également les composantes hautes fréquences du signal à préserver, créant ainsi des
biais dans les données.
Une approche utilisant les ondelettes pour débruiter temporellement les CAT dans les images
reconstruites a été proposée par Millet [Millet et al., 2000]. Les CAT ont été décomposées dans
une base d’ondelette Daub10, et des seuils et des contraintes sur les variations des coefficients
d’ondelettes ont été appliqués dans la décomposition en ondelettes afin d’éliminer les coeffi-
cients d’ondelettes faibles. Ces paramètres ont été dérivés de deux groupes de 60 ROI dessinées
dans l’image, respectivement dans des régions où l’on s’attend à trouver un signal élevé ou un
signal faible. Cette approche a permis d’effectuer des analyses paramétriques à haute résolution
spatiale, parce qu’aucun filtrage spatial n’a été utilisé pour réduire le niveau de bruit dans les
données.
D’autre part, afin de régulariser un problème inverse comme celui de la reconstruction TEP,
il a été proposé d’utiliser la parcimonie de la décomposition dans le domaine des ondelettes
comme a priori dans une approche MAP dans [Daubechies et al., 2004]. Nous reparlerons plus
tard de cette approche, notons simplement ici que la fonction de coût à minimiser s’écrit :
‖g −Hf‖2 + µ|ξ| (IV.16)
en utilisant les notations du chapitre II, et où ξ correspond à la décomposition en ondelettes
de f . Cette méthode a été appliquée en TEP, où f a été décomposé en utilisant des ondelettes
spatiales et des ondelettes temporelles [Verhaeghe et al., 2007]. Comme dans les approches
de débruitage, il est crucial de trouver une base d’ondelette où la décomposition des signaux
recherchée est parcimonieuse. Les ondelettes temporelles utilisées par Verhaeghe sont ainsi
adaptées au cas de la TEP, puisqu’elles sont capables d’annuler des polynômes d’exponentielles
(rappelons que dans un modèle compartimental, la cinétique dans un tissu peut être vu comme
la convolution de la cinétique plasmatique avec des exponentielles décroissantes, ce qui est à la
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base de la méthode spectrale dont nous avons déjà parlé). Ces ondelettes ont été originellement
proposées dans [Khalidov et Unser, 2006]. Cette approche prometteuse a permis d’obtenir là
encore des niveaux de bruit au niveau des frames comparable à ce qui est obtenu dans les
reconstructions statiques.
IV.C Présentation de la méthode proposée
1 Formulation bayésienne du débruitage
Nous avons vu dans le paragraphe précédent que trois grand types d’approches avaient été
suivis pour débruiter les données ou images en TEP : une approche basée sur la représentation
parcimonieuse des signaux dans les bases d’ondelettes, une approche pénalisant les différences
entre voxels par exemple avec l’utilisation de fonctions a priori quadratiques ou préservant
mieux les bords, et les méthodes de reconstruction spatio-temporelles conduisant à des repara-
métrisations du problème de la reconstruction.
Dans toutes ces méthodes se pose la question du biais introduit par les traitements supplé-
mentaires effectués sur les données ou pendant la reconstruction, par exemple par le choix de
l’a priori dans les approches MAP. Les approches par ondelettes supposent au contraire que
la base de décomposition soit adaptée aux signaux analysés. Il est donc possible d’intégrer
cette décomposition dans l’a priori pour rendre l’approche MAP adaptée aux signaux analy-
sés, comme proposé dans [Daubechies et al., 2004] et réalisé par [Verhaeghe et al., 2007]. Par
ailleurs nous avons vu que l’inclusion de l’information temporelle semble importante pour di-
minuer la variance dans les données.
Une approche permettant une décomposition en ondelettes temporelle, similaire à celle pro-
posé dans [Verhaeghe et al., 2007] serait donc précieuse. Si nous reprenons la fonction de coût
à minimiser présentée plus haut en supposant un problème de débruitage (sans terme de recons-
truction) :
‖g − f‖2 + µ|ξ| (IV.17)
il est alors possible de montrer que la solution de ce problème est donnée par le seuillage doux
effectué sur g [Daubechies et al., 2004]. Présenté sous cette forme, il apparaît que le seuillage
doux peut être vu comme la solution d’une approche MAP avec un terme d’attache aux données
quadratiques et un terme d’a priori associé à une distribution Laplacienne. Cette approche est
donc bien basée sur l’hypothèse que le bruit dans les données est Gaussien.
Dans le cas de la TEP le bruit suit dans les données d’acquisition des lois de Poisson, et
une loi approximativement log-normale dans les images reconstruites. La première solution
comme nous l’avons vu consiste à transformer les données de sorte qu’elles soient approxi-
mativement gaussiennes, en utilisant une transformée appropriée (par exemple la transformée
d’Anscombe [Anscombe, 1948] comme précédemment proposée), puis effectuer l’opération de
seuillage doux, ce qui revient à supposer un a priori associé à des distributions Laplaciennes.
Une autre approche MAP a été récemment proposée ([Chaux et al., 2007], [Combettes et Pes-
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quet, 2007]). Celle ci consiste à utiliser des fonctions de coût adaptées aux données considérées,
lorsque l’on dispose d’information a priori sur la solution dans une trame (par exemple l’union
de base d’ondelettes). L’annexe D reprend cette approche, et montre que lorsque on peut modé-
liser séparément les coefficients de la trame avec des fonctions de potentiel convexes, liés à des
distributions présentées dans [Chaux et al., 2007], il est alors possible d’atteindre la solution
de ce problème de façon relativement simple et rapide en utilisant l’algorithme de Douglas-
Rachford proposé dans [Combettes et Pesquet, 2007]. Plus de détails sur cette approche sont
présentés dans les articles [Chaux et al., 2007] et [Combettes et Pesquet, 2007].
2 Méthode proposée
De notre point de vue, l’avantage de cette approche MAP réside tout d’abord dans le fait
qu’elle permet un débruitage temporel des données suivant des lois de Poisson (voir le potentiel
associé ψm pour le débruitage de sinogrammes dans l’annexe D), et permet donc un terme d’at-
tache aux données statistiquement justifié pour les données TEP, évitant ainsi une transforma-
tion préalable des données. Cette approche permet également d’introduire des a priori adaptés
aux signaux que nous recherchons, ici les potentiels associés aux distributions des coefficients
dans une base d’ondelettes.
Nous nous proposons ici de tester cette approche sur une simulation Monte-Carlo, consti-
tuée d’un fantôme elliptique reprenant quelques structures cérébrales, et de CAT dérivées d’un
examen [18F]-FDG. Notons dès à présent que puisque nous introduirons un a priori adapté à
ces données, celui-ci ne peut être valable que pour un protocole donné, de façon similaire aux
approches de débruitage par ondelettes précédemment citées.
L’objectif de ce travail est d’évaluer si cette approche permet des gains importants en terme
de réduction de biais et/ou de variance, comparées à des méthodes sans débruitage, sans a
priori (méthode du sieve par exemple) ou avec des a priori qui ne traduisent pas directement
une connaissance sur les données (la méthode "SureShrink" servira ainsi de référence). Nous
utiliserons cette approche pour débruiter temporellement des sinogrammes et des images re-
construites. De plus, afin de limiter le rapport entre quantité d’information apportée par l’a
priori et quantité de données à estimer, nous nous proposons d’utiliser l’ensemble du sino-
gramme ou l’ensemble de l’image pour déterminer l’a priori. Nous verrons ainsi en particulier
si les cinétiques dans les petites structures peuvent être correctement restituées (même problème
que pour les analyses par ACP des sinogrammes).
Nous décrirons tout d’abord les paramètres de la simulation, puis l’implémentation de la
méthode SureShrink. Nous traiterons ensuite de la façon dont nous avons dérivé les a priori
dans les deux approches. Nous nous intéresserons à l’étape de reconstruction des sinogrammes
débruités. Enfin, nous analyserons les performances comparées de ces méthodes.
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IV.D Évaluation de la méthode proposée
Nous présenterons ici tout d’abord les caractéristiques d’une simulation Monte-Carlo 2D
dans l’espace et 1D dans le temps qui a été créée pour évaluer les méthodes de débruitage.
Nous décrirons ensuite les différentes stratégies de débruitage des sinogrammes étudiées avec
leurs figures de mérite, puis nous traiterons des méthodes de reconstruction des sinogrammes
débruités. Enfin nous présenterons une alternative au débruitage des sinogrammes : le débrui-
tage temporel effectué sur les images reconstruites, qui sera évaluée.
1 Simulation Monte-Carlo utilisée
Nous allons ici décrire successivement le fantôme, les CAT, la géométrie d’acquisition et les
phénomènes que nous avons simulés.
1.1 Description spatiale du fantôme géométrique
Les structures du fantôme sont représentées dans la Figure IV.3, avec un échantillonnage
spatial équivalent à celui de l’HRRT (pixels de taille 1.2×1.2 mm2) ; leurs dimensions, de
l’ordre des dimensions des structures anatomiques, sont données dans le Tableau IV.1. Il est à
noter que la matière blanche est définie comme une structure incluse dans une ellipse et n’appar-
tenant à aucune des autres structures, et que le cortex est défini comme une structure comprise
entre deux ellipses.
FIG. IV.3 – Fantôme elliptique utilisé pour
la simulation Monte-Carlo visualisé sur une
grille dont la taille des voxels est identique
à celle utilisée pour la reconstruction, afin
d’illustrer les EVP liés à l’échantillonnage
attendus.
Cette figure et ce tableau montrent que les structures simulées nécessitent une reconstruction
avec une bonne résolution dans l’image pour limiter les EVP.
1.2 Description des CAT simulées
Les CAT proviennent d’une analyse quantitative d’un examen au [18F]-FDG réalisé sur
une caméra HR+. L’acquisition a duré 1 heure environ, et une série d’images a été recons-
truite avec un algorithme 3DRP (succession de frame de : 1×20s, 10×10s, 2×30s, 2×150s,
4×300s,1×1200s, 2×300s). L’activité a été ensuite mesurée dans les images reconstruites dans
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TAB. IV.1 – Taille des structures utilisées dans le fantôme elliptique.
Nom de la structure Forme Dimensions
Caudé ellipse 1.6 cm (grand axe), 0.6 cm (petit axe)
Putamen ellipse 3.2 cm (grand axe), 1 cm (petit axe)
Matière ellipse - autres contenue dans l’ellipse
Blanche structures de 13.7 cm (grand axe), 10.5 cm (petit axe)
Cortex anneau elliptique 1 cm (grand axe), 1 cm (petit axe)
Ventricule ellipse 3.6 cm (grand axe), 2 cm (petit axe)
Artériel 5 mm circulaire ∅ 0.5 cm
Artériel 10 mm circulaire ∅ 1 cm
Tumeur circulaire ∅ 0.5 cm
des régions contenant de la matière blanche, un tissu tumoral et de la matière grise. L’activité
dans le compartiment plasmatique a également été mesurée à partir de prélèvements artériels
(avec un échantillonnage de 10 secondes environ en début d’examen, et d’environ 10 minutes
en fin d’examen).
Ces courbes ont ensuite été interpolées en utilisant des splines cubiques afin d’obtenir les
CAT continues, qui sont représentées dans la Figure IV.4.
FIG. IV.4 – Courbes activités temps de
la simulation Monte-Carlo, ici échan-
tillonnées toutes les secondes.
Ces courbes ont été ensuite affectées à leur régions respectives du fantôme (par exemple la
matière grise au striatum et au cortex) dans la simulation Monte-Carlo.
168 IV. EXPLOITATION DE CORRÉLATIONS TEMPORELLES EN TEP
1.3 Géométrie d’acquisition
Une géométrie d’acquisition simplifiée a été simulée, avec des détecteurs semblables à ceux
de l’HRRT (voir chapitre III.B). La détection a été supposée parfaite au niveau des détecteurs :
l’intersection des deux photons émis avec la couronne de détection conduit à une coïncidence.
Les espaces entre cristaux ou entre blocs n’ont pas été simulés, mais les espaces entre les têtes
ont été pris en compte en utilisant un algorithme permettant de retrouver à partir d’une projec-
tion la position des détecteurs concernés dans les têtes de détection.
1.4 Mise en oeuvre de la simulation
Un processus ponctuel inhomogène de Poisson peut être obtenu en simulant le temps d’at-
tente ∆t entre chaque émission de positrons. Celui-ci suivant une loi exponentielle, il est pos-
sible de l’obtenir directement à partir d’une variable aléatoire U tirée dans une distribution
uniforme, et en tenant compte de l’activité totale atot. dans le tomographe par la relation sui-
vante :
∆t = −
log(U)
atot.
(IV.18)
L’activité totale est obtenue à partir de la valeur interpolée par splines cubiques dans les CAT
et le volume des structures (on suppose ici que la coupe a une épaisseur identique à celle de
l’HRRT : 1.2 mm), en tenant compte de la décroissance radioactive du radioisotope et d’un
facteur d’échelle sur l’activité permettant d’obtenir des statistiques réalistes (ici pris à 6 %,
équivalent à la sensibilité de détection de l’HRRT au centre du scanner). Cette approche sup-
pose que le processus ponctuel de Poisson inhomogène peut être approximé localement par un
processus ponctuel de Poisson homogène (on suppose que atot est constante entre deux événe-
ments). Lorsque le temps entre deux événements a été simulé, l’événement est attribué à une des
structures dans le fantôme en fonction des rapports d’activités entre structures et à partir d’une
autre variable aléatoire tiré dans une distribution uniforme (ceci est équivalent à effectuer un
amincissement d’un processus de Poisson en utilisant une loi multinomiale, ce qui résulte bien
en un processus de Poisson). La position de l’événement dans chaque structure est ensuite dé-
terminée par une méthode directe (régions circulaires) ou par une méthode de rejection (autres
structures).
Une fois la position spatio-temporelle de l’événement déterminée, le site d’annihilation est
déplacé radialement du site d’émission en tirant une variable aléatoire dans une distribution
gaussienne de LMH 3 mm. Ceci permet de simuler dans l’espace image l’ensemble des effets
de dégradation de la résolution (voir chapitre I.3.2.f). Les deux photons sont ensuite émis avec
un angle azimuthal compris dans 2π et la position d’intersection des photons avec les têtes de
détection est déterminé comme précemment discuté. Les autres phénomènes décrits dans le
I.3.2.e n’ont pas été pris en compte (atténuation, diffusion, coïncidences multiples ou fortuites,
temps mort). Un examen d’une heure a été simulé.
Les coïncidences sont ensuite enregistrées en mode liste HRRT ou histogrammées avec l’his-
togrammeur de l’HRRT (avec des sinogrammes de taille 256 bins radiaux × 288 bin azimu-
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thaux) et enregistrées sous forme de sinogrammes.
Cette simulation a été parallélisée sur une machine bi-processeur locale en utilisant 4 pro-
cessus légers de Posix.
2 Méthodes de débruitage
2.1 Choix de la famille d’ondelettes
Comme l’illustre la Figure IV.4 les CAT simulées, de support borné (sur le temps de l’exa-
men), sont non directement périodisables (différence importante entre les valeurs en début et
en fin d’examen). Par ailleurs, les hautes fréquences des CAT qu’il va falloir préserver sont
présentes en début d’examen (c’est-à-dire près du bord du support) et risquent donc d’être af-
fectées par les effets de bord. Nous avons donc choisi d’utiliser les ondelettes de Daubechies
sur l’intervalle DR2 et DR3 pour effectuer la décomposition dans la base d’ondelettes. Notons
que cette décomposition utilise généralement un préfiltrage des données aux bords afin d’éviter
que les coefficients d’ondelettes de bord soient trop élevés (un postfiltrage est alors effectué
lors de la transformée en ondelettes inverse). Cette approche modifiant la norme dans la base
d’ondelettes en fonction des valeurs du signal aux bords, la décomposition effectuée n’a plus
lieu dans une trame d’ondelettes et la méthode de débruitage que nous avons suivie n’est alors
plus valide. Nous n’avons donc pas effectué cette étape optionnelle de filtrage.
Le choix des bases d’ondelettes peut également être déterminé en fonction de l’entropie de
la décomposition en ondelettes : on cherche une décomposition d’entropie minimale qui corres-
pond à une description parcimonieuse [Coifman et Wickerhauser, 1992]. Nous avons donc éga-
lement calculé l’entropie de différentes décompositions en ondelettes usuelles pour les quatre
CAT. Des représentations redondantes utilisant ces ondelettes ont également été utilisées afin
de permettre un degré d’invariance par translation : nous avons ainsi utilisé une décomposition
invariante par translation (notée dans la suite par ti) pour DR2 et la décomposition dans une
frame constituée de la simple union des bases DR2 et DR3 (notée DRf par la suite). Toutes ces
décompositions ont été implémentées en C.
2.2 Méthode de référence
2.2.a Débruitage des sinogrammes
Pour la référence "SureShrink" dans l’espace sinogramme, les données simulées poisson-
niennes ont été tout d’abord transformées en données approximativement gaussiennes. La trans-
formée de Haar-Fisz [Fryzlewicz et Nason, 2004] a été utilisée à cet effet sur les CAT pour
chaque bin. Cette méthode non linéaire repose sur l’utilisation de la transformée de Haar non-
normalisée et la transformation des coefficients d’ondelettes en les divisant par la racine des
coefficients d’échelles au même niveau de résolution. Comme montré dans l’article précédem-
ment cité, ses performances en terme de stabilisation de la variance sont supérieures à celles
de la transformée d’Anscombe qui a été précédemment adoptée ([Donoho, 1993], [Choi et al.,
2001]). Celles-ci dépendent principalement du minimum observé dans le signal (ici la CAT au
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niveau des bins), et de la taille de la zone du signal où le signal est proche de ce minimum
[Fryzlewicz et Nason, 2004].
Afin d’évaluer les performances de cette transformation sur nos données, nous avons ensuite
effectué le test de Jarque-Bera sur les données transformées [Bera et Jarque, 1981]. Ce test
permet d’évaluer si les moments S d’ordre 3 et K d’ordre 4 de la distribution des données
sont statistiquement différents de ceux d’une loi normale (de valeur nulle et de valeur 3 pour
les coefficients d’asymétrie et d’aplatissement respectivement). L’utilisation de ces moments le
rend donc particulièrement sensible aux "outliers". La valeur utilisée par ce test est la suivante :
JB =
n
6
(
S2 +
(K − 3)2
4
)
, (IV.19)
avec n nombre d’échantillons utilisés. JB suit asymptotiquement une loi du χ2 à deux degrés de
liberté, et est utilisée pour tester l’hypothèse nulle d’une distribution normale des données (nous
avons choisi un seuil de p = 10% qui donne une valeur seuil de 4.6 pour JB). L’avantage du
test de Jarque-Bera par rapport à d’autres méthodes dans notre situation est sa rapidité pour des
données matricielles répliquées : il suffit de calculer la moyenne, la variance des sinogrammes
(dont nous avons par ailleurs besoin), et S et K ce qui peut être fait séquentiellement d’un
réplicat à l’autre pour tous les bins de sinogrammes simultanément. Afin de synthétiser les
données, nous présenterons le test de JB pour les bins r de sinogrammes, moyennés sur les
frames :
¯JBr(r) =
1
K
K∑
k=1
JB(r, k) (IV.20)
avec JB(r, k) test de Jarque-Bera pour le bin r et la frame k. Nous donnerons également un
test de Jarque-Bera pour un ensemble de bins R du sinogramme
¯JB =
1
card(R)
∑
r∈R
¯JBr (IV.21)
cet ensemble étant défini par la suite.
Les données sont ensuite débruitées en utilisant la méthode "SureShrink" décrite dans [Do-
noho et Johnstone, 1995] et que nous avons présentée dans le §1.1.a. Nous avons effectué deux
variantes de cette méthode. Dans le premier cas, le seuil est calculé pour chaque bin considéré
individuellement, en décomposant chaque TAC sur une base d’ondelettes. Nous appellerons
cette méthode SUREShrink par la suite. Dans le second cas, un seuil unique est estimé pour tout
le sinogramme en considérant les coefficients d’ondelettes d’un sous-ensemble de bins d’un
sinogramme (voir la suite pour le choix du sous-ensemble). Nous appellerons cette méthode
SUREShrink_sino. Cette méthode est l’équivalent de la méthode que nous avons adopté pour
tout le sinogramme, et permet d’avoir de meilleures estimations du seuil, au prix d’un biais po-
tentiel (les coefficients d’ondelettes des bins ne sont pas nécessairement modélisables par des
distributions avec les mêmes paramètres). Enfin les données débruitées sont transformées avec
la transformée inverse de Haar-Fisz.
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Il est à noter que la transformée de Haar-Fisz ne commute pas avec des translations du
signal. Pour obtenir une invariance par translation, le signal doit donc être translaté avant d’être
transformé, débruité, puis subir la transformation inverse [Fryzlewicz et Nason, 2004]. Nous
n’avons pas implémenté cette version invariante par translation.
2.2.b Débruitage des images bruitées reconstruites
L’approche "SureShrink" dans les images reconstruites (voir le §2.4 suivant) est identique à
celle dans les sinogrammes. Cependant les données ne sont ici pas transformées : la méthode
est directement appliquée aux images reconstruites. Les méthodes de débruitage dans l’espace
image seront notés par un préfixe Im. De façon similaire à l’approche sinogramme, une variante
notée SUREShrink_image a été adoptée, en utilisant l’ensemble des pixels contenus dans un
masque du fantôme pour déterminer le seuil.
2.3 Implémentation de la méthode proposée
2.3.a Débruitage des sinogrammes
Détermination des potentiels
Nous avons cherché ici à minimiser une fonction de coût adaptées aux données TEP, comme
précédemment proposé dans le §IV.C. En suivant les notations de l’annexe D, le potentiel ψm
correspond à une distribution de Poisson (dans l’espace temporel), et l’a priori φk est donnée
par une modélisation de la distribution des coefficients d’ondelette calculés pour l’ensemble du
sinogramme, comme nous allons maintenant le détailler.
Un jeu de 300 sinogrammes a été simulé pour obtenir l’a priori. Pour chacun de ces réplicats,
les TAC des bins ont été normalisées par le nombre total de coïncidences dans le bin au cours
de l’expérience, de façon à pouvoir les rendre comparable. Cette opération permet d’obtenir
des distributions de coefficients d’ondelettes plus facilement ajustables, puisque de nombreuses
TACs du sinogramme ne diffèrent entre elles que par un facteur d’échelle (dû non seulement à
la différence d’efficacité de détection dans chaque bin, mais aussi à des facteurs d’échelle dans
les pondérations des différentes TACs). Par ailleurs, nous n’avons considéré que les bins avec
un nombre moyen de coïncidences par frame supérieur à 1, de façon à éviter d’introduire trop
de bruit dans l’a priori. Cela permet également d’éviter d’introduire un biais en modélisant trop
de valeurs nulles dues à des statistiques trop faibles, et non à une représentation parcimonieuse
du signal. Les sinogrammes résultant ont été sommés et les différentes décompositions en on-
delettes (DR3, avec ou sans invariance par translation pour DR2) ont ensuite été effectuées. Les
coefficient d’ondelettes et d’échelle ont alors été histogrammés, et un modèle a été ajusté à ces
histogrammes.
En reprenant l’équation (D.10), la distribution des coefficients d’ondelette est modélisée par
des distributions avec des fonctions potentielles φk du type :
φk = ωk| · −µk|+ τk| · −µk|
2 + κk| · −µk|
pk
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avec pk ∈ {4/3, 3/2, 3, 4}. Les paramètres de cette équation ont été estimés automatiquement
par une méthode de maximum de vraisemblance, implémentée dans le package MINUIT du
CERN (voir [James et Winkler, 2004]). Lorsque la distribution ne pouvait être modélisée de
façon robuste par ces fonctions de potentiel (déterminé visuellement et par un seuil sur le test
de χ2 d’ajustement renvoyé par la minimisation), celles-ci ont été remplacées par une contrainte
imposant que les coefficients d’ondelettes fassent partie du segment borné par les valeurs ex-
trémales observées dans l’histogramme moyen. Ceci correspond à une fonction de potentiel
égale à la fonction indicatrice décrite dans l’équation (D.11), qui est associée à une distribution
uniforme sur l’intervalle considéré [Chaux et al., 2007]. Par ailleurs, l’utilisation de contraintes
similaires a également été explorée pour les coefficients d’échelle. Cette méthode sera notée par
app, indiquant un débruitage des coefficients d’approximation.
Nous avons également essayé de réduire le nombre de paramètres à estimer en ajustant les
paramètres de l’équation (D.10) uniquement sur les sous-bandes de la décomposition DR2.
Cette approche sera indiquée par le terme DR2_sous-bande.
Enfin, les potentiels biais dus à l’absence d’une CAT dans l’a priori ont été évalués en effec-
tuant une modélisation sur des sinogrammes simulés en l’absence de tumeur (remplacée par de
la matière blanche). Les résultats de cette approche seront indiqués par ssT. L’ensemble de ces
méthodes de débruitage est présentée dans le Tableau IV.2.
Implémentation du débruitage
100 sinogrammes ont ensuite été simulés afin d’être débruités. Le débruitage des sino-
grammes a été ensuite effectué à l’aide de l’algorithme de Douglas-Rachford (équation (D.5))
présenté dans [Combettes et Pesquet, 2007], implémenté en langage C. Comme décrit dans l’an-
nexe D, pour la trame d’ondelettes DRf, le coefficient de trame ν a été choisi égal à 1/2, avec
une répartition équivalente de la norme du signal dans les deux bases. Ceci permet également
de conserver les paramètres d’ajustement obtenus pour DR2 et DR3 pour la trame DRf. Afin de
déterminer le nombre d’itérations de l’algorithme et le facteur γ de l’algorithme, l’évolution au
cours des itérations de la fonction de coût moyenne du sinogramme a été suivie pour un réplicat.
2.3.b Débruitage dans l’espace image
Un jeu de 100 réplicats bruités a été reconstruit (voir §2.4) afin de dériver les potentiels
pour l’approche de débruitage dans les images. Nous avons utilisé dans cette approche des po-
tentiels dérivés expérimentalement des données : nous avons supposé un modèle additif avec
des potentiels correspondant à des distributions gamma dans l’espace temporel (voir l’équation
(D.15)). L’a priori est donnée par une modélisation de la distribution des coefficients d’onde-
lette calculés sur l’image reconstruite masquée, avec la même procédure que pour le débruitage
des sinogrammes (mêmes fonctions de potentiel). Enfin la vitesse de convergence de l’algo-
rithme de Douglas-Rachford a été suivie en nous intéressant à l’évolution de la fonction de coût
moyenne dans les images, pour des voxels dont la contribution n’est pas infinie. Comme pré-
cédemment mentionné, les approches de débruitage dans les images seront notés par un préfixe
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Im, et sont reprises dans le tableau IV.2.
2.4 Algorithmes de reconstruction
Les algorithmes de reconstruction sont présentés dans le Tableau IV.3.
Un algorithme RM-OP-OSEM a été utilisé pour reconstruire les réplicats bruités. Cet al-
gorithme utilisait le projeteur de Siddon et tenait compte dans la matrice système de la mo-
délisation de la résolution, correspondant à une gaussienne de 3mm de LMH identique à la
dégradation de la résolution simulée. Des sous-ensembles azimuthaux imbriqués ont été choisis
(voir §II.4.1.c) pour accélérer la reconstruction et les frames ont été reconstruites de manière in-
dépendante, en images 256×256 de 1.2×1.2 mm2. La log-vraisemblance a été calculée au cours
des itérations (plus exactement le terme de la log-vraisemblance qui change d’une itération à
la suivante, présenté dans l’équation (II.30d)). Par ailleurs, la méthode du sieve décrite dans le
chapitre II.4.2 et utilisée dans le chapitre III a également été implémentée en convoluant les
images reconstruites avec RM-OP-OSEM avec la gaussienne de 3mm de LMH après recons-
truction (elle sera indiquée par le terme sieve). Les moyennes et variances pour cette méthode
ont été obtenus sur 36 réplicats reconstruits.
L’algorithme WLS-OSEM décrit dans l’annexe C a également été implémenté. Cet algo-
rithme incluait le même modèle de résolution dans la matrice système que l’algorithme RM-
OP-OSEM précédemment décrit. Des sous-ensembles azimuthaux imbriqués ont également été
choisis, et l’algorithme a été rendu convergent en utilisant un facteur de relaxation décrois-
sant avec le nombre d’itérations k (égal à 1/k + 1) de façon à limiter l’amplitude des cycles
au cours des itérations [Stearns et Fessler, 2002]. Chacune des 64 frames a été reconstruite
indépendamment, avec les mêmes dimensions que pour RM-OP-OSEM. L’évolution de la log-
vraisemblance au cours des itérations a également été suivie pour cet algorithme.
La normalisation utilisée dans ces deux algorithmes a été obtenue en simulant l’acquisition
d’une région circulaire d’activité. 1 milliard d’événements a été généré. Le sinogramme de
normalisation a alors été obtenu en divisant les valeurs mesurées dans les bins avec la projection
(avec le projeteur de Siddon) de la distribution d’activité connue dans le champ de vue.
2.5 Analyse des performances de débruitage
2.5.a Evaluation du débruitage des sinogrammes
La référence choisie Sref est ici un sinogramme obtenu en moyennant 300 réplicats. Nous
nous sommes alors intéressés au biais et à la variance des deux approches de débruitage précé-
demment décrites, calculés à partir des 100 réplicats.
Le biais moyen B¯r (ici exprimé en coïncidences), pour chaque élément r (ici bin de sino-
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TAB. IV.2 – Présentation des différents algorithmes de débruitage utilisés.
Préfixe Méthode de débruitage
sans préfixe Débruitage des sinogramme
Im Débruitage des images reconstruites
Algorithme de Douglas-Rachford (MAP proposé)
Acronyme Base utilisée
DR2 ondelettes de Daubechies sur l’intervalle de support 4 éléments
DR3 ondelettes de Daubechies sur l’intervalle de support 6 éléments
DRf union des bases de DR2 et DR3
Indice Méthode de débruitage
sous-bande modélisation par sous-bande des coefficients et approximations
(sinon modélisation individuelle)
app modélisation des approximations (délimitation du support)
ti ondelettes invariantes par translation
ssT Coefficients pour la tumeur non modélisés
Méthode SureShrink
Indice Méthode de débruitage
sans indice Estimation du seuil pour chaque TAC
sino Estimation du seuil au niveau du sinogramme (ou de l’image)
TAB. IV.3 – Présentation des différents algorithmes de reconstruction utilisés.
Algorithme Description Utilisation
RM-OP-OSEM Données de Poisson - Réplicats sans débruitage
et modèle de résolution (référence)
- Méthode du sieve
RM-WLS-OSEM Données normales - Réplicats débruités par la méthode
et modèle de résolution MAP proposée
pondération avec - Réplicats débruités par la méthode
la variance SureShrink
RM-LS-OSEM Données normales - Réplicats débruités par la méthode
et modèle de résolution MAP proposée
sans pondération - Réplicats débruités par la méthode
SureShrink
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gramme) a été obtenu par la formule suivante :
B¯r(r) =
1
K
K∑
k=1
|S¯(r, k)− S¯ref(r, k)| (IV.22)
où K est le nombre de frames, et S¯(r, k) est la valeur moyenne de l’élément r de la frame k (ici
calculée sur 100 réplicats débruités). De la même façon, la variance moyenne V¯r (ici exprimé
en concidence2), pour chaque élément r de sinogramme a été calculée par :
V¯r(r) =
1
K
K∑
k=1
V¯ (r, k) (IV.23)
avec V¯ (r, k) valeur de la variance de l’élément r de la frame k, calculée sur les 100 réplicats
débruités.
Nous nous sommes également intéressés au biais moyen B¯k pour chaque frame, calculée
sur l’ensemble R des éléments de sinogrammes contenant plus de 10 coïncidences sur tout
l’examen :
B¯k(k) =
1
card(R)
∑
r∈R
|S¯(r, k)− S¯ref(r, k)| (IV.24)
et à la variance V¯k :
V¯k(k) =
1
card(R)
∑
r∈R
V¯ (r, k) (IV.25)
Les biais moyens B¯ et la variance moyenne V¯ ont été calculés pour l’ensemble des frames
et l’ensemble des bins ayant au moins 10 coïncidences dans l’examen.
Enfin, nous nous sommes intéressés aux CAT obtenues au niveau de deux bins du sino-
gramme avec un nombre total de coïncidence au cours de l’examen respectivement élevé et
faible.
2.5.b Evaluation du débruitage dans les image reconstruites
Méthode de reconstruction pour les sinogrammes débruités
Nous avons tout d’abord cherché à évaluer si les sinogrammes débruités avec les deux ap-
proches suivaient des lois normales. Pour cela, nous avons effectué le test de Jarque-Bera pré-
cédemment décrit. Si l’hypothèse de normalité ne pouvait être rejetée, les sinogrammes ont été
reconstruits avec l’algorithme WLS-OSEM décrit précédemment (§2.4), en utilisant la variance
mesurée sur les 100 réplicats pour la pondération. Ces données ont également été reconstruites
avec un algorithme LS-OSEM afin d’évaluer si l’absence de pondération par la variance est
acceptable pour la reconstruction, et seront indiquées par le terme ssV. Cet algorithme était
semblable à l’algorithme WLS-OSEM utilisé, à l’exception de la pondération.
36 réplicats débruités ont été reconstruits pour chacune des méthodes de débruitage des si-
nogrammes précédemment décrites.
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Evaluation dans les images des performances du débruitage
La référence ici choisie est une image théorique, obtenue à partir de l’image d’étiquettes
de région et des CAT simulées en tenant compte de la décroissance du radionucléide, puis
échantillonnées temporellement avec le même échantillonnage que les sinogrammes ou images
reconstruites. Un facteur de calibration a été obtenu en ajustant la valeur théorique totale d’ac-
tivité dans le champ de vue avec celle obtenue en moyennant 300 réplicats reconstruits. La
moyenne et la variance des 36 images reconstruites avec les sinogrammes débruités et des 100
images débruitées a été calculée de la même façon que précédemment, les éléments r devenant
les voxels de l’image et l’ensemble R est déterminé par un masque sur le fantôme.
Il est alors possible d’observer les CAT résultant des différentes méthodes de débruitage au
niveau des régions d’intérêt et au niveau des voxels, en utilisant les résultats sur les images
moyennes ou sur un seul réplicat. Ces différents niveaux permettent de vérifier :
1. si les méthodes donnent des résultats biaisés au niveau des régions (moyenne et variance
spatiales dans les régions des images moyennes) ;
2. si pour un réplicat les résultats au niveau des régions sont biaisés (moyenne et variance
spatiales dans les régions d’un réplicat) et nous nous intéresserons aux régions tumorales
et artérielles ;
3. si les méthodes sont biaisées au niveau des voxels (moyenne et variance dans des voxels
des images moyennes choisis pour chaque région d’un réplicat).
Enfin il est possible d’illustrer les performances du débruitage en s’intéressant pour un réplicat
aux CAT de voxels choisis dans chaque région.
IV.E Résultats
1 Simulation Monte-Carlo
Pour chaque réplicat simulant 1 heure d’examen, environ 14 millions d’événements ont été
générés. La Figure IV.5 illustre le nombre de coïncidences émises au niveau de chaque région
pour un réplicat, normalisée par la taille de la région. Les données sont ici exprimées en Bq/ml
en supposant que la simulation 2D concerne une coupe de l’HRRT (d’épaisseur égale à environ
1.2 mm, comme pour la simulation) et tiennent compte de la sensibilité de détection de 6 %.
Les données ont ensuite été histogrammées en sinogrammes en choisissant des frames ré-
gulières de 57 secondes, de sorte que les CAT comportent 64 échantillons. L’échantillonnage
régulier permet d’utiliser le signal pour le niveau de résolution 0 (voir §1.1.a). 64 échantillons
ont été choisis comme un compromis entre niveau de bruit dans les échantillons, nombre de
points suffisant pour effectuer plusieurs niveaux de décomposition en ondelettes, et également
en tenant compte du temps de reconstruction (frames indépendantes à reconstruire).
Le nombre d’émissions par frame (en tenant compte de la sensibilité de détection) pour des
voxels de chacune des structures est illustré dans la Figure IV.6. Celle-ci illustre le niveau
de bruit attendu dans les CAT pour chaque réalisation de cette simulation, en supposant une
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FIG. IV.5 – Concentration d’activité émise au niveau de chaque région, corrigée par la sen-
sibilité de détection, échantillonnée toutes les secondes. En tenant compte des espaces entre
les têtes, où les photons ne sont pas détectés, ceci correspondrait au signal émis pour chaque
région.
reconstruction parfaite et en l’absence de données non-mesurées (qui représentent 18% des
bins, voir §II.2.3).
Le sinogramme moyenné sur les 64 frames et 300 réplicats est présenté dans la Figure IV.7.
En moyenne, environ 530 événements ont été détectés dans les bins non nuls du sinogramme
sur l’ensemble de l’examen, ce qui correspond à 8 événements par frame.
Enfin un réplicat a été reconstruit avec l’algorithme RM-OP-OSEM et des images sont pré-
sentées dans la Figure IV.8. Ces images reproduisent bien le niveau de bruit typiquement ob-
servées dans un examen dynamique FDG.
2 Validation du choix de la famille d’ondelettes
Nous nous sommes ensuite intéressés à la décomposition du signal dans les bases d’onde-
lettes. La Figure IV.9 illustre la décomposition dans les deux bases d’ondelettes DR2 et DR3
d’un voxel de l’image reconstruite d’un réplicat, avec la décomposition de la CAT théorique, de
la CAT moyenne sur 100 réplicats et du bruit. Le bruit a ici été supposé additif, et a été calculé
en soustrayant les valeurs de la CAT théorique des valeurs de la CAT au niveau d’un réplicat.
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FIG. IV.6 – Nombre d’émissions dans des voxels appartenant à chaque région, corrigée par la
sensibilité de détection. En tenant compte des espaces entre les têtes, ceci correspondrait au
signal émis pour chaque voxel.
FIG. IV.7 – Sinogramme moyen sur 300 répli-
cats. Les variations locales d’intensité sont carac-
téristiques de l’histogrammeur des projections de
l’HRRT. Noter également les données non mesu-
rées correspondant aux espaces entre les têtes de
détection.
Cette figure montre que le bruit ainsi calculé semble être bien discriminé du signal dans ces
deux bases d’ondelettes.
Les valeurs de l’entropie des décompositions dans différentes bases d’ondelettes des CAT
théoriques sont représenté dans le Tableau IV.4. Ce tableau montre que DR2 est la base d’en-
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FIG. IV.8 – Reconstruction
d’un réplicat de la simula-
tion.
tropie minimale pour la CAT artérielle, et DR3 pour les autres cinétiques, illustrant ainsi que
ces deux bases semblent adaptées à notre application.
FIG. IV.9 – Décomposition d’un voxel de l’image reconstruite dans DR2 et DR3. La courbe
théorique, la moyenne sur 100 images reconstruites, et le bruit sont également représentés. Le
voxel choisi appartenait au caudé.
3 Débruitage des sinogrammes
3.1 Validation de la transformée de Haar-Fisz
La Figure IV.10 représente les valeurs du test de Jarque-Bera calculé avec (IV.19) effectué
pour chaque bin sur 100 réplicats, puis moyennées sur l’ensemble des frames, avant et après
transformée de Haar-Fisz. La transformée conduit à des valeurs de test plus faibles dans les
bins centraux. Les bins avec un JB élevé correspondent à des bins où le nombre total de coïn-
cidences est faible au cours de l’examen : inférieur à 10 coïncidences (voir Figure IV.7). Ces
bins représentent environ 6% des bins non-nuls, mais seulement environ 0.01% du nombre total
de coïncidences dans le sinogramme. La moyenne du test de Jarque-Bera pour les autres bins
est de 2.4. Nous avons donc considéré que la transformée de Haar-Fisz était adaptée à notre
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TAB. IV.4 – Entropie de différentes décompositions en ondelettes pour les CAT sans bruit. Les
ondelettes de type CoifletN sont des ondelettes plus symétriques que Daub2N, avec 2N moments
nuls, et de support 6N.
CAT Entropie de la décomposition (Shannon normalisée)
DR2 DR3 Daub4 Daub6 Coiflet1 Coiflet2 Battle1 Battle2
Blanche 1.935 1.836 2.069 2.077 2.089 2.083 2.078 2.077
Grise 1.922 1.821 2.066 2.068 2.083 2.088 2.072 2.070
Tumeur 1.899 1.792 2.070 2.069 2.087 2.097 2.075 2.072
Artériel 1.968 2.053 2.007 2.066 2.072 2.144 2.065 2.076
problème, et nous avons appliqué les méthodes SUREShrink et SUREShrink_sino excepté pour
ces bins de faible valeur.
FIG. IV.10 – Test de Jarque-Bera avant et
après transformation des données. Le test a
été moyenné sur l’ensemble des frames à fin
de représentation. L’échelle a été saturée à
une valeur du test de 4.6, correspondant à
p = 10%.
3.2 Détermination des paramètres de la méthode proposée
3.2.a Détermination de l’a priori
La Figure IV.11 illustre que la normalisation de chacune des TAC par le nombre total de
coïncidences dans le bin permet d’obtenir des coefficients d’ondelettes plus facilement modéli-
sables. Les paramètres pk des potentiels φk de l’équation (D.10), exceptés pour les coefficients
d’ondelette de bord, correspondaient quasi-exclusivement à des valeurs pk = 3/2. Pour les co-
efficients de bord, les "queues" de distribution (ici presque constantes, voir la Figure IV.12)
empêchait de trouver un modèle adéquat, et un potentiel comme fonction indicatrice a donc
été adopté. A l’issue de cette modélisation, 11×2 (bornes des fonctions indicatrices pour les
coefficients de bord et les approximations) et 53×4 (valeurs µk, ωk, τk et κk) paramètres ont
été estimées pour la décomposition sur DR2 ainsi que pour la décomposition sur DR3. Avec
invariance par translation, environ 4 fois plus de paramètres ont été estimés. Nous avons éga-
lement estimés les paramètres lorsque la CAT tumorale n’apparaît pas dans les sinogrammes.
Cette approche ne pose pas de problèmes de modélisation particuliers, et le même nombre de
paramètres a alors été estimé.
Enfin nous avons implémenté la méthode modélisant les φk par sous-bande. Nous avons
constaté qu’en considérant que les coefficients d’ondelettes dans une sous-bande suivent une
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FIG. IV.11 – Impact du facteur de la normalisation des TAC sur la modélisation pour des
coefficients d’ondelettes proches des coefficients de bord, pour les décompositions DR2 et DR3.
Les ajustements sont ici réalisés avec des distributions associées à pk = 3/2.
FIG. IV.12 – Exemple d’histogramme des coefficients de bord pour les décompositions DR2 et
DR3. Les queues de distributions données ne peuvent être ajustés par les distributions associées
au modèle φk choisi (pk = 3/2 ici).
distribution avec les mêmes paramètres, nous aboutissons à des distributions multimodales.
Nous avons alors cherché à modéliser dans la sous-bande la distribution des coefficients d’on-
delettes autour de leur valeur moyenne. La Figure IV.13 illustre le bon ajustement alors obtenu.
14 coefficients seulement ont été estimés pour cette approche (4 coefficients pour chacun des 3
niveaux de résolution, et 2 coefficients pour délimiter le support des approximations), en plus
des 64 valeurs moyennes.
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FIG. IV.13 – Exemple d’ajustement effectuée
sur une sous-bande de la décomposition DR2
(pk = 3/2).
3.2.b Détermination des paramètres de l’algorithme
Ensuite, pour un réplicat, l’évolution de la fonction de coût moyenne du sinogramme (pour
les bins dont le nombre total de coïncidences au cours de l’examen est supérieur à 10) a été
suivie au cours des itérations afin de déterminer le nombre d’itérations et la valeur du paramètre
γ. L’évolution de la fonction de coût pour l’approche DR2 et une approche DRf est montrée
dans la Figure IV.14. Nous avons choisi pour ces méthodes un facteur γ = 1 et 50 itérations
pour chaque bin de sinogramme.
FIG. IV.14 – Évolution au cours des itérations de la fonction de coût pour le débruitage des
sinogrammes avec les méthodes DR2app et DRfapp. Dans les premières itérations la fonction
de coût est infinie à cause du coût infini de la fonction indicatrice lorsque la valeur est en dehors
de l’espace considéré (voir l’équation (D.11)).
3.3 Evaluation du débruitage des sinogrammes
Les sinogrammes représentant les biais moyens B¯r calculés avec l’équation (IV.22) et la
variance moyenne V¯r avec l’équation (IV.23) pour différentes méthodes de débruitage sont pré-
sentés dans la Figure IV.15 et la Figure IV.16. Les biais moyen B¯k et variances moyennes V¯k
sont représentées dans la Figure IV.17.
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FIG. IV.15 – Sinogramme des
biais moyens B¯r pour diffé-
rentes méthodes de débruitage,
exprimé en coïncidences. La
moyenne sur 100 réplicats est
donnée en référence.
FIG. IV.16 – Sinogramme des
variances moyennes V¯r pour dif-
férentes méthodes de débruitage.
FIG. IV.17 – Biais B¯k et va-
riance V¯k moyens par frame. Le
calcul a été fait sur les bins
de plus de 10 coïncidences pour
l’ensemble de l’examen.
Enfin les valeurs obtenues pour B¯, V¯ et ¯JB sont présentées dans le Tableau IV.5. Ces résul-
tats illustrent que toutes les méthodes de débruitage proposées permettent de réduire considéra-
blement la variance dans les images, avec un faible impact sur le biais (erreur en moyenne de
l’ordre de 0.2 coïncidence par bin et par frame pour l’approche proposée). Les méthodes Haar-
Fisz et "SureShrink" présentent cependant un biais plus élevé, lié aux erreurs dans les premières
frames de l’examen : la combinaison d’Haar-Fisz et de SureShrink ne permet pas de retrouver
les hautes fréquences. Leur variance est également plus élevée que la plupart des approches
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proposées. Les méthodes avec contraintes sur les coefficients d’échelle (app) conduisent à des
variance moyennes plus faibles, indiquant qu’elles permettent d’éliminer un bruit résiduel dans
les approximations.
Les valeurs faibles du test de Jarque-Bera pour l’approche proposée (comparés à ceux ob-
tenus pour la moyenne de 100 réplicats) indiquent qu’une reconstruction WLS semble adaptée
à ces méthodes. Les valeurs plus élevées du test pour les approches Haar-Fisz et "SureShrink"
semblent liés aux biais plus importants de ces approches dans les premières frames. Malgré cela,
les sinogrammes débruités par ces approches ont été également reconstruits avec un algorithme
WLS à fins de comparaison.
TAB. IV.5 – Résultats du débruitage des sinogrammes sur l’ensemble des bins de plus de 10
coïncidences.
Moy. DR2 DR2 DR2 DR2 DR3 DR3 DRf DRf SURE SUREShrink
100 app ti appti app app Shrink sino
Biais 0.19 0.17 0.17 0.15 0.18 0.15 0.18 0.15 0.17 0.28 0.28
Var 8.82 1.09 0.41 1.26 0.36 1.07 0.39 1.18 0.39 1.23 1.13
JB 4.6 2.09 2.8 1.9 2.1 2.3 2.64 1.96 2.38 15 4.12
La Figure IV.18 représente 2 voxels avec un nombre total de coïncidences respectivement
élevé et faible. Elle permet de visualiser que les méthodes SUREShrink et SUREShrink_sino ne
permettent pas de récupérer les hautes fréquences en début d’examen. Par ailleurs, on voit ap-
paraître dans les méthodes sans contrainte sur les coefficients d’échelle (y compris les méthodes
"SureShrink") une variance évoluant en dents de scie au cours du temps (également visible dans
la Figure IV.17), lié au bruit résiduel dans les approximations.
Enfin, les résultats obtenus pour les approches ssT et sous-bande sont présentés dans les
Figures IV.19, IV.20 et le Tableau IV.6. Les résultats obtenus pour les méthodes ssT sont sem-
blables aux résultats obtenus avec les méthodes incluant la tumeur dans le modèle de l’a priori.
L’approche DR2_app_sous-bande conduit à un biais moyen comparable avec les autres mé-
thodes et à une variance moyenne intermédiaire, entre les approches app et celles sans contrainte
sur les approximations.
TAB. IV.6 – Résultats du débruitage des sinogrammes sur l’ensemble des bins de plus de 10
coïncidences, pour les méthodes ssT et sous-bande.
DR2 app_ DR2 DR2 DR3 DRf
sous-bande ssT app_ssT app_ssT app_ssT
Biais 0.15 0.15 0.16 0.16 0.16
Var 0.88 1.08 0.37 0.39 0.36
JB 2.97 2.4 2.4 2.6 2.3
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FIG. IV.18 – Résultats de différentes approches de débruitage pour deux bins de sinogramme.
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FIG. IV.19 – Sinogramme des
biais moyens pour les approches
ssT et sous-bande.
FIG. IV.20 – Sinogramme des
variances moyennes pour les ap-
proches ssT et sous-bande.
3.4 Reconstruction des données
16 sous-ensemble azimuthaux imbriqués ont été utilisés pour la reconstruction des sino-
grammes bruitées avec RM-OP-OSEM et des sinogrammes débruités. Cette approche est usuel-
lement adoptée pour les reconstructions OP-OSEM sur HRRT. La Figure IV.21 illustre l’évolu-
tion de la log-vraisemblance au cours des itérations pour les deux méthodes de reconstruction. Si
les propriétés de convergence des deux algorithmes semblent similaires, nous avons cependant
constaté que la variation de la LV était plus lente pour l’algorithme WLS-OSEM après quelques
itérations, probablement à cause de la contrainte utilisée pour limiter l’amplitude des cycles liés
aux méthodes OSEM (voir le §II.4.1.c). Ceci peut être vu sur la Figure IV.22, où l’évolution du
signal dans différentes régions d’intérêt sommé sur toutes les frames est représenté en fonction
du nombre d’itérations pour une reconstruction d’un sinogramme avec RM-OP-OSEM et une
reconstruction d’un sinogramme débruité (méthode DR2) avec WLS-OSEM. Nous avons uti-
lisé 48 itérations de l’algorithme WLS-OSEM et 16 itérations de l’algorithme OP-OSEM pour
reconstruite les images et les comparer.
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FIG. IV.21 – Variation de la log-
Vraisemblance au cours des ité-
rations pour l’algorithme RM-
OP-OSEM et WLS-OSEM.
FIG. IV.22 – Vitesse de conver-
gence des valeurs pour tout
l’examen dans des ROI pour
les algorithmes RM-OP-OSEM
et WLS-OSEM.
3.5 Analyse du débruitage des sinogrammes dans les images reconstruites
3.5.a Images reconstruites
Après reconstruction d’un réplicat, les images d’une frame précoce (la première), d’une
frame plus centrale (la quinzième) et d’une frame en fin d’examen (la dernière) sont présentées
dans la Figure IV.23. Elles illustrent que toutes les méthodes de débruitage des sinogrammes
permettent d’obtenir des images reconstruites qui semblent plus homogènes dans les ROI. On
peut noter en particulier la plus grande homogénéité dans la région "matière blanche" pour
ces méthodes comparées à l’absence de débruitage, même celle utilisant l’approche sieve. Par
ailleurs, comme nous l’avons vu au niveau des sinogrammes, les méthodes utilisant Haar-Fisz
et "SureShrink" donnent des résultats nettement biaisés pour la première frame.
3.5.b Biais et variance moyens dans l’image
L’image des biais moyens B¯r après reconstruction des sinogrammes débruités est présentée
dans la Figure IV.24. Cette comparaison avec la valeur théorique dans l’image montre l’im-
portance des EVP présents dans toutes les méthodes de reconstruction, visibles aux frontières
de chaque structure. On peut également noter que dans la matière blanche le biais semble plus
faible sur 36 réplicats avec toutes les méthodes de débruitage comparées à la moyenne sur les
36 réplicats reconstruits. Enfin, il semble que dans les structures artérielles, les méthodes de
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FIG. IV.23 – Reconstruction d’un réplicat débruité avec différentes méthodes pour trois diffé-
rentes frames.
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type app et DRf conduisent à des biais plus important que les autres méthodes.
L’image de variance moyenne représentée dans la Figure IV.25 confirme le constat effec-
tué dans les sinogrammes et dans les images d’un réplicat : toutes les méthodes de débruitage
permettent de diminuer de façon importante la variance, et plus particulièrement les méthodes
avec contraintes sur les approximations. La méthode DR2_app_sous-bande conduit à de moins
bonnes performances en terme de bruit que la méthode DR2_app. Il apparaît également que la
variance dans les images reconstruites à partir des sinogrammes débruités semble proportion-
nelle à la valeur moyenne des reconstructions.
Les valeurs de biais B¯ et de variance V¯ moyens obtenus dans le fantôme sont présentés dans
le Tableau IV.7.
TAB. IV.7 – Biais B¯ et variance V¯ dans les images, pour les différentes approches de débruitage
des sinogrammes.
Moy. Sieve DR2 DR2 DR2 DR2 DR3 DRf DRf SURE
36 app ti appti app app Shrink
Biais 0.387 0.332 0.298 0.292 0.299 0.295 0.289 0.296 0.292 0.314
Var 3.494 0.657 0.245 0.102 0.311 0.091 0.099 0.289 0.090 0.303
SURE DR2_app DR2 DR2 DRf DR2 DR2_app DR2_ti
Shrink_sino sous-bande ssT app_ssT app_ssT ssV ssV ssV
Biais 0.312 0.293 0.294 0.290 0.299 0.302 0.292 0.299
Var 0.281 0.210 0.251 0.097 0.089 0.247 0.109 0.305
DR2_app DR3_app DRf DRf_app SUREShrink SUREShrink
ti_ssV ssV ssV ssV ssV sino_ssV
Biais 0.300 0.290 0.298 0.209 0.316 0.315
Var 0.090 0.107 0.289 0.105 0.323 0.297
Ces résultats viennent confirmer ceux obtenus dans les sinogrammes. Par ailleurs, il n’est
pas possible avec ces mesures d’observer de différences en terme de bruit et variance entre la
reconstruction par LS-OSEM ou par WLS-OSEM pour la plupart des sinogrammes débruités,
hormis les approches ti où la variance semble plus élevée.
3.5.c Résultats au niveau des ROI tumorale et artérielles
Résultats dans les images moyennes
Les résultats obtenus en moyennant 36 images reconstruites à partir des sinogrammes dé-
bruités sont présentées dans la Figure IV.26 pour les ROI tumorale et artérielles. Pour la ré-
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FIG. IV.24 – Biais moyen B¯r dans les images reconstruites à partir des sinogrammes débrui-
tés, en comparant les sinogrammes avec leur valeur théorique. Les unités présentées ici sont
arbitraires.
FIG. IV.25 – Variance moyenne V¯r dans les images reconstruites à partir des sinogrammes
débruités, en comparant les sinogrammes avec leur valeur théorique.
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gion tumorale, toutes les reconstructions donnent des résultats légèrement biaisés (y compris en
moyennant 100 réplicats) dus aux EVP. Ceux-ci sont partiellement corrigés par la reconstruc-
tion RM comme on peut le voir en les comparant aux résultats de la méthode sieve, qui donne
des résultats plus biaisés dans cette région. Il est à noter également que la moyenne sur 100
réplicats non-débruités possède encore une variance spatiale relativement élevée.
Pour les régions artérielles, aucune méthode de débruitage ne permet de retrouver l’inten-
sité correcte du pic en début d’examen. Les méthodes de type ti sont les plus proches d’une
bonne restitution de ce pic (particulièrement DR2_ti), mais sont également caractérisées par un
artefact en fin d’examen (pic dans la dernière frame). Les autres méthodes de débruitages utili-
sant les méthodes proposées ont tendance à sous-estimer la première valeur, et à mal modéliser
les variations brusques dans la CAT artérielle en début d’examen. Les méthodes de type app
semblent légèrement surestimer la valeur de la CAT en fin d’examen. Les méthodes de type
"SureShrink" sont par contre incapables de restituer le pic en début d’examen, et montrent les
mêmes artefacts dans les régions de variation de la CAT.
Les résultats pour la région tumorale des débruitages avec modélisation sans la CAT tumo-
rale et avec reconstruction sans variance sont présentés dans la Figure IV.27. Les méthodes
ssT et ssV donnent des résultats moyens similaires aux autres méthodes dans cette région. En
particulier, aucun biais supplémentaire n’est obtenu dans la région tumorale pour les méthodes
ssT.
Résultats pour un réplicat
Les résultats pour un réplicat sont présentés dans la Figure IV.28. Ceci illustre que l’absence
de débruitage entraîne des courbes au niveau des ROI très bruitées, même avec la méthode
du sieve. Au contraire, les courbes obtenues au niveau des régions d’intérêt pour toutes les
méthodes de débruitage sont semblables aux courbes obtenues en moyennant 36 réplicats.
3.5.d Résultats au niveau de pixels des régions tumorales et artérielles
Pixel dans les images moyennes
Un pixel central a été sélectionné dans chacune des deux régions, et les CAT obtenues dans
les images moyennes sont présentées dans les Figure IV.29 et IV.30 pour différentes méthodes
de débruitage de sinogrammes utilisées. Ces deux CAT montre que les approches avec débrui-
tage donnent des CAT semblables à celles obtenues au niveau des ROI, avec un léger biais
dû aux EVP. L’approche SUREShrink_sino est biaisé pour les deux voxels pour la première
frame, comme nous l’avons vu précédemment. Pour la CAT tumorale, la valeur moyenne pour
les images non-débruitées est beaucoup plus biaisée au niveau de ce bin, surestimant sa valeur
d’environ 25%. Lorsque la méthode sieve est utilisée, le niveau de bruit est diminué mais la va-
leur est sous-estimée d’environ 25% à cause des EVP induits par la dégradation de la résolution.
La décomposition dans DR2 et DR3 montrent que les méthodes MAP proposées sont efficaces
pour discriminer bruit et signal, contrairement aux autres méthodes. Pour la CAT artérielle, le
niveau de bruit sans débruitage semble plus faible que pour la CAT tumorale mais le pic est
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FIG. IV.26 – Valeurs moyennes dans les régions tumorale et artérielles après reconstruction
des sinogrammes débruités. L’écart-type est déterminé à partir de la variance spatiale dans les
images moyennes.
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FIG. IV.27 – Valeurs moyennes dans la régions tumorale pour les reconstructions ssT et les
reconstructions avec LS-OSEM.
sur-estimé au niveau de ce voxel, montrant que cette approche n’est ici pas fiable non plus pour
restituer cette CAT.
Pour un voxel au niveau d’un réplicat, ce constat semble aggravé, comme illustré dans les Fi-
gures IV.31 et IV.32. Pour la CAT tumorale, l’accord avec la courbe théorique est remarquable
avec les approches de débruitage proposées, comparées au niveau de bruit dans un réplicat
non-débruité. Pour la CAT artérielle, il semble cependant que ces approches ne donnent pas
d’aussi bons résultats. Il apparaît qu’elles donnent des valeurs trop faibles en fin d’examen, ce
qui semble lié au bruit dans les approximations (voir premier graphique dans la décomposition
DR2).
4 Débruitage des images reconstruites
Nous avons ensuite effectué un débruitage dans les images, à partir des réplicats bruités
reconstruits.
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FIG. IV.28 – Valeurs au niveau d’un réplicat dans les régions tumorale et artérielles après
reconstruction des sinogrammes débruités.
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FIG. IV.29 – Valeurs dans les images moyennes d’un pixel de la région tumorale. La décompo-
sition de la CAT dans les bases DR2 et DR3 est montrée à côté.
FIG. IV.30 – Valeurs dans les images moyennes d’un pixel de la région artérielle de 10 mm. La
décomposition de la CAT dans les bases DR2 et DR3 est montrée à côté.
FIG. IV.31 – Valeurs d’un pixel de la région tumorale pour un réplicat. La décomposition de la
CAT dans les bases DR2 et DR3 est montrée à côté.
196 IV. EXPLOITATION DE CORRÉLATIONS TEMPORELLES EN TEP
FIG. IV.32 – Valeurs d’un pixel de la région artérielle de 10 mm pour un réplicat. La décompo-
sition de la CAT dans les bases DR2 et DR3 est montrée à côté.
4.1 Détermination de l’a priori
L’a priori φk a été déterminé comme précédemment. Nous avons principalement cherché à
caractériser le bruit dans les images, et trouver un potentiel ψk correspondant. Il est bien connu
que l’utilisation de l’algorithme EM conduit à une variance à peu près proportionnelle à la
valeur moyenne du signal, nous l’avons déjà constaté dans la Figure IV.25. La Figure IV.33
illustre également dans la matière blanche qu’avec des reconstructions indépendantes, le ni-
veau de bruit va évidemment dépendre non seulement de la valeur moyenne mais aussi de la
frame reconstruite. Par ailleurs, nous avons vu dans le §II.D que le bruit dans les images à l’is-
sue d’une reconstruction EM suivait une loi log-normale [Barrett et al., 1994], [Wilson et al.,
1994]. Comme discuté dans [Wilson et al., 1994], il n’y a pas de modèle simple entre variance
et moyenne : dans la Figure IV.34 la variance calculées sur le log des images dépend de façon
approximativement linéaire de la moyenne des log-images pour la première frame, et de façon
approximativement quadratique pour la dernière frame. Enfin et surtout, ces lois sont associées
à des potentiels non convexes (correspondant à des distributions gaussiennes de variance linéai-
rement ou quadratiquement liée à la moyenne), et ne peuvent donc être directement utilisées
dans l’algorithme que nous avons adopté.
FIG. IV.33 – Evolution de la moyenne et
de l’écart type au cours de l’examen, me-
suré dans la matière blanche. La moyenne
et la variance de chaque pixel de la ré-
gions ont été moyennés. RM-OP-OSEM et
16 itérations de 16 subsets ont été utilisés.
Nous avons alors cherché à ajuster expérimentalement la distribution suivi par le bruit dans
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FIG. IV.34 – Dépendance entre moyenne et variance calculées sur le log des images. Un ajuste-
ment linéaire (bleu foncé) et quadratiques (bleu clair) aux données sont également représentés
dans ces images.
les images, frame à frame. La Figure IV.35 représente la distribution du bruit pour chacune des
64 frames. Les distributions sont asymétriques (en partie à cause de la contrainte de positivité),
et ressemble à des distributions de type gamma. Nous avons donc cherché à utiliser les potentiels
associés à ces fonctions comme ψk, en ajoutant également une contrainte de positivité dans les
CAT, comme illustré dans les équations (D.15) et (D.17). La Figure IV.36 donne un exemple
d’ajustement effectué avec ces fonctions.
FIG. IV.35 – Histogrammes des valeurs
dans la matière blanche pour chacune des
64 frames.
4.1.a Détermination des paramètres de l’algorithme
Les fonctions gamma ayant un coup infini lorsque la valeur du paramètre est négatif, nous
avons constaté qu’il n’était plus possible de suivre l’évolution de la fonction de coût moyenne
pour le sinogramme. A la place nous ne nous sommes intéressés qu’à la valeur moyenne de
la fonction de coût pour les bins n’ayant pas une fonction de coût infinie. Les résultats sont
présentés dans la Figure IV.37. Une faible valeur du facteur γ semble optimale. Afin de vérifier
ce résultat, nous avons également itéré 1000 fois l’algorithme sur une image avec un facteur γ de
1 et nous l’avons comparé avec les valeurs obtenues pour différentes itérations de l’algorithme
198 IV. EXPLOITATION DE CORRÉLATIONS TEMPORELLES EN TEP
FIG. IV.36 – Exemple d’ajustement avec
une distribution gamma du bruit dans les
images reconstruites.
avec le paramètre γ = 0.1 (mesuré comme la différence entre les deux, divisé par la valeur de
référence). Les résultats sont présentés dans la Figure IV.38, et confirment que nous sommes
beaucoup plus proches de la solution avec un γ de 0.1. Nous avons donc choisi 50 itérations
avec ce paramètre pour le débruitage.
FIG. IV.37 – Evolution de la fonction de
coût pour l’approche dans l’image, en uti-
lisant l’approche DR2. Seuls les bins sans
contribution infinie sont utilisés.
4.2 Evaluation du débruitage des images
Les frames précoces, moyennes et tardives après débruitage dans l’espace image sont pré-
sentées dans la Figure IV.39. Les images de biais moyen B¯r sont présentées dans la Figure
IV.40, et la Figure IV.41 contient les images de variance V¯r. Les résultats associés pour B¯ et V¯
sont présentés dans le Tableau IV.8. Ces résultats montrent que les approches proposées et les
méthodes "SureShrink" ne permettent pas un gain aussi important de variance que les méthodes
de débruitage des sinogrammes.
Ce constat est confirmé dans la Figure IV.42 représentant les résultats moyens au niveau des
ROI artérielles et tumorales, ainsi que dans la Figure IV.43 montrant les résultats au niveau d’un
réplicat. Le gain pour ces méthodes en terme de variance spatiale semble ainsi peu important.
IV.E. RÉSULTATS 199
FIG. IV.38 – Vérification de la convergence pour un faible gamma, en utilisant l’approche
DR2. La variation entre 1000 itérations de l’algorithme de Douglas-Rachford avec γ = 1 et
avec différentes itérations pour γ = 0.1 ou γ = 1 est représentée.
TAB. IV.8 – Résultats du débruitage des images, calculés à partir d’un masque du cerveau.
DR2 DR2 DR2 DR2 DR3 DRf DRf SURE SUREShrink
app ti app_ti app app Shrink sino
Biais 0.39 0.31 0.29 0.31 0.31 0.30 0.31 0.31 0.32
Var 2.39 2.33 2.39 2.34 2.34 2.39 2.34 2.39 2.39
Enfin, les résultats au niveau des pixels sont présentés dans la Figure IV.44. Ces résultats
illustrent que les débruitages dans l’espace image ne permettent pas de retrouver les TAC. Ceci
est particulièrement visible dans la Figure IV.44, où la décomposition sur DR2 et DR3 illustrent
que le signal débruité ne s’ajuste pas sur le signal sans bruit, mais se trouve au contraire en
position intermédiaire entre le signal bruité et le signal sans bruit.
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FIG. IV.39 – Reconstruction de trois frames pour les différentes méthodes de débruitage dans
l’image.
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FIG. IV.40 – Représentation du biais moyen dans les images pour les approches de débruitage
dans l’image.
FIG. IV.41 – Représentation de la variance moyenne dans les images pour les approches de
débruitage dans l’image.
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FIG. IV.42 – Valeurs des CAT artérielles et tumorale dans les images moyennes pour différentes
approches de débruitage dans les images.
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FIG. IV.43 – Valeurs des CAT artérielles et tumorale pour un réplicat pour différentes approches
de débruitage dans l’image.
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FIG. IV.44 – Valeurs des CAT artérielles et tumorale pour un réplicat pour différentes approches
de débruitage dans l’image.
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IV.F Discussion
Nous avons mis en oeuvre dans ce travail des approches de débruitage des sinogrammes et
des images reconstruites par introduction d’a priori sur les distributions des coefficients d’on-
delettes, et nous avons évalué les performances de ces approches en terme de biais et variance
en les comparant à une méthode de référence, la méthode SureShrink. Nous allons maintenant
discuter chacun des points que nous avons abordés dans ce travail.
1 Simulation Monte-Carlo
Nous avons développé dans ce travail une simulation Monte-Carlo 2D spatial + 1D temps
à partir d’un fantôme comportant différentes structures du cerveau et des CAT expérimentales
mesurées lors d’un examen [F18]-FDG. Nous avons ainsi généré des données suivant des pro-
cessus de Poisson inhomogènes dont les paramètres étaient donnés par les valeurs dans les CAT
interpolées par splines cubiques. Le point d’annihilation a été déplacé radialement du point
d’émission afin de simuler une dégradation de la résolution conduisant à des EVP. Cette simu-
lation reproduisait enfin les conditions de bruit observées typiquement dans un examen FDG
dynamique, et a permis de montrer l’importance du bruit dans les données même au niveau
des émissions détectées. Celle-ci a été utilisée pour générer des sinogrammes afin de détermi-
ner le bruit statistique dans les approches de débruitage proposées, ainsi que pour générer les
paramètres de l’a priori que nous avons utilisé.
2 Choix de la base d’ondelettes
Les CAT que nous avons étudiées sont des signaux bornés, avec des hautes fréquences près
des bords (en début d’examen). Nous avons donc choisi une base d’ondelette sur support com-
pact, les ondelettes de Daubechies sur l’intervalle, afin d’éviter les effets de bord qui seraient
associés avec des décompositions périodiques. D’autre part, une représentation parcimonieuse
dans la base d’ondelette choisie est nécessaire pour bien discriminer le signal du bruit. Nous
avons vu que c’était le cas pour DR2 et DR3, et nous avons vérifié que ces bases étaient bien
appropriées en comparant l’entropie de la décomposition des différentes TAC simulées sur ces
bases et sur des bases constituées par d’autres ondelettes. Nous n’avons ici choisi comme com-
paraison que les ondelettes les plus usuellement adoptées. Ces bases d’ondelettes ne sont ce-
pendant pas adaptées spécifiquement aux CAT présentes dans l’examen, et il semble possible
de construire des bases d’ondelettes qui leur soient mieux adaptées. Par exemple, des ondelettes
qui ont pour propriété de pouvoir annuler des polynômes d’exponentielles dont nous avons
parlé précédemment pourraient être utilisées [Khalidov et Unser, 2006]. Notons que le choix
de la famille d’ondelettes dans notre optique de débruitage dépend également de la capacité à
modéliser la distribution pour chaque coefficient d’ondelette par des distributions connues.
3 Débruitage des sinogrammes
Nous avons ensuite cherché à débruiter les sinogrammes. La difficulté de cette approche est
que même si nous n’avons qu’un nombre limité de TAC dans la simulation, nous avons un
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grand nombre de TAC différentes dans les projections à débruiter. Par ailleurs, ces TAC sont
fortement bruitées, la simulation donnant ici un nombre moyen de coïncidences par bin de 8.
Enfin, la méthode de reconstruction subséquente doit s’adapter aux lois suivies par les données
après débruitage. Tout d’abord, commençons par les méthodes "SureShrink".
3.1 Méthode "SureShrink"
Nous avons tout d’abord utilisé la transformée d’Haar-Fisz afin de transformer les données
suivant des lois de Poisson en données approximativement normales. Nous avons évalué les
performances de cette méthode en utilisant le test de Jarque-Bera. Celui-ci indique que la trans-
formée est efficace pour des bins de valeurs suffisamment importante, et qui constituent la plus
grande partie du signal dans le sinogramme. Nous avons donc pu implémenter les méthodes
SureShrink dans les sinogrammes. Deux variantes ont été utilisées : la première définit un seuil
par bin en fonction de sa CAT, et le second utilise un seul seuil pour l’ensemble du sinogramme,
déterminé en considérant l’ensemble des bins dont le test de Jarque-Bera est acceptable. La pre-
mière est limitée par le faible nombre de points présents dans les données (64), impliquant
que peu de points sont utilisés pour estimer le seuil. La seconde en ne choisissant qu’un seul
seuil pour l’ensemble des sinogrammes risque d’être sous-optimale ou biaisée. En pratique,
nous avons vu que la méthode SUREShrink_sino permettait d’obtenir des variances plus faible
dans les sinogrammes que SUREShrink . Nous avons également vu que le test de Jarque-Bera
était relativement élevé pour ces approches, mais nous avons quand même reconstruit les sino-
grammes avec un algorithme WLS. Nous n’avons pas implémenté ici de méthodes "SureShrink"
avec invariance par translation. Cette approche serait probablement bénéfique, bien que cela ne
leur permettrait vraisemblablement pas d’obtenir des performances semblables aux autres ap-
proches proposées dans ce travail (ces méthodes sont inférieures aux approches proposées qui
n’utilisent pas d’invariance par translation).
3.2 Méthode proposée
Nous avons ensuite cherché a estimer l’a priori φk à partir de réplicats moyennés. L’expé-
rience nous a montré que même avec un nombre de réplicats élevé, le bruit reste relativement
important dans les bins de sinogrammes (nous avons ainsi observé que les CAT au niveau des
bins restent bruités même avec 300 réplicats). Par ailleurs, les bins de trop faible valeur ne
peuvent être inclus dans la modélisation, car cela conduirait à des décompositions en ondelettes
artificiellement trop parcimonieuses. La plupart des distributions ont été ajustées avec des φk de
pk = 3/2. Une contrainte sur le support de la distribution des coefficients de bord a été adoptée,
et nous avons également investigué l’utilisation d’une telle contrainte pour les approximations.
En effet, en raison du faible nombre d’échantillons, il semblait probable qu’une partie non né-
gligeable du bruit soit encore présente dans les approximations, puisque seulement 3 niveaux
de résolution sont accessibles pour le débruitage avec les 64 échantillons temporels choisis.
Nous avons également cherché à évaluer si l’exclusion de la CAT tumorale dans l’a priori
conduisait à des biais. Enfin nous avons cherché à estimer s’il était possible de réduire le nombre
de paramètres à estimer en ne modélisant que les sous-bandes, et nous avons observé une va-
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riance plus élevée dans les sinogrammes débruités. Les paramètres de l’algorithme (γ, nombre
d’itérations) ont été choisis en suivant l’évolution de la fonction de coût moyenne du sino-
gramme au cours des itérations.
3.3 Résultats comparatifs des méthodes de débruitage des sinogrammes au niveau des
bins
Tout d’abord, toutes les méthodes de débruitages permettent de réduire de façon importante
la variance au niveau des bins, y compris en les comparant à la méthode du sieve. Ainsi, la
variance V¯ a été divisé par un facteur allant d’environ 7 à 23 pour toutes les méthodes de
débruitage comparées à la variance des réplicats, pour un niveau de biais comparable sinon
inférieur, sauf pour les approches SureShrink.
En particulier l’approche proposée permettait de réduire la variance des données au moins
autant que "SureShrink" (voire plus selon les méthodes) tout en conservant bien mieux les
hautes fréquences en début d’examen, ce qui constituait la principale difficulté de ce débrui-
tage. De plus, lorsqu’une contrainte est adoptée sur les valeurs extrémales des approximations
(approches app), un degré supplémentaire de réduction de la variance dans les sinogrammes est
obtenu. Pour les approches ssT, nous n’avons pas vu d’effet sur le biais ni la variance au niveau
des sinogrammes.
La méthode DR2_app_sous-bande que nous avons implémentée conduit à une dégradation
d’un facteur 2 de la variance V¯ comparée à DR2_app, mais la variance reste inférieure à l’ap-
proche DR2. Cette méthode semble cependant prometteuse car elle limite fortement le nombre
de paramètres à estimer, et introduit un degré de flexibilité supplémentaire dans l’a priori. De
plus s’il était possible d’estimer la moyenne de chacun des coefficients d’ondelette du signal
sans bruit à partir des données bruitées, cela réduirait encore le nombre de coefficients à estimer
(seulement 14 coefficients). Cette voie devrait être prochainement explorée.
Enfin, les tests de Jarque-Bera appliqués à ces méthodes montrent que les données issues
de l’approche proposée peuvent être supposées normales après débruitage, et qu’un algorithme
WLS peut être utilisé pour la reconstruction. Nous avons également testé l’utilisation d’un algo-
rithme LS. Pour la méthode Haar-Fisz suivi de "SureShrink" cependant, le test de Jarque-Bera
est élevé et il est probablement raisonnable de ne pas considérer les données issues de ces dé-
bruitages comme suivant des distributions normales.
3.4 Résultats comparatifs dans les images reconstruites
Les images reconstruites confirment les résultats obtenus dans les sinogrammes. Les va-
riances V¯ sont ici diminuées d’un facteur 15 à 35 selon les approches, comparées à l’absence de
débruitage, et 2 à 6 comparées à la méthode du sieve. Nous nous sommes intéressés en particu-
lier à deux régions d’intérêt : la région tumorale qui est de faible taille et donc particulièrement
affectée par le bruit et les EVP, ainsi que les régions artérielles dont les composantes hautes
fréquences en début d’examen vont être difficiles à restituer.
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Pour ces dernières, les méthodes "SureShrink" donnent des résultats particulièrement biaisés
en début d’examen. L’approche que nous avons implémentée permet de mieux restituer les
hautes fréquences de cette CAT. Parmi les méthodes utilisées, les approches avec invariance par
translation conduisent à une meilleure restitution du pic dans cette CAT, et permette d’éviter des
artefacts aux points d’inflexion de la courbe qui sont visibles dans toutes les autres méthodes de
débruitage. Cependant, ces méthodes s’accompagnent d’un effet de bord en fin d’examen, dû
aux permutations circulaires effectuées.
Toutes les méthodes donnent des résultats légèrement biaisés pour la région tumorale, af-
fectée par les EVP. La méthode du sieve, approche la plus biaisée, illustre cependant que la
modélisation de la résolution a permis une récupération du signal dans cette région pour toutes
les méthodes. Par ailleurs, ces méthodes de débruitage des sinogrammes conduisant à une ré-
duction importante de variance, le bruit dans les images augmente moins au cours des itérations
que pour les réplicats bruités. Nous avons ainsi pu utiliser 48 itérations de 16 sous-ensembles
de l’algorithme WLS-OSEM sans dégrader fortement la qualité des images reconstruites, en
comparaison avec les résultats obtenus avec RM-OP-OSEM sur les données bruitées (voir la
Figure IV.23). Afin d’essayer de limiter le biais dans cette région, il semble donc raisonnable
d’itérer encore plus les algorithmes de reconstruction.
Le résultat probablement le plus remarquable de ces approches de débruitage est que les
CAT obtenues dans les images reconstruites sont qualitativement semblables au niveau des ROI
dans l’image moyenne, au niveau des ROI d’un réplicat, et au niveau d’un pixel d’un réplicat.
Il semble donc que cette approche bénéficierait grandement à une analyse paramétrique.
Par ailleurs, les approches ssT n’ont pas fait apparaître de biais supplémentaire au niveau
de la région tumorale, suggérant ainsi que l’approche qui a été développée peut permettre de
retrouver des CAT qui n’ont pas été modélisées dans l’a priori. Cependant, il est également
probable que la CAT tumorale contribue originellement peu à l’a priori, et que son inclusion
ou non change donc peu cet a priori et les résultats du débruitage. Cependant, cela ne se traduit
pas dans les images reconstruites par un biais supérieur aux autres méthodes dans la région
tumorale.
Enfin, nous n’avons pas observé de différences entre l’utilisation d’un algorithme LS à la
place d’un algorithme WLS. Ceci est peut être lié au fait qu’à l’issue du débruitage, les va-
riances dans les sinogrammes sont faibles et relativement homogènes. Ce point devrait être plus
spécifiquement étudié.
4 Débruitage dans les images
La difficulté est ici que le bruit dans les images est difficilement modélisable dans l’approche
que nous avons choisi. Le bruit dans les images reconstruites avec un algorithme itératif en TEP
suit une distribution approximativement log-normale, mais ces lois ne sont pas log-concaves et
ne peuvent donc être directement utilisées. Le bruit étant également fortement corrélé spatiale-
ment, la modélisation au niveau du voxel est difficile.
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Nous avons choisi de modéliser la distribution du bruit par des potentiels associés à des
lois gamma, celles-ci permettant de modéliser approximativement la distribution du bruit dans
l’image. Cette approche ne tient cependant pas compte de ce que la variance est proportionnelle
à la moyenne, et impose au contraire le même modèle d’attache aux données pour tous les pixels
d’une même frame, quelle que soit leur valeurs.
Ceci peut expliquer que les résultats obtenus avec cette approche soient très inférieurs en
terme de réduction de variance aux résultats obtenus en débruitant les sinogrammes. Il semble
donc nécessaire de trouver des modèles de bruit dans les images plus adaptés, afin de pouvoir
comparer ces approches aux méthodes de débruitage des sinogrammes. Notons cependant que
les approches de type "SureShrink" ne permettent pas de meilleurs résultats, et sont caractérisées
par les mêmes biais que dans les approches de débruitage par sinogramme, suggérant ainsi que
c’est bien cette méthode et non la transformation de Haar-Fisz qui est ici en cause.
5 Autres perspectives
Le choix de la forme de l’a priori et l’estimation de ses paramètres semble en pratique peu
aisé. Nous avons supposé ici que nous disposions d’un jeu de données qui permette d’ajuster
les paramètres, et nous avons ensuite appliqué l’a priori sur un autre ensemble pour estimer ses
performances. En pratique cet ensemble d’entraînement peut prendre la forme d’un dictionnaire
expérimental de CATs pour un protocole, un simulateur Monte-Carlo permettant ensuite de
générer des données où seront estimés les paramètres de l’a priori pour ce protocole, de façon
similaire à ce qui a déjà été réalisé [Alpert et al., 2006]. Une autre approche pourrait consister
à utiliser une segmentation dans l’image des structures pour obtenir des TAC peu bruitées pour
une région, et à projeter la distribution d’activité résultante dans le sinogramme pour pouvoir
effectuer une seconde reconstruction en utilisant une des approches ici développée. Notons que
de façon similaire à l’approche par ACP citée en début de chapitre, les biais potentiellement
obtenus dans une région de petite taille peuvent être réduits en imposant des a priori localisés
dans l’image ou dans les sinogrammes.
Ensuite, dans l’approche par sinogrammes, les sinogrammes moyennés comportent toujours
un niveau de bruit non négligeable. Il reste donc a évaluer plus précisément les conséquences
de l’introduction de bruit dans l’a priori sur les performances du débruitage. Nous avons ici
déjà vu qu’en introduisant plus de flexibilité dans l’a priori en modélisant les coefficients par
sous-bande, la variance moyenne était dégradée d’un facteur 2.
Par ailleurs, il semble possible d’identifier, au moins dans les images, des régions où le
modèle ne correspond pas avec les données en calculant les valeurs de la fonction de coût pour
chaque TAC et en les visualisant après débruitage. Cette approche permettrait ainsi d’avoir un
indice sur la qualité du débruitage.
Enfin, nous n’avons abordé dans ce travail que des méthodes de débruitage avant et après
reconstruction des données, sans parler de méthodes intégrant l’a priori pendant la reconstruc-
tion. Une telle méthode fait actuellement l’objet d’une thèse, et il sera intéressant de comparer
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les performances respectives de ces deux approches.
IV.G Résumé du travail
Nous avons ici évalué une approche permettant de débruiter les sinogrammes ou les images
en TEP en utilisant des approches adaptées aux données TEP. Une approche MAP a été utilisée,
utilisant comme a priori les potentiels associés à la distribution des coefficients dans une base
d’ondelette des signaux recherchés.
Nous avons évalué cette méthode en la comparant à l’approche de référence "SureShrink" en
traitement d’images, dans une simulation Monte-Carlo basée sur un fantôme elliptique repre-
nant des structures cérébrales, et sur des CAT dérivées expérimentalement d’un examen [18F]-
FDG. Les événements ont été générés en suivant ces CAT interpolées par splines cubiques, et
un modèle de dégradation de la résolution dans l’espace image a été utilisé.
Tout d’abord, nous avons choisi une base d’ondelette appropriée aux caractéristiques des
CAT en TEP. Nous avons vérifié qu’elle était adaptée aux CAT simulées en calculant l’entropie
de la décomposition dans cette base et en la comparant à d’autres bases usuelles. Nous avons
implémenté des variantes utilisant l’invariance par translation, une méthode utilisant une trame.
Pour la méthode de référence, nous avons utilisé la transformée de Haar-Fisz pour rendre
les CAT dans les bins approximativement gaussiennes, et nous avons validé cette transformée
en utilisant le test de Jarque-Bera. Deux variantes de "SureShrink" ont été proposées : dans la
première, le seuil est déterminé dans chaque bin de sinogramme. Dans la seconde, l’ensemble
des valeurs du sinogramme est utilisé pour estimer le seuil.
Nous avons ensuite cherché à déterminer l’a priori en utilisant 300 sinogrammes moyennés.
Nous avons appliqué un facteur de normalisation aux CAT modélisées et nous avons ajustés les
paramètres des distributions en utilisant une approche de maximum de vraisemblance. Pour les
coefficients de bord, seul une contrainte sur les bornes de leur support a été adoptée. Nous avons
également étudié l’impact d’une telle approche sur les coefficients d’approximation. Enfin, des
modèles sans tumeur et des approches par sous-bande ont également été effectuées.
Les paramètres de l’algorithme de débruitage ont alors été sélectionnés, et les données après
débruitage analysées. Nous avons vu que toutes les approches de débruitage permettaient de
réduire considérablement la variance totale des données (d’un facteur supérieur à 7), et que
les méthodes proposées étaient caractérisées par un biais moins important en début d’examen
comparé aux approches SureShrink.
Nous nous sommes ensuite intéressés à la reconstruction de ces réplicats. Le test de Jarque-
Bera a montré que seules les données résultant des approches MAP proposées pouvaient raison-
nablement être considérées comme gaussiennes. Une méthode WLS a donc été implémentée,
ainsi qu’une approche LS pour évaluer si la connaissance de la variance était nécessaire pour la
reconstruction.
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Les données reconstruites montrent des résultats similaires aux sinogrammes. La variance
est réduite d’un facteur 15 à 35 et le biais dans les approches proposées est inférieur à celui
dans "SureShrink", particulièrement au niveau des CAT artérielles. La même qualité de courbe
pour ces approches a été obtenue au niveau des régions d’intérêt dans les images moyennes ou
pour un seul réplicat, mais aussi également au niveau des voxels. Les méthodes LS ont donné
des variances et des biais comparables aux méthodes WLS.
Enfin, nous avons cherché à mettre en oeuvre un débruitage dans les images reconstruites.
Celui-ci utilisait des fonctions d’attache aux données ad hoc, car la structure du bruit dans les
images TEP reconstruites ne permet pas de dériver directement un terme d’attache aux don-
nées convexe. Cette approche donne des résultats très nettement inférieurs (gain de variance
d’un facteur 1.5 environ) aux approches de débruitage par sinogramme, y compris pour les mé-
thodes SureShrink. Ceci semble lié à des modèles mal adaptés aux données TEP, et de nouvelles
approches devront être adoptées pour débruiter les images reconstruites.
En conclusion, ces approches proposées semblent très prometteuses dans l’optique d’analyse
quantitatives dans des études dynamiques au niveau des voxels.
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Conclusion Générale et Perspectives
En TEP, l’analyse quantitative au niveau d’un voxel dans les études dynamiques est rendue
difficile par la résolution relativement faible des images reconstruites, et par le haut niveau de
bruit dans les données TEP dynamiques. Le développement de tomographes à haute résolution
spatiale comme la caméra à haute résolution HRRT a permis de réduire les EVP dans les images,
résultant en une quantification moins biaisée dans les petites structures. Cependant, les EVP
restent non négligeables dans les petites structures d’intérêt comme les structures cérébrales.
De surcroît, cette approche conduit à une augmentation du niveau de bruit moyen par élément
de volume dans les images ou par projections dans les données. De nouvelles méthodes doivent
donc être développées en TEP pour répondre à ces deux limites. Les corrélations spatiales et
temporelles présentes dans les données TEP permettent d’envisager de réduire tout à la fois le
niveau de bruit et d’avoir une meilleure résolution dans les images reconstruites.
L’objectif de notre travail a ainsi consisté à mettre en oeuvre des techniques de reconstruction
des images TEP cérébrales qui permettent d’obtenir une meilleure résolution dans les images re-
construites, nécessaire pour des quantifications moins biaisées dans les petites structures, et qui
permettent de diminuer la variance dans les images afin d’obtenir des estimations plus robustes
de l’activité au niveau des voxels. Ceci permet l’analyse quantitative des pharmaco-cinétiques
au niveau des voxels.
Nous avons procédé en deux étapes.
Nous avons d’abord développé une méthode itérative intégrant un modèle de résolution
dans l’espace image mesuré expérimentalement pour l’HRRT, RM-OP-OSEM. Une simulation
Monte-Carlo a montré l’intérêt d’une telle approche pour cette caméra, y compris lorsque des
ré-échantillonnages axiaux span 3 ou span 9 ont été adoptés. La fonction de réponse du scanner
a été obtenue à partir d’une mesure expérimentale d’un point source dans l’air, sur lequel ont
été ajustés les paramètres de la fonction de réponse. Le modèle a été choisi comme un noyau de
convolution isotrope et stationnaire dans le champ de vue en s’appuyant sur les propriétés de la
caméra, dont la dimension isotrope des cristaux de détection et la mesure de DOI (limitant les
effets de parallaxe) permettent une résolution variant peu dans le champ de vue. L’hypothèse
de stationnarité a ensuite été validée en mesurant des points sources à différentes positions ra-
diales et axiales du champ de vue. Un fantôme de résolution a également été reconstruit afin
d’évaluer de potentiels artefacts. Nous avons montré que la taille de la fenêtre de convolution
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du noyau de résolution était cruciale pour éviter un étalement de l’activité ainsi que des arte-
facts de Gibbs. Nous avons constaté que RM accentuait l’artefact de Gibbs déjà présent dans les
images sans RM dans un fantôme de résolution froid, problème lié à la déconvolution discrète
réalisée dans une grille voxelisée, et à l’inefficience de la contrainte de positivité dans ce cas
particulier. Différentes formes de régularisation pour éliminer ce problème ont été discutées,
dont la convolution de l’image reconstruite avec le modèle de la FR (méthode du sieve).
L’algorithme a été implémenté de façon à permettre son utilisation dans le cadre d’étude
dynamiques, mais aussi d’études de réplicats pour évaluer le bruit dans les images. Il a été
comparé a un algorithme de référence utilisé sur la caméra qui n’utilise pas de modèles de
résolution spécifique à l’HRRT afin d’évaluer l’apport de l’approche RM. Nous avons pour cela
réalisé des mesures dans un fantôme avec des structures de taille comparable aux structures
cérébrales qui nous intéressent, afin d’évaluer le compromis entre bruit statistique et résolution
permis par la modélisation de la résolution. Nous avons ainsi constaté que RM permettait de
récupérer de façon statistiquement significative des niveaux de contraste qui ne peuvent être
atteint sans RM, pour des niveaux de bruit statistique comparables. Par ailleurs, pour un même
niveau de bruit dans une VOI de faible taille, le niveau de variance au niveau d’un voxel était
plus faible, les corrélations positives entre voxels voisins étaient augmentées et les corrélations
négatives diminuées.
Nous avons appliqué cet algorithme à deux protocoles cliniques de recherche. Nous avons
tout d’abord sélectionné 5 patients sains d’un protocole d’une étude clinique utilisant le PE2I.
Les CAT observées dans des régions d’intérêt spécifiques de petite taille étaient plus élevées
avec RM, d’un facteur comparable à ce qui a été observé dans le fantôme, alors que l’augmen-
tation d’activité dans la région de référence, plus grande, était quasi-inchangée. Cette augmen-
tation dans les CAT spécifiques s’est également traduite par une augmentation comparable du
BP, suggérant ainsi que cette dernière augmentation soit due à une diminution des EVP. Nous
avons également appliqué notre algorithme à une étude plus exploratoire utilisant le Flumaze-
nil, cherchant à évaluer ses performances dans des études paramétriques. RM conduit alors dans
les premières itérations et pour des statistiques suffisantes à de meilleures corrélations spatiales
et temporelles. Elle peut donc être appliquée au niveau des régions d’intérêt pour donner des
mesures quantitatives moins biaisées. Cependant, le niveau de bruit au niveau du voxel est trop
importante pour que cette seule méthode soit utilisée. La méthode du sieve permettant une ré-
gularisation de la reconstruction conduit à de meilleures corrélations spatiales et temporelles,
mais au prix d’une résolution dégradée (la résolution spatiale est semblable à la résolution des
images reconstruites sans RM). D’autres méthodes doivent donc être développées.
Dans un second temps, nous avons proposé une méthode pour débruiter les CAT temporel-
lement, afin de diminuer la variance dans les données sans dégrader la résolution. Nous avons
implémenté et évalué une approche MAP de débruitage des sinogrammes ou des images re-
construites. Cette approche de débruitage MAP utilise un a priori adapté aux signaux du pro-
tocole, en modélisant la distribution des coefficients dans une base d’ondelettes de l’ensemble
des bins d’un sinogramme ou voxels de l’image, et une fonction d’attache aux données adaptés
à la structure du bruit observée en TEP. Nous avons comparé sur une simulation Monte-Carlo
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cette méthode avec la méthode "SureShrink" de débruitage par ondelettes, qui est une mé-
thode de référence en traitement d’images. Celle-ci consiste à favoriser les descriptions parci-
monieuses dans une base d’ondelettes, l’a priori choisi ne traduisant cependant pas directement
une connaissance sur les données TEP recherchées. Par ailleurs, elle requiert l’utilisation d’une
transformée avant débruitage afin de rendre les données approximativement normales. L’objec-
tif était donc ici d’évaluer l’apport en terme de biais et variance de cette méthode MAP incluant
un a priori adapté aux données TEP en utilisant une simulation Monte-Carlo.
Celle-ci comprenait un fantôme elliptique 2D reprenant quelques structures cérébrales, et des
courbes d’activité temps dérivées d’un examen [18F]-FDG. Des processus ponctuels de Poisson
inhomogènes ont été simulés en utilisant ces CAT interpolées par splines cubiques, un modèle
de dégradation de la résolution dans l’espace image a été utilisé, et des réplicats ont été générés
afin d’analyser les propriétés statistiques des données débruitées.
Nous avons ensuite choisi une base d’ondelettes adaptées à nos signaux de supports bornés.
Des décompositions invariantes par translation ont également été étudiées.
Nous avons d’abord mis en oeuvre deux variantes de la méthode "SureShrink" en utilisant la
transformée de Haar-Fisz pour rendre les données TEP approximativement normales, en mon-
trant au préalable que cette transformée donnait de bons résultats dans les bins de sinogrammes
dont le nombre total de coïncidence est suffisamment élevé au cours de l’examen.
Nous avons ensuite implémenté les approches MAP en modélisant l’a priori à partir de la
moyenne de réplicats simulés pour l’approche par sinogrammes, et à partir de réplicats simulés
et également reconstruits pour l’approche de débruitage des images. Différentes variantes de
débruitage ont été explorées, incluant en particulier des contraintes sur les bornes du support
des coefficients d’échelle. Nous avons également proposé une modélisation par sous-bande afin
de réduire la quantité d’information apporté dans l’a priori. Les paramètres de l’algorithme de
débruitage ont ensuite été déterminés, et des réplicats ont été simulés afin d’être débruités.
Nous avons tout d’abord analysé les performances du débruitage des sinogrammes, et nous
avons montré une forte réduction de la variance au niveau des bins dans toutes les approches
utilisées par rapport à celle des données originales, d’un facteur supérieur à 7. D’autre part,
l’approche proposée est caractérisée par un biais moins important en début d’examen comparé
aux méthodes SureShrink.
Nous avons ensuite évalué les caractéristiques du bruit dans les sinogrammes débruitées, et
nous avons montré avec le test statistique de Jarque-Bera qu’il était raisonnable de supposer ces
données normales. Nous avons donc utilisé une reconstruction WLS pour ces données, et nous
avons analysé les performances en terme de biais et variance des différentes approches en les
comparant aux valeurs théoriques dans les régions d’intérêt.
Nous avons ainsi confirmé les résultats obtenus pour les sinogrammes, la variance ayant
été réduite après reconstruction d’un facteur 15 à 35 au niveau des voxels, comparée à une
approche sans débruitage. Par ailleurs, les méthodes développées étaient moins biaisées que les
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approches SureShrink, permettant en particulier une meilleure restitution des composantes de
haute fréquence dans les ROI et les voxels suivant des cinétiques artérielles, qui constituaient
l’une des principales difficultés du débruitage. Nous avons surtout constaté que les CAT au
niveaux des régions dans les images moyennes ou dans un réplicat, ou au niveau des voxels
étaient qualitativement semblables. Nous avons également montré qu’une reconstruction LS
permettait des résultats similaires, ce qui permet de s’affranchir de l’estimation de la variance
au niveau des bins de sinogrammes.
Enfin, nous avons cherché à mettre en oeuvre un débruitage dans les images reconstruites.
Celui-ci utilisait des fonctions d’attache aux données ad hoc, car la structure du bruit dans les
images TEP reconstruites ne permet pas de dériver directement un terme d’attache aux don-
nées convexe. Cette approche donne des résultats très nettement inférieurs (gain de variance
d’un facteur 1.5 environ) aux approches de débruitage par sinogramme, y compris pour les mé-
thodes SureShrink. Ceci semble lié à des modèles mal adaptés aux données TEP, et de nouvelles
approches devront être adoptées pour débruiter les images reconstruites.
Nous avons donc vu que ces approches étaient très prometteuses dans l’optique d’analyses
quantitatives au niveau du voxel dans une étude dynamique. La méthode RM-OP-OSEM est
actuellement appliquée dans un protocole Flumazenil au SHFJ. Pour la seconde méthode, l’in-
térêt de cette approche ayant été démontrée sur simulation Monte-Carlo, des stratégies doivent
encore être étudiées afin de permettre d’estimer expérimentalement les paramètres de l’a priori
de la meilleure façon possible, et permettre ainsi son évaluation dans des conditions d’examen.
Annexe A
Modélisation compartimentale des
traceurs utilisés
Introduction
Cette annexe présente les modèles compartimentaux utilisé dans les deux études de récep-
teurs du chapitre III. Dans le cas du radiotraceur [11C]-PE2I, la constante de liaison (BP, pour
Binding potential en anglais) au transporteur de la dopamine (DAT, pour Dopamine Transpor-
ter) est estimée en utilisant un modèle simplifié avec tissu de référence [Lammertsma et Hume,
1996]. Pour le radiotraceur flumazenil [11C]-FMZ, la quantité de récepteurs aux benzodiaze-
pines (Bmax) ainsi que la constante de dissociation (Kd VR) sont estimés par la méthode de
Scatchard suite à un examen par saturation partielle des récepteurs [Delforge et al., 1995].
Ces deux méthodes visent en particulier à s’affranchir de prélèvements artériels très invasifs
pour obtenir la cinétique plasmatique comme vu au chapitre I. Avant de présenter ces deux mé-
thodes, nous rappelons dans la Figure A.1 le modèle à 4 compartiments classiquement adopté.
Modèle simplifié avec tissu de référence pour l’étude du [11C]-PE2I
Ce modèle repose sur deux simplifications visant à réduire le nombre de paramètres à esti-
mer. Il suppose tout d’abord l’existence d’un tissu de référence où le ligand ne peut se lier de
façon spécifique (combinaison de ligand libre et de liaisons non-spécifiques). Il est également
supposé que le niveau de liaison non-spécifique est semblable dans le tissu de référence et le
tissu d’intérêt. Dans la Figure A.2, ce niveau de simplification correspond au modèle représenté
en bleu à 2 compartiments pour la région de référence et 3 compartiments pour la région d’inté-
rêt, le modèle à 4 compartiments étant représentés en noir. Les 6 paramètres à estimer sont les
suivant : K1 et K1r (en mlplasma/min/mltissu), k2, k3, k4, k2r (en min-1). On suppose ensuite
qu’il est difficile de différencier le compartement libre et le compartiment spécifique, c’est à
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FIG. A.1 – Modèle classique de liaison ligand-récepteur à 4 compartiments. Ce modèle tient
compte du transport entre le compartiment sanguin où a été injecté le radiotraceur et le
compartiment tissulaire à travers la barrière hémato-encéphalique avec les constantes K1
(mlplasma/min/mltissu) et k2 (min-1). Trois compartiments tissulaires correspondant au ligand
libre, au ligand lié à son récepteur ou au ligand lié à une molécule de façon non-spécifique sont
également envisagés, avec leurs constantes cinétiques respectives (min-1). La TEP mesure les
trois compartiments tissulaires et une fraction FV du compartiment sanguin.
dire qu’un simple modèle à deux compartiments avec une cinétique plasmatique donnerait de
bons résultats. C’est le cas du [11C]-PE2I en prenant pour région non-spécifique le cervelet.
Les résultats de ces simplifications est illustré dans la Figure A.2. Dans ce cas le nombre de
compartiment dans la région tissulaire spécifique se réduit également à 2 compartiments et 2
constantes (en vert foncé sur la Figure A.2).
Les équations différentielles liées à ce modèle sont les suivantes pour le premier modèle en
reprenant les notations de la Figure A.2 :
dClns
dt
= K1Cp(t)− k2Clns(t)− k3Clns(t) + k4Cs(t) (A.1)
dCs
dt
= k3 Clns(t)− k4 Cs(t) (A.2)
dCr
dt
= K1r Cp(t)− k2r Cr(t) (A.3)
et dans le modèle tissulaire à 2 compartiments :
dCt
dt
= K1t Cp(t)− k2tCt(t) (A.4)
dCr
dt
= K1r Cp(t)− k2r Cr(t) (A.5)
avec K1 = K1t.
Le volume de distribution (DV) est un paramètre physiologique défini dans les modèles
compartimentaux comme le rapport à l’équilibre entre la concentration de ligand libre dans les
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FIG. A.2 – Modèle simplifié avec région de référence. A : compartiment dans une région avec
récepteurs (région spécifique) ; B : région sans récepteur (non-spécifique). On ne considère
dans la région de référence qu’un compartiment non-lié spécifiquement, et un compartiment
tissulaire indifférencié dans la région d’intérêt.
tissus et la concentration plasmatique. Le volume de distribution de ligand libre est également
défini par le rapport K1
k2
. Il correspond au volume de sang qu’occuperait la quantité de ligand
libre présente dans 1 ml de tissu si la concentration de ligand libre dans le sang et dans le
tissu étaient les mêmes. Ainsi, un volume de distribution supérieur à 1 ml de sang/ml de tissu
indique que la concentration de ligand libre dans le sang est inférieure à celle dans le tissu.
Dans le modèle simplifié que nous utilisons, il est supposé que le volume de distribution est
semblable dans le compartiment tissulaire d’intérêt et dans la région de référence, c’est à dire
que K1t
k2t
= K1r
k2r
, ou k2r = k2t
K1r
K1t
= k2t
R1
. Il ne reste donc comme inconnues que K1t, k2t et R1.
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Un des paramètres important dans une étude ligand-récepteur est le potentiel de liaison (BP
pour Binding Potential, sans unité), égal à k3
k4
. Pour trouver une relation entre les variables
restantes et le BP, il faut revenir sur l’hypothèse de simplification de la cinétique tissulaire. Si la
cinétique tissulaire est correctement représentée par un compartiment tissulaire au lieu de deux,
alors en particulier le volume de distribution total observé, qui est un paramètre robuste dans la
quantification des récepteurs, doit être identique dans les deux cas. Pour le premier modèle, on
obtient :
DVtotal =
Clns,eq + Cs,eq
Cp,eq
=
K1t
k2
(1 +
k3
k4
) =
K1t
k2
(1 +BP ) (A.6)
où l’indice eq indique l’équilibre. Le second modèle donne simplement :
Ct,eq
Cp,eq
=
K1t
k2t
(A.7)
Ces deux équations permettent donc de relier k2, k2t et BP dans les équations.
La résolution des équations (A.4) et (A.5) donne alors :
Ct(t) = R1Cr(t) +
[
k2 −
R1 k2
1 +BP
]
Cr(t) ∗ exp
[
−
k2
1 +BP
t
]
(A.8)
Autrement dit, Ct(t) ne dépend de Cr(t) (et plus de Cp(t) que par l’intermédiaire de 3 para-
mètres :R1, k2 etBP . Ce sont ensuite ces 3 paramètres qui sont estimés, souvent par la méthode
des moindres carrés pondérés.
Analyse de Scatchard appliquée à la méthode de saturation partielle par [11C]-FMZ
Il s’agit également d’une modélisation simplifiée qui permet de ne pas recourir à la cinétique
plasmatique. La situation est celle représentée en bleue dans la Figure A.2 pour le tissu spéci-
fique (3 compartiments), avec le même modèle pour la région de référence que précédemment
(2 compartiments). Cependant, certains paramètres vont être modifiés pour faire apparaître des
paramètres physiologiques d’une étude ligand-récepteur, qui vont ensuite être estimés.
La concentration de récepteurs dans le tissu spécifique, appelée Bmax (en pmole/mltissu) est
l’un des principaux paramètres d’intérêt. La constante d’association entre récepteur et ligand
sera appelée kon et koff la constante de dissociation (correspondant à k4 dans le modèle à 4
compartiments) . La concentration locale de ligand au voisinage des récepteurs, susceptible de
se lier avec eux, sera appelée Cl,rec. Par définition,
k3Clns(t) = kon (Bmax − Cs(t))Cl,rec (A.9)
Le volume de réaction (VR) sera ensuite défini comme le rapport à l’équilibre de la concentra-
tion moyenne de ligand libre dans le tissu spécifique avec la concentration de ligand libre près
des récepteurs. Le volume de réaction généralise le concept de volume de distribution, introdui-
sant la notion d’une possible hétérogénéité de concentration à l’intérieur du tissu. Ceci revient
à écrire :
k3 =
kon
VR
(Bmax − Cs(t)) (A.10)
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La variable kon et la variable koff pouvant être mesurées expérimentalement, on remplace les
inconnues k3 et k4 par deux nouvelles inconnues V R et Bmax.En pratique, on estime plutôt konVR
et koff expérimentalement, ou plutôt Kd V R = koffkon VR, Kd étant la constante de dissociation
à l’équilibre (Kd = koffkon ). Si la valeur de V R est souhaitée, on peut mesurer Kd in vitro.
L’analyse de Scatchard repose sur le rapport à l’équilibre entre Cs,eq et Clns,eq :
Cs,eq
Clns,eq
=
k3
k4
(A.11)
En utilisant les équations (A.9) et (A.10), on obtient :
Cs,eq
Clns,eq
=
kon
koffV R
(Bmax − Cs,eq) =
Bmax − Cs,eq
Kd VR
(A.12)
En pratique, on mesure dans la région spécifique la contribution des différents compartiments :
(1 − FV )Cp(t) + Cs(t) + Clns(t) et on suppose qu’on mesure dans la région de référence
(1−FV )Cp(t)+Clns(t), c’est à dire que les fractions volumiques et les volumes de distribution
sont semblables dans les deux régions. En soustrayant la CAT de la région de référence de
la CAT de la région d’intérêt, on obtient donc une estimation de Cs, et le rapport Cs,eqClns,eq peut
ensuite être calculé dans l’équation (A.12). Si l’on trace Cs,eq
Clns,eq
en fonction de Cs,eq, on obtient
une droite dontBmax etKd VR sont respectivement l’abscisse à l’origine et l’inverse de la pente.
Il suffit donc de connaître quelques valeurs (deux suffisent) de Cs,eq et Clns,eq pour estimer les
paramètres d’intérêt.
Pour l’étude des récepteurs benzodiazepines avec le [11C]-FMZ, la région de référence est
le pont. Pour ce traceur, une méthode a été développé mettant à profit la décroissance obser-
vée de Cs,eq au cours d’un examen TEP : on va suivre le rapport CsClns au cours d’un examen
après co-injection d’une dose de FMZ marquée et d’une dose non marquée. Le rapport entre
substance marquée et non marquée doit être tel que la molécule non marquée occupe suffisam-
ment de récepteurs (au moins 50%) sans toutefois empêcher d’observer une baisse significative
de ce pourcentage en un temps suffisamment court (1h d’examen) [Delforge et al., 1995]. Une
correction est également effectuée à partir de simulations obtenues avec un modèle complet
(sans simplifications) pour tenir compte de la présence de récepteurs dans le pont [Delforge
et al., 1996]. Un exemple d’analyse de Scatchard résultant de ce protocole est représenté dans
la Figure A.3.
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FIG. A.3 – Représentation de l’analyse de Scatchard obtenue pour un examen [11C]-FMZ avec
méthode de saturation partielle. On observe qu’après 4 minutes le système est à l’équilibre : le
rapport lié/libre en fonction du lié suit une droite, d’où peuvent être tirés Bmax et KdVR (tiré
de [Delforge et al., 1996]).
Annexe B
Dérivations de l’algorithme EM-ML en
TEP
Introduction
Nous allons dans cette annexe présenter une dérivation de l’algorithme EM pour la maximi-
sation de la vraisemblance dans le cas de données TEP suivant des lois de Poisson. Nous ne
prendrons pas ici en compte les estimés des diffusés et des fortuits pour simplifier la présenta-
tion.
L’algorithme EM suppose l’existence sous-jacente au problème de données non observées
permettant de simplifier le problème statistique, en particulier l’expression de la vraisemblance :
on parle de données complètes. Les données observées peuvent être dérivées de ces données
complètes et sont alors considérées comme incomplètes. La première étape va alors être de
choisir les données complètes de notre problème. Notons que si les données complètes suivent
des lois de type exponentiel (comme la loi de Poisson en particulier), les étapes de l’algorithme
EM sont simplifiées [Dempster et al., 1977].
L’expression du logarithme de la vraisemblance est donnée par l’équation (II.30c) :
LV (f ) =
q∑
i=1
gi log g¯i − log gi !− g¯i
=
q∑
i=1
gi log
p∑
j=1
hijfj − log gi !−
p∑
j=1
hijfj
et le maximum de vraisemblance par l’équation (II.30d) :
fMV = argmax
f
q∑
i=1
gi log
p∑
j=1
hijfj −
p∑
j=1
hijfj
Notons que le terme gi log
∑p
j=1 hijfj empêche une résolution analytique. Supposons que
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nous connaissions le nombre d’émission dans un voxel j détectée par un couple de détecteurs
i que nous appelerons {dij}, alors en particulier gi =
p∑
j=1
dij , et fj =
q∑
i=1
dij ; ces données sont
bien complètes. Quelles lois suivent-elles ?
Une réalisation Dij = dij de ces variables peut être vue comme le résultat d’émissions dans
le voxel j entre deux instants, suivie de détections dans le couple de détecteur i de photons pro-
venant de ce voxel. Attribuons une variable aléatoire Ej associée à l’émission dans un voxel j.
Nous avons supposé dans le §I.3.2.f que cette variable suivait un processus ponctuel de Poisson
de paramètre fj : Pr (ej |fj) = Pfj (ej). Appelons ensuite hij la probabilité de détection dans
un couple de détecteur i de deux photons émis du voxel j. Alors Pr (dij|ej) = Bin (ej , hij). On
en déduit :
Pr (dij |fj) =
+∞∑
k=dij
(
k
dij
)
(hij)
dij (1− hij)
k−dij f
k
j
k !
e−fj
=
(hijfj)
dij
dij !
+∞∑
k=dij
+∞∑
n=0
[fj(1− hij)]
k−dij
(k − dij) !
e−fj
=
(hijfj)
dij
dij !
efj(1− hij)e−fj
=
(hijfj)
dij
dij !
e−fjhij = Pfjhij (dij)
(B.1)
Il s’agit en fait d’un amincissement d’un processus de Poisson, qui est lui-même de Poisson.
Ainsi ces variables vont également simplifier les étapes de l’algorithme EM.
Par ailleurs, nous venons de voir que les variables aléatoires associées aux données sont
la somme des variables associées à la détection dans un couple de détecteurs de photons pro-
venant d’un voxel. Etant donné que la somme de variables indépendantes suivant des lois de
Poisson suit elle-même une loi de Poisson, nous retrouvons que les hypothèses du §I.3.2.f sont
suffisantes pour dériver que les données suivent un processus ponctuel de Poisson.
Par conséquent, en supposant que les détecteurs opèrent de façon indépendante, la vraisem-
blance et la log-vraisemblance s’écrivent :
V (f ) =
∏
i=1···q
j=1···p
[fjhij]
dij
dij !
e−fjhij (B.2)
et
LV (f ) =
∑
i=1···q
j=1···p
dij log fj + dij log hij − log dij !− fjhij (B.3)
La solution MV devenant :
fMV = argmax
f
∑
i=1···q
j=1···p
dij log fj − hijfj (B.4)
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qui a une expression analytique simple (voir ci dessous).
Algorithme EM-ML
L’algorithme EM, comme son nom l’indique, est un algorithme itératif qui est composé de deux
étapes [Dempster et al., 1977] :
- Estimation des données complètes à partir de g et de l’estimé de f à l’itération k précé-
dente :
Q
(
f |f (k)
)
= E
{
log Pr (dij|f ) | g,f (k)
} (B.5)
- Maximisation de Q
(
f |f (k)
)
f (k+1) = argmax
f
Q
(
f |f (k)
) (B.6)
Ces deux étapes sont ici simplifiables parce que les lois considérées sont de type exponentiel.
En effet, dans le cas des données TEP,
∑
i=1···q
j=1···p
dij log hij − log dij ! ne dépend pas de f , les
variables Dij sont indépendantes et l’étape M va consister à maximiser en fonction de f . Il
suffit donc de calculer dans un premier temps :
d
(k)
ij = E
{
dij|f
(k)
j , gi
}
(B.7)
puis maximiser
q∑
i=1
d
(k)
ij log (fj)− fjhij (B.8)
Etape d’estimation
Nous avons vu précédemment que Pr (dij) = Pf(k)j hij(dij) et Pr (gi) = P p∑
j=1
f
(k)
j hij
(gi). Par
définition de la propriété conditionnelle :
Pr (Dij = dij|gi) =
Pr (Dij = dij, gi)
Pr (gi)
=
Pr
(
Dij = dij,
∑
t6=j
Dit = gi − dij
)
Pr (gi)
(B.9)
Comme la somme de variables aléatoires suivant une loi de Poisson suit une loi de Poisson de
moyenne la somme des moyennes de ces variables, si on pose sj = f (k)j hij et s =
p∑
t=1
f
(k)
t hit
l’équation précédente s’écrit :
Pr (Dij = dij|gi) =
Psj (dij)Ps−sj (gi − dij)
Ps (gi)
=
(
gi
dij
)
s
dij
j (s− sj)
(gi−dij)
sgi
(B.10)
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qui correspond à Bin (gi, sj/s). Puis :
E
{
dij|f
(k)
j , gi
}
=
gi∑
dij=0
dij
(
gi
dij
)
s
dij
j (s− sj)
(gi−dij)
sgi
=
gisj
s
gi∑
dij=1
(
gi − 1
dij − 1
)
s
dij−1
j (s− sj)
(gi−dij)
sgi−1
=
gisj
s
gi−1∑
dij=0
(
gi − 1
dij
)
s
dij
j (s− sj)
(gi−dij)
sgi−1
=
gisj
s
(B.11)
Etape de maximisation
La maximisation de la vraisemblance a été simplifiée par l’utilisation des données complètes.
En dérivant l’équation (B.8) par rapport au paramètre fj et en cherchant l’annulation de la
dérivée :
q∑
i=1
d
(k)
ij
f
(k+1)
j
− hij = 0
f
(k+1)
j =
q∑
i=1
d
(k)
ij
q∑
i=1
hij
(B.12)
Combinaison des deux étapes
En utilisant les deux dernières équations :
f
(k+1)
j =
1
q∑
i=1
hij
q∑
i=1
gisj
s
(B.13)
D’où :
f
(k+1)
j =
f
(k)
j
q∑
i=1
hij
q∑
i=1
gihij
p∑
t=1
f
(k)
t hit
(B.14)
L’algorithme EM-ML que nous venons de dériver peut s’écrire également en notation vecto-
rielle :
f (k+1) =
f (k)
Ht1q
Ht
g
Hf (k)
(B.15)
B. DÉRIVATIONS DE L’ALGORITHME EM-ML EN TEP 227
où les divisions doivent être comprises comme effectuées élément à élement.
Convergence de l’algorithme
Cet algorithme permet une augmentation de la log-vraisemblance à chaque itération. Le Hessien
de la log-vraisemblance est donné par :
∂2
∂fj∂fj′
LV(f ) = −
p∑
i=1
gi
hijhij′
(
∑
k hikfk)
2
, (B.16)
et est défini négatif si la matrice H a au moins autant de lignes (projections) que de colonnes
(pixels), et est de rang plein [Lange et Carson, 1984]. Dans ce cas la log-vraisemblance est
concave et l’algorithme converge vers le MV.
Algorithme vu comme une descente de gradient
Dans le cas de données poissonniennes, l’algorithme EM utilisé pour la maximisation de
la vraisemblance peut être vu comme un algorithme de descente de gradient avec un facteur
d’échelle :
f (k+1) = f (k) +
f (k)
Ht1q
[
Ht
g
Hf (k)
−Ht1q
]
= f (k) + α(k)∇f(LV) (B.17)
avec α(k) =
f (k)
Ht1q
.
Algorithme vu comme la minimisation de fonctions auxiliaires séparables
Cette dérivation a également été faite par De Pierro [De Pierro, 1993]. Elle est basée sur
l’observation que la -log-vraisemblance (fonction de coût qui doit être minimisée) peut être vue
comme la somme de fonctions convexes ci :
−LV (f ) =
q∑
i=1
−gi log
p∑
j=1
hijfj+log gi !+
p∑
j=1
hijfj =
q∑
i=1
ci
(
p∑
j=1
hijfj
)
+log gi ! (B.18)
avec ci(l) = l − gi log(l). Notons que le terme log gi ! n’est pas utilisé pour la maximisation,
nous le supprimerons donc dans la suite.
Ces fonctions ne sont que partiellement séparables : elles ne peuvent être séparées en fonc-
tion convexes pour chaque voxel à cause du terme gi log(l). L’idée consiste à chercher des
fonctions auxiliaires séparables cij qui lorsqu’on les minimise permettent de maximiser de fa-
çon monotone la LV. Appelons φ
(
f ,f (k)
)
la fonction auxiliaire de coût qui leur est associée.
Pour maximiser la vraisemblance de façon monotone, alors cette fonction doit vérifier :
– φ
(
f (k),f (k)
)
= −LV
(
f (k)
)
: la somme des fonctions auxiliaires doit avoir la même
valeur que la fonction de coût à minimiser en l’itération k considérée pour f (k)
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– ∇f [φ
(
f ,f (k)
)
] = {−∇fLV (f )}f(k) : la fonction de coût auxiliaire doit avoir le même
gradient en tous points que celui de la fonction de coût au point f (k)
– ∀f > 0, φ
(
f ,f (k)
)
≥ −LV (f ) : elle doit être au dessus de la fonction de coût si f > 0
(domaine où l’on recherche la solution)
En utilisant les propriétés de convexité, il est possible de ré-écrire les fonctions partiellement
séparables :
ci(
p∑
j=1
hijfj) = ci
(
p∑
j=1
[
hijf
(k)
j∑p
j′=1 hij′f
(k)
j′
][
fj
f
(k)
j
p∑
j′=1
hij′f
(k)
j′
])
≤
p∑
j=1
[
hijf
(k)
j∑p
j′=1 hij′f
(k)
j′
]
ci
(
fj
f
(k)
j
p∑
j′=1
hij′f
(k)
j′
)
=
p∑
j=1
cij(fj)
(B.19)
On retrouve alors la 3ème condition énoncée plus haut :
− LV (f ) ≤
q∑
i=1
p∑
j=1
cij(fj) (B.20)
Les deux autres sont vérifiables aisément. En conséquence, ce jeu de fonctions auxiliaires
convexes et séparables peut être utilisé.
L’étape de maximisation peut alors être effectuée en fonction de chaque paramètre. On ob-
tient alors :
q∑
i=1
{
∂cij
∂fj
}
fj=f
(k+1)
j
=
q∑
i=1
{
hij c˙i
(
fj
f
(k)
j
p∑
j′=1
hij′f
(k)
j′
)}
fj=f
(k+1)
j
= 0
q∑
i=1
hij −
q∑
i=1
hij
gif
(k)
j
f
(k+1)
j
∑p
j′=1 hij′f
(k)
j′
= 0
f
(k+1)
j =
f
(k)
j∑q
i=1 hij
q∑
i=1
hij
gi∑p
j′=1 hij′f
(k)
j′
(B.21)
et l’algorithme EM classique pour la maximisation de la vraisemblance de données poisso-
niennes est retrouvé. L’étape E de l’algorithme EM, aboutissant à la simplification de la vrai-
semblance en utilisant les données complètes décrites plus haut, peut donc être vue dans ce cas
comme le choix de fonctions auxiliaires convexes séparables.
Annexe C
Dérivation de l’algorithme WLS utilisé
Introduction
Nous allons dans cette annexe dériver l’expression de l’algorithme proposé dans [Stearns
et Fessler, 2002] permettant de trouver le maximum de vraisemblance de données lorsque la
log-vraisemblance est du type MCP, que nous avons utilisé dans le chapitre IV. En effet cet al-
gorithme est initalement dérivé de l’algorithme EM par Fessler [Fessler et Hero, 1994], mais sa
dérivation est plus simple lorsqu’on introduit la méthode d’optimisation utilisant des fonctions
auxiliaires séparables de type paraboles, évidemment adaptées à la fonction de coût que nous
considérons. La méthode développée précedemment pour l’algorithme EM avec données de
Poisson va tout d’abord être utilisée pour dériver des fonctions auxiliaires convexes séparables.
Dérivation de fonctions convexes séparables pour l’algorithme
Cette dérivation a également été effectuée par De Pierro [De Pierro, 1993]. La fonction de
coût que nous cherchons à minimiser dans le cas de données suivant des lois normales est
donnée par l’équation (II.29g) :
−LV(f ) =
1
2
‖g −Hf‖2W =
1
2
q∑
i=1
wi(gi −
p∑
j=1
hijfj)
2
où les wi correspondent à l’inverse de la variance observée dans le bin i. Cette fonction de coût
fait donc apparaître des fonctions convexes ci(l) = 12(wi(gi−l)
2) partiellement séparables. Nous
cherchons comme précédemment à dériver des fonctions séparables permettant de minimiser
la fonction de coût. Procédons de la même façon que dans l’annexe B. En écrivant l(k)i =
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p∑
j′=1
hij′f
(k)
j′ , l’estimé de la projection i à l’itération k, l’étape de maximisation devient :
q∑
i=1
{
∂cij
∂fj
}
fj=f
(k+1)
j
=
q∑
i=1
{
hij c˙i
(
fj
f
(k)
j
l
(k)
i
)}
fj=f
(k+1)
j
= 0
−
q∑
i=1
hijwi(gi −
f
(k+1)
j
f
(k)
j
l
(k)
i ) = 0
f
(k+1)
j = f
(k)
j
q∑
i=1
hijwigi
q∑
i=1
hijwil
(k)
i
= f
(k)
j + f
(k)
j
q∑
i=1
hijwi(gi − l
(k)
i )
q∑
i=1
hijwil
(k)
i
(C.1)
On obtient l’algorithme multiplicatif ISRA [Daube-Witherspoon et Muehllehner, 1986], consis-
tant à comparer les paramètres estimés et les données dans l’espace image. Cet algorithme res-
pecte en particulier la contrainte de positivité si l’initialisation de tous les voxels est positive.
Cependant, cet algorithme converge lentement comme l’algorithme EM-ML pour données de
Poisson, particulièrement lorsque des voxels doivent être mis à zéro. Ceci peut être vu à travers
l’exemple de la contrainte inhérente de positivité de ces algorithmes. En effet, celle-ci impose
une gradient négatif important pour la fonction auxiliaire lorsque la valeur du voxel considéré
s’approche de 0. La contrainte de positivité est imposée par la forme avec laquelle nous avons
ré-écrit cij(fj) = cij( fj
f
(k)
j
) pour la majorer par des fonctions séparables en se servant de la
convexité de ci. En effet, la valeur de la dérivée seconde de cij en 0 est dans le cas de lois
normales :
lim
l→0
c¨ij(l) = wigihij
l
(k)
i
f
(k)
j
(C.2)
qui tend donc vers +∞ quand f (k)j tend vers 0.
Nous allons donc adopter une autre approche pour résoudre ce problème, en essayant de ne
pas faire dépendre cij de l’inverse de f (k)j .
Dérivation de fonctions séparables sans critères de positivité
L’astuce consiste à ré-écrire la fonction ci différemment pour utiliser les propriétés de convexité,
en introduisant une différence au lieu d’un rapport. Cette approche a été proposée par De Pierro
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[De Pierro, 1995] :
ci(l
(k)
i ) = ci


p∑
j=1
hij
p∑
j′=1
hij′
[
p∑
j′=1
hij′(fj − f
(k)
j ) + l
(k)
i
]
≤
p∑
j=1
hij
p∑
j′=1
hij′
ci
(
p∑
j′=1
hij′(fj − f
(k)
j ) + l
(k)
i
) (C.3)
D’où les fonctions auxiliaires paraboloïdes séparables :
cij(fj) =
hij
p∑
j′=1
hij′
ci
(
p∑
j′=1
hij′(fj − f
(k)
j ) + l
(k)
i
)
(C.4)
Notons en particulier que dans ce cas
lim
l→0
c¨ij(l) = wigi
p∑
j′=1
hij′ (C.5)
ce qui illustre les bonnes propriétés de convergence proche de 0 et
lim
fj→0
p∑
i=1
c˙ij(fj) = −
q∑
i=1
hijwi(gi −
p∑
j′=1
hij′(f
(k)
j′ − f
(k)
j )) (C.6)
qui illustre que la dérivée peut être positive en 0 lorsque f (k)j est proche de 0 et donc que le
minimum peut être négatif.
L’étape de minimisation va donc être associée à :
q∑
i=1
{
∂cij
∂fj
}
fj=f
(k+1)
j
=
q∑
i=1
{
hij c˙i
(
p∑
j′=1
hij′(fj − f
(k)
j ) +
p∑
j′=1
hij′f
(k)
j′ )
)}
fj=f
(k+1)
j
= 0
q∑
i=1
hijwi(gi −
p∑
j′=1
hij′(f
(k+1)
j − f
(k)
j )−
p∑
j′=1
hij′f
(k)
j′ ) = 0
f
(k+1)
j = f
(k)
j +
∑q
i=1 hijwi(gi −
p∑
j′=1
hij′f
(k)
j′ )
∑q
i=1 hijwi
p∑
j′=1
hij′
(C.7)
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On peut finalement inclure à cet algorithme le critère de positivité :
f
(k+1)
j =
f (k)j +
∑q
i=1 hijwi(gi −
p∑
j′=1
hij′f
(k)
j′ )
∑q
i=1 hijwi
p∑
j′=1
hij′

+
(C.8)
où le symbole ⌊ . ⌋+ indique une mise à 0 des valeurs négatives à chaque itération.
Annexe D
Algorithme de Douglas-Rachford utilisé
pour le débruitage MAP proposé
Introduction
Cette annexe reprend le formalisme et les développements de l’article [Combettes et Pesquet,
2007], appliqués au cas de données suivant des lois de Poisson (ou modélisées par des lois
gamma pour le débruitage d’images reconstruites) et avec les potentiels pour l’a priori utilisés
dans cette thèse.
Formulation MAP du problème abordé
L’objectif consiste à estimer un signal y¯ de RM à partir d’observations bruitées z ∈ RM
(M = 64 dans notre application). Pour cela, on suppose qu’on dispose éventuellement d’in-
formation a priori conduisant à ce que y¯ repose dans un sous-ensemble convexe fermé C de RM
(par exemple via une contrainte de positivité). Par ailleurs, on suppose que l’on dispose d’une
information a priori sur la distribution sur les coefficients x¯ =
{
ξ¯k
}
1≤k≤K,K≥M de y¯ dans une
trame. Ici, il s’agit d’une base d’ondelettes (DR2 ou DR3, avec K = 64), ou de l’union de deux
bases d’ondelettes (DRf avec K = 128), notée (ek)1≤k≤K dans la suite.
Appelons l’opérateur de trame F : RM → RK : y 7→ (〈y, ek〉)1≤k≤K , et son adjoint F ∗ :
R
K → RM : (ξk)1≤k≤K 7→
K∑
k=1
(ξkek). Notons que F ∗ ◦ F = νId, où ν = 1 pour DR2 ou DR3,
et ν = 1/2 pour DRf lorsqu’on choisit une répartition équivalente du signal dans DR2 et DR3
et que l’on veut utiliser les mêmes potentiels pour les coefficients d’ondelettes dans DRf que
ceux dans DR2 et DR3.
Sous les hypothèses suivantes données dans [Combettes et Pesquet, 2007] :
i. x¯, y¯ et z¯ sont des réalisations de variables aléatoires X¯ , Y¯ et Z¯
ii. Lorsque les composantes Y¯m de Y¯ sont données, les composantes Zm de Z sont des
variables conditionnellement indépendantes de fonctions de masse (cas discret) ou den-
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sités de probabilité absolument continue (cas continu) µZm|Y¯m=ηm ∝ exp (−ψm(ηm)),
avec (ψm)1≤m≤M potentiels convexes, semi-continus inférieurement et non identiquement
égaux à +∞.
iii. Les composantes de X¯ sont indépendantes de densités µXk|ξk ∝ exp (−φk(ξk)), avec
(ξk)1≤k≤K = F (y¯), avec (φk)1≤k≤K potentiels convexes finis sur R.
iv. la mesure de Lebesgue de (domψ1 × · · · × domψM) ∩ C n’est pas égale à zéro (compa-
tibilité entre la fonction d’attache aux données et les contraintes sur la solution)
nous sommes en présence du problème MAP :
arg min
x∈RK
− lnµX¯|Y¯ (x)− lnµZ¯|Y¯=F ∗x(z) (D.1)
qui peut s’écrire
arg min
x∈RK
f1(x) + f2(x) (D.2)
avec
f1 : R
K → R : x 7→
K∑
k=1
φk(ξk) (D.3)
et
f2 = Ψ ◦ F
∗ + ιC ◦ F ∗ (D.4)
Ψ : RM → R : (ηm)1≤m≤M 7→
M∑
m=1
ψm(ηm)
ιC : R
M → R : y 7→
{
0 si y ∈ C
∞ sinon
Notons que l’hypothèse d’indépendance supposée dans ii. et iii. permet d’obtenir des fonctions
de coût séparables pour chaque composante de Ψ et f1.
Algorithme de Douglas-Rachford pour le problème considéré
L’algorithme de Douglas-Rachford suivant :{
xn+ 1
2
= proxγf2xn
xn+1 = xn + λn
(
proxγf1(2xn+ 12 − xn)− xn+ 12
) (D.5)
avec λn ∈]0, 2[ (ici choisi égal à 1) et γ ∈]0,+∞[, converge alors vers la solution de ce problème
MAP. La valeur de l’opérateur proximal de f en x apparaissant dans cette équation est défini
par
proxfx = arg min
x′∈RK
f(x′) + ||x− x′||2
Il est alors nécessaire de calculer la valeur des opérateurs proximaux pour les potentiels
considérés dans notre application, ce qui a été effectué en s’appuyant sur les résultats de [Chaux
et al., 2007] et [Combettes et Pesquet, 2007].
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Opérateurs proximaux utilisés
L’une des propriétés des opérateurs proximaux conduit à ce que le calcul de l’opérateur proxi-
mal va pouvoir être effectué composante par composante ([Chaux et al., 2007], [Combettes et
Pesquet, 2007]). Ainsi proxf1x =
K∑
k=1
(proxφkξk)ek et de même la composante m de (proxΨη)
est proxψmηm.
Débruitage des sinogrammes
Fonction de coût f2 d’attache aux données
Chaque échantillon temporel de la CAT pour un bin de sinogramme suit une loi de Poisson :
µZm|Ym=ηm(ζm) =
η ζmm
ζm!
exp(−ηm) (D.6)
avec ηm > 0. Notons que la loi de Poisson tenant compte de la contrainte de positivité, le
sous-ensemble convexe C n’est pas ici utilisé à cet effet. Le potentiel ψm associé est
ψm(ηm) =


−ζm ln(ηm) + ηm si ηm > 0 et ζm ≥ 0
ηm si ηm = 0 et ζm = 0
+∞ sinon
(D.7)
avec pour opérateur proximal [Combettes et Pesquet, 2007] :
proxνγψmηm =
ηm − νγ +
√
|ηm − νγ|2 + 4νγζm
2
(D.8)
Finalement le calcul de l’opérateur proximal de γf2 peut être obtenu en utilisant la propriété
[Combettes et Pesquet, 2007] pour F (vérifiant les conditions requises) :
proxγf2 = proxγΨ◦F ∗ = Id + ν
−1F ◦ (proxνγΨ − Id) ◦ F ∗ (D.9)
et en utilisant que la m-ième composante de proxνγΨη est proxνγψmηm.
Fonction de coût f1 d’a priori
Le calcul de proxφk et donc celui de proxγf1 est plus direct. Nous avons dans ce travail considéré
deux cas :
i. pour les coefficients d’ondelettes de bord ou pour les coefficients d’approximation, nous
avons imposé les bornes de leur support
ii. pour les coefficients d’ondelettes centraux, nous avons choisis des potentiels de type
maximum d’entropie
φk = ωk| · −µk|+ τk| · −µk|
2 + κk| · −µk|
pk (D.10)
avec pk ∈ {4/3, 3/2, 3, 4}
236 D. ALGORITHME DE DOUGLAS-RACHFORD UTILISÉ POUR LE DÉBRUITAGE MAP PROPOSÉ
Dans le premier cas, le potentiel associé à la composante k est la fonction indicatrice sur
l’intervalle défini par les bornes ξmin et ξmax :
ι[ξmin,ξmax]k(ξk) =
{
0 si ξmin ≤ ξk ≤ ξmax
∞ sinon
(D.11)
qui est le potentiel associé à une distribution uniforme, dont l’opérateur proximal est défini
comme la projection sur ce segment [Chaux et al., 2007] :
proxι[ξmin,ξmax]k ξk =


ξmin si ξk < ξmin
ξk si ξmin ≤ ξk ≤ ξmax
ξmax si ξk > ξmax
(D.12)
Dans le deuxième cas, l’opérateur proximal est défini par [Chaux et al., 2007] :
proxφkξk = µk + signe(ξk − µk)proxκ|·|p/(2τ+1)(
1
2τ + 1
max{|ξk| − µk − ω, 0}) (D.13)
sachant que l’opérateur proximal de la fonction φ′(ξ) = κ′|ξ|p est [Chaux et al., 2007] :
proxφ′ξ =


ξ +
4κ′
3 · 21/3
(
(χ− ξ)1/3 − (χ+ ξ)1/3
)
avec χ =
√
ξ2 + 256κ′3/729, si p = 4/3
ξ + 9κ′2signe(ξ)(1−
√
1 + 16|ξ|/(9κ′2))/8 si p = 3/2
signe(ξ)(
√
1 + 12κ′|ξ| − 1)/(6κ′) si p = 3
(
χ+ ξ
8κ′
)1/3
−
(
χ− ξ
8κ′
)1/3
avec χ =
√
ξ2 + 1/(27κ′), si p = 4
(D.14)
Le calcul de proxψkξk puis proxγf1ξ peut alors être effectué.
Débruitage des images
Fonction de coût f2 d’attache aux données
Nous considérons cette fois-ci des potentiels associés à des distributions de type gamma :
ψm(ηm) =
{
−κ ln(ηm − µm) + ω(ηm − µm) si ηm > µm
+∞ sinon
(D.15)
avec ω ∈]0,+∞[ et κ ∈]0,+∞[ ayant pour opérateur proximal [Chaux et al., 2007] :
proxψmηm = µm +
ηm − µm − ω +
√
|ηm − ω − µm|2 + 4κ
2
(D.16)
Notons que dans cette approche la positivité de la solution n’est plus garantie par le choix du
potentiel. Une contrainte de positivité sur chaque composante de la CAT a donc été ajoutée,
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définissant ainsi le sous-ensemble convexe fermé C, de sorte que f2 = ιC ◦ F ∗ + Ψ ◦ F ∗.
L’application de la propriété de l’équation (D.9) pour le débruitage des sinogrammes donne :
proxγf2 = proxγ(Ψ+ιC)◦F ∗ = Id + ν
−1F ◦ (proxνγ(Ψ+ιC) − Id) ◦ F
∗ (D.17)
Il est alors nécessaire d’utiliser une autre propriété des opérateurs proximaux, dont les condi-
tions sont vérifiées dans ce cas (Proposition 12, [Combettes et Pesquet, 2007]) :
proxιCm+ψm = PCm ◦ proxψm (D.18)
avec PCm projection sur le convexe Cm (correspondant ici à la troncature des valeurs négatives).
Fonction de coût f1 d’a priori
Les fonctions de potentiel pour l’a priori sont les mêmes que dans l’approche sinogramme, il
suffit donc de se reporter aux équations (D.12), (D.13) et (D.14) pour le calcul de la valeur de
l’opérateur proximal correspondant.
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courbe activité temps : courbe décrivant l’évolution temporelle de l’activité dans un voxel ou une
région de l’image donnée, 45
effet de volume partiel : effet lié à la résolution spatiale des images et à l’échantillonnage conduisant
à des biais de quantification d’autant plus importants que la structure est de faible taille et avec
de nombreuses frontières, 42
fenêtre d’apodisation : filtre passe-bas utilisé en rétroprojection filtrée avec le filtre rampe pour éviter
d’amplifier le bruit lors de la reconstruction ; caractérisé par une fréquence de coupure jouant
sur le compromis entre bruit et résolution ; forme de régularisation du problème tomographique
, 63
filtrage des rétroprojections : opération de rétroprojection puis filtrage permettant d’inverser la
transformée de Radon en 2D et rayons X en 3D sous condition de séparabilité du filtre 3D,
63
fonction de réponse : réponse d’un système a une impulsion (δ de Dirac) localisée en un point ; par
défaut varie spatialement ou temporellement, 41
fonction de transfert : transformée de Fourier d’une fonction de réponse stationnaire, 56
frame : intervalle de temps d’un examen, généralement reconstruit indépendamment des autres inter-
valles de temps, 45
largeur à mi-hauteur : caractérise une fonction ; correspond à la distance séparant les deux points
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où la fonction vaut la moitié de son maximum, 37
largeur au dixième de hauteur : caractérise une fonction ; correspond à la distance séparant les deux
points où la fonction vaut le dixième de son maximum, 37
ligne de réponse : ligne reliant le centre de deux détecteurs sur laquelle on estime souvent que
l’annihilation a eu lieu, 32
michelogramme : tableau 2D décrivant la compression axiale de données ré-échantillonnées, 98
mode-liste : format de sauvegarde des données TEP de type évènementiel ; les identifiants des dé-
tecteurs intervenant dans chaque coïncidence sont sauvegardés et des étiquettes temporelles
régulièrement insérées, 35
parcours du positron : chemin parcouru par le positron avant son annihilation ; contribue à la réso-
lution intrinsèque en TEP, 36
pixel : surface rectangulaire élémentaire d’une image 2D, 73
problème bien posé : problème possédant une unique et stable solution, 56
problème mal posé : problème qui n’est pas bien posé, 56
projection droite : projection à un angle co-polaire nul (équivalent à une projection 2D dans un plan
axial), 71
projection (en tomographie) : ensemble d’intégrations linéiques des propriétés d’un objet (atténua-
tion linéique, activité...) le long d’une direction, équivalent à un ensemble de LOR de même
angle azimuthal en 2D et même angles azimuthal et co-polaire en 3D ; décrit par extension
l’action de calculer ces intégrations pour un objet, 14, 57, 65
projeteur ray driven : projeteur utilisant la position d’une LOR dans l’espace image et une interpo-
lation dans l’espace image pour obtenir une valeur de projection ou rétroprojection, 76
projeteur : matrice permettant la projection des données en utilisant des calculs géométriques, 75–76
régularisation : transformation d’un problème mal posé en problème bien posé, 80, 87–89
réponse impulsionnelle, voir fonction de réponse, fonction de transfert
résolution spatiale de l’image reconstruite : caractérise une image, et est dûe aux effets de résolution
intrinsèque, à l’algorithme de reconstruction et à d’éventuels traitements après reconstruction
(lissage), 41
résolution spatiale intrinsèque : caractérise la résolution spatiale d’un système d’acquisition, dûe à
un ensemble de phénomènes physiques venant dégrader la résolution, 41
rétroprojection filtrée : opérations successives de filtrage des projections et de rétroprojection per-
mettant l’inversion de l’opérateur de projection (transformée de Radon ou en rayons X respec-
tivement en 2D ou 3D), 62, 69
rétroprojection : opération adjointe de la projection qui consiste à propager dans une image les
valeurs mesurées d’une projection ; fonction d’une ou deux variables respectivement en 2D et
3D (distance radiale + distance axiale en 3D), 58
single : détection d’un seul photon dans la couronne de détecteurs, 33
sinogramme : format de sauvegarde des données TEP de type matriciel ; l’espace des projections
est échantillonné a priori, de façon régulière et chaque coïncidence induit l’incrémentation de
l’élément correspondant du sinogramme , 36
sous-bande : ensemble des coefficients d’ondelettes cj [k] à un niveau j de résolution donné, 154
span : compression axiale des données, telle que décrite dans le michelogramme, 98
transformée de Radon : opérateur consistant en l’intégration des propriétés d’un objet (atténuation
linéique, activité...) sur un hyperplan (ligne en 2D ou plan en 3D) orthogonal à une direction
donnée ; coïncide avec la projection en 2D, 57, 67
transformée en rayons X 3D : opérateur consistant en l’intégration linéique des propriétés d’un objet
(atténuation linéique, activité...) le long d’une direction définie par deux angles (azimuthal, co-
polaire) ; c’est une projection en 3D, 66
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voxel : volume parallépipédique élémentaire d’une image 3D, 44, 73
TITRE Exploitation de corrélations spatiales et temporelles en tomographie par émission
de positrons
RESUME Nous proposons, implémentons et évaluons dans cette thèse des algorithmes
permettant d’améliorer la résolution spatiale dans les images et débruiter les données en tomo-
graphie par émission de positrons. Ces algorithmes ont été employés pour des reconstructions
sur une caméra à haute résolution (HRRT) et utilisés dans le cadre d’études cérébrales, mais
la méthodologie développée peut être appliquée à d’autres caméras et dans d’autres situations.
Dans un premier temps, nous avons développé une méthode de reconstruction itérative intégrant
un modèle de résolution spatiale isotropique et stationnaire dans l’espace image, mesuré expé-
rimentalement. Nous avons évalué les apports de cette méthode sur simulation Monte-Carlo,
examens physiques et protocoles cliniques en la comparant à un algorithme de reconstruction
de référence. Cette étude suggère une réduction des biais de quantification, en particulier dans
l’étude clinique, et de meilleures corrélations spatialles et temporelles au niveau des voxels.
Cependant, d’autres méthodes doivent être employées pour réduire le niveau de bruit dans les
données. Dans un second temps, une approche de débruitage maximum a posteriori adaptée
aux données dynamiques et permettant de débruiter temporellement les données d’acquisition
(sinogrammes) ou images reconstruites a été proposé. L’a priori a été introduit en modélisant
les coefficients dans une base d’ondelettes de l’ensemble des signaux recherchés (images ou
sinogrammes). Nous avons comparé cette méthode à une méthode de débruitage de référence
sur des simulations répliquées, ce qui illustre l’intérêt de l’approche de débruitage des sino-
grammes.
DISCIPLINE Physique
SPECIALITE Imagerie Médicale
MOTS-CLEFS Tomographie par émission de positrons, problèmes inverses, reconstruction,
modélisation de la résolution, débruitage, ondelettes
LABORATOIRES D’ACCUEIL Laboratoire d’Imagerie Moléculaire Expérimentale (LIME).
CEA/SHFJ. 4 place du Général Leclerc, 91401 Orsay Cedex.
TITLE Utilisation of spatial and temporal correlations in positron emission tomography
ABSTRACT In this thesis we propose, implement, and evaluate algorithms improving
spatial resolution in reconstructed images and reducing data noise in positron emission tomogra-
phy imaging. These algorithms have been developed for a high resolution tomograph (HRRT)
and applied to brain imaging, but can be used for other tomographs or studies. We first deve-
loped an iterative reconstruction algorithm including a stationary and isotropic model of reso-
lution in image space, experimentally measured. We evaluated the impact of such a model of
resolution in Monte-Carlo simulations, physical phantom experiments and in two clinical stu-
dies by comparing our algorithm with a reference reconstruction algorithm. This study suggests
that biases due to partial volume effects are reduced, in particular in the clinical studies. Bet-
ter spatial and temporal correlations are also found at the voxel level. However, other methods
should be developed to further reduce data noise. We then proposed a maximum a posteriori
denoising algorithm that can be used for dynamic data to denoise temporally raw data (sino-
grams) or reconstructed images. The a priori modeled the coefficients in a wavelet basis of all
the signals without noise (in an image or sinogram). We compared this technique with a refe-
rence denoising method on replicated simulations. This illustrates the potential benefits of our
approach of sinogram denoising.
