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Abstract
Integral lattices invariant under the affine group AGLm(pt ) in its natural permutation module Λ
of dimension n = mt are studied. A complete description of such lattices is given. As a consequence
we have results on automorphism groups of affine invariant codes over fields and finite residue rings
Z/pkZ.
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1. Introduction
Let Fpn be a finite field of pn elements, and V be its additive group. For n = mt we
consider the affine general linear group Gm = AGLm(pt ) = V · GLm(pt ) of V considered
as a vector space over the subfield Fpt ⊆ Fpn of pt elements. The group Gm defines a
doubly transitive action on V . Define a lattice Λ as the group ring Z[V ] with the standard
scalar product. The group Gm acts naturally on Λ by permuting the basis vectors. Our goal
is to describe sublattices in Λ invariant under the group Gm.
An important example is that the Barnes–Wall lattices can be very simply realized by
this construction (see Section 5).
Any invariant sublattice Λ′ ⊆ Λ of full rank contains lΛ for some integer l (one can take
l = det(Λ′)). If l = pk11 · · ·pkrr is the representation as a product of integer prime numbers,
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described very easily, so one needs to classify invariant submodules in Λ/pkΛ for all k.
This shows that we need to classify invariant submodules in Zp ⊗Z Λ over the ring of
p-adic integers Zp .
We consider the group ring Zp[V ] in the form
A =
{∑
v∈V
avX
v
∣∣∣ av ∈ Zp}.
The natural action of the group Gm = AGLm(pt ) on A is defined as follows:
uˆ
(
Xv
)= Xu+v, u ∈ V,
gˆ
(
Xv
)= Xgv, g ∈ GLm(pt ),
where we consider V as an m-dimensional vector space over Fpt . Thus the problem of
describing the Gm-invariant Zp-submodules in A is equivalent to the problem of describing
the GLm(pt )-invariant ideals of the ring A.
The very first step is the study of invariant submodules in A/pA over the field
Fp = Zp/pZp . This situation is studied in coding theory [11,14,15,17]. An extended
cyclic code of length pn (i.e., invariant under GL1(pn)) is called affine invariant if it is
invariant under the group V . They were characterized by Kasami, Lin and Peterson [17].
Later Charpin reproved this result in terms of group algebras [14]. Furthermore, Berger
and Charpin proved [11] that the permutation group Per(C) of any affine invariant code
is either the symmetric group Sym(pn), or alternating group Alt(pn), or satisfies the
condition AGLm(pt ) ⊆ Per(C) ⊆ AΓLm(pt ) for some m, where AΓLm(pt ) = AGLm(pt ) ·
Gal(Fpt /Fp) is the semiaffine general linear group. Moreover, Berger [12] showed that the
automorphism group of an affine invariant code C over a field F can be easily constructed
from the permutation group. Actually Aut(C) ∼= F ∗ × Per(C). Therefore, determination
of AGLm(pt )-invariant codes settles the question to calculate the automorphism groups
of affine invariant codes. This result due to Delsarte [15]. He gave a necessary and
sufficient condition (in terms of defining sets) for affine invariant codes to be invariant
under GLm(pt ). Recently Berger and Charpin [11] found another condition equivalent to
those of Delsarte. In Section 3 we give new detailed description of AGLm(pt )-invariant
codes and we use these results in [4,7] to get very simple description of defining sets of
such codes.
The algebraic structure of modules over Fpt GLm(pt ) is studied in [9]. We need more
detailed investigation which is done in Section 3. Permutation modules and lattices for
related groups are considered also in [3,19,20].
The description of Zp-submodules in A gives the description of invariant submodules in
A/pkA over the ring Zp/pkZp ∼= Z/pkZ. There is growing interest in codes over Z/pkZ.
In particular, there has been much interest in Z/4Z codes as they have been shown to be a
systematic way of constructing very good binary codes. For example, the famous Kerdock
and Preparata codes are non-linear binary codes that contain more codewords than any
comparable linear codes presently known. Recently it was shown [16] that the Kerdock
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called the Gray map, of linear codes over Z/4Z. This fact stimulated investigations of
linear codes over Z/4Z. The Kerdock and Preparata codes, considered as codes (modules)
over Z/4Z, are analogs of classical Reed–Muller codes: they have dimension (rank) pn
and they are invariant under the affine group G1.
The description of invariant lattices is given in Section 4, Theorems 4.4, 4.9. The
particular cases m = 1 and m = n were considered in [5,6] in detail, see also Section 3.4.
Similar constructions of lattices were studied in [1,2,13,18]. The results of the Section 4
are used in [4,7] to describe Gm-invariant codes over rings Z/pkZ.
2. Preliminaries
The overall strategy of the paper is to replace the prime field Fp by a splitting field Fpt
of GLm(pt ), and then get the results over Fp by Galois descent. Similarly let Rp denote
the ring of integers in the unramified extension of the field Qp of p-adic numbers with
property Rp/pRp ∼= Fpt . So we define
A=
{∑
v∈V
avX
v
∣∣∣ av ∈ Rp}
as Rp-module. The group Gm acts on A.
The Frobenius map σ on Fpt ∼= Rp/pRp can be extended uniquely to an automorphism
of Rp . Then we have
A = {a ∈A | σˆ (a)= a},
where the action of σ on A is defined by
σˆ
(∑
avX
v
)
=
∑
σ(av)X
v.
The connection between Gm-invariant Rp-lattices in A and Zp-lattices in A will be
explained in Lemma 4.8.
3. Submodules over a field
In this section we consider the vector space
F =
{∑
v∈V
avX
v
∣∣∣ av ∈ Fq}
over the field Fq of q = pt elements. Our goal is to describe Fq -subspaces in F invariant
under the group Gm = AGLm(q). There are two interpretations of elements of F , as
functions from V to Fq and as elements of the group algebra. As a function, an element∑
avX
v is the one that assigns av to the element v of V . In Sections 3.1 and 3.3 we
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that the function realization is more suitable to study the invariance under the linear group
GLm(q), and the group algebra realization is more appropriate to study the invariance under
the group V of affine shifts.
3.1. The structure of the space F of functions over the affine group
Consider the polynomial functions
x
i0
0 · · ·xim−1m−1 =
∑
α0,...,αm−1∈Fq
α
i0
0 · · ·αim−1m−1Xα0e0+···+αm−1em−1 .
Since αq = α for α ∈ Fq , the polynomial functions can be reduced modulo xqs − xs . The
monomials xi00 · · ·xim−1m−1, 0  is  q − 1, s = 0,1, . . . ,m − 1, form a basis of the vector
space F over Fq . In this subsection we are going to describe Gm-invariant subspaces in
terms of these basis monomials.
We define the modules
M(λ0, . . . , λt−1) =
〈
x
i00+i01p+···+i0,t−1pt−1
0 · · ·xim−1,0+im−1,1p+···+im−1,t−1p
t−1
m−1∣∣ i0j + i1j + · · · + im−1,j  λj , j = 0,1, . . . , t − 1〉,
where 0  λj  m(p − 1), 0  isj  m(p − 1). Note that, in general, the monomials in
this definition may not be the basis monomials (but we can reduce them to basis ones). It
is easy to see that
M(m(p − 1), . . . ,m(p − 1))=F ,
M(0, . . . ,0) = 〈1〉,
M(λ0, . . . , λt−1) ⊇M(λ0, . . . , λj − 1, . . . , λt−1).
Further, if isj > p− 1 for some s, j , then is0 + · · ·+ isjpj + · · ·+ is,t−1pt−1 = is0 + · · ·+
(isj − p)pj + (is,j+1 + 1)pj+1 · · · + is,t−1pt−1, so
M(λ0, . . . , λt−1) ⊇M(λ0, . . . , λj −p,λj+1 + 1, . . . , λt−1).
Theorem 3.1. The module M(λ0, . . . , λt−1) is invariant under the group Gm. Fur-
thermore, any Gm-invariant submodule in F is equal to a sum of several modules
M(λ0, . . . , λt−1).
Proof. For any integers j  0 and s, d such that 0  s, d  m − 1, define linear
transformations δjs and εjs,d from F to itself by giving them as follows on the basis of
monomials:
δ
j
s
(
x
i0
0 · · ·xim−1m−1
)= ( is
j
)
x
i0
0 · · ·xis−js · · ·xim−1m−1, (1)
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j
s,d
(
x
i0
0 · · ·xim−1m−1
)= ( is
j
)
x
i0
0 · · ·xis−js · · ·xid+jd · · ·xim−1m−1. (2)
We recall that
(
is
j
)
= 0 for is < j . The following lemma is taken from [8] (it also
follows from [9]).
Lemma 3.2. Let M be a subspace of F . ThenM is invariant under Gm if and only if
(1) M is invariant under the transformations δjs and εjs,d for s = d and 0 s, d m− 1
and 0 j  q − 1, and
(2) M is spanned by monomials.
In particular, the lemma says that if a moduleM is invariant under Gm,
x
i00+i01p+···+i0,t−1pt−1
0 x
i10+i11p+···+i1,t−1pt−1
1 · · ·xim−1,0+im−1,1p+···+im−1,t−1p
t−1
m−1 ∈M,
where 0 iab  p − 1, 0 a m− 1, 0 b t − 1, and isj > 0 for some s and j , then
x
i00+···+i0,t−1pt−1
0 · · ·x
is0+···+(isj−1)pj+···+is,t−1pt−1
s · · ·xim−1,0+···+im−1,t−1p
t−1
m−1 ∈M,
x
i00+···
0 · · ·x
is0+···+(isj−1)pj+···+is,t−1pt−1
s · · ·xid0+···+(idj+1)p
j+···+id,t−1pt−1
d · · ·xim−1,0+···m−1 ∈M.
Suppose a Gm-invariant moduleM contains the monomial
x
i00+···+i0,t−1pt−1
0 x
i10+···+i1,t−1pt−1
1 · · ·xim−1,0+···+im−1,t−1p
t−1
m−1
such that
i00 + i10 + · · · + im−1,0 = λ0, . . . , i0,t−1 + i1,t−1 + · · · + im−1,t−1 = λt−1,
where 0 isd  p − 1. Then by Lemma 3.2 we haveM⊇M(λ0, . . . , λt−1). 
Here is one important particular case.
Example 1. IfM is the ρth order generalized Reed–Muller code then
M= 〈xi00 · · ·xim−1m−1 | i0 + · · · + im−1  ρ〉= ∑
λ0+···+λt−1pt−1ρ
M(λ0, . . . , λt−1).
Let S =⊕m(p−1)λ=0 Sλ denote the truncated polynomial ring
S
(
V ∗
)/(
V ∗(p)
)∼= Fq [x0, . . . , xm−1]/(xp)m−1i i=0
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The module S(pj ) is isomorphic to the j th Frobenius twist of S. Furthermore, the modules
S(λ0, . . . , λt−1) =
t−1⊗
j=0
(
Sλj
)(pj )
are simple modules over GLm(q) and over SLm(q), by Steinberg’s tensor product theorem.
Theorem 3.3. The following statements hold:
(i) The moduleM(λ0, . . . , λt−1) has a unique maximal submodule
t−1∑
j=0
M(λ0, . . . , λj − 1, . . . , λt−1)+
t−1∑
j=0
M(λ0, . . . , λj − p,λj+1 + 1, . . . , λt−1),
where the indices j are considered modulo t and it is assumed M(. . . ,−1, . . .) = 0,
M(. . . ,m(p − 1)+ 1, λj+2, . . .) =M(. . . , (m− 1)(p − 1), λj+2 + 1, . . .).
(ii) The module M(λ0, . . . , λt−1) is indecomposable as Gm-module with the head
isomorphic to S(λ0, . . . , λt−1).
Proof. (i) Any monomial f fromM(λ0, . . . , λt−1) is either a monomial
ax
i00+···+i0,t−1pt−1
0 x
i10+···+i1,t−1pt−1
1 · · ·xim−1,0+···+im−1,t−1p
t−1
m−1 (3)
with the property that
i00 + i10 + · · · + im−1,0 = λ0, . . . , i0,t−1 + i1,t−1 + · · · + im−1,t−1 = λt−1,
where 0 isd  p − 1, or an element of one of the modules
M(λ0, . . . , λj − 1, . . . , λt−1) and M(λ0, . . . , λj − p,λj+1 + 1, . . . , λt−1)
(in fact, these elements are obtained from the element (3) using transformations (1), (2)). In
the former case f generatesM(λ0, . . . , λt−1), in the latter case f belongs to the required
(maximal) module.
(ii) This is clear. 
Therefore, in order to determine whether M(µ0, . . . ,µt−1) ⊆M(λ0, . . . , λt−1), one
has to check the conditions M(µ0, . . . ,µt−1) ⊆M(λ0, . . . , λj − 1, . . . , λt−1), 0  j 
t − 1, and M(µ0, . . . ,µt−1) ⊆M(λ0, . . . , λj − p,λj+1 + 1, . . . , λt−1), 0  j  t − 1.
And so on.
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The module F can be decomposed as a direct sum of GLm(q)-submodules:
F =
q−1⊕
k=0
Fk,
Fk = {f :V → Fq | f (βα0, . . . , βαm−1) = βkf (α0, . . . , αm−1), β ∈ Fq}.
In particular,
Fk = 〈xi00 · · ·xim−1m−1 | i0 + · · · + im−1 ≡ k (mod q − 1), i0 + · · · + im−1 > 0〉
for k > 0 and
F0 = 〈x00 · · ·x0m−1〉= 〈1〉.
For k, 0  k  q − 1, let k = k0 + k1p + · · · + kt−1pt−1 be its p-adic expression,
0 ki  p − 1. For k > 0 let H[k] denote the set of all t-tuples (r0, . . . , rt−1) of integers
satisfying
(1) 0 rj m− 1;
(2) 0 kj + prj+1 − rj m(p − 1).
(Subscripts mod t .) Moreover, let H[0] consist of one t-tuple (0, . . . ,0).
Define
M[k](r¯)=M[k0, . . . , kt−1](r0, . . . , rt−1) =Fk ∩M(. . . , kj + prj+1 − rj , . . .).
Suppose
f = xi00+···+i0,t−1pt−10 · · ·xim−1,0+···+im−1,t−1p
t−1
m−1 ,
i0j + i1j + · · · + im−1,j = kj + prj+1 − rj
for all j = 0, 1, . . . , t − 1. If 0  isd  p − 1 for all s, d , then f ∈M[k](r¯). Further, if
isd > p − 1 for some s, d , then f ∈M[k](r0, . . . , rd − 1, . . . , rt−1) ⊆M[k](r¯).
Note that
Fk =M[k](m− 1, . . . ,m− 1).
Let us considerH[k] for k = q −1. It is easy to see that if (r0, . . . , rt−1) ∈H[q −1] and
rj = m− 1 for some j then (r0, . . . , rt−1) = (m− 1, . . . ,m− 1). Moreover, introducing
W = 〈1 − (1 − xq−10 ) · · · (1 − xq−1m−1)〉Fq =
〈∑
Xv
〉
Fqv =0
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Fq−1 =W ⊕M[q − 1](m− 2, . . . ,m− 2)
as a direct sum of GLm(q)-submodules. Therefore, we have the following decomposition
into a direct sum of GLm(q)-submodules:
F =W ⊕M[q − 1](m− 2, . . . ,m− 2)
q−2⊕
k=0
Fk. (4)
All summands (and composition factors) are nonisomorphic except forW ∼= F0.
There is a natural partial ordering in H[k]: (r1, . . . , rt−1)  (r ′1, . . . , r ′t−1) if and only
if rj  r ′j for all j . There is a similar natural partial ordering for t-tuples (k0, . . . , kt−1),
where k = k0 + k1p + · · · + kt−1pt−1, 0  ki  p − 1, is the p-adic expression of k,
0 k  q − 1.
The next theorem follows from results of [9], the definitions of M(λ¯) and M[k](r¯),
Lemma 3.2 and Theorem 3.3.
Theorem 3.4. The following statements hold:
(i) For k = q − 1 any indecomposable GLm(q)-module in Fk is equal to some module
M[k](r¯).
(ii) For k = q − 1 any indecomposable GLm(q)-module in M[k](m − 2, . . . ,m − 2) is
equal to some moduleM[k](r¯), r¯ = (m− 1, . . . ,m− 1).
(iii) Any GLm(q)-submodule in Fk is equal to a sum of several modules M[k](r¯), and
possiblyW .
(iv) M[k](r¯) ⊆M[k](r¯ ′) if r¯  r¯ ′.
(v) The submodule M[k](r¯) is indecomposable as GLm(q)-module with the head
isomorphic to S(k0 + r1p − r0, . . . , kt−1 + r0p − rt−1).
(vi) If r¯ ∈H(k) then GmM[k](r¯) =M(k0 + r1p − r0, . . . , kt−1 + r0p − rt−1).
(vii) The module M(λ0, . . . , λt−1) =M(0, . . . ,0) is equal to GmM[k](r¯), where k > 0,
k ≡ λ0 +· · ·+λt−1pt−1 (mod q − 1), k = k0 +k1p+· · ·+kt−1pt−1, 0 ki  p−1,
and
rj = 1
q − 1
(
t−1∑
i=0
λj+ipi −
t−1∑
i=0
kj+ipi
)
.
3.3. The structure of the group algebra F over the affine group
In this subsection we give another formulation of results from Section 3.1 using the fact
that elements of F can be considered as elements of a group algebra.
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vi ∈ V . We have an Gm-invariant filtration:
F =F (0) ⊃F (1) ⊃F (2) ⊃ · · · ⊃ {0}.
Note that F (1) is the unique maximal ideal of the algebra F . For 0  s  m − 1,
0 d  t − 1 we introduce elements
Ysd =
∑
α∈F∗q
α−pdXαes , q > 2;
Ysd = Ys = Xes − 1, q = 2.
Lemma 3.5. The following properties hold:
(i) Ysd ∈F (1);
(ii) The elements ∏m−1s=0 ∏t−1d=0 Y isdsd , 0 isd  p − 1, form an Fq -basis of the module F ;
(iii) (Ysd)p = 0;
(iv) The subspace Fq
∏m−1
s=0
∏t−1
d=0 Y
isd
sd is invariant under the diagonal subgroup of
GLm(q) and diag(α1, . . . , αm)(Ysd) = αp
d
s Ysd ;
(v) gˆ(Ysd) ≡∑m−1i=0 gpdis Yid (mod F (2)) for g = (gij ) ∈ GLm(q);
(vi) σˆ i(Ysd) = Ys,d+i (second subscript mod t);
(vii) If q > 2 then Fq
∏m−1
s=0
∏t−1
d=0 Y
isd
sd = Fq
∏m−1
s=0 x
(p−1−is0)+···+(p−1−is,t−1)pt−1
s for
(. . . , isd, . . .) = (0, . . . ,0), and ∏m−1s=0 ∏t−1d=0 Y 0sd = X0 =∏m−1s=0 (1 − xq−1s ).
We will prove this lemma later. The advantage of the basis {∏m−1s=0 ∏t−1d=0 Y isdsd } is that, it
is more suitable to study ideals in F . A submodule M⊆ F is an ideal if and only if it is
invariant under multiplications by the elements Ysd . Note that the product
∏m−1
s=0
∏t−1
d=0 Y
isd
sd
is considered as product in the group algebra F . In particular, the element Ysd , considered
as a function, is equal to xq−1−p
d
s for q > 2. However, Ysd · Ysd = Y 2sd = xq−1−2p
d
s .
We define the modules
R(λ0, . . . , λt−1) =
〈
Y
i00
00 Y
i01
01 · · ·Y i0,t−10,t−1 · · ·Y im−1,0m−1,0Y im−1,1m−1,1 · · ·Y im−1,t−1m−1,t−1∣∣∣∣∣
m−1∏
s=0
x
(p−1−is0)+···+(p−1−is,t−1)pt−1
s
∈M(m(p − 1)− λ0, . . . ,m(p − 1)− λt−1)〉,
where 0 λj m(p− 1), 0 isj  p − 1. In the other way, it can be defined inductively:
if
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〈
Y
i00
00 Y
i01
01 · · ·Y i0,t−10,t−1 · · ·Y im−1,0m−1,0Y im−1,1m−1,1 · · ·Y im−1,t−1m−1,t−1∣∣ i0j + i1j + · · · + im−1,j  λj , j = 0,1, . . . , t − 1〉,
then
R(λ0, . . . , λt−1) =R′(λ0, . . . , λt−1)+
t−1∑
j=0
R(. . . , λj + p,λj+1 − 1, . . .).
In particular,
R(0, . . . ,0) =F , R(m(p − 1), . . . ,m(p − 1))= 〈∑
v∈V
Xv
〉
,
and one has
R(λ0, . . . , λt−1) ⊇R(. . . , λj−1, λj + 1, λj+1, . . .)
(
λj < m(p − 1)
)
,
R(λ0, . . . , λt−1) ⊇R(. . . , λj + p,λj+1 − 1, . . .) (λj+1 > 0).
We define GLm(q)-modules F̂ , F̂k , M̂(λ¯), Ŵ , where they are respectively equal to F ,
Fk ,M(λ¯),W as the sets and the action given by
g ◦ f (x) = f (tgx).
Similar to the modules S and S(λ0, . . . , λt−1) from the previous section, we define
modules
S˜ = S(V )/(V (p)), Ŝ(λ0, . . . , λt−1) = t−1⊗
j=0
(
S˜λj
)(pj )
,
taking V in place of V ∗. It is clear that the submodule M̂(λ0, . . . , λt−1) is indecomposable
as Gm-module with the head isomorphic to Ŝ(λ0, . . . , λt−1).
Since the module R(m(p − 1), . . . ,m(p − 1)) is of dimension 1, one can define
GLm(q)-invariant pairings
F ×F → Fq, F̂ × F̂ → Fq,
thus there are the following isomorphisms of GLm(pt )-modules:
Ŝ
(
m(p − 1)− λ0, . . . ,m(p − 1)− λt−1
)∗ ∼= Ŝ(λ0, . . . , λt−1) ∼= S(λ0, . . . , λt−1)∗
∼= S(m(p − 1)− λ0, . . . ,m(p − 1)− λt−1).
Theorem 3.6. The following assertions hold:
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isomorphic to Ŝ(λ0, . . . , λt−1) ∼= S(m(p − 1)− λ0, . . . ,m(p − 1)− λt−1).
(ii) For any Gm-invariant submoduleM⊆F one hasM=R(λ0, . . . , λt−1) if and only
if M=M(m(p − 1)− λ0, . . . ,m(p − 1)− λt−1).
(iii) Any Gm-invariant submodule in F is a sum of several modulesR(λ0, . . . , λt−1).
(iv) For any Gm-invariant submodule M ⊆ F one has R =∑λ¯∈DM(λ¯) if and only if
M=∑λ¯∈DM(m(p − 1)− λ0, . . . ,m(p − 1)− λt−1).
(v) For any Gm-invariant submoduleM ∈F one has
M= {Y i0000 · · ·Y i0,t−10,t−1 · · ·Y im−1,0m−1,0 · · ·Y im−1,t−1m−1,t−1 ∣∣ (isj ) ∈ E, 0 isj  p − 1}
if and only if
M=
{
m−1∏
s=0
x
(p−1−is0)+···+(p−1−is,t−1)pt−1
s
∣∣∣∣ (isj ) ∈ E, 0 isj  p − 1
}
.
Proof. It follows from Lemma 3.5. 
Example 2. For the ideal F (j) in the ring F one has
F (j) =
∑
λ0+λ1+···+λt−1j
R(λ0, . . . , λt−1) =
∑
λ0+λ1+···+λt−1tm(p−1)−j
M(λ0, . . . , λt−1).
The next statement are taken from [5].
Lemma 3.7. The following assertions are true:
(i) (1 −Xα)+ (1 −Xβ) ≡ (1 −Xα+β) (mod F (2)).
(ii) (1 −Xα)p = 0.
(iii) If {v1, . . . , vn} is a basis of V over Fp , then the elements
(
1 −Xv1)k1 · · · (1 −Xvn)kn , 0 ki  p − 1,
form a basis of F over Fq .
Proof of Lemma 3.5. For q = 2 the statements are obvious. Let q > 2 and consider the
space
Bs =
〈
Xαes | α ∈ Fq
〉
.Fq
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with required properties (i), (iii), (iv), (vi). Property (ii) follows from the fact F =
B0 · B1 · · ·Bm−1. Property (vii) follows from (iv) and the fact [5, Proposition 9(x)]
t−1∏
d=0
Y
p−1
sd = (−1)t−1
∑
α∈Fq
Xαes .
It remains for us to prove the property (v). Let g(es) =∑i gisei . Then
gˆ(Ysd) =
∑
α =0
α−pdXα
∑
i gisei =
∑
α =0
α−pd
(
Xα
∑
i gis ei − 1)
≡
∑
α =0
α−pd
(∑
i
(
Xαgisei − 1))≡∑
i
∑
α =0
α−pdXαgisei
=
∑
i
g
pd
is
∑
α =0
α−pdXαei =
∑
i
g
pd
is Yid
(
mod F (2)).
Here we have used the property (Xv − 1) + (Xu − 1) ≡ (Xv+u − 1) (mod F (2)) (see
Lemma 3.7). 
3.4. Some special cases
In this subsection we consider two important extremal cases m = 1 and m = n. They
were considered in [5,6] in detail. Now we get those results as consequences of the present
considerations.
Let m = 1. Then Gm = AGL1(pn). In the coding theory codes in F invariant under
the group G1 are called affine invariant [8,14]. They are extended cyclic codes. Any
G1-invariant moduleM can be represented as a sum of several modulesM(λ0, . . . , λn−1),
where 0 λj  p − 1. Therefore, for some D we have
M=
⊕
k¯∈D
〈
x
k0+k1p+···+kn−1pn−1
0
〉
,
such that (k0, . . . , kn−1) ∈ D, ki > 0, implies (k0, . . . , ki − 1, . . . , kn−1) ∈ D.
In terms of the group algebra realization, any G1-invariant module M can be
represented as
M=
⊕
k¯∈D′
〈
Y
k0
00Y
k1
01 · · ·Y kn−10,n−1
〉
,
such that (k0, . . . , kn−1) ∈ D′, ki < p − 1, implies (k0, . . . , ki + 1, . . . , kn−1) ∈ D′.
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M can be represented as a sum of several modulesM(λ0), therefore
M=M(λ) = 〈xi00 · · ·xin−1n−1 ∣∣ i0 + · · · + in−1  λ〉
for some λ, which means thatM is a generalized Reed–Muller code.
In terms of the group algebra realization, any Gn-invariant module M can be
represented as M=R(k) for some k.
We have proved the following
Theorem 3.8 [6,8]. A code M is invariant under Gn = AGLn(p) if and only if M is a
generalized Reed–Muller code.
3.5. Submodules over a prime field
In this subsection we are going to determine the Gm-invariant Fp-submodules in the
module
A =
{∑
v∈V
avX
v
∣∣∣ av ∈ Fp}.
The following well known lemma (see also [5]) allows us to describe invariant
submodules over a prime field.
Lemma 3.9. Let U = ∑ni=1 Fgi be a vector space over a finite field F with a basis{g1, . . . , gn} and let a group H act on the module U . Let a finite field K be an extension of
F and τ :K → K be a generator of the Galois group Gal(K/F). Let U =∑ni=1 Kgi ⊃ U
be a vector space over the field K with the same basis and the actions of H and Gal(K,F )
are extended to U in the natural way. Then the map
µ :C → C ∩U
defines a bijective correspondence between the set of K-subspaces of U that are invariant
under H and τ , and the set of F -subspaces in U that are invariant under H .
Define
M(λ0, . . . , λt−1) = A ∩
t−1∑
i=0
σˆ
(M(λ0, . . . , λt−1)).
Introducing the map Tr :F → A by
Tr(f ) = f + f p + · · · + f pt−1,
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M(λ0, . . . , λt−1) = Tr
(M(λ0, . . . , λt−1))= {Tr(f ) | f ∈M(λ0, . . . , λt−1)},
M(λ0, . . . , λt−1) = M(λt−1, λ0, . . . , λt−2).
Now from Lemma 3.9 and Theorem 3.1 we obtain the following result.
Theorem 3.10. Any Gm-invariant submodule in A is equal to a sum of several modules
M(λ0, . . . , λt−1).
4. Submodules over Rp and Zp
In this section we will give a description of the Gm-invariant Rp-lattices in A and Zp-
lattices in A. We are going to lift the invariant ideals of F intoA, describe all Gm-invariant
lattices in A, and then write them in terms of functions. Finally, Galois descent completes
our investigation.
4.1. The structure of the group ring A
In this subsection we study the structure of A with the help of a special basis, which is
a lifting of the basis from Lemma 3.5. First we introduce some notations.
The group R∗p = Rp \ pRp of invertible elements of the ring Rp has a unique subgroup
isomorphic to F∗q . This subgroup is called the group of multiplicative representatives and is
the set of all solutions of the equation xq−1 = 1. Also it is the set of all invertible elements
in Rp of finite order. The Teichmüller representative α˜ ∈ Rp of an element α ∈ Fq is
defined as follows: it is 0 if α = 0, and it is (q − 1)st root of unity in Rp whose residue
class (modulo p) is α if α = 0.
LetA(j) be the ideal in the ringA generated by elements (1−Xv1) · · · (1−Xvj ), vi ∈ V .
The next lemma gives a construction of our special basis (compare with Lemma 3.5).
Lemma 4.1. There exist elements Zsd ∈A, 0 s m−1, 0 d  t−1 with the following
properties:
(i) Zsd ∈A(1) and Zsd ≡ Ysd (mod A(2));
(ii) The elements ∏m−1s=0 ∏t−1d=0 Zisdsd , 0 isd  p − 1, form an Rp-basis of the module A;
(iii) (Zsd)p = −pZs,d+1 (second subscript mod t);
(iv) The subspace Rp
∏m−1
s=0
∏t−1
d=0 Z
isd
sd is invariant under the diagonal subgroup of
GLm(q) and diag(α1, . . . , αm)(Zsd) = α˜spdZsd ;
(v) gˆ(Zsd) ≡∑m−1i=0 g˜pdis Zid (modA(2)) for g = (gij ) ∈ GLm(q);
(vi) σˆ i(Zsd) = Zs,d+i (second subscript mod t);
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Bs =
〈
Xαes | α ∈ Fq
〉
Rp
.
For q = 2 we take Zsd = Ysd = Xes − 1. It was proved in [5] that for q > 2 there
exist elements Zsd , such that the elements
∏t−1
d=0 Z
isd
sd , 0  isd  p − 1, form a basis
of Bs with required properties (i), (iii), (iv), (vi). Property (ii) follows from the fact
A = B0 · B1 · · ·Bm−1. It remains for us to prove only the property (v). It follows from
Lemma 3.5(v). 
We recall that a moduleL⊆A is invariant under the group V if and only if L is an ideal
in A. Therefore, by the previous lemma, L is invariant under V if and only if it is invariant
under multiplications by all elements Zsd .
We define a module
A0 =
{∑
v∈V
avX
v
∣∣∣ av ∈ Rp, ∑
v∈V
av = 0
}
=A(1)
and introduce an element
w =
∑
v∈V
Xv − pnX0.
Let K be the extension field of degree t of the p-adic numbers such that K ⊃ Rp . The
Gm-module KA decomposes as the direct sum of the trivial module K and the module
KA0. So we start with the description of invariant lattices in A0.
Lemma 4.2. Let L be a Gm-invariant sublattice in A0 and L ⊆ pA0 . Then L  w and
L⊃ pnA0. In particular, there are only finitely many similarity classes of the Gm-invariant
sublattices in A0.
Proof. For v ∈ V let Iv ⊆ Rp be the ideal of all av occuring in the decompositions
a = ∑avXv of vectors a ∈ L. Then Iv does not depend on v. If Iv = prRp , r > 1,
then L ⊂ prA0, which is a contradiction. Hence Iv = Rp . Therefore, there is an element
a =∑avXv ∈ L with a0 = 1. Note that ∑av = 0.
Now let H be a subgroup in GLm(q) acting cyclically on nonzero vectors of V . We
have
∑
g∈H
ga = a0
(
pn − 1)X0 +(∑
v =0
av
)(∑
v =0
Xv
)
= a0
(
pn − 1)X0 − a0(∑
v =0
Xv
)
= a0pnX0 − a0
(∑
Xv
)
= pnX0 −
∑
Xv = −w ∈L.
Therefore, pnXu −∑Xv ∈L for any u ∈ V and pn(X0 −Xu) ∈L. So L⊃ pnA0. 
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L(λ0, . . . , λt−1) =
〈
Z
i00
00 Z
i01
01 · · ·Zi0,t−10,t−1 · · ·Zim−1,0m−1,0Zim−1,1m−1,1 · · ·Zim−1,t−1m−1,t−1∣∣ i0j + i1j + · · · + im−1,j  µj , j = 0,1, . . . , t − 1; R(µ¯)⊆R(λ¯)〉.
In the other way, it can be defined inductively: if
L′(λ0, . . . , λt−1) =
〈
Z
i00
00 Z
i01
01 · · ·Zi0,t−10,t−1 · · ·Zim−1,0m−1,0Zim−1,1m−1,1 · · ·Zim−1,t−1m−1,t−1∣∣ i0j + i1j + · · · + im−1,j  λj , j = 0,1, . . . , t − 1〉,
then
L(λ0, . . . , λt−1) = L′(λ0, . . . , λt−1)+
t−1∑
i=0
L(. . . , λi + p,λi+1 − 1, . . .).
In particular,
L(0, . . . ,0) =A.
Note that
σˆ
(L(λ0, . . . , λt−1))= L(λt−1, λ0, . . . , λt−2).
The modules L(λ¯) can be considered as lifts and analogs of the modules R(λ¯). It is
clear that
L(λ¯)⊇ t−1∑
j=0
L(λ0, . . . , λj + 1, . . . , λt−1)+
t−1∑
j=0
L(λ0, . . . , λj + p,λj+1 − 1, . . . , λt−1).
If isj > p − 1 then Zisjsj = −pZ
isj−p
sj Z
1
s,j+1 by Lemma 4.1(iii), thus
L(λ¯)⊇ pL(λ0, . . . , λj − p,λj+1 + 1, . . .),
where we assume
L(λ0, . . . ,m(p − 1)+ 1, λj+2, . . .)= pL(λ0, . . . ,m(p − 1)+ 1 − p,λj+2 + 1, . . .).
In particular, in case λ¯ = (m(p − 1), . . . ,m(p − 1)) we have
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= p2L(m(p − 1)− p,m(p − 1)+ 1 − p,m(p − 1)+ 1 . . . ,m(p − 1))
= · · ·
= ptL((m− 1)(p − 1), . . . , (m− 1)(p − 1)).
Lemma 4.3. The module L(λ¯) is invariant under Gm.
Proof. It is clear that L(λ¯) is invariant under V . Let us prove its invariance under
elements g ∈ GLm(q). Consider the variable Z0,t−1 (another variables can be considered
similarly). The element a = g(Z0,t−1) has the property diag(α, . . . , α)(a) = α˜pt−1a,
thus g(Z0,t−1) is a linear combination of elements Zs,t−1, Zs1,t−2Zs2,t−2 · · ·Zsp,t−2,
Zs1,t−3 · · ·Zsbp,t−3Zt1,t−2 · · ·Ztp−b,t−2, and so on. It is sufficient to prove that, for any
monomial f ∈ L(λ¯), by substituting one variable Z0,p−1 in the monomial f by elements
Zs,t−1, Zs1,t−2Zs2,t−2 · · ·Zsp,t−2, Zs1,t−3 · · ·Zsbp,t−3Zt1,t−2 · · ·Ztp−b,t−2, . . . , we will get
again an element from the module L(λ¯). All these substitutions can be obtained as
combination of the following elementary substitutions: Z0,t−1 → Zs,t−1, Zs,t−1 →
Zs1,t−2 · · ·Zsp,t−2, Zs,t−2 → Zs1,t−3 · · ·Zsp,t−3, and so on. It is easy to see that under
these elementary substitutions we will get again monomial from L(λ¯). 
We introduce some types of lattices.
• Lattices of type I:
L=
∑
pl(λ0,...,λt−1)L(λ0, . . . , λt−1),
that is, L is a sum of several lattices plL(λ0, . . . , λt−1).
• Lattices of type II:
L= Rpw + psL0 + pnA0,
where L0 is of type I, 1 s  n.
Now we set
Lr,l,b = Rp
(
w + prbX0)+Rpplw +Rppr+lX0 + pmin(n,r)A0,
where 1  l  min(n, r), b ∈ R∗p , and either r = n or b ≡ 1 (mod pl). Note that
Lr,l,b = Lr,l,c if and only if b ≡ c (mod pl).
• Lattices of type III:
L= L0 + prA,
where L0 is a lattice of type I, r  0.
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L= Lr,l,b + psL0,
where L0 is a lattice of type I, l  s min(n, r).
• Lattices of type V:
L=
〈∑
v∈V
Xv
〉
+ psL0 + pn+lA,
where L0 is a lattice of type I, 1 l  s.
The next theorem gives a description of invariant lattices.
Theorem 4.4. The following assertions hold:
(i) Any Gm-invariant lattice L in A0, L ⊆ pA0 , is equal to a lattice of type I or II.
(ii) Any Gm-invariant full lattice L inA, L ⊆ pA, is equal to a lattice of type III, IV or V.
We need a couple of lemmas to prove this theorem. First we introduce some modules.
Let L= L(λ0, . . . , λt−1) and define
Li = pL(λ0, . . . , λi − p,λi+1 + 1, . . .)
if λi  p, and Li = 0 otherwise. Recall that Li ⊂ L. Define
L˜=
t−1∑
j=0
L(λ0, . . . , λj + 1, . . . , λt−1)+
t−1∑
j=0
L(. . . , λj + p,λj+1 − 1, . . .).
Composition factors of (L + p2A)/(L˜ + p2A) are Ŝ(λ0, . . . , λt−1) (it comes from the
head of L) and Ŝ(λ0, . . . , λi − p,λi+1 + 1, . . . , λt−1), i = 0, . . . , t − 1 (they come
from the heads of Li ). Therefore, there is a module extension of Ŝ(λ0, . . . , λt−1) by
Ŝ(λ0, . . . , λi − p,λi+1 + 1, . . . , λt−1), and we want to show that it does not split. To this
end, we introduce
Li = L˜+
∑
j =i
Lj + p2A,
L= (L+Li)/Li , Li = (Li +Li)/Li .
Note that (L+ p2A)/(L˜+∑Li + p2A)∼= Ŝ(λ0, . . . , λt−1),
Li ∼= Ŝ(λ0, . . . , λi − p,λi+1 + 1, . . . , λt−1).
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(i) If λi  p, λi+1 < m(p − 1) then the sequence
0 →Li → L→
(L+ p2A)/(L˜+∑Li + p2A)→ 0
of GLm(q)-modules, which can be written as
0 → Ŝ(λ0, . . . , λi − p,λi+1 + 1, . . . , λt−1) →L→ Ŝ(λ0, . . . , λt−1) → 0,
does not split.
(ii) If λ¯ = (m(p − 1), . . . ,m(p − 1)) then
L/L˜= 〈w¯〉⊕ (qL((m− 1)(p − 1), . . . , (m− 1)(p − 1))+ L˜ )/L˜,
where w¯ is a image of w in L/L˜.
Proof. The case q = 2 was actually proved in [6], so we let q > 2.
(i) Without loss of generality we can assume i = 0. We have to prove that RpGm(a)⊇ L
for any element a ∈L, a /∈ L0. Write λj = lj (p − 1)+ dj , 1 dj  p − 1 for all j . Since
Ŝ(λ¯) is irreducible as GLm(q)-module, we can assume that
a = b + b′ +L0,
b = (Zp−100 · · ·Zp−1l0−1,0Zd0l0,0) · · · (Zp−10,t−1 · · ·Zp−1lt−1−1,t−1Zdt−1lt−1,t−1),
b′ = p
∑
J
αJZ
J ,
where ZJ denotes a monomial in Zrs . Let T be the diagonal subgroup of GLm(q). Since
every GLm(q)-module is a direct sum of its T -isotypic components, we may assume that
a is T -stable. Let us study when two elements b =∏r,s Zirsrs and c = p∏r,s Zjrsrs belong to
one isotypic component of T . In this case we have∑
s
irsp
s −
∑
s
jrsp
s ≡ 0 (mod pt − 1)
for all r , therefore we have
b = Z′
∏
r∈I1
(Zr,0 · · ·Zr,t−1)p−1, c = pZ′
∏
r∈I2
(Zr,0 · · ·Zr,t−1)p−1,
where I1 ∩ I2 = ∅, and∑
irs −
∑
jrs = |I1|(p − 1)− |I2|(p − 1)=
(|I1| − |I2|)(p − 1)
r r
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i00 + i10 + · · · + im−1,0 = λ0,
...
i0,t−1 + i1,t−1 + · · · + im−1,t−1 = λt−1,
and
j00 + j10 + · · · + jm−1,0 = λ0 − p,
j01 + j11 + · · · + jm−1,1 = λ1 + 1,
...
j0,t−1 + j1,t−1 + · · · + jm−1,t−1 = λt−1.
Such element c does not exist unless t = 1. But the case t = 1 was considered in [6].
Therefore a = b +L0.
Now consider an element g ∈ GLm(q) defined by
gˆ(Zl0,d ) ≡ Zl0−1,d +Zl0,d
(
mod A(2)),
gˆ(Zsd) ≡ Zsd
(
modA(2)), s = l0
(we recall that λ0 = l0(p − 1)+ d0). Writing
b = Z′
(
Z
il0−1,0
l0−1,0 · · ·Z
il0−1,t−1
l0−1,t−1
)(
Z
il0,0
l0,0 · · ·Z
il0,t−1
l0,t−1
)
,
where il0,0 = d0, il0−1,0 = p − 1, Z′ contains no variables Zl0−1,d and Zl0,d , we see that
gˆ(b)≡ Z′
(
Z
il0−1,0
l0−1,0 · · ·Z
il0−1,t−1
l0−1,t−1
)
(Zl0−1,0 +Zl0,0)il0 ,0
· · · (Zl0−1,t−1 +Zl0,t−1)il0,t−1
(
mod L0).
Hence gˆ(b)− b +L0 is a nonzero element in L0, which generates L0.
(ii) From [5, Proposition 9(x)] we know that
Z
p−1
s,0 Z
p−1
s,1 · · ·Zp−1s,t−1 = (−1)t−1
( ∑
α∈Fq
Xαes − qX0
)
. (5)
Therefore
m−1∏ t−1∏
Z
p−1
sd = (−1)m(t−1)w − q(−1)(m−1)(t−1)
m−1∑∏ t−1∏
Z
p−1
sd + q2(. . .).s=0 d=0 j=0 s =j d=0
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generates qL((m− 1)(p − 1), . . . , (m− 1)(p − 1)) modulo L˜. 
Remark. It might be noticed that the previous lemma is similar to Theorem 6.1 from
[9]. Moreover, it can be proved that the GLm(q)-module L(λ¯)/L˜(λ¯) is isomorphic to the
(unique) indecomposable module in F̂k with the head Ŝ(λ¯) for
λ¯ = (m(p − 1), . . . ,m(p − 1))
(where k ≡∑λipi (mod q − 1)), and is isomorphic to
F̂q−1 = Ŵ ⊕ M̂[q − 1](m− 2, . . . ,m− 2)
for λ¯ = ((m(p − 1), . . . ,m(p − 1)).
Lemma 4.6. Let a be a monomial in Zsd , a ∈L= L(λ¯), a /∈ L˜+∑Li . Then a generates
L(λ¯) over RpGm.
Proof. Denote
L+r(λ¯)= ∑
r0+···+rt−1=r
L(λ0 + r0, . . . , λt−1 + rt−1) =A(r) ·L
(
λ¯
)
.
Lemma 4.5 and Theorem 3.4 imply that a generates all elements of L(λ¯) modulo L+1(λ¯).
Multiplying a by Zsd and applying Lemma 4.5 again, we see that a generatesL(λ¯) modulo
L+2(λ¯), and so on. But there exists a number r such that L+r (λ¯) ⊆ pnA0 ⊆ RpGma. 
Proof of Theorem 4.4. (i) By induction. Let L be a Gm-submodule in A0. If L ⊇ pA0
then the statement follows from Theorem 3.6.
Suppose now L⊇ psA0. Theorem 3.6 implies that (L+ pA0)/pA0 is equal to a sum
of several modulesR(λ¯). First we assume that(L+ pA0)/pA0 ∼= Ŝ(m(p − 1), . . . ,m(p − 1)).
Let a = b + c ∈L, b ∈ L(λ¯), b /∈A0L(λ¯), b /∈ pA0, c /∈L(λ¯). Consider modules
L0 = L
(
λ¯
)∩ pA+∑
j
L(λ0, . . . , λj + 1, . . . , λt−1) +
∑
j
L(. . . , λj +p,λj+1 − 1, . . .),
L′ = (RpGmb +RpGmc +L0)/L0.
It is clear that there is only one submodule in L′ isomorphic to Ŝ(λ¯) and it is a direct
summand in L′. Therefore b ∈L.
Continuing such reasoning we see that L is a sum of several modules L(λ¯) and
(possibly) a module pL1, L1 ⊇ ps−1A0. Induction finishes the proof.
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for some module L1, d > 0.
(ii) LetL ⊆A0. The difference of this case from the previous is that the GLm(q)-module
A/pA∼= F contains two isomorphic factors.
If L + pA/pA ∼= Ŝ(m(p − 1), . . . ,m(p − 1)) then L′ = A0L = ∑i,j ZijL is an
invariant submodule in A0. Therefore w ∈L′ (see Lemma 4.2) and L is of type III.
If L + pA/pA ∼= Ŝ(m(p − 1), . . . ,m(p − 1)) then w + prbX0 ∈ L for some r and
b (note that 〈w〉 and 〈X0〉 are isomorphic as GLm(q)-modules). If r = n, b = 1 then
w + prbX0 = ∑Xv . The last element is invariant under Gm, so we have that L is of
type V. Suppose now that L is not of type V. Then L is of type IV, and l is determined as the
minimal number such that plw ∈ L. Furthermore, l  n and l  r , since w + prbX0 ∈ L
follows L⊇ prA0. Also we have l  s since L⊇ psL0, L0 is of type I. 
The next theorem is very important because of its coding theory consequences. We
identify pd−1A/pdA with F by dividing by pd−1.
Theorem 4.7. Let L be an Rp-submodule in A0,Md = (L∩ pd−1A+pdA)/pdA. Then
L is invariant under Gm if and only if the following conditions hold:
(i) For all d > 0,Md is equal to a sum of several modulesM(λ0, . . . , λt−1).
(ii) For all d > 0, the conditionM(λ0, . . . , λt−1) ⊆Md , λj < (m− 1)(p− 1), λj+1 > 0
impliesM(. . . , λj + p,λj+1 − 1, . . .) ⊆Md+1.
(iii) For all d > 0, the conditionM(λ0, . . . , λt−1) ⊆Md , λj = λj+1 = · · · = λj+a−1 = 0,
λj+a > 0, a > 0 impliesM(. . . , λj−1,p − 1, . . . , p − 1, λj+a − 1, . . .) ⊆Md+a .
Proof. The statement of the theorem is a consequence of Theorems 4.4 and 3.6. If
pdL(µ0, . . . ,µt−1) ⊆ L, µj  p, µj+1 < m(p − 1) then
pd+1L(. . . ,µj − p,µj+1 + 1, . . .) ⊆ L,
which reflects condition (ii). If µj  p, µj+1 = · · · = µj+a−1 = m(p − 1), µj+a <
m(p − 1) then
pd+1L(. . . ,µj −p,µj+1 + 1, . . .)
= pd+2L(. . . ,µj − p,µj+1 + 1 − p,µj+2 + 1, . . .)
= · · · = pd+aL(. . . ,µj −p, (m − 1)(p − 1), . . . , (m− 1)(p − 1),µj+a + 1, . . .),
so
pd+aL(. . . ,µj −p, (m − 1)(p − 1), . . . , (m− 1)(p − 1),µj+a + 1, . . .)⊆ L.
But this inclusion can be obtained by several consecutive considerations:
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⊇ pd+2L(. . . ,m(p − 1)− p, (m − 1)(p − 1),µj+a + 1, . . .)
...
⊇ pd+aL(. . . ,µj − p, (m − 1)(p − 1), . . . , (m− 1)(p − 1),µj+a + 1, . . .).
Finally, if pdL(µ0, . . . ,µt−1) ⊆ L, µj = · · · = µj+a−1 = m(p − 1), µj+a < m(p − 1)
then, applying multiplications by Zsj , we see that
L⊇ pdL(. . . ,µj−1,m(p − 1)+ 1,m(p − 1), . . . ,µj+a, . . .)
⊇ pd+1L(. . . ,µj−1, (m− 1)(p − 1),m(p − 1)+ 1, . . . ,µj+a, . . .)
...
⊇ pd+aL(. . . ,µj−1, (m− 1)(p − 1), . . . , (m− 1)(p − 1),µj+a + 1, . . .),
which reflects condition (iii). 
4.2. Lattices over Zp
The next lemma, which follows from Lemma 3.9 by Nakayama’s lemma, explains the
connection between lattices in A and A (see also [5]).
Lemma 4.8. Let U be a free Zp-module with basis {g1, . . . , gn} and let a group H act on
the module U . Let U =∑ni=1 Rpgi ⊇ U be a free module over the ring Rp with the same
basis and the action of H is extended to U in the natural way. Then the map
µ :L → L∩ U
defines a bijective correspondence between the set of Rp-submodules of U that are
invariant under H and σ , and the set of Zp-submodules in U that are invariant under H .
Define
L
(
λ¯
)= A∩ t−1∑
i=0
σˆ
(L(λ¯)), A0 = A ∩A0,
and we call a lattice L ⊆ A of type X if L⊆A is a lattice of type X and
L = A ∩
t−1∑
i=0
σˆ (L).
Lemma 4.8 and Theorems 4.4, 4.7 imply the following theorems.
K. Abdukhalikov / Journal of Algebra 276 (2004) 638–662 661Theorem 4.9. The following assertions hold:
(i) Any Gm-invariant lattice L in A0, L ⊆ pA0, is equal to a lattice of type I or II.
(ii) Any Gm-invariant full lattice L in A, L ⊆ pA, is equal to a lattice of type III, IV or V.
Now we identify pd−1A/pdA with A by dividing by pd−1.
Theorem 4.10. Let L be a Zp-submodule in A0, Md = (L ∩ pd−1A + pdA)/pdA. Then
L is invariant under Gm if and only if the following conditions hold:
(1) For all d > 0, Md is equal to a sum of several modules M(λ0, . . . , λt−1).
(2) For all d > 0, the condition M(λ0, . . . , λt−1) ⊆ Md , λj < (m − 1)(p − 1), λj+1 > 0
implies M(. . . , λj + p,λj+1 − 1, . . .) ⊆ Md+1.
(3) For all d > 0, the condition M(λ0, . . . , λt−1) ⊆ Md , λj = λj+1 = · · · = λj+a−1 = 0,
λj+a > 0, a > 0, implies M(. . . , λj−1,p − 1, . . . , p − 1, λj+a − 1, . . .) ⊆ Md+a .
5. Barnes–Wall lattices
This section gives a construction for the Barnes–Wall lattices. Let p = 2, t = 1, m = n.
Then Gm = AGLn(2). Let Λ(j) be the ideal in the ring Λ = {∑v∈V avXv | av ∈ Z}
generated by elements (1 −Xv1) · · · (1 −Xvj ), vi ∈ V . Let
Γ1 = Λ(n) + 2Λ(n−2) + 22Λ(n−4) + 23Λ(n−6) + · · · + 2[(n+1)/2]Λ(0),
Γ2 = Λ(n−1) + 2Λ(n−3) + 22Λ(n−5) + 23Λ(n−7) + · · · + 2[n/2]Λ(0).
These lattices are similar to the Barnes–Wall lattices [10], since the codes
Ci =
(
Γj ∩ piΛ+ pi+1Λ
)
/pi+1Λ
form a nested sequence of binary Reed–Muller codes of length 2n. In fact,
1
2[(n+1)/2]/2
Γ1 and
1
2[(n−1)/2]/2
Γ2
are isometric to the Barnes–Wall lattices. They are unimodular for odd n and modular of
level 2 for even n. The minimal norm of the Barnes–Wall lattice of rank 2n is equal to 2[n/2].
It is clear that lattices Γ1 and Γ2 are invariant under Gm. Recall that the automorphism
group of the Barnes–Wall lattice is isomorphic to 21+2n+ Ω+2n(2).
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