This paper presents new results on the limit cycles of a Liénard system with symmetry allowing for discontinuity. Our results generalize and improve the results in [33, Theorem 1 and 2] or the monograph [34, Chapter 4, Theorem 5.2]. The results in [34] are only valid for the smooth system. We emphasize that our main results are valid for discontinuous systems. Moreover, we show the presence and an explicit upper bound for the amplitude of the two limit cycles, and we estimate the position of the double-limit-cycle bifurcation surface in the parameter space. Until now, there is no result to determine the amplitude of the two limit cycles. The existing results on the amplitude of limit cycles guarantee that the Liénard system has a unique limit cycle. Finally, some applications and examples are provided to show the effectiveness of our results. We revisit a co-dimension-3 Liénard oscillator (see [21, 32] ) in Application 1. Li and Rousseau [21] studied the limit cycles of such a system when the parameters are small. However, for the general case of the parameters (in particular, the parameters are large), the upper bound of the limit cycles remains open. We completely provide the bifurcation diagram for the one-equilibrium case. Moreover, we determine the amplitude of the two limit cycles and estimate the position of the double-limit-cycle bifurcation surface for the one-equilibrium case. Application 2 is presented to study the limit cycles of a class of the Filippov system.
Introduction and main results
The Hilbert 16th problem was proposed as one of 23 famous problems in mathematics in 1900. It remains open until now. The Hilbert 16th problem has two parts: classification of the on ovals, which are defined by a polynomial equation {H(x, y) = 0}, and the number of limit cycles of polynomial vector fields. In this paper, we focus on the problems related to the second part( [9, 16] ). The most important topic of the second part is to find the upper bounded number of limit cycles, which is one of the main themes of the quantitative theory of ordinary differential equations (see, e.g., [6, 7, 8, 4, 9, 10, 13, 14, 16, 20, 22, 26, 27, 28, 29, 30, 33] ). Since the Hilbert 16th problem is notably difficult, it remains open (see [22] ), Smale [27] suggested to first solve the number of limit cycles of the polynomial Liénard systems. In fact, the Liénard system is a notably common system in engineering and can exhibit notably rich dynamics. The investigation of Liénard systems has a long history and many results for the limit cycles (see [34] ). Rychkov [26] studied a Liénard system as follows.
where (µ 1 , µ 2 ) ∈ R 2 . He obtained some sufficient conditions to guarantee that system (1.1) exists at most two limit cycles. Zhang (see [33, Theorem 1] ) generalized Rychkov's result to a general smooth Liénard system as follows:
where f (x) is a continuous function, and F (x) =
x 0 f (s)ds. They proved that system (1.2) had at most two limit cycles under suitable conditions. Zhang et al. also collected this important theorem in the monograph on the quantitative theory (see [34] ). (b) F (x) = 0 (resp. < 0, > 0) for x = β 1 , β 2 (resp. x ∈ (β 1 , β 2 ), x ∈ (0, β 1 ) ∪ (β 1 , d)), F ′ (x) = 0 (resp. ≤ 0) for x = α 1 (resp. β 1 < x < α 1 ), where 0 < β 1 < α 1 < β 2 < d; Then, system (1.2) has at most two limit cycles. (In other words, system (1.2) has either two simple limit cycles or one semi-stable limit cycle if the limit cycle(s) exists(exist).)
In [26] , Rychkov assumed that
, and g(x) = x. Moreover, Rychkov [26] set the requirements that f (x) has exactly two positive zeros, and f (x) may have infinitely many positive zeros in (0, β 1 ). In fact, Theorem A enables f (0) = 0. Thus, Theorem A (Zhang [33] ) improves Rychkov's theorem. A question is as follows: Are all conditions in Theorem A sharp? Is it possible to reduce the conditions of Theorem A?
Meanwhile, many engineering devices can be modeled as nonsmooth dynamical systems, which deserve considerable attentions, and one can refer to [2] and references therein. In general, the theory of the smooth dynamical system cannot be directly applied to the discontinuous case. In fact, when the vector field of (1.2) is discontinuous, there may be grazing solutions, sliding solutions or impact solutions. Thus, we must study the discontinuous dynamic systems in theory and applications. The analysis shows that system (1.2) has no sliding solutions. Therefore, how to extend Theorem A (Zhang [33] smooth system) to the discontinuous case is an important problem. In this paper, we present more general results that can be applied to the discontinuous Liénard system. For Liénard systems, there are many results on the nonexistence, existence and uniqueness of limit cycles; see [34] . However, there are no related results on the discontinuous (nonsmooth) Liénard systems with at most two limit cycles (see [34] ). Thus, we present the following generalized Zhang-type theorem, which enables discontinuity. Theorem 1.1. Corresponding to system (1.2), assume that the following conditions hold:
Then, system (1.2) has at most two limit cycles. (In other words, system (1.2) has either two simple limit cycles or one semistable limit cycle if the limit cycle(s) exists(exist).) Remark 1.2. System (1.2) can be discontinuous at x = 0 in our theorem (Theorem 1.1).
We will apply our results to a generalized Filippov system, which is a discontinuous system. Application 2 in Section 5 is provided to show that our result is valid for the discontinuous system. Remark 1.3. As observed, condition (H4) of Theorem 1.1 is weaker than condition (d) of Theorem A. Example 1 in Section 5 shows that in some bad situations, Theorem A is invalid, but our theorem works.
Remark 1.4. We also remove the condition
Remark 1.5. Application 1 in Section 5 is provided to show the feasibility of our result. We revisit a generalized codimension-3 Liénard oscillator, which was considered in [21, 32] . In fact, Li and Rousseau [21] studied the limit cycles of such a system when the parameters are small. However, for the general case of the parameters (in particular, the parameters are large), the upper bound of the limit cycles remains open. Therefore, we give a complete bifurcation diagram of the co-dimension-3 Liénard oscillator for the one-equilibrium case.
Another important topic in the quantitative theory of differential equation is to find the relative position and amplitude of the limit cycles. However, few papers considered the amplitude of the limit cycles for smooth Liénard systems ( [1, 3, 15, 25, 31] ) and discontinuous (non-smooth) systems. Moreover, the existing results on the amplitude of limit cycles were to guarantee that the Liénard system had a unique limit cycle. Until now, as far as we know, no paper considered the amplitude of the two limit cycles for the smooth Liénard systems and non-smooth dynamical systems. The next theorem is presented to guarantee the presence of two limit cycles. We also study the amplitude of the two limit cycles. Theorem 1.6. In addition to all conditions in Theorem 1.1, suppose that f (x)/g(x) is nondecreasing for x ∈ (α 1 , d) and β 2 ≥ 2β 1 . If we further assume that there exists ξ ∈ [β 1 , β 2 ] and F (x) + F (x + ξ) < 0 for (0, ξ), then, system (1.2) has exactly two limit cycles when
F (x)dx ≥ 0 and at least one limit cycle when
Remark 1.7. Theorem 1.6 provides sufficient conditions for the presence of exactly two limit cycles and the explicit upper bound for the amplitude of the two limit cycles. To the best knowledge of the authors, there is no existing result related to the amplitude of the two limit cycles. Moreover, Theorem 1.6 can help us to estimate the position of the double-limit-cycle bifurcation surface in the parameter space. Remark 1.8. To show the effectiveness of Theorem 1.6, in Application 1 in Section 5, we determine the amplitude of the two limit cycles for a generalized co-dimension-3 Liénard oscillator, and we estimate the position of the double-limit-cycle bifurcation surface for this case.
The remainder of the paper is organized as follows. The preliminary results on local results and the criterion of multiplicity and stability of limit cycles are provided in Section 2. Sections 3 and 4 present the proofs of Theorems 1.1 and 1.6, respectively. Finally, applications and examples are provided to show the effectiveness of our result. A complete bifurcation diagram of a generalized co-dimension-3 Liénard oscillator in the entire parameter space is shown in Application 1. Application 2 is presented to study the limit cycles of a class of the Filippov system, which is discontinuous.
Preliminaries
In this section, to prove the main result, we need the following preliminary lemmas.
Lemma 2.1. In the interval |x| ≤ d, the initial value problem of system (1.2) has a unique solution, and the origin is a sink.
Proof. We prove this lemma with two cases. Case 1. If c = 0, i.e., g(0) = 0, g(x) is clearly Lipschitzian continuous for x ∈ (−d, d). Hence, the conclusion of this lemma holds.
is a discontinuity boundary. Now, we recall the Filippov convex method ( [11, 19] ). We can construct general solutions based on the standard solutions in regions x < 0 and x > 0 and sliding solutions on Σ. Let
where H(x, y) = x. Therefore, the crossing set is
Now, we must discuss the origin. Since (0, 0) lies in the discontinuous line x = 0, there is no Jacobian matrix of (y − F (x), −g(x)) at (0, 0). Let
It is clear that
Now, we give an assertion: any orbit ϕ(t; 0, y 0 ) of Eq. (1.2) either returns to a point (0, y 1 ) after time t 0 or directly approaches the origin, where y 0 , y 1 are small, and 0 < y 1 < y 0 . Then, to prove that the origin is a sink, it suffices to show the above assertion. Consider the following auxiliary Hamiltonian system
Let φ(t; 0, y 0 ) be an orbit of Eq. (2.3), which passes through the same initial point (0, y 0 ). φ(t; 0, y 0 ) is clearly a closed orbit. By comparing the theorem and the signs of systems (1.2) and (2.3), we have the following: the positive orbit ϕ(t; 0, y 0 ) lies in the interior of φ(t; 0, y 0 ) when t > 0. The above assertion is proven. Consequently, the proof of this lemma is complete.
To prove Theorem 1.1, we must have the following lemma to guarantee the multiplicity and stability of limit cycles for system (1.2) when g(x) may not be C 1 and even discontinuous at x = 0.
, and g(x) satisfies condition (H3). Assume that system (1.2) has a limit cycle γ. Furthermore, if the following inequality holds,
then, γ is a simple limit cycle, which is stable. On the contrary, if
then, γ is a simple limit cycle, which is unstable.
Proof. By Lemma 2.1, the initial value problem of system (1.2) has a unique solution, although g(x) is discontinuous at x = 0.
Taking the following transformation
we rewrite Eq. (1.2) as follows
. On the one hand, (2.5) is a homeomorphic transformation except for the y-axis. Suppose that Eq. (1.2) has a limit cycle γ. By the transformation (2.5), γ can be changed intoγ of (2.6). Thus, the stability of γ is equivalent toγ. On the other hand, the vector field of (2.6) is clearly C 1 for c = 0. For c = 0, the vector field of (2.6) is Lipschitz continuous, and it is C 1 except for the line x = 0. According to the transformation (2.5) and (2.7),
By Theorem 2.2 of [34, Chapter 4],γ is a stable (resp. unstable) and simple limit cycle by (2.7). Consequently, γ is a stable (resp. unstable) and simple limit cycle. The proof is complete.
Remark 2.3. It is difficult to provide the criterion to determine the stability of limit cycles for a general discontinuous system, even if there is a one discontinuous line for a general vector field. For example, Liang et al. [23] showed a criterion to determine the multiplicity and stability of limit cycles for planar piecewise smooth integrable systems. However, the main purpose of this paper is to study the limit cycles of the Liénard system (1.2) allowing for discontinuity. Thus, our aim of Lemma 2.2 is to give the criterion to determine the multiplicity and stability of limit cycles for system (1.2) when g(x) may not be C 1 , even discontinuous at x = 0. In this case, we find the relationship between the stability and the divergence (2.4). We also remark that we do not require that either g(x) or F (x) is an odd function.
In the following, we discuss the number of limit cycles in [−α 1 , α 1 ]. Lemma 2.4. In the interval |x| ≤ α 1 , there is at most one limit cycle system of (1.2). Moreover, this limit cycle is unstable if it exists.
Proof. Using contradiction, if it is not true, we can suppose that there are at least two limit cycles of system (1.2) in the interval −α 1 ≤ x ≤ α 1 , where γ 1 and γ 2 are any two such limit cycles and γ 1 lies in the interior of γ 2 . See Figure 1 . To proceed with the proof, firstly, we assert that there is no limit cycle in the interval −β 1 ≤ x ≤ β 1 for system (1.2). If it is not the case, suppose that there is a limit cycle γ of system (1.2) in this interval. Then, it follows that
where E(x, y) is defined as (2.1). On the other hand, in view of (2.1), we have γ dE < 0. This contradicts (2.8). Thus, the assertion holds. There is no limit cycle of system (1.2) in
Note that the vector field (y − F (x), −g(x)) is symmetrical about the origin. Therefore, we have
Next, we will show that the following inequality holds.
The proof idea follows [20] . We represent the orbit segments A 1 B 1 and A 2 B 2 by y = y 1 (x) and y = y 2 (x), respectively. It follows that
where i = 1, 2. Thus,
In other words, we have
Similarly, we have
We represent the orbit segments B 1 C 1 and B 2 C 2 by x = x 1 (y) and x = x 2 (y), respectively. It is clear that
F (x i (y))dy,
Note that x 2 (y) > x 1 (y) for y 1 ≤ y ≤ y 2 . With the monotonic decrease in F (x), F (x 2 (y)) < F (x 1 (y)) when y 1 ≤ y ≤ y 2 . Hence, we can obtain
By (2.11-2.13), it follows that the inequality (2.10) holds. However, since γ 1 and γ 2 are limit cycles, we have
which, combined with (2.9), lead to
This contradicts the inequality (2.10). Thus, the proof of this lemma is complete.
The proof idea of Lemma 2.4 comes from [20] . We discuss the number of limit cycles in [−d, d] in the following lemma. Proof. Using contradiction, if Lemma 2.5 is not true, then we can suppose that there are at least two limit cycles: γ 1 and γ 2 . Without loss of generality, we suppose that γ 1 lies in the interior of γ 2 (see Figure 2) . Then, we can prove that the following inequality holds.
or using another notation,
In fact, because the vector fields of system (1.2) are symmetrical about the origin, we have
Thus, to prove the inequality (2.14), it suffices to show
By similar arguments to [33] , we can prove the following two inequalities:
18) 
Therefore, according to (2.16-2.20), inequality (2.14) holds. However, by a similar proof to the inequality (2.10), we have
Consequently,
which contradicts (2.14). Therefore, it is not true that system (1.2) has at least two limit cycles, i.e., the assertion of Lemma 2.5 is true.
3 Proof of Theorem 1.1
Proof of Theorem 1.1
Based on the number of limit cycles lying [−α 1 , α 1 ], we divide the proof of Theorem 1.1 into the following two cases.
Case 1: system (1.2) has a limit cycle γ 0 lying [−α 1 , α 1 ]. Suppose that there are at least two limit cycles that intersect x = α 1 for system (1.2), where γ 1 is the innermost limit cycle and γ 2 is the outermost one. According to the instability of γ 0 , γ 1 is internally stable. Considering Lemma 2.2, we have
Meanwhile, γ 2 is externally stable. According to Lemma 2.2, we see that
Moreover, there are two stable (unstable) limit cycles surrounding the origin and adjacent. By (2.14), we have
Moreover, system (1.2) has no limit cycle between γ 1 and γ 2 , and we have
Consider the following system
where F 1 (x) = F (x) + κr(x), κ > 0 is sufficiently small and
Since system (3.2) satisfies the conditions for the uniqueness of solutions to initial value problems according to Lemma 2.1, system (3.2) is a generalized rotated vector field about κ. System (3.2) clearly reduces system (1.2) as κ = 0. Thus, γ 2 splits into at least two limit cyclesγ 2 andγ 2 , whereγ 2 lies in the interior ofγ 2 . By [34, Theorem 2.2 of Chapter 4], it follows that
which contradicts (2.14). Hence, in this case, system (3.2) has at most one limit cycle intersecting x = α 1 .
Case 2: system (1.2) has no limit cycle in [−α 1 , α 1 ]. Since the origin is a sink and all orbits that cross any points at infinity are repelling, system (1.2) has 0 or even limit cycles intersecting x = α 1 . Hence, assume that system (1.2) has even limit cycles intersecting x = α 1 , where γ 1 is the innermost limit cycle, and γ 2 is the outermost one. Thus, γ 1 is internally unstable, and γ 2 is externally stable. In view of Lemma 2.2, we have
According to (2.14), system (1.2) has at most three limit cycles γ 1 , γ 2 , and γ 3 , where
It is clear that γ 3 is semistable. Here, we omit the proof because it is identical to the previous case. We complete the proof of Theorem 1.1. ✷
Proof of Theorem 1.6
To prove this theorem, we first recall the following definition and theorem of [34] . (1) y = F 1 (x) and y = F 2 (x) have n + 2 intersection points (a i , b i ), where i = 1, . . . n + 2, a = a 1 < a 2 < . . . < a n+1 < a n+2 = b and
Then, y = F 1 (x) and y = F 2 (x) are n-fold mutually inclusive in [a, b]. Now, we consider the following system
Corresponding to system (4.1), we make the following assumptions. Proof of Theorem 1.6 Since there are ξ ∈ [β 1 , β 2 ] and F (x) + F (x + ξ) < 0 for (0, ξ), according to Definition 4.1, F (x) and −F (−x) are 1-fold mutually inclusive in the interval [0, β 2 ]. According to Theorem B, system (1.2) has at least one limit cycle in the interval (−β 2 , β 2 ). Moreover, we can obtain that y H + y I < 0. F (x) and −F (−x) are not 2-fold mutually inclusive in the interval [0, x 0 ] for ∀x 0 > 0, i.e., we cannot obtain that system (1.2) has at least two limit cycles according to Theorem B.
Then, we discuss that
g(x)F (x)dx ≥ 0. Let y = y 1 (x) and y = y 2 (x) represent BA and CA, respectively. On the one hand, for x ∈ (β 1 , β 2 ), it follows that On the other hand, for x ∈ (β 2 , d), it follows that
It is clear that Similarly, we can show that
Thus, we have
Meanwhile, according to (2.1), we have
According to (4.2) and (4.3), y
i.e., y 1 (0)+y 2 (0) > 0. According to the Poincaré-Bendixson theorem, system (1.2) has another limit cycle. This theorem is proven.
Applications and Examples

Application 1: Limit cycles of a generalized co-dimension-3 Liénard oscillator
Consider the following generalized co-dimension-3 Liénard oscillator
where (a, b, c) ∈ R 3 (see [21, 32] ). In this section, we only discuss that system (5.1) has a unique equilibrium, i.e., c ≥ 0.
When |a|, |b|, |c| are small (i.e., system (5.1) can be changed into a near-Hamiltonian system), limit cycles have been studied by [21] . However, for the general case of the parameters |a|, |b|, |c| (particularly when the parameters are large), the upper bound of the limit cycles remains open. Therefore, we will provide a complete bifurcation diagram of system (5.1) in the parameter space R 3 . Moreover, as mentioned in Theorem 1.6, we determine the amplitude of the two limit cycles, and we estimate the position of the double-limit-cycle bifurcation surface in the parameter space.
Lemma 5.1. When a ≥ 0 and b ≥ −2 √ a, system (5.1) has no limit cycle. When a < 0, or a = 0 and b < 0, system (5.1) has a unique limit cycle, which is stable.
Proof. When a ≥ 0 and b ≥ −2 √ a, we obtain a + bx 2 + x 4 ≥ 0 for ∀x ∈ R. According to (2.2),
Suppose that there is a limit cycle γ for system (5.1). Then, we have
This equation contradicts γ dE = 0. Thus, system (5.1) has no limit cycle.
When a < 0, or a = 0 and b < 0, it follows that a + bx 2 + x 4 has a unique positive zero. All conditions of [20] are clearly satisfied. Hence, system (5.1) has a unique limit cycle, which is stable.
Lemma 5.2. When a > 0 and b < −2 √ a, system (5.1) has at most two limit cycles.
Proof. Since F (x) = ax + bx 3 + x 5 , condition (H1) clearly holds. When a > 0 and b < −2 √ a, F (x) = ax + bx 3 + x 5 has exactly two positive zeros β 1 , β 2 , where
It is also clear that conditions (H2) and (H3) hold. Now, we can also compute that F ′ (x) = a+3bx 2 +5x 4 has exactly two positive zeros x 1 , x 2 , i.e.,
Consequently, condition (H4) holds. Thus, system (5.1) has at most two limit cycles. Now we can state a result on the bifurcation diagram of system (5.1).
Theorem 5.3. The bifurcation diagram of system (5.1) is shown in Figure 5 , where The fixed c and b(resp. a) make it easy to check that system (5.1) is a generalized rotated vector field about a(resp. b). When a(resp. b) increases, a stable limit cycle contracts, and an unstable limit cycle expands according to Theorem 3.5 of [34, Chapter 4] . When a = ǫ and b < 0, system (5.1) has exactly two limit cycles, where ǫ > 0 is sufficiently small. Moreover, when b = −2 √ a, system (5.1) has no limit cycle. Therefore, in (ǫ, b 2 /4), there is a unique a * (denoted by φ(b, c)) such that system (5.1) has a semistable limit cycle. Furthermore, system (5.1) has exactly two limit cycles when 0 < a < φ(b, c) and no limit cycle when a > φ(b, c).
, DL is a double-limit-cycle bifurcation surface.
Furthermore, we will prove that system (5.1) has exactly two limit cycles when b ≤ −5 √ a/2. b ≤ −5 √ a/2 is clearly equivalent to β 2 ≥ 2β 1 . Then, for x ∈ (0, β 1 ), we can obtain On the other hand, we obtain that d(f (x)/g(x)) dx = x 6 + (α Thus, ϕ(a, c) > −5 √ a/2. Consequently, this lemma is proven.
Clearly, the bifurcation diagrams of systems (1.1) and (5.1) are similar. Thus, we can also prove that the double-limit-cycle bifurcation curve b = ϕ(a) of systems (1.1) satisfies −5 √ a/2 < ϕ(a) < −2 √ a.
Application 2: limit cycles of a class of the Filippov system
Consider the following generalized Filippov system, which is a discontinuous system ẋ = y − (ax + bx 3 + x 5 ), y = −x − c sgn(x), (5.4) where (a, b, c) ∈ R 2 × R + . See [5, 17] . When a ≥ 0 and b ≥ −2 √ a, system (5.4) has no limit cycle; when a < 0, or a = 0 and b < 0, system (5.4) has a unique limit cycle, which is stable; when a > 0 and b < −2 √ a, system (5.4) has at most two limit cycles. Since the proofs are identical to those in Section 4, we omit them. Theorem 1.1 has been applied in system (5.4). Of course, for system (5.4), we have the similar bifurcation diagram of Theorem 5.3.
Example 1
Here, an example is presented to show that our results is valid for the non-smooth systems. This example also shows that Theorem 1.1 is more general than Theorem A in [34] where a 1 > 0, a 2 > 0 and −a 1 − a 2 < a 3 < −a 1 − a 2 /2. It is clear that conditions (1-3) of Theorem 1.1 hold. It is easy to verify that for x > 2 √ 2,
Thus, condition (4) of Theorem 1.1 also holds. Therefore, our theorem is valid for system (5.5). However, condition (d) of Theorem A in [34] does not hold because both f (x) and f (x)/g(x) decrease. Thus, Theorem A cannot be applied to this case even if system (5.5) reduces to a smooth system.
