We obtain some existence results for multiple positive periodic solutions of some delay differential systems. Examples are presented as applications. For a general positive integer m ≥ 2, main results of this paper do not appear in former literatures as we know. Comparing with the existing results, our results are new also when m 1.
Introduction
It is known that multiple delay Logistic equations y t −a t y t f t, y t − τ 0 t , y t − τ 1 t , . . . , y t − τ n t , y t a t y t − f t, y t − τ 0 t , y t − τ 1 t , . . . , y t − τ n t , 1.1 are generalizations of many biological models, such as Logistic models of Single-species growth see 1-3 , 
y t a t y t 1 − y t − τ t K t , y t y t a t −

y t −a t y t b t e −y t−τ t ,
y t −a t y t b t 1 y n t − τ t .
1.3
For biological models, positive periodic solutions are often important and many results have been achieved in this direction, for instance, 8-10 . To the best of our knowledge, few papers concerning the existence of multiple positive solutions of 1.1 can be found in literature. Furthermore, no papers have yet deal with the more general nonautonomous delay differential systems are given functions and signs Y i , i ∈ Λ 1 are given as follows:
The extension to systems is a natural one; for example, many occurrences in nature involve two or more populations coexisting in an environment, with the model being best described by a system of differential equations see 11 .
The aim of this paper is to investigate systems 1.4 and 1.5 . In what follows we only discuss the existence of positive periodic solutions of system 1.4 ; similar results can be obtained for system 1.5 . By using multiple fixed-point theorems see Lemmas 2.1 and 2.2 , which are different from those used in 8-10 , we obtain the existence of multiple positive periodic solutions of system 1.4 see Theorems 3.1, 4.1, and 4.3 . Some examples are given 3 also to illustrate our main theorems. Main results of this paper are new also even if m 1 see Remark 4.5 .
This paper is organized as follows. In Section 2, we make some preliminaries. In Section 3, we derive existence result see Theorem 3.1 for two positive periodic solutions of system 1.4 . Example 3.2 is given below Theorem 3. 
Preliminaries
We make the basic assumption throughout this paper that T > 0 is a fixed constant;
2.1
Let us now provide some preparations. Let S be a real Banach space and let P be a cone in S. A map α is said to be a nonnegative continuous concave functional on cone P if α : P → 0, ∞ is continuous and
For numbers M, N such that 0 < M < N, and a nonnegative continuous concave functional α on cone P , we define 
2.7
It is easy to see that for any t, s ∈ R × t, t T , functions G i t, s , i ∈ Λ 1 have properties
2.8
Now we define an operator A : E → E as follows: 
2.12
Suppose there exists a completely continuous operator A : P γ, c → P and 0 < a < b < c such that
iii P α, a / φ, and α Ax > a, for all x ∈ ∂P α, a .
Then A has at least two fixed points x 1 and x 2 belonging to P γ, c such that
2.14
Lemma 2.2 see 13 . Let P be a cone in a real Banach space E, let A : P c → P c be completely continuous, and let α be a nonnegative continuous concave functional on P with α x ≤ x for all x ∈ P c . Suppose that there exists 0 < d < M < N ≤ c such that
Then A has at least three fixed points x 1 , x 2 , x 3 satisfying
3. Existence of Two Positive Solutions of System 1.4
In this section, we apply Lemma 2.1 to establish Theorem 3.1, the existence result of two positive solutions of system 1.4 . Example 3.2 will be given as an application of Theorem 3.1. 
where k 0 ∈ Λ 1 is fixed and
where
Then system 1.4 has at least two T -positive periodic solutions. 
3.6
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Clearly, α and γ are increasing, nonnegative, continuous functionals on P , and θ is nonnegative a continuous functional on P with θ 0 0. Moreover, we observe that γ y θ y ≤ α y , ∀y ∈ P, 3.7
Now, we proceed to show that other conditions of Lemma 2.1 are also satisfied. Firstly, we will show that A : P γ, c −→ P is completely continuous.
3.10
In fact, we have from 2.3 , for any y y 1 , y 2 , . . . , y m ∈ P γ, c ,
which yields
3.12
Hence Ay ∈ P for all y ∈ P γ, c . Furthermore, we know from the continuity of functions 
3.23
As an application of Theorem 3.1, we provide the following example. For convenience, all examples in this paper are given when n 1, m 2.
Example 3.2. Assume that τ 1 > 0 is a fixed constant. Consider the following system:
3.24
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We may verify that conditions H 1 , H 2 , and H 3 are all satisfied. Hence, Theorem 3.1 tells us that system 3.24 has at least two π-positive periodic solutions y 
Existence of Three Positive Solutions of System 1.4
For the sake of convenience we list the assumptions to be used in this section as follows.
H 4 There exists a number C 1 > 0 such that
where ϕ and U i , i ∈ Λ 1 are given in H 1 .
H 5 There exist numbers C 2 > C 1 and i 0 ∈ Λ 1 such that
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H 7 There exists a number C 4 > C 3 such that,
Let us now state the first existence result of three positive solutions of system 1.4 . 
4.6
Obviously, β is a nonnegative continuous concave functional on P and
Secondly, condition H 6 implies that there exists a number C 5 ≥ C 3 such that
In fact, we know from condition H 6 that there exist numbers
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Then
Let us choose 
4.15
which implies A y ∈ P C 5 for all y ∈ P C 5 . Moreover, we know from the proof of 3.10 that A : P C 5 → P C 5 is completely continuous. Thirdly, let us show that numbers
satisfy conditions i , ii , and iii of Lemma 2.2.
Step 1. We prove that
4.19
which gives β Ay > C 2 for y ∈ P β, C 2 , C 3 . And then we arrive at 4.17 .
Step 2. Condition H 4 implies
Ay < C 1 for y ≤ C 1 .
4.20
In fact, for any y y 1 , y 2 , . . . , y m ∈ P C 1 , that is, y ≤ C 1 , from 
4.25
We give the following example to illustrate Theorem 4.1.
Example 4.2.
Consider the following system: 
, t ∈ R, u 1 u 2 ∈ 3, 12 ,
4.27
15
We set a 
4.31
The second existence result of three positive solutions of system 1.4 is as follows. 
4.40
We end this paper by the following remark. 
