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ABSTRACT 
Fiedler and Markham define an n × n matrix A to be an Lk-matrix if A has the 
form A = tI - B, where B is nonnegative and pk(B) < t < pk+ I(B), k ---- 1,2 . . . . .  n. 
Here, Pk(B) denotes the maximum spectral radius of all principal submatriees of B of 
order k for k = 1,2 . . . . .  n, and for completeness, p,+l(B) is defined to be +oo. 
Further, A is defined to be an L0-matrix if A = tI - B, where B is nonnegative and 
t < pl(B). The classes L 0 L 1 . . . . .  L,  form a partition of the class of Z-matrices. In 
this paper, we characterize nonsingular matrices in these classes in terms of the 
principal minors of their inverses and extend this characterization to general L k- 
matrices. Inverse Lk-matrices and Schur complements of Lk-matrices are also stud- 
ied. An eigenvalue inequality involving Sehur complements of Lk-matrices i obtained. 
1. INTRODUCTION 
Throughout, we deal with n × n nonnegative matrices and n × n Z- 
matrices, i.e., matrices whose off-diagonal entries are nonpositive. Since the 
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results are trivial for n = 1, we consider n >t 2. For two matrices A = (aij) 
and B =(b  0 ,wewr i te  A >/B ifa~)>tb~j for a l l i and j ,  A >B if A >IB 
and A 4: B, and A ~- B if a~j > b~j for all i and j. Thus, A >t O(A ~, O) 
means A is nonnegative (positive). For a square matrix A, we let o(A) and 
p(A) denote the order of A and the spectral radius of A, respectively. Recall 
that if A >t O, then p(A) equals the Perron eigenvalue of A. 
Following the notation of Fiedler and P t~ [5], we denote the class of 
nonsingular M-matrices and the class of M-matrices by K and K o, respec- 
tively. It is well known that if A ~ K, B ~ Z, and B >~ A, then B belongs to 
K also. We shall make use of the following characterization f K due to 
Fiedler and Pt~k [5, Theorem 4.3]. 
THEOaEM 1.1. Let A be a Z-matrix. The following are equivalent: 
(i) A belongs to K. 
(ii) A =t I -B ,  whereB >lOandt  >p(B) .  
(iii) A-1 exists and is nonnegative. 
(iv) A has positive principal minors. 
It is well known that a Z-matrix A belongs to K 0 if and only if A has 
nonnegative principal minors. 
Let pk(B) denote the maximum spectral radius of all k × k principal 
submatrices of B for k = 1,2 . . . . .  n, and for completeness, define p,+l(B) 
to be + ~. Following G. Johnson [7], we let N O denote the class of Z-matrices 
ofthe form A = tI - B, where B >/O and P , - i  ~< t < p(B). We shall have 
need of the fact [7, Lemma 2.1] that the Z-matrix A belongs to N O if and 
only if det A < 0 and all proper principal minors of A are nonnegative, that 
is, all proper principal submatrices of A belong to K 0. 
In a recent paper [4], Fiedler and Markham let L k denote the class of real 
n × n matrices which have the form A = tI - B, where B >/O and ok(B) 
<~ t < pk+x(B), k = 1,2 . . . . .  n. Observe that K 0 = L n and N O = L,_  1. For 
completeness, let L 0 denote the Z-matrices of the same form, but with 
t < Pl(B). For k = 1,2 . . . . .  n - 1, Fiedler and Markham [4, Theorem 1.3] 
prove that A ~ L k if and only if all principal submatrices of A of order k 
belong to K 0, but there exists a principal submatrix of A of order k + 1 
which is not in K 0 (or equivalently, there exists a principal submatrix of A Of 
order k + 1 which belongs to No). Fiedler and Markham also note that each 
class L k is invariant under permutational simi!arity and L0, L1 . . . . .  L n form a 
partition of the class of Z-matrices. In Section 2 we shed further light on 
these classes by characterizing nonsingular Lk-matrices in terms of the 
principal minors of their inverses and then extend this characterization to 
PARTITION OF Z-MATRICES 621 
general Lk-matrices. For an inverse Lk-matrix A and a nonsingnlar principal 
submatrix All of A, necessary and sufficient conditions are given for A -1 
and An 1 to belong to the same Z-matrix class. 
Suppose A is an n × n matrix partitioned as 
An Ale ] 
A = LA2, Ae2] (1) 
where A u and A22 are square. If A is nonsingular, we can partition A -1 
conformally with A as 
A- 1 [ B21 B22 . (2) 
Also, if A n is nonsingular, the Schur complement of All in A is defined to 
be 
A/A  n = A2e - Ael A{llA12. (3) 
Fiedler and Markham [4] defined the Lk-matrix A to be pure in L k if 
every principal minor of order k + 1 is negative and proved the following 
theorem. 
THEOREM 1.2. Suppose A is a matrix in L k and A n is an s × s 
invertible submatrix o f  A as in (1), where s <~ k. 
(i) Then A/A  n E Lj fo r  somej  >>. k - s. 
(ii) I f  A is pure in L k, then A /A  n belongs to Lk_ s. 
In examining their proof of part (ii) of the theorem, we note that if A is 
pure in L k, then every principal minor of A/A  u of order k - s + 1 is 
negative. Hence, A/A  n not only belongs to Lk_ s, but also is pure in Lk_ s. 
In Section 3 we sharpen Theorem 1.2 and establish an eigenvalue inequality 
between A and AlAn ,  where A u is any principal submatrSx of A that 
belongs to K. 
In Section 4 an example is given to illuminate the results of Sections 2 
and 3. 
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2. Lk-MATRICES AND INVERSE L~-MATRICES 
The following theorem characterizes nonsingular Lk-matrices in terms of 
the principal minors of their inverses. 
TaEOREM 2.1. Let A be a nonsingular Z-matrix and k ~ {0,1 . . . . .  n - 
2}. Then A belongs to L k if and only if 
(i) A-  1 has a principal minor of order n - k - 1 that is opposite in sign 
from det A, and 
(ii) A-1 has no principal minor of order greater than or equal to n - k 
that is opposite in sign from det A. 
Proof. Let A = (a~j) be a nonsingular Z-matrix, A -1 = (bij), and k 
{0,1 . . . . .  n - 2}. Without loss of generality, assume that det A < 0 (the case 
where det A > 0 is analogous). Let A be partitioned as in (1) where All is 
square, and let A- x be partitioned conformally with A as in (2). First assume 
A belongs to L k. Then there is at least one principal submatrix of order 
k + 1 which is an No-matrix. Since Lk-matrices are invariant under permuta- 
tional similarity, we may assume A11 is an N0-matrix of order k + 1. From 
the well-known identity det Bz~ = (det Al l ) /det A, we see that det B~2 > 0. 
Since o(Bz~) = o(A~z) = n - k - 1, (i) holds. 
Now, if k = 0, then (ii) obviously holds. So assume k > 0 and o(B n) >/n 
- k. Since o(A22) = o(B22 <~ k, det Bll = (det Az2)/det A <~ O. So (ii) 
holds. 
Conversely, suppose that (i) and (ii) hold. If k = 0, then (i) implies A has 
a negative diagonal element and thus belongs to L o. So assume k > 0 and 
o(All)  <~ k. Then o(A~2) = o(B~z) >1 n - k, which implies det All = 
det Bz~ det A >/0 by (ii). Hence, all principal submatrices of order ~< k are 
in K 0. Next, without loss of generality, assume o(Bll) = n - k - 1 and 
detBl l  >0 .  Then o(A~z)=o(B2~)---k + 1 and detA22=detB  HdetA  
< 0. Thus, A2z is an N0-matrix of order k + 1, which concludes the proof. 
For completeness, we note that if A is a nonsingular Z-matrix, then A 
belongs to K 0 if and only if all principal minors of A-1 are positive and [7, 
Theorem 2.7(v) (due to Fiedler)] A belongs to N O if and only if all principal 
minors of A-1 are nonpositive. These observations follow directly from the 
identity det Bz2 = (det An) /det  A. 
Theorem 2.1 allows us to give the following characterization f general 
Lk-matrices. 
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COROLLARY 2,2. Let A be a Z-matrix and k ~ {0,1 . . . . .  n - 2}. Then A 
belongs to Lk if and only if there exists a positive number E A such that for all 
positive numbers 6 < ~a, 
(i) A + 6I is nonsingular, 
(ii) (A -  6 I )  -1 has a principal minor of order n -k -  1 that is 
opposite in sign from det ( A + 6I), and 
(iii) ( A - 6I ) -  1 has no principal minor of order greater than or equal to 
n - k that is opposite in sign from det (A  - 6I). 
Proof. Let A~Z,  sayA =t I -B ,  wheret  is real and B >t0, andlet 
k ~{0,1 . . . . .  n -2} .  If  A~Lk ,  then pk(B) <~t <pk+l(B). There is a 
smallest positive integer n o such that for all positive numbers 6 < ea = 
(Pk+I (B) -  t ) /no,  A + 31 is a nonsingular Lk-matrix. (ii) and (iii) then 
follow from the theorem. 
Conversely, assume there exists a positive number E A such that (i), (ii), 
and (iii) hold for all positive numbers 6 < E a. Now A ~ L s for some 
s ~ {0,1 . . . . .  n}, since Lo,L l . . . . .  L n partition Z. So A + 6I ~ Ls for all 
positive numbers 6 < p~+l(B) - t. By (ii)and (iii), s = k. • 
C. R. Johnson [6] defined a matrix A to be an inverse M-matrix if 
A - l~  K and showed that if A is an inverse M-matrix and All is a 
nonsingular principal submatrix of A, then A n is also an inverse M-matrix. 
This fact was previously proven in [8] by Markham. Later, Y. Chen [2, 
Theorem 3.1 and 3.2] proved similar results for inverse N0-matrices and 
inverse F0-matrices (inverse L,_  e-matrices). We shall say that a matrix A is 
an inverse Lk-matrix if A -1 belongs to L~. Note that Theorem 2.1 can be 
used as a characterization f inverse Lk-matrices. For convenience, we shall 
consider inverse L,_ k-matrices. 
If  A and B are Z-matrices of order r and s, respectively, we shall say A 
and B are in the same Z-matrix class if there is a nonnegative integer k such 
that A ~ L r_ k and B ~ Ls_ k- For example, if A and B are both N0-matrices, 
then A ~ L r_ 1 and B ~ L~_ 1" I f  All is an s × s principal submatrix of the 
inverse L n_  z-matrix A where s >/k, necessary and sufficient conditions for 
A -1 and A~x I to belong to the same Z-matrix class are given by the following 
theorem. 
THEOREM 2.3. Let A be an inverse L n_ 2-matrix, k ~ {2,3 . . . . .  n - 1}, 
and let A n be a nonsingular principal submatrix of A of order s >i k. Then 
det A and det A u agree in sign. Moreover, All is an inverse Ls_k-matrix if 
and only if Al~ has a principal minor of order k - 1 that is opposite in sign 
from det A. 
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Proof. Let A be an inverse L n_ e-matrix, k ~ {2,3 . . . . .  n - 1}. Let A 
and A -1 be partitioned conformally as in (1) and (2), and assume that A n is 
a nonsingular principal submatrix of A of order s >1 k. Since A-1 ~ Ln_ k 
and o(Bz2) = o(A2e) <~ n - k, we have det Bee = (det A l l ) /det  A >/0. 
Since All is nonsingular, det Bee > 0. So Bee ~ K. In addition, det A and 
det A n agree in sign. 
So assume AI~ has a principal minor of order k - 1 = s - (s - k) - 1 
that is opposite in sign from det A. Then All 1 satisfies (i) of  Theorem 2.1. 
Without loss of generality, assume that det A < 0 (the case where det A > 0 
is analogous). Since A satisfies (ii) of  Theorem 2.1, there is no principal 
minor of order >~ n - (n - k) = k which is positive. 
Hence, there is no principal minor of  A n of  order >/s - (s - k) = k 
which is positive. So A~-l 1 satisfies (ii) of Theorem 2.1. Since A -1 ~ Z and 
Be2 ~ K, we have A~-l ~ = A-~/B2z = Bll -- BelB~e~B12 ~ Z. Thus, A H is 
an inverse L~_k-matrix. 
The converse follows from Theorem 2.1 (i). • 
For completeness, we state a result for the class L0; the analogous proof 
is omitted. 
THEOREM 2.4. Let A be an inverse Lo-matrix and All be a nonsingular 
principal submatrix of A of order s >1 2 such that det A and det A n agree in 
sign. Then A n is an inverse Lo-matrix if and only if A n has a principal minor 
of order s - 1 that is opposite in sign from det A. 
Note that if o(Al l )  = 1, say A n = (an),  then All is an inverse L0-ma- 
trix if and only if all < 0. 
3. SCHUR COMPLEMENTS OF L rMATRICES 
We now turn our attention to Schur complements A/A  n where A is an 
Lk-matrix, k ~ {1,2,. . . ,  n - 1}, and A11 ~ K is a principal submatrix of A 
of order s. 
DEFINITION 3.1. Let A ~ L k where k ~ {1,2 . . . . .  n - 1}, and let A n 
K be a principal submatrix of A of order s. The index of All in A, denoted 
i( An),  is defined to be the smallest positive integer i such that there is an 
(i + 1) × (i + 1) principal submatrix of A which belongs to N O and has All 
as a principal submatrix. 
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Note that max{k, s} ~</(Al l)  < n. For otherwise, there would exist a 
sequence of submatrices All = As,A~÷I, . . . ,  A n = A such that for i = s + 
1, s + 2 . . . . .  n,  one has A~ ~ K o = L n, A i has order i, and A s_ 1 is a 
principal submatrix of A~. This would contradict A ~ L k where k 
{1,2 . . . . .  n - 1}. 
The following result sharpens Theorem 1.2. 
THEOREM 3.2. Let A E Lk, where k ~ {1,2,. . . ,  n - 1}, and let All ~ K 
be a principal submatrix of A of order s. Then A/A l l  belongs to L~(a,~_ s. In 
particular, if A n is a principal submatrix of some (k + 1) × (k + 1) princi- 
pal submatrix of A that belongs to N o, then A /A l l  belongs to Lk + ,. 
Proof. Let A ~L k,where k ~{1,2  . . . . .  n -  1} ,and let  All ~K bea  
principal submatrix of A of order s. Let B be a principal submatrix of A that 
contains All, has order i (A l l )  + 1, and belongs to N 0. Without loss of 
generality, assume that All = A(1,2 . . . . .  s) and B = A(1,2 . . . . .  / (A l l )  + 1), 
where A(~)  denotes the principal submatrix of A whose rows and columns 
are indexed by the sequence a.  Index rows and columns of A/A l l  by 
s + 1, s +2 . . . . .  n. Then 
A/Axl(S + 1 . . . .  , i (  All ) + 1) = 
det A(1,2 . . . . .  i (A l l  ) + 1) 
det All 
<0 .  
Further, let 1 <~j <.< i(Alt)  - s, and let a = (crl, a z . . . . .  aj)  be an increas- 
ing sequence chosen from s + 1, s + 2 , . . . ,  n. Then 
det A(1,2 . . . . .  s ,cr l ,a  2 . . . . .  o~j) 
det A/A l l  (or) = det A n /> 0, 
since A(1 . . . . .  S,~x,Ot 2. . . . .  otj) is a principal submatrix of A with order 
<<. i (Al l )  and with All as a principal submatrix. Thus A/At1 belongs to 
L~(A~0_ s- 
I f  A n is a principal submatrix of some (k + 1)× (k + 1) principal 
submatrix of A that belongs to No, then / (A l l )  = k and so A/A l l  belongs to 
Lk_s. 
We see that Theorem 1.2 then follows as a corollary. 
For the Z-matrix A = tI, - B where t is real and B >/0, denote the 
least real eigenvalue of A by m(A). Then m(A)= t -  o(B)  is negative 
unless A ~ K 0 = L, .  We shall examine the relationship between m(A)  and 
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m(A/A  n)  where A~L k, and k ~{1,2 . . . . .  n -  1}, and A n ~K is a 
principal submatrix of A. Recall that the n × n matrix A is reducible if there 
exists a nonvoid proper subset P of N = {1,2 . . . .  , n} such that a~j = 0 for 
i ~ P and j ~ N - P; otherwise, A is irreducible. 
We state the following elementary lemma without proof. 
LEMMA 3.3. Let A be a Z-matrix. Then A - u I ,  ~ K fo r  all u < m(A) .  
THEOREM 3.4. Let A ~ L k, where k ~ {1,2 . . . . .  n - 1}, have the parti- 
tioned fo rm (1) where Al l  ~ K. Then A /A  n ~ Z and m(A/A  u)  <~ m(A) .  
Moreover, i f  A is irreducible, the inequality is strict. 
Proof. Let A ~ L k, where k ~ {1,2 . . . . .  n - 1}, have the partitioned 
form (1) whereA n ~ K of order s. By Theorem 3.2, A/A  n belongs to 
Li~an)_ ~. Since i (A  n)  > s, m(A/A  n)  < 0. Then 
= [A l l  - -  UI, A12 ] 
A - uI  n [ A21 A~ 2 _ uIn_ ~ j .  
Suppose u < m( A /An) .  Then A/A  n - uln_ s ~ K by Lemma 3.3 and 
A n - uI~ > An .  Thus, A n - u I  s ~ K, and since A - uI  n ~ Z, (A  - 
u ln ) / (A l l  - uI~) ~ Z. By [5, Theorem 4.2], 0 < (A  u - uI~) -1 < A{I I. So 
(A  - u ln ) / (A  n - uI~) =- (Azz  - uI ,_~) - Az I (A  n - u l s ) - lA l z  > (A~e - 
u I . _ , )  - a21a{l~a12 = a/a l l  - UIn-s. There fore ,  ( A - u ln ) / (  A n - uI~) 
belongs to K. So 0 < deffA n - u I )det (A  - u I , ) / (A  n - u I )  = det(A - 
u/n). 
Therefore, u is not an eigenvalue of A, and we conclude m(A/A  n)  <,< 
m(A) .  
Now assume A is irreducible and u = m(A/An) .  Then A/A  n - uI,_~ 
and ( A - u I , ) / (  A n - u I  s) are also irreducible by [9, I_emma 2.1]. There 
exist nonnegative matrices B and C and a real number  r such that (A - 
u ln) / (A  n - uI  s) = rln_ s - B and A/A  n - uln_ ~ = rln_ ~ - C. Note that 
B + C is irreducible, and since (A  - u ln ) / (A l l  -- uI~) > A /A  n - uln_ ~, 
we have 0 ~< B < C. So p(B)  < p(C)  = r by [1, Corollary 1.5(b)]. Thus, 
(A  - u ln ) / (A  H - uI  s) E K, and again, u is not an eigenvalue of A. So the 
inequality is strict. • 
COROLLAI~¥ 3.5. Let A ~ L k where Jc ~ {1,2 . . . . .  n - 1}, and let 
A1,A ~ . . . . .  A s be a sequence of  principal submatrices o f  A such that A s ~ K 
has order s and fo r  i = 1,2 . . . . .  s - 1, A~ is a principal submatrix o f  Ai+ 1 of  
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order i. Then m(A/a , )  <~ m(A/As_  1) <~ ... <<. m(A/A  l) <~ m(A).  I f  A is 
irreducible, the inequalities are strict. 
Proof. Immediately from the theorem we have m(A/A  l) <~ m(A).  For 
i = 2 . . . . .  s - 1, m(A/A  i) = m(A/A i _ l ) /m(A JA i _  1) ~ m(A/A i _  1) by 
the Crabtree-Haynsworth quotient formula [3] and the theorem. The irre- 
ducible case is analogous. • 
Results corresponding to Theorem 3.4 and Corollary 3.5 were obtained 
for generalized M-matrices (with respect o a cone) by L. J. Watford, Jr. in 
[10, Theorems 2-4] and for N0-matrices and F0-matrices by the author in [9, 
Theorems 2.4-2.9] utilizing a different method of proof. 
4. EXAMPLE 
Consider the irreducible Z-matrix 
A = 
6 -2  -3  -2  -4  
-1  7 -4  -5  0 
-1  -4  4 -4  -1  
-2  -3  -5  5 -4  
-4  0 -1  -2  3 
The inverse is computed to be 
B = 
11,626 
1266 -686  - 1052 - 1042 -52q  
- 1038 1141 -267  - 165 - 1693 / 
- 1238 28 992 -432  - 1896[. 
-716  -613  -957  323 -843  / 
798 -1314 - 1710 - 1318 2612J 
det A = -11,626, det B(1, 2) is positive, and all principal minors of B of 
order /> 3 are nonpositive. So A ~ L 2 by Theorem 2.1, and B is an inverse 
L,_ k-matrix, where n = 5 and k = 3. Also, B(1, 2, 3) has a principal minor, 
namely det B(1,2), of order k -  1 = 2, which is positive. Hence, 
[B(1, 2, 3)] -1 belongs to L 0 by Theorem 2.3. Actual computation yields 
7[ -98 -56 -1191 
[B (1 ,2 ,3 ) ] - '  = -117  4 -123  / ~ L0. 
-119  -10  -631  
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On the other hand, since all principal minors of B(3, 4, 5) of order 
k - 1 = 2 are negative, by Theorem 2.3 the matrix [B(3,4,5)] -1 does not 
belong to L 0. Actual computation yields 
= - 339 56 - 22 ~ L I. 
- 156  - 176 
We note that every principal submatrix of B of order s = 4 has a 
principal minor of order k - 1 = 2 that is positive since B(1, 5) and B(2, 3) 
have positive determinants. So every principal submatrix of B of order 4 is an 
inverse Ll-matrix by Theorem 2.3. 
Now, let A 1 = A(1) --- (a u) and A 2 = A(1, 2). Then i(A 2) = 2, since all 
principal minors of A of order 2 are nonnegative, while det A(1, 3, 4) < 0. 
Also, i(A 2) = 3, since A(1,2,3), A(1,2,4), and A(1,2,5) have positive 
determinants, while det A(1, 2, 3, 4) < 0. Then A/A  1 and A/A  2 both be- 
long to L 1 by Theorem 3.2. Moreover, m(A/A  2) < m(A/A  l) < re(A) by 
Corollary 3.5. Actual computation yields A/A  2 = [ B(3, 4, 5)]- 1 ~ L1 ' 
A/A~ 
~I  40 --27 --32 --4 
= --26 21 -- 26 -- 10 
--22 --36 26 --32 
--8 -- 18 --20 2 
E LI, 
m( A /A  2) = -10.2175, m( A /A  l) ~ -7.4275, and m( A) = -5.6729. 
The author wishes to thank Professor Wayne Barrett and the referee for 
their careful and prompt review of this manuscript. 
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