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Abstract--A graph-theoretic characterization f structurally fixed modes of a dynamic 
system under feedback structure constraints i given. This characterization allows for a 
quick and reliable test for detecting the existence of those fixed modes that may arise due 
to h special structure of the system. This test can be used at the first stage of the design 
problem before a quantitative analysis of the system properties i attempted. 
1. INTRODUCTION 
Nonclassical information and control structure is one of the essential and distinguishing 
characteristics of large-scale systems, which has usually been expressed as decentralization f  
the control and related problems [1-5]. A systematic approach to the decentralized control 
problem has been first developed by Wang and Davison [3], who introduced the concept of 
fixed modes and related it to stabilizability of systems having a decentralized control 
structure. Later, Corfmat and Morse [4] and recently Anderson and Clements [6] have 
achieved a more refined characterization of fixed modes and a deeper insight into the 
decentralized control problem. 
Although the concept of fixed modes provides an answer to the decentralized stabilization 
problem, another essential characteristic of large-scale systems, namely, the uncertainty in 
their mathematical description, makes it very difficult, if not impossible, to detect such modes. 
In fact, a fixed mode may originate from two distinct sources: It is either a consequence of
a perfect matching of the system parameters, or it is due to a special structure of the system. 
Since inexact knowledge of the system parameters eliminates the possibility of capturing the 
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former types of fixed modes, only the latter type of fixed modes are important from a physical 
point of view. An algebraic haracterization f such structually fixed modes has been achieved 
by Sezer and ~iljak [7] using the ideas and results developed in the context of structural 
controllability introduced by Lin [8], and extended by Shields and Pearson [9]. 
Research in the past has shown that the theory of directed graphs provides a powerful 
framework for the analysis of the qualitative properties of large-scale systems (see, for 
example, [10] and [11]). Since existence of the fixed modes, just like structural controllability, 
is a qualitative property of a system, it can be conveniently analyzed in terms of directed 
graphs. The main objective of this paper is to broaden the concept of fixed modes to include 
systems with arbitrary feedback structure constraints, and to give a graph-theoretic charac- 
terization of such fixed modes. 
In the Sec. 2, we summarize the relation between the fixed modes and stabilizability of 
large-scale systems under feedback structure constraints, and define structurally fixed modes. 
In Sec. 3, we describe associating a directed graph with a dynamical system, review some basic 
definitions of graph-theory, and define several special graphs that are needed in the following 
section. Finally, in Sec. 4, we prove our main result where existence of fixed modes is related 
to the structure of the system digraph. 
2. STRUCTURALLY FIXED MODES 
Consider an N-input/M-output channel control system if' described as 
6P : Yc = Ax + ~, Biu~ 
yj= Cex, j e.4[, (2.1) 
where x( t )~ ~l" is the state, u~(t)E ~"' are the inputs and yj(t)~ ~ are the outputs of 5e; A, 
&, and Cj are constant matrices of appropriate dimensions; JV'= {1 ,2 . . .N}  and 
~t' = {1, 2 . . .  M}. Defining 
B = [B~ B2.. .  Bu], C = [crt c r . . .  cr].  (2.2) 
the system 5,' of (2.1) can also be represented as 
~ : Yc = Ax + Bu 
y = Cx, (2.3) 
where u = (u i r, u r . . .  u r)r and y = (y [, y r . . .  y ru)r" For convenience, we sometimes denote 6 e 
of (2.3) by 6a = (A, B, C). 
Suppose that a feedback structure constraint is imposed on b" such that any input channel 
can be controlled by feedback from only certain output channels. Such a feedback structure 
constraint can be conveniently described by an N x M binary matrix P --- (fj), where ~ = 1 
if and only if a feedback link from thejth output channel to the ith input channel is allowed. 
For each input channel, we define the index set 
, / i=  {j e..¢/:)~ = 1}, 
and assume that that input channel is controlled 
controller of the form 
~, = F~z, + ~ Gijyj 
jEJ, 
Ui = nizi + E gqyj, 
J~Ji 
i E .W', (2.4) 
by a linear, time-invariant dynamic 
i ~ .A/', (2.5) 
Str~cKurally fued modes 341 
where zkt) E SP is the state of the controller, and Fi, Hj, G,, and Ku axe constant matrices. 
The problem we investigate is the stabilizability of the system 9 of (2-l) using controllers 
of the form (2.5). Note that when N = M and P = 1, (the identity matrix of order N), the 
problem reduces to the well-known decentralized control problem [3,4]. 
To derive conditions for stabilizability of 9, we define a set of constant output feedback 
matrices as 
Denoting the set of eigenvalues of a square matrix X by h(X), we state the following. 
Defit2ition 1. The set 
is called the set of fed modes of 9 with respect o the feedback structure constraint specified 
by P. 
Now the condition for stabilizability of Y is given by the following result, which was proved 
in [7J. 
Lemma 1. The system Y of (2.1) can be stabilized using controllers of the form (2.5) if 
and only if the set of fixed modes AF in (2.7) contains no elements with nonnegative real parts, 
Although Lemma f provides an answer to the question of stabilizability of 9, in practice 
it is impossible to identify all the fixed modes due to inexact knowledge of the system 
parameters. In fact, like an uncontrollable mode, a fixed mode may originate from two 
distinct sources: It is either a consequence of a perfect matching of the system parameters, 
or it is due to a special structure of the system. Since, in the former case, a slight modification 
of the system parameters eliminates the fixed mode, only the latter type of fixed modes are 
important from a physical point of view, This type of fixed modes we call the s~rruc~a~/y 
fixed modes. 
To forma& the definition of structurally fixed modes, iet us recall (91 that two matrices 
of xhe same order are called structurally equivalent if there is a one-to-one correspondence 
between the location of their zero and nonzero entries. Similarly we define two systems of 
the form (2.1) structurally equivalent if their corresponding A, B,, and C, matrices are 
structurally equivalent, and state the following. 
Defnilion 2. The system 9’ is said to have structurally fixed modes with respect to a 
feedback structure constraint if every system which is structurally equivalent to Y has fixed 
modes with respect to the same feedhack structure constraint. 
Note that Definition 2 is concerned with a class of systems that are structurally equivalent 
to Y rather than 9 itself, and thus eliminates those atypical fixed modes that may arise from 
particular choice of system parameters. For example, the 2-input/2-output channel system Y 
with 
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has a fixed mode of 2 = 1 with respect o decentralized feedback (i.e., it' = I). However, this 
fixed mode is not a structural one, for the system &:, with 
A,= 1 0 , 
0 I+E 
and with the same B~ and Cj matrices, 
modes. 
E > 0. (2.9) 
which is structurally equivalent so 6:, has no fixed 
Note also that the above definition of structurally fixed modes is a straightforward 
extension of the concept of structurally uncontrollable (unobservable) modes introduced by 
Lin [8] for systems having no feedback structure constraints. Simply, an unconstrained system 
6: = (A, B, C) is structurally controllable (observable) if it is structurally equivalent o a 
controllable (observable) system. 
To avoid trivial cases we assume that the system ~e = (A, B, C) is structurally controllable 
and observable without any feedback structure constraints. For an arbitrary set of indices 
/f = {il, i2 . . .  ik} C Jt:, we define a complementary subsystem ~ = (A, B ~, C ~) as follows: Let 
J,~= U J={J,,J2...Jt}, (2.10) 
i ~ .A: - -  t 
where J i  are as in (2.4). Then, 
8 '  = [8,, 8 ,2 . . .  8 d ,  c '  = T. 
For example, if N = 5, M = 4, ~e = {1, 2, 3}, and 
(2.11) 
l lO0]  
0101 
if= 0110 , (2.12) 
1001 
0011 
then J '  = ~'4 U ~lf 5 = { 1, 4} U {3, 4} = {1, 3, 4}. 
We also recall [9] that the generic rank of a matrix X, denoted as/~(X), is the maximal 
rank X can have by assigning arbitrary values to its nonzero parameters. We now state the 
following result about the existence of structurally fixed modes, whose proof follows directly 
from Theorems (3.4) and (4.10) of [7]. 
Theorem 1. The N- input~M-output  channel system S# of (2.1) has structurally fixed modes 
with respect o a feedback structure constraint specified by some binary matrix ~" if and only 
if either of the following two conditions hold: 
(i) There exists a/~ c .h: and a permutation matrix P such that [.00j E:I 
prAp = A21 A22 0 , p rB~= 
A31 A32 A33 B~ 
c 'e=[c  0 o] (2.13) 
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(ii) There exists a ~ ~ ./ff such that 
? "0'] P C ~ < n. (2.14) 
We observe that conditions (i) and (ii) in Theorem 1 are purely structural conditions 
concerning the distribution of zero and nonzero elements of the matrices A, B, and C, which 
suggests that they can be tested using graph theoretical concepts. This we consider next. 
3. DIRECTED GRAPHS 
We first recall some basic definitions from graph theory [12]: A digraph (direct graph) is 
an ordered pair ~ = (~,  8), where ~ is a set of vertices and 8 is a set of edges (v s, v~) directed 
from vertex v s to vertex vi. A sequence of edges {(v~, v2), (v2, v3)... (vk_ i, Vk)}, where all vertices 
are distinct, is called a path from v~ to vk. When Vk coincides with v~, the sequence is called 
a cycle. A digraph ~s = (~¢r, 8,), where ~s _ ~e and 8, _ dr, is called a subgraph of ~. If 
~ ,  = ~,  ~,  is said to span ~. Let ~ = (~t,  dr0 and ~z = ('F'2, °'°2) be disjoint subgraphs of 
~, and let for some vertices v~ e ~t  and vz e ~z, (v~, v2) ~ dr. Then, by connecting ~ to ~2 with 
the edge (v~, vz), we mean an operation of forming a composite subgraph ~,  = (~,,  ~,), where 
~ = ~l  U ~2 and g~ = dr~ U dr~ U {(v~, v~)}. 
Given the dynamical system 5+' -- (A, B, C) of (2.3), an efficient approach to the analysis 
of the structural properties of 5~ is to associate with it a digraph ~ = (~,  dr) [5], where 
~ =q/USCU~ with q /= {u~,u2...u,,}, ~= {x~,x~...x,} and ~= {y~,y~...y,} being the 
sets of input, state and output vertices associated with the corresponding variables in (2.3). 
The set of edges dr is defined such that (v, v~)~dr if and only if the variable vs(t ) appears 
explicitly in the equation for v,(t) in (2.3). Thus, dr contains only the edges of the form (u s, xi), 
(x s, x~) or (x s, y,-). The structure of ~, and hence that o f~,  can be described by a binary matrix 
where the matrices .~ =(tiu), • = (~s), and t~ = ((0) correspond to A, B, and C appearing in 
(2.3) such that ti o = 1 if and only if a o. ~ O, etc. Thus, (x s, x~)~¢ if and only if d,j = 1, etc. The 
matrix ~q is called the reduced adjacency matrix of ~. We define the rank of ~,  p (~), to be 
the generic rank of its reduced adjacency matrix, i.e., p (~)= ~6(~q). 
Given the digraph ~ = (q/U ~ tA q/, ¢) associated with the system 5 ° = (A, B, C) of (2.3), 
we define the following special subgraphs of ~: 
(i) Input Stem (J):  A path from an input vertex (the root) to a state vertex (the tip). (To 
avoid inconsistency in the following, we allow an input stem to consist of a single input 
vertex.) 
(ii) Output Stem (O): A path from a state vertex (the root) to an output vertex (the tip), 
or a single output vertex. 
(iii) Input-Output Stem (~): A path from an input vertex to an output vertex. 
(iv) State Stem (.~): A path between two state vertices, or a single state vertex. 
(v) Cycle (~¢): Defined before. 
(vi) Input Cactus (cg~): Defined recursively as follows: An Input stem at with at least one 
state vertex is an input cactus. The root and tip of J are also the root and tip of ffi. 
An input cactus connected to a cycle from any point other than the tip is also an input 
cactus. 
(vii) Output Cactus (cg0): Defined similar to an input cactus. 
(viii) Chain (cg~): A group of disjoint cycles connected to each other in sequence, or a single 
cycle. 
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(ix) Link (La): An input stem connected to the first cycle of a chain (from any point other 
than the tip), the last cycle of which is connected to an output stem (from any point 
other than the root). 
These special subgraphs of N are illustrated in Fig. 1. From the construction of N and 
the above definitions we observe that an input (output) stem does not contain any output 
(input) vertices, and a state stem or a cycle does not contain any input and output vertices. 
( i)  Input stem ( i i )  Output stem 
(iii) Input-output stem (iv) State  stem 
0 
(v) Cycle 
(vii) Output cactus 
(vi) Input cactus 
o-0-o  
(viii) Chain 
Fig. I. Special subgraphs. 
(ix) Link 
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For ~,, any of the above special subgraphs, let n(~,) denote the total number of the state 
vertices in ~,. Then, we have the following result relating n(~,) to p(~,). 
Lemma 2. 
(i) p (~)= n(~,) for ~,  = J ,  6, q¢, q¢,, q¢0, qf,, or Le 
(ii) p(~) = n(~) + 1 
(iii) p(.~) = n(.~) - 1 
Proof. For ~,  = J ,  we have 
~(J') = 1 "'. 
1 
Y 





from which it follows that p(.f)=/3[~q(J)] = n(Ot). Similarly, p(6)- -n(~).  For ~,  = q¢, 
L ° ' 1 
l 0 




so that p(q¢)--n(qO. The rest of the proof is straightforward on observing that all other 
subgraphs consist of these three basic ones. For example, for ~ = c£~, we have 
~q(q¢~) = (3.4) 
where (X,,, B,) corresponds to the stem of c~ i and has the form in (3.2), ,~i~, i = 2 . . .  R, 
corresponds to the cycles of C~ and have the forms in (3.3), and each block (2~,, ']',2... ~.~-,), 
i = 2 . . .  k, contains a single nonzero element. Obviously, p(q¢~)--/3[~q(qf~)] =/~([,,]'./~,]) + 
/~(,'T22) +""  +/~(Xa) = n(q¢~). The rest of the proof is omitted. 
The special subgraphs described in this section constitute the building blocks of our 
graphical test for the existence of structurally fixed modes, which we consider next. 
4. CHARACTERIZATION OF STRUCTURALLY FIXED MODES 
In his paper on structural controllability, Lin [8] showed that a system b" = (A, B) with 
no feedback structure constraints is structurally controllable if and only if its associated 
digraph is spanned by an input cactus. This very simple graphical test later on gave rise to 
algorithms for determining all spanning input cacti of a system digraph, which in turn, 
provided answers to the questions of vulnerability and reliability of (structural) controllability 
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of dynamic systems [13]. In this section, we give an analogous graphical test for structurally 
fixed modes. We start with the following. 
Definition 3. Each of the following digraphs is called a generalized cactus: 
(i) Disjoint union of one or more input-output stems plus the same number of state stems 
plus some (or none) cycles, input stems, output stems. 
(ii) Disjoint union of a link with some (or none) cycles input stems, output stems. 
(iii) Disjoint union of input cacti and output cacti. 
Let ~ = (~dUSfU~,g~)  denote the digraphs associated with the complementary 
subsystems ~ = (A, B ~, C ~) defined in Sec. 2. We now state our main result: 
Theorem 2. The N-input~M-output channel system ~ of (2.1) has no structurally fixed 
modes with respect o a feedback structure constraint specified by some binary matrix J~ if 
and only if each complementary subgraph ~r ,  1 c ./V, is spanned by a generalized cactus. 
To prove Theorem 2, we need the following results. 
Lemma 3. If X is an m × n matrix with 15(X) > k, then it contains at least k nonzero 
elements located in distinct rows and columns. 
Lemma 4. Let ~1 denote the reduced adjacency matrix of ~ ,  [defined as in (3.1)], and 
suppose lS(g,) > n. Let the matrix ,~, consist of the n nonzero elements of .~, chosen as in 
Lemma 3. Then the subgraph ~ that assumes g, as its reduced adjacency matrix consists 
of the disjoint union of some (or none) input-output stems plus the same number of state 
stems and/or cycles, input stems, output stems. 
Proof. Since ~ contains at most one nonzero element in each row and column, ~d consists 
of disjoint stems and/or cycles. If ~t  contains only input stems, output stems and cycles, the 
proof is trivial. Otherwise, deleting input and output stems and cycles from ~,  we obtain 
a subgraph which contains only input--output stems and/or state stems, and whose rank is 
equal to the number of state vertices. Then, from Lemma 2, it follows that this reduced 
digraph contains exactly the same number of input-output and state stems, completing the 
proof. 
Let us now consider the following algorithm, where we assume that ~(.~t)> n: 
Algorithm 1. 
Step 1. Construct a subgraph ~,  as in I.emma 4. Let ~,  = {~} U {.~} U {J} t.J {d~} td 
{~¢}, where {~} denotes the collection of input-output stems in ~,  etc. 
Step 2. If {~} #0 STOP; otherwise set {ff,}~{J}, {ff0}~{O}, and GO TO Step 3. 
Step 3. If {~} = 0 STOP; otherwise GO TO Step 4. 
Step 4. If in 9 ,  there is an edge connecting a qe,~{tg,} to a q¢¢{~'}, then 
(a) If % is connected to ff from any point other than the tip, connect ~¢~ to ~¢ directly, 
delete c¢ from {cg}, and GO TO Step 3. 
(b) if % is connected to ¢g from its tip, connect if; from rg, remove the last edge of ~¢ (the 
one that is adjacent o the connection point), delete ~ from {qg}, and GO TO Step 3. 
(c) If no c¢~ is connected to any ~', GO TO Step 5. 
Step 5. Repeat Step 4 by replacing r¢~ by ~¢, ~' by q¢0, and the last edge of c¢ by the first 
edge of ff (the one that is adjacent from the connection point). If no ff is connected to any 
~0, GO TO Step 6. 
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Step 6. 
(a) If there is an edge in ~ that connects the tip of a c¢~ to the root of a q¢0, then connect 
(~i to (g~0 via this edge, disconnect all the cycles that are connected to {~¢~} or {~g0}, break one 
of the cycles (remove one of the edges), and STOP. 
(b) If there is an edge in ~ that connects the tip of a cg~ to any point of the stem of a 
~'0 then connect qCi to q¢o via this edge, disconnect all the cycles connected to {~¢~} or {q¢0}, 
separate the stem of q¢0 into two parts by removing the edge adjacent o the connection point, 
and STOP. 
(c) If there is an edge in ~ that connects any point on the stem of a q¢, to the root of 
a ~g0, repeat (b) with q¢~ and ~¢0 interchanged. 
(d) If there is an edge in ~ that connects the tip of a q¢~ to a cycle of a c¢ 0, disconnect 
the cycle from q¢0 and connect it to ~i, remove the last edge of the cycle, and GO TO Step 
6(a). 
(e) If there is an edge in ~ that connects a cycle of a c£~ to the root of a ~0, repeat (d) 
by interchanging q¢~ and q¢0, and by replacing the last edge by the first edge. 
(f) If there is an edge in ~ that connects any point on the stem of a qf~ to any point on 
the stem of a q¢0, connect ~ to qf0, disconnect all the cycles connected to {~} or {qf0}, and 
STOP. 
(g) If there is an edge in 9 ,  that connects any point on a q¢~ to any point on a c£ 0, then 
connect qf~ to qf0, disconnect all the cycles connected to {~,} or {qf0} except hose that provide 
a path from the root of q¢~ to the tip of q¢0, and STOP. 
The significance of Algorithm 1 will be clear in the following proof of our main result. 
Proof of Theorem 2. 
Necessity: Suppose ~9 ~ has no structurally fixed modes, and fix ~ c X arbitrarily. We claim 
that application of Algorithm 1 to ~ produces a generalized cactus in a finite number of 
steps. To prove the claim we first note that, by Theorem 1, ~(,~) _~ n, so that the subgraph 
~ constructed at Step 1 has the properties in Lemma 4. If {~} # 0, i.e., if ~ contains at 
least one input-output stem, then it is a Type (i) generalized cactus and the algorithm stops 
at Step 2. Otherwise, at Steps 3-5, we connect as many of the isolated cycles of ~ as possible 
to the input or output stems to build up input and output cacti. If all the cycles can be 
consumed by this process, ~ becomes a union of disjoint union of input and output cacti 
that spans ~,  which is nothing but a Type (iii) generalized cactus, and the algorithm stops 
at Step 3. If there are some cycles left that cannot be connected to an input or output cactus, 
then we conclude that there is at least one edge connecting an input cactus to an output 
cactus; for otherwise ~ would have the form of Fig. 2 implying the impossible structures 
of (2.3) for the matrices A, B ~, and C ~. At Step 6, depending on how these input and output 
cacti are connected, the algorithm produces a Type (i) generalized cactus at Steps 6(a), (b), 
(c), or a Type (ii) generalized cactus at Steps 6(f), (q). At step 6(d), if a cycle connected to 
an output cactus can be connected to the tip of an input cactus, this.cycle is used to extend 
the stem of the input cactus; and at Step 6(e) the dual procedure is applied. Since these 
procedures are irreversible, and since there are only a finite number of cycles, these steps can 
be executed only a finite number of times. As a result, Algorithm 1 produces a spanning 
generalized cactus for each ~,,  proving the necessity of Theorem 2. 
Sufficiency: Obviously, a generalized cactus cannot have the structure of Fig. 2, so that 
if the digraph ~,  of a complementary subsystem 6e x = (A, B ~, C *) is spanned by a generalized 
cactus, then there exists no permutation P that transforms A, B ~, and C ~ into the form of 
(2.13). On the other hand, using Lemma 2, it is trivial to show that the rank of a generalized 
cactus is exactly n, so that ~(~)> n, i.e., (2.14) is not satisfied for any ~. This completes the 
proof of Theorem 2. 
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Fig. 2. Digraph of a complementary subsystem having the structure of (2.13). 
5. CONCLUSIONS 
A graph-theoretic characterization f structurally fixed modes of large-scale systems under 
feedback structure constraints has been achieved by imitating the previous results developed 
for structural controllability. This characterization allows for a quick and reliable test for 
stabilizability of large-scale systems, which involves only binary computations. Since the test 
must be applied to 2 ~-  2 complementary subsystem digraphs, a characterization of
structurally fixed modes in terms of the whole system digraph, which further simplifies the 
computations, i  the objective of future research. Therefore, a characterization f structurally 
fixed modes in terms of the whole system digraph would be of practical importance. 
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