Abstract. This paper deals with the Permutation Flow Shop scheduling problem with the objective of minimizing total flow time, and therefore reducing in-process inventory. A new hybrid metaheuristic Genetic Algorithm -Cluster Search is proposed for the scheduling problem solution. The performance of the proposed method is evaluated and results are compared with the best reported in the literature. Experimental tests show the new method superiority for the test problems set, regarding the solution quality.
Introduction
This paper deals with Permutation Flow Shop scheduling problems, which consists of finding a sequence for the jobs that optimises some schedule performance measure. Usually, such measures are the maximum completion time (makespan), and the total flowtime. As it is well known, the first measure is associated with an efficient utilization of resources, and the second one with a faster response to job processing, therefore reducing in-process inventory. In this paper we introduce a hybrid meta-heuristic method with the objective of minimizing the total flowtime.
This production scheduling problem is NP-complete [9, 26] , therefore the search for an optimal solution is of more theoretical than practical importance.
In the last ten years a number of heuristic methods have been introduced with the objective of minimizing total flowtime, or equivalently the mean flowtime in permutation flow shops. These heuristic methods can be divided into two main classes: construction methods and improvement methods. The literature on construction methods includes the heuristics proposed by Ahmadi and Bagchi [1] , Rajendran and Chaudhuri [22] , Rajendran [23] , Ho [12] , Wang et al. [31] , Woo and Yim [33] , Liu and Reeves [15] , Allahverdi and Aldowaisan [2] , Framinan and Leisten [8] , Framinan et al. [7] , Li et al. [14] and Nagano and Moccellin [18] .
Improvement methods such as ant-colony optimization algorithm proposed by Rajendran and Ziegler [25] and swarm optimization algorithm proposed by Tasgetiren et al. [30] , start from an initial permutation, which is usually generated by a construction method, and then iteratively generate a sequence of improved permutations. It is obvious that improvement methods generate significantly better solutions than construction ones.
Rajendran and Ziegler [25] introduce two heuristics. The first algorithm extends the ideas of the ant-colony algorithm by Stuetzle [28] , called max-min ant system (MMAS), by incorporating the summation rule suggested by Merkle and Middendorf [16] and a new proposed local search technique. The second ant-colony algorithm is newly developed. These ant-colony algorithms were applied to 90 benchmark problems taken from Taillard [29] . Considering the minimization of makespan the comparison shows that the two proposed ant-colony algorithms perform better, on an average, than the MMAS. Subsequently, by considering the objective of minimizing the total flowtime of jobs, a comparison of solutions yielded by the proposed ant-colony algorithms with the best heuristic solutions known for the benchmark problems, as published in an extensive study by Liu and Reeves [15] , is carried out. The comparison shows that the proposed ant-colony algorithms are clearly superior to the heuristics analyzed by Liu and Reeves. For 83 out of 90 problems considered, better solutions have been found by the two proposed ant-colony algorithms, as compared to the solutions reported by Liu and Reeves [15] .
Like many optimization problems, scheduling are commonly approached by evolutionary techniques. Cotta and Fernandez [6] applied memetic algorithms to planning, scheduling and timetabling, and Kleeman and Lamont [13] have studied multi-objective evolutionary algorithms (MOEA) with fixed and variable chromosome length applied to the flow-shop and job-shop problems.
Recently Tasgetiren et al. [30] presented a particle swarm optimization algorithm (PSO) to solve the permutation flow shop sequencing problem with the objectives of minimizing makespan and the total flowtime of jobs. For this purpose, a heuristic rule called the smallest position value (SPV) borrowed from the random key representation of Bean [3] was developed to enable the continuous particle swarm optimization algorithm to be applied to all classes of sequencing problems. In addition, a very efficient local search, called variable neighborhood search (VNS), was embedded in the PSO algorithm to solve the well known benchmark suites in the literature. The PSO algorithm was applied to both the 90 benchmark instances provided by Taillard [29] , and the 14,000 random, narrow random and structured benchmark instances provided by Watson et al. [32] . For makespan criterion, the solution quality was evaluated according to the best known solutions provided either by Taillard [29] , or Watson et al. [32] . The total flowtime criterion was evaluated with the best known solutions provided by Liu and Reeves [15] , and Rajendran and Ziegler [25] . For the total flowtime criterion, 57 out of the 90 best known solutions reported by Liu and Reeves [15] , and Rajendran and Ziegler [25] were improved whereas for the makespan criterion, 195 out of the 800 best known solutions for the random and narrow random problems reported by Watson et al. [32] were improved by the VNS version of the PSO algorithm.
Based on the literature examination we have made, the aforementioned metaheuristic PSO-VNS presented by Tasgetiren et al. [30] yields the best solutions for total flowtime minimization in a permutation flow shop.
Clustering Search
The metaheuristic Clustering Search (CS), proposed by Oliveira and Lorena [20, 21] , consists of a solution clustering process to detect supposedly promising regions in the search space. The objective of the detection of these regions as soon as possible is to adapt the search strategy. A region can be seen as a search subspace defined by a neighborhood relation.
The CS has an iterative clustering process, simultaneously executed with a heuristic, and tries to identify solution clusters that deserve special interest. The regions defined by these clusters must be explored, as soon as they are detected, by problem specific local search procedures. The expected result of more rational use of local search is convergence improvement associated with reduction of computational effort.
CS tries to locate promising regions by using clusters to represent these regions. A cluster is defined by a triple G = (C, r, β) where C, r and β are, respectively, the center, the radius of a search region around the center, and a search strategy associated with the cluster.
The center C is a solution that represents the cluster, identify its location in the search space, and can be changed along the iterative process. Initially the centers can be obtained randomly, and progressively tend to move to more promising points in the search space. The radius r defines the maximum distance from the center to consider a solution being inside the cluster. For example, the radius r could be defined as the number moves to change a solution into another. The CS admits a solution to be inside of more than one cluster. The strategy β is a procedure to intensify the search, in which existing solutions interact with each other to create new ones.
The CS consists of four components, conceptually independent, with different attributions: a metaheuristic (ME), an iterative clustering process (IC), a cluster analyzer (CA), and a local optimization algorithm (LO). Figure 1 shows a representation of the four components, the search space and the clusters centers.
The ME component works as a full time iterative solution generator. The algorithm is independently executed from the other CS components, and must be able to continuously generate solutions for the clustering process. Simultane-ously, the clusters are maintained as containers for these solutions. This process works as a loop in which solutions are generated along the iterations.
Fig. 1. Clustering Search Conceptual Diagram
The objective of the IC component is to associate similar solutions to form a cluster, keeping a representative one of them as the cluster center. The IC is implemented as an online process where the clusters are feed with the solutions produced by the ME. A maximum number of clusters is previously defined to avoid unlimited cluster generation. A distance metric must be defined also previously to evaluate solutions similarity for the clustering process. Each solution received by IC is inserted into the cluster having the center most similar to it, causing a perturbation in this center. This perturbation is called assimilation and consists of the center update according to the inserted solution.
The CA component provides an analysis of each cluster, at regular time intervals, indicating probable promising clusters. The so called cluster density λ i measures the i-th cluster activity. For simplicity, λ i can be the cluster's number of assimilated solutions. When λ i reach some threshold, meaning that ME has produced a predominant information model, the cluster must be more intensively investigated to accelerate its convergence to better search space regions. CA is also responsible for the removal of low density clusters, allowing new and better clusters to be created, while preserving the most active clusters. The clusters removal does not interfere with the set of solutions being produced by ME, as they are kept in a separate structure.
Finally, the LO component is a local search module that provides more intensive exploration of promising regions represented by active clusters. This process runs after CA has determined a highly active cluster. The local search corresponds to the β element that defines the cluster and is a problem specific local search procedure.
Evolutionary Clustering for the Permutation Flow Shop Problem
This research has used a metaheuristic called Evolutionary Clustering Search (ECS) proposed by Oliveira and Lorena [20, 21] that combines Genetic Algorithms (GA) and Custering Search, and has applied it to the Permutation Flow Shop problem. The ECS uses a GA to implement the ME component of the CS and generate solutions that allow the exploration of promising regions by the other components of CS. A pseudo-code representation of the ECS is shown in Figure 2 .
Procedure ECS-FS() Begin Initialize population P; Initialize clusters set C; While (stop condition == false) do Begin While (i < new_individuals) do Begin parent1 = Selected from best 40% of P; parent2 = Selected from the whole P; offspring = Crossover(parent1, parent2); Local_Search_LS1(offspring) with 60% probability; If (Insert_into_P(offspring)) Assimilate_or_create_cluster(offspring, C); i = i + 1; End; For each cluster c in C If (High_assimilation(c)) Local_Search_LS2(c); End; End;
Fig. 2. Pseudo-code for the ECS algorithm
As ECS has presented good performance in previous applications, and considering the accelerated convergence provided by CS when compared with pure, non hybrid, algorithms, the aim of this work was to attempt to beat the best results recently produced and found in the literature, even with larger computer times, characteristic of evolutionary processes. Seeking originality, this was another reason to apply CS in this research.
The Evolutionary Clustering Search for Flow Shop (ECS-FS) presented in this work has some modifications from the original CS general concept presented in the previous section.
As the quality of the individuals in the initial population is important for the GA performance, to ensure this quality, the population initialization was done with a variation of the method known as NEH, presented by Nawaz et al. [19] . The original form of NEH initially sort a set of n tasks according to non-descending values of the sum of task processing times by all machines. The two first tasks in the sorted sequence are scheduled to minimize the partial flow time. The remaining tasks are then sequentially inserted into the schedule in the position that minimizes the partial flow time.
The chromosome representation used in the GA was a n element vector, one element for each task, storing the position of that task in the solution schedule. After several tests, the population size was fixed in 500 individuals to make room for good individuals produced by NEH and its variation, together with randomly generated individuals to provide diversity.
The very fist individual inserted into the initial population was generated by the NEH procedure. Part of the other individuals was generated by a variation of the NEH in which the two tasks from the sorted sequence to be first scheduled were randomly chosen from the whole sequence. The rest of the sequence was then scheduled the same way as the original NEH.
To ensure some degree of diversity in the initial population, the maximum number of individuals generated by the modified NEH was given by
and the remain part of the initial population was filled with randomly generated schedules.
The evaluation of the population individuals was made by the minimization of the total flow time. The individual insertion routine kept the population sorted, and the best individual, the one with the lowest total flow time, occupied the first position in the population. The insertion routine was also responsible for maintain only one copy of each individual in the population.
A cluster set initialization process was created to take advantage of the good individuals in the GA initial population. This routine scanned the population, from the best individual to the worst, creating new clusters or assimilating the individuals into clusters already created. A new cluster was created when the distance from the individual to the center of any cluster was larger than r = 0.85 * n, and the individual was used to represent the center of new cluster. Otherwise, the individual was assimilated by the cluster with the closest center. The distance measure from an individual to the cluster center was taken as the number of swaps necessary to transform the individual into the cluster center. Starting from the very first, each element of the individual was compared to its equivalent in the cluster center, at the same position. When non coincident elements were found the rest of the individual chromosome was scanned to find the same element found in the cluster center, and make a swap. At the end, the individual was identical to the cluster center, and the number of swaps was considered as a distance measure. The clusters initialization process ended when the whole population was scanned or when a maximum of 200 clusters were created. Both the cluster radius and the maximum number of clusters are parameters which values were chosen after several tests, with the objective to work with all problem classes used for tests.
The assimilation of an individual by a cluster was based on the Path Relinking procedure presented by Glover [10] . Starting from the individual chromosome, successive swaps were made until the chromosome became identical to the cluster center. The pair of genes chosen to swap was the one that more reduced, or less increased, the chromosome total flow time. At each swap the new chromosome configuration was evaluated. At the end of the transformation, the cluster center was moved to (replaced by) the individual, or the intermediary chromosome, that has the best evaluation better than the current center. If no such improvement was possible, the cluster center remains the same.
At each iteration of the GA, 50 new individuals were created and possibly inserted into the population. The stop condition used was the maximum of 100 iterations or 20 consecutive iterations with no new individuals being inserted, as the population could have one single copy of each individual.
The new individual generation was made by randomly selecting two parents, one from the best 40% of the population, called the base parent, and the other from the entire population, called the guide parent. A crossover process known as Block Order Crossove (BOX), presented by Syswerda [27] , was then applied to both parents, generating a single offspring by copying blocks of genes from the parents. In this work the offspring was generated with 50% of its genes coming from each parent. Several other recombination operators are studied and empirically evaluated by Cotta and Troya [5] . Investigation regarding positionoriented recombination operators are also possible in further studies. Figure 3 illustrates the BOX crossover. The number of new individuals created at each iteration, the stop condition, the part of the population from which comes the base parent for crossover, and contribution of each parent in the crossover process are all parameters which values were obtained after several tests.
After the crossover, the offspring had a probability of 60% to be improved by a local search procedure called LS1, shown in Figure 4 .
This procedure used two neighborhood types: permutation and insertion. The permutation neighborhood around an individual was obtained by swapping every possible pair of chromosome genes, producing n*(n-1)/2 different individuals. The insertion neighborhood was obtained by removing every gene from its position, and inserting it in each other position in the chromosome, producing n*(n-1) different individuals.
Procedure LS1(current_solution) Begin cs = current_solution; stop = false; While (stop == false) do Begin P = Permutation_neighborhood(cs); sp = First s in P that eval(s) < eval(cs), or eval(s) < eval(t) for all t in P; I = Insertion_neighborhood(cs); si = First s in I that eval(s) < eval(cs), or eval(s) < eval(t) for all t in I; If (eval(sp) < min(eval(si), eval(cs))) then cs = sp; else If (eval(si) < min(eval(sp), eval(cs))) then cs = si; else stop = true; End; Return cs; End The new individual was then inserted into the population in the position relative to its evaluation, shifting ahead the subsequent part of the population, and therefore removing the last, and worst, individual. The successfully inserted individuals were then processed by the IC component of ECS-FS. This procedure tried to find the cluster having the closest center and of which radius r the individual was within. When such cluster could found, the individual was assimilated, otherwise a new cluster was created having the individual as its center. New clusters were created only if the ECS-FS had not reached the 200 clusters limit. Tests have shown that the number of cluster tends to increase at very first ECS iterations, and slowly decrease as iterations continue and the ECS removes the less active clusters.
After the generation of new individuals, its improvement and insertion into the population, the ECS-FS executed its CA component. This cluster analysis procedure performed two tasks: remove the clusters that had no assimilations in the last 5 iterations, and take every cluster that had any assimilation in the current iteration and ran it through a local optimization procedure, called LS2 and shown in Figure 5 , corresponding to the LO component of ECS-FS.
Again, the probability with which an offspring ran trough local search before being inserted into the population and the number of iterations without assimilation used to delete clusters was parameters which values were chosen after several tests.
Along the ECS-FS processing the best cluster was kept saved. At the end of the ECS-FS execution, the center of the best cluster found so far was taken as the final solution produced by the algorithm. 
Computational Experiments
The performance evaluation of the proposed hybrid heuristic method ECS-FS, was made through computational experiments using the Taillard [29] test problems. These problem are divided into n tasks and m machines sets, each set having ten instances. Results were compared with those reported in the works of Liu and Reeves [15] , Rajendran and Ziegler [25] , Li et al. [14] and Tasgetiren et al. [30] .
For this work, the ECS-FS code was written in the C programming language and was executed on a Pentium IV, 3.0 GHz, 1 GByte RAM personal computer.
Two statistic measures were used to performance evaluation: the success rate and the average relative deviation. The first is given by the ratio between the number of problems for which a method produced the minimum total flow time given by all compared methods, and the number of problems solved in a problem set. The second shows the deviation obtained by a method h from the minimum total flow time as above, and is given by
where F h is the total flow time given by the method h, and F * is the minimum total flow time given by all compared methods, for a given test problem.
Analysis of Results
The ECS-FS performance was evaluated comparing its results with the two ant colony based algorithms (M-MMAS and PACO) shown by Rajendran and Ziegler [25] , and the particle swarm method (PSO) shown by Tasgetiren et al. [30] . Nine test problems classes were considered, each one having ten instances. The classes were defined according to the number of tasks n being equal to 20, 50 and 100, and for each one of these values, the number of machines m being equal to 5, 10 and 20. Table 1 presents the best solution obtained by the methods for each instance and shows the superiority of ECS-FS to the others for the test problems. The listed results of ECS-FS are the best out of 10 repeats. For a total of 90 instances the ECS-FS produced equal or better solutions for 82 of them, corresponding to 91.1%, and 59 solutions (65.5%) were inedited, better than the previous best found in the literaure. Table 2 presents success rates for problems classes and shows that the ECS-FS had its success rate varying from 70% to 100%. This table shows also that the difference from the ECS-FS average relative deviation to the other method deviation is emphasized, reinforcing the proposed method superiority.
The quality of the initial population individuals, allied to diversity, and the performance of the local search routines, can be considered key factors for the quality of the final solutions.
Average processing time had a large variation from 8.62 seconds for the smallest problems class, with 20 tasks and 5 machines, to 7 hours and 39 minutes for the largest problems class used in this work, with 100 tasks and 20 machines.
Conclusion
The main objective of this work was apply CS to the Permutation Flow Shop Scheduling Problem of original and inedited form. Experimental results presented in the tables have shown that the ECS-FS method had superior performance regarding success rate and average relative deviation, compared with the best results found in the literature for the considered Flow Shop test problems, using the in-process inventory reduction, or minimization of the total flow time, as the performance measure. The computational effort was acceptable for practical applications.
The classic optimization problem of task schedule in Flow Shop has been the object of intense research in the last 50 years. For practical applications this problem may be considered already solved, although, because of its complexity it still remains as a target for the search for heuristic and metaheuristic methods with better efficiency and solution quality, taking into account that the problem is NP-hard.
The research related in this paper was motivated by the above considerations, and have tried to rescue the essential characteristics of metaheuristic methods, balance between solution quality and computational efficiency, simplicity and implementation easiness. 
