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Multiphoton interference is at the very heart
of quantum foundations and applications in quan-
tum sensing and information processing. In par-
ticular, boson sampling experiments have the po-
tential to demonstrate quantum computational
supremacy while only relying on multiphoton in-
terference in linear optical interferometers. How-
ever, scalable experiments are challenged by the
need to generate the same temporal and fre-
quency spectra for a large number N of single
photons in each experimental sample. Here, we
employ sampling correlation measurements in the
photonic inner modes, time and frequency, at the
interferometer input and output to ensure the oc-
currence of multiphoton interference even with
input photons with random overlap in their input
spectra from one sample to another. This allows
us to substantially enhance the probability to suc-
cessfully generate a sample and therefore the ex-
perimental scalability of boson sampling schemes.
Furthermore, we show that it is possible, in prin-
ciple, to approach deterministic boson sampling
with a number of probabilistic sources which is
only slightly larger than N . This is achieved by
combining sampling in the photonic inner modes
with sampling over the number of input photons
per port. Therefore, these results provide an
exciting route toward future demonstrations of
quantum computational supremacy with scalable
experimental resources.
Boson sampling [1] has recently triggered the interest
of both the quantum optics and computer science com-
munities because of its potential to outperform classical
computers, while relying only on the interference of N
single photons in linear optical networks [2]. Indeed, it
is simply defined as the task of sampling from the prob-
ability distribution where N photons are found at the
output of a random interferometer with M ∼ N2 ports.
This has triggered several experimental demonstrations
with relatively small numbers of photons [3–8]. How-
ever, demonstrations of the computational power of bo-
son samplers rely on the challenge of deterministically
producing a large enough number of identical single pho-
tons (N > 50) [9].
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A first attempt to address this difficulty was given by
the introduction and experimental realization of Scatter-
shot Boson Sampling (SBS) [7, 10, 11]. Here, M sponta-
neous parametric down conversion (SPDC) sources, one
at each interferometric input port, are employed to gen-
erate in postselection N identical single photons in a her-
alded, but random set of spatial modes. Unfortunately,
the scaling of the success probability as 1/
√
N and the
requirement of M ∼ N2 (e.g. 2500 sources are required
for N = 50) challenge experimental realizations at in-
creasing values of N .
In order to circumvent these challenges one could
employ multiplexing techniques in the photonic inner
modes, such as time and frequency [12–15]. Indeed, by
increasing the number of inner modes in which each sin-
gle photon can be generated by SPDC sources it is ideally
possible to enhance the probability of single photon gen-
eration, while keeping the ratio between one photon pair
events and two pair events constant. Boson sampling
based on demultiplexing of single photons emitted by a
single quantum dot was also demonstrated experimen-
tally [8]. However, the efficiency of all these techniques
is threatened, especially for large photon numbers N , by
the effect of losses due to the use of multiple optical ele-
ments such as switches, delay lines or phase modulators
which are employed to generate photons with fixed spec-
tral properties [14, 15].
Important efforts have also been undertaken toward
easing the experimental requirement for identical input
photons. This has become possible by generalising the
problem of boson sampling to a sampling process called
multiboson correlation sampling (MBCS), in which the
inner modes of the photons at the output are resolved
in addition to the spatial modes [16–18]. Indeed, ac-
cessing the frequency and temporal spectral structure of
correlations between multiple interfering photons is ex-
perimentally at reach given the advent of very fast single-
photon detectors and high-precision single-photon spec-
trometers [2, 14, 19–25]. In the MBCS problem, any gen-
erated sample is determined not only by the set of output
ports where the photons are detected but also by the de-
tected photonic inner modes, such as detection times or
frequencies. In particular, we showed that approximate
time-resolved MBCS with input photons of different col-
ors can be at least as classically hard as boson sampling
with identical input photons [16, 17]. Here, the detectors’
high time-resolution makes them “blind” to the photons’
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2colors, so that the photons become indistinguishable in
the detection. The resulting interference ensures compu-
tational hardness in the same way as in the original boson
sampling. However, even if non-identical input photons
are allowed, it is still experimentally challenging to gen-
erate frequency-temporal spectra which do not change
between consecutive runs of the experiment.
Therefore, important questions remain to be addressed
toward obtaining the desired quantum supremacy. Can
classical hardness be achieved by employing single pho-
tons whose spectral properties change from one sample
to another? Does this make it possible to scale up ex-
perimental realizations to larger numbers N of photons
while still using a number of single-photon sources of the
order of N?
In this letter, we demonstrate how a substantial scal-
ing up of experimental implementations of boson sam-
pling can remarkably be achieved with input photons
which differ randomly in either their central frequencies
or times from one sample to another. In particular, we
introduce a novel technique, random inner mode multi-
plexing (RIMM), which allows to sample at the interfer-
ometer input over either the central frequencies (Fig. 1a)
or the central times (Fig. 2a) of the input photons. Fur-
ther, by sampling at the output in the respective con-
jugate modes it is possible to restore multiphoton indis-
tinguishability at the detectors (see Fig. 1b and Fig. 2b,
respectively). The emergence of full multiphoton inter-
ference even with input photons with random spectral
overlap is at the very heart of the classical hardness of
this problem, named here scattershot multiboson correla-
tion sampling (SMBCS), even in the approximate case.
Remarkably, by allowing the input photons to have
either random central times or frequencies, losses due
to additional optical elements needed to generate single
photons in fixed inner modes are avoided. This allows to
scale up SMBCS experiments to larger photon numbers
in comparison to boson sampling and scattershot boson
sampling experiments where the input photons are gen-
erated in fixed inner modes.
Moreover, we show that, in principle, the efficiency of
generating samples can be further enhanced to approach
one by additionally sampling over a number of spatial
input modes only slightly larger than N .
Let us consider, in general, N single photons injected
into a set S of N input ports of an arbitrary passive, lin-
ear optical network with a total of M ∼ N2 input and
output ports. Contrary to conventional boson sampling
models, we allow these photons to have normalized spec-
tra ξ(ω−ωs) eiωts with either different central frequencies
ωs or different central times ts, with s ∈ S. The overall
input state can be written as the product state
|S〉 ..=
⊗
s∈S
|1;ωs, ts〉s
⊗
s/∈S
|0〉s (1)
of M −N vacuum states in the unoccupied ports and N
single photon states
|1;ωs, ts〉s ..=
∞∫
0
dω ξ(ω − ωs) e+iωts aˆ†s(ω)|0〉s. (2)
a. Scattershot Multi-Boson Correlation Sampling
(SMBCS) with input photons of random colors. We con-
sider first the case where the N input photons in Eq. (2)
are injected into the interferometer at the same time
ts = t but can have different colors (generally, ωs 6= ωs′
if s 6= s′). Further, time-resolved measurements are per-
formed at the interferometer output as in Fig. 1b. If we
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Figure 1. SMBCS implementation with input photons of
random colors. a) Random frequency multiplexing: Using
frequency-resolved heralding of the idler photons emitted by
a pulsed SPDC source, N signal photons are generated at ran-
dom but known central frequencies in each different sample.
b) Multiphoton interferometer based on time-resolved corre-
lation measurements: N single photons, generated as in panel
a, are injected into a passive linear network and detected us-
ing time-resolving detectors.
assume for the moment that the frequencies ωs do not dif-
fer from one sample generation to the other it is possible
to define the time-resolved MBCS problem as in Ref. [16].
This consists of the task to generate a sample (D, {td})
at the interferometer output which is determined only by
the set of N output ports D in which the N photons are
detected and by the values of the corresponding detection
times {td}. For simplicity, we assume that the temporal
distributions are rectangular functions with width 1/∆ω
and that the detector integration times δt fulfill the con-
ditions
δt |ωs − ωs′ |−1 ∀s, s′ ∈ S and δt 1/∆ω (3)
to ensure multiphoton indistinguishability at the detec-
tors. Then, if the matrix U describing the linear inter-
ferometer is chosen randomly with respect to the Haar
measure, the probability [16]
P
(D,S)
{td},{ωs} ∝
∣∣∣perm([Uds eiωstd ]d∈D
s∈S
)∣∣∣2 (4)
of generating the sample (D, {td}) is defined by the per-
manent of an N ×N matrix with entries which are i.i.d.
3Gaussian random variables, independently of the values
of ωs and td [1, 16]. We recall that the permanent of
a matrix A is defined as permA ..= ∑σ∈ΣN ∏Ni=1Aiσ(i),
where the sum runs over all possible permutations σ from
the symmetric group ΣN of order N . In the context of
Eq. (4), these permutations correspond to all possible
multiphoton paths which bijectively connect the output
ports D with the input ports S. Permanents of matrices
with i.i.d. Gaussian random entries are strongly believed
to be classically hard to estimate [1]. In Ref. [16], we
demonstrated that this also implies the computational
hardness of approximate time-resolved MBCS. However,
as pointed out before, the experimental challenge in time-
resolved MBCS is the necessity to generate photons with
colors ωs, which although allowed to be different, need
to be fixed from one sample to another.
What happens if we release this condition by consid-
ering input photons with random central frequencies?
To address this question we introduce the technique of
random frequency multiplexing (RFM) in Fig. 1a. Here,
SPDC sources are used to generate single photons at ran-
dom, but known, central frequencies through frequency-
resolved heralding with a single-photon spectrometer
[14]. This technique differs from the fixed frequency mul-
tiplexing technique introduced in Ref. [14], where a phase
modulator is used to shift the random frequencies of the
heralded single photons to a fixed value. Indeed, the
RFM technique allows us to sample from all the possi-
ble random frequencies of the input photons, which we
can assume for simplicity to occur equally likely. Addi-
tionally, at the interferometer output in Fig. 1b a sam-
pling process analogous to the one described in standard
time-resolved MBCS occurs. Therefore, SMBCS with in-
put photons of random colors is the task of generating
a sample (D, {td}, {ωs}) determined by a random set of
photonic central frequencies {ωs} in addition to the sets
{td} and D of N detection times and corresponding chan-
nels, respectively. Consequently, given k possible central
frequencies, the number of possible samples in the SM-
BCS problem is kN times larger in comparison to the
standard MBCS problem. For each one of these ini-
tial frequency samples, SMBCS reduces to an instance
of MBCS. Therefore, approximate SMBCS is at least as
computationally hard as approximate MBCS, as long as
the detection time resolution is small enough to ensure
the conditions in Eq. (3), independently of the random
values ωs of the photonic central frequencies.
Furthermore, the RFM technique allows to exploit the
advantages of frequency multiplexing, e.g. substantially
increasing the single-photon generation probability, while
at the same time avoiding the losses connected with the
need for phase modulators to shift the photons heralded
at a random frequency to a fixed frequency. This dra-
matic reduction of losses enables a scaling up of boson
sampling experiments to photon numbers not achievable
with fixed frequency multiplexing techniques [14]. In ad-
dition, the maximum number k of central frequencies
is only limited by the detector resolution according to
Eq. (3). As an example, given a frequency resolution
of 1 GHz and a time resolution of 10 ps, it is possible
to sample over k ∼ 10 different central frequencies. On
the other hand, in fixed frequency multiplexing the max-
imum number k is limited by the maximum frequency
shift allowed by the phase modulators.
b. Scattershot Multiboson Correlation Sampling (SM-
BCS) with input photons injected at random times. We
now consider the case where the N input photons in
Eq. (2) are generated with the same frequency (ωs =
ω0 ∀s ∈ S) but at random different times {ts} from one
sample to another by employing the random time mul-
tiplexing (RTM) technique in Fig. 2a. Here, the input
photons are the signal photons of pulsed SPDC sources
heralded at random times by time-resolved detections of
the idler photons. Remarkably, by allowing random input
times, this RTM technique is not affected by any losses
associated with the optics required in standard time-
multiplexing to generate the photons at fixed times (e.g.
multiple delay lines and optical switchers) [12, 13]. Mul-
tiphoton interference at the interferometer output can
be obtained by “erasing” any time distinguishability via
frequency-resolved measurements as depicted in Fig. 2b.
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Figure 2. SMBCS implementation with input photons in-
jected at random times. a) Random time multiplexing: Us-
ing time-resolved heralding of the idler photons emitted by
an SPDC source pumped by a train of laser pulses, N signal
photons are generated in random but known time slots in each
different sample. b) Multiphoton interferometer based on
frequency-resolved correlation measurements: N single pho-
tons, generated as in panel a, are injected into a passive linear
network and detected using frequency-resolving detectors.
This is ensured for small enough frequency resolution
δω according to the conditions
δω  |ts − ts′ |−1 ∀s, s′ ∈ S and δω  ∆ω, (5)
corresponding to the interchange of the conjugate vari-
ables frequency and time in Eq. (3). This includes the
case where the input photons exhibit no overlap in their
temporal spectra.
Analogously to the section before, we can now define
the SMBCS problem with input photons injected at ran-
dom input times as the task of sampling not only over the
output port set D and the detected frequencies {ωd} but
also over the random values of initial times {ts}. Indeed,
4defining the annihilation operators aˆd =
∑
s∈S Udsaˆs at
the detectors and by interchanging now frequency and
time in Eq. (4), we find that the probabilities [26]
P
(D,S)
{ωd},{ts} = δω
N
〈S ∣∣ ∏
d∈D
aˆ†d(ωd)
∏
d∈D
aˆd(ωd)
∣∣S〉
∝
∣∣∣perm([Uds eiωdts ]d∈D
s∈S
)∣∣∣2, (6)
for any given sample (D, {ωd}, {ts}) depend again on per-
manents of matrices with i.i.d. Gaussian random entries.
Therefore, it is straightforward to demonstrate analo-
gously to the section before that the approximate SM-
BCS problem with input photons injected at random
times is at least as classically hard as approximate boson
sampling.
Furthermore, as already pointed out, the dramatic re-
duction of losses in the RTM technique enables to scale
up boson sampling experiments by avoiding the need to
generate photons at fixed times via standard time mul-
tiplexing [12, 13]. In addition, by increasing the pulsed
pump laser repetition rate fp or by decreasing the fre-
quency resolution δω of the detectors it is possible to
substantially increase the maximum number of pulses
k  fp/δω, therefore enhancing the single-photon gen-
eration probability. One may also extend this technique
to the use of a cw pump laser which would lead to a
maximum number of RTM time bins k  (δtδω)−1 de-
termined by the time resolution δt and the frequency
resolution δω of the detectors.
c. Approaching deterministic boson sampling by ad-
ditional sampling over the number of input photons per
port with a slightly larger number of sources. We have
so far demonstrated that in SMBCS the probability of
generating a sample is dramatically enhanced by using
the RIMM technique. We now show that by combining
sampling in the photonic inner modes with spatial sam-
pling over all the possible ways N single photons can be
injected into N input ports for a slightly larger number
daNe of sources, with a > 1, it is possible to approach a
unitary probability to successfully generate a sample.
If we consider sources which produce a single photon
with probability p and no photon otherwise, the photon
number for each source is a Bernoulli random variable.
In the case where the probability to generate multiple
photons is not negligible, it is possible to use number
resolving detectors and feed-forward control to allow only
one photon per input port [27]. The feed-forward control
can additionally be used without increase in experimental
complexity to ensure that at most N photons are injected
into the interferometer even if Ntot > N of the daNe
sources emit a photon. In this case, the probability to
successfully generate a sample is given by
P (daNe ≥ Ntot ≥ N ; p) =
daNe∑
Ntot=N
( daNe
Ntot
)
pNtot
(
1− p)daNe−Ntot . (7)
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Figure 3. Success probability of SMBCS in the case of d1.2Ne
SPDC sources with a squeezing parameter γ = 1/
√
2 and
k = 8 inner modes when samples corresponding to multiple
photons per port and/or more than N occupied ports are
allowed (in red) or not (in blue).
Under the condition
a > 1/p, (8)
it is ensured that P → 1 as N → ∞ [28]. This leads,
in principle, to an almost deterministic implementation
of the sampling scheme with only a linear number of
sources.
Remarkably, allowing input photons with random cen-
tral frequencies or times generated through the RIMM
technique, it is possible to substantially increase the
single-photon generation probability p in Eq. (8) and
therefore decrease the number daNe of required sources
by increasing the number k of inner modes per source.
In particular, the RIMM technique can take additional
advantage from the introduced feed-forward control ar-
chitecture to block, for each source, possible additional
photons generated in different inner modes [29]. In
this case, for k inner modes, the maximum probability
pmax = 1−
(
1−γ2opt(1−γ2opt)
)k can be achieved where the
optimal value of the squeezing parameter is γopt = 1/
√
2
[15, 30]. This implies, as an example, that only k = 8 in-
ner modes, corresponding to a probability pmax ≈ 90%,
allow us to ensure the condition in Eq. (8) with only
dN/pmaxe ≈ d1.11Ne sources. Furthermore, if for ex-
ample d1.2Ne sources are used, the probability to suc-
cessfully generate a sample is remarkably always larger
than 88% for any value of N (see Fig. 3). This striking
advantage in scalability is achieved through a sampling
process at the interferometer input which combines “ran-
dom multiplexing” in time and space and feed-forward
control.
It is also interesting to consider the case where, in ab-
sence of feed-forward control, samples corresponding to
multiple photons per port or to more than N occupied
ports are also possible. The good news is that the inclu-
sion of these additional possible events leads to an even
larger probability of generating a sample corresponding
to the substitution of the single-photon probability p in
Eq. (7) with the probability to produce at least one pho-
ton p≥1 = 1 − (1 − γ2)k. For example, for a squeezing
5parameter γ = 1/
√
2 and k = 8 inner modes we obtain
p≥1 ≈ 99.6% leading to a success probability P > 99%
for all values of N (see Fig. 3). Moreover, since the to-
tal number of sources is of the order of N , also the total
number Ntot of emitted photons for each sample is still of
the same order [31]. This implies that a number of input
ports of the order of N2 is still enough to make pho-
ton bunching events negligible and to avoid the need for
photon number resolving detectors at the output. The
crucial fundamental question is then the following: is
this resulting approximate sampling problem, character-
ized by additionally sampling over the number of input
photons per port for at least N occupied ports still clas-
sically hard? Remarkably, it is easy to show that, in this
case, all the sample probabilities depend on permanents
of Ntot × Ntot matrices which contain at least N × N
entries which are i.i.d. Gaussian variables, as in standard
boson sampling [1, 32]. This suggests that the answer to
the previous question is: yes!
d. Discussion. We have demonstrated the classical
hardness of approximate scattershot multiboson correla-
tion sampling (SMBCS), relying on sampling over either
the random central frequencies or injection times of the
input photons generated by using the random inner-mode
multiplexing (RIMM) technique (Figs. 1 and 2). Remark-
ably, this problem can be implemented without the losses
associated with the generation of photons in the same in-
ner modes in each sample. A scaling up of experimental
realizations of boson sampling aimed at demonstrating
quantum computational supremacy is therefore possible
with respect to implementations based on standard mul-
tiplexing techniques. Furthermore, we have shown that it
is even possible to approach, in principle, deterministic
boson sampling implementations by slightly increasing
the number of sources and performing additional sam-
pling over the number of photons at each input port.
These results also have the potential for applications in
quantum information processing beyond boson sampling
as well as in novel quantum sensing schemes with non-
identical bosons based on measurements which resolve
the bosonic inner degrees of freedom [2, 33].
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I. FREQUENCY CORRELATIONS OF N PHOTONS
The detection of a photon in output port d and at frequency ωd can be described by the application of the
annihilation operator aˆd(ωd) to the output state of the interferometer. Therefore, the probability density to measure
the outcome (D, {ωd}) is given by the correlation function〈S ∣∣ ∏
d∈D
aˆ†d(ωd)
∏
d∈D
aˆd(ωd)
∣∣S〉 (S.1)
evaluated for the input state in Eqs. (1) and (2) of the main paper
|S〉 ..=
⊗
s∈S
|1;ωs, ts〉s
⊗
s/∈S
|0〉s (S.2)
with
|1;ωs, ts〉s ..=
∞∫
0
dω ξ(ω − ωs) e+iωts aˆ†s(ω)|0〉s. (S.3)
Naturally, the structure of this correlation function strongly depends on the passive, linear optical network. Its effect
can be described as a linear transformation which connects the output mode operators aˆd(ω) with the input mode
operators aˆs(ω) via the single-photon transition amplitudes Uds. Since the unoccupied input ports s 6∈ S do not
contribute to the correlations, we can for given S and D effectively write
aˆd(ωd) =
∑
s∈S
Udsaˆs(ωd). (S.4)
The probability to detect the N photons in the input state in Eq. (S.2) at the output ports D and in the detected
frequency intervals I({ωd}) ..=
⊗
d∈D[ωd − δω/2, ωd + δω/2] consequently is
P
(D,S)
{ωd},{ts} =
∫
I({ωd})
∏
d∈D
dωd
〈S ∣∣ ∏
d∈D
aˆ†d(ωd)
∏
d∈D
aˆd(ωd)
∣∣S〉. (S.5)
Using the notation ‖|ψ〉‖ ..= 〈ψ |ψ〉 and Eq. (S.4), we can rewrite the correlation function, Eq. (S.1), as
〈S ∣∣ ∏
d∈D
aˆ†d(ωd)
∏
d∈D
aˆd(ωd)
∣∣S〉 = ∥∥∥∥∥∏
d∈D
aˆd(ωd)|S〉
∥∥∥∥∥
2
=
∥∥∥∥∥∏
d∈D
∑
sd∈S
Udsd aˆsd(ωd)|S〉
∥∥∥∥∥
2
=
∥∥∥∥∥ ∑
{sd}∈SN
∏
d∈D
Udsd aˆsd(ωd)|S〉
∥∥∥∥∥
2
.
(S.6)
This expression can be further simplified by noting that due to the structure of the state |S〉, Eq. (S.2), only those
terms contribute, in which each of the N annihilation operators aˆs(ω), s ∈ S, appears exactly once. Denoting the set
of all permutations of N elements, the symmetric group of order N , as ΣN and recalling Eq. (S.2), the correlation
function becomes
〈S ∣∣ ∏
d∈D
aˆ†d(ωd)
∏
d∈D
aˆd(ωd)
∣∣S〉 = ∥∥∥∥∥ ∑
σ∈ΣN
∏
d∈D
Udσ(d)aˆσ(d)(ωd)|S〉
∥∥∥∥∥
2
=
∥∥∥∥∥ ∑
σ∈ΣN
∏
d∈D
Udσ(d)aˆσ(d)(ωd)|1;ωσ(d), tσ(d)]〉σ(d)
∥∥∥∥∥
2
.
(S.7)
With the help of the definition of the single-photon states |1;ωs, ts〉 in Eq. (S.3), this can finally be simplified to
〈S ∣∣ ∏
d∈D
aˆ†d(ωd)
∏
d∈D
aˆd(ωd)
∣∣S〉 = ∥∥∥∥∥ ∑
σ∈ΣN
∏
d∈D
Udσ(d)ξ(ωd − ωσ(d)) eiωdtσ(d) |0〉
∥∥∥∥∥
2
=
∣∣∣∣∣ ∑
σ∈ΣN
∏
d∈D
Udσ(d)ξ(ωd − ωσ(d)) eiωdtσ(d)
∣∣∣∣∣
2
=
∣∣∣perm([Udsξ(ωd − ωs) eiωdts ]d∈D
s∈S
)∣∣∣2,
(S.8)
II
where we recalled in the last step that the permanent of an N ×N matrix with elements Aij is defined as
permA =
∑
σ∈ΣN
N∏
i=1
Aiσ(i). (S.9)
We now assume for simplicity that the photons exhibit rectangular frequency spectra of width ∆ω and identical
central frequencies ωs = ω0 ∀s ∈ S. Then, under the conditions
δω|ts − ts′ |  1 ∀s, s′ ∈ S and δω  ∆ω (S.10)
from Eq. (5) in the main letter, which ensure that the detectors do not “classically average” over the correlations, the
probabilities, Eq. (S.5), take the form
P
(D,S)
{ωd},{ts} = δω
N∆ω−N
∣∣∣perm([Uds eiωdts ]d∈D
s∈S
)∣∣∣2. (S.11)
These probabilities are the result of the interference between N ! multiphoton probability amplitudes which each
correspond to one of the possible multiphoton quantum paths from the sources to the detectors. These amplitudes
are not only determined by the linear network but also depend on the state of the input photons and on the detected
frequencies.
II. SAMPLING IN BOTH THE INNER AND SPATIAL MODES WITH FEED-FORWARD CONTROL
In the third section of the main letter, we assumed that the RIMM technique is combined with feed-forward control
in order to generate either a single photon or no photons. We will now discuss the probability with which an experiment
successfully generates a sample if such a source is placed in a linear number daNe of the N2 input ports. As we will
show, the experiment can be run, in principle, in a virtually deterministic way in this case.
a. Single-photon probability. For simplicity, since it is not necessary to resolve the inner structure of the detected
photons during the heralding process, the state generated by a single SPDC pump pulse can be described as
|ψ〉 =
√
1− γ2
∞∑
n=0
γn|n, n〉, (S.12)
where |n, n〉 are Fock states with n idler and n signal photons and the parameter γ varies between 0 for no squeezing
and 1 for infinite squeezing. This means that the probabilities to detect no photon pairs with a single pulse and to
detect exactly one pair are
p0 = 1− γ2 and p1 = (1− γ2)γ2, (S.13)
respectively. The probability that a source using the RIMM technique with k inner modes and feed-forward blocking
produces a single photon pair is given by
p = 1− (1− p1)k = 1−
(
1− (1− γ2)γ2)k, (S.14)
and takes its maximum value
pmax = 1− (3/4)k (S.15)
at the optimal squeezing parameter γopt = 1/
√
2.
b. Total success probability. The probability that at least N out of daNe sources successfully create a single-
photon can be written as [S.1]
P (daNe ≥ Ntot ≥ N ; p) =
daNe∑
Ntot=N
( daNe
Ntot
)
pNtot
(
1− p)daNe−Ntot = Ip(N, daNe −N + 1), (S.16)
where Ix(a, b) is the regularized incomplete Beta function. The last equality is found by the observation that P is
equivalent to the cumulative probability for at least N successful trials in a Bernoulli process with a total number
of daNe trials and a success probability of p. The corresponding Binomial probability distribution for the number
III
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Figure S.1. Success probability of generating a sample in the case of a single-photon probability p = 94% and d1.2Ne sources.
Ntot of successful trials has the mean value N¯tot = daNep and the standard deviation ∆Ntot =
√daNe√p(1− p)
[S.2]. Consequently, the RIMM technique allows an efficient operation of the sampling scheme even with a number
of sources that scales only linearly in N . Namely, if a > 1/p it is ensured that the average N¯tot of the Binomial
distribution grows faster than the target photon number N . Consequently N¯tot − N also grows linearly in N while
∆Ntot only grows as
√
N . As a result P (daNe ≥ Ntot ≥ N)→ 1 as N →∞. An exemplary case, which demonstrates
a fast convergence to an almost deterministic behavior, is shown in Fig. S.1. Interestingly, it is possible to decrease
the linear factor a determining the number of sources by increasing the number k of inner modes determining the
probability p in Eq. (S.14).
III. SAMPLING IN BOTH THE INNER AND SPATIAL MODES WITHOUT FEED-FORWARD
CONTROL
A. Total number of input photons
We determine here the total number of input photons Ntot generated by using the RIMM technique without any
feed-forward control. For a given value of the squeezing parameter γ, a heralded SPDC source emits, according to
Eq. (S.12), on average
n¯ =
γ2
1− γ2 (S.17)
photons per pulse with a variance of
∆n2 =
γ2
(1− γ2)2 . (S.18)
As the sources and the pump pulses are independent, the total number of photons Ntot emitted by daNe sources and
with k pump pulses consequently is on average
N¯tot = daNek γ
2
1− γ2 (S.19)
with a standard deviation of
∆Ntot =
√
daNek∆n2 =
√
daNe
√
k
γ
1− γ2 . (S.20)
Consequently, the total number of photons Ntot = N¯tot ±∆Ntot is still only linear in N . This ensures that bunching
events at the interferometer output can still generally be neglected for a total number of interferometer ports of the
order of N2.
IV
As an example, we consider the case where the probability
p≥1 = 1− (1− γ2)k (S.21)
that a source emits at least one photon in any of k = 10 time bins takes the value p≥1 = 94%. This corresponds to
choosing a squeezing parameter γ ≈ 0.495 which, using the exemplary value a = 1.2 as in Fig. S.1 and Eqs. (S.19)
and (S.20), leads to a total number of photons
Ntot = 3.90N ± 2.27
√
N (S.22)
growing linearly in N with a relatively small proportionality factor.
B. Probabilities for samples with Ntot > N input photons
In the case that Ntot > N photons are produced by at least N sources, the probabilities for a coincidence detection
P
(D,S)
{td},{ωs} ∝
∣∣∣perm([Uds eiωstd ]d∈D
s∈S
)∣∣∣2 (S.23)
and
P
(D,S)
{ωd},{ts} ∝
∣∣∣perm([Uds eiωdts ]d∈D
s∈S
)∣∣∣2, (S.24)
given in Eqs. (4) and (6) of the main letter, respectively, have to be modified. First, the sets D, S, {ωd(s)}, and
{ts(d)} now contain Ntot elements leading to permanents of Ntot×Ntot matrices. Secondly, these matrices can contain
repetitions of the single-photon interferometer transition amplitudes Uds [S.3, S.4]. Namely, if a source s′ emitted
more than one photon all columns in the Ntot × Ntot matrix corresponding to this source contain the same values
Uds′ . However, the condition that at least N sources produced the photons ensures that at least N × N different
single-photon interferometer transition amplitudes Uds appear. Consequently, the matrices contain at least N × N
entries which are i.i.d. Gaussian random variables as in the case where N sources produce one photon each. This
strongly suggests that approximate boson sampling is also classically hard in this case.
Additionally, if photon bunching at the output is not negligible row repetitions appear in the matrices associated
with the corresponding samples. Particularly, if multiple photons can be observed at a given output port d′ the
associated multiple rows will contain the same values Ud′s. However, as long as at least N output ports are occupied
in each sample all the relevant sample matrices will contain at least N ×N i.i.d. Gaussian entries, suggesting again
the computational hardness of the approximate sampling problem.
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