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Abstract— Controlling a robot still requires traditional 
user interfaces. A more intuitive approach is using 
verbal or gesture commands. In this paper, we propose a 
robotic arm that can recognize the human voice 
commands. The Speech recognition is an essential asset 
for the robot, enhancing its ability to interact with 
human beings using their natural form of 
communication. The approach is verified by deploying 
the robotic arm into different environments with low, 
high and medium noise perturbations, where it is tested 
to perform a set of tasks. With this approach, we have 
successfully reduced the response time, enhanced the 
accuracy of the robotic arm to grasp the voice 
commands and reduced the sentence overlapping by a 
significant amount. The entire system is divided into 
three modules: the manipulator, the voice recognition 
module and the microcontroller. The robotic arm is 
programmed to orient to the direction where the signal-
to-noise ratio(SNR) is maximum. More specifically, the 
robot’s performance reaches its peak when the sound 
waves arrive on the microphone perpendicularly. 
Index Terms—Voice recognition, noise perturbations, 
robotic arm, microcontroller, gesture, verbal. 
I. INTRODUCTION 
 
Nowadays, the robots are mostly controlled via graphical 
user interfaces in standard PCs and teach panels. With the 
aim to facilitate human-robot interaction in more intuitive 
way, speech-based interfaces have been a research topic of 
high interest [1]. 
 
Humans routinely engage in long conversations, or talking, 
is what it is termed as in colloquial language. Talking is one 
of the complex behaviors possessed by humans to survive in 
dynamic environments and interact. Even though the 
received information is subjected to a wide variety of noise 
and perturbations, the integration of different parts of the 
brain provides necessary redundancy to understand and 
interpret the incoming data. To operate in the environment 
and to be able to interact with humans, the robot should do 
the same. More specifically, the robots should be able to 
separate and recognize all the sound sources in its vicinity at 
any point. This requires the robots to not only have sound 
detection but a robust source localization and an 
information extraction feature as well.   
 
 
 
Recently, studies in the field of speech recognition focus 
more on sound localization and separation. Separating the 
sounds into different frequencies is a tedious task because it  
requires a higher level of integration between the source and 
the receiver [2]-[4]. 
 
Robust voice recognition, usually focuses on source 
separation and/or noise removal from the incoming data 
(signal). In speaker-dependent voice recognition, the 
interference is nonstationary and difficult to counter than the 
background noise and perturbations. Therefore, 
conventional filters and techniques used in [5] and [6], 
usually do not work well. 
 
For our experiments, we have designed a robotic arm from 
scratch, displayed in (Figure.1). The robot’s manipulator is a 
3-DOF arm with a two-finger end effector. Additionally, 
voice commands (input) is given using a microphone.  
 
 
 
  
                           Figure.1 3-DOF robotic arm  
 
In this paper, a robotic arm with the ability of recognize 
human commands is designed with the objective to 
contribute majorly towards: 
 
• Achieving wireless control over the robotic arm 
using voice commands to perform the pick and 
place operation. 
 
• Reducing the extra pressure on the object held 
during the manipulation or pick and place task. 
 
• Authenticating the industrial robot.  
 
Rest of the paper is organized as follows. Section 2 
discusses the advantages and limitations of speech 
recognition. In Section 3, the design methodology is 
discussed. Section 4 outlines the algorithm implementation. 
After section 5 which presents the experimental results 
obtained by the algorithm mentioned before, the last section 
makes some conclusions and outlines future research. 
 
II. SPEECH RECOGNITION  
Speech recognition is the ability of the machine to recognize 
the spoken words in a particular language and convert them 
into a machine-readable format. Speech recognition systems 
are employed in a wide variety of areas such as voice dialog, 
call center routing, security control, remote access to phone 
or computer, etc. 
 
 
 
            Figure. 2 Block diagram of speech recognition system  
 
A. Principle of operation  
The basic principle involves the fact that speech or voice 
commands spoken by the user cause vibration in air, called 
sound waves. Sound waves are continuous signals which are 
digitized and processed and finally decoded in form of 
suitable words to construct the sentences. 
 
B. Components of speech processing system 
• Speech capturing device – It consist of a 
Microphone, which converts the sound waves into 
electrical signals.  
• DSP (Digital Signal Processor) – A specialized 
microprocessor, it performs measurement, filtering 
and conversion of the Analog signals. This module 
processes raw speech signal for restoring the useful 
information. It performs frequency domain 
conversions. 
In parameter extraction stage, the wavelength, 
frequency, wave velocity is calculated and maintained 
in the on-chip RAM (random access memory) for   
comparing the values. These parameters are also used to  
signal reconstruction.  
In the decoder stage, uses acoustic- phonetic approach 
to prepare a probability model for comparison between 
the speech signal and the reference signal that is 
previously stored. The speech is broken down into 
phenomes stored in the computer memory. When the 
probability of the stored phenomes and that of the 
digital signals matches according to the stored grammar 
rules of the language. This process is known as speech 
recognition. 
 
C. Advantages and Limitations 
One major way this technology is helping people is 
allowing them to overcome their disabilities and perform 
daily tasks easily. The efficiency in performing 
repetitive tasks increases with reduction in the error rate. 
Moreover, the tasks can be done with enhanced speed. 
On the contrary, there are some limitations such as 
training the system becomes challenging for specialized 
tasks. If the system is not trained properly it may not be 
able to recognize all commands.   
 
III.  SYSTEM DESIGN METHODOLOGY 
A. Aim 
            
    The robotic arm was designed to be able to make some 
basic movements to perform simple tasks such as holding 
and dropping cups and manipulate light objects using voice 
commands. Our aim is to make is easily available and 
portable for usage. 
 
B. Processes 
     The recognition process begins with recording the 
predefined commands to train the robot. Followed by 
processing the raw voice commands (input), extracting and 
storing the parameters, and training the system to identify 
different voice records from the same user. Thus by 
comparing the input with the reference signal (previously 
stored) to create a database and record the accuracy of the 
system 
 
C. Hardware Implementation 
 
1. Designing the gripper module                                              
 
                
     
             (a)                                             (b) 
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Figure. 3(e) A double jaw gripper module 
 
In figures shown above, are the parts of the gripper (Figure 3. (a), 
Figure. 3(b), Figure. 3 (c) and Figure. 3(d)) module designed using 
the SolidWorks software by Dassault systéms. The material used 
to prepare the components is a metal composite with thickness of 
17.5 mm. Laser cutting technique was used to shape the materials 
out of the sheet.  
 
 
2. Designing the manipulator  
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                  Figure 4. Manipulator parts 
 
 In figures shown above, are the parts of the manipulator (Figure 4. 
(a), Figure. 4(b), Figure. 4(c) and Figure. 4(d)) module designed 
using the SolidWorks software by Dassault systéms. The material 
used to prepare the components is a metal composite with 
thickness of 22.5 mm. Laser cutting technique was used to shape 
the materials out of the sheet.  
 
3. Circuit components 
 
 
                             
                                    Figure 5. Arduino Uno  
 
Arduino Uno: Arduino Uno (Figure 5.) is a medium-sized, 
good, adaptable and breadboards neighbourly 
Microcontroller board, created by Arduino.cc, in light of 
Microchip ATmega328P. Equipped with 14 digital and 6 
Analog pins, it has an operating voltage of 5V. With a Flash 
Memory of 32 KB and EEPROM of 1 KB, it is the most 
commonly used microcontroller for mini-projects.  
 
                 
                     Figure 6. MG996R Servo motor 
 
Mg996r Servo Motor- This is a metal gear servo motor 
(Figure 6.). The metal winding has a very high torque at the 
expense of faster wear-out. With the operating voltage of 5V 
and the Maximum Stall Torque of 11kg/cm at 6V, this is a 
decent contender for RC toys and robots. Unlike the Mg90S 
servo motor, this has rotation between 0 to 180°.  
 
          Figure 7.  The Voice Module  
Voice Module- The voice module (Figure.7)is one of the 
key components of this system. It works on the principle of 
serial data transfer when connected with the Arduino board. 
It comprises of a Digital Signal Processor (DSP) of SC57X 
series based on SHARC(Super Harvard Architecture Single-
Chip Computer) architecture. It comes with the ARM® 
Cortex-A5 system control capability, which provides high 
performance for complex applications demanding the latest 
advanced algorithms.  
IV. SOFTWARE IMPLEMENTATION 
 
More and more, speech recognition technology has paved its 
way from laboratories to venture into real-world 
applications. The advances promise to make these 
technologies readily available, without the aid of special 
hardware and expensive GPUs.  
 
In this paper, we have used Phoneme-based speech 
recognition technology with a focus on reducing the error 
rate, increasing the recognition speed, and accuracy. The 
algorithm was used to render high-accuracy, extensive 
vocabulary, and a faster response to the system.  
 
A. Principle of the algorithm  
The phoneme-based approach is based on acoustic models 
which are constructed using machine learning algorithms. 
Entire process is divided into two phases: training and 
testing.  
 
1. Training Phase 
 
During the training phase, we used voice samples of two 
speakers, for which the commands and the environment to 
perform the tests were predefined.  
 
Consider the command “right” which can be broken down 
into individual phonemes r, i, g, h, and t. For each phoneme, 
a large number of acoustic realizations can be made: by 
realizations, we mean variations or the changing 
pronunciation for a word or an alphabet depending on 
various factors such as noise, reverberations, different 
phonetic contexts, etc. 
 
Now, it is required to train the voice module to store the 
commands. Which is done as follows: 
 
• The voice module shown in (Figure 7) is 
configured by sending the commands via the serial 
port. The commands are sent in a specific format: 8 
data bits, no parity, 1 stop bit. The default baud 
rate is 9600 bits/seconds. The module can be 
operated in two modes: common and compact. 
After the above settings are made, the speaker can 
start saying the commands in the microphone 
attached to the module. The commands are 
recorded in group of five. At a time three groups or 
15 commands can be recorded. After recording the 
commands, the group is to be imported before 
initiating the testing phase.  
 
2. Testing phase  
 
During the testing phase, two speakers were given five 
commands each to test the system’s accuracy. The 
experiment was carried out in different environments based 
on which we have . 
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Figure. 8 Voice command analysis using spectrogram analyzer 
 
In figures above, we have shown the spectrograms for different 
commands to study the voice intensity and effects on the recording 
process during the training phase. Figure.8(a) shows the 
spectrogram for “right” command. Figure. 8(b), Figure. 8(c), and 
Figure. 8(d) display the spectrogram for “left”, “clamp” and 
“release”. The last two figures show the spectrogram for “up” and 
“down”. 
 
The red region in above spectrum shows presence of intense noise 
in the background. On the contrary, for last two commands, the 
spectrum has no red color which means absence of noise or 
perturbations. Moreover, the spectrum analysis also revealed the 
effect of the reverberation on the recording process. 
 
V. SYSTEM TEST RESULTS & OBSERVATIONS 
 
In this work, six predefined words are used which are right, 
left, clamp, release, up, and down. Two different speakers 
were selected to determine the success rate and the accuracy 
of the system. For each command, five examples have been 
recorded for each speaker to train. The system is 
programmed to make seven decisions, six for the six 
commands and seventh decision is no reaction if the 
command is not among the predefined set of commands. For 
this experiment, 10 tests were performed at three different 
places each with varying level of background noise. 
Accuracy testing of the entire system is given in Table 1 and 
Table. 2 for quiet and noisy environments. Mobile ringtones 
were used to produce the background noise. 
 
While performing the test it was observed that: 
 
• Software’s execution time depends on the quality 
of hardware used. 
 
• When more than one commands are given the robot 
does not respond or takes 10 seconds to react to the 
previous command. 
 
• Response time of the robot and accuracy of the 
speech recognition system reduces considerably 
when deployed in the surrounding with intense 
background noise. 
 
• When the distance between the microphone and 
speaker is reduced the robot’s response time 
reduces. 
 
User/ 
Commands 
right left clamp release up down 
Speaker 1 88% 87% 73% 77% 98% 98% 
Speaker 2 88% 87% 73% 77% 96% 96% 
 
            Table. 1 Success rate for system in quiet environment 
 
 
User/ 
Commands 
right left clamp release up down 
Speaker 1 75% 80% 63% 68% 81% 82% 
Speaker 2 75% 80% 63% 67% 82% 82% 
 
 
             Table.2   Success rate for system in noisy environment 
VI. CONCLUSION AND FUTURE SCOPE 
 
The speech recognition applications have increased 
dramatically due to development of speech and gesture- 
based techniques. In this paper the technique based on 
phoneme extraction is implemented to identify the voice 
commands.  
In this project the system is designed to be used by 
incapacitated individuals who struggle with damaged arm 
nerves or have an amputee. It is designed with the objective 
to help them perform the intricate tasks with ease. 
Considering the work in the manuscript on this topic, there 
is huge scope for Machine learning, AI algorithms to be 
used to further optimize the system.  
In the future works, Self-Replicating Neural network 
(SOINN) and DEAP (Distributed Evolutionary Algorithms) 
can be used in order to achieve a more successful result. 
Moreover, AI algorithms can be used to design the filter to 
eliminate the background noise to achieve more significant 
results. 
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