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Abstract
In this paper we investigate the structure of the glue in Zwanziger’s gauge
invariant expansion for the A2-type mass term in Yang-Mills theory. We show
how to derive this expansion, in terms of the inverse covariant Laplacian, and
extend it to higher orders. In particular, we give an explicit expression, for the
first time, for the next to next to leading order term. We further show that the
expansion is not unique and give examples of the resulting ambiguity.
1 Introduction and motivation
Identifying gauge invariant configurations is an essential first step in exploring the phys-
ical consequences of gauge theories. The standard repertoire of such states is quite lim-
ited and usually associated with the appropriate Wilson lines [1] or Polyakov loops [2].
However, it is not at all obvious if these have the best overlap with actual physical
configurations [3–6] of the theory. This motivates us to explore a wider class of gauge
invariant constructions in a pure gauge theory.
The construction of potentially physical mass terms has generated an interesting
debate about gauge invariant expansions. This has a long history [7,8], even in QED [9],
but has had a resurgence in pure gauge theory over the past decade [10–17] which can be
traced to a large extent to a seminal paper by Zwanziger [18] where the gauge invariance
of this construction was addressed. In particular Zwanziger introduced an expansion for
a non-abelian mass term as a sum of separately gauge invariant terms. This has been
taken up and exploited in several publications, see for example, [19–23].
Zwanziger’s expansion of the A2 mass term is in terms of powers of the field strengths
(following his notation):
|Ah|2 = −1
2
(
Fµν ,
( 1
D2
Fµν
))
+
(( 1
D2
Fµν
)
,
[ 1
D2
DαFαµ,
1
D2
DβFβν
])
−
(( 1
D2
Fµν
)
,
[ 1
D2
DβFβρ,
1
D2
DρFµν
])
,
(1)
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where gauge invariance is maintained order by order by the use of the inverse covariant
Laplacian. Although Zwanziger introduced this expansion there is no derivation or
discussion about how it arises or how is it extended to higher orders or even how unique
is the construction. We will offer such a discussion below.
In this paper we will show how physical gluonic configurations can be constructed
[24–26]. We will see that there are two possible gauge invariant expressions for the
field strength and that the difference between them will give us insight into Zwanziger’s
expansion. In particular, this will reveal an abelian gauge structure within non-abelian
gauge theory and this will allow for a succinct description of the mass term.
The plan of this paper is as follows. We start in section 2 with a review of the role
of dressings in constructing gauge invariant configurations and demonstrate how the
abelian substructure arises. This will allow us to write mass terms in QED and QCD
in terms of field strengths. In section 3 the gauge covariant Laplacian and its inverse
will be carefully introduced and its main properties summarised. This will permit us to
obtain the first term in Zwanziger’s expansion (1). Then, in section 4, we will clarify
how the dressed field can be factorised into the product of two separate gauge invariant
structures which will let us decompose Zwanziger’s expansion into the sum of two terms
which are separately gauge invariant. In section 5, we give a precise formula for the mass
term which then allows us to generate (1) and then go beyond it. In section 6 we thus
obtain the terms which are quadratic and cubic in the field strengths in (1). We also
show that there are ambiguities in the expansion which still respect gauge invariance.
In section 7, we calculate the next term in the expansion for the first time, i.e., the one
which is quartic in the field strengths. The paper concludes with comments on these
results followed by some short appendices to clarify some of the details.
2 Dressing and the residual abelian gauge structure
In a pure gauge theory the vector potential Aaµ is the basic building block from which all
physical configurations are constructed. We will follow the standard practice of using a
matrix notation for this field by introducing anti-hermitian representation matrices T a
for the gauge group and let Aµ := A
a
µT
a. Note, though, that this notation is representa-
tion dependant but for this section we shall take T a = τa where τa are the appropriate
anti-hermitian matrices for the fundamental N -dimensional representation for which
tr τaτ b = −1
2
δab.
The vector potential, though, is not physical as it is not gauge invariant. Under a
gauge transformation described by the group element U(x) = egθ with θ(x) = θa(x)τa,
we have
Aµ → A
U
µ = U
−1AµU +
1
g
U−1∂µU . (2)
The associated field strength Fµν = ∂µAν − ∂νAµ + g[Aµ, Aν ] then transforms as a field
in the adjoint representation of the gauge group
FUµν = U
−1FµνU . (3)
To construct gauge invariant gluonic configurations, we first introduce a dressing field
h−1(x) out of the gauge fields which transforms under (2) as
h−1 → h−1U . (4)
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Using this dressing a gauge invariant gluonic field is given by
Ahµ := h
−1Aµh+
1
g
h−1∂µh , (5)
along with a physical field strength
F hµν := h
−1Fµνh . (6)
There is a lot of freedom in the choice of the dressing and this reflects the specific phys-
ical situation being studied. For this paper, we shall focus on the dressing that arises
from requiring that ∂µAhµ = 0, and refer to this as the Landau dressing. For a detailed
discussion of how the dressings are related to gauge fixings we refer the reader to refer-
ences [27,28]. To connect our discussion to those of [13,16,17] we shall take space time
to be Euclidian so that the Laplacian  = ∂µ∂µ has a unique Green’s function.
Solving perturbatively the Landau condition on the dressing results in the solution
h−1 = ev , (7)
where v = vaτa has an expansion in powers of the coupling as
v = gv
1
+ g2v
2
+ g3v
3
+ · · · . (8)
In this expansion we find that
v
n
=
1

∂µA
µ
n−1
, (9)
where the first few terms are given by
Aµ
0
= Aµ , Aµ
1
= [v
1
, Aµ] + 1
2
[∂µv
1
, v
1
] (10)
and
Aµ
2
=
(
[v
2
, Aµ] + 1
2
[v
1
, [v
1
, Aµ]] + 1
2
[∂µv
1
, v
2
]
+ 1
2
[∂µv
2
, v
1
]− 1
6
[v
1
, [v
1
, ∂µv
1
]]
)
.
(11)
The resulting dressed potential (5) can then be written in the manifestly transverse
form as
Ahµ =
(
gµν −
∂µ∂ν

)
Aν , (12)
where we have introduced a generalised potential Aν such that
Aν = Aν + gAν
1
+ g2Aν
2
+ · · · (13)
This potential plays the role in the non-abelian theory of the abelian potential in QED
as it allows us to define a gauge invariant transverse field. Its identification reveals an
abelian structure within the SU(N) gauge theory since, under the non-abelian gauge
transformation (2), the generalised potential Aν transforms as
Aν → Aν + ∂νΘ , (14)
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where, for example to lowest non-trivial order,
Θ = θ + 1
2
g[v
1
, θ] +O(g2) . (15)
We will henceforth refer to Aν as an abelian potential but we stress that this is in a
non-abelian Yang Mills theory.
Given such an abelian potential it is natural to define an alternative field strength
Fµν as
Fµν = ∂µAν − ∂νAµ , (16)
which is of abelian form but gauge invariant in the non-abelian theory. However, given
the dressing, we have already seen that we can directly define a gauge invariant field
strength by (6). To leading order these two field strengths agree but at higher order
in the coupling they differ. To understand the relationship between them we note that
the directly dressed field strength (6) can be written as the field strength of the dressed
potential (5). Hence
F hµν = ∂µA
h
ν − ∂νA
h
µ + g[A
h
µ, A
h
ν ] . (17)
Now using the identity (12) we get the field strength decomposition
F hµν = Fµν + g[A
h
µ, A
h
ν ] . (18)
Given this unexpected choice of gauge invariant field strengths in the non-abelian
theory, it is important to clarify their role in the description of physical theory. To this
end, we note that in QED the dressed field (5) is simply the transverse field A
T
µ where
A
T
µ =
(
gµν −
∂µ∂ν

)
Aν . (19)
This can then be used to construct in QED a gauge invariant mass-like term:
M2 =
∫
d4x A
T
µ(x)A
T
µ (x) . (20)
A little algebra shows that this can be written as
M2 = −1
2
∫
d4x Fµν(x)
( 1

F µν
)
(x) . (21)
In much the same way, in a non-abelian theory a similar mass term can be written as
M2 =
∫
d4x Ah aµ (x)A
h a
µ (x) , (22)
and has received much attention in the literature. From equation (12) we see that we
can write the Landau dressed vector potential as
Ahµ =
1

∂νFνµ . (23)
Using this we have from (22)
∫
d4x Ahaµ (x)A
h a
µ (x) = −
1
2
∫
d4x Faµν(x)
( 1

Fµν
)a
(x) . (24)
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Here we see that the generalisation of the QED mass term (21) to the non-abelian theory
is accomplished by replacing the QED field strength Fµν by the physical field strength
Fµν . Having understood the role of the field strength Fµν in describing the non-abelian
mass term, we now turn to a study of the role of the dressed field strength F hµν . Its role
is not immediately obvious, and we will first need to discuss the approach of Zwanziger
to the mass term.
The starting point of Zwanziger’s analysis is the observation that another possible
generalisation of the right hand side of (21) which maintains gauge invariance is to use
the non-abelian field strength Fµν but replace the inverse Laplacian
1

with the gauge
covariant inverse 1
D2
. This leads to the first part of Zwanziger’s approach to the mass
term as given by the first term of the expansion (1). What we will show in the next
sections is how this is carried out and that the dressed field strengths F hµν play a central
role here. This will then allow us to understand the relationship between the non-abelian
mass term (24) and the gauge covariant Laplacian approach of Zwanziger.
3 The Gauge Covariant Inverse Laplacian
Before discussing how the inverse to the gauge covariant Laplacian is defined perturba-
tively, we first recall how the inverse to the normal Laplacian, , is defined. Acting on
an element f(x), from a suitable class of test-functions, we define
1

f(x) :=
∫
d4y K
0
(x, y)f(y) , (25)
where K
0
(x, y) is the Green’s function for the Laplacian which in this Euclidian setting
we can write as
K
0
(x, y) = −4pi2
1
(x− y)2
. (26)
The Green’s function satisfies xK0(x, y) = δ
4(x − y) which ensures that (25) is the
inverse Laplacian. Note the subscript x in the Laplacian signifies which variable it acts
upon.
To generalise this we consider the operator obtained by replacing the derivative ∂µ
with the covariant derivative Dµ = ∂µ + gAµ. That is, we consider the gauge covariant
Laplacian
D2 := DµDµ = + g(∂·A+ 2A·∂) + g
2A2 . (27)
To construct the Green’s function we need to identify the space of functions that this
operator acts on. Given that this is a matrix operator it will act on vectors in the
appropriate representation of the gauge group. To signify this we will write the functions
as the column vector f . The cases we will be interested in are when the vectors are in
the fundamental, adjoint or tensor products of these representations but for the moment
we will not specify the representation.
We now write
1
D2
f(x) =
∫
d4y K(x, y)f(y) , (28)
where K(x, y) is a matrix Green’s function and require that
D2xK(x, y) = δ
4(x− y) . (29)
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This is solved perturbatively by letting K(x, y) have the expansion
K(x, y) = K
0
(x, y) + gK
1
(x, y) + g2K
2
(x, y) + · · · . (30)
We then find that K
0
(x, y) is the free Green’s function (26) times the identity matrix
as expected while
xK1(x, y) + (∂·A + 2A·∂x)K0(x, y) = 0 , (31)
and in general for n ≥ 2
xKn(x, y) + (∂·A+ 2A·∂x)Kn−1(x, y) + A
2Kn−2(x, y) = 0 . (32)
These equations can be solved in an iterative fashion resulting in
K
1
(x, y) =
∫
d4z
{
∂ρzK0(x, z)Aρ(z)K0(z, y)−K0(x, z)Aρ(z)∂
ρ
zK0(z, y)
}
, (33)
and in general for n ≥ 2
K
n
(x, y) =
∫
d4z
{
∂ρzK0(x, z)Aρ(z)Kn−1(z, y)−K0(x, z)Aρ(z)∂
ρ
zKn−1(z, y)
−K
0
(x, z)A2(z)K
n−2
(z, y)
}
.
(34)
It is useful here to list various key properties of this inverse covariant Laplacian. The
derivation of these are briefly discussed below while the full proofs can be found in [29].
The first thing to note is that 1/D2 is both a left and right inverse to D2, i.e.,
D2
( 1
D2
f
)
(x) =
( 1
D2
D2f
)
(x) = f(x) . (35)
This result can be shown in an analogous way to the above construction of the right
inverse. That is, we start with a left inverse 1/D˜2 defined by the equation
( 1
D˜2
D2f
)
(x) :=
∫
d4y K˜(x, y)D2f(y) = f(x) , (36)
and then expand in a power series as in (30) to give
K˜(x, y) = K˜
0
(x, y) + gK˜
1
(x, y) + g2K˜
2
(x, y) + · · · . (37)
Proceeding in the same way as above we find for n ≥ 2
K˜
n
(x, y) =
∫
d4z
{
∂ρz K˜n−1(x, z)Aρ(z)K0(z, y)− K˜n−1(x, z)Aρ(z)∂
ρ
zK0(z, y)
− K˜
n−2
(x, z)A2(z)K
0
(z, y)
}
.
(38)
An inductive proof will then show that order by order we have K
n
(x, y) = K˜
n
(x, y).
A very useful result is that
tr
∫
d4x f(x)
( 1
D2
g
)
(x) = tr
∫
d4x
( 1
D2
f
)
(x) g(x) . (39)
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For fields in the adjoint representation where K(x, y)→ Kab(x, y) this identity is equiv-
alent to the result that
Kab(x, y) = Kba(y, x) . (40)
Again, this identity can be shown to all orders by an induction argument.
Note that when we are explicit about the matrix indices in the Green’s function as
in Kab(x, y) we mean that we have an expansion
Kab(x, y) = δabKab
0
(x, y) + gKab
1
(x, y) + g2Kab
2
(x, y) + · · · , (41)
where, for example,
Kab
1
(x, y) =
∫
d4z
{
∂ρzK0(x, z)A
ab
ρ (z)K0(z, y)−K0(x, z)A
ab
ρ (z)∂
ρ
zK0(z, y)
}
, (42)
and Aabρ (z) is the potential in the adjoint representation, A
ab
ρ (z) = −A
ρ
c
fabc where fabc
are the structure constants for the group.
We now need to clarify the gauge transformation properties of the inverse covariant
Laplacian. Under a gauge transformation the covariant Laplacian transforms as
D2x → U
−1(x)D2x U(x) , (43)
where U(x) is the group element in the appropriate representation that we used to
define the covariant derivative. From the gauge transformation property of the gauge
covariant Laplacian (43) and the fact that K(x, y) is the Green’s function for both the
left and the right inverse of the Laplacian action (35), (36) it follows that the associated
transformation to the Green’s function K(x, y) is then
K(x, y)→ U−1(x)K(x, y)U(y) . (44)
This means that if we have a field B which transforms in the adjoint representation then
so will
1
D2
B, i.e., ( 1
D2
B
)a
(x)→ (U−1)ab(x)
( 1
D2
B
)b
(x) . (45)
While if we have a tensor product of the adjoint representation we get
( 1
D2
B
)ab
(x)→ (U−1)abcd(x)
( 1
D2
B
)cd
(x) = (U−1)ac(x)(U−1)bd(x)
( 1
D2
B
)cd
(x) . (46)
These properties allows us to use K(x, y) as a dressing for fields defined at different
points x and y. In particular if we consider the field strengths F aµν at the two points,
then working in the adjoint representation we will have the gauge invariant configuration:
〈
F µν(x), K(x, y)F
µν(y)
〉
:= F aµν(x)K
ab(x, y)F bµν(y) . (47)
Integrating this expression gives
− 1
2
∫
d4x F aµν(x)
( 1
D2
F µν
)a
(x) := −1
2
∫
d4x d4y F aµν(x)K
ab(x, y)F bµν(y) , (48)
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which is the gauge invariant generalisation of the abelian mass term (21) proposed in [18]
by Zwanziger. Indeed, the term on the left-hand side of (48) is the first term in the
expansion of the non-abelian mass operator introduced by Zwanziger and summarised
in equation (1).
In the next sections we will make clear the relationship between this gauge invariant
expression (48) and the non-abelian mass term as described in equation (24). This will
allow us to understand how the other terms in the expansion (1) arise and are extended.
4 Factorising the gauge covariant dressing
The dressing that arises from the gauge covariant Laplacian is similar in nature to the
dressings used in constructing compact, hadronic states [30]. Indeed, if the representa-
tion is the fundamental one, then that is precisely what it is. In general, at least in the
perturbative regime, such dressings factorise into simple dressings for each individual
fermion. For example, in QED where we construct a positronium like state by attaching
a string [31] between two fermionic fields at points x and y, we have the gauge invariant
expression
ψ¯(x) exp
(
− ie
∫ x
y
Aµ(z) dz
µ
)
ψ(y) . (49)
Although this is clearly gauge invariant, for an arbitrary contour taken from x to y, it
is contour dependent, which would suggest that it is not fully physical. Indeed as we
will see, it can be viewed as an infinitely excited positronic state.
To understand the structure of this state better we make a decomposition of the
potential into its transverse and longitudinal components. That is, adopting the notation
introduced earlier for the non-abelian theory, we write Aµ = A
T
µ + ∂µv1 . Substituting
this decomposition into (49) we find the state (49) factorises to give
ψ¯(x) exp
(
− iev
1
(x)
)
exp
(
− ie
∫ x
y
A
T
µ(z) dz
µ
)
exp
(
iev
1
(y)
)
ψ(y) , (50)
which can be written in the form
ψ¯(x)h(x)M(x, y)h−1(y)ψ(y) , (51)
where h−1 is the abelian dressing constructed out of the longitudinal components of the
potential and M(x, y) is a separately gauge invariant and contour dependent contribu-
tion to this dressing constructed out of the transverse potential.
In (51) we see how the string type dressing can be factorised into the product of
two separately gauge invariant states with an additional separately physical but highly
excited contribution that depends on the choice of string. What we want to show now is
that the dressing Kab(x, y) introduced in (41) has a similar factorisation into the adjoint
dressing needed to compensate for the field strength gauge transformations and a gauge
invariant core. We shall see that this factorisation will lie at the heart of Zwanziger’s
expansion of the mass term. Before showing this we need to first look in more detail at
the dressing (6) used to make the gauge invariant field strength F hµν .
We have seen from equation (6) how the dressed field strength F hµν is defined directly
in the fundamental representation in terms of the fundamental dressing h. It is useful
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now to see how this is defined directly in the adjoint representation. To do that we need
to look at F hµν in terms of its components, that is,
(F hµν)
a := −2 tr (F hµντ
a) = (h−1)
ab
F bµν . (52)
In this equation (h−1)ab is the dressing in the adjoint representation and can be written
in terms of the fundamental dressing as,
(h−1)
ab
= −2 tr (τah−1τ bh) . (53)
Equivalently, in the adjoint representation we can directly define
(h−1)ab = (ev)ab , (54)
where now v = vcT c and (T c)ab = −fcab are the adjoint representation matrices. The
adjoint dressing (h−1)
ab
in (53) now transforms under a gauge transformation as
(h−1)
ab
→ −2 tr (τah−1Uτ bU−1h) . (55)
It is easy to check that this becomes the gauge transformation
(h−1)
ab
→ (h−1)
ac
U cb , (56)
where U cb = −2 tr (τ cUτ bU−1) is the adjoint representation of the transformation.
Clearly we can mimic the gauge transformation property (44) of the gauge covariant
Laplacian by the factorised dressing hac(x)K
0
(x, y)(h−1)cb(y). What we now want to
understand is how this factorisation emerges from the full dressing Kab(x, y). That is,
in analogy with the factorisation of the mesonic dressing (51), how is the reduction
− 1
2
∫
d4x F aµν(x)
( 1
D2
F µν
)a
(x)→ −1
2
∫
d4x F haµν (x)
( 1

F hµν
)a
(x) , (57)
achieved in terms of the transverse/longitudinal decomposition of the component fields.
To this end we identify
− 1
2
∫
d4x F aµν(x)
( 1
D2
F µν
)a
(x) = −1
2
∫
d4x F haµν (x)
( 1

F hµν
)a
(x) +Q , (58)
where
Q = −1
2
∫
d4x d4y F aµν(x)Q
ab(x, y)F µν b(y) , (59)
and
Qab(x, y) = Kab(x, y)− hac(x)K
0
(x, y)(h−1)
cb
(y) . (60)
By construction the operator Q is gauge invariant as it is the difference of two gauge
invariant terms. This means that we must have
Qab(x, y)→ (U−1)ac(x)Qcd(x, y)(U)db(y) , (61)
under a gauge transformation.
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Using the perturbative expansions for the various dressings we can write
Qab(x, y) = gQab
1
(x, y) + g2Qab
2
(x, y) + g3Qab
3
(x, y) + · · · , (62)
which induces an expansion in the operator Q
Q = gQ
1
+ g2Q
2
+ g3Q
3
+ · · · , (63)
although this is not strictly an expansion in the coupling since the field strengths in the
definition (59) will also induce powers of the coupling in the Q
i
terms.
In this expansion it is important to note that it is the sum of all the terms in (63)
that is gauge invariant, individual terms are not. Going beyond this simple observation
lies at the heart of Zwanziger’s expansion.
To make this point clear let’s look at the first and second terms in the expansion
(62):
Qab
1
(x, y) = Kab
1
(x, y)−
{
vab
1
(x)− vab
1
(y)
}
K
0
(x, y) ,
Qab
2
(x, y) = Kab
2
(x, y)−
{
vac
1
(x)K
0
(x, y)vcb
1
(y)−K
0
(x, y)
(
vab
2
(y)− vab
2
(x)
)
−K
0
(x, y)
(
1
2
vac
1
(x)vcb
1
(x) + 1
2
vac
1
(y)vcb
1
(y)
)}
.
(64)
The first term Qab
1
(x, y) can be written as
Qab
1
(x, y) =
∫
d4z
{
∂ρzK0(x, z)(A
T
ρ )
ab(z)K
0
(z, y)−K
0
(x, z)(A
T
ρ )
ab(z)∂ρzK0(z, y)
}
, (65)
which is simply the transverse part of Kab
1
(x, y), see (33), as it should be for gauge
invariance at this order. In contrast, the next term in the expansion (62) is not purely
transverse and not immediately related to the next terms in the expansion of the Lapla-
cian.
Qab
2
(x, y) 6= K
TT ab
2
(x, y) . (66)
Indeed Qab
2
(x, y) will have a decomposition into transverse-transverse (TT), transverse-
longitudinal (TL) and longitudinal-longitudinal (LL) components
Qab
2
(x, y) = Q
TT ab
2
(x, y) +Q
TLab
2
(x, y) +Q
LLab
2
(x, y) , (67)
which reflects the fact that it is the sum of gQab
1
(x, y) + g2Qab
2
(x, y) which now has well
defined property described by (61) to this order.
It is now clear from (65) that the first term in expansion (63)
Q
1
= −1
2
∫
d4x d4y F aµν(x)Q
ab
1
(x, y)F µν b(y) , (68)
is gauge invariant to lowest order in the coupling but at higher order it changes.
To make this term in the expansion fully gauge invariant, Zwanziger essentially
proposed the replacement
A
T
ρ (z) =
1

∂β(∂
βAρ − ∂ρAβ)(z)→
1
D2
(
DβF
βρ
)
(z) , (69)
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so that the first term in the expansion of the operator Q becomes gauge invariant. At
the lowest order in coupling this does not change Q
1
but clearly it adds new terms to Q
at higher order which all need to be removed. To understand how this works and hence
how to recover Zwanziger’s next order result, we first need to make precise how the
non-abelian mass term (24) is related to Zwanziger’s term (48). This will be the topic
we turn to next and after that we will see how to implement Zwanziger’s resummation
of that result to yield a gauge invariant term by term expansion of the mass (24).
5 The Role of the Dressed Field Strength
Having identified the role of the field strength Fµν (16) in defining a non-abelian mass
term (24), and having defined the gauge covariant inverse Laplacian thus allowing for a
perturbative definition of the Zwanziger term (48), we now connect these descriptions
by identifying the common role played by the dressed field strength F hµν (17).
Already we have seen in (58) that the decomposition of Zwanziger’s gauge invariant
expression (48) gives a term analogous to the mass term (24) but with the dressed field
strength playing the role of the Fµν field strength. Now using the field strength relation
(18) we shall find a similar decomposition to (58) in the non-abelian mass term (24).
Indeed we see that
− 1
2
∫
d4x Faµν(x)
( 1

Fµν
)a
(x) = −1
2
∫
d4x F haµν (x)
( 1

F hµν
)a
(x) + P , (70)
where, using (18) the gauge invariant term P is given by
P =
g
2
∫
d4x d4y ([Ahµ, A
h
ν ])
a(x)K
0
(x, y) (F hµν)
a(y)
+
g
2
∫
d4x d4y (F hµν)
a(x)K
0
(x, y) ([Ahµ, A
h
ν ])
a(y)
−
g2
2
∫
d4x d4y ([Ahµ, A
h
ν ])
a(x)K
0
(x, y) ([Ahµ, A
h
ν ])
a(y) .
(71)
As before we can introduce a perturbative expansion of this operator:
P = gP
1
+ g2P
2
+ g3P
3
+ · · · (72)
However, just as in the corresponding expansion for Q, (63), it is useful to not strictly
expand in the coupling but allow in (72) for the field strength terms Fµν to be kept
together. This means, for example, that
P
1
=
∫
d4x d4y F aµν(x)K0(x, y) [A
T
µ , A
T
ν ]
a(y) . (73)
We again stress that although P is gauge invariant, the individual terms like P
1
, P
2
are
not.
Equations (58) and (70) allow us to finally clarify the relation between the mass
term (24) and Zwanziger’s expression (48). Eliminating the common factor constructed
out of the dressed field strength F h we see that the mass term (24) can alternatively be
written as
M2 = −1
2
∫
d4x F aµν(x)
( 1
D2
Fµν
)a
(x) + P −Q . (74)
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where the operators Q and P are defined to all orders in perturbation theory by (59)
and (71).
This succinct formula is not, though, Zwanziger’s proposed expansion of the mass
term as the individual terms in the operators Q and P are not gauge invariant. In
the next section we shall see how to resum these expressions so as to maintain gauge
invariance for each term in the new expansions of the operators Q and P and this will
allow us to generate Zwanziger’s expression (1) and then go beyond it.
6 Recovering Zwanziger’s expansion
The aim now is to investigate how to go from the expansions (63) and (72) to the
resummed expansions
Q = gY
1
+ g2Y
2
+ g3Y
3
+ · · · (75)
and
P = gZ
1
+ g2Z
2
+ g3Z
3
+ · · · (76)
where each term in these expansions will be separately gauge invariant by construction.
Note that in these expressions we are not formally expanding in the powers of the
coupling and, as we will see, each term is more properly characterised by the power of
the field strengths used to construct them. Indeed we expect Y
1
and Z
1
to be both cubic
in the field strengths, that is, of order F 3.
6.1 Q to order F 3
In order to recover Zwanziger’s expression for the term Y
1
we first need to rewrite (65)
in the equivalent form
Qab
1
(x, y) = −2
∫
d4z ∂ρxδ
acK
0
(x, z)(A
T
ρ )
cd(z)δdbK
0
(z, y) , (77)
where we have simply introduced appropriate colour indices. Then, to impose gauge
covariance, we need to make the replacements (69) and
∂ρxδ
acK
0
(x, z)→
(
DρxK(x, z)
)ac
, δdbK
0
(z, y)→ Kdb(z, y) . (78)
Applying these to (68) we find
Y
1
=
∫
d4x d4y d4z
{
F aµν(x)
(
DρxK(x, z)
)ac( 1
D2
DβF
βρ
)cd
(z)Kdb(z, y)F µνb(y)
}
. (79)
Using the properties of the inverse Laplacian given by (40) and integrating (79) with
respect to both x and y we end up with
Y
1
= −
∫
d4z
1
D2
(
DzρF
µν
)c
(z)
( 1
D2
DβF
βρ
)cd
(z)
( 1
D2
F µν
)d
(z) . (80)
As shown in Appendix (A.2) this can be written as
Y
1
=
∫
d4z
( 1
D2
F µν
)d
(z)
[( 1
D2
DβF
βρ
)
,
( 1
D2
DρF
µν
)]d
(z) , (81)
which is fully gauge invariant and agrees with the corresponding term in Zwanziger’s
expansion (1).
12
6.2 P to order F 3
Now that we have found Y
1
we return to (73) and follow the same route to find Z
1
. In
(73) inserting colour indices in an appropriate way, we have
P
1
=
∫
d4x d4y F aµν(x) δ
abK
0
(x, y) [A
T
µ , A
T
ν ]
b(y) . (82)
Now we make the replacements (69) and
δabK
0
(x, y)→ Kab(x, y) , (83)
to obtain
Z
1
=
∫
d4x d4y F aµν(x)K
ab(x, y)
[( 1
D2
DαFαµ
)
,
( 1
D2
DβFβν
)]b
(y) . (84)
Using (40) and (A.8) discussed in the Appendix, we integrate (84) with respect to x to
yield:
Z
1
=
∫
d4y
( 1
D2
Fµν
)b
(y)
[( 1
D2
DαFαµ
)
,
( 1
D2
DβFβν
)]b
(y) . (85)
Having obtained Y
1
(81) and Z
1
(85) we can now write down the expression for the
non-abelian mass term to order F 3. For this we substitute (81) and (85) into (74) to
get
M2 = −1
2
∫
d4x F aµν(x)
( 1
D2
Fµν
)a
(x)
+ g
∫
d4x
( 1
D2
Fµν
)a
(x)
[( 1
D2
DαFαµ
)
,
( 1
D2
DβFβν
)]a
(x)
− g
∫
d4x
( 1
D2
Fµν
)a
(x)
[( 1
D2
DβFβρ
)
,
( 1
D2
DρFµν
)]a
(x) + · · · .
(86)
This is the expected expression for the mass term to order F 3 and is the one obtained
by Zwanziger, see equation(1), in [18]. Each term in the above expression is fully gauge
invariant.
As far as we are aware, although this result has been quoted in many places in the
literature, no derivation has been presented. Note, though, that the expression (86) is
not unique. We have made two types of choices that effect the results and choices then
will lead to different expansions while still maintaining gauge invariance. The first type
of choice came about from the choice of derivative used in the expression for Qab
1
(x, y)
as seen in (77) as compared to (65). It is trivial to see that we could alternatively write
Q˜ab
1
(x, y) = −2
∫
d4z δacK
0
(x, z)(A
T
ρ )
cd(z)δdb∂ρzK0(z, y) , (87)
where we have simply integrated by parts and used the result that ∂ρxK0(x, z) =
−∂ρzK0(x, z). But under the covariant trick ∂
ρ
xK(x, z) 6= −∂
ρ
zK(x, z) and hence we get
a different gauge covariant expression following this route:
Y˜
1
=
∫
d4z
( 1
D2
F µν
)d
(z)
[( 1
D2
DβF
βρ
)
, Dρ
( 1
D2
F µν
)]d
(z) . (88)
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Another choice arose from the identification (69) of the gauge covariant extension to the
transverse field. We could alternatively identify
A
T
ρ (z) = ∂β
1

(∂βAρ − ∂ρAβ)(z)→ Dβ
( 1
D2
F βρ
)
(z) , (89)
and this will lead to a new gauge invariant expression in the expansion of the mass term.
Indeed following (89) we would now get
˜˜Y
1
=
∫
d4z
( 1
D2
F µν
)d
(z)
[
Dβ
( 1
D2
F βρ
)
,
( 1
D2
DρF
µν
)]d
(z) , (90)
and combining these two choices we would have a term of the form
˜˜˜
Y
1
=
∫
d4z
( 1
D2
F µν
)d
(z)
[
Dβ
( 1
D2
F βρ
)
, Dρ
( 1
D2
F µν
)]d
(z) . (91)
Indeed combinations of these would be equally valid.
In much the similar way these choices when applied to P
1
(82) lead to the following
possibilities:
Z˜
1
=
∫
d4y
( 1
D2
Fµν
)b
(y)
[
Dα
( 1
D2
Fαµ
)
,
( 1
D2
DβFβν
)]b
(y) , (92)
˜˜Z
1
=
∫
d4y
( 1
D2
Fµν
)b
(y)
[( 1
D2
DαFαµ
)
, Dβ
( 1
D2
Fβν
)]b
(y) , (93)
and
˜˜˜
Z
1
=
∫
d4y
( 1
D2
Fµν
)b
(y)
[
Dα
( 1
D2
Fαµ
)
, Dβ
( 1
D2
Fβν
)]b
(y) . (94)
The specific choice used in (81) and (85) reflects our aim to derive precisely Zwanziger’s
form of the expansion. However, other choices might have advantages in specific appli-
cations.
In Appendix B we show explicitly that, for example, the expressions (69) and (89)
are not the same and hence the possible expressions listed above are genuinely different
gauge invariant expressions for the non-abelian mass term.
7 Calculation to order F
4
We have seen so far how the mass term can be expressed in terms of powers of the field
strengths. Using this we have been able to recover Zwanziger’s expression (1) in terms
of the quadratic and cubic powers of the field strengths F 2, F 3 and also exposed the
ambiguities in this expression. What we want to do now is, for the first time, construct
the next terms in this expansion which will be quartic in the field strengths. In our
notation from (74)–(76) this will correspond to Z
2
−Y
2
. Just as before we collect these
gauge invariant operators once we have identified the transverse residue of the operator
at the appropriate order. To calculate Y
2
and Z
2
we need to reinstate the higher order
modifications we introduced by hand earlier in going from Q
1
→ Y
1
and P
1
→ Z
1
. This
means that we should view this process as the identification of, for example,
Q = gQ
1
+ g2Q
2
+ g3Q
3
+ · · ·
= gY
1
+ g
(
Q
1
− Y
1
)
+ g2Q
2
+ · · · ,
(95)
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so that now g2Y
2
is the gauge invariant extension of g
(
Q
1
−Y
1
)
+ g2Q
2
. This will only
work if this term is only constructed out of the transverse field so that we can use the
replacements such as (69). For the F 3 expression (77) this was relatively straightforward
as we have seen thatQab
1
(x, y) was purely transverse, but we have also seen thatQab
2
(x, y)
is not as it contains mixed transverse-longitudinal components (67). What we now need
to ensure is that in the O(g2) parts of the combination g
(
Q
1
− Y
1
)
+ g2Q
2
only the
transverse components survive. That is,
g
(
Qab1 (x, y)−Y
ab
1
(x, y)
)TL
+ g2Q
TLab
2
(x, y) = 0 , (96)
and
g
(
Qab1 (x, y)− Y
ab
1
(x, y)
)LL
+ g2Q
LLab
2
(x, y) = 0 , (97)
leaving just the contribution from TT components that we will calculate in the next
section. This is quite a strong statement of the underlying gauge invariance of this ex-
pansion since we have seen that Y
1
is ambiguous. What we claim is that the ambiguities
exposed in the previous section only contributes to the TT components.
In exactly the same way, for the second contribution to the mass term (74), we can
write
P = gP
1
+ g2P
2
+ g3P
3
+ · · ·
= gZ
1
+ g
(
P
1
−Z
1
)
+ g2Z
2
+ · · · ,
(98)
where again g2Z
2
will then be identified with the gauge invariant extension of g
(
P
1
−
Z
1
)
+ g2P
2
assuming there are no residual LL or TL parts.
The verification that only transverse fields survive is non-trivial and the full details
can be found in [29]. The essential step in the argument is the realisation that even in
the adjoint expression (77), the replacement (69) involves expression such as
( 1
D2
(
DβF
βρ
))ab
(z) =
∫
d4ω Kabcd(z, ω)(DβF
βρ)cd(ω) . (99)
In other words the Green’s function for the inverse Laplacian now contains fields in the
tensor product of the adjoint representation with itself. Dealing with this involves some
additional algebraic complexity some of which is illustrated below in the calculation of
the TT components.
7.1 Calculation of Y
2
Given that there are ambiguities at the F 3 level, to make precise how calculations
are performed to order F 4 we will adopt the expansion chosen by Zwanziger (1) as
discussed in the previous section. To calculate Y
2
which is the gauge invariant extension
of g
(
Qab1 (x, y)− Y
ab
1
(x, y)
)TT
+ g2Q
TT ab
2
(x, y) we collect the transverse-transverse (TT)
15
components to obtain
g
(
Qab1 (x, y)− Y
ab
1
(x, y)
)TT
+ g2Q
TT ab
2
(x, y)
=
∫
d4z
{
2A
T
ρ (x)K0(x, z)A
T
ρ (z)K0(z, y) + 2∂
x
ρK
T
1
(x, z)A
T
ρ (z)K0(z, y)
−K
0
(x, z)A
T
ρ (z)A
T
ρ (z)K0(z, y)
}ab
−
∫
d4z d4ω
{
2∂xρK0(x, z)K0(z, ω)[A
T
β , ∂ρA
T
β ](ω)K0(z, y)
}ab
.
(100)
Note that in the above equation the terms like K
T
1
(x, z) need further expansion as in
(65). Sandwiching expression (100) between the two field strengths, as in (59), and
performing the substitutions (78) we obtain:
Y
2
= −
∫
d4x F aµν(x)
[( 1
D2
DβF
βρ
)
,
1
D2
[( 1
D2
DτF
τρ
)
,
( 1
D2
F µν
)]]a
(x)
− 2
∫
d4x
( 1
D2
DρF
µν
)a
(x)
[( 1
D2
DσF
σλ
)
, Dλ
1
D2
[( 1
D2
DαF
αρ
)
,
( 1
D2
F µν
)]]a
(x)
+ 1
2
∫
d4x
( 1
D2
F µν
)a
(x)
[( 1
D2
DσF
σρ
)
,
[( 1
D2
DβF
βρ
)
,
( 1
D2
F µν
)]]a
(x)
−
∫
d4x
( 1
D2
DρF
µν
)a
(x)
[ 1
D2
[( 1
D2
DαF
αβ
)
, Dρ
( 1
D2
DτF
τβ
)]
,
( 1
D2
F µν
)]a
(x) ,
(101)
which is now gauge invariant as required.
Some details of the transition from (100) to (101) in (100) are summarised for one
of the terms in Appendix C.
7.2 Calculation of Z
2
Using the same strategy as for Y
2
we can in a similar way calculate Z
2
. Using (73) and
applying the replacements to next order we obtain
g
(
P
1
− Z
1
)
+ g2P
2
= −
∫
d4x d4y
{
F aµν(x)K
T ab
1
(x, y)(A
T
µ)
bc(y)(A
T
ν )
c(y)
}
−
∫
d4x d4y d4ω
{
F aµν(x)K
ab
0
(x, y)Kbc
0
(y, ω)
×
(
[A
T
α, ∂αA
T
µ ] + [A
T
α, fαµ]
)cd
(ω)(A
T
ν )
d(y)
}
−
∫
d4x d4y d4u
{
F aµν(x)K
ab
0
(x, y)(A
T
µ)
bc(y)Kcd
0
(y, u)
×
(
[A
T
β , ∂βA
T
ν ] + [A
T
β , fβν ]
)d
(u)
}
−
∫
d4x d4y d4ω
{
F aµν(x)K
ab
0
(x, y)
(
K
T
1
(y, ω)∂αfαµ(ω)
)bc
(A
T
ν )
c(y)
}
−
∫
d4x d4y d4u
{
F aµν(x)K
ab
0
(x, y)(A
T
µ)
bc(y)
(
K
T
1
(y, u)∂βfβν(u)
)c}
.
(102)
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After some calculations we obtain the final result:
Z
2
=
∫
d4x
( 1
D2
Fµν
)a
(x)
[ 1
D2
[( 1
D2
DσF
σα
)
, Dµ
( 1
D2
DτF
τα
)]
,
( 1
D2
DρF
ρν
)]a
(x)
+
∫
d4x
( 1
D2
Fµν
)a
(x)
[( 1
D2
DσF
σµ
)
,
1
D2
[( 1
D2
DρF
ρβ
)
, Dν
( 1
D2
DτF
τβ
)]]a
(x)
− 2
∫
d4x
( 1
D2
DλF
µν
)a
(x)
[( 1
D2
DαF
αλ
)
,
1
D2
[( 1
D2
DσF
σµ
)
,
( 1
D2
DρF
ρν
)]]a
(x)
− 1
2
∫
d4x
( 1
D2
[( 1
D2
DσF
σµ
)
,
( 1
D2
DρF
ρν
)])a
(x)
[( 1
D2
DτF
τµ
)
,
( 1
D2
DαF
αν
)]a
(x) ,
(103)
which is again manifestly gauge invariant.
Hence we see that the non-abelian mass term has an expansion in terms of the gauge
invariant combinations of the field strengths,
M2 = −1
2
∫
d4x F aµν(x)
( 1
D2
Fµν
)a
(x) + g(Z
1
− Y
1
) + g2(Z
2
− Y
2
) + · · · , (104)
where Z
1
−Y
1
corresponds to Zwanziger’s expression (1) and Z
2
−Y
2
are the new terms
given by (103) and (101). We stress though that these expansions are not unique and
have ambiguities as discussed in Section 6. What we have presented here are the terms
closest in form to Zwanziger’s expansion (1) but other ways of representing these gauge
invariant quantities exist.
8 Conclusion
In this paper we have derived for the first time the next to leading term for Zwanziger’s
expansion of a gluonic mass expressed in terms of field strengths and the inverse covariant
Laplacian. It is quartic in powers of the field strength. This will allow the calculational
programme of [16] to be extended to higher orders. We have, in this paper, successfully
recovered the quadratic and cubic terms in Zwanziger’s expansion, however, this exposed
ambiguities in the construction. Indeed the choice made at the cubic level in the field
strength changes the result at quartic level. We have explicitly shown that making
different choices leads to different gauge invariant expressions for the mass term.
We started the paper by demonstrating the role of dressing in constructing the
physical gluonic configurations. This revealed an abelian gauge structure within the
non-abelian gauge theory. We saw that there is the possibility to construct a gauge
invariant field strength, Fµν , which is of abelian form. A gauge invariant mass term
can be constructed in QED in terms of the field strength. Similarly in QCD we showed
that one can use the physical field strengths, Fµν , to construct an analogous mass term.
To obtain a gauge invariant term by term expansion for the mass, two ingredients were
needed. The first was the decomposition of the field strength (18) which allowed us to
write the dressed mass in terms of the field strengths (24). The second was the ability
to express the terms in Zwanziger’s expansion in terms of dressed fields (58). Mixing
these ingredients we were able to give a precise formula for the mass term (74).
These methods, we feel, can give us insight into the construction of gauge invariant
configurations which we hope will be applicable more widely. We can in particular
envisage using these ideas to construct new classes of dressings for the hadronic states
which may have a good overlap with the ground state [6].
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A Useful Lie algebra properties
In this section of the appendix we highlight some properties of Lie algebra that are used
in the paper.
A.1 Transformation rules
It is seen that the Lie algebra valued field strength tensor Fµν transforms in the adjoint
representation as
Fµν → F
U
µν = U
−1FµνU , (A.1)
such that in terms of components Fµν = F
a
µντ
a the transformation rule for F aµν is
F aµν → (U
−1)abF bµν , (A.2)
where (U−1)ab = −2tr (τaU−1τ bU).
In the same way F abµν defined by
F abµν := F
c
µν(T
c)ab = −F
c
µνfabc , (A.3)
with fcab = −2tr ([τ
c, τa]τ b), is seen to transform as
F abµν → (U
−1)abcd(x) (Fµν)
cd(x) = (U−1)ac(x)(U−1)bd(x) (Fµν)
cd(x) . (A.4)
A.2 Product and commutator in Lie algebra
Given a matrix-field A in the adjoint representation, Aab := −Acfabc, the action of this
matrix field on some column vector B can be represented as
(AB)a := AabBb = −AcfabcBb = [A,B]a , (A.5)
that is, product in adjoint equals commutator in the Lie algebra.
This can be generalised to the tensor product of the adjoint representation as follows.
Defining
(A)abcd = A
e(T e)abcd , (A.6)
with (T e)abcd = f
aecδbd + f bedδac we find
(AB)ab := AabcdB
cd = [A,B]ab = Aaa
′
Ba
′b − Baa
′
Aa
′b . (A.7)
Both of these results are used explicitly in deriving expressions (101) and (103).
18
A.3 Algebraic identity between the inverse covariant Laplacian
and the Green’s function
In our description we encountered objects such as
( 1
D2
B
)a
(x) =
∫
d4y Kab(x, y)Bb(y) , (A.8)
and ( 1
D2
B
)ab
(x) =
∫
d4y Kabcd(x, y)B
cd(y) , (A.9)
where for such gauge invariant fields Bab = −fabcBc. It is not immediately obvious that
the inverse Covariant Laplacian preserves the Lie algebra structure displayed in these
equations, that is, in order for
( 1
D2
B
)ab
(x) = −fabc
( 1
D2
B
)c
(x) , (A.10)
we require
f ecdKabcd(x, y) = f
abcKce(x, y) . (A.11)
However this can be shown from the construction of these fields in terms of their com-
ponents K(n)
ab
cd(x, y) and K
(n)ce(x, y) [29]. Hence we can set up a dictionary between
our construction of the mass term and Zwanziger’s via the identification
( 1
D2
B
)ab
(x)Cb(x) =
[( 1
D2
B
)
(x), C(x)
]a
, (A.12)
( 1
D2
B
)ab
cd
(x)
( 1
D2
C
)cd
(x)Db(x) =
[( 1
D2
B
)
(x),
( 1
D2
C
)
(x)
]ab
Db(x)
=
[[( 1
D2
B
)
(x),
( 1
D2
C
)
(x)
]
, D(x)
]a
,
(A.13)
and ( 1
D2
B
)ab
(x)
( 1
D2
C
)bc
(x)Dc(x) =
( 1
D2
B
)ab
(x)
[( 1
D2
C
)
(x), D(x)
]b
=
[( 1
D2
B
)
(x),
[( 1
D2
C
)
(x), D(x)
]]a
.
(A.14)
B Discussion of ambiguities
Here we show that the expressions (69) and (89) are different. We start with (69) and
use the perturbative expansion to order g (suppressing colour indices) to get:
1
D2
(
DβF
βρ
)
(x) :=
∫
d4y K(x, y)(DβF
βρ)(y)
=
∫
d4y
{
K
0
(x, y)∂yβF
βρ(y)
+ g
(
K
1
(x, y)∂yβF
βρ(y) +K
0
(x, y)Aβ(y)F
βρ(y)
)}
=
∫
d4y
{
− ∂yβK0(x, y)F
βρ(y)
+ g
(
− ∂yβK1(x, y)F
βρ(y) +K
0
(x, y)Aβ(y)F
βρ(y)
)}
.
(B.1)
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In the similar way (89) can be expanded perturbatively to order g to yield
Dβ
( 1
D2
F βρ
)
(x) := Dxβ
∫
d4y K(x, y)F βρ(y)
=
∫
d4y
{
∂xβK0(x, y)F
βρ(y)
+ g
(
Aβ(x)K0(x, y)F
βρ(y) + ∂xβK1(x, y)F
βρ(y)
)}
.
(B.2)
Now we look at the difference between (B.1) and (B.2) to yield:
1
D2
(
DβF
βρ
)
(x)−Dβ
( 1
D2
F βρ
)
(x)
= g
∫
d4y K
0
(x, y)(Aβ(y)− Aβ(x))F
βρ(y)
+ g
∫
d4y d4z
{
K
0
(x, z)∂zλK0(z, y)− ∂
z
λK0(x, z)K0(z, y)
}
∂zβAλ(z)F
βρ(y) +O(g2) .
(B.3)
This is clearly not zero.
C Derivation of a sample F 4 term
In this section we give the derivation of one of the terms in (101) and show how it is
obtained from the term in (100). To show this we consider the second term of (100)
where we use (77) to yield:
2
∫
d4z {∂xρK
T
1
(x, z)A
T
ρ (z)K0(z, y)}
ab
= −4
∫
d4z d4ω {∂xρK0(x, ω)A
T
λ(ω)∂
ω
λK0(ω, z)A
T
ρ (z)K0(z, y)}
ab .
(C.1)
Sandwiching now (C.1) between the field strengths as in (59) we obtain
2
∫
d4x d4y d4ω d4z F aµν(x)
{
∂xρK0(x, ω)A
T
λ(ω)∂
ω
λK0(ω, z)A
T
ρ (z)K0(z, y)
}ab
F µνb(y) .
(C.2)
Expanding the colour indices explicitly leads to
2
∫
d4x d4y d4ω d4z
{
F aµν(x)(∂
x
ρ )
ac′Kc
′c
0
(x, ω)A
T cd
λ (ω)
× (∂ωλK0(ω, z))
deA
T ef
ρ (z)K
fb
0
(z, y)F µνb(y)
}
,
(C.3)
where now the partial derivative ∂xρ acts on the field strength F
a
µν(x) resulting in
− 2
∫
d4x d4y d4ω d4z
{
Kc
′c
0
(x, ω)(∂xρFµν)
c′(x)A
T cd
λ (ω)
× (∂ωλK0(ω, z))
deA
T ef
ρ (z)K
fb
0
(z, y)F µνb(y)
}
.
(C.4)
Using (25) we integrate (C.4) with respect to x and y to yield
− 2
∫
d4z d4ω
{( 1

∂ρFµν
)c
(ω)A
T cd
λ (ω)(∂
ω
λK0(ω, z))
deA
T ef
ρ (z)
( 1

F µν
)f
(z)
}
. (C.5)
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The last two terms of (C.5) become a commutator using the property (A.5)
− 2
∫
d4z d4ω
{( 1

∂ρFµν
)c
(ω)A
T cd
λ (ω)(∂
ω
λK0(ω, z))
de
[
A
T
ρ ,
( 1

F µν
)]e
(z)
}
, (C.6)
where now integrating the above equation with respect to z gives
− 2
∫
d4ω
{( 1

∂ρFµν
)c
(ω)A
T cd
λ (ω)
(
∂ωλ
1

[
A
T
ρ ,
1

F µν
])d
(ω)
}
. (C.7)
Again using the property (A.5) in (C.7) results in
− 2
∫
d4ω
{( 1

∂ρFµν
)c
(ω)
[
A
T
λ , ∂
ω
λ
1

[
A
T
ρ ,
1

F µν
]]c
(ω)
}
. (C.8)
Now we make the replacement (69) and 1

→ 1
D2
at this order to obtain
− 2
∫
d4ω
( 1
D2
DρF
µν
)c
(ω)
[( 1
D2
DσF
σλ
)
, Dλ
1
D2
[( 1
D2
DαF
αρ
)
,
( 1
D2
F µν
)]]c
(ω) ,
(C.9)
which is the required expression and corresponds to the second term of (101).
Note that in deriving the above result we have made use of the choices (69) and (77)
but we could equally well have used the other choices which would then lead to different
result.
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