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Abstract: This paper develops an algorithm to estimate vegetation canopy gap fraction (GF),
taking advantage of the full Terrestrial Laser Scanner (TLS) resolution. After calculating the TLS
angular resolution, the algorithm identifies the missing laser hits (gaps) within an angular grid in the
azimuthal and zenithal directions. The algorithm was first tested on angular data simulations with
random (R), cluster (C) and random and cluster together (RC) gap pattern distributions. Noise introduced
in the simulations as a percentage of the resolution accounted for the effect of TLS angular uncertainty.
The algorithm performs accurately if angular noise is <6% of the angular resolution. To assess the impact
of the change in projection, this study compared these GF estimates from angular grid simulations to
their transformation into simulated hemispherical images (SHI). SHI with C patterns perform accurately,
but R and RC patterns underestimate GF, especially for GF values below 0.6. The SHI performance
to estimate GF was always far below the algorithm developed here with the angular grid simulations.
When applied to actual TLS data acquired over individual Quercus ilex L. trees, the algorithm rendered a
GF between 0.26 and 0.40. TLS had an angular noise <6%. Converting the angular grid into simulated
HI (TLS-SHI) provided a better agreement with actual HI acquired in the same location as the TLS data,
since they are in the same projection. The TLS-SHI underestimated GF by an average of 4% compared to
HI. HI and TLS-SHI presented 14% and 17% lower values than the GF calculated from the angular grids,
respectively. Nevertheless, the results from the simulations indicate that the algorithm based on the
angular grid should be closer to the actual GF of the tree canopy.
Keywords: terrestrial laser scanner; gap fraction; leaf area index; angular grid; hemispherical images
1. Introduction
Vegetation canopy structure and its spatial heterogeneity plays a critical role in biophysical
processes, such as photosynthesis, primary production; and CO2 and water fluxes [1–3]. In practice,
canopy structure is characterized by descriptor variables such as Leaf Area Index (LAI), defined as half
of the total leaf area per unit of ground [4]; or canopy gap fraction (GF), the fraction of sky view not
obstructed by the canopy in any direction [5]. These variables are commonly estimated by indirect
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methods like Hemispherical Images (HI), which use light transmission [6,7]. HI have limitations related
to the restrictive light conditions required to acquire the data [8,9], and its processing also presents
difficulties associated to the user threshold to separate the canopy from the sky [6,10]. However,
automatic threshold algorithms based on the HI digital numbers can help minimizing this issue [11–13].
Terrestrial Laser Scanner (TLS) instruments provides the 3-dimensional (3D) coordinates of
objects based on laser pulse hits [14]. In order to produce a detailed 3D scene, a TLS mechanically
deflects the laser pulses in equal increments of arc in horizontal and vertical planes [15]. According to
Newnham et al. [16], TLS can estimate canopy structure descriptors through geometrical and gap
probability metrics. The geometrical metrics assume that canopy has hard target elements (stems
and branches) that can be modelled explicitly [17]. This approach requires multiple scans and their
co-registration for a proper structure representation, which has a high cost in terms of data acquisition
and processing [18,19]. In this context, several studies process multiple scans to reduce the occlusion
effect to characterize the GF [20–22]. In addition, the accuracy of these approaches is closely related to
the voxel size selected for processing [23]. Alternatively, the gap probability metrics assume canopy
has soft targets like leaves and needles, which only return a fraction of the outgoing pulses [24].
This way, the occlusion effect is then inherently incorporated into the gap probability [16]. This feature
considers that the gap probability depends on the scan angles. Therefore, single scans can be treated
as independent samples, with no need for co-registration [25]. Under this perspective, GF can be
computed estimating the missing laser returns (gaps) as the theoretical total number of laser pulses
emitted by the TLS minus the number of registered laser returns [17,26–29]. This reduces some of the
of the issues of the multiple scans and voxel approaches [18].
TLS can estimate GF on discrete periods of time [18,28,30], and also employed to continuously
monitor the canopy structure dynamics [31,32]. Consequently, TLS provides a non-destructive
alternative to measure GF that is independent from natural light conditions [24]. In this context, GF is
a key forest structure feature to determine the radiate transfer through the canopy [30]. Moreover,
the distribution and directions of gaps is a valuable information to improve the understanding of light
regimes under the canopy [33], the recruitment and establishment of trees [34], and the estimation of the
canopy clumping that corrects the effective LAI estimations obtained from indirect methods [18,35,36].
To accomplish this, it is necessary to have a TLS that records not only the returns, but also the gaps,
with the direction of these laser beams emitted that do not hit the canopy. Since most TLS do not allow
this option, an alternative is to derive these gaps location from the angular resolution. This angular
resolution needs to be estimated from the actual data, since it could be different from the theoretical
one [37,38].
The objective of this paper is to take advantage of the full TLS spatial resolution, combining both
methods: geometrical and gap probability metrics (Figure 1). Firstly, a two-dimensional voxel from
TLS data serves to derive the angular resolution. Secondly, the angular images from these voxels
provide the basis to calculate GF under the gap probability approach. The initial section of this article
demonstrates the algorithm over simulated angular data and then, the method is applied to actual
TLS data over individual trees. To test the GF estimates of the angular grid algorithm in comparison
with HI, the simulated TLS (Sim-TLS) data were converted into simulated HI (SHI). Finally, GF results
from the algorithm for actual TLS data were also compared with SHI derived from TLS angular data
(TLS-SHI) and those delivered from actual HI.
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2. Methods
2.1. Study Site
The study area is in Las Majadas del Tietar, Cáceres, Spain (39◦56′24.68”N, 5◦46′28.70”W). It is
a savanna type (Dehesa) with an open oak forest within Pyro bourgaeanae-Querceto rotundifoliae S.
mesomediterranean series [39]. Its continental Mediterranean climate averages an annual temperature
of 16.7 ºC and precipitation of 650 mm [40]. Farmers manage the region for grazing. In addition,
it presents a high ecological value from the biodiversity and the carbon stock perspective [41]. The site
contains evergreen broadleaf trees, mostly Holm oak (Quercus ilex. L.), with approximately 20%
fractional canopy [42]. Tree density is ~20 trees/ha, with an average 8 m tree height and 0.4 m diameter
at breast height (DBH).
A Leica HDS-6000 TLS (Leica Geosystems, St. Gallen, Switzerland, www.leica-geosystems.com)
phase-shift based scanner sampled four holm oak trees on 9 October 2009. The trees were isolated
individuals at least 7–8 m from any other one to prevent the influence of other trees in the measurements.
A leveled tripod held the TLS system under the canopy, but at least 1.5 m above the ground and away
from the trunk. Once the system was set, it took about two minutes to scan a horizontal perspective
of 0–360◦ in θ and 0–154◦ in φ with an angular sampling interval of approximately 6.3 mm at 10 m
distance. Scans were carried out on dry, clear days and under calm winds. These conditions limited
the noise/errors caused by wind moving the leaves and branches. Given that the tree crowns are not
uniform, a second TLS acquisition keeping the same setting, collected data on the opposite side of the
trunk in relation to first measurement (180◦). However, since the main goal of our research was to
validate an algorithm to estimate GF from TLS, rather than provide accurate representation of the tree
crowns, each scan was independently analyzed to increase the number of samples. As reference data,
a HI (3888 × 2592 .TIF format) per scan was taken immediately after TLS measurements in the same
position of the TLS using an EOS 400D camera (Canon, Tokyo, Japan) equipped with an APS-C sensor
image and a Nikkor 8-mm f/2.8 fisheye lens adaptor (Table 1).
Table 1. Main technical specifications of the instruments.
Terrestrial Laser Scanner (HDS-6000) Photographic camera (EOS 400D)
Instrument type: Phase—shift
Laser Class: Class 3R (IEC EN60825-1)
Laser wavelength: 400–700 nm
Scanning range: 80 m
Horizontal scanning range: 360◦
Vertical scanning range: 310◦
Size of the laser beam: 3 mm at exit + 0.22 mrad divergence
Accuracy of range: <5 mm up to 50 m
Laser rate: 500,000 points/sec
Scanning optics: Vertically rotating mirror on horizontally
rotating base
Resolution: 10 megapixels
Sensor type: CMOS
Sensor size: APS-C (1.6×)
Maximum imagen resolution: 3888 × 2592
Minimum native ISO: 100
Maximum native ISO: 1600
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2.2. Algorithm to Calculate Angular Resolution
The angular resolution is the ability to resolve two objects on adjacent sight lines and refers
here to the sampling interval in the azimuthal (θ) and zenithal (φ) directions between each laser
return. This definition considers the angular distance between the center of two neighbor laser returns,
disregarding their beam width, as proposed by Lichti [43]. Contrary to the Cartesian coordinate system,
this angular distance is constant and independent of the range to the intercepted object.
Based on Lichti and Jamtscho [15], the algorithm assumes that the TLS scans the vegetation canopy
with a constant angular resolution in θ and φ. Two coordinates (θ, φ) identify each laser return to
determine its position in a bi-dimensional angular space. The algorithm sets an initial resolution for θ
and φ to initiate a first iteration. For each return, it finds the four closest returns in this angular space.
Secondly, the angular distance in θ between the return and either of its closest returns is recorded
only if (1) located in the E or W cardinal directions ± 10◦; and (2) the angular distance is <1.5 times
the initial θ resolution. If it finds more than one returns in the same direction, it keeps the closest
one. Following these same two criteria, the algorithm also finds the neighbors in the N and S cardinal
directions for φ (Figure 2). These empirical constrains adopted after multiple tests avoided collecting
angular distances from non-neighbors and from excessively noisy returns. To conclude a first iteration,
the average of all the distances recorded in the E-W and N-S directions provides the θ and φ resolution,
respectively. Furthermore, the angular noise is calculated as the standard deviation of the computed
resolution. Usually, convergence occurs after three iterations when the difference between the angular
resolutions calculated in two consecutive iterations is close to zero (<1.00 × 10−6 rad).
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2.3. Angular Grid Algorithm to Calculate GF
Assuming the resolution is the same in the θ and φ directions, the grid size is computed as their
average. The grid ranges from zero to 2pi and zero to pi/2 in the θ and φ directions, respectively.
Subsequently, the laser pulses that hit the canopy are mapped into the grid. The actual data are slightly
displaced with respect to the theoretical position of this grid due to the distance to the object, the laser
beam size [15], the object surface and the mechanical components of the scanner [37]. Most TLS have a
scanner with a servomotor and rotational mirrors that causes this displacement [38]. Grid displacements
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between −1/2 and 1/2 with an increment of 1/8 the magnitude of the angular resolution checked for this
effect in both θ and φ directions. As a result, the algorithm tested 25 positions to find the grid position
that minimizes the angular noise, understood as the difference between the theoretical position of the
laser pulse and its actual one. The best grid position is then calculated as the minimum sum of the
distances between each laser return and the center of its nearest grid cell. After that, if the limits of
a cell contained the θ and φ coordinates of a laser return, it was considered a canopy hit (0), but if
not, it was marked as a gap (1). From this binary image of the θ and φ angular space, the algorithm
computes the GF as the ratio of cells identified as gaps to the total cells in the angular grid.
2.4. Angular Simulations to Test the Angular Grid Algorithm
A sensitivity analysis was carried out using simulated TLS angular data to evaluate the performance
of the angular grid algorithm to retrieve GF. To model variations found in the actual TLS data,
this analysis considered several sources: the angular resolution and its noise, the gap spatial pattern
distribution and the amount of GF itself.
A multivariate normal distribution function in Matlab R2017b (The Mathworks; Natick, MA, USA;
www.mathworks.com) mimicked the angular noise produced by the mechanical components of the
TLS head, which was considered the same for θ and φ directions. Such uncertainty is a function of
(1) the noise amplitude that was modeled as a percentage of its angular resolution; (2) its variance
(noise2) and (3) its covariance (zero) in θ and φ directions. The covariance is considered zero because
theoretically the uncertainty in θ should not influence the uncertainty in φ. Another source of variation
consisted in modeling several canopy gap spatial pattern distributions, such as random gaps (R),
clusters of gaps (C) and a combination of both (RC) (Figure 3). The GF was increased by progressively
removing laser pulses within each gap pattern. For the R pattern, random index numbers in Matlab
removed pulses individually without replacement. The C gap pattern randomly identified a coordinate
in the angular space and from this position, a convex hull function fitted a circle with a dynamic
random radius ranging from one to ten times the angular resolution and removed all laser pulses
within it.
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The RC gap pattern combined a proportion of 30% R and 70% C gaps. Following these gap
patterns, 1890 simulations were generated from 10 replicas with 2–14% noise every 2%; 0.1–0.9 GF every
0.1; and R, C and RC gap patterns. Given that this simulated dataset contained a pre-defined known
angular resolution and GF, it was considered as reference to validate the GF algorithm. A Kruskal-Wallis
non-parametric distribution test evaluated the algorithm sensitivity to the noise and to the GF spatial
patterns in relation to the GF estimations following Hollander and Wolfe [44].
Simulated Hemispherical Images
The Sim-TLS data were converted into SHI (Sim-TLS-SHI) to compare the GF estimates from HI
and from the angular grid algorithm. The analysis of HI is one of the most widely accepted indirect
methods to estimate GF [5,45]. A 2 to 6% noise level was selected to build the Sim-TLS-SHI that ensured
an accurate GF estimate for all three gap patterns (see results section). The Sim-TLS-SHI produces a
projection of a hemisphere in a plane. The simplest and most common hemispherical lens geometries
are the polar and equiangular projection [6,35]. The following polar transformation was applied:
l = 2Rϕ/pi (1)
where R is the radius of the whole field of view in the HI, ranging from 0 to pi/2; ϕ is the zenith angle,
which can be understood as the angle between a point in the scene and the optical axis; and l is the
radial distance from the optical axis on the HI image.
Since this projection is comparable to actual HI, Seidel et al. [22] and Cifuentes et al. [20] applied it
to simulate HI from TLS voxels. Due to this transformation, each pixel on the Sim-TLS-SHI image could
include more than one return and/or gap from the angular data (Figure 4). Therefore, the algorithm
presented here recorded the number of laser returns and gaps contained within each Sim-TLS-SHI
pixel. If the laser return to gap ratio was ≥0.5, the pixel was considered a return (DN = 0) and below
this threshold a gap (DN = 255), to record them in 8 bits TIF format images. Hemiview v2.1 software
(Delta-T Devices, UK, www.delta-t.co.uk) processed the Sim-TLS-SHI dividing the skymap in 8 θ
and 18 φ sections (Figure 5). The number of sections in the skymap must be a compromise of the
following criteria for a reliable GF estimate: (1) low enough so that GF statistics are meaningful and
also invertible; (2) high enough so that the assumption of randomness of leaf distribution within
a skymap section remains valid [46]. Taking these two factors into account, the skymap contained
144 sections with a minimum of ten pixels in each one. Finally, a fixed 128 threshold value segmented
the Sim-TLS-SHI to compute GF.
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2.5. Application of the Angular Grid Algorithm to Actual TLS Data
After testing the angular grid algorithm to estimate GF over the simulated angular dataset, it
was applied to actual TLS data acquired over the holm oak trees in the study area in Las Majadas del
Tietar. Cyclone v6.0 software (Leica Geosystems) generated the point cloud for each of the eight TLS
samples. Following Seidel et al. [22], Cyclone only considered data with 0.01–1.0 laser intensity, <80 m
range and >1.6 mm distance between laser returns. Subsequently, the TLS point cloud surrounding
the center of the tree canopy was selected and exported as XYZ ASCII files. TLS XYZ ASCII data
were transformed to compute spherical coordinates (θ, φ) of each return. Given the large data volume
and based on previous works [36,47], ~1◦ φ slices divided the TLS angular data to facilitate further
processing. As previously described in Section 2.1, the angular resolution was computed for each
slice. Furthermore, the final angular resolution as the average of all φ slices, excluding slices located
between 0 and 6◦ φ. For these slices, the lo er nu ber of laser returns and the distances collected by
the angular algorithm produced abnor al a l r res l ti l es (see Results Section 3.2).
To verify the TLS angular resolutio , t i t cted anually a small tr e trunk section
without gaps from each TLS sa ple it sity and at a range comparable to the tree
canopy. A visual exploratory analysis c sistencies due to gaps in the trunk section or
due to TLS oversampling befor computing its angul r resolution and oise. Similarly to the simulated
data, GF was computed for TLS canopy data usi g the angular grid th t containe the presence/absence
of laser returns. To compare with the conventional GF estimation from HI, each TLS canopy sample
was transformed into SHI (TLS-SHI) to calculate GF in Hemiview (Figure 6).
Remote Sens. 2020, 12, x FOR PEER REVIEW 7 of 17 
 
 
Figure 5. Skymap sectors (a), R (b), C (c) and RC (d) gap patterns for Sim-TLS-SHI. 
2.5. Application of the Angular Grid Algorithm to Actual TLS Data 
After testing the angular grid algorithm to estimate GF over the simulated angular dataset, it 
was appli d to actual TLS data acquired over the hol  oak trees in the study area in Las M j das del 
Tiet r. Cyclone v6.0 software (Leica G osystems) generated the point cloud for each of the eight TLS 
samples. Foll wing Seidel et al. [22], Cyclon  only considered data with 0.01–1.0 laser intensity, <80 
m range and >1.6 mm distance between laser returns. Subsequently, the TLS point cloud surrounding 
the center of the tree canopy was selected and exported as XYZ ASCII files. TLS XYZ ASCII data were 
transformed to compute spherical coordinates (θ, ϕ) of each return. Given the large data volume and 
based on previous works [36,47], ~1° ϕ slices divided the TLS angular data to facilitate further 
processing. As previously described in Section 2.1, the angular resolution was computed for each 
slice. Furthermore, the final angular resolution was the average of all ϕ slices, excluding slices located 
between 0 and 6° ϕ. For these slices, the lower number of laser returns and the distances collected by 
the angular algorithm produced abnormal angular resolution values (see Results Section 3.2). 
To verify the TLS angular resolution, this work extracted manually a small tree trunk section 
without gaps from each TLS sample with laser pulse density and at a range comparable to the tree 
canopy. A visual exploratory analysis checked for inconsistencies due to gaps in the trunk section or 
due to TLS oversampling before computing its angular resolution and noise. Similarly to the 
simulated data, GF was computed for TLS canopy data using the angular grid that contained the 
presence/absence of laser returns. To compare with the conventional GF estimation from HI, each 
TLS canopy sample was transformed into SHI (TLS-SHI) to calculate GF in Hemiview (Figure 6). 
 
 
Figure 6. Actual HI (a) and TLS-SHI from TLS data (b). 
In regards to the actual HI, a 0–60° ϕ angular range constriction avoided fuzzy pixels that would 
comprise a mix of vegetation canopy and sky information [6]. In addition, this constriction was 
necessary to select a common ϕ range between HI and TLS, since the smaller camera sensor cropped 
Figure 6. ct l I ( ) -S I fro TLS data (b).
In regards to the actual HI, a 0–60◦ φ angular range constriction avoided fuzzy pixels that would
comprise a mix of vegetation canopy and sk i f r ti [6]. In addition, this constriction was
nec ssary to select a common φ range t I S, since the smaller camera sensor cropped
the fisheye FOV to 120◦ [48]. Hemiview processed only the HI blue channel, since it provides the
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maximum contrast between canopy objects and sky [49]. As Jonckheere et al. [50] described, manual HI
thresholding is a subjective and challenging task to reproduce consistently that can introduce an
additional error to the GF computation. For this, the automatic thresholding developed by Ridler
and Calvard [11] classified the pixels in the HI as canopy (black) or sky (white). This method
finds the midpoint between two clusters by iteratively estimating the average of two cluster means.
This approach performed best in a comparison of different thresholding methods to compute GF
automatically from HI [50]. It also did better in lighter than darker illumination conditions, as it was
the case here. Even though it was developed to process HI at the plot level, it also should work for
individual trees as long as the gaps of the outer tree limit are previously masked out and the HI quality
warranties the distinction between the two clusters. Masking was unnecessary here since the goal was
the comparison between HI and TLS within their previously selected common region. After visual
inspection, results were consistent throughout the eight HI and the method was preferred over the
subjective manual HI thresholding.
3. Results
3.1. Simulated Angular Data: Angular Resolution, GF and Sim-TLS-SHI
Figure 7 shows the differences between the reference angular resolution and the computed by
the algorithm for the R, C and RC gap patterns with 0.1–0.9 GF and 0–14% noise. R and RC gap
patterns kept resolution values closer to the reference if noise remained <6%. C gap pattern instead
obtained good resolutions only for <4%. Above 6% noise, the R and RC gap patterns provided coarser
resolutions, except for GF data between 0.1 and 0.2, whereas C gap pattern retrieved values finer than
the reference.
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reference GF for 4–14% noise than R and RC gap patterns, except for 0.9 GF. The Kruskal-Wallis's test 
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the noise (p-values < 0.01), except the R and RC gap patterns with 0.8 GF, which did not show 
significant differences. The test also showed that the gap patterns did not influence the GF calculation 
if the noise remained <6% of the angular resolution, except for the C gap pattern. In this gap pattern, 
the 0.4–0.8 GF presented differences with the GF estimated from R and RC patterns. For higher noise, 
the test indicated that there were differences between the reference GF and the computed one for all 
gap patterns (Table 2). Regarding the comparison between GF from the angular grids and from Sim-
TLS-SHI, the C gap pattern obtained the best agreement with a 2% average difference, followed by 
RC with 6% and R with 8% (Figure 9). 
Figure 7. Difference between reference angular resolution and the computed one as the average of the
θ and φ directions.
GF showed a close to zero average difference with the reference for 2–6% noise values for all the
simulated gap patterns (Figure 8). The C gap pattern systematically provided higher differences with
reference GF for 4–14% noise than R and RC gap patterns, except for 0.9 GF. The Kruskal-Wallis’s test
applied over each gap pattern in the simulated dataset indicated that GF estimates are all sensitive
to the noise (p-values<0.01), except the R and RC gap patterns with 0.8 GF, which did not show
significant differences. The test also showed that the gap patterns did not influence the GF calculation
if the noise remained <6% of the angular resolution, except for the C gap pattern. In this gap pattern,
the 0.4–0.8 GF presented differences with the GF estimated from R and RC patterns. For higher noise,
the test indicated that there were differences between the reference GF and the computed one for
all gap patterns (Table 2). Regarding the comparison between GF from the angular grids and from
Sim-TLS-SHI, the C gap pattern obtained the best agreement with a 2% average difference, followed by
RC with 6% and R with 8% (Figure 9).
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10−4 rad for both the θ and ϕ, whereas the noise decreased to 4.43% and 1.27% of the angular 
resolution, respectively (Table 4). Besides, ϕ TLS slices close to the zenith (0°) achieved erroneous 
average resolutions, especially for θ with 6.56 × 10−4 rad and 18.07% noise (Table 5). The number of 
erroneous slices also varied by scan. In regards to TLS-SHI, Figure 10 shows an example of an angular 
grid image and its transformation to TLS-SHI. The TLS-SHI underestimated GF by an average of 4% 
compared to HI (Figure 11a). HI and TLS-SHI presented 14% and 17% lower values than the GF 
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Table 2. Statistical differences (p-value < 0.01 *) according to the KW test between angular grids with R,
C nd RC g p patterns, 2–14% noise and 0.1–0.9 GF.
Noise
GF
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
2% () () () () () () () () ()
4% () () () () () () () () ()
6% () () () (*) (*) (*) (*) (*) ()
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14% (*) (*) (*) (*) (*) (*) (*) (*) (*)
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Figure 9. GF comparison for angular grid and Sim-TLS-SHI images. Data simulated with 6% noise.
3.2. Actual TLS Angular Data: Angular Resolution, GF and TLS-SHI
Computation of the angular resolution for the actual TLS data yielded an average value of
6.28 × 10−4 rad for both the θ and φ, whereas the noise w s 5.77% and 3.17% of the angular resolution,
respectively (Table 3). GF estimated from the angular grid ranged between 0.26 and 0.40, wi h a
0.33 average. After processing th trunks data, they revealed a very similar angular resolution of
6.28 × 10−4 rad for both the θ and φ, whereas the noise decreased to 4.43% and 1.27% of the angular
resolution, espectiv ly (Table 4). Besides, φ TLS slices clo to the zenith (0◦) achieved erroneous
average resolutions, special y for θ with 6.56 × 10−4 rad and 18.07% noise (Table 5). Th number
of roneous slices also varied by scan. In regards to TLS-SHI, Figure 10 shows an example of an
angular grid mage and its transformation to TLS-SHI. The TLS-SHI underestimated GF by an average
of 4% compared to HI (Figure 11a). HI and TLS-SHI presented 14% and 17% lower values than the GF
calcul ted from the angular grids, respectively (Figur 11b,c).
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Table 3. Tree ID, angular resolution, noise and GF for TLS tree data.
Tree ID Resolution
θ (rad)
Noise
θ (%)
Resolution
φ (rad)
Noise
φ (%) GF
Z1P5_SCAN1 6.28 × 10−4 6.11 6.28 × 10−4 2.90 0.31
Z1P5_SCAN2 6.28 × 10−4 5.80 6.28 × 10−4 3.12 0.34
Z1P7_SCAN1 6.28 × 10−4 5.74 6.28 × 10−4 2.58 0.36
Z1P7_SCAN2 6.28 × 10−4 6.31 6.28 × 10−4 3.36 0.38
Z2P6_SCAN1 6.28 × 10−4 5.29 6.28 × 10−4 3.01 0.27
Z2P6_SCAN2 6.28 × 10−4 5.68 6.28 × 10−4 2.85 0.26
Z2P11_SCAN1 6.28 × 10−4 5.45 6.28 × 10−4 3.06 0.30
Z2P11_SCAN2 6.28 × 10−4 5.76 6.28 × 10−4 4.46 0.40
AVERAGE 6.28 × 10−4 5.77 6.28 × 10−4 3.17 0.33
Table 4. Trunk ID, angular resolution and noise computed for TLS trunk data.
Trunk ID Resolution
θ (rad)
Noise
θ (%)
Resolution
φ (rad)
Noise
φ (%)
Z1P5_SCAN1 6.27 × 10−4 4.43 6.29 × 10−4 1.29
Z1P5_SCAN2 6.28 × 10−4 4.22 6.29 × 10−4 1.18
Z1P7_SCAN1 6.27 × 10−4 5.07 6.28 × 10−4 1.29
Z1P7_SCAN2 6.28 × 10−4 4.99 6.28 × 10−4 1.27
Z2P6_SCAN1 6.28 × 10−4 4.11 6.29 × 10−4 1.24
Z2P6_SCAN2 6.28 × 10−4 4.63 6.28 × 10−4 1.27
Z2P11_SCAN1 6.27 × 10−4 3.57 6.29 × 10−4 1.53
Z2P11_SCAN2 6.28 × 10−4 4.39 6.28 × 10−4 1.11
AVERAGE 6.28 × 10−4 4.43 6.28 × 10−4 1.27
Table 5. Noisy φ slices for each Tree ID, computed angular resolution and noise.
Tree ID Slice φ(◦)
Resolution
θ (rad)
Noise
θ (%)
Resolution
φ (rad)
Noise
φ (%)
Z1P5_SCAN1 0-6 6.76 × 10−4 19.05 6.27 × 10−4 3.18
Z1P5_SCAN2 0–3 6.53 × 10−4 17.97 6.27 × 10−4 3.05
Z1P7_SCAN1 0–2 6.78 × 10−4 19.62 6.27 × 10−4 2.99
Z1P7_SCAN2 0–3 6.61 × 10−4 19.10 6.27 × 10−4 3.01
Z2P6_SCAN1 0–3 6.29 × 10−4 13.87 6.27 × 10−4 3.02
Z2P6_SCAN2 0–2 6.43 × 10−4 17.33 6.27 × 10−4 2.75
Z2P11_SCAN1 0–2 6.61 × 10−4 19.55 6.27 × 10−4 3.13
Z2P11_SCAN2 0–3 6.46 × 10−4 18.04 6.27 × 10−4 2.96
AVERAGE 6.56 × 10−4 18.07 6.27 × 10−4 3.01
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4. Discussion
4.1. Angular Resolution and GF
The algorithm estimates accurately the angular resolution on simulated angular data when the
noise is <6% (Figur 7). B yond this nois level, GF becomes unreliable for all the gap patterns,
especially for C (Tabl 2). Since the angular grid uses the computed angular resolutions, an erron ous
higher angular resolution originates a grid with an exc ssive number of cells that are not possible to
fill with laser returns, creatin fals gaps that overestimate GF (Figure 8). This C gap pattern has a
higher ch nce of selecting groups of neighbor returns closer to each other that will produce a higher
an ular resolution. In addition, the probability of selecting returns coming from non-neighbor pulses
notoriously increases for GF > 0.8, especially for R and RC. The distance betwee returns augments
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sim lation scenarios wit 10–14% noise and GF > 0.80 (Figure 8).
The algorithm proposed here would p tentially work at the plot level, even though it was
developed for individual trees if the noise in the data remains <6%. A plot of trees with high LAI but
large gaps in between them that behaves more like a C gap pattern would produce good results even
over 0.8 GF. On the contrary, a plot of trees with low LAI and large gaps in between them, more like
RC, or homoge ously distributed trees with very low LAI, more like R, would fail over 0.80 GF, due to
the lack f enough neighbor returns to calculate the angular resolution.
Tables 3 and 4, co firmed the initial assumption that the angular resolution is the same in θ and φ
for the actual TLS data, with <1.00 × 10−6 rad difference in all cases. Therefore, taking the average of
θ and φ demonstrate to be accurate to calculate the angular resolution. To estimate this resolution,
the algorith requires having neighbor returns. Consequently, if neighbor returns are subject to higher
noise, or if there are enough isolated returns without a y neighbors, the algorithm will fail to deliver
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GF adequately. This is evident in the 0–6◦ φ TLS slices that provided different average resolutions
values, especially for θ, with 6.56 × 10−4 rad and noise of 18.07% (Table 5 and Figure 10a upper part).
The distribution of the elements on the crown architecture and TLS θ spin is too narrow at these φ slice
range to sample enough neighbor returns. However, as soon as the algorithm collected more returns
with suitable neighbors, it could compute the right resolution. Given that the angular resolution is
expected constant for the whole hemisphere, excluding the φ slices with problems determines the
angular resolution correctly.
The TLS Leica HDS-6000 manufacturer reports a priori an angular noise value of 1.25 × 10−4 rad,
but the actual noise observed in this study was lower, 2.78 × 10−5 rad (4.43%) in θ and 7.97 × 10−6 rad
(1.27%) in φ for the tree trunks (Table 4); and 3.62 × 10−5 (5.77%) in θ and 1.99 × 10−5 (3.17%) in φ for
the overall trees (Table 3). This noise is optimal for the GF estimation using angular grids since the
algorithm performed consistently well for these noise levels for all conditions tested on simulated TLS
angular data (Figures 7–9). Other studies have demonstrated also lower noise values than reported
a priori by the manufacturer. For example, Kremen et al. [37] estimated 4.70 × 10−5 rad deviations
in both θ and φ; and Reshetyuk [38] found 2.79 × 10−5 and 1.57 × 10−5 rad in θ and φ with a Leica
HDS-3000 TLS system. The difference between horizontal and vertical deviations can be attributed to
the mechanism in the TLS that produces the angular sampling [51]. In this work, the accuracy of φ
was about twice as good as θ, probably because according to Reshetyuk [38] the scanning mirror that
rotates vertically produces lower inertia than the servomotor that rotates horizontally.
The TLS Leica HDS-6000 collects data forward and backward using a spin of 182◦ instead of 180◦.
Therefore, it oversamples 4◦ in the θ direction (see Figure 10a, central θ values). Leica Geosystems
technical support confirmed this fact in a personal communication. This problem could be identified
and considered with the angular grid method, since the estimated angular resolution was higher for
this 4◦ θ section (data no shown) than the overall value. Danson et al. [27] and Ramírez et al. [28]
calculated GF as a ratio of the non-returns to the total number of laser pulses emitted using the
theoretical resolution of the instrument. In their case, the oversampling error would be overlooked
since their method cannot determine where exactly this oversampling occurs. This issue causes a
higher ratio between returns and total number of pulses emitted and, consequently, a lower GF.
Additional problems might also appear when a laser beam hits a canopy object, because the
strength of the reflected signal depends on several factors that includes the reflection coefficient,
surface roughness, the incidence angle and the fraction of the pulse cross section covered by the
target [30]. As a result, it seems the edge of the canopy objects will lack of laser returns and assumed
as gaps in the angular grid. Vegetation canopies also contain complex discontinuous rough elements
with particular reflectance properties for which pulses do not always reflect properly back to the TLS
providing noisy returns, such as in trunks (see gaps in Figure 10a), branches and leaves [20,52,53].
The noisy returns especially appear in phase instruments [20] and the filter applied does not guarantee
to remove them completely.
4.2. Simulation of Hemispherical Images
Sim-TLS-SHI underestimated GF especially for 0.1–0.5 GF (Figure 9). Average differences in this
range reached 9% for RC gap pattern and 14% for R. The deformation caused by the polar projection and
the method used to classify the pixels can explain in part these lower GF values. The polar projection
transforms each point keeping true the direction and exact distance from the projection center point,
whereas all other directions and distances are deformed. In consequence, the area distortion and
shapes increase as it moves away from the center [54]. As a result, pixels in the center zone and in
the outer border of the image contain more laser returns that reduces the chance to find gaps and
hence underestimates GF (Figure 4b). This problem is exacerbated for the R and RC gap patterns,
because small or individual random gaps could be part of pixel groups formed by several returns,
masking such gaps (Figure 5).
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The TLS-SHI slightly underestimated GF compared to HI (Figure 11a). Calders et al. [26],
Ramírez et al. [28], Seidel et al. [22], Cifuentes et al. [20] also demonstrated this under estimations
for a similar φ range. HI and TLS-SHI achieved much lower GF than the angular grid (Figure 11b).
The angular grid does not project the data and the GF is computed on a cell basis for the whole
image. Having HI and TLS-SHI the same polar projection explains their closer agreement in GF
estimates. The mismatch with the angular grid does not actually mean that its result is necessarily
worse. Actually, transforming the angular grid to TLS-SHI loses information for many TLS-SHI
pixels that contain multiple laser pulses (Figure 4b). These pixels only record a return or a gap
based on the laser return to gap ratio. As it was seen for the Sim-TLS-SHI, the effect of re-projecting
caused a systematic GF underestimation, which is noticeable in R and RC gap patterns with lower
GF values (Figure 9). On top of these differences, the lack of returns in the canopy objects edge,
could contribute to a GF increase in the angular grids.
GF from TLS-SHI was an average 4% smaller than the one from HI (Figure 11a). The correlation
between them (R2 = 0.89) is in concordance with the R2 = 0.76 obtained by Seidel et al. [22] in a forest
with large gaps. However, Kuusk et al. [30] point out that the HI overestimation, between 10 and 20%
even in optimal light conditions, causes part of this GF underestimation. The HI is widely used to
compute GF, but the processing generally does not take into account the specular reflection of the sky
on the foliage, which depends on LAI and leaf angle distribution (LAD) [55]. The HI were not always
taken under optimal light conditions and sky light illumination was too bright causing blooming
effects in parts of the HI. For example, small and thin branches were not visible in the classified HI,
even when they appear in the original ones [22].
Although canopy geometry is well depicted by both approaches (Figure 6), small gaps clearly
visible in HI seemed to be smaller or even disappear in the TLS-SHI. This effect is related to the
0.22 mrad laser beam divergence that translates into a ~5 mm footprint at 8 m from the TLS. Therefore,
the TLS will not be able to detect gaps smaller than this size. According to Danson et al. [56], if a gap
occupying less than 50% of the laser beam is detected by the TLS and this will lead to underestimation
of GF. In this respect, canopies with large gaps seem to be more suitable to characterize GF from
TLS [22].
Likewise, the experiment here preferred to analyze each scan separately, since the objective was to
have enough samples to test an algorithm to estimate GF at the full TLS resolution. The co-registration
from several scans increases the quality of TLS phase data and would improve the representation of the
elements [20]. In any case, it was necessary to select a common angular section for both sensors since
the field of view of the TLS and the HI camera were not exactly the same. Matching both images was
carried out visually, to obtain all processed φ sectors coincident in the angular space. This selection also
adds uncertainty that contributes to the differences between GF values obtained from both instruments.
HI analysis to retrieve GF is a mature technology. Contrary to TLS, it requires very cheap
equipment and available tools can quickly process HI. In addition, data acquisition is faster, and
operators do not require advanced training. Some drawbacks are the short time window recommended
for measurements: right before dawn, right after dusk or under overcast skies [57]. But even under
these circumstances, using HI to track changes over natural vegetation is challenging and dependent on
the precision of the subjective/automatic canopy/sky threshold. Other important issue is the specular
reflection phenomenon that affects the HI and produces a considerable overestimation in GF. Contrary,
TLS is a relatively new technology that has the potential to highly impact the detailed measurement of
canopy structure [18]. Since TLS is independent of light conditions, it provides more consistent data
than HI. However, most of the TLS comes from civil applications and they were designed to measure
hard objects, like buildings or terrain, not soft objects, like vegetation canopies. This issue presents
challenges that require the development of optimal processing tools.
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5. Conclusions
A new method to estimate GF from TLS data was proposed and validated. The algorithm adjusts
an angular grid to compute the angular resolution and calculates GF from the proportion of empty
grid cells without laser returns. By working with spherical instead of Cartesian coordinates, the results
are independent from the distance between laser returns and the position of the TLS. The method
performed satisfactory over the simulated angular data when the noise did not exceed 6%. The C gap
pattern showed higher differences compared to the reference data than the other two gap patterns.
The excessive noisy angular returns cause an overestimation of the angular resolution that increases the
number of cells in the grid, creating false gaps and overestimating GF. Actual TLS revealed lower noise
than the manufacturer indicated a priori. This noise level is within the accurate performance of the
angular grid algorithm. Sim-TLS-SHI presented a systematic underestimation of the GF that affected
especially R and RC gap patterns. Angular data transformation into HI causes a direction deformation
in the new coordinate system that requires further research. TLS-SHI showed lower GF values than
HI, which are affected by footprint size and the specular reflection. An advantage of the proposed
method is that it provides spatial information on the gap distribution, which is of great importance
for the analysis of light regimes. It also provides accurate information at the full TLS resolution on
the gap distribution and the gap size distribution from which measures of clumping index can be
derived. The algorithm was tested on individual trees, but it could work at plot level to characterize
canopy gaps. Over 0.8 GF, it would fail if neighbor returns are insufficient to properly estimate the
angular resolution.
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