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Abstract
In this thesis we prove the existence of Jordan Decomposition in DG/k, the ring of invariant
differential operators on a semisimple algebraic group over a field of positive characteris-
tic, and its corollaries. In particular, we define the semisimple center of DG/k, denoted by
Zs(DG/k), as the set of semisimple elements of its center. Then we show that if G is con-
nected, the semisimple center Zs(DG/k) contains Zs(D(ν)G/k) for any positive integer ν, where
D(ν)G/k is the ring of invariant differential operators on a Frobenius kernel derived from G.
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Introduction
In this thesis we study the center of the ring of invariant differential operators on a semisim-
ple algebraic group over a field of positive characteristic. This has long been an object of
great interest to representation theorists. It is well-known that over a field of characteristic
0 the representation theory of a connected algebraic group G is very well reflected by the
representation theory of its Lie algebra g ([25]). Any representation of G gives rise to a
representation of g. Then the notions of “submodule”, “fixed point”, or “module homomor-
phism” yield the same result whether applied to G-modules or to g-modules. This is no
longer true in characteristic p > 0. Any G-module still leads to a g-module in a natural
way, but now there may be g-submodules that are not G-submodules, or g-homomorphisms
that are not G-homomorphisms, etc ([19]). It is, however, still possible to save some of the
advantages of the linearization process (of going from G to g) by looking not only at g, but
at the algebra DG/k of all invariant differential operators on G. (See § 2.1 for definition).
It can also be defined as the ring of distributions on G with support in the origin ([19], I,
§ 7.1), or as special deviations ([9], II, 4, 5.2). It can be shown that all these definitions
are equivalent ([9], II, 4, 5.7). In characteristic 0 there is not more information contained in
DG/k than in g, as in this case DG/k is isomorphic to U(g), the universal enveloping algebra
of g. This changes in prime characteristic and there DG/k will do everything that g does not
do ([19], I, § 7.14-7.17).
The dominant approach to the representation theory of G has been through quantized
enveloping algebras ([1], [18], [22]), or by means of category theoretic methods ([6]). One
unintended side effect of this work is that much of the basic algebra of DG/k remains unexam-
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ined. Inspired by the great success of Harish-Chandra’s Theorem in characteristic 0, which
characterizes the center of the universal enveloping algebra of g ([29], § 4.10), we are trying
to establish an analogue of this theory for the center of DG/k in positive characteristic. V.
Kac and B. Weisfeiler described the center of D(1)G/k (see § 1.3 for definition) using coadjoint
actions ([20]). In his Marie-Paule Malliavin Seminar paper ([12]), W. Haboush calculated
the integral of D(ν)G/k (see § 1.3 and § 4.1 for definitions) and used this to construct certain
central differential operators that can not be generated from the Harish-Chandra center (§
6.2).
Let W be the Weyl group, and X be the set of weights on G. The classical Harish-
Chandra’s Theorem described the center of U(g) as the set of W-invariant weights in the
sense that two weights λ and µ are “linked” if λ+ ρ and µ+ ρ are W-conjugate, where ρ is
the half sum of all positive roots. The ultimate result of this research would be an analogous
version of this phenomenon in the context of positive characteristic. One possible way is to
find a generalized Weyl group W˜ , a generalize set of weights X̂p, and identify the center of
DG/k as a set of W˜-invariant functions on X̂p. Such a function f should satisfy that for any
w ∈ W˜ and λ ∈ X̂p, there is f(w(λ+ ρ)) = f(λ+ ρ).
One breakthrough on this journey, which is also the main result of this thesis, is a
Jordan decomposition theorem for elements of the ring DG/k, a phenomenon completely
unlike anything true in characteristic zero. This gives us the chance of defining the notion
of “semisimple center”, Zs(DG/k). This object is very interesting as we have observed its
compatibility with the filtration on DG/k given by kernel of Frobenius (4.2.3). This greatly
inspired us to construct a natural lifting from the semisimple center ofD(ν)G/k to the semisimple
center of D(ν+1)G/k , and to use induction on the Kac-Weisfeiler’s base case of ν = 1. The
question of finding the correct lifting is still open, and is of our future interest. Along the
Jordan decomposition, this thesis assembles a small collection of partial results we have
developed along the way.
In order to be more self-explanatory, we start Chapter 1 by introducing the categorical
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approach of definitions. In this way only a minimal level of prerequisite is required. The no-
tion of group schemes and algebraic groups are defined in section 1.2. We then briefly review
the most basic representations that one can find in any algebraic group theory textbook.
Our main object of interest, the ring of invariant differential operators on G, is discussed
in the second chapter. Let k[G]∗ be the linear dual of the coordinate ring of G. We define
the ring DG/k as the subspace of k[G]∗ containing those operators that vanish on some
power of the maximal ideal me, the one corresponds to the group identity of G. That is,
σ ∈ DG/k if σ(me)n = 0 for some integer n > 0. Right after the definition, we explored
its Hopf structure. We showed that it is a well-defined cocommutative Hopf algebra with
fruitful module structures around. In section 2.2, two fundamental examples, Ga and Gm,
are calculated in details. The notations and results developed here are intensively referred
in the sequel.
Chapter 3 is on the topic of Frobenius kernels. The Frobenius map is a special endo-
morphism that lives only in the world of prime characteristic. By considering the correct
form of Frobenius maps in our case, we obtain a series of interesting infinitesimal group
schemes, G(ν), derived from G. In section 3.2, the structure theory of D(ν)G/k, the ring of
invariant differential operators on G(ν), is introduced. We can see that each of them is a
finite dimensional Hopf algebra. They form a direct system with DG/k as the limit. We give
a clear characterization of these operators when G is a torus in terms of locally constant
functions on the group algebra of characters on G. Then we explain a “PBW basis theorem”
for DG/k. The basis is also called a “Kostant’s Z-form”. The definitions and results in the
first three chapters are more or less contained in [9], [12], [19], [29], and [33].
In Chapter 4 we state and prove the main result, Jordan decomposition theorem of DG/k.
We show that Jordan decomposition is very well defined in DG/k. It then allow us to use the
term “semisimple” and “nilpotent” in this ring, and therefore we can define the semisimple
center. To prove this property, we consider the filtration given by the Frobenius kernels.
Since each of them is finite dimensional, there is the usual Jordan decomposition on it. To
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generalize it to the whole ring, it suffices to show that DG/k is a free module over each D(ν)G/k.
We give this proof in section 4.1. It doesn’t require too much argument since we have already
figured out their bases in the previous chapter.
In section 4.2 we state and prove our second result. It is an interesting corollary of the
Jordan decomposition, and the proof we provide is also very short and elegant. Consider the
set of semisimple elements in the center of D(ν)G/k, denoted by Zs(D(ν)G/k). It forms a subalgebra
and we call it the semisimple center. As D(ν+1)G/k contains and is much larger than D(ν)G/k, we
show that Zs(D(ν+1)G/k ) also contains Zs(D(ν)G/k), provided that G is a connected group. This
result inspired us to construct a “lifting” from Zs(D(ν)G/k) to Zs(D(ν+1)G/k ), and many effort
has been put on this direction. This can be an explict map from D(ν)G/k to D(ν+1)G/k that, if
restricted to the semisimple center, is surjectively onto the semisimple center of the upper
level. On the another hand, We can also try to directly construct elements in Zs(D(ν+1)G/k ) in
terms of elements in Zs(D(ν)G/k). We are still searching for the right construction. Once such
construction is done, we can inductively construct every semisimple central element of DG/k
in terms of those in Zs(D(1)G/k). The structure of the center of D(1)G/k has been well studied
by many people. For instance, Kac and Weisfeiler provide a good characterization in [20].
Experts of Crystalline differential operators may also be interested in the relation between
the “Harish-Chandra center” and semisimple center. We briefly discuss this in section 4.3.
From Chapter 5 we focus on the Verma modules and infinitesimal Verma modules (also
called “baby Verma modules”) over G. Analogous to the Verma modules defined by uni-
versal enveloping algebras in characteristic 0, we also have the notion of Verma modules in
characteristic p defined as DG/k⊗DB/k kλ, where B is a chosen Borel subgroup and kλ is the
1-dimensional module of weight λ. It consists of weights of the form λ−∑`i=1 kiαi, ki ∈ Z+,
where αi’s are simple roots. Among these weights some are maximal, in the sense that
they vanish under the action of DU+/k. They correspond to the submodules. Take a simple
monomial Y
[t]
αi in DU−/k. Its action on a maximal vector vλ gives a vector of weight λ− tαi.
We answer the following quesion in section 5.2: what property of t implies maximality of
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λ− tαi in terms of λ and αi?
In Chapter 6 we introduce another important object related to the center, the integral of a
Hopf algebra. The Fundamental Theorem of Hopf Module shows that for a finite dimensional
Hopf algebra H, its linear dual, H∗, is a free rank one H-module. A basis vector is called an
integral (also called “norm form”) in H∗. Apply this theorem to our case, we can explicitly
write out the integral of each D(ν)G/k. These objects are of great interest because we can use
them to construct central operators directly (§ 6.2). This is another possible direction of
tackling the entire problem, since it suffices to show that this construction covers all the
central operators. Unfortunately this is not obvious at all. As a side result, we explore in
section 6.3 of some kinds of submodules we can generate using integrals. We show that some
constructions turn out to be baby Vermal modules with certain maximal weights.
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Chapter 1
Algebraic Groups
In this first chapter we review some definitions and basic facts pertaining to group schemes.
We adopt the categorical approach that widely used in modern algebraic group theory books,
such as [19] and [32]. Readers are assumed to have basic knowledge on category theory,
algebraic geometry, and representation theory at level of [2], [14], [16], [17], or [25]. Notations
and conventions are mainly following Jantzen in [19].
1.1 Preliminary Category Theory
Definition 1.1.1. Let C be a category. A final object ∗ in C is an object such that for
any X ∈ obj(C), there is a unique morphism tX : X → ∗ such that for every morphism
f : X → Y in C, the following diagram commutes.
X
f
//
tX
  
Y
tY
∗
(1.1.1)
A product X1 × X2 of objects X1 and X2 in C is an object Y with two morphisms
p1 : Y → X1, and p2 : Y → X2, such that for any object Z and any pair of morphisms
f1 : Z → X1, f2 : Z → X2 there exists a unique morphism f : Z → Y such that the
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following diagram commutes.
Z
f1
~~
f

f2
  
X1 Y
p1
oo
p2
// X2
(1.1.2)
The definition of the product amounts to say that the map
Hom(Z, Y )→ Hom(Y,X1)× Hom(Y,X2)
sending f to the pair (p1 ◦ f, p2 ◦ f) is an isomorphism of functors for any Z. Note that by
Yoneda’s Lemma, any product X1 ×X2 of X1 and X2 in C is unique up to isomorphism.
Definition 1.1.2. Suppose C is a category with product and final object ∗. A group in C
is an object G with morphisms µ : G × G → G, s : G → G, and e : ∗ → G, such that the
following diagrams commute.
G×G×G
id×µ

µ×id
// G×G
µ

G×G µ // G
(1.1.3)
∗ ×G e×id // G×G
µ

G
(tG,id)
OO
(id,tG)

id // G
G× ∗ id×e // G×G
µ
OO
(1.1.4)
G×G s×id // G×G µ // G
G
∆
OO
∆

tG // ∗
e
OO
e

G×G id×s // G×G µ // G
(1.1.5)
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In diagiam 1.1.5 above, the map ∆ is the diagonal map that sends g to (g, g).
Example 1.1.3. A group in the category of groups is an Abelian group.
Final object and product exist in the category of groups, namely, the trivial group and
the direct product of groups. In order to have the three diagrams commute, the maps µ, s,
and e must be the group multiplication, antipode, and inclusion of identity of G respectively.
But antipode is not a group homomorphism unless G is Abelian.
Proposition 1.1.4. An object G is a group in a category C if and only if for any object
T ∈ obj(C) there is a multiplication µT on Hom(T,G) such that Hom(T,G) is a group and
the assignment T 7→ Hom(T,G) is a functor from C to the category of groups.
Proof. Suppose G is a group in C, and T ∈ obj(C), we give a group structure on Hom(T,G)
as follows. Let u and v be elements of Hom(T,G). Define uv = µ ◦ (u, v), eT = e ◦ tT , and
u−1 = s ◦ u.
uv : T
(u,v)−−→ G×G µ−→ G, (1.1.6)
eT : T
tT−→ ∗ e−→ G, (1.1.7)
u−1 : T u−→ G s−→ G. (1.1.8)
It is straightforward to check that these constructions give a group structure on Hom(T,G)
and the map T 7→ Hom(T,G) is functorial.
Now if G is a group object in C, then by definition, Hom(G×G,G) is a group. Define µ =
p1 · p2, where p1 and p2 are the canonical projections in Hom(G×G,G). Let e ∈ Hom(∗, G)
be the identity element of the group, and s = (id)−1 ∈ Hom(G,G), where id ∈ Hom(G,G)
is the identity morphism from G to G. Then µ, e, and s satisfy the commutative relations
defined in Definition 1.1.2. Hence G is a group in C.
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1.2 Group Schemes and Algebraic Groups
Definition 1.2.1. Let S be a fixed scheme, and Sch(S) be the category of schemes over S.
A group scheme over S is a group in Sch(S).
From now on, unless explicitly stated otherwise, k will denote an algebraically closed
field or a perfect field, S = Spec(k), and C = Sch(S).
Definition 1.2.2. An (linear) algebraic group is a reduced affine group scheme over some
k.
Let A = k[G] be the coordinate ring of G, then G = Spec(A). The scheme morphisms
µ : G×k G→ G, (1.2.1)
e : G→ Spec(k), (1.2.2)
s : G→ G (1.2.3)
induce the algebra morphisms,
∆ : A→ A⊗k A, (1.2.4)
ε : A→ k, (1.2.5)
s : A→ A. (1.2.6)
They are usually called comultiplication, counit, and antipode of A in literatures. Sup-
pose f ∈ A, and ∆(f) = ∑i fi ⊗ f ′i , for some fi and f ′i in A, it is easy to check that for any
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g and h in G,
f(gh) =
∑
i
fi(g)f
′
i(h), (1.2.7)
ε(f) = f(e), (1.2.8)
(s(f))(g) = f(g−1). (1.2.9)
Note that we are also using e to denote the element e(Spec(k)) in the group G. Accord-
ing to the group axioms of G, we have the following corresponding axioms of the algebra
morphisms ∆, ε and s.
A
∆

µ
// A⊗k A
∆⊗id

A⊗k A id⊗∆ // A⊗k A⊗k A
(1.2.10)
k⊗ A

A⊗ Ae×idoo
A A
∆
OO
∆

idoo
A⊗ k
OO
A⊗ Aid×eoo
(1.2.11)
A⊗ A A⊗ As⊗idoo A
e

∆oo
A
∆

∆
OO
koo
A⊗ A A⊗ Aid⊗soo A∆oo
e
OO
(1.2.12)
Thus A is a coassociative coalgebra.
Example 1.2.3. Ga = Spec(k[x]).
∆(x) = x⊗ 1 + 1⊗ x, ε(x) = 0, s(x) = −x.
Example 1.2.4. Gm = Spec(k[t, t
−1]).
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∆(t) = t⊗ t, ε(t) = 1, s(t) = t−1.
Example 1.2.5. GL(n,k).
Let δ be the determinant function on Mn, the set of n× n matrices. The general linear
group GL(n,k) is the principal open set {X ∈ Mn | δ(X) 6= 0}, with matrix multiplication
as group operation.
We have A = k[xij, δ
−1]1≤i,j≤n. Now ∆, ε, and s are given by
∆(xij) =
∑n
l=1 xil ⊗ xlj, (1.2.13)
ε(xij) = δij, (1.2.14)
s(xij) =
Cij
δ
, (1.2.15)
where δij is the Kronecker symbol and Cij is the (i, j)-entry of the adjugate matrix. Note
that we have ∆(δ) = δ ⊗ δ, ε(δ) = 1, and s(δ) = δ−1.
Example 1.2.6. SL(n,k).
SL(n,k) is the closed subgroup of GL(n,k) consisting of all the matrices with determinant
1. Thus k[SL(n,k)] = k[xij]1≤i,j≤n/(δ − 1). The maps ∆ and s are induced, on passing to
the quotient, by those of k[GL(n,k)].
Example 1.2.7. αpν and µpν .
Let char(k) = p. Define αpν = Spec(k[x])/(x
pν ) and µpν = Spec(k[t, t
−1])/(tp
ν − 1). The
maps ∆, ε, and s are defined the same as those maps of Ga and Gm respectively. These two
groups occur naturally in thinking about representations in prime characteristics.
Jantzen defines groups schemes in terms of the notion of group functors ([19], I, § 2.3).
This interpretation is also handy for our purposes. By Proposition 1.1.4, this definition is
the same as ours.
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Suppose A and B are k-algebras. There is a natural isomorphism
Hom(Spec(B), Spec(A)) ∼= Hom(A,B).
If G = Spec(A) is an algebraic group, we introduce the notation G(B) = Hom(A,B). Now
we give a group structure on G(B). Suppose ∆A, εA, and sA are the algebra maps associated
to A. For ϕ, ψ ∈ G(B), define the product ϕψ = mB◦(ϕ⊗ψ)◦∆A, group identity e = idk ◦εA
and inverse ϕ−1 = ϕ ◦ sA, where idk is the inclusion of k into B. One can easily check that
these constructions define a group structure on G(B). Thus in this way G can be thought
as a functor from the category of k-algebras to the category of groups (the socalled group
functor).
Let G = GL(n,k), then A = k[xij]δ. An element ϕ ∈ G(B) = Hom(k[xij]δ, B) is
determined by the image of xij’s in B. Note that det(ϕ(xij)) = ϕ(δ), which is an invertible
element in B. Hence ϕ is in one to one correspondence of the set of n×n invertible matrices
over B.
Suppose b = (bij), c = (cij) are matrices over B. ϕb, ϕc ∈ GL(n,k)(B). ϕb(xij) = bij and
ϕc(xij) = cij. 1 ≤ i, j ≤ n. We now compute the product ϕbϕc.
ϕbϕc(xij) = (m ◦ (ϕb ⊗ ϕc) ◦∆)(xij)
= m((ϕb ⊗ ϕc)(
n∑
l=1
xil ⊗ xlj))
= m(
n∑
l=1
bil ⊗ clj)
=
n∑
l=1
bilclj (1.2.16)
Thus we have ϕbϕc = ϕbc. This shows the group structure on GL(n,k)(B) is the same as
GL(n,B).
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1.3 Representations
Definition 1.3.1. Let G = Spec(A) ∈ C be an affine algebraic group over k, and V be a
vector space over k. A rational representation of G in V is a map α : V → V ⊗k A, such
that the following two diagram commute.
V
α

α // V ⊗k A
id⊗∆

V ⊗k A α⊗id // V ⊗k A⊗k A
(1.3.1)
V α //
id 
V ⊗k A
id⊗ε
{{
V
(1.3.2)
Suppose k is algebraically closed. For g ∈ G, define the action g.v = id⊗(α(v)). Then
the above two commutative diagrams are exactly the same conditions that one uses to define
the representation of an ordinary group. Namely, g.(h.v) = (gh).v and e.v = v for g, h, e ∈ G
and v ∈ V .
Suppose V is finite dimensional with basis {v1, v2, · · · , vn}. For every j ∈ {1, 2, · · · , n},
we can write
α(vj) =
n∑
i=1
vi ⊗ fij, fij ∈ A. (1.3.3)
Hence
(id⊗∆) ◦ α(vj) = (id⊗∆)
(
n∑
i=1
vi ⊗ fij
)
=
n∑
i=1
vi ⊗∆(fij). (1.3.4)
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(α⊗ id) ◦ α(vj) = (α⊗ id)
(
n∑
l=1
vl ⊗ flj
)
=
n∑
l=1
α(vl)⊗ flj
=
n∑
i,l=1
vi ⊗ fil ⊗ flj. (1.3.5)
Then the first commutative diagram gives that
n∑
i=1
vi ⊗∆(fij) =
n∑
i,l=1
vi ⊗ fil ⊗ flj. (1.3.6)
Therefore
∆(fij) =
n∑
l=1
fil ⊗ flj (1.3.7)
Similarly, by the second commutative diagram, we have
vj = (id⊗ε)(α(vj))
=
n∑
i=1
vi ⊗ ε(fij). (1.3.8)
Hence we have
ε(fij) = δij. (1.3.9)
Consider the map ϕ : G → GLk(V ), from the algebraic group G to the set of nonsingular
linear transformations of V , sending g ∈ G to the matrix (fij(g)) under basis vi. Then the
relations 1.3.7 and 1.3.9 show that ϕ is a group homomorphism.
Example 1.3.2. Standard Representation of GL(n,k).
A = k[x11, · · · , xnn]δ. Let V be an n-dimensional vector space with the standard basis
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{ei}. Then α(ej) =
∑n
i=1 ei ⊗ xij is a rational representation of G in V .
Example 1.3.3. Right Translation Representation.
For a fixed element g in an algebraic group G, consider the action of G on itself by right
translation. g : G→ G, x 7→ xg, x ∈ G. The corresponding algebra homomorphism on the
coordinate ring A is given by rg : A → A, with rg(f)(x) = f(xg), f ∈ A, x ∈ G. Hence
r gives a representation of G in GL(A). One can easily check that if ∆(f) =
∑n
i=1 fi ⊗ f ′i ,
then rg(f) =
∑n
i=1 f
′
i(g)fi.
The left translation representation is defined in the parallel way. For g ∈ G, define
lg(f)(x) = f(g
−1x). We leave the details of this case to readers.
The following assertions are fundamental in algebraic group theory.
Lemma 1.3.4. Let rg be the right translation representation of G. For any f ∈ A, there
exists a finite dimensional subrepresentation V containing f .
Theorem 1.3.5. Every affine algebraic group G is a closed subgroup scheme of GL(n,k)
for some n.
Detailed proofs and discussions can be found at [25].
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Chapter 2
Invariant Differential Operators
In this chapter we introduce our main object of interest, the ring of invariant differential
operators. It was studied by Demazure and Gabriel in [9], and then thoroughly discussed
by Jantzen in [19]. Besides, [27], [29], and [33] are also helpful references.
2.1 Hopf Algebra Structure
Let G be an algebraic group. We first introduce the notation D◦ = k[G]∗ = Homk(k[G],k),
the linear dual of k[G]. We simply write D◦ if G and k are clear. Apparently D◦ is a
k-vector space. It has an associative algebra structure and the multiplication can be defined
as follows. Let
∆ : k[G]→ k[G]⊗ k[G]
be the comultiplication of the coalgebra k[G]. Given σ, τ ∈ D◦, define their product by
στ = (σ ⊗ τ) ◦∆. That is, as the following composition shows,
στ : k[G]
∆−→ k[G]⊗ k[G] σ⊗τ−−→ k,
so that for any f ∈ k[G], if write ∆(f) = ∑ f ′i ⊗ f ′′i , then
στ(f) =
∑
σ(f ′i)τ(f
′′
i ). (2.1.1)
The associativity follows from the coassociativity of the comultiplication ∆. (cf. 1.2.10).
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Let e be the identity element of G. The multiplicative identity in D◦ is the operator 1.
It operates on any f ∈ k[G] as the evaluation at e.
1(f) = f(e). (2.1.2)
This makes D◦ an associative algebra with unit.
The algebra D◦ contains an important subalgebra, which can be interpreted as the ring
of invariant differential operators on G, which we define as follows.
Definition 2.1.1. Let k be a field and G be an algebraic group over k. Let e denote the
identity element of G, and me the maximal ideal of k[G] corresponding to e. The ring
of invariant differential operators on G, denoted by DG/k (also D for simplicity), are the
elements of D◦, which vanish on some power of me:
DG/k = {σ ∈ D◦ | σ(mne ) = 0, for some integer n > 0}.
In the literature, it is also called the “hyperalgebra” of G ([27]), or the “distributions” on
G with support at e ([9], [19]).
It is not directly obvious from this definition that D is a subalgebra of D◦. To see this,
we need the following lemma.
Lemma 2.1.2. Suppose G is an algebraic group and H is a closed subscheme of G defined
by the ideal I, i.e., we have a short exact sequence
0 // I // k[G] // k[H] // 0 .
Then H is a subgroup of G if and only if ∆(I) ⊂ I ⊗ k[G] + k[G]⊗ I.
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Proof. Consider the diagram
0

0

I

// I ⊗ k[G] + k[G]⊗ I

k[G]

∆ // k[G]⊗ k[G]

k[H]

∆ // k[H]⊗ k[H]

0 0
The columns are exact. H is a subgroup of G if and only if the lower square is commute.
Hence their is an induced injection from I to I ⊗ k[G] + k[G]⊗ I.
Consider the trivial subgroup {e} of G. It is defined by me. So by the above lemma,
∆(me) ⊂ me⊗k[G]+k[G]⊗me. Therefore ∆(mne ) ⊂
∑n
r=0 m
r
e⊗mn−re for any positive integer
n. Now we have
Proposition 2.1.3. D is a subalgebra of D◦.
Proof. The fact that e ∈ D is trivial. Suppose σ, τ ∈ D, then there exist r and s such that
σ(mre) = 0 and τ(m
s
e) = 0. Hence
στ(mr+se ) = (σ ⊗ τ) ◦∆(mr+se )
⊂ (σ ⊗ τ)
(∑
t
mte ⊗mr+s−te
)
. (2.1.3)
This value is 0 because every term in the summation would either have t ≥ r or r+s− t ≥ s.
This shows that D is closed under the multiplication, therefore is a subalgebra.
By abuse of notations, define a map 1 : D → k be setting 1(σ) = σ(1) where the latter 1
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is the constant polynomial in k[G]. Since for 1 ∈ k[G], ∆(1) = 1⊗ 1, we have for σ, τ ∈ D
1(στ) = στ(1) = (σ ⊗ τ)(1⊗ 1)
= σ(1)τ(1) = 1(σ)1(τ). (2.1.4)
Hence 1 is an algebra homomorphism. We can also define s : D → D be setting s(σ) =
σ ◦ s, where s : k[G] → k[G] is the coalgebra antipode of k[G] defined in 1.2.12, such that
s(f)(g) = f(g−1) for any f ∈ k[G] and g ∈ G. Then suppose ∆(f) = ∑i f ′i ⊗ f ′′i , and thus
∆(s(f)) =
∑
i s(f
′′
i )⊗ s(f ′i), therefore
s(στ) = στ(s(f)) = (σ ⊗ τ)(∆(s(f)))
= (σ ⊗ τ)
(∑
i
s(f ′′i )⊗ s(f ′i)
)
=
∑
i
τ(s(f ′i))σ(s(f
′′
i ))
= (s(τ)⊗ s(σ))(∆(f)) = (s(τ)s(σ))(f). (2.1.5)
Hence s is an antihomomorphism and obviously s2 = id. This shows that D is an algebra
with augmentation and involution.
In addition to being an associative algebra, D also has a cocommutative coalgebra struc-
ture. Consider for any positive integer n the set
D{n} = {σ ∈ D | σ(mn+1e ) = 0} = Homk(k[G]/mn+1e ,k). (2.1.6)
Then we have D = lim−→Homk(k[G]/m
n+1
e ,k) = lim−→D
{n}. Consider the map of finite dimen-
sional vector spaces given by multiplication
k[G]/mne ⊗ k[G]/mne m−→ k[G]/mne .
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Dualizing,
Homk(k[G]/m
n
e ,k)→ Homk(k[G]/mne ,k)⊗ Homk(k[G]/mne ,k).
i.e.,
D{n−1} m∗−→ D{n−1} ⊗D{n−1}.
Hence the dual of the multiplication on the algebra gives a comultiplication of differential
operators. This makes each D{n}, together with their union D, a coalgebra. If σ ∈ D, we
can then write
m∗(σ) =
∑
i
σ′i ⊗ σ′′i . (2.1.7)
This implies that for any f and g in k[G],
m∗(σ)(f ⊗ g) = σ(fg) =
∑
i
σ′i(f)σ
′′
i (g). (2.1.8)
With all the information above, it is then just routine to check the following proposition.
Proposition 2.1.4. The data (∆, e;m∗, ε, s) make D a cocommutative Hopf algebra with
antipode and augmentation.
Detailed proofs can be found in [28].
2.2 Examples
In this section we calculate the structure of DG/k for G = Ga and Gm. Let us look at firstly
the additive group Ga = Spec(k[t]), with char(k) = 0. The identity ideal me = (t), and
k[t]/mn+1e has the residue classes 1, t, . . . , t
n as a set of basis. For each m = 0, 1, . . . , n,
define notation X [m] ∈ k[t]∗ through
X [m](tn) = δmn. (2.2.1)
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Here δmn is the Kronecker symbol. Then one can check that D is a k-vector space with basis
{X [m]}m≥0 and each D{r} has basis {X [m]}0≤m≤r. The multiplication is given by
X [m]X [n] =
(
m+ n
m
)
X [m+n]. (2.2.2)
In particular,
(X [1])n =
(
2
1
)(
3
1
)
· · ·
(
n
1
)
X [n] = n!X [n] (2.2.3)
or X [n] = 1
n!
(X [1])n. So DGa/C is isomorphic to C[X [1]].
If char(k) = p, the above multiplication formula remains valid for m and n < p. For
n = p we immediately have
(X [1])p = p!X [p] = 0. (2.2.4)
This means X [p] can no longer be generated by X [1]. Similar phenomena happen to X [p
ν ] for
every integer ν ≥ 1.
Now recall the theorem of Lucas. For non-negative integers m and n and a prime number
p, the following congruence relation holds:
(
m
n
)
≡
q∏
ν=0
(
mν
nν
)
(mod p), (2.2.5)
where m =
∑q
ν=0mνp
ν and n =
∑q
ν=0 nνp
ν are p-adic expansions of m and n respectively.
This uses the convention that
(
m
n
)
= 0 if m < n. Therefore in characteristic p, we can define
the p-binomial coefficients
(
m
n
)
p
by
(
m
n
)
p
=
q∏
ν=0
(
mν
nν
)
. (2.2.6)
Notice that if an integer n = n′ + nνpν with 0 ≤ n′ < pν and 0 < nν < p, using the
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notation defined above, we have
(
n
n′
)
p
=
(
n′ + nνpν
n′
)
p
=
(
n′
n′
)
p
(
nν
0
)
= 1. (2.2.7)
Hence
X [n] =
(
n
n′
)
p
X [n] = X [n
′]X [nνp
ν ] =
1
nν !
X [n
′](X [p
ν ])nν . (2.2.8)
Therefore if n has p-adic expansion n =
∑q
ν=0 nνp
ν , we have inductively
X [n] =
1
[n]!
q∏
ν=0
(X [p
ν ])nν , (2.2.9)
where [n]! =
∏q
ν=0 nν ! is the Cartier factorial of n. So DGa/k is generated as k-algebra by
{1, X [pν ]}ν≥0. For the coalgebra structure, we have for the generators
m∗(X [p
ν ]) =
pν∑
i=0
X [i] ⊗X [pν−i], (2.2.10)
and ε(X [p
ν ]) = 0, s(X [p
ν ]) = (−1)pνX [pν ]. It is then also true that for any n > 0,
m∗(X [n]) =
n∑
i=0
X [i] ⊗X [n−i]. (2.2.11)
Let us now consider the multiplicative group G = Gm = Spec(k[t, t
−1]), firstly in charac-
teristic 0. The identity ideal me is generated by t− 1. Writing z = t− 1, the residue classes
of 1, z, . . . , zn form a basis of k[Gm]/m
n+1
e . Let H
[m] be the unique operator such that
H [m](zn) = δmn. (2.2.12)
Then by the binomial development of tn = (z + 1)n one gets
H [m](tn) =
(
n
m
)
. (2.2.13)
22
The set of all H [m] with m ≥ 0 form a basis of D and those with m ≤ r form a basis of D{r}.
The multiplication is given by
H [n]H [m] =
min(n,m)∑
i=0
(
n+m− i
n− i,m− i, i
)
H [n+m−i], (2.2.14)
where (
n+m− i
n− i,m− i, i
)
=
(n+m− i)!
(n− i)!(m− i)!i! , (2.2.15)
is the trinomial coefficient. As a special case we get
H [1]H [n−1] = nH [n] + (n− 1)H [n−1], (2.2.16)
hence
(H [1] − (n− 1))H [n−1] = nH [n] (2.2.17)
and inductively
n!H [n] = H [1](H [1] − 1) · · · (H [1] − n+ 1) (2.2.18)
or
H [n] =
(
H [1]
n
)
. (2.2.19)
Therefore DGm/C is isomorphic to C[H [1]].
Now consider the case of char(k) = p. Then
H [1]H [p−1] = pH [p] + (p− 1)H [p−1] = (p− 1)H [p−1], (2.2.20)
so similarly each H [p
ν ] can no longer be generated by H [1]. To properly use the notation of
trinomial coefficients, we make a generalization of Lucas’ Theorem as follows.
Lemma 2.2.1. For non-negative integers n, r, s, t = n− r − s and a prime number p, the
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following congruence relation holds:
(
n
r, s, t
)
≡
q∏
ν=0
(
nν
rν , sν , tν
)
(mod p), (2.2.21)
where nν, rν, sν, and tν are the p-adic digits of n, r, s, and t respectively. This uses the
convention that
(
n
r,s,t
)
= 0 if n is less than either one of r, s and t.
Proof. For n = p and 0 ≤ r, s, t < p, the numerator of
(
p
r, s, t
)
=
p!
r!s!t!
(2.2.22)
is divisible by p but the denominator is not. Hence p divides
(
p
r,s,t
)
. In terms of generating
functions, this means that
(x+ y + z)p ≡ xp + yp + zp (mod p). (2.2.23)
Continuing by induction, we have for every non-negative interger ν that
(x+ y + z)p
ν ≡ xpν + ypν + zpν (mod p). (2.2.24)
Now let n be general and suppose that n =
∑q
ν=0 nνp
ν for some non-negative integer q and
integers nν for each ν so that 0 ≤ nν < p. Then notice that
(x+ y + 1)n =
∑
r,s,t
r+s+t=n
(
n
r, s, t
)
xrys. (2.2.25)
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On the other hand,
(x+ y + 1)n =
q∏
ν=0
((x+ y + 1)p
ν
)nν ≡
q∏
ν=0
(xp
ν
+ yp
ν
+ 1)nν
=
q∏
ν=0
 ∑
rν ,sν ,tν
rν+sν+tν=nν
(
nν
rν , sν , tν
)
xrνp
ν
ysνp
ν

=
∑
r,s,t
r+s+t=n
(
q∏
ν=0
(
nν
rν , sν , tν
))
xrys (mod p), (2.2.26)
where in the final product, rν , sν , and tν are the ν-th p-adic digits of r, s and t respectively.
This proves the lemma.
Using Lemma 2.2.1, we can now define the p-trinomial coefficients as
(
n
r, s, t
)
p
=
q∏
ν=0
(
nν
rν , sν , tν
)
, (2.2.27)
and it is then meaningful to write
H [n]H [m] =
min(n,m)∑
i=0
(
n+m− i
n− i,m− i, i
)
p
H [n+m−i]. (2.2.28)
For an integer n = n′ + nνpν with 0 ≤ n′ < pν and 0 < nν < p, we have
H [n
′]H [nνp
ν ] =
n′∑
i=0
(
n− i
n′ − i, nνpν − i, i
)
p
H [n−i]
=
(
n
n′, nνpν , 0
)
p
H [n] +
n′∑
i=0
(
n− i
n′ − i, nνpν − i, i
)
p
H [n−i]. (2.2.29)
Since (
n
n′, nνpν , 0
)
p
=
(
n′
n′, 0, 0
)
p
(
nν
0, nν , 0
)
= 1 (2.2.30)
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and for 1 ≤ i ≤ n′,
(
n− i
n′ − i, nνpν − i, i
)
p
=
(
n′ − i+ nνpν
n′ − i, (pν − i) + (nν − 1)pν , i
)
p
=
(
n′ − i
n′ − i, pν − i, i− pν
)
p
(
nν
0, nν − 1, 1
)
= 0. (2.2.31)
This proves
H [n] = H [n
′]H [nνp
ν ] = H [n
′]
(
H [p
ν ]
nν
)
, (2.2.32)
and inductively
H [n] =
q∏
ν=0
(
H [p
ν ]
nν
)
. (2.2.33)
So DGm/k is generated as k-algebra by {1, H [pν ]}ν≥0. For the coalgebra structure, we have
m∗(H [n]) =
∑
r+s≤n
H [r] ⊗H [s]. (2.2.34)
2.3 Modules and Enveloping Algebras
There are various module structures on D. For each f ∈ k[G] and σ ∈ D we define the
action f · σ ∈ D through
(f · σ)(g) = σ(fg) (2.3.1)
for all g ∈ k[G]. In this way D is a right k[G]-module. Obviously D also has module
structures over itself by left and right multiplications. In addition to these two, it also has
a D-module structure induced by the conjugation action of G on itself. For σ and τ in D,
the action is
σ ◦ τ =
∑
i
σ′iτs(σ
′′
i ), (2.3.2)
where σ′i and σ
′′
i are in the same way defined as 2.1.7 in the comultiplication.
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An element τ is called invariant under the action ◦ if for any σ,
σ ◦ τ = ε(σ)τ. (2.3.3)
The notion of invariant is such defined because if V is any representation of G, then v ∈ V
is a G-invariant, in the sense of g.v = v for any g ∈ G, if and only if it is invariant for the
D action in the sense of σ.v = ε(σ)v for any σ ∈ D.
Also if in addition δ ∈ D, we have
σ ◦ (τδ) =
∑
i
(σ′i ◦ τ)(σ′′i ◦ δ). (2.3.4)
For this property, we say that the action ◦ measures D to itself. This action is particularly
useful when talking about the center of D, because an element τ is in the center of D if and
only if it is invariant under this action. (cf Lemma 4.2.2).
Any G-module (or G-representation) V is naturally a D-module. Let
∆V : V → V ⊗ k[G]
v 7→
∑
i
vi ⊗ fi
be the comodule map. Then the action of σ ∈ D on V is given by
V
∆V−−→ V ⊗ k[G] idV ⊗σ−−−−→ V ⊗ k ∼= V, (2.3.5)
i.e., σ.v =
∑
σ(fi)vi. Any G-submodule of V is also a D-submodule of V (cf. [19], I,
§7.11(4)).
Consider the subalgebras D{n} defined in 2.1.6. Clearly they give a filtration of D with
D{0} ⊂ D{1} ⊂ · · · ⊂ D{n} ⊂ · · · , (2.3.6)
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and more interestingly,
D{n}D{m} ⊂ D{n+m}. (2.3.7)
(cf. [19] §7.7). If σ ∈ D{n} and τ ∈ D{m}, then
[σ, τ ] = στ − τσ ∈ D{n+m−1}. (2.3.8)
So D is a filtered associative algebra over k such that its associated graded algebra is com-
mutative. Notice that
D{0} ∼= k∗ ∼= k, (2.3.9)
and for any n,
D{n} ∼= k⊕D{n}+, (2.3.10)
where D{n}+ = {σ ∈ D{n} | σ(1) = 0}. In particular, D{1}+ ∼= (me/m2e)∗ as k-vector spaces,
and the fact that [D{n}+,D{m}+] ⊂ D{n+m−1}+ implies that D{1}+ is nothing but the Lie
algebra of G.
Let g be the Lie algebra of G, and U(g) its universal enveloping algebra. In characteristic
0, U(g) is isomorphic to D, but in characteristic p the situation is quite different and D is
a much larger algebra. Let U [p](g) denote the restricted enveloping algebra of g. One can
show that there is an injective homomorphism U [p](g)→ D (cf. [9], II, §7).
We end this section by explaining why we call D the ring of invariant differential opera-
tors. There is a notion of differential operators on a scheme (cf. [9], II, §4, 5.3). In the case
of an algebraic group G they can be described as follows ([9], II, §4, 5.7): Each f ∈ k[G]
defines ad(f) : End(k[G]) → End(k[G]) through (ad(f)φ)(f1) = fφ(f1) − φ(ff1). In other
words, ad(f)(φ) is the commutator of the left multiplication by f and of φ. Then a differ-
ential operator on X of order ≤ n is some σ ∈ End(k[G]) with ad(f0) ad(f1) · · · ad(fn)σ = 0
for all f0, f1, . . . , fn ∈ k[G]. A differential operator on G is then defined as a differential
operator of order ≤ n for some positive interger n. They form a subalgebra of End(k[G]).
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Consider the action G on itself by left (resp. right) translation, then we get an action
of any σ ∈ D as a differential operator on G that commutes with the action of G by
multiplication on the other side. This construction turns out to yield an isomorphism of D
onto the algebra of all differential operators on G that are right (resp. left) invariant (i.e.,
that commute with the action of G by right (resp. left) translation), cf. [9], II, §4, 6.5.
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Chapter 3
Frobenius Kernels
In this chapter we give the definitions and elementary properties of Frobenius kernels. They
are infinitesimal algebraic groups. We compute the structure of the ring of invariant differ-
ential operators on these groups. For more discussions in this area, [19] and [12] are good
references.
3.1 The Frobenius Morphism
Let k be an algebraically closed field of characteristic p throughout and let G be a k-group
scheme. For each k-algebra A and integer m we define A(m) as the k-algebra that coincides
with A as a ring with scalar b ∈ k acts as bp−m does on A. One obviously has A(0) = A and
(A(m))(n) = A(m+n) (3.1.1)
for all m, n ∈ Z. For each integer ν ≥ 0 the map
γ(ν) : A(m) → A(m−ν), f 7→ fpν (3.1.2)
is a homomorphism of k-algebras. Now define for each ν a new group scheme Gν by setting
Gν(A) = G(A
(−ν)) for all k-algebras A, and define a morphism F (ν) : G→ Gν through
F (ν)(A) = G(γ(ν)) : G(A)→ G(A(−ν)) = Gν(A) (3.1.3)
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for all A. We call F (ν) the ν-th Frobenius morphism on G. Its kernel G(ν) = Ker(F (ν)) is a
normal subgroup scheme of G that is called the ν-th Frobenius kernel of G.
If k = Fp and if G is defined over Fp, then we can identify each Gν with G and interpret
F (ν) as the ν-th power of some Frobenius endomorphism F : G→ G. This is true for example
for G = Ga and G = Gm. In both cases F
∗(t) = tp. Therefore G(ν)a is the group scheme
such that G
(ν)
a (A) = {f ∈ A | fpν = 0}, and G(ν)m is that G(ν)m (A) = {f ∈ A | fpν = 1}.
In general, write m
{ν}
e for the ideal generated by the pν-th power of elements of me. Then
G(ν) = Spec(k[G]/m
{ν}
e ). We have an ascending chain
G(1) ⊂ G(2) ⊂ G(3) ⊂ · · · (3.1.4)
of normal subgroup schemes of G. The Lie algebra of G(ν) is the same as the Lie algebra of
G, and the representation theory of G(1) is equivalent to that of g as a restricted Lie algebra.
The ideals, m
{ν}
e , are a cofinal system of ideals for the me-adic topology. Write D(ν) for
DG(ν)/k and we then have D = lim−→ν D
(ν). Since m
{ν}
e are Hopf ideals, each D(ν) is a finite
dimensional Hopf algebra. For the k[G]-module structure on D defined in 2.1, D(ν) is a
k[G]-submodule for each ν.
The proofs of these assertions and many more details about Frobenius morphisms and
Frobenius kernels can be found in [19], I, §9.
3.2 The Structure of D(ν)
Now we are ready to develop the structure theory of D(ν). We mainly follow Haboush’s work
in [12]. Throughout k will be an algebraically closed field of characteristic p and G will be
a semisimple, simply connected, connected algebraic group over k. Then, B is a fixed Borel
subgroup, T is a maximal torus contained in it, U is its unipotent radical and B− and U−
are the Borel subgroup opposite to it with respect to T and the unipotent radical of B−,
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respectively. Let Φ, respectively Φ+ be the roots of T and those positive with respect to B.
Fix a particular order on the positive roots, Φ+, for convenience. Suppose there are m
positive roots. Choose an ordering α1, . . . , αm so that for any k the set of roots αk, αk+1,
. . . , αm form an ideal in the root system. Recall that a set, S ⊆ Φ+, is an ideal if whenever
α ∈ S, β ∈ Φ+, then α + β ∈ Φ+ implies that α + β ∈ S. We can arrange this so that
{α1, . . . , α`} = ∆ is the set of simple positive roots.
For any α ∈ Φ let Uα be the corresponding root subgroup and let the map xα : k→ G be
the corresponding parametrization, i.e., the homomorphism such that txα(b)t
−1 = xα(α(t)b),
for t ∈ T and b ∈ k. The image of xα(k) is Uα.
By taking the tangent map and expanding to higher degrees, the parametrization xα in-
duces an injection dxα : DGa/k → DG/k. We write X [n]α for dxα(X [n]). Relative to the chosen
order of positive roots, write X
[n]
i for X
[n]
αi and Y
[n]
i for X
[n]
−αi . Let boldface symbols a,b, etc.
refer to vectors of the corresponding variables. Then X(a) denotes X
[am]
m X
[am−1]
m−1 · · ·X [a1]1
and Y(b) denotes Y
[b1]
1 Y
[b2]
2 · · ·Y [bm]m . For an integer n, let the boldface symbol n denote
the m-dimensional vector (n, . . . , n) in which every entry is the number n. We write a < n
if ai < n for every i = 1, . . . , m. With these notations, we have D(ν)U/k and D(ν)U−/k are the
k-vector spaces with basis {X(a)}0≤a<pν and {Y(b)}0≤b<pν respectively.
Now we consider the elements of D(ν)T/k. Let X = X(T ) denote the group of characters of
T . Then the coordinate ring of T is the group algebra k[X]. For a character λ ∈ X we write
tλ when it is viewed as a function on T . Then the identity ideal me of T is generated by t
λ−1,
and m
{pν}
e is the ideal generated by (tλ − 1)pν = tpνλ − 1. So the kernel of ν-th Frobenius is
Spec k[X/pνX]. Hence D(ν)T/k, as the linear dual of this, is the k-valued functions on X/pνX.
In other words, it is the set of all k-valued functions on X that are locally constant on every
pνX-coset. This implies the following observation on the structure of DT/k. Let Ẑp denote
the set of all p-adic integers equipped with the p-adic topology, and let k be viewed as a
discrete topological space. Then we have
Proposition 3.2.1. The ring DT/k is isomorphic to the ring of continuous functions on
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Ẑp ⊗ X with values in k.
Proof. Suppose σ, τ ∈ D(ν)T/k. Notice that under the comultiplication of k[T ], ∆(t) = t ⊗ t.
So we have
(στ)(tλ) = (σ ⊗ τ)(tλ ⊗ tλ) = σ(tλ)τ(tλ). (3.2.1)
Hence the multiplication of D(ν)T/k can be identified with pointwise multiplication in the ring
of functions on X/pνX.
Let LC stand for locally constant and LCν(X,k) denote the ring of all functions on X
that are locally constant on every pνX-coset. Then as rings, we have
DT/k = lim−→D
(ν)
T/k
∼= lim−→LC
ν(X,k) (3.2.2)
∼= LC(lim←−X/p
νX,k) = LC(Ẑp ⊗ X,k).
To finish the proof, it suffices to show that under the given topology, locally constant func-
tions on Ẑp ⊗X are exactly continuous functions. Since any p-adic coset is closed in Ẑp ⊗X
and its complement is a finite union of same closed cosets, each coset is both open and closed.
Ẑp ⊗ X is a totally disconnected space. So given a locally constant function, since k is dis-
crete, the inverse image of any subset of k is a union of p-adic cosets, which is open. Thus
this function is continuous. Conversely for a continuous function, its preimage of any point
must be open, thus it is a union of p-adic cosets. Hence the function is locally constant.
The object Ẑp⊗X is sometimes written as X̂p for short, and called the generalized weights
of T . More discussions on X̂p can be found in [12] §2.
Back to D(ν)T/k, we would like to find a convenient set of basis for later use. Apparently,
just pick all the characteristic functions of cosets of pνX would give a set of basis. Let δ(ν)λ
denote the characteristic function of λ = λ0 + p
νX, which takes value 1 on the coset of λ0
and 0 on the others. The set of all functions δ
(ν)
λ is linearly independent and certainly a
basis for D(ν)T/k. The following discussion aims to explicitly interpret δ(ν)λ in terms of those
33
X’s, Y’s, and H’s.
Let ω1, ω2, . . . , ω` be the fundamental dominant weights corresponding to our choice of
roots. Then for any integral weight λ, there exist integers qi, all non-negative or all non-
positive, such that λ =
∑`
i=1 qiωi. Let α
∨
1 , α
∨
2 , . . . , α
∨
` denote the corresponding coroots in
the sense that α∨i (ωj) = δij. They are Z-valued functions on X, the full weight lattice, such
that α∨i (λ) = qi. Write Hi for α
∨
i and H
[n]
i for the element of the linear dual of k[T ] defined
by
H
[n]
i (t
λ) =
(
α∨i (λ)
n
)
p
. (3.2.3)
One can check that these notations are consistent with those we used in § 2.2, which is the
case of ` = 1.
We now would like to interpret the characteristic function δ
(ν)
λ in terms of the Hi’s and
give another set of basis for D(ν)T/k. Suppose λ =
∑`
i=i qiωi. Consider the following expression
δ =
∏`
i=1
(
pν−1∑
j=0
(−1)j
(
Hi − qi
j
)
p
)
. (3.2.4)
We want to show that δ is equal to the characteristic function δ
(ν)
λ . It is convenient to
introduce firstly the following computational properties of the binomial sum involved.
Lemma 3.2.2. Let q be an integer, and f(x) be a function on Z defined by
f(x) =
pν−1∑
j=0
(−1)j
(
x− q
j
)
p
,
then
1. f depends only on the residue classes of x and q in Z/pνZ;
2. f(q) = 1;
3. f(x) = 0 for any x 6= q.
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Proof. By the definition of p-binomial coefficient, (1) is clear since j is less than pν always.
(2) is also straightforward since
f(q) =
pν−1∑
j=0
(−1)j
(
0
j
)
p
= (−1)0
(
0
0
)
= 1. (3.2.5)
To see (3), let x 6= q, then
f(x) =
pν−1∑
j=0
(−1)j
(
x− q
j
)
p
= (1− 1)x−q = 0. (3.2.6)
Proposition 3.2.3. δ = δ
(ν)
λ .
Proof. For any η ∈ X,
δ(pνη) =
∏`
i=1
(
pν−1∑
j=0
(−1)j
(
pνα∨i (η)− qi
j
)
p
)
=
∏`
i=1
(
pν−1∑
j=0
(−1)j
(
pν − qi
j
)
p
)
=
∏`
i=1
(1− 1)pν−qi = 0. (3.2.7)
This shows that δ is constant on cosets of pνX, therefore is a well defined operator in D(ν)T/k.
Then by Lemma 3.2.2,
δ(λ) =
∏`
i=1
(
pν−1∑
j=0
(−1)j
(
0
j
)
p
)
= 1, (3.2.8)
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and for any η 6= λ, without loss of generality, say α∨1 (η) 6= q1, then
δ(η) =
(
pν−1∑
j=0
(−1)j
(
α∨1 (η)− qi
j
)
p
)∏`
i=2
(
pν−1∑
j=0
(−1)j
(
α∨1 (η)− qi
j
)
p
)
= (1− 1)α∨1 (η)−qi
∏`
i=2
(
pν−1∑
j=0
(−1)j
(
α∨1 (η)− qi
j
)
p
)
= 0. (3.2.9)
Hence δ is the characteristic function δ
(ν)
λ . Therefore
δ
(ν)
λ =
∏`
i=1
(
pν−1∑
j=0
(−1)j
(
Hi − qi
j
)
p
)
=
∏`
i=1
(
pν−1∑
j=0
(−1)j
j∑
ci=0
(
Hi
ci
)
p
( −qi
j − ci
)
p
)
=
∏`
i=1
(
pν−1∑
ci=0
pν−1∑
j=ci
(−1)j
(
Hi
ci
)
p
( −qi
j − ci
)
p
)
=
pν−1∑
c1,c2,...,c`=0
(
rc1,c2,...,c`
∏`
i=1
(
Hi
ci
)
p
)
, (3.2.10)
where the constants
rc1,c2,...,c` =
∏`
i=1
(
pν−1∑
j=0
(−1)j
(−qi
j
)
p
)
. (3.2.11)
This shows that each characteristic function δ
(ν)
λ is a linear combination of monomials(
H1
c1
)(
H2
c2
) · · · (H`
c`
)
with each ci < p
ν . Using vector notation, D(ν)T/k has a basis {
(
H
c
)}0≤b<pν .
To put things together, we need one more observation. Let H and M be subgroups of
G, and H ∪M = {e}. Suppose the map sending the pair (h,m) to h ·m is e´tale at e, then
there is an isomorphism of vector spaces DH/k ⊗DM/k ∼= DG/k. This is worked out in § 1.2
and § 1.3 of [12]. Hence we have
Proposition 3.2.4. D(ν)G/k has a k-basis consisting of monomials of the form X(a)
(
H
c
)
Y(b),
where 0 ≤ a,b, c < pν.
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This shows that DG/k is isomorphic to the Kostant Z-form over k, reduced by p.
37
Chapter 4
Semisimple Center
As before, let k be an algebraically closed field of characteristic p, andG be an arbitrary affine
group scheme over k. We prove in the first section the existence of Jordan decomposition in
the ring D(ν)G/k. Jordan decomposition is important of the study of algebraic groups. Much
literature can be found at [15], [16], [21], [24], and [30]. On the ring of invariant differential
operators Jordan decomposition does not exist in characteristic 0. But in characteristic p,
due to the finiteness of Frobenius kernels, we are able to generalize the Jordan decomposition
to it. This suggests the concept of the semisimple center of the ring DG/k and its subalgebras
D(ν)G/k, which inspired our development of the characteristic p Harish-Chandra theory. This
is a promising direction of research in representation theory, as interesting results appear
immediately. We give in §4.2 a short elegant proof of a theorem on the semisimple center of
DG/k when G is connected.
4.1 Existence of Jordan Decomposition
We shall say that an element σ ∈ D is semisimple (respectively nilpotent) if, under left
multiplication, it acts semisimply (respectively nilpotently) on D.
Proposition 4.1.1. Let G be an affine group scheme over k and let σ ∈ DG/k. Then:
1. there are polynomials, f(x) and g(x), so that f(σ) is semisimple, g(σ) is nilpotent and
σ = f(σ) + g(σ).
2. f(σ) = σs and g(σ) = σn are unique with respect to the properties that their sum is σ,
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that they commute and that σs acts semisimply on all representations and that σn is
nilpotent.
3. σs and σn are the semisimple and nilpotent parts of σ under right multiplication as
well.
Proof. Since D =
⋃
ν≥0
D(ν), there exists ν such that σ ∈ D(ν), which is a finite dimensional
space. Let Lσ denote the left multiplication by σ. It is a linear map on D(ν), thus we have
Lσ = (Lσ)s + (Lσ)n, (4.1.1)
the standard Jordan decomposition of Lσ, and there exist polynomials f and g such that
(Lσ)s = f(Lσ) (4.1.2)
and
(Lσ)n = g(Lσ) (4.1.3)
are the semisimple part and nilpotent part respectively. Let σs = f(σ) and σn = g(σ). Now
we show that σs and σn give a decomposition of σ that satisfies the properties described in
(1) and (2).
Let Hom−D(ν)(−,−) denote the functor of rightD(ν)-module maps. Then Hom−D(ν)(D(ν),D(ν))
contains Lδ for any δ ∈ D(ν), and it is a left D(ν)-module via action (δ · ϕ)(µ) = δϕ(µ), for
any δ, µ ∈ D(ν) and ϕ ∈ Hom−D(ν)(D(ν),D(ν)). Consider the map
θ : D(ν) → Hom−D(ν)(D(ν),D(ν)) (4.1.4)
sending σ ∈ D(ν) to Lσ. It is straightforward to check that θ is an isomorphism of left
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D(ν)-modules. Indeed, for δ, µ, and τ ∈ D(ν),
θ(δµ)(τ) = Lδµ(τ) = δµτ
= δLµ(τ) = δ(θ(µ)(τ))
= (δ · θ(µ))(τ), (4.1.5)
and the map θ−1 : ϕ 7→ ϕ(1) gives the inverse. Therefore we have
σ = θ−1(Lσ) = θ−1(f(Lσ) + g(Lσ))
= f(θ−1(Lσ)) + g(θ−1(Lσ))
= f(σ) + g(σ) = σs + σn. (4.1.6)
It is clear that σn is nilpotent since (Lσ)n = θ(σn) is nilpotent. To see that σs is semisimple,
consider its minimal polynomial m(x). Obviously m(x) is also the minimal polynomial of
(Lσ)s. Recall that a linear transformation is semisimple if and only if its minimal polynomial
has no multiple roots. Since (Lσ)s is semisimple, m(x) has no multiple root. Thus σs is
semisimple. The uniqueness properties stated in (2) can also be proved this way, using the
isomorphism θ.
By now we have set up the Jordan decomposition for D(ν). Notice that σs (respectively
σn) acts semisimply (respectively nilpotently) on every free left D(ν)-module. Thus to show
that they are in the same way acting on D, it suffices to show that D is a free left D(ν)-module
for every ν. We prove this assertion in Lemma 4.1.2.
To see that the semisimple and nilpotent parts are the same for the right multiplication,
let HomD(ν)−(D(ν),D(ν)) be the set of all left D(ν)-module maps from D(ν) to itself. Then it
is a right D(ν)-module and the map
η : D(ν) → HomD(ν)−(D(ν),D(ν)) (4.1.7)
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that sending σ to Rσ is a right D(ν)-module isomorphism, where Rσ is the right multiplication
by σ. Decomposing Rσ inside D(ν) gives another pair of polynomials f ′(x) and g′(x) such
that σ = f ′(σ) + g′(σ) is also a Jordan decomposition of σ. Therefore by the uniqueness
property we must have f = f ′ and g = g′.
To finish the proof of Proposition 4.1.1, we need the following lemma:
Lemma 4.1.2. Under left multiplication, D is a free left D(ν)-module for every non-negative
integer ν.
Proof. The proof of this assertion will be carried out in two steps. Given any ν fixed, we
write D ∼= D(ν) ⊗M as k-vector spaces, for some vector space M , and then show that the
actions by D(ν) via left multiplication on both sides are the same, i.e, they are isomorphic
as left D(ν)-modules.
Let M be the subspace of D spanned by monomials X(pνa)( H
pνc
)
Y(pνb), where pνa
denote the tuple (pνam, . . . , p
νa1), and p
νb and pνc are of the similar meaning in their own
ways. Now we show that any monomial σ = X(a)
(
H
c
)
Y(b) ∈ D can be written as a finite
sum
∑
i σ
′
iσνi with σ
′
i’s in D(ν) and σνi’s in M . Therefore we can construct an isomorphism
pi : D → D(ν) ⊗M by setting pi(σ) = ∑i σ′i ⊗ σνi.
For a = (am, . . . , a1), define |a| =
∑m
i=1 ai. |b| and |c| are similarly defined. Define
the degree of σ as deg(σ) = |a| + |c| + |b|, then σ ∈ D{deg(σ)}. We prove the first step by
inducing on deg(σ). Initial cases are obvious, since σ ∈ D(ν) when deg(σ) < pν . For a larger
degree monomial, write a = a′ + pνaν , where a′ is a tuple with entries are all less than pν .
Write b and c in the same way. Note that under the D{n} filtration, the associated graded
algebra of D is commutative. That means we are allowed to rearrange symbols in the top
degree terms only affecting lower degree terms. Hence
σ = X(a)
(
H
c
)
Y(b)
= X(a′)
(
H
c′
)
Y(b′) ·X(pνaν)
(
H
pνcν
)
Y(pνbν) + f(X,H,Y), (4.1.8)
41
where f is a polynomial with deg(f) < deg(σ). By the inductive hypotheses on each term
of f , we have written σ in the desired form.
Now we show that pi is an isomorphism of D(ν)-modules. That is, for any δ ∈ D(ν),
pi(δσ) = (δ ⊗ 1).pi(σ) =
∑
i
δσi ⊗ σνi. (4.1.9)
Write pi(σ) = σ′ ⊗ σν + pi(f), where σ′ = X(a′)
(
H
c′
)
Y(b′) and σν = X(pνaν)(
H
pνcν
)
Y(pνbν). Then it suffices to show that
pi(δσ) = δσ′ ⊗ σν + (δ ⊗ 1).pi(f). (4.1.10)
By inducing on deg(σ), we can assume the assertion is true for all the terms in f since
deg(f) < deg(σ). That is pi(δf) = (δ ⊗ 1).pi(f). Hence it leaves to show that
δσ′ ⊗ σν = pi(δσ)− pi(δf) = pi(δ(σ − f)) = pi(δσ′σν). (4.1.11)
This is obvious because both δ and σ′ are in D(ν), which is a subalgebra.
4.2 A Theorem on the Semisimple Center of D(ν)
Definition 4.2.1. If A is a k-algebra, the semisimple center of A, written Zs(A), consists
of those elements of the center of A which act semisimply on A via left multiplication.
Because the sum and product of commuting semisimple elements are semisimple, the
semisimple center of an algebra is a subring of the center.
Recall the definition in §1.1 that an element µ of D is called invariant under the conju-
gating action if σ ◦ µ = ε(σ)µ for every σ ∈ D.
Lemma 4.2.2. An element of D is central if and only if it is fixed under the conjugating
action ◦ of D on itself.
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Proof. The only-if part is trivial, since if µ ∈ D is central, for any σ ∈ D,
σ ◦ µ =
∑
i
σ′iµs(σ
′′
i ) =
∑
i
σ′is(σ
′′
i )µ = ε(σ)µ. (4.2.1)
For the if part, let µ be an invariant of the conjugating action: σ ◦ µ = ε(σ)µ for any σ.
For notation convenience let’s suppose
(id⊗m∗)(m∗(σ)) =
∑
σ′i ⊗ σ′′i ⊗ σ′′′i . (4.2.2)
We then have
σµ =
∑
σ′iε(σ
′′
i )µ =
∑
σ′iµε(σ
′′
i )
=
∑
σ′iµs(σ
′′
i )σ
′′′
i =
∑
(σ′i ◦ µ)σ′′i
=
∑
ε(σ′i)µσ
′′
i =
∑
µε(σ′i)σ
′′
i = µσ. (4.2.3)
This proves the lemma.
Proposition 4.2.3. If G is connected, then Zs(D) ∩ D(ν) = Zs(D(ν)), ν ≥ 0.
Proof. It is clear that Zs(D)∩D(ν) ⊆ Zs(D(ν)). To establish the converse inclusion, consider
the spectrum of the ring Zs(D(ν)). The commutative algebra Zs(D(ν)) is finite dimensional
since it is contained in D(ν). Therefore its spectrum Spec(Zs(D(ν))) is of dimension 0 and
every prime ideal in Zs(D(ν)) is maximal. Since it contains only semisimple elements, the
radical of Zs(D(ν)) is trivial. By the Chinese Remainder Theorem, Zs(D(ν)) is isomorphic
to the product of finite many copies of k. Therefore its spectrum is a finite discrete set of
points.
Now consider the action of G on Zs(D(ν)) by conjugation. It naturally induces an action
on Spec(Zs(D(ν))). This is an action of a connected algebraic group on a discrete reduced
spectrum and it is hence trivial. That is, under the conjugating action, G acts trivially on the
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elements of Zs(D(ν)). Hence every element in Zs(D(ν)) is D-invariant under the conjugating
action ◦. Now by Lemma 4.2.2 they are central in D. This establishes the converse inclusion
and proves the assertion.
Propsition 4.2.3 implies that the semisimple center of D(ν) is contained in the semisimple
center of D(ν+1), which is a very strong result. This inspires us to describe higher level
semisimple centers in terms of the lower level ones, so that inductive methods could be
applied.
4.3 Harish-Chandra Centers
In this section we review the knowledge of the Harish-Chandra centers, and aim to compare
with the semisimple center we are studying.
Let g be the Lie algebra of G and let U(g) be the universal enveloping algebra over g.
When the field k is of prime characteristic, g has the restricted Lie algebra structure with
the “p-th power operation” x[p] on each element x. One can easily check that for any x ∈ g,
xp−x[p] ∈ U(g) is in the center of U(g), where xp is the tensor product of p x’s in U(g). The
map sending x to xp−x[p] is p-linear ([2]) and the image is called the Frobenius center . Let’s
denote it by ZFr. As we have proved in Lemma 4.2.2, the set of all ad(G)-invariant in U(g)
is also contained in the center of U(g) and is called the Harish-Chandra center , denoted
by ZHC. Standard facts about the Harish-Chandra center can be found in [7] and [23]. In
particular, the following proposition about the center of U(g) is proved in [23].
Proposition 4.3.1. The center of U(g) is generated by ZFr and ZHC.
Consider the natural inclusion g ↪→ DG/k. It induces a map φ : U(g)→ DG/k. The image
of this map is D(1)G/k, which is isomorphic to the restricted enveloping algebra over g. So φ is
the map of U(g) to its quotient modulo the ideal generated by Z+Fr, where Z+Fr is the ideal of
polynomials in ZFr with no constant term. This map sends the Harish-Chandra center ZHC
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into the center of D(1)G/k. Some natural questions can be asked from here, such as does the
image of ZHC under φ lie in the semisimple center Zs(DG/k)? Or conversely does Zs(DG/k)
lie in φ(ZHC)? We will answer these questions in Section 6.2.
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Chapter 5
Verma Modules
In this chapter we review the knowledge of Verma modules over a semisimple algebraic
group G in positive characteristic, and give the necessary and sufficient condition for certain
integral weights to be maximal.
5.1 Introduction to Verma Modules
In representation theory, there are at least three standard methods of constructing an ir-
reducible representation having a given dominant integral weight, namely Verma modules,
Weyl modules, and the Borel-Weil theory. In this section we review the Verma module ap-
proach. Given any λ in X̂, we can construct a representation Z(λ) called a Verma module.
It is named after Daya-Nand Verma, who explored these modules in detail ([31]), followed
by more recent works by Bernstein, Gel’fand, Gel’fand ([3], [4], [5]), and Dixmier ([10]). In
fact, λ can be any element of X̂, not necessarily dominant or integral. Note that the Verma
module Z(λ) is always infinite dimensional, even if λ is dominant integral. But it eventually
turns out that if λ is dominant integral, then Z(λ) contains an invariant subspace V (λ) such
that the quotient space Z(λ)/V (λ) is finite dimensional irreducible and has highest weight
λ.
There are a number of different but equivalent ways to construct a Verma module ([13],
§7.3.1, [15], §20.3, and [11]). Following Humphrey’s induced module construction, let kλ
be the one dimensional module spanned by the maximal vector of weight λ. Then the
Verma module Z(λ) over G of highest weight λ can be constructed as DG/k ⊗DB/k kλ. In
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characteristic 0, this is nothing but U(g)⊗U(b) kλ. Here b is the Lie algebra of the preselected
Borel subgroup B, and U(−) means the universal enveloping algebra.
Given λ dominant integral, the next question is to find submodules inside Z(λ) that
can play the role of V (λ). This amouts to find those weights occurring in Z(λ) that are
vanished under the action of all the elements of DU+/k, or in terms of the basis constructed
in Chapter 1, the X
[pν ]
α ’s. In characteristic 0, the answer to this question is well-known and
straightforward ([13], Proposition 7.23), but in characteristic p it is much more subtle. We
give a simple result of this question in the next section.
5.2 Submodules of a Verma Module
The Verma module Z(λ) over G of highest weight λ is the module DG/k ⊗DB/k kλ, where
kλ is the one dimensional module with action given by the character. Then Π(Z(λ)), the
weights occur in Z(λ), consists of weights of the form λ −∑li=1 kiαi, ki ∈ Z+. Let vλ be
a maximal vector of weight λ, and αi a fixed simple root. Let ρ denote the half sum of
all positive roots. Then note that α∨i (λ + ρ) = α
∨
i (λ) + 1. Write α
∨
i (λ + ρ) p-adically as∑
ν≥0 aνp
ν , where 0 ≤ aν ≤ p− 1 are integers depend on λ and i. Consider Y [t]αi .vλ, a vector
of weight λ− tαi, t ≥ 0. We have the following.
Proposition 5.2.1. 1. Y
[t]
αi .vλ is a maximal vector if and only if t =
∑n
ν=0 aνp
ν for some
n ≥ 0, i.e., α∨i (λ+ ρ)− t ≡ 0 mod pn+1.
2. Z(λ) contains a submodule of weight µ such that α∨i (µ + ρ) has p-adic expansion∑n
ν=0(−aν)pν +
∑
ν≥n+1 aνp
ν.
Proof. (1) It suffices to show that Y
[t]
αi .vλ is killed by all X
[pν ]
αj for all αj ∈ ∆ and ν ≥ 0. If
j 6= i, we already have X [pν ]αj Y [t]αi .vλ = 0 for any ν since Xα[pν ]j commutes with Yα[t]i . When
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j = i, white Xαi and Yαi as X and Y for short, recall the commutation formula
X [s]Y [t] =
min(s, t)∑
k=0
Y [t−k]
(
H − s− t+ 2k
k
)
p
X [s−k]. (5.2.1)
Then for a fixed n we have
X [p
n]Y [t].vλ =
min(pn, t)∑
k=0
Y [t−k]
(
H − pn − t+ 2k
k
)
p
X [p
n−k].vλ (5.2.2)
The right hand side is obviously 0 for those n such that pn > t. For pn ≤ t,
X [p
n]Y [t].vλ =
pn∑
k=0
Y [t−k]
(
H − pn − t+ 2k
k
)
p
X [p
n−k].vλ
= Y [t−p
n]
(
H + pn − t
pn
)
p
.vλ
=
(
α∨i (λ) + p
n − t
pn
)
p
Y [t−p
n].vλ (5.2.3)
In order for this vector to be 0, the scalar
(
α∨i (λ)+p
n−t
pn
)
p
must be 0 in k. Now if t =
∑n
ν=0 aνp
ν ,
we have
(
α∨i (λ) + p
n − t
pn
)
p
=
(
pn − 1 +∑ν≥n+1 aνpν
pn
)
p
=
(
pn − 1
0
)
p
(
0
1
)(∑
ν≥n+1 aνp
ν
0
)
p
= 0 (5.2.4)
Supposed t is not a p-adic truncation of α∨i (λ + ρ), then t is not of the form
∑n
ν=0 aνp
ν
for any n. We now show that there exists a number k such that
(α∨i (λ)+pk−t
pk
) 6= 0. Write t
p-adically as
∑
ν≥0 tνp
ν , and let k be the smallest number such that ak 6= tk. Without loss
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of generality, we can assume that ak > tk. Then
(
α∨i (λ) + p
k − t
pk
)
p
=
(
pk − 1 + (ak − tk)pk +
∑
ν≥n+1(aν − tν)pν
pk
)
p
=
(
pk − 1
0
)
p
(
ak − tk
1
)(∑
ν≥n+1(aν − tν)pν
0
)
p
= ak − tk 6= 0 (5.2.5)
This proves (1). To see the assertion in (2), let µ = λ− tαi and apply α∨i to µ+ ρ.
α∨i (µ+ ρ) = α
∨
i (λ− tαi + ρ)
= α∨i (λ+ ρ)− 2t
=
n∑
ν=0
(−aν)pν +
∑
ν≥n+1
aνp
ν (5.2.6)
This finishes the proof of proposition.
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Chapter 6
Integrals and Infinitesimal Verma
Modules
In this Chapter, assumptions are the same as in Chapter 5. The field k is algebraically
closed and of characteristic p. Let G be a split semisimple, connected and simply-connected
group scheme over k. In the first section we will review the notion of integral of a Hopf
algebra, introduced by Sweedler ([28]). We will then introduce the integrals of D(ν), which
were calculated by Haboush in [12].
In the two sections that follow, we give each an application of integrals. In section 6.2
we answer the questions arised from the end of Chapter 4 by constructing particular central
operators using integrals. In the last section, we introduce the induced module of G(ν) by
B(ν). Those induced by the one dimensional module associated with a weight λ are called
infinitesimal Verma modules, or “baby Verma modules” in some literature. We will use the
integral of D(ν)U+/k and the characteristic functions defined in section 1.4 to show that every
infinitesimal Verma module over D(ν) is isomorphic to a left ideal of D(ν).
6.1 Integral of a Hopf Algebra
Let H be a finite dimensional augmented Hopf algebra over k with antipode. Recall that
in this case H∗, its linear dual is also a Hopf algebra, and there is the “transpose module
structure” on H∗, making H∗ a right H-module. Namely if σ ∈ H∗, f ∈ H, one can define
σ.f by the equation
〈σ.f , f ′〉 = 〈σ , ff ′〉, (6.1.1)
where 〈 , 〉 is the natural pairing between H and H∗.
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Definition 6.1.1. Let H be a finite dimensional Hopf algebra over k. An element ω ∈ H is
called a right integral if for each σ ∈ H+ (the augmentation ideal), ωσ = 0. It will be called
a left integral if σω = 0 and a two-sided integral if it is both a left and right integral.
Theorem 6.1.2. (Sweedler-Larson) Let H be a finite dimensional Hopf algebra over k.
Then
1. H∗ contains a right integral ω, and any other right integral is a constant multiple of
ω.
2. H∗ is a free rank one H-module under the transpose module structure with ω as basis.
A detailed proof of this theorem is presented in [28]. Notice that k[G(ν)] is a finite
dimensional augmented Hopf algebra with antipode for every ν. Therefore by Sweedler’s
theorem, D(ν) contains a right integral. Recall the boldface notation for tuples we used in
Chapter 1 and 2. Define operators
∆(ν) =
∑
r≤pν−1
(−1)|r|
(
H
r
)
, (6.1.2)
and for any χ ∈ X(T),
∆(ν)χ =
∑
r≤pν−1
(−1)|r|
(
H− χ(H)
r
)
. (6.1.3)
Also define
ω(ν) = Y(pν − 1)∆(ν)−2(pν−1)ρX(pν − 1), (6.1.4)
where ρ is again the half sum of all positive roots. Let U+ be the unipotent radical of G
corresponds to the choice of T . Then we have the following theorem.
Theorem 6.1.3. (Haboush)
1. ∆(ν) is a two-sided integral of D(ν)T/k.
2. X(pν − 1) is a two-sided integral of D(ν)U+/k.
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3. ω(ν) is a two-sided integral of D(ν)G/k.
Proofs of these assertions and many more properties of ω(ν) can be found in [12].
6.2 Central Operator Constructions
In this section we will see that the two inclusion considered at the end of Chapter 4 are both
false. For the first question, integrals provide natural counterexamples as follows.
Proposition 6.2.1. The integrals ω(ν) are ad(G)-invariant operators.
This assertion is proved in [12] as Corollary 6.9. Take SL(2,k) as example. Let α be the
only positive root. We have ω(1) defined as
Y [p−1]α ∆
(1)
−(p−1)αX
[p−1]
α .
It is in the image of the Harish-Chandra center under the quotient map, but obviously not
semisimple, since it is nilpotent by definition.
To give a counterexample of the second statement, we need a semisimple central operator
that is not in D(1)G/k. Before trying to construct this operator directly, an observation is in
order. Let S(ν) denote the set of dominant weights of G which can be written in the form
λ =
∑`
i=1 aiωi where ωi are the fundamental dominant weights and the ai are intergers such
that 0 ≤ ai ≤ pν − 1. If λ ∈ S(ν), then λ = λ0 + pλ1 + p2λ2 + · · · + pν−1λν−1 with each
λi ∈ S(1). Then the Steinberg Tensor Product Theorem ([26]) asserts that there is the
following isomorphism
Iλ ∼= Iλ0 ⊗ I [p]λ1 ⊗ I
[p2]
λ2
⊗ · · · ⊗ I [pν−1]λν−1 , (6.2.1)
where Iλ denote the irreducible representation of highest weight λ, and I
[p]
λi
is the Frobenius
twist module of Iλi . If r is any natural number, then for any fixed ν, r can be written
uniquely as r0 + p
νr1 where 0 ≤ r0 < pν and r1 is nonnegative. Then
(
H
r
)
=
(
H
r0
)(
H
pνr1
)
. Now
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(
H
r0
)
, being an element of D(ν)G/k, acts on the tensor product Iλ0 ⊗ Ipνλ1 strictly through its
action on Iλ0 . In particular, any element of D(1)G/k acts on Ipνλ as 0 provided that ν > 1. In
another words, an D(1)G/k element would see no difference between the two weights λ0 ⊗ λ[p]1
and λ0 ⊗ λ′1[p] with λ0 ∈ S(1) and λ1 6= λ′1.
Therefore, it suffices to construct a semisimple central operator that acts on I
λ0⊗λ[p]1
and Iλ0⊗λ′1[p] as different scalars for some choices of λ0, λ1 and λ
′
1. According to the Jordan
decomposition we have constructed before, a central operator and its semisimple part behave
as exactly the same scalars when acting on irreducibles. Hence it suffices to find a central
operator that provides the above property. Then its semisimple part would just be the
counterexample we need. Such a central operator can be constructed as follows.
Let A(ν) = k[G]/m
{ν}
e , where m
{ν}
e is the ideal generated by the p-th power of elements of
me. Recall that this is the algebra of the Frobenius twisted group scheme G
(ν) in § 3.1. It is
also isomorphic to the linear dual of D(ν)G/k. Write Z(ν) for Z(DG/k) ∩ D(ν)G/k. Note that this
is not the center of D(ν)G/k, but it is the set of ad(G)-invariants in D(ν)G/k. Suppose σ ∈ D(ν)G/k,
then by Theorem 6.1.2 there is a unique f¯ ∈ A(ν) such that σ = ω(ν).f¯ . It is proved in [12]
Lemma 7.5 that if σ is in Z(ν), then f¯ is an ad(G)-invariant in A(ν). We call this f¯ the
function associated to σ in D(ν)G/k.
One more definition is necessary. Let λ be any dominant integral weight. Then let
Tλ denote the character function associated to Iλ. That is, if g ∈ G(k), Tλ is defined by
Tλ(g) = trIλ(g).
The most useful case of Tλ is that when λ is congruent to a Steinberg weight mod pνX̂.
Recall that the ν-th Steinberg weight is defined as (pν − 1)ρ, where ρ is the half sum of all
positive roots. Let γν denote the ν-th Steinberg weight, then the follow theorem is proved
in [12] as Theorem 8.2.
53
Theorem 6.2.2. Let E(ν) = ω(ν).Tγν . Then there is a constant c 6= 0, such that
E(ν)(λ) =
 c if λ− γν ∈ p
νX̂
0 otherwise
Now we are ready to provide the counterexample. Consider γ1 = (p− 1)ρ, the first order
Steinberg weight. Then Iγ2
∼= Iγ1 ⊗ I [p]γ1 . Let V = Iγ1 ⊗ I [p]σ , where σ is anything other than
γ1. Then we have E
(2) acts on Iγ2 as a non-zero scalar and on V as 0. But as we discussed
before, any operator in D(1)G/k will act on Iγ2 and V in the same way as it acts on Iγ1 . This
shows that E(2) is not in D(1)G/k. Since the trace function is ad(G)-invariant, E(2) is central.
Hence its semisimple part gives an operator that is in the semisimple center of DG/k but not
in D(1)G/k. Obviously any higher order E(ν) can also do the same job.
6.3 Infinitesimal Verma Modules
Consider the isomorphism of schemes
U (ν)+ ×B(ν) ∼−→ G(ν) (6.3.1)
given by multiplication, which is compatible with the action of U (ν)+ by left multiplication
and with the action of B(ν) by right multiplication. So the isomorphisms of vector spaces
k[G(ν)]
∼−→ k[U (ν)+]⊗ k[B(ν)] (6.3.2)
and
D(ν)U+/k ⊗D(ν)B/k
∼−→ D(ν)G/k (6.3.3)
are also compatible with the representations of U (ν)+ induced by these actions.
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We have for any B(ν)-module M
coindG
(ν)
B(ν) M = (k[G
(ν)]⊗M)B(ν) ∼= k[U (ν)+]⊗ (k[B(ν)]⊗M)B(ν) , (6.3.4)
and similarly,
indG
(ν)
B(ν) M = D(ν)G/k ⊗D(ν)
B/k
M ∼= D(ν)U+/k ⊗D(ν)B/k ⊗D(ν)
B/k
M, (6.3.5)
therefore
indG
(ν)
B(ν) M
∼= D(ν)U+/k ⊗M.
We will focus on the induced module in this article. Notice that
dim k[U (ν)] = pν dimU = pr|Φ
+|. (6.3.6)
This is also the dimension of k[U (ν)+], D(ν)U/k, and D(ν)U+/k. So all the induced modules have
dimension equal to
pr|Φ
+| dimM. (6.3.7)
Recall that any λ ∈ X(T ) defines by restriction a character of T (ν), which we again denote
by λ. By extending its restriction to T (ν) trivially on U (ν) or U (ν)+, any λ ∈ X(T ) defines a
one dimensional module, denoted by kλ for B
(ν) and B(ν)+. We can induce this module to
G(ν) and for simplicity denoted by
Zν(λ) = ind
G(ν)
B(ν) kλ. (6.3.8)
Here our notation follows Jantzen in [19]. Also a number of useful observations on Zν(λ) can
be found in II, 3.7 of this book. We quote one of them that to be used later in our proof.
Lemma 6.3.1. Zν(λ)
∗ ' Zν(2(pν − 1)ρ− λ).
Recall that the integral of D(ν)U+/k is X(pν − 1). Let’s denote this integral by ων . Let
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δ
(ν)
λ be the characteristic function of the weight λ. Notice that if f is any element of D(ν)T/k
viewed as a function on X/pνX, then fδ(ν)λ = f(λ)δ
(ν)
λ . Consider the element δ
(ν)
λ ων in D(ν)G/k.
It generate two modules D(ν)G/kδ(ν)λ ων and δ(ν)λ ωνD(ν)G/k. These are all viewed as left modules,
the first via the natural left multiplication the second one via σ · u = u(s)(σ).
Proposition 6.3.2. For any λ ∈ X/pνX,
1. D(ν)G/kδ(ν)λ ων ' Zν(λ),
2. δ
(ν)
λ ωνD(ν)G/k ' Zν(2(pν − 1)ρ− λ) ' Zν(λ)∗.
Proof. To prove (1) notice that all elements, X(a), annihilate δ
(ν)
λ ων . This is simply because
X(a)δ
(ν)
λ ων = hX(a)ων (6.3.9)
for some element h ∈ D(ν)T/k and ων annihilates the augmentation ideal of D(ν)U+/k. Now
multiplying by Y(b)f for f ∈ D(ν)T/k yields
Y(b)fδ
(ν)
λ ων = f(λ)Y(b)δ
(ν)
λ ων . (6.3.10)
Since δ
(ν)
λ ων is in D(ν)B+/k, the elements, Y(b)δ(ν)λ ων , are all linearly independent. Hence the
module D(ν)G/kδ(ν)λ ων has highest weight λ and exactly the same lower weights of Zν(λ). Thus
(1) follows.
Now notice that the total weight of X(pν − 1) is 2(pν − 1)ρ. Hence,
δ
(ν)
λ ων = ωνδ
(ν)
λ−2(pν−1)ρ. (6.3.11)
Combining this with the fact that the left structure on this module makes use of the
involution and reasoning exactly as in the proof of (1) yields (2).
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