Abstract-Wireless Sensor Networks (WSN) represent a new dimension in the field of network research. The cluster algorithm can significantly reduce the energy consumption of wireless sensor networks and prolong the network lifetime. This paper uses neuron to describe the WSN node and constructs neural network model for WSN. The neural network model includes three aspects: WSN node neuron model, WSN node control model and WSN node connection model. Through learning the framework of cluster algorithm for wireless sensor networks, this paper presents a weighted average of cluster-head selection algorithm based on an improved Genetic Optimization which makes the node weights directly related to the decision-making predictions. The Algorithm consists of two stages: singleparent evolution and population evolution. The initial population is formed in the stage of single-parent evolution by using gene pool, then the algorithm continues to the next further evolution process, finally the best solution will be generated and saved in the population. The simulation results illustrate that the new algorithm has the high convergence speed and good global searching capacity. It is to effectively balance the network energy consumption, improve the network life-cycle, ensure the communication quality and provide a certain theoretical foundation for the applications of the neural networks.
I. INTRODUCTION
Wireless sensor networks (WSN) have an important practical value in the military, environmental monitoring, industrial control, intelligent home and urban transport, etc. In Wireless Sensor Networks, the efficient routing protocol plays a critical role for data packet transition. However, the traditional routing protocol is little regard for the energy consumption of the node. Because the energy of WSN node is limited, the maximum of the lifetime of WSN become an important goal to the designation of routing protocol [1] . Therefore, the sensor network routing protocols must consider not only the energy consumption of a small message transmission path, but also the consumption of energy balance in the whole network routing. On the other hand, due to the number of sensor network nodes are often large, the node can only get partial topology information, so the routing protocol also can choose the right path on the basis of the information of the part network.
In 1975, John Holland proposed a global optimization algorithm Genetic Algorithm (GA). In recent years, based on genetic algorithm in the WSN, the routing optimization research is also very active [2] . For path optimization, genetic algorithms have shown a tremendous advantage. Based on the model of the energy multi-path routing protocol , this paper present a new algorithm which abandons the randomness in the generation of initial population and replaces the gene fragments by gene pool. Through simulation, the novel routing protocols is effective and extend the network life time.
II. THE ISSUES OF SUB-CLUSTER STRUCTURE IN WSN
In sub-cluster structure of wireless sensor network, the network nodes are divided into several clusters. Each cluster usually consists of a cluster head node (CH) as well as several members of the node (MN) component. The MN communicates with the cluster head node; CH and CH constitute a high-level virtual backbone which is responsible for clusters of data fusion and data forwarding between clusters [2] . Because a larger energy consumption in the cluster head node, a cyclical way to select cluster head nodes in the network nodes is used for balancing energy consumption. From Fig.1 , it shows the sub-cluster within the cluster structure and the data flow between clusters. WSN is designed to maximize the network lifetime as the ultimate goal, thus making each node as much as possible is extremely important to balance the energy consumption. In the clustering algorithm, the energy consumption of cluster-head node is generally much higher than normal, it likely makes cluster-head node die prematurely because of energy depletion [3] . In order to avoid this situation, one way is to use cluster-head rotation mechanism. Each node of each cluster-head rotates from time to time. The remaining energy of each node is as close as possible. The cluster-head rotation mechanisms are often independent of the cluster algorithm, and the cluster algorithms complement each other. Common mechanism of cluster-head rotation is two kinds of passive and active. The former leads to a fixed time intervals which require a threshold when the monitored parameters exceed a certain threshold value, a common threshold are residual energy, node number and so on. Both the passive and active cluster-head rotation mechanism select the appropriate parameters of the algorithm, the final result will be a significant impact [4] . If the cluster-head rotation is too frequent, it will bring a lot of additional overhead and network disruption. If the cluster-head rotation frequency is too low, it may cause some nodes run out of energy prematurely. Therefore, only a reasonable compromise can achieve the most optimal network lifetime.
Wireless sensor networks usually use the energy principle of giving priority; it needs to consider the energy consumption of the node and energy balance of WSN. Hierarchical routing protocols have been proven to be effective in saving energy in Fig.1 .All nodes in the network is divided into cluster head nodes and common nodes .Common node is responsible for data collection and send it to cluster head node, cluster head node within the cluster receive the data sent by ordinary nodes fusion and then transmit to the sink node, this algorithm is called clustering algorithms. Representative cluster algorithms are LEACH, PEGAGIS, and HEED [5] .
In LEACH, the cluster-head node generation and distribution network, the sensor node is nothing to do with the uneven distribution of sensor nodes. The Cluster algorithm uses the multi-hop communications, close to the sink node of the cluster-head node forward a lot of data which led to the excessive consumption of energy and the nodes in its own is easy to lapse, thus known as network partitioning. Density gravity is using a cluster algorithm may result in cluster-head node, the node sparse are with little or no situation. Node traffic aggregation may arise in some aggregation node load imbalance, thereby resulting in the convergence node congestion, packet loss and buffer overflows [6] . Even in the nodes uniformly distributed and have the same flux density distribution in WSN, using the multi-path routing protocols transmit data along any of a multi-path distribution, Only in the main path to failure, the backup path can take transmission task which limits the potential of the backup path, frequent use of the primary path to transmit data, it will cause the nodes on the path prematurely because of excessive energy consumption death, so that the whole network is divided into isolated and disconnected parts [7] . It reduces the overall network lifetime. In addition to the central gateway nodes and network nodes in some key positions in the WSN, nodes will also form a network bottleneck. Different from ordinary node, gateway or network node, the central node, these nodes are likely to have a great load. Therefore, the load-balancing for improving the WSN can be obtained to expand throughput and enhance the nature of WSN is vital. Stochastic algorithm based on a certain degree of probability determine whether a cluster head node. In LEACH, the probability of the node becomes cluster-head only with the past several rounds of sub-nodes in the own state. The HEED algorithm relates the probability and residual energy, there are some algorithms which are taken into account various parameters of the node degree. Stochastic optimization algorithm for the degree of the cluster results is usually less deterministic algorithm, but the convergence speed, less overhead, especially suitable for large-scale networks.
III. THE WSN MODEL
A. WSN node neuron model WSN node neuron model is shown in Fig.1 
C.WSN node connection model
Suppose neurons are static, t H(S) =1.The neuron can be expressed as
is a nonlinear function. A, B is the connection matrix. The WSN connectivity for three neural networks can be expressed as: 
Second level is the sink node layer.
Third level is the user node layer.
Sensor network node energy is extremely limited. In order to prolong the life of the network and the whole system, all the information processing strategies must reduce node energy consumption as far as possible. Hopfield neural network is an artificial neural network model to optimize computing, associative memory, pattern recognition and image restoration, etc. Hopfield energy function is a reflection of the overall state of multidimensional neuronal scalar function. It can form a simple circuit of artificial neural networks which adopts a parallel computing interconnected mechanism [8] .
Hopfield is built on energy with the same Lyapunov function. Hopfield considers that the internal stored energy is gradually decreased with time increases in the system movement process. When the movement to equilibrium, the energy of the system runs out or becomes miniature [9] . The system will naturally balance and go to stabile state. Therefore, the system can solve the stability problem if we can find a complete description of the process of energy function. For continuous feedback network circuit, the state equations is 
D. The general design method of energy function
Suppose the optimization objective function
is the state of artificial neural network which is also the objective function of the variable.
Optimizing constrained conditions is g(u)=0. Optimization problem is to meet the constraint conditions and to minimum objective function. The equivalent minimum energy function E is expressed as: 
The gradient descent method can ensure that E is always down until the arrival of a local minimum [10] . With the energy function in solving optimization problems, the first question is to change the problem into the objective function and constraints, and then construct the energy function, calculate energy function of the parameters by using the conditional formula; at last the result is the artificial neural network connection weights.
IV. THE CLUSTER-HEAD SELECTION ALGORITHM BASED
ON NEURAL NETWORK BP artificial neural network imitate the human brain structure and function, the non-linear processing of information can increase as well as to deal effectively with ambiguous, incomplete. There is the contradiction between the understandings of complex environments to determine the problem. It can reflect the people's way of thinking. Networks have self-learning function. It can extract from the general principles contained in and also learn to deal with specific issues. After training, the neural network of free weights is that the knowledge acquired [11] . Neural network learns through the existing program and the evaluation of the results of the study, which access to the experiences, knowledge and a perspective on the importance of various objectives such as intuitive thinking. Once it is used for evaluation, the network can reproduce these experiences, knowledge and intuitive thinking. When evaluation, the network can reproduce the experience, knowledge and intuitive thinking on complex issues to make sound judgments; thus it not only embodies the people's subjective judgments, but also greatly reduces the accuracy of assessment method. The right the value of the distribution is more objective and accurate, and it uses the program proposed by the weighted average of BP neural network model to enable members of the weights which is assigned to their decision-making predictions. Predictions directly relate to the right to exclude the value of an incorrect evaluation of man-made factors.
The weight distribution of the members is objective while the weighted average calculation of the program will also be more accurate, and the members of the weights w i also has a dynamic adjustment of the selflearning function, you can improve the accuracy and efficiency. Clustering decision-making is calculated by the base station. At the same time, each node in the algorithm has been advised before the implementation of their location. When the base station collects all the nodes in the network about residual energy and location information, the program weighted average of the BP neural network model is three layers which are shown in Fig.4 .There include respectively the input layer, the hidden layer, and the output layer. Neurons connection forms a fully connected model. But within the various levels, there is no connection between neurons. Input vector X composes with the node residual energy, covering the number of nodes within a radius of the node to other nodes, the node position of four components, the composition of the hidden layer nodes in the network learning speed selection. Score value is converted to values between 0 and 1 .The output through a particular transformation can become a program of the weighted average [12] . Training samples result from the previous decision-making members of the same program rating value and the correct result value. After training, the connection between neurons is the corresponding weights into the weights, the knowledge and experience. Training program of the weighted average of neural network computing model can be used to calculate the weighted average. When a group of decision-making members of the rating the value continues, the output vector Y contains the node which can become cluster-head probability. Base stations in the network determine the number of cluster-head the number of k, and select the highest probability of k nodes to become cluster head round times. It has three main features: (1) anonymous responses. Members circulate a Consultation on the table from their responses to be anonymous; (2) Iteration and controlled feedback. The method is a step by step approach which includes several iterations. Every iteration is called one round, and each round regards the views collected through the statistical processing back to the base members. Through this feedback, the opinions of the group will gradually concentrate; (3) Statistical group response. Received the final round of the views of members, it combines groups of views. After each round of consultations is required to collect the views of members of the group were statistically treated. In order to improve the algorithm accuracy, each member assigned a weight factor according to the issue of the degree of familiarity with the area. The weight coefficients of its members are mainly based on the location of the members of the nearby nodes and residual energy. Neural network algorithm described as follows: 
V. THE HYBRID GENETIC ALGORITHM
Nowadays, in the stage of the whole evolution the genes involved in genetic operator are mostly from the individual itself. The quality level of the individual determines the efficiency of the algorithm [13] . If the fitness of all individuals is poor, the algorithm performance will be affected. In order to overcome these weaknesses, this paper sorts n points, constructs n*n matrix of the gene pool, prepares for the genetic operators .This method greatly improves the efficiency of the algorithm [14] .
A. Network Model
The network models as an undirected connection diagram G(S, V, P), where S on behalf of the node of sink, V presents the sensors. Set the nodes numbered 1, 2, 3... n, P K =V 1 K V 2 K V 3 K for a feasible path, the first k nodes of the path starting point is V 1 K , the aggregation node is V n K , then the first k paths) the total length can be expressed as:
) is the energy consumption between the nodes. In the algorithm, f (P K ) is evaluated the individual's good or bad by using P K .
B. Construction of Gene Pool
According to the cost between the nodes PE(i,j) ,PE(i,j) construct a n*n matrix D={PE(i ,j)}.
i=1, 2, 3… n, j=1, 2, 3… n, then it defines a n*(n-1) matrix, num= {num [i, j]}.For each node i, according to the size of PE (i, j), the num in the first line of the corresponding i elements in accordance with the order from small to large order, and before all the elements i come in, so will the expanded num which increased in first column to get a n*n of the square, gene pool is formed in this paper. Each row element in gene pool is the problem a feasible solution, the start node of the feasible solution is the line number of the gene pool. Solving the problem is divided into single-parent evolution and the evolution of population. By singleparent evolution, the initial population P= {P 1 , P 2 ...P n } is generated.
C. The Single-parent Evolution Algorithm
( In the single-parent evolution algorithm, only a single individual is evaluated. The speed of evolution which produces a good general is very fast. At the same time, a global optimal path is generated.
D. The Population Evolution Algorithm
The population evolution algorithm in this paper, the algorithm presents only as an amendment to the role, the purpose is to improve the solution quality. After producing the initial population P with the single-parent evolution algorithm, select two individual pr1, pr2 randomly to hybrid operation, if the new individual is better than the mother, the new individual replace the mother directly [15] . The evolution which repeats the hybrid process will not end until the best individual is generated. In another the mother pr2 the gene position which is equal to p1 and p2 in the gene pr1 is found. The same value of pr2 between pos1 and pos2 from the gene pr1 is deleted in its entirety, the genes of p1 and p2 will be moved to the adjacent location [16] . Then the genes between pos1 and pos2 will be cut and inserted pr2 between the individual p1 and p2 according to the order of the position of p1 and p2, as shown in Fig.5 . 
B. Experimental steps
The network solves this problem using an algorithm described as follows. Solving the local minimum and unstable problem, it should be chosen large enough coefficient of A, B, D to ensure the effectiveness of solution.
(1) Set its initial value and weight, t = 0, A = B = 1500, D = 1000, U 0 = 0.02. (7) According to (3), computational energy function E. Check the path of legality, judge whether the end of the number of iterations. If the termination is end, the program is over. Otherwise it returns to step (4).
(8) Output the optimal path, optimal energy function, path length, energy function changes with time.
Under the Matlab Environment, the simulation environment for wireless sensor networks is established. The number of sensor nodes is 210, communication radius is 20.The sensors randomly are distributed in the area of 100 × 100 area, the initial energy of sensor nodes are uniformly distributed between 200 J and 400J, data packet collected by the sensor nodes is 512byte. Each node sends a packet consumes 0.2J; each node receiving a packet consumes 0.01J. The network life-cycle is end when the number of nodes in the network is below 85%.
C. Simulation Results
In this paper, the largest energy path routing mechanism (MCP) and the maximum energy path switching routing mechanism (MCP-PS) are also simulated [17] . Three kinds of protocol simulation results are shown in Fig.6, 7 . In Fig.6 , When the node density is small, the network work cycle of three kinds of algorithms is similar, however the number of nodes is increased, compared with MCP and MCP-PS, MCP-GEN algorithm has more work cycle; This algorithm is also satisfied of the requirements of real-time path, the network life cycle of MCP-GEN is longer than the other two algorithms. Fig.7 , it shows the packet loss rate of three kinds of protocol. When the node density is small, the packet loss rate of the MCP protocol is higher than the protocol of MPC-GEN or MCP-PS. When the node density is large, Three kinds of protocol packet loss rate is very similar and below 10%, while the range of the MCP-GEN slightly lower of than the other two kinds of routing protocol in the whole procession. Simulation, the first step is to sow in the network within the region of 100 sensor nodes randomly and then proceed to the election of cluster-head node. The first cluster number of the network life-cycle has a certain influence in the area 200*100. From Fig.8, 9 , the blue circle represents the survival of the first cluster node, while the colored stars point is the failure of cluster node. The nodes away from the gateway are close to death, but the majority is still far away from the gateway to survive. This is because far from the gateway node transmission distance less energy, but from the gateway nodes near large amount of data transmitted. The result can be concluded that: after the same number of rounds, the node selection algorithm based on GEN technology distribute less the death of node than the cluster head selection of LEACH. It can still monitor the entire network. Experimental results show that the number of trained data smaller than the original, the training time the network correspondingly is shortened. From above, the value of the allocation of their decisionmaking predictions is directly related to the allocation of weights in algorithm based on neural network. The weighted value calculations are more accurate, and it has a certain degree of intelligence.
VII. CONCLUSIONS
In this paper, neuron describes WSN nodes, the wireless sensor networks are expressed by a neural model. It introduces the design and realization methods of the neuronal model and neural network model. We build a gene pool for the design of genetic operators to avoid the algorithm into a part optimal solution which results in premature convergence problem. At the same time, the algorithm balances energy consumption and extends the network life cycle; the network efficiency of WSN is improved. In future, we focus on how to build a highquality gene pool.
