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Abstract
This thesis analyzes and quantifies the performance of adaptive orthogonal
frequency division multiplexing (OFDM) systems in conjunction with single
and multi antenna systems operating over frequency selective Rayleigh and
Rician fading environments. We introduce a generalized transceiver model for
adaptive cyclic prefixed (CP)-OFDM and isotropic orthogonal transform algo-
rithm (IOTA)-OFDM. Fundamental issues concerning the BER performance
of CP-OFDM and IOTA-OFDM are investigated under typical system imper-
fections. Furthermore, a throughput comparison of these two types of adaptive
systems is given. Next, the peak-to-average power ratio (PAPR) problem of
adaptive OFDM is considered. Focusing on wideband channel variations in
the frequency domain, we have developed a novel statistical analysis for adap-
tive multiple input multiple output (MIMO)-OFDM systems. In addition, a
central limit theorem (CLT) was developed for a wide range of block-based
performance metrics.
This thesis aims to present a systematic study of channel variation with a
statistical analysis of the MIMO-OFDM channel and system performance. In
particular, we focus on the behavior of block based performance measurements
by considering the correlation across the frequency bins of the OFDM block.
In addition, we investigate the eigenvalue variation of MIMO-OFDM systems
across frequency. We show that eigenvalue and link gain changes in frequency
can be analyzed and have presented novel results on the distributions and mo-
ments of such changes. We have also given expressions for the autocorrelation
i
functions (ACFs) of the maximum eigenvalue and the link gain. Of particular
interest is the very simple approximation to the ACF of the maximum eigen-
value. This leads to accurate closed-form approximations to the variance and
CDF of the eigenvalue differences.
We consider three types of adaptive MIMO-OFDM systems; one is based on
(diversity mode) maximal ratio transmission-maximal ratio combining (MRT-
MRC), while the others are spatial multiplexing techniques using singular value
decomposition (SVD) or minimum mean square error (MMSE) receivers with
linear precoding. We derive closed-form expressions for the joint cumulative
distribution function (CDF) of arbitrarily selected eigenvalues in the same bin
and in different bins. Furthermore, for MIMO with MRT-MRC, and MIMO-
SVD, the exact mean and variance of the number of bits transmitted per
OFDM block has been computed analytically and verified with Monte Carlo
simulations.
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Chapter 1
Introduction
Within the last two decades, communication advances have reshaped the way
we live our daily lives. Wireless communication has grown from a relatively
obscure service to a ubiquitous technology that serves almost half of the people
on Earth. This rapid growth has triggered the search for new ways to improve
the spectral efficiency of wireless communication systems, as the available radio
spectrum has become increasingly congested. Future wireless communication
systems are targeting far higher data rates, spectral efficiency and mobility
requirements than existing networks. By using multiple antennas at the trans-
mitter and the receiver, multiple-input multiple-output (MIMO) technology
can increase both the spectral efficiency (bits/s/Hz), the coverage, and link re-
liability of the system. Multicarrier modulation such as orthogonal frequency
division multiplexing (OFDM) is a powerful technique to handle the impair-
ments inherent in the wireless radio channel. The combination of multicarrier
modulation together with MIMO signaling provides a feasible physical layer
technology for future generation communication systems.
Future wireless communication systems will support high data rates and
delay sensitive applications such as high-speed Internet access and multimedia
services [1, 2, 3]. The quality of service (QoS) provisioning at high data rates is
a challenging task due to many impediments such as the limited available fre-
quency bandwidth, time-varying multipath fading, shadowing, thermal noise,
1
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and mobility. One of the efficient techniques to mitigate these impediments
is to adaptively adjust the transmission parameters, such as constellation size
and type of error control coding (known as adaptive modulation and coding),
based on the channel quality information perceived by the receiver and fed
back to the transmitter. In this way, transmission errors can be avoided in
advance, the mean throughput is substantially increased and the performance
requested by the specific application can usually be guaranteed. However, the
penalty for this approach is the requirement of a reliable feedback channel.
Usually, a comparably low data rate feedback channel is sufficient to convey
the information back to the transmitter about the channel quality.
By using adaptive modulation and coding (AMC) in conjunction with
MIMO-OFDM, it is possible to achieve a large range of spectrum efficiencies
and sustain reliable communications over time-varying multipath channels.
This allows the throughput to increase as the signal to interference plus noise
(SINR) increases following the trend promised by Shannon’s formula [4]. The
throughput normalized by the bandwidth is defined as [1, 3, 5]
TN = (1−BLER)rlog2(M) bps/Hz, (1.1)
where BLER is the block error rate, r ≤ 1 is the coding rate, and M is
the number of points in the constellation. For example, a 64-QAM constella-
tion with rate 3/4 codes achieves a maximum throughput of 4.5bps/Hz, when
BLER → 0 and quadrature phase shift keying (QPSK) with rate 1/2 codes
achieves a best-case throughput of 1bps/Hz. These results are for the ideal-
ized case of perfect channel knowledge and do not consider retransmissions.
In practice, the feedback will incur some delay and may be degraded owing to
imperfect channel estimation or errors in the feedback channel. Some systems
heavily protect the feedback channel with error correction, so the main source
of degradation is usually mobility, which causes channel estimates to rapidly
become obsolete.
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1.1 Motivation
Adaptive cyclic prefixed (CP)-OFDM has been investigated by many researchers
and a large body of results has appeared in the literature. In order to over-
come the problems associated with conventional OFDM, the isotropic orthog-
onal transform algorithm (IOTA) approach has been proposed in [6, 7, 8].
This new form of OFDM has been proposed by many next generation wireless
standards [9, 10, 11]. However, performance comparisons between CP-OFDM
and IOTA-OFDM are still not comprehensive. In this thesis we consider the
effects of channel estimation error and frequency offset in a frequency selective
channel with Doppler effects and additive noise on both of the systems. We
provide system comparisons based on bit error rate (BER) performance and
the number of bits transmitted per block at a specified target BER. Hence,
we are able to assess the joint and individual effects of the system imperfec-
tions. Many researchers have considered the peak-to-average-power (PAPR)
problem in OFDM and numerous PAPR reduction approaches have been pro-
posed. However, the work on PAPR reduction in conjunction with adaptive
OFDM is very sparse. In this thesis we study the PAPR of adaptive OFDM
and propose a new technique to reduce the PAPR of an adaptive OFDM signal.
There are a number of ways to take advantage of AMC in MIMO-OFDM
systems. Closed loop adaptive MIMO-OFDM systems can be exploited to op-
timize performance (increasing the throughput and/or reducing outage proba-
bility) by taking advantage of frequency diversity, spatial diversity and spatial
multiplexing. The receiver side algorithms that take advantage of these gains
are not specified by any standards and communication engineers are free to
develop their own innovative procedures. In undertaking the mathematical
analysis within this thesis we hope to construct accurate models to describe
the behavior of adaptive MIMO-OFDM systems and afford better design and
analysis for these systems. Moreover, the results presented in this thesis can
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serve as a benchmark for the performance evaluation of various adaptive al-
gorithms. A key challenge in AMC is to efficiently control three quantities
at once: transmit power, transmit rate (constellation), and coding rate There
are extensive techniques proposed on adaptive modulation and coding. How-
ever, many of these techniques do not fully consider the statistical properties
of the MIMO-OFDM channel over frequency and were carried out based on
either field measurements or computer simulations. Thus, this thesis aims to
present a more systematic study of channel variation with a statistical analy-
sis of the MIMO-OFDM channel and system performance. In particular, we
consider two types of adaptive MIMO-OFDM systems, one is based on (diver-
sity mode) maximal ratio transmission-maximal ratio combining (MRT-MRC)
and the second one uses spatial multiplexing. MRT-MRC is used to a transmit
single data stream by optimizing the average output SNR to achieve increases
in link reliability and coverage. In spatial multiplexing multiple data streams
are transmitted using up to the number of transmit antennas, NT , and thus
increases in system capacity are provided.
The statistical variation of various metrics across the subcarriers in an
OFDM system is a fundamental problem in OFDM performance, but one that
has received little attention, probably due to the mathematical challenges in-
volved. Consider the complexity of a complete description of the statistics of
an OFDM block containing N subcarriers. Even in the simplest case (single
input single output (SISO) antennas in a Rayleigh fading channel), this would
require the joint distribution of N correlated Rayleigh variables. The probabil-
ity density function (PDF) of a single Rayleigh variable is trivial, the bivariate
density requires a Bessel function [12] and the trivariate Rayleigh density can
be written as an infinite sum of products of Bessel functions [13]. Clearly,
the general form for N subcarriers is completely infeasible. The corresponding
results for MIMO-OFDM are even more complex. In summary, a complete
description of the statistics of an OFDM block is out of reach, but there are
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still useful results that can be derived to yield some insight into the behav-
ior of various performance metrics across frequency. In particular, the scope
of this thesis is largely focused on distributional information about the data
rate for an OFDM block and the number of outages per block in an adaptive
MIMO-OFDM system. Furthermore, we assume that each transmit antenna is
allocated a fixed amount of power and that no power reallocation is performed
across the transmit antennas and among all the subcarriers. Such an extension
is certainly possible and work is currently in progress in this area. However,
this research is outside the scope of the thesis.
1.2 Thesis Contributions
This thesis presents a new study of adaptive OFDM systems in conjunction
with single and multi antenna systems. The research work was motivated by
a desire to find analytical performance measures for various types of adaptive
OFDM systems operating in a frequency selective multipath fading environ-
ment.
Chapter 2 starts with an introduction to the adaptive wide band commu-
nication system and also describes the system and channel models assumed
throughout the thesis. A brief description of conventional OFDM (also known
as CP-OFDM/QAM), pulse shaped OFDM/offset QAM without cyclic prefix
and MIMO-OFDM systems is given. Some of the common statistical channel
models, including Rayleigh and Ricean channels are introduced. We then give
a theoretical overview of the MIMO-OFDM channel model, eigen-beamforming
and spatial multiplexing. Finally, we discuss the adaptive modulation method,
block based performance measures for data rate and outage and their associ-
ated performance metrics. These are all common to the analysis developed in
this thesis.
Most of the original contributions are contained in chapters 3, 4, 5 and 6.
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To put the original work presented into context, each of these chapters begins
with a brief review of the technical literature. Outlines of these chapters are
given below:
• Chapter 3 – Comparison of Adaptive OFDM and IOTA-OFDM. Chapter
3 begins with a detailed description of the generalized transceiver model
for adaptive CP-OFDM/QAM and IOTA-OFDM/OQAM. Fundamen-
tal issues concerning the BER performance of CP-OFDM and IOTA-
OFDM are investigated under typical system imperfections. Further-
more, a throughput comparison of these two types of adaptive systems is
given. The third part of this chapter focuses on the PAPR problem. We
propose adaptive clipping (based on the constellation size being used)
followed by a frequency domain filtering stage to reduce the PAPR of
adaptive OFDM.
• Chapter 4 – Adaptive MIMO-OFDM MRT-MRC Systems. This chapter
presents a novel analysis of MIMO-OFDM MRT-MRC systems. Based
on new joint CDF results for pairs of maximum eigenvalues in different
subcarriers, we present new approximations to the number of bits trans-
mitted and the number of outages per OFDM block. In particular, a
central limit theorem (CLT) is developed leading to a new closed-form
Gaussian approximation, which is verified for many different systems and
channel scenarios. Results for the data rate per OFDM block and the
number of outages per block are presented.
• Chapter 5 – Frequency Variation of Adaptive MIMO-OFDM Systems.
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The first part of this chapter considers the frequency variations of eigen-
values of the complex Wishart matrices defined for each OFDM subcar-
rier. Both Rayleigh and Rician fading channels are considered. Maxi-
mum eigenvalue results are derived including the joint PDF of the max-
imum eigenvalue in two frequency subcarriers, the autocorrelation func-
tion (ACF) of the maximum eigenvalue and the distribution and variance
of the difference between the two maximum eigenvalues. In addition,
link gain results including the PDF, the cumulative distribution func-
tion (CDF) and variance of the link gain difference, and the ACF of the
link gain are given. The second part of this chapter considers BER as a
process in frequency across the OFDM block and derives a closed form
approximation for the level crossing rate (LCR) of BER for the maximum
eigenvalue (in the frequency domain). The results are also extended to
multiple eigenmodes.
• Chapter 6 – Adaptive OFDM Spatial Multiplexing Systems. This chap-
ter provides an analysis for MIMO-SVD transmission and provides new
closed-form expressions for the joint CDF of arbitrarily selected eigenval-
ues in the same subcarrier and in different subcarriers. Furthermore, the
exact mean and variance of the number of bits transmitted per OFDM
block has been computed. In addition, we show that the performance
of an MIMO-minimum mean square error (MMSE) receiver can be im-
proved by using adaptive modulation and we consider a simplified pre-
coding approach to further increase the throughput. Finally, we com-
pare the throughput of adaptive MIMO-SVD transmission and precoded
adaptive MIMO-MMSE systems.
At the end of each of these chapters, the analysis is verified by Monte Carlo
simulations. These results show the influence of various system and chan-
nel parameters on the adaptive OFDM performance. The focus is on system
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imperfections, target BER, delay spread and system sizes.
Finally, chapter 7 summarizes the results and highlights possible avenues
for further work in this rich area of study.
The following papers have been written as a result of the thesis work and
have been published or submitted for publication.
• K. P. Kongara, P. J. Smith, and L. M. Garth, (2008), Eigenvalue Vari-
ation in MIMO OFDM Systems, in Proc. Australian Communication
Theory Workshop (AusCTW’08), Christchurch, New Zealand, Jan 30 -
Feb 1, 2008, pp. 82-87.
• K. P. Kongara, P.-H. Kuo, P. J. Smith, L. M. Garth, and A. Clark
(2008), Performance Analysis of Adaptive MIMO OFDM Beamforming
Systems, In Proc. IEEE Intl. Conf. on Communications (ICC’08),
Beijing, China, 19-23 May 2008, pp. 4359-4365.
• K. P. Kongara, P.-H. Kuo, P. J. Smith, L. M. Garth, and A. Clark
(2008), Block-Based Performance Measures for MIMO OFDM Beam-
forming Systems, Accepted for publication in IEEE Trans. Vechicul.
Tech.
• K. P. Kongara and P. J. Smith (2008), Level Crossing Analysis of BER
for Adaptive MIMOOFDM Systems, accepted for publication in Interna-
tional Symposium on Information Theory and its Applications, ISITA’08,
Auckland, New Zealand, 7-10 Dec., 2008.
• K. P. Kongara, P. J. Smith and Stephen Mann (2008), A Comparison
of CP-OFDM with IOTA-OFDM Under Typical System Imperfections,
accepted for publication in IET Conf. on Ultra Wideband Commun., 7th
Nov., London, UK, 2008.
• K. P. Kongara, P. J. Smith and Stephen Mann (2008), ”Performance
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Measures for Adaptive Multicarrier (CP-OFDM and IOTA-OFDM)Mod-
ulation Techniques under Typical System Imperfections,” accepted for
publication in IEEE Int’l Conf. on Recent Advances in Communication
Engineering (RACE’08), 19-23 Dec., Hyderabad, India, 2008.
• K. P. Kongara, P. J. Smith, (2009), Performance Analysis of Adaptive
OFDM-Based Spatial Multiplexing Systems: A Comparison Between
MIMO-SVD and Linear MMSE-Receivers with Limited Feedback, to be
submitted to IEEE Trans. Wireless. Comm.
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Chapter 2
Adaptive Wideband System
Model
This chapter provides some background information concerning wideband sys-
tems and channel models. Adaptive OFDM and MIMO-OFDM systems are
outlined and their associated metrics are defined. Firstly, we explain the na-
ture of a wideband channel in the context of high speed data transmission over
multipath fading channels. The basic idea of multicarrier modulation (MCM)
is also discussed. Next, the mathematical formulation of some commonly used
statistical channel models is provided. Then, the importance of closed loop
MIMO-OFDM systems, adaptive modulation, eigen beamforming and singular
value decomposition (SVD) is discussed in detail. Finally, a specific adaptive
MIMO-OFDM eigenmode transmission system is elaborated and performance
measures are discussed.
2.1 Multipath Fading Channels
This thesis concentrates on small-scale fading and neglects the effects of large-
scale path loss. Of course deterministic effects of large scale path loss are
inherently considered through the setting of the link signal to noise ratios
(SNRs) in the analysis and simulations. However, no statistical models are
11
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used for this type of path loss. In the environment of mobile communications,
the phenomenon of multipath cause multiple replicas of the signal to arrive at
the receiver with different delays and phases. Furthermore, due to the motion
of the mobile unit, the signal experiences a random frequency modulation that
is caused by Doppler shifts on each of the multipath components. Hence, the
resultant wave (the sum of multipath components) can undergo destructive
interference and attenuation which can eventually lead to detection errors in
detecting the transmitted information.
The effects of multipath are influenced by many different factors. Most
importantly, the presence of reflecting objects and scatterers in the propagation
environment creates a constantly varying channel. The energy of some waves
are dissipated due to reflections and scattering, while sometimes there exists
a line of sight (LOS) component that arrives at the receiver directly without
being obstructed by the environment. Also, the distances (and hence the times)
traveled by each of the multipath components and their spatial orientations
are displaced with respect to one another.
Consequently, the random phases and amplitudes of the multipath com-
ponents result in fluctuations of signal strength. Two critical measures of
mobile channel characteristics are coherence time and coherence bandwidth.
The former defines the time interval in which the signal strength maintains a
high auto-correlation. The latter measure indicates the frequency bandwidth
within which channel response maintains a high auto-correlation. The channel
is considered to be flat-fading when the signal bandwidth is smaller than the
coherence bandwidth [14, 15]. Otherwise, it is said to be frequency selective or
time dispersive this manifests itself as intersymbol interference, which occurs
when the arrival time of multipath components are widely spread [15, 14].
In a multipath fading environment if the time dispersion is greater than
the duration of a digital symbol, then the time dispersion has a significant
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effect on the shape of the received signal, and such a system is called a wide-
band system. If, on the other hand, the time dispersion is much smaller than
the symbol duration then the system is said to be narrowband. In modern
terms (and in the context of this thesis) the two systems are classified based
on a knowledge of the system and the properties of the channel in which it
operates. In the frequency domain, we classify the two systems based on the
channel coherence bandwidth and the system bandwidth. If the channel coher-
ence bandwidth is smaller than the system bandwidth, then again the system is
classified as wideband [3, 16]. Despite the dependence on transmission chan-
nels, it is possible to give some reasonable first estimates as to whether a
mobile radio system is wideband or not. For outdoor channels, the maximum
excess delay is typically in the order of 5-20 µs [15, 14], whereas for indoor
environments, it is in the order of 0.1-1 µs or even less [15, 14]. If we assume
a binary modulation format, we find that outdoor systems with data rates in
excess of 10 Kbps, and indoor systems above 200 Kbps can exhibit wideband
characteristics. However, systems with data rates in excess of 50 Kbps (out-
door) or 1 Mbps (indoor) are truly wideband [15]. In this thesis we consider
truly wideband data systems and focus on a statistical throughput analysis of
such systems.
It is almost impossible to deterministically describe the channel impulse
response, due to stochastic receiver motion and typically large number of mul-
tipath components, whose path gains and delays are themselves stochastic.
If we assume that the number of paths are large and that the distribution of
propagation delays and amplitudes is random, then in certain cases the central
limit theorem (CLT) can be applied. In this situation the channel response and
its frequency response both follow a complex Gaussian distribution. Hence,
the envelope process follows a Rayleigh or Rician fading process. A compar-
ison of various types of channel models can be found in [15]. The statistical
models of frequency selective channels are introduced later in the sections.
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2.2 OFDM Basics
The basic idea of multicarrier modulation (MCM) follows naturally from the
competing desires for high data rates and inter symbol interference (ISI)-free
channels. In order to have a channel that does not have ISI, the symbol time
Ts has to be longer, often significantly longer, than the channel delay spread
(τ0). In MCM the high rate (wideband) input transmit bit stream is divided
into N lower-rate (narrowband) substreams, each of which has NTs >> τ0 and
is hence effectively ISI free. These individual substreams can then be sent over
N parallel subchannels, maintaining the total desired data rate. Typically,
the subchannels are orthogonal under ideal propagation conditions, in which
case MCM is often referred to as orthogonal frequency division multiplexing
(OFDM). The number of substreams or subcarriers, N, is chosen to ensure that
each subchannel has a bandwidth less than the coherence bandwidth (Bc) of
the channel, so that each subcarrier experiences relatively flat fading. Thus,
ISI on each subchannel is small. Moreover, in the digital implementation of
OFDM, the ISI can be completely eliminated through the use of a cyclic prefix
(CP). An excellent overview of OFDM can be found in [3, 17, 18].
In order to overcome the daunting requirements forN oscillators in both the
transmitter and the receiver, OFDM uses an efficient computational technique,
the discrete Fourier transform (DFT), which lends itself to a highly efficient
implementation commonly known as the fast Fourier transform (FFT). The
FFT and its inverse, the IFFT, can create a multitude of orthogonal subcarriers
using a single ratio ∆f = 1
To
, where ∆f is the frequency separation between
the subcarriers [3, 17, 18].
2.2.1 Block Transmission with CP
At the transmitter side, the input data is grouped into N data symbols called
an OFDM block or OFDM symbol. An OFDM symbol lasts for a duration
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of To seconds, where To = NTs. In order to keep each OFDM symbol inde-
pendent of the others after going through a wireless channel, it is necessary to
introduce a guard time Tg between OFDM symbols. By including a sufficiently
large guard band, it is possible to guarantee that there is no interference be-
tween subsequent OFDM symbols. Furthermore, adding a cyclic prefix (CP)
that is at least as long as the channel duration allows the channel output
to be decomposed into a simple multiplication of the channel frequency re-
sponse. The details concerning the mimicking of the circular convolution in
an FFT/IFFT using a CP is well understood and is given in many papers and
books [3, 17, 18]. In the literature, this form of orthogonal frequency division
multiplexing is often termed as conventional OFDM, CP-OFDM or simply
OFDM. A newer form of OFDM which does not require a CP is called IOTA-
OFDM/OQAM and is considered in chapter 3. A comprehensive comparison
between the two is also presented in chapter 3.
2.3 Frequency Selective Channels
In this thesis we consider frequency selective Rayleigh and Rician fading chan-
nels and use the well-known Jakes’s model [19]. This model describes the
correlation between the channel response of two narrowband fading channels
occupying different frequencies, which we use to model the correlation be-
tween OFDM subchannels (or bins). We make the general assumption of a
frequency selective fading channel that is wide sense stationary with uncorre-
lated, isotropic scattering. Furthermore, we presume that the delay autocorre-
lation function may be described as an exponential delay power profile (PDP)
with rms delay τd. However, note that the analysis developed later does not
depend on the type of delay power profile. An exponential PDP is chosen
here as it is a commonly used model. Moreover, in chapter 4 we consider
three other different types of PDPs, details of which are given later in this
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section. Throughout this thesis we consider a block fading channel, where the
channel impulse response is constant over the OFDM block length To, after
which the impulse response changes to a new independent value based on the
PDP. Hence, we select an arbitrary block and only consider variation across
frequency.
2.3.1 SISO Channel
Considering an OFDM system with N subcarriers, the k1-th and k2-th sub-
channel gains can be written as
Hk1 = Xk1 + j Yk1 and Hk2 = Xk2 + j Yk2 (2.1)
where Xk1 , Yk1 , Xk2 and Yk2 are identically distributed zero mean Gaussian
random variables. Without loss of generality we may set E [X2k ] = E [Y
2
k ] =
1
2
,
for all k. Following [19], we may then write the cross-correlation properties
E [Xk1 Xk2 ] = E [Yk1 Yk2 ] =
1
2
1
1 + (2pi τd∆f ∆k)2
E [Xk1 Yk1 ] = E [Xk2 Yk2 ] = 0
E [Xk1 Yk2 ] = − E [Xk2 Yk1 ] = −(2pi∆f ∆k τd) E [Xk1 Xk2 ]
(2.2)
where ∆f = 1
To
is the frequency separation between the subcarriers and ∆k =
|k1 − k2|. With these definitions we obtain the correlation function
ρf (∆k∆f) = E [Hk1H
∗
k2] =
1 + j 2pi τd∆f ∆k
1 + (2pi τd∆f ∆k)2
. (2.3)
Note that from (2.1) the marginal distribution of each channel gain, |Hk|2,
follows an exponential distribution with E [|Hk|2] = 1, Var|Hk|2 = 1 and
corr
(|Hk|2 , |Hk+∆k|2) = 1
1 + (2pi∆f ∆k τd)2
, (2.4)
where corr(·, ·) represents the correlation coefficient. Furthermore, in chapter
4 we consider a Gaussian power delay profile (PDP), a double-spike power
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Delay
Spectrum
Delay Spectrum,
Ph(τ)
Frequency ACF,
ρh(k)
Exponential 1
τ0
e[−τ/τ0] 1
1+j2pik∆fτ0
Gaussian 1√
2piτ0
e[−
1
2
(τ/τ0)2] e[−2(pik∆fτ0)
2]
Double-Spike 1
2
[δ(τ) + δ(τ − 2τ0)] 12 [1 + e(−4jpik∆fτ0)]
Uniform
1
τ0
, if |τ | ≤ τ0
2
0, otherwise
sinc(k∆fτ0)
Table 2.1: Delay spectra and frequency autocorrelation functions.
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Figure 2.1: Frequency autocorrelation function of the channel with τ0∆f =
0.01325.
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delay profile and a uniform power delay profile [20]. These models give the
ACF results specified in Table 5.1 [20].
Figure. 5.1 shows the four types of channel ACF over frequency corre-
sponding to the exponential (Exp.), Gaussian (Gauss.), double-spike (DS) and
uniform (Uni.) power delay profiles [20]. In all cases the product of ∆f and
the rms delay spread τo is set to 0.03125 which matches the IEEE 802.11a stan-
dard. The DS ACF is fundamentally different to the decaying nature of the
other models and is used to model hilly terrain [21]. Of the other ACFs, the
exponential power delay profile results in the slowest decay rate over frequency.
2.3.2 MIMO Channel
Consider a MIMO-OFDM system as shown in Fig. 2.2 which uses N subcarri-
ers with NT antennas at the transmitter and NR antennas at the receiver. We
assume independent channel coefficients in the NR ×NT channel matrix, Hk,
for all subcarriers k. This is a reasonable assumption in urban environments or
when the antenna spacings and angle spreads at the transmitter and receiver
are large. Across frequency, the statistics of each entry of Hk are governed
by the Jakes model described in Sec. 2.3. Hence, we consider correlations in
frequency, but assume spatial independence. We assume that the sampled im-
pulse response of the channel is shorter than the cyclic prefix. After removing
the cyclic prefix, the channel for the k-th subcarrier after the DFT can then
be described as a NR ×NT complex channel matrix, Hk. The received vector
of the k-th subcarrier can be written as
Rk =HkSk + nk, (2.5)
where the channel matrix for the kth subcarrier (or bin), Hk, is a NR × NT
channel matrix defined by:
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Figure 2.2: MIMO-OFDM system model
Hk =

Hk11 H
k
12 . . . H
k
1NT
Hk21 H
k
22
...
...
. . .
...
HkNR1 . . . . . . H
k
NRNT
 . (2.6)
The entries, Hkij, are the (narrow band, flat fading) complex channel gains be-
tween the jth transmit antenna and the ith receive antenna and are statistically
equivalent to the Hk1 terms defined in (2.1).
2.3.3 Rician Fading Channel
If there exists a LOS propagation path between the transmitter and receiver
without any obstacles then the resultant signal envelope fading is often mod-
eled by using a Rician distribution. In such cases, the complex entries of the
channel matrix,Hk, are still Gaussian distributed but are no longer zero mean.
The Rician distribution is characterized by a Rician K-Factor, which is
defined as the ratio of the LOS signal power to the variance of the multipath
component. As the LOS signal power decreases towards zero, the envelope
eventually approaches Rayleigh fading. The standard MIMO Rician fading
channel model is given by.
H i =
√
K
1 +K
H i,sp +
√
1
1 +K
H i,sc (2.7)
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where K is the Rician K-factor and H i,sp and H i,sc are unit power specular
and scattered matrices, respectively [22]. Note that H i,sc is equivalent to
an i.i.d Rayleigh channel matrix since it corresponds to scattered multipath
components. Compared to systems with (independent identically distributed)
i.i.d Rayleigh fading, analysis and measurement results have shown that the
achievable capacity for spatial multiplexing systems in a Rician channel is
relatively low [23] at the same SNR, especially when the transmission power is
uniformly distributed among the transmit antennas. This is due to the reduced
rank behavior [23], which leads to fewer effective spatial links. Analytical
results on system capacity for a MIMO Rician channel can be found in [24].
2.4 Closed Loop MIMO-OFDM Systems
We consider a closed-loop MIMO system where the transmitter has channel
state information (CSI). By exploiting CSI at the transmitter, eigen beam-
forming converts a MIMO channel into a bank of scalar channels, with no
crosstalk from one scalar channel to the next [25, 26, 27, 28]. Thus, the com-
plexity for detection only increases linearly with the number of antennas. Eigen
beamforming is an optimal space-time processing in the sense that it achieves
the capacity of a MIMO channel, attaining the full multiplexing gain. The
mathematical setup for closed loop MIMO system provides a rich framework
for analysis based on random matrix theory [29], information theory [30], and
linear algebra. Using these tools, numerous insights into MIMO systems have
been obtained. A few key points regarding the single-link MIMO system model
[27, 28, 29, 30, 31, 32, 33, 34, 35] are given below.
• The capacity, or maximum data rate, grows as min(NT , NR)log(1+SNR)
when the SNR is large. When the SNR is high, spatial multiplexing is
optimal.
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Figure 2.3: Closed loop adaptive MIMO-OFDM system model
• When the SNR is low, the capacity-maximizing strategy is to send a
single stream of data, using diversity precoding. Although much smaller
than at high SNR, the capacity still grows approximately linearly with
min(NT , NR), since capacity is linear with SNR in the low-SNR regime.
• Both of these cases are superior in terms of capacity to space-time coding,
in which the data rate grows at best logarithmically with NR.
• The average SNR of all NT streams can be maintained without increasing
the total transmit power relative to a SISO system, since each transmit-
ted stream is received at NR ≥ NT antennas and hence recovers the
transmit power penalty of NT due to array gain. However, even a single
low eigenvalue in the channel matrix can dominate the error performance.
In this section we briefly review the principles of maximal ratio transmission-
maximal ratio combining (MRT-MRC) and spatial multiplexing using the sin-
gular value decomposition (SVD) of a MIMO channel matrix.
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2.5 MIMO-OFDM systems with MRT-MRC
Consider an adaptive MIMO-OFDM beamforming system as shown in Fig. 2.3
which uses N subcarriers with NT antennas at the transmitter and NR anten-
nas at the receiver. The system transmits data symbol Sn,k on the k-th subcar-
rier during the t-th discrete time interval, for n ∈ Z, k ∈ {1, 2, . . . , N}, where
Sn,k ∈ R2 is from some two-dimensional symbol constellation. We refer to the
superposition of all N modulated subcarriers during the t-th time interval as
the t-th OFDM block. We assume that each subcarrier occupies a subchannel
of bandwidth ∆f (Hz), such that the total bandwidth is B = N ∆f , with
block duration T = 1
∆f
. We denote the center frequency of each subchannel
as fk, so that fk+1 − fk = ∆f . Furthermore, each subcarrier symbol is trans-
mitted with equal energy, Es, such that the total average transmitted energy
is EN = N Es. The analysis developed in this thesis is across frequency, and
we do not investigate variation across time. Hence, we consider an arbitrary
time interval and let Sn,k be replaced by Sk, the symbol on the k-th subcarrier.
Similarly, other variables such as beamforming vectors, channel matrices, etc.
will be denoted as functions of frequency (k) but not time.
In the adaptive MIMO-OFDM system model shown in Fig. 2.3, at the trans-
mitter, the k-th subcarrier modulates the symbol Sk using the beamforming
vector (or weight vector) bk. We assume that the sampled impulse response of
the channel is shorter than the cyclic prefix. After removing the cyclic prefix,
the channel for the k-th subcarrier after the Discrete Fourier Transform (DFT)
can then be described as a NR×NT complex channel matrix,Hk. Considering
a beamforming-combining system, the output of the combiner at the receiver
on the k-th subcarrier can be written as
Rk = z
†
kHk bk Sk + z
†
k nk, (2.8)
where † represents the conjugate transpose, zk is the combiner weight vector,
Hk is the narrowband channel transfer function for subcarrier k, bk is the
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beamforming vector, and Sk is the transmitted symbol. The noise vector is
denoted by nk with independent and identically distributed (i.i.d.) Gaussian
entries distributed according to CN (0, σ2). We also assume that the power
is allocated equally across all of the subcarriers, so that E [|Sk|2] = Es is a
constant, and set ‖bk‖ = 1 to reflect the power constraint at the transmitter,
where ‖ · ‖ denotes the Euclidian norm.
Given that the signal model in (2.8) is identical to that of a narrowband
system, bk and zk can be chosen to maximize the signal-to-noise ratio (SNR)
for each subcarrier independently, using the principles of beamforming and
maximum ratio combining [25, 36] for narrowband MIMO systems. For a
given beamforming vector bk, the combining vector zk that maximizes the
SNR is given by [36]
zk =
Hk bk
‖Hk bk‖ . (2.9)
The maximum SNR that can be achieved is given by Es
σ2
‖Hk bk‖2, as shown
in [25, 36].
The overall maximum SNR is achieved if the beamforming weight vector is
proportional to the eigenvector corresponding to the maximum eigenvalue λ
(k)
max
ofHkH
†
k. This transmission scheme is commonly described as maximum ratio
transmission and maximum ratio combining (MRT-MRC), which achieves full
diversity and the full array gain in Rayleigh fading channels. Substituting this
eigenvector into (2.9), the resulting optimal SNR can be written as
γ(k)max =
Es
σ2
λ(k)max , (2.10)
where Es
σ2
denotes the average SNR per branch, and (2.8) can be replaced by
Rk =
√
λ
(k)
max Sk + n˜ , (2.11)
where n˜ ∼ CN (0, σ2) is a complex Gaussian noise term independent of λ(k)max.
The non-zero eigenvalues of HkH
†
k are denoted by λ
(k)
1 > λ
(k)
2 > · · · > λ(k)m
where m = min(NR, NT ), and the maximum eigenvalue is denoted by λ
(k)
max =
λ
(k)
1 .
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2.6 Spatial Multiplexing Systems
In [25, 26, 37], it was shown that with perfect channel state information (CSI)
at the transmitter, full diversity can be achieved using adaptive MIMO with
singular value decomposition (SVD) transmission. The SVD approach creates
parallel orthogonal non-interfering spatial-eigenchannels which can handle the
transmission of independent signal streams.
Using the SVD the MIMO channel can be decomposed into m indepen-
dent parallel additive white noise channels, where m = min(NR, NT ). Let the
singular value decomposition of the channel be
Hk = U kDkV k (2.12)
where U k ∈ CNr×Nr , V k ∈ CNt×Nt are unitary matrices and Dk is the di-
agonal matrix diag(
√
λ
(k)
1 ,
√
λ
(k)
2 , · · ·
√
λ
(k)
m , 0, · · · , 0) whose elements
√
λ
(k)
1 >√
λ
(k)
2 > · · · >
√
λ
(k)
m are the ordered non-zero singular values of the channel
matrix Hk.
In a conventional SVD-based spatial multiplexing system, we pre-filter the
input message symbols, Sk, by the matrix V
†
k and post-filter the received
symbols, Rk, by the matrix U
†
k. Defining Sk = V
†
kXk, Y k = U
†
kRk, and
n˜k = U
†
knk the received signal after filtering is given by:
Y k =DkXk + n˜k. (2.13)
Since U †k is unitary, the transformed noise vector, n˜k, remains white Gaussian
according to CN (0, σ2). Since Dk is diagonal, the MIMO channel in (2.13)
contains m parallel channels of the form
Y ik =
√
λ
(k)
i X
i
k + n˜
i
k, (2.14)
where i = 1, 2, ...,m.
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2.7 Adaptive Modulation System
As discussed earlier, AMC enables robust and spectrally efficient transmission
over time-varying multipath fading channels. The basis premise is that the
channel is estimated at the receiver and fed back to the transmitter, so that
the transmission scheme can be adapted relative to the channel characteris-
tics. Modulation and coding techniques that do not adapt to fading conditions
require a fixed link margin to maintain acceptable performance when the chan-
nel quality is poor. Thus, these systems are effectively designed for worst-case
channel conditions. Since Rayleigh fading can cause a signal power loss of
up to 30dB, designing for the worst-case channel conditions can result in a
very inefficient utilization of the channel. Adapting to the channel fading can
increase average throughput, reduce required transmit power, or reduce the
average probability of bit error by taking advantage of favorable channel con-
ditions to send at higher data rates or lower power and by reducing the data
rate or increasing power as the channel degrades. An excellent overview about
the degrees of freedom in adaptive modulation can be found in [38]. There are
many parameters that can be varied at the transmitter relative to the chan-
nel gain. The most common parameters are data rate, power, coding error
probability, and combinations of these adaptive techniques [38].
A. Variable-Rate Techniques
In variable rate modulation the data rate is varied relative to the channel
gain. This can be done by fixing the symbol rate of the modulation and using
multiple modulation schemes or constellation sizes, or by fixing the modulation
(e.g 16-QAM) and changing the symbol rate. Symbol rate variation is difficult
to implement in practice because a varying signal bandwidth is impractical and
complicates bandwidth sharing. In contrast, changing the constellation size
with fixed symbol rate is fairly easy, and these techniques are used in current
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systems. Specifically, the GSM and IS-136 EDGE systems as well as 802.11a
wireless LANs vary their modulation and coding relative to channel quality
[39]. In general the modulation parameters that dictate the transmission rate
are fixed over a block or frame of symbols, where the block or frame size is a
parameter of the design.
B. Variable-Power Techniques
Adapting the transmit power alone can be used to compensate for SNR vari-
ation due to fading. The goal is to maintain a fixed BER or, equivalently, a
constant received SNR. The power adaptation thus inverts the channel fad-
ing so that the channel appears as an AWGN channel to the modulator and
demodulator. Many researchers have shown that power adaptation and rate
adaptation lead to the same average spectral efficiency [38]. In this thesis we
are interested in data rate adaptation based on the channel condition at a
constant power and target bit error rate (BER).
2.7.1 Adaptive OFDM
As discussed previously, the advantage of OFDM is that each subchannel or
subcarrier is relatively narrowband, which mitigates the effect of delay spread.
However, each subchannel experiences flat fading, which can cause large bit
error rates on some subchannels. In particular, if the transmit power on sub-
carrier k is Pk and if the fading on that subcarrier is Hk, then the received
SNR is γk = |Hk|2Pk/N0∆f , where N0 is the noise power observed in the
bandwidth ∆f . If Hk is small then the received SNR on the kth subchannel is
low, which can lead to a high BER on that subchannel. Moreover, in wireless
channels Hk will vary over time according to a given fading distribution, re-
sulting in the same performance degradation as is associated with flat fading
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for single carrier systems. Because flat fading can seriously degrade perfor-
mance in each subchannel, it is important to compensate for flat fading in
the subchannels. There are several techniques proposed for doing this, includ-
ing coding with interleaving over time and frequency, frequency equalization,
precoding, and adaptive loading [40, 41, 42, 43]. As discussed previously, in
this thesis we consider adaptive loading or data rate adaptation based on the
changing channel conditions. The basic idea here is to vary the data rate to
each subchannel relative to that subchannel gain. It has been shown that in
OFDM, adaptive subcarrier allocation yields a high diversity gain and spec-
tral efficiency [38, 44]. In conjunction with this, closed loop MIMO systems
with eigen beamforming have recently been a subject of intense research for
next-generation mobile wireless systems [40, 41, 42, 43, 45]. As discussed ear-
lier, OFDM converts a broadband MIMO channel into multiple narrowband
MIMO channels, one for each tone or subcarrier [46, 47]. Then, beamforming
and combining can be applied to each subcarrier independently. Compared to
space-time block codes, beamforming and combining provide additional array
gain and a low-complexity and flexible receiver structure [36, 46, 45]. In this
thesis we consider the statistical analysis of adaptive MIMO-OFDM beam-
forming and spatial multiplexing systems and provide some important insights
into the system throughput and outage analysis.
2.7.2 System Implementation
In practice it is difficult to continually adapt the transmit power and constel-
lation size to the channel fading. In this thesis we restrict the adaptive M-PSK
or M-QAM to a limited (discrete) set of constellations. Moreover, we consider
seven modulation options [10, 9]: outage, BPSK, QPSK, 8-PSK, 16-QAM, 32-
QAM and 64-QAM and fixed power. Using the CSI from the receiver to the
transmitter, the channel power gains (|Hk|2) or eigenvalues (obtained using the
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channel decompositions described previously) for each subcarrier are compared
with a set of fixed thresholds {T1, T2, . . . , TL+1}, where L is the number of al-
ternative modulation modes. In this thesis, the feedback channel is assumed to
be ideal (error free). If the channel gain (or eigenvalue) lies between thresholds
Ti and Ti+1, then the i-th modulation mode is used by the transmitter. Note
that it is quite common to switch off the weakest subcarriers [48]. The SNR
boundaries for switching between the modulation schemes are obtained using
the approximate method for M-PSK and square M-QAM presented in [38],
which are valid for received signals of the form given in (2.11). For a target
BER of pe these approximations are given by
SNRMPSK ≈ −1
8
ln(4 pe) 2
1.94
ln(M)
ln(2) (2.15)
SNRMQAM ≈ −2
3
(M − 1) ln(5 pe) . (2.16)
Note that exact BER results are also available but the improved accuracy in
threshold calculation has a marginal effect on system performance and the
exact results are more cumbersome.
2.8 Block Based Performance Measures
Most existing work on OFDM focuses on the mean performance and relies
on results for a single subcarrier, which are usually straightforward. For ex-
ample, the mean symbol error rate (SER) of our system is simply SER =
Prob(Rk is not decoded as Sk), and the outage of each subcarrier is Prob(λ
(k)
max <
T ), where T is some threshold below which the channel is deemed to be in
outage [37, 49, 48]. These results are identical for every subcarrier, and such
metrics give mean results with no indication as to the behavior of the whole
block. In this thesis we consider block-based metrics such as the number of
outages in the block and the data rate of the block.
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Consider the binary-valued function
Bk =
 0, if 0 ≤ Gik < T1, if T ≤ Gik <∞ (2.17)
where Gik is related to the average SNR of the k
th subcarrier branch on the
ith eigenchannel (where appropriate) which is defined later in this section and
T is the threshold value below which modulation is suspended, i.e., an outage
occurs. The function Bk simply counts whether the k-th bin is ON or OFF.
Also, consider the more general function
Wk =

w1, if T1 ≤ Gik < T2
w2, if T2 ≤ Gik < T3
...
wL, if TL ≤ Gik < TL+1
(2.18)
which includes any metric that measures a fixed criterion based on Gik in each
bin. More specifically, Gik = |hk|2 for the SISO case, Gik = Esσ2 λ(k)max for MRT-
MRC, Gik =
Es
σ2
λ
(k)
i for SVD, where i = 1, 2, ...,m and G
i
k = SINR
i
k for
other MIMO schemes, where SINRik is the signal to interference plus noise
ratio of the kth subcarrier branch. If wi is the number of bits used in the
i-th modulation scheme, then W =
∑N
k=1Wk counts the total number of bits
transmitted per OFDM block and B =
∑N
k=1Bk gives the total number of
times the modulation is ON per OFDM block. Since the number of outages
in the block is N −B, we note that B gives outage information. Similarly the
data rate of the block is W
T
so W gives the data rate. Since B is a special case
of W , we consider only W in the entire thesis.
2.9 Summary
This chapter provides background information and system models used in this
thesis. In particular, the channel ACFs in frequency domain, which govern
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the frequency-variation of the channels, are elaborated. The basic principles
of OFDM are presented. The linear relationship between the input and out-
put of a MIMO-OFDM system (on a per subcarrier basis) is given, where the
channel can be written as a random matrix with complex entries. We focus on
both i.i.d Rayleigh and Rician fading channels. In an MIMO-OFDM system
the MRT-MRC transmission scheme can achieve full diversity and full array
gain in Rayleigh fading channels. Through the SVD, the eigen-structure of the
channel correlation matrix can be analyzed. Many studies have shown that the
eigen-structure possesses information regarding the system characteristics in
the spatial domain. The concept of SVD can also be extended to a transceiver
architecture known as eigen beamforming or SVD-transmission, via linear op-
erations on both transmitted and received signals. The last section provided
some basics of adaptive modulation and adaptive OFDM. Furthermore, block
based performance metrics for adaptive MIMO-OFDM systems are presented.
One of the major goals of this thesis is to study the frequency domain charac-
teristics of these metrics.
Chapter 3
Comparison of Adaptive OFDM
and IOTA-OFDM
OFDM has received much attention for wireless broadband access. As a modu-
lation scheme, OFDM is resilient to highly frequency selective fading channels
that result from sending high bandwidth digital signals over time dispersive
media. The single wideband channel is converted to many parallel narrow-
band channels, or subcarriers, each experiencing flat fading [17, 18]. By using
channel coding across the subcarriers, OFDM can achieve good performance
without the requirement of a complicated time-domain equalizer, which is the
common solution for single carrier systems. The tradeoffs for this multipath
robustness come in many forms and are well known [17, 50]. First, to avoid
interblock interference (IBI), a guard time, having a duration longer than the
channels impulse response, is required; thus reducing spectral efficiency. Fur-
thermore, to maintain subcarrier orthogonality, a cyclic prefix is transmitted
during the guard time, which wastes power [17, 18]. Second, due to the close
spacing of the subcarriers, OFDM requires precise frequency synchronization.
FM effects such as carrier frequency offset (CFO), Doppler shift, and phase
noise all result in inter-carrier interference (ICI) and thus degrade performance
[17, 51]. Another problem associated with CP-OFDM is adjacent channel in-
terference (ACI). The pulse shape of the conventional OFDM is rectangular in
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nature. As a result, the spectrum is a sum of sinc functions for which the suc-
cessive side lobe maxima decreases slowly in amplitude. Further, conventional
OFDM systems use a guard interval and so it is not possible to achieve maximal
spectral efficiency. The commonly used rectangular or Nyquist root impulses
permit data transmission with nearly optimal spectral efficiency. However,
they are not well localized either in time or in frequency. Hence the residual
ISI and ICI lower the system performance.
The third major drawback in OFDM, is its high peak-to-average power ra-
tio (PAPR). The sum of N orthogonal sinusoids results in a signal having large
amplitude fluctuations. Such a signal is sensitive to nonlinearities found in the
communications system. The high power amplifier (HPA) at the transmitter
is a nonlinear device. To amplify the OFDM signal without causing nonlin-
ear distortion (which causes both ICI and out-of-band spectral growth) input
power backoff (IBO) is required. However, the larger the IBO the lower the
HPA efficiency. Thus a compromise must be made to satisfy the conflicting
requirements of high HPA efficiency and low distortion. In this chapter, we
show the effect of these problems on system performance and propose some
solutions to mitigate these problems.
Many papers [52, 53, 54, 55, 56] have demonstrated promising advantages
of OFDM/OQAM over CP-OFDM and this technology has already been intro-
duced in many standards [9, 10, 11]. OFDM/OQAM employing IOTA, as in
[52, 53, 54, 55], is a unique approach. Since IOTA-OFDM does not use a guard
interval it is spectrally more efficient. The IOTA-OFDM system employs well
localized orthogonal pulses in both time and frequency, and hence provides
better immunity against both ISI and ICI. The effect of ACI on IOTA-OFDM
is not so severe, as the spectrum of an IOTA function fades much faster, com-
pared to the spectrum of a rectangular pulse. As proposed in [52, 54, 57, 58],
the efficient use of FFT algorithms and polyphase filtering for IOTA can be
shown to simplify the implementation complexity of the IOTA-OFDM system.
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Due to the intrinsic ISI of the IOTA function, the conventional pilot aided
channel estimation (PACE) schemes used in CP-OFDM are not directly ap-
plicable to IOTA-OFDM. In [59], a preamble-based channel estimation pro-
cedure for OFDM/OQAM was proposed. However, performance comparisons
between CP-OFDM and IOTA-OFDM are still not comprehensive. In this
chapter we present some new results on the effects of channel estimation error
and frequency offset in a frequency selective channel with Doppler effects and
additive noise. System comparisons are made on the basis of BER and we are
able to assess the joint and individual effects of the system imperfections.
The second part of this chapter focuses on the adaptive subcarrier alloca-
tion. It has been shown that in OFDM, adaptive subcarrier allocation yields
a high diversity gain and spectral efficiency [44, 38]. Our work focuses on
performance measures for adaptive CP-OFDM and IOTA-OFDM without a
cyclic prefix. System comparisons are made on the basis of number of bits
transmitted per OFDM block at a specified target BER.
The third part of this chapter focuses on the PAPR problem. Here, we use
an iterative clipping and frequency domain filtering stage for reducing PAPR
[60]. We study the effectiveness of the PAPR reduction technique proposed
in [60]. Furthermore, we propose an adaptive clipping stage based on the
constellation size being used. Through simulations we verify the performance
of the proposed scheme on reducing PAPR and its effect on BER.
3.1 CP-OFDM and IOTA-OFDM Systems
Here, we briefly describe the CP-OFDM system and the IOTA-OFDM/OQAM
system. The transmitted signal in both CP-OFDM and IOTA-OFDM/OQAM
systems can be written as
s(t) =
N−1∑
k=0
∞∑
n=−∞
Ck,ngk,n(t), (3.1)
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where Ck,n is the symbol transmitted on the k
th subchannel during the nth
symbol period, N is the number of subchannels and gk,n(t) is a time-frequency
shifted version of an elementary transmit pulse g(t). In CP-OFDM systems
[56]
gk,n(t) = e
j2k∆ftg(t− n(To + TG)) (3.2)
where TG is the guard interval between two successive OFDM symbols, To is
the symbol duration and ∆f is the frequency spacing between two adjacent
subchannels. The density of the time frequency lattice is given by ∆fTo = 1
and for OFDM, Ck,n are complex valued symbols. The rectangular function,
g(t), is defined below:
g(t) =
 1√To+TG , if − TG ≤ t < To0, elsewhere . (3.3)
As shown in Fig. 3.2, the time frequency translation can be efficiently imple-
mented by using an N-point inverse fast Fourier transform (N-IFFT). Also a
guard interval or cyclic prefix, TG, is added to efficiently combat the multi-path
effect.
The key technique employed in OFDM/OQAM is the separate transmission
of the real and imaginary parts of complex QAM symbols which are offset in
time [54]. The IOTA function allows a subchannel spacing of half the symbol
rate (∆f = 1/2To) provided that the symbols from in-phase and quadrature
channels are transmitted in an alternating fashion. This type of modulation is
commonly known as IOTA-OFDM/OQAM or simply OFDM/OQAM. Fig. 3.1
shows the time-frequency lattice of the OFDM/OQAM. The IOTA function,
gk,n, is obtained by repeated orthogonalization of the Gaussian function, g(t) =
2
1
4 e−pit
2/2T 2o , in both time and frequency using the methods presented in [54, 8].
This orthogonality procedure gives the function g˜(t). Following [8], in [61] we
have provided a method to derive the necessary coefficients for computing the
IOTA function. A summary of this method is given in [8, 54].
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Figure 3.1: OFDM/OQAM time-frequency lattice
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In OFDM/OQAM systems [8]
gk,n(t) = e
j(k+n)pi/2ej2k∆ftg˜(t− nTo
2
), (3.4)
where ∆f and To are defined previously. The implementation complexity of
IOTA-OFDM is slightly higher than CP-OFDM since the prototype function,
gk,n(t), is wider than To. However, as shown in Appendix 3.4.1, the coefficients
of the IOTA function fall off rapidly and hence it can be safely truncated to
7To. Therefore, IOTA-OFDM can be implemented with an IFFT followed by
a filtering in time domain. In addition, the complexity can be further reduced
by using a polyphase implementation [62]. Figure. 3.2 shows a system diagram
for a generic multi-carrier transmission technique. The OFDM/OQAM imple-
mentation requires the additional shaded blocks which are not employed by
CP-OFDM. The system model shown in Fig. 3.2 suggests that both systems
can co-exist without many changes in the system implementation. Figure 3.3
shows the power spectral density plot for CP-OFDM and IOTA-OFDM before
the PAPR reduction stage. This figure shows that the spectrum of CP-OFDM
decays very slowly (since the spectrum is the sum of sinc functions) and hence
the ACI problem is severe. ACI performance can be improved by using null
(or guard) subcarriers towards the edge of the spectrum [63]. In this mode, no
power (or no data) is allocated to the subcarriers towards the edge of the spec-
trum in order to fit the spectrum of the OFDM symbol within the allocated
bandwidth and thus reduce the ACI. However, this will reduce average system
throughput. In IOTA-OFDM, due to the use of well localized pulses in the
frequency domain, the spectrum is fast decaying and the out-of-band spectrum
(as shown in Fig. 3.3 and in [9]) is 70dB below the in-band spectrum. Hence,
IOTA-OFDM does not require any guard subcarriers and thus considerable
throughput increase can be achieved.
At the receiver side, the received signal, r(t), is
r(t) = h(t) ∗ s(t) + n(t), (3.5)
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Figure 3.2: Generalized adaptive OFDM baseband transceiver model
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Figure 3.3: PSD plot for CP-OFDM and IOTA-OFDM
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where h(t) and n(t) are defined previously.
The receiver shown in Fig. 3.2 uses the conjugate of the structure used at
the transmitter (i.e. it uses g∗k,n(t)). Using the orthogonality conditions of the
IOTA function [54, 8] and after the FFT, the received signal can be expressed
as
Yk,n = Hk,nCk,n +Nk,n, (3.6)
where Hk,n represents the channel gain (in the frequency domain) associated
with the kth subchannel and nth symbol period after the IOTA filtering and
FFT operation. Nk,n is the noise associated with the k
th subchannel and nth
symbol period after the receiver processing described above. The representa-
tion in (3.6) assumes perfect transmitter/receiver structures. We assume that
symbols are detected after a simple zero forcing (ZF) stage using the estimated
channel transfer gain, Ĥk,n. Hence, we have the estimated symbol,
C˜k,n = Yk,n
Ĥ∗k,n
|Ĥk,n|2
. (3.7)
Standard approaches to channel estimation for CP-OFDM are based on
pilot symbols [64]. For OFDM/OQAM channel estimation procedures are still
being developed. Promising techniques based on preambles have appeared in
[59]. However, here we are not interested in using a specific type of channel
estimation/equalization. In this chapter, we are interested in the performance
of CP-OFDM and IOTA-OFDM with comparable channel estimation errors.
Hence, we employ a statistical model for CSI errors. For ease of notation, in
the rest of this chapter we omit the time subscript for all the variables and
consider only the frequency index k. For example, the time subscript (n) for
the channel gain is removed and Hk,n is denoted by Hk.
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3.1.1 System Imperfections
A. Channel Estimation Errors
Here we consider that the estimated channel is correlated with the true channel
via the correlation, ρe = E
[
Ĥm,n, Hm,n
]
. Hence, in Rayleigh fading channels,
the estimated channel can be obtained by using [65]
Ĥm,n = ρeHm,n +
√
1− ρ2eEm,n (3.8)
where Em,n is the Gaussian error signal and is assumed independent of the
true channel realization. To keep the same behavior across frequency for the
Ĥm,n process as for the Hm,n process we assume that the Em,n has the same
statistical properties as Hm,n. Hence Em,n satisfies (2.1) - (2.4).
A statistical model for imperfect CSI is used as it allows a comparison
of IOTA-OFDM and CP-OFDM under exactly the same conditions. Hence,
any differences in performance are due to the fundamental dependence of the
schemes on CSI, rather than the particular channel estimation procedures used.
To calibrate the statistical model a PACE procedure [66, 50] was also simulated
for CP-OFDM. The results are similar to the statistical model in (3.8) with
correlation ρe = 0.999. Since a practical estimation procedure yields results
which closely match ρe = 0.999, we restrict our simulations to the region
ρe ≥ 0.99.
B. Frequency Offset
Carrier frequency offset is introduced during transmission because of channel
distortions, such as Doppler frequency shift, or at the receiver due to crystal
oscillator inaccuracy. This error will normally be compensated in the receiver
prior to demodulation. Since the compensation will not be perfect, a certain
carrier frequency offset, δf , will always be present. The interference caused
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by frequency synchronization imperfection is a function of the normalized fre-
quency offset. In [51], it was shown that for smaller values of ∆f , the inter-
ference power is γI ∝ (∆fFS )
2, where FS is the sampling frequency. Hence, the
interference power can be easily calculated. Here, we provide a simple method
for calculating the SNR loss induced by frequency offset.
The received signal on the lth subcarrier branch after the FFT can be simply
expressed, neglecting the carrier frequency, as
rl(t) = Cle
j2pil∆ft (3.9)
where Cl is the complex modulating symbol on the l
th subcarrier. An interfer-
ing subcarrier m can be written as
rl+m(t) = Cme
j2pi(l+m)∆ft (3.10)
If the signal is demodulated with a fractional frequency offset of δf , |δf | ≤ 1
2
,
then the demodulated signal is given by
rˆl+m(t) = Cme
j2pi(l+m+δf)∆ft (3.11)
The ICI between subcarrier l and l + m after the FFT, is simply the inner
product between them:
Im =
∫ To
0
rl(t)rˆl+m(t)dt =
Cm[1− e−j2pi(m+δf)]
∆fj2pi(m+ δf)
(3.12)
It can be seen that in (3.12), δf = 0 => Im = 0, as expected. The total
average ICI per OFDM symbol on subcarrier l is then
ICIl = E
[∑
m6=l
|Im|2
]
≈ Ko(δf/∆f)2Es (3.13)
where Ko is a constant that depends on various assumptions [51], and Es is the
average symbol energy. The approximation sign is used in (3.13) because this
expression assumes that there are an infinite number of interfering subcarriers.
Chapter 3 Comparison of Adaptive OFDM and IOTA-OFDM 41
Since the interference falls off quickly with m, this assumption is very accurate
for subcarriers near the middle of the band and is pessimistic by a factor of 2
at either end of the band.
The SNR loss induced by a frequency offset is given by
∆SNR =
Es/σ
2
Es/(σ2 +Ko(δf/∆f)2)
= 1 +Ko(δf/∆f)
2SNR (3.14)
in Sec. 3.2 we use (3.14) to obtain the signal to interference (due to fre-
quency offset) plus noise ratio (SINR). Using (3.14), the analytical results are
verified by simulation and it is shown to be very accurate in the calculation of
threshold values in (3.19). Important observations from the SNR loss (or ICI)
expression (3.14) are as follows
• SNR decreases quadratically with the frequency offset.
• Since ∆f = 1
To
= 1
NT
, SNR decreases quadratically with the number of
subcarriers.
• the loss in SNR is also proportional to SNR itself
• In order to keep the loss negligible, for example, < 0.5dB, the relative
frequency offset needs to be about 1% to 2% of the subcarrier spacing or
even lower, to preserve high SNRs.
• Therefore, the selection of the number of subcarriers is a tradeoff between
CP overhead and the offset penalty. In other words, one can reduce the
CP overhead by increasing the number of subcarriers (with less ∆f) but
this makes the system less tolerant to frequency offset.
In this section we show that for a given choice of N , the use of IOTA pulse
shaping reduces the severity of the frequency offset problem.
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3.1.2 Simulation Results
The simulations were carried out for a 64 subcarrier system with a separation
of ∆f = 0.3125MHz, thus occupying a bandwidth of 20MHz. Also, a system
carrier frequency of 5.725GHz (IEEE 802.11a standard) is chosen. Figures 3.4
– 3.7 show the simulated BER versus mean SNR (Eb/No) for a Rayleigh fading
channel with an exponentially decaying power delay profile. For CP-OFDM
a CP of length G equal to 16-samples was used and for IOTA-OFDM a pulse
shaping filter of length 14-taps with the coefficients given in Table 3.2 was used.
Figure 3.4 shows the BER performance for both systems with perfect CSI at
the receiver. IOTA-OFDM performs better than CP-OFDM as the cyclic
prefix alone cannot combat the interference due to multipath fading channel.
For example, at a BER of 10−3 IOTA-OFDM is approximately 4dB better
off than CP-OFDM. From Figure 3.5, in the presence of imperfect channel
state information (CSI), this gain may be slightly reduced. Furthermore, both
techniques show a great sensitivity to the level of channel estimation error.
Overall, the effect of imperfect CSI is to push the BER curves up towards a
floor. This has the effect of narrowing the gap between the IOTA-OFDM and
CP-OFDM results. Note that a considerable throughput increase is achieved
by not using a CP. Specifically, the throughput improvement is 100N
G
%, which
gives 25% for the particular system under consideration.
Figure 3.6 displays the effect of frequency offset on CP-OFDM and IOTA-
OFDM. Simulations were carried out for three different values of δf . Here, we
can see that in both systems, the distortion introduced due to frequency offset
is severely degrading the BER performance. Due to the use of well localized
pulses in the frequency domain, IOTA-OFDM is less sensitive to frequency
offset errors. However, for higher δf , in both systems, there is an irreducible
error floor in BER. This suggests that accurate estimation of frequency offset
plays a crucial role in achieving good performance. Figure 3.7 demonstrates
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the effect of varying delay spread on the system performance in the presence
of both frequency offset and imperfect channel estimation over a fading noisy
channel. Simulations are performed for τrms values of 50ns and 80ns. Here,
we can see the inherent robustness of IOTA-OFDM to the time dispersion in
the propagation environment. The results in Fig. 3.7 show the joint effect of
all the channel effects and system impairments considered. The improvements
of IOTA-OFDM in improved immunity to interference and reduced sensitivity
to frequency offset are partially reduced by imperfect CSI. However, BER
advantages of several dB are still realized with a throughput advantage of 25%.
If BER results were fixed for the two systems then the throughput advantages
of IOTA-OFDM would be considerable (25%).
3.1.3 Summary
In this section, we have considered some fundamental issues concerning the
BER performance of CP-OFDM and IOTA-OFDM under typical system im-
perfections. Simulation results show that IOTA-OFDM performs better than
CP-OFDM. In addition to a fundamental throughput advantage due to the
lack of a CP, IOTA-OFDM also offers improved immunity to interference and
reduced sensitivity to frequency offset. This creates substantial throughput
improvements for comparable BER values.
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Figure 3.4: Uncoded BER comparison between CP-OFDM and IOTA-OFDM
with perfect CSI at the receiver (τrms = 50ns).
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Figure 3.5: Uncoded BER comparison between CP-OFDM and IOTA-OFDM
over a Rayleigh fading channel with channel estimation errors at the receiver
(τrms = 50ns).
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Figure 3.6: Uncoded BER comparison between CP-OFDM and IOTA-OFDM
with frequency offset errors at the receiver and assuming perfect CSI (τrms =
50ns).
3.2 AM System Implementation in the Pres-
ence of System Imperfections
Using the adaptive transmission schemes described in Sec. 2.7 and Sec. 2.8,
in this section we provide performance measures for CP-OFDM and IOTA-
OFDM in the presence of the system imperfections described in Sec. 3.1.1.
3.2.1 Subcarrier SINR Calculation
Here we derive an expression for the SINR in the presence of CSI errors and
ICI. This is required for the modulation switching threshold calculation which
is also presented. The received signal in the presence of frequency offset and
other system non-idealities can be expressed as
Rk = HkSk + Ik +Nk, (3.15)
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Figure 3.7: Uncoded BER comparison between CP-OFDM and IOTA-OFDM
with frequency offset (δf = 3%) and with channel estimation errors (ρe =
0.999) at the receiver.
where Ik represents the interference due to the system imperfections (notably
frequency offset in this study). After the ZF equalization using Ĥk, the received
signal is
R̂k =
Hk
Ĥk
Sk +
Ik +Nk
Ĥk
= Sk + (
Hk
Ĥk
− 1)Sk + Ik +Nk
Ĥk
.
(3.16)
The effective SNR per branch can be written as
ŜINR =
|Ĥk|2E [|Sk|2]
|Hk − Ĥk|2E [|Sk|2] + E [|I|2] + σ2
. (3.17)
Substituting (3.8) in (3.17) and taking expectation gives the following
ŜINR =
Ps|Ĥk|2
(1− ρe)2Ps|Ĥk|2 + (1− ρ2e)Ps + γI + σ2
(3.18)
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Modulations Channel power gain thresholds
Target BER = 10−3 Target BER = 10−2
Outage 0 ≤ |Hk|2 < 0.217 0 ≤ |Hk|2 < 0.081
BPSK 0.217 ≤ |Hk|2 < 1.049 0.081 ≤ |Hk|2 < 0.518
QPSK 1.049 ≤ |Hk|2 < 4.169 0.518 ≤ |Hk|2 < 1.911
8-PSK 4.169 ≤ |Hk|2 < 5.851 1.911 ≤ |Hk|2 <2.947
16-QAM 5.851 ≤ |Hk|2 < 12.618 2.947 ≤ |Hk|2 < 6.711
32-QAM 12.618 ≤ |Hk|2 < 26.815 6.711 ≤ |Hk|2 < 13.907
64-QAM 26.815 ≤ |Hk|2 13.907 ≤ |Hk|2
Table 3.1: Channel power gain thresholds for two target BER values.
where γI is the interference power. Substituting (2.15) or (2.16) into (3.18)
and rearranging the terms gives threshold values for |Hk|2 which can be used
to implement the adaptive modulation scheme. These are given by:
|Ĥk|2 = [(1− ρ
2
e)Ps + γI + σ
2]Tj
Ps(1− Tj(1− ρe)2) , (3.19)
where Tj represents the modulation switching threshold described in Sec. 2.8.
If the channel estimation is perfect, ρe = 1, then (3.19) reduces to |Ĥk|2 =
Tj(γI + σ
2)P−1s , where the term,
Ps
(γI+σ2)
, represents the signal to interference
(due to frequency offset) and noise ratio, can be obtained by using (3.14).
The threshold values are summarized in Table 3.1, where we have assumed an
average SNR per branch equal to 20dB and target BER values of 10−2 and
10−3. Using the results of Table 3.1, in Sec. 3.2.2 we compare the spectral
efficiency of CP-OFDM and IOTA-OFDM.
3.2.2 Simulation Results
The simulations were carried out for a 64 subcarrier system with a separation
of ∆f = 0.3125MHz, thus occupying a bandwidth of 20MHz. Also, a system
carrier frequency of 5.725GHz (IEEE 802.11a standard) is chosen. For CP-
OFDM a CP of length TG equal to 16-samples was used and for IOTA-OFDM
a pulse shaping filter of length 14-taps with the coefficients given in [61] was
used.
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Figures. 3.8 – 3.10 show the number of bits transmitted per block for
adaptive CP-OFDM and adaptive IOTA-OFDM systems. With the adap-
tive scheme considered, the number of bits per block must lie in the region
[0, 6(N + 16)] or [0, 480] since a 6-bit symbol in 64-QAM is the maximum.
Considering Fig. 3.8, we see that at a target BER of 10−3, with perfect CSI, in
IOTA-OFDM the average number of bits transmitted is around 220-bits with
variation mainly from 100-bits to 330-bits. In CP-OFDM the average number
of bits transmitted is around 175-bits with the variation mainly from 100-bits
to 240-bits. We can see that in IOTA-OFDM there is a gain of around 25%
because of the lack of CP. As ρe decreases, the number of bits per block also
decreases. If ρe is decreased from 1 to 0.985 then in IOTA-OFDM the mean
number of bits transmitted decreases from 220 to 185 and in CP-OFDM these
values are around 175 to 145 bits.
Figure 3.9 displays the effect of frequency offset on adaptive CP-OFDM
and adaptive IOTA-OFDM. Simulations were carried out for three different
values of δf . Here, we can see that in both systems, the distortion introduced
due to frequency offset is severely affecting the number of bits transmitted per
block. The results in Fig. 3.10 show the joint effect of all the channel effects
and system impairments for different target BERs. As we can see, the mean
number of bits transmitted for IOTA-OFDM at a target BER of 10−2 is around
255 bits with a maximum of around 410 bits, whereas in CP-OFDM these
values are around 200 bits and 325 bits respectively. These values decrease
with decreases in target BER (i.e for improved quality of service).
3.2.3 Summary
We have considered the number of bits per block transmitted in adaptive CP-
OFDM and adaptive IOTA-OFDM under typical system imperfections. The
transmitter and receiver adapt dynamically to different channel conditions and
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Figure 3.8: CDF plots for the number of bits per OFDM block period for
different values of the channel estimation error (N = 64, τd = 100ns, Target
BER = 10−3).
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Figure 3.9: CDF plots for the number of bits per OFDM block period for
different frequency offset values (N = 64, τd = 100ns, Target BER = 10
−3).
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Figure 3.10: CDF plots for the number of bits per OFDM block period for two
different target BERs (N = 64, τd = 100ns), ρe = 0.995 and δf = 0.5%.
interference environments leading to a higher reliability and spectral efficiency.
Simulation results show that adaptive IOTA-OFDM is spectrally efficient and
always outperforms CP-OFDM. IOTA-OFDM gains fully realize the potential
due to the lack of CP as it is no more sensitive to system imperfections than CP-
OFDM. Therefore, IOTA-OFDM is a promising candidate for future wireless
communications.
3.3 Peak to Average Power Ratio in OFDM
The average power of s(t) is
Pav =
1
To
∫ To
0
|s(t)|2dt = N. (3.20)
The peak-to-average power is defined as
PAPRs = max
0≤t<NBTo
|s(t)|2/Pav, (3.21)
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where NB is the number of observed OFDM blocks and s(t), To, N are defined
previously. The absolute maximum signal power is N2 so the PAPR can be as
high as N . However, the likelihood of the N subcarriers aligning in phase is
extremely low [67], and thus the PAPR is best considered statistically.
It is well known that for typical OFDM baseband signals the real and
imaginary parts are well approximated as Gaussian processes (due to the ap-
plication of the central limit theorem for large N). Therefore, the instantaneous
signal power, |s(t)|2, is chi-squared distributed with two degrees of freedom.
The complementary cumulative distribution function (CCDF) of PAPRs is
bounded as [67]
Prob(PAPRs > PAPR0) ' 1− (1− e−PAPR0)N , (3.22)
where 1 − (1 − e−PAPR0)N is an approximation to the PAPR CCDF of the
sequence s(t)|t=iToN : i = 0, 1, ....N − 1 [67]. This expression assumes that
the N time domain signal samples are mutually independent and uncorrelated.
This is not true, however, when oversampling is applied. Also, this expression
is not accurate for a small number of subcarriers since a Gaussian assumption
does not hold in this case. The PAPR of the discrete-time sequence provides
a lower bound to the continuous-time signal since peaks can occur between
sampling times. In, [68] it was shown that OFDM systems with sufficiently
large N (≥ 64) exhibit similar PAPR statistics regardless of N and constellation
size. From Fig. 3.11 we can see that the complementary CCDF is almost
identical for both 16-QAM and 64-QAM and similarly for N = 64 and N =
256. In Fig. 3.11, a CCDF value of 10−5 represents a probability of that
peak occurrence as 0.001%. Values below this threshold rarely occur and are
neglected in our simulations as in [60, 68].
When an OFDM signal is passed through a nonlinear device, such as a HPA
or a digital-to-analog converter (DAC) a high peak signal generates out-of-band
energy (spectral regrowth) and in-band distortion (constellation tilting and
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Figure 3.11: Complementary cumulative distribution function plots of PAPR
for OFDM with varying N and constellation size (N = 64, 256 and 16-QAM,
64-QAM)
scattering). These degradations may affect the system performance severely.
To avoid such undesirable nonlinear effects, the OFDM signal must be passed
through the linear region of the HPA by decreasing the average power of the
input signal. This is called (input) backoff (IBO) and results in a proportional
output backoff (OBO). High backoff reduces the power efficiency of the HPA
and may limit the battery life for the mobile applications. In addition to
inefficiency in terms of power, the coverage range is reduced, and the cost of
the HPA is higher than would be mandated by the average power requirements.
The input backoff is defined as
IBO = 10log10
PinSat
Pav
, (3.23)
where PinSat is the saturation power, above which is the nonlinear region.
The amount of backoff is usually greater than or equal to the PAR of the
signal. In addition to the large burden on the HPA, a high PAPR requires
high resolution for both the transmitter’s DAC and the receivers ADC, since
the dynamic range of the signal is proportional to the PAPR. These problems
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can be mitigated by applying a PAPR reduction to the transmitted OFDM
signal. In this section, we address some of the PAPR reduction techniques.
Furthermore, we propose an adaptive iterative clipping and frequency domain
approach to reduce the PAPR of an adaptive OFDM siganl.
3.3.1 Overview of PAPR Reduction Techniques
To alleviate the nonlinear effects due to high PAPR in OFDM, numerous
approaches have been proposed. The first plan of attack is to reduce PAPR at
the transmitter, through either peak cancelation or signal mapping. Another
set of techniques focuses on OFDM signal reconstruction at the receiver in spite
of the introduced nonlinearities. A further approach is to attempt to predistort
the analog signal so that it will appear to have been linearly amplified. An
overview of various types of PAPR reduction techniques can be found in [69].
The signal mapping approaches are quite flexible and effective [69], but
their principal drawbacks are that the receiver structure needs to be changed,
and transmit overhead (power and symbols) is required to send the needed
information for decoding. Hence, these techniques, would require explicit sup-
port by the standard being used. In contrast, peak-cancelation techniques do
not require any side information and are more generic. Hence, in this sec-
tion, we focus on an iterative adaptive clipping and filtering technique and
provide some new results on the effectiveness of this technique when used in
conjunction with adaptive OFDM.
3.3.2 PAPR Reduction for Adaptive OFDM
Clipping, sometimes called soft limiting, truncates the amplitude of signals
that exceed the clipping level as
x(t) =
 s(t), if |s(t)| ≤ AmaxAmaxejψ(t), if |s(t)| > Amax (3.24)
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where ψ(t) = arg[s(t)]. Therefore, the magnitude of the clipped signal does
not exceed Amax, and the phase of s(t) is preserved. The clipping severity is
measured by the clipping ratio, CR, which is defined as the ratio of the clipping
level to the average power of the unclipped baseband signal. Hence,
CR =
Amax
Pav
. (3.25)
Figure 3.12 shows the block diagram of the PAPR reduction scheme. The
input bit stream is passed though the adaptive modulation block. This unit
selects the constellation size of each subcarrier based on the CSI fed back from
the receiver as described in Sec. 2.7. The symbols are mapped on to N subcar-
riers and N(L1 − 1) zeros are added in the middle of the vector, where L1 is
the interpolation ratio. After the IFFT operation we get an interpolated signal
in the time domain. This process is similar to the trigonometric interpolation
described in [70]. The interpolated signal is then clipped. Here we use soft
clipping given by (3.24). The clipping is followed by frequency domain filtering
to reduce out-of-band power. The filter consists of two FFT operations. The
forward FFT transforms the clipped signal back into the discrete frequency
domain. The in-band discrete frequency components of the clipped signal are
passed unchanged to the inputs of the second IFFT while the out-of-band com-
ponents are nulled. In Fig. 3.12 L2 represents the second interpolation ratio
just before the final IFFT operation. However, the second oversize IFFT could
be replaced by any of the transform, upsampling and filtering arrangements
commonly used in OFDM systems. So the technique can be implemented by
replacing the IFFT block in an existing OFDM system with the new configu-
ration. Figure 3.13 shows the PSD plots of the OFDM signal before clipping,
after clipping and after both clipping and filtering stages. After the clipping
stage, the increase in out-of-band power can be clearly seen in Fig 3.13. How-
ever, the spectrum of the clipped and filtered signal has precisely the same
form as that of the original unclipped OFDM signal. Hence, the frequency
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Figure 3.12: Schematic of PAPR reduction technique
domain filtering is very effective in reducing the out-of-band emissions.
3.3.3 Simulation Results
From Fig. 3.14 we can see that the CCDF of the PAPR is almost identical for
both 16-QAM and 64-QAM. Results are shown for the interpolation ratio, L1
= 2, clipping thresholds, 6dB, 8dB and for OFDM with no clipping. Clipping
after interpolation is much more effective than clipping before interpolation
in reducing the dynamic range of the signal. In Fig. 3.14, a CCDF value of
10−5 represents a probability of that peak occurrence as 0.001%. Values below
this threshold rarely occur and are neglected in our simulations as in [60, 68].
Figure. 3.15 shows the BER performance before and after clipping. As can
be seen in Fig. 3.15, the use of adaptive clipping has negligible effect on BER
performance.
Figure 3.16 shows BER performance of adaptive OFDM after the adaptive
clipping and filtering stages. As can be seen in Fig. 3.16 for lower values of
clipping thresholds the actual BER is higher than the target BER of 10−3.
However, for the values of clipping thresholds around 8dB the actual BER is
slightly below the target BER. For clipping thresholds greater than 9dB the
actual BER is well below 10−6. Therefore, by using the proposed adaptive
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Figure 3.13: PSD plots of OFDM signal before and after PAPR reduction
applied (N = 32 and 64-QAM).
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Figure 3.15: BER performance plots over an AWGN channel for OFDM with
different constellation sizes before and after clipping and filtering (N = 64).
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Figure 3.16: BER plot for adaptive OFDM after applying the adaptive PAPR
reduction technique (the average SNR per branch is set to 18dB, N = 64 and
target BER = 10−3 ).
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PAPR reduction stages we can reduce the PAPR of adaptive OFDM systems
to about 8dB with a negligible effect on BER performance.
3.3.4 Summary
In this section, we have considered the number of bits per block transmit-
ted in adaptive CP-OFDM and adaptive IOTA-OFDM under typical system
imperfections. The transmitter and receiver adapt dynamically to different
channel conditions and interference environments leading to a higher reliabil-
ity and spectral efficiency. Simulation results show that adaptive IOTA-OFDM
is spectrally efficient and always outperforms CP-OFDM. IOTA-OFDM gains
fully realize the potential due to the lack of CP as it is no more sensitive to
system imperfections than CP-OFDM. Therefore, IOTA-OFDM is a promising
candidate in the future wireless communications. Next, we have discussed the
PAPR of OFDM systems and proposed a new adaptive PAPR reduction tech-
nique. Our results show that adaptive clipping and frequency domain filtering
is very effective in reducing the PAPR of adaptive OFDM systems.
3.4 Appendix
3.4.1 Derivation of the IOTA coefficients
Using the method presented in [6, 8] the coefficients for the orthogonal pulse
go(t) can be obtained. The Gaussian pulse, g(t), is orthogonalized using,
go(t) = OToF
−1O∆fFg(t). (3.26)
In (3.26), Oa is an orthogonalization operator with a equal to To or ∆f so
that it orthogonalizes the function along the time or frequency axis. Also in
(3.26), F is the Fourier transform operator. Specifically, the orthogonalization
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Coefficient Index Value
go(0) 1.00000
go(1) = go(−1) -2.1557 10−2
go(2) = go(−2) 7.1007 10−4
go(3) = go(−3) -2.4617 10−5
go(4) = go(−4) 9.5989 10−7
go(5) = go(−5) -3.8006 10−8
go(6) = go(−6) 1.5112 10−9
go(7) = go(−7) -5.7959 10−11
go(8) = go(−8) -8.9591 10−13
Table 3.2: Coefficients of the pulse shape filter obtained using IOTA
operator Oa transforms a function x into y according to
y(u) =
x(u)√
a
∑+∞
m=−∞ ||x(u−ma)||2
. (3.27)
The first eight coefficients required by the pulse shaping filter are computed
from (3.26) and (3.27) and are given in Table 3.2. As can be observed, the
coefficients die away extremely rapidly. In our implementation, only the first
seven coefficients are used. Note that the coefficients of the pulse shaping
filter obtained using (3.26) and (3.27) ensure the orthogonality between two
adjacent time or frequency symbols. Hence, at the receiver, we can recover the
transmitted symbols.
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Chapter 4
Performance Analysis of
Adaptive MIMO-OFDM
Beamforming Systems
Many results are available on the performance of OFDM systems [47, 34, 71, 72,
73, 74]. Adaptive MIMO-OFDM beamforming systems are a very promising
version of OFDM and less is known about their performance. Current results
are mainly ”average” results based on the performance of an arbitrary bin.
An understanding of the variation over frequency is not available. Hence, in
this chapter we consider not only the performance of one subcarrier but the
performance across all frequency bins.
The statistical variation of various metrics across subcarriers in OFDM is a
fundamental problem in OFDM performance, but one that has received little
attention, probably due to the mathematical challenges involved. Consider
the complexity of a complete description of the statistics of an OFDM block.
Even in the SISO case, this would require the joint distribution of N correlated
Rayleigh variables, where N represents the number of subcarriers in an OFDM
block. The probability density function (PDF) of a single Rayleigh variable
is trivial, the bivariate density requires a Bessel function [12] and the trivari-
ate Rayleigh density can be written as an infinite sum of products of Bessel
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functions [13]. Clearly, the general form for N subcarriers is completely in-
feasible. The corresponding results for MIMO OFDM are even more complex.
In summary, a complete description of the statistics of an OFDM block is out
of reach, but there are still useful results that can be derived to yield some
insight into the behavior of various performance metrics across frequency.
This chapter presents results for the data rate per OFDM block and the
number of outages per block which are defined in Sec. 2.7 and Sec. 2.8. Mean
results for such metrics can be attained from a single subcarrier, however these
results do not yield information about the likelihood of a block with many
outages or low data rates. Such distributional information requires a more
complete analysis across frequency. This characterization of the system across
frequency is the focus of this chapter. Based on new joint CDF results for pairs
of eigenvalues in different bins, we present new approximations to the number
of bits transmitted and the number of outages per OFDM block. In partic-
ular, we present a new closed-form Gaussian approximation, which is shown
to be extremely accurate for many different systems and channel scenarios.
These novel Gaussian approximations can be used as a benchmark for MIMO
OFDM MRT-MRC system performance under fading channels. In chapter 5,
these analytical results are further extended to study the MIMO-OFDM sys-
tem behavior over frequency. Furthermore, similar approaches in [35] and [71]
have led to results on the capacity of MIMO OFDM systems and the BER
of SISO OFDM systems. This chapter is organized as follows. The adaptive
modulation system is presented in Sec. 4.1. The MIMO-OFDM system anal-
ysis and the derivation of the relevant cumulative distribution functions are
presented in Sec. 4.1.2 and Sec. 4.1.3 respectively. System outage is analyzed
in Sec. 4.1.4 and a verification of the analysis using Monte Carlo simulations
is presented in Sec. 4.1.5.
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4.1 Adaptive MIMOOFDMBeamforming Sys-
tem
Using the MRT-MRC transmission scheme described in Sec. 2.5 the received
observation vector in the kth subchannel can be written as
Rk =
√
λ
(k)
max Sk + n˜ . (4.1)
The optimal SNR for the MRT-MRC scheme is
γ(k)max =
Es
σ2
λ(k)max, (4.2)
where Es
σ2
denotes the average SNR per (subcarrier) branch in frequency do-
main. From (4.2) we see that the subcarrier SNR, γ
(k)
max is proportional to
λ
(k)
max. Hence, the adaptive system can select the modulation scheme based on
the maximum eigenvalue.
Using the adaptive modulation scheme described in Sec. 2.8, subcarrier
SNR values (via the maximum eigenvalues) are used to adjust the modulation
scheme. We ignore any guard interval or cyclic prefix in the OFDM block.
Using the approximate expressions for the BER of M-PSK and square M-QAM
presented in Sec. 2.7, we obtain the modulation switching thresholds.
Using (4.2), we can obtain the modulation switching thresholds from the
following expression
Es
σ2
λmax = SNRγ (4.3)
where γ = MQAM or MPSK. Substituting (2.15) or (2.16) into (4.3) gives
threshold values for λmax which can be used to implement the adaptive mod-
ulation scheme. The threshold values are summarized in Table 4.2, where we
have assumed an average SNR per branch equal to 9dB and target BER values
of 10−2 and 10−3.
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Modulations Maximum eigenvalue thresholds
Target BER = 10−3 Target BER = 10−2
Outage 0 ≤ λmax < 0.331 0 ≤ λmax < 0.194
BPSK 0.331 ≤ λmax < 1.270 0.194 ≤ λmax < 0.745
QPSK 1.270 ≤ λmax < 4.873 0.745 ≤ λmax < 2.861
8-PSK 4.873 ≤ λmax < 6.622 2.861 ≤ λmax < 3.771
16-QAM 6.622 ≤ λmax < 13.785 3.771 ≤ λmax < 7.794
32-QAM 13.785 ≤ λmax < 28.014 7.794 ≤ λmax < 15.840
64-QAM 28.014 ≤ λmax 15.840 ≤ λmax
Table 4.1: Maximum eigenvalue thresholds for two target BER values.
4.1.1 Performance Metrics
Here we use the block based metrics described in Sec. 2.8. Consider the binary-
valued function
Bk =
 0, if 0 ≤ λ
(k)
max < T
1, if T ≤ λ(k)max <∞
(4.4)
where T is the threshold value below which modulation is suspended, i.e., an
outage occurs. The function Bk simply counts whether the k-th bin is ON or
OFF. Also, consider the more general function
Wk =

w1, if T1 ≤ λ(k)max < T2
w2, if T2 ≤ λ(k)max < T3
...
wL, if TL ≤ λ(k)max < TL+1
(4.5)
which includes any metric that measures a fixed criterion based on λ
(k)
max in
each bin. If wi is the number of bits used in the i-th modulation scheme, then
W =
∑N
k=1Wk counts the total number of bits transmitted per OFDM block
and B =
∑N
k=1Bk gives the total number of times the modulation is ON per
OFDM block. Since the number of outages in the block is N − B, we note
that B gives outage information. Similarly, the data rate of the block is W
T
so
W gives the data rate. Since B is a special case of W , we consider only W in
the following analysis. The regions which define the function Wk in (4.5) are
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also denoted by Ri = [Ti, Ti+1).
4.1.2 Performance Analysis: λ
(k)
max
As discussed in the introduction, the exact distribution of W is prohibitively
complex due to the difficulties in using the joint PDF of (λ
(1)
max, λ
(2)
max, . . . , λ
(N)
max).
Alternatively, since W is a sum of random variables, for a large number of
subcarriers we might suppose that the distribution of W is approximately
Gaussian, based on some variation of the CLT. However, (2.2) shows that the
correlations, E [Xk1Yk2], decay with order
1
∆k
as the separation in frequency
increases. This is a strongly correlated scenario, and ordinary CLT arguments
for correlated variables may not be valid [75]. Hence, we use a theorem due
to Arcones [76, 77] previously adapted for use in OFDM research in [71]. The
work in [71] was for SISO OFDM systems, but it is straightforward to extend
it to the MIMO case. In this thesis, our contribution is in extending the CLT
to MIMO-OFDM MRT-MRC systems, and applying it to data rate and outage
analysis rather than capacity.
We state the Arcones theorem below, which applies to the case where the
number of subcarriers N increases and ∆f remains fixed. Hence, we have
a CLT for the case of increasing bandwidth. Note that, as the bandwidth
increases, for fixed ∆f and Es the total power will also increase. Thus, the
CLT assumes that the power increases indefinitely as the number of subcarriers
increases. Although this is unrealistic, the main purpose of the CLT is to
validate the use of a Gaussian approximation for the finite bandwidth case,
and here the problem of increasing power is not an issue.
Theorem 4.1 (Arcones-de Naranjo) Let {Xj}∞j=1 be a stationary mean-
zero sequence of Gaussian vectors in Rd. Set Xj = (Xj,1, . . . , Xj,d). Let g be
a function on Rd with Hermite rank ϕ(g) such that 1 ≤ ϕ(g) <∞. Define
r(p,q)(k) = E [Xm,pXm+k,q] (4.6)
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for k ∈ Z, where m is any number large enough that m ≥ 1 and m + k ≥ 1.
Suppose that
∞∑
k=−∞
∣∣r(p,q)(k)∣∣ϕ(g) <∞, (4.7)
for all 1 ≤ p ≤ d and 1 ≤ q ≤ d. Then, as N →∞,
1√
N
N∑
j=1
{g(Xj)− E [g(Xj)]} D−→ N (0, σ2g) (4.8)
where ‘
D−→’ denotes ‘convergence in distribution’, and
σ2g = E
[(
g (X1)− Eg (X1)
)2]
+ 2
∞∑
k=1
E
[(
g (X1)
− E [g (X1)]
)
(g (X1+k)− E [g (X1+k)])
]
. (4.9)
We apply this theorem to the case where Xj = vec(Hj), d = 2NRNT ,
N is the number of subcarriers and g(Xj) = g(vec(Hj)) = Wj. From (2.2),
condition (4.7) is simple to verify as long as the Hermite rank of g is at least
two [71]. Hence, in Appendix 4.3.1 we demonstrate that the Hermite rank is
at least two, and the theorem then supplies a CLT for W .
The convergence in distribution described in (4.8) clearly motivates the
following approximation. For large finite N the distribution of W may be
approximated by a Gaussian random variable with mean E [W ] = N E [Wi]
and variance
Var[W ] = N Var[Wi] + 2
N−1∑
k=1
(N − k) Cov[W1,W1+k] . (4.10)
Note that since W is discrete and non-negative, alternative approximations
based on the binomial distribution and its generalizations are certainly possi-
ble. However, the Gaussian approximation is surprisingly accurate, and such
extensions are not considered.
Since we are using a CLT for W , the approximate distribution depends
solely on E [W ] and Var[W ]. But, we have mean E [W ] = N E [Wi], where
E [Wi] =
L∑
k=1
wk [F (Tk+1)− F (Tk)] (4.11)
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and the variance is given by (4.10), where
Var[Wi] =
L∑
k=1
w2k [F (Tk+1)− F (Tk)]− E [Wi]2 (4.12)
Cov[W1,W1+k] = E [W1W1+k]− E [W1]2
=
L∑
i=1
L∑
j=1
wiwj Prob(Ti ≤ λ(1)max < Ti+1,
Tj ≤ λ(k+1)max < Tj+1)− E [W1]2 . (4.13)
These equations can be evaluated if we know the marginal and joint probabil-
ities of the maximum eigenvalues in bins 1 and k + 1.
First we consider the marginal distribution of λmax, where for convenience
we omit the superscript. Both E [Wi] and Var[Wi] can be computed from the
CDF of λmax. This CDF is well known [36, 25, 26, 78, 37] and can be computed
in determinant form [36, 26, 78] or by using the PDF given in [37, 25]. From
the form of the joint density for (λ
(k)
1 , λ
(k)
2 , . . . , λ
(k)
m ) (see e.g. [79]) and from
[37, 25] it is straightforward to see that the CDF is a linear combination of the
form
F (x) = Prob(λmax ≤ x) = γ0 +
m∑
r=1
(m+n−2r)r∑
s=0
γr,s x
s e−rx . (4.14)
The coefficients γ0 and γr,s can be found using the algorithm in [37], but we
simply compute them using a symbolic manipulation package such as Maple.
Next we consider the joint distribution of λ
(1)
max and λ
(k+1)
max .
4.1.3 Derivation of the Joint Cumulative Distribution
Function
To complete the calculation of (4.10) – (4.13), we require probabilities of the
form
Prob(Ti ≤ λ(1)max < Ti+1, Tj ≤ λ(k+1)max < Tj+1)
= Fk(Ti+1, Tj+1)− F (Ti)− F (Tj) + Fk(Ti, Tj)
(4.15)
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where Fk(x, y) is the joint CDF of λ
(1)
max and λ
(k+1)
max defined by Fk(x, y) =
Prob(λ
(1)
max ≤ x, λ(k+1)max ≤ y). Since the marginal CDFs, F (Ti) and F (Tj),
are already known from (4.14), we only require Fk(Ti, Tj) to complete the
derivation of var(W).
The calculation of the joint CDF of λ
(1)
max and λ
(k+1)
max relies on a result in
[79], where the joint PDF of the ordered eigenvalues λ = (λ1, . . . , λm) =
(λ
(1)
1 , . . . , λ
(1)
m ) and w = (w1, . . . , wm) = (λ
(k+1)
1 , . . . , λ
(k+1)
m ) is shown to be
fo(w,λ) = Co (1− ρ2)−mρ−m(n−1)
× exp
{
− 1
1− ρ2
m∑
k=1
(wk + λk)
}
m∏
i<j
[(λi − λj)(wi − wj)]
×
∣∣∣∣(λiwj)(n−m)/2 In−m (2√µλiwj) ∣∣∣∣ (4.16)
where ρ = |ρf (∆k∆f)|, µ = ρ2(1 − ρ2)−2, λ1 ≥ λ2 ≥ · · · ≥ λm, w1 ≥ w2 ≥
· · · ≥ wm and
Co
4
= {∏mk=1 [(n− k)! (m− k)!]}−1 . (4.17)
In (4.16) the notation |Mij| refers to the determinant of an m×m matrix
M with (i, j)-th element Mij. Note the slight abuse of notation where, for
convenience, we have rewritten λ
(1)
i and λ
(k+1)
i as λi and wi respectively. Using
some determinant results in [80], we are able to integrate out (λ2, . . . , λm) and
(w2, . . . , wm) from (4.16) to obtain the the required CDF.
The details are given in Appendix 4.3.2, and the final result can be written
Fk(x, y) = K |Aij(x, y)| (4.18)
where K = (1 − ρ2)−m ρ−m(n−1)Co and |Aij(x, y)| represents the determinant
of the m×m matrix A(x, y) with (i, j)-th element
Aij(x, y) =
∞∑
k=0
µk+
n−m
2 γ(n−m+ j + k, δy) γ(n−m+ i+ k, δx)
δn−m+j+k δn−m+i+k k!(k + n−m)! . (4.19)
In (4.19), γ(·, ·) is the incomplete gamma function γ(α, β) = ∫ β
0
tα−1 e−t dt,
(i, j) = 1, 2, .....,m and δ is defined by δ = (1− ρ2)−1.
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0.0000 0.0001 0.0007 0.0007 0.0007 0.0007 0.0007
0.0001 0.0069 0.0578 0.0629 0.0643 0.0643 0.0643
0.0007 0.0578 0.6673 0.7652 0.8031 0.8032 0.8032
0.0007 0.0629 0.7652 0.8877 0.9389 0.9390 0.9390
0.0007 0.0643 0.8031 0.9389 0.9996 0.9998 0.9998
0.0007 0.0643 0.8032 0.9390 0.9998 1.0000 1.0000
0.0007 0.0643 0.8032 0.9390 0.9998 1.0000 1.0000
Table 4.2: Joint CDF values computed using (4.18).
Hence, the joint and marginal distributions can be found by computing
Aij(x, y). Although the infinite series for Aij(x, y) is not desirable, we have
found that the series converges quickly. For example, when we consider a
(4, 4) MIMO OFDM system with N = 64 and τd = 100ns, the series in (4.19)
converges with less than 45 terms to within typical machine accuracy. For
larger values of τd or smaller system sizes, the convergence is even faster.
For these system parameters and a target BER of 10−3, evaluation of Var[W ]
requires the probabilities Fk(Ti, Tj) for i = 1, 2, ...., 7 and j = 1, 2, ...., 7 for each
subcarrier lag, k = 1, 2, ...., N − 1. As a numerical example, the probabilities
for k = 4 are given in Table 4.2 where the (i, j)-th entry is Fk(Ti, Tj).
The marginal probabilities can then be obtained from Table 4.1.3 using
Prob(Ti ≤ λmax < Ti+1) = Fk(Ti+1,∞) − Fk(Ti,∞), yielding [0.0007 0.0636
0.7389 0.1358 0.0608 0.0002 0.0001]. This provides an alternative method
to computing the marginal distribution, so that computing the coefficients
in (4.14) is unnecessary. Utilizing the joint and marginal probabilities, the
mean and variance can be readily obtained. In Sec. 4.1.5 we compare our
analytical results using this Gaussian fit method with simulation data and
then use them to study the effects of the various system parameters. Methods
for the uncorrelated case such as [81] are available, but extensions to correlated
channels appear to be unknown.
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4.1.4 Results for the Worst Eigenchannel: λ
(k)
min
Although this chapter focuses on transmission over the maximal eigenchan-
nel, it is instructive to consider the worst eigenchannel as well. In systems
where all of the eigenchannels are employed, such as MIMO SVD systems,
this enables us to provide a best and worst case analysis. For this scenario
the joint CDF of (λ
(1)
min, λ
(k+1)
min ) can be computed using a minor variation of
the proof in Appendix 4.3.2. Consider (4.32) which gives the joint probability,
Prob(λ
(1)
min ≥ c, λ(1)max ≤ d, λ(k+1)min ≥ a, λ(k+1)max ≤ b). Instead of setting a = 0
and c = 0 to obtain a CDF for the maximum eigenvalues, we set b = ∞ and
d = ∞ to obtain a complementary CDF for the minimum eigenvalues. This
gives exactly the same result as in (4.19) except that the incomplete gamma
function γ(α, β) in (4.19) is replaced by the “upper” incomplete gamma func-
tion Γ(α, β) = Γ(α)− γ(α, β). Also, the result is no longer the joint CDF but
instead gives the complementary CDF, Rk(x, y) = Prob(λ
(1)
min > x, λ
(k+1)
min > y).
In summary, we have
Rk(x, y) = K
∣∣∣A˜ij(x, y)∣∣∣ (4.20)
where the entries A˜ij(x, y) are defined by
A˜ij(x, y) =
∞∑
k=0
µk+
n−m
2 Γ(n−m+ j + k, δy) Γ(n−m+ i+ k, δx)
δn−m+j+k δn−m+i+k k!(k + n−m)! . (4.21)
The joint CDF of the minimum eigenvalues follows from
Prob(λ
(1)
min < x, λ
(k+1)
min < y) = 1−Rk(x,∞)−Rk(∞, y)
+Rk(x, y) . (4.22)
Hence, we are also able to form a Gaussian approximation to W in the case
where the minimum eigenchannel is used.
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4.1.5 Verification of Analysis with Simulation Results
The simulations were carried out for a 64 subcarrier system and a 512 sub-
carrier system. Both systems have a subcarrier separation ∆f = 0.3125MHz,
thus occupying bandwidths of 20MHz and 160MHz, respectively. Also, a sys-
tem carrier frequency of 5.725GHz (IEEE 802.11a standard) was chosen. In
our first set of results we compare the Gaussian CDF based on the CLT using
an analytically-derived mean and variance with subcarrier modulation statis-
tics obtained from Monte Carlo simulations. We evaluate two systems with
target BERs of 10−3 and 10−2, respectively. Furthermore, our simulations
were carried out to observe the effect of correlation across frequency on the
approximating distributions. We consider RMS delay spreads of 100ns and
250ns, which give correlation coefficients of |ρf (∆f)| = 0.9813 and 0.8977,
respectively, for an exponential power delay profile.
Figures 4.1 – 4.4 show excellent agreement between the Gaussian approxi-
mation and simulated data rates for OFDM blocks. Note that in Fig. 4.1 we
have only 64 subcarriers, and the correlation between adjacent subcarriers is of
magnitude 0.9515. Hence, the CLT is at the lower limit of convergence, since
N is not very large and the correlation between bins is high, but still yields
excellent results. We observe that the Gaussian approximation is accurate
for all target BERs, delay spreads, system sizes and subcarrier numbers. We
see that the distributions are tighter for non-square system sizes, lower target
BERs and larger delay spreads. Furthermore, we find substantial variation in
the data rate. With the adaptive scheme considered, the number of bits per
block must lie in the region [0, 6N ] since a 6-bit symbol in 64-QAM is the max-
imum. Considering Fig. 4.1, we see that for a target BER of 10−3 the average
number of bits is around 140-bits compared to a maximum of 384-bits, with
variation mainly from 100-bits to 180-bits. With a target BER of 10−2 the
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Figure 4.1: CDF plots for number of bits per OFDM block in a (2,2) MIMO
OFDM for two different target BERs (N = 64, τd = 100ns).
variation increases and ranges from 130-bits to 250-bits. Our results demon-
strate that, while outage is a serious issue for the weaker eigenchannels, it very
rarely occurs in MRT-MRC systems. In terms of data rate we have observed
wide variations of around ±25% from the mean value. For these systems the
number of outages is negligible since the maximum eigenvalue rarely falls into
the outage region. For example in a (2, 2) system, where the maximum eigen-
value tends to be smallest for a MIMO system, the probability of outage is
0.0156. This is even less for larger systems. Hence, distributional results are
not of interest. However, for systems using all eigenchannels the worst channel
is that corresponding to the smallest eigenvalue and outage is definitely an
issue here. In Fig. 4.5 we see that in a 64 subcarrier channel a (4, 4) MIMO
system uses less than 20 subcarriers more than half of the time and rarely uses
more than 30. For a (2, 2) system the situation is better, and variation from
10 to 60 useable channels is observed.
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Figure 4.2: CDF comparison between analysis and simulation for various
MIMO system configurations (N = 64, τd = 100ns, Target BER = 10
−3).
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Figure 4.3: CDF comparison between analysis and simulation for two different
delay spreads τd (N = 64, Target BER = 10
−3).
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Figure 4.4: CDF comparison between analysis and simulation for larger block
length (N = 512, Target BER = 10−3, τd = 100ns).
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Figure 4.5: CDF plots with transmission on the channel with minimum eigen-
mode λmin (N = 64, τd = 100ns, Target BER = 10
−3).
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4.2 Summary
In this chapter we have considered some fundamental issues concerning the
performance of adaptive MIMO OFDM systems and the behavior of the chan-
nel across frequency. Focusing on wideband channel variations in the frequency
domain, we have considered both outage and data rate metrics and derived ex-
act results for their means and variances. Furthermore, a CLT was developed,
and the resulting Gaussian approximation has shown excellent agreement with
our simulated results. Our results demonstrate that, while outage is a serious
issue for the weaker eigenchannels, it very rarely occurs in MRT-MRC systems.
In terms of data rate we have observed wide variations of around ±25% from
the mean value.
Applications of this work can be found in both performance analysis and de-
sign. The data rate and outage distributions give more complete performance
results than previously available. In particular, we are able to investigate the
variation in data rate and outage numbers and assess the probabilities of low
data rates and high numbers of outages. Furthermore, the results presented for
data rate analysis can be used as an upper bound and outage analysis serves
as lower bound in the design of the system under consideration.
4.3 Appendix
4.3.1 Proof of Hermite Rank Condition
Let {Xk}∞k=1 be a stationary mean-zero sequence of Gaussian vectors in Rd
where d = NR×NT . SetXk = vec(Hk) = (Xk,1, Xk,2 . . . , Xk,d), and let g(Xk)
be a function on Rd with Hermite rank ϕ(g) such that
g(Xk) = wi, if λ
(k)
max ∈ Ri (4.23)
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where Ri = [Ti, Ti+1). With these definitions, we have g(Xk) = Wk as
required. Now the Hermite rank of g(·) is defined as follows for an arbi-
trary polynomial P (Xk) = P (Xk,1, Xk,2, . . . , Xk,d) and ϕ(g) , inf ϕ(g) :
∃P (Xk) of degree ϕ(g), with
E [{g(Xk)− E [g(Xk)]}P (Xk)] 6= 0. (4.24)
To produce our desired conclusion, we note that the Hermite rank ϕ(g) is
always non-negative and demonstrate that it is at least two by showing that it
is neither zero nor unity. Consider first a zero order polynomial P0(Xk) = α0.
Then, we can show that
E [{g(Xk)− E [g(Xk)]}P0(Xk)] = α0 E [g(Xk)]− α0 E [g(Xk)] = 0 (4.25)
for all α0, and thus ϕ(g) 6= 0. Next consider a first order polynomial
P1(Xk) = α0 +
d∑
i=1
αiXk,i . (4.26)
To show that ϕ(g) 6= 1 and hence prove the desired result that ϕ(g) ≥ 2,
it suffices to show that E [{g(Xk)− E [g(Xk)]}P1(Xk)] = 0 for P1(Xk) =
Xk,i with i = 1, . . . , d. Furthermore, since E [Xk,i] = 0 for all i, we only
require E [Xk,i g(Xk)] = 0. We define Xk = (Xk,i,X
′), where X ′ contains the
elements of Xk with Xk,i removed. With this notation we have
E [Xk,i g(Xk,i,X
′)] =
∫ ∞
−∞
∫ ∞
−∞
· · ·
∫ ∞
−∞
x g(x,x′) p(x,x′) dx dx′
=
∫ ∞
−∞
∫ ∞
−∞
· · ·
∫ 0
−∞
x g(x,x′) p(x,x′) dx dx′
+
∫ ∞
−∞
∫ ∞
−∞
· · ·
∫ ∞
0
x g(x,x′) p(x,x′) dx dx′ (4.27)
where p(x,x′) is the joint PDF of Xk,i and X ′. Substituting u = −x and
u′ = −x′, then we find
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E [Xk,i g(Xk,i,X
′)] =∫ ∞
−∞
∫ ∞
−∞
· · ·
∫ 0
−∞
x g(x,x′) p(x,x′) dx dx′
+
∫ −∞
∞
∫ −∞
∞
· · ·
∫ −∞
0
−u g(−u,−u′) p(−u,−u′) (−du) du′ (−1)d−1
=
∫ ∞
−∞
∫ ∞
−∞
· · ·
∫ 0
−∞
x g(x,x′) p(x,x′) dx dx′
+ (−1)2d+1
∫ ∞
−∞
∫ ∞
−∞
· · ·
∫ 0
−∞
u g(u,u′) p(u,u′) du du′
= 0 (4.28)
where we have used the property that in Rayleigh fading the density p(x,x′)
is an even function, as is g(x,x′).
4.3.2 Joint CDF Derivation
The joint density function of λ and w is given in (4.16) and can be rewritten
as
fo(w,λ) =
K e−
∑m
i=1 δwi e−
∑m
j=1 δλi |V (λ)| |V (w)|
∣∣∣(λiwj)n−m2 In−m (2√µλiwj)∣∣∣ (4.29)
where K = (1 − ρ2)−mρ−m(n−1)Co, δ = (1 − ρ2)−1 and V (·) represents the
Vandemonde matrix with V (λ) =
(
λi−1j
)
and determinant |V (λ)| =∏i<j(λi−
λj). Here we have used the notation (Mij) which denotes an m × m matrix
M with (i, j)-th element Mij. We now apply a result in Corollary 2 of Chiani
et al. [26] which states that∫
S
|Φ(x)| |Ψ(x)|
m∏
k=1
ξ(xk)dx =
∣∣∣∣∫ b
a
Φi(x)Ψj(x) ξ(x) dx
∣∣∣∣ (4.30)
where x = (x1, x2, . . . , xm),
∫
S
represents m-dimensional integration over the
region b ≥ x1 ≥ · · · ≥ xm ≥ a and Φ(x), Ψ(x) are m × m matrices with
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(i, j)-th elements of the form Φi(xj) and Ψi(xj), respectively. We apply this
result with x = w, Φ(w) = V (w), Ψ(w) =
(
[λiwj]
n−m
2 In−m[2
√
µλiwj]
)
and
ξ(wi) = e
−δwi . The result is given by
∫
S
fo(w,λ) dw =
K e−
∑m
i=1 δλi |V (λ)|
∣∣∣∣∫ b
a
wi−1(λj w)
n−m
2 In−m(2
√
µλj w) e
−δw dw
∣∣∣∣ . (4.31)
Now we apply (4.30) again with x = λ, Φ(λ) = V (λ),
Ψ(λ) =
(∫ b
a
wi−1 (λj w)
n−m
2 In−m(2
√
µλj w) e
−δw dw
)
and ξ(λi) = e
−δλi . Also, the m-dimensional integral, denoted
∫
S
, is replaced
by
∫
T
where
∫
T
denotes integration over the region d ≥ λ1 · · · ≥ λm ≥ c. This
gives
∫
T
∫
S
fo(w,λ) dw dλ =
K
∣∣∣∣∫ d
c
λi−1
∫ b
a
wj−1 (λw)
n−m
2 In−m(2
√
µλw) e−δw dw e−δλ dλ
∣∣∣∣ . (4.32)
To compute (4.32) we require integrals of the form∫ d
c
[∫ b
a
w
n−m
2
+j−1 e−δw In−m(2
√
µλw) dw
]
λ
n−m
2
+i−1 e−δλ dλ . (4.33)
Using the series expansion for the modified Bessel function,
In(x) =
∞∑
k=0
(x
2
4
)k+
n
2
k!(k + n)!
, (4.34)
equation (4.33) can be rewritten as
∞∑
k=0
µk+
n−m
2
k!(k + n−m)!
∫ b
a
w
n−m
2
+j−1 e−δw w
n−m
2
+k dw
∫ d
c
λ
n−m
2
+i−1 e−δλ λ
n−m
2
+k dλ
=
∞∑
k=0
µk+
n−m
2
k!(k + n−m)!
[∫ b
a
wn−m+j+k−1 e−δw dw
] [∫ d
c
λn−m+i+k−1 e−δλ dλ
]
.
(4.35)
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Setting a = c = 0 in (4.32) and using (4.35) gives
Prob(λ1 ≤ d, w1 ≤ b) =
K
∣∣∣∣∣
∞∑
k=0
µk+
n−m
2 γ(n−m+ j + k, δb) γ(n−m+ j + k, δd)
δn−m+j+k δn−m+i+k k!(k + n−m)!
∣∣∣∣∣ (4.36)
where the integrals in (4.35) are expressed in terms of incomplete gamma
functions. This gives the desired result in (4.18).
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Chapter 5
Frequency Variation of Adaptive
MIMO-OFDM Systems
The throughput and performance of adaptive MIMO-OFDM systems heavily
depends on the eigenvalues of the complex Wishart matrices defined for each
OFDM subcarrier across frequency. In this chapter, we consider these varia-
tions over both Rayleigh and Rician fading channels. In particular, analysis
for the differences between eigenvalues and between eigenvalue sums across the
OFDM frequency bins is provided. This work leads to the study of eigenvalue
autocorrelation functions (ACFs) and various joint distributions in frequency.
The main contributions of this work are the following:
• Maximum eigenvalue results including the joint PDF of the maximum
eigenvalue in two frequency bins, the ACF of the maximum eigenvalue,
the distribution and variance of the difference between the two maximum
eigenvalues.
• Link gain results including the PDF, the CDF and variance of the link
gain difference, and the ACF of the link gain.
• Simple approximations to the ACF of the maximum eigenvalue and to
the variance of the maximum eigenvalue difference.
81
Chapter 5 Frequency Variation of Adaptive MIMO-OFDM Systems 82
Delay
Spectrum
Delay Spectrum,
Ph(τ)
Frequency ACF,
ρh(k)
Exponential 1
τ0
e[−τ/τ0] 1
1+j2pik∆fτ0
Gaussian 1√
2piτ0
e[−
1
2
(τ/τ0)2] e[−2(pik∆fτ0)
2]
Double-Spike 1
2
[δ(τ) + δ(τ − 2τ0)] 12 [1 + e(−4jpik∆fτ0)]
Uniform
1
τ0
, if |τ | ≤ τ0
2
0, otherwise
sinc(k∆fτ0)
Table 5.1: Delay spectra and frequency autocorrelation functions.
The second part of this chapter focuses on the level crossing rates (LCRs)
of BERs across the frequency bins of a MIMO-OFDM system operating over
frequency selective Rayleigh fading environments. Using the results in chap-
ter 4 and [82], here we develop analysis for calculating the LCR of BER in
an adaptive MIMO-OFDM system which may use multiple eigenvalues. The
results presented in this chapter provide new insights into the BER analysis of
an adaptive system. It is worth reiterating that we focus on BER as a process
in frequency across the OFDM block. Hence we consider variations in BER
across the bins and not over time. In particular, we consider each eigenmode
as a random process in the frequency domain and compute the LCR for the
BER of transmission down the eigenchannels of the MIMO-OFDM channel.
5.1 Eigenvalue Variation
5.1.1 System Model
Using the standard MIMO-OFDM system described in Sec. 2.4 and from the
multipath channel models described in Sec. 2.3, the ACF of the channel coef-
ficient across the frequency bins can be written as
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ρh(k) = E
[
h(1)rs h
∗(k+1)
rs
]− E [h(1)rs ]E [h∗(k+1)rs ] (5.1)
where h
(b)
rs indicates the rs-th channel coefficient in bin b. The delay spectra
considered in this chapter include the classic Jakes model [19], a Gaussian
power delay profile (PDP), a double-spike power delay profile and a uniform
power delay profile [20]. These models give the ACF results specified in Ta-
ble 5.1 [20] and Fig. 5.1 (repeated from Sec. 2.3 for convenience). Figure. 5.1
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0.2
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Figure 5.1: Frequency autocorrelation function of the channel with τ0∆f =
0.01325.
shows the four types of channel ACF over frequency corresponding to the ex-
ponential (Exp.), Gaussian (Gauss.), double-spike (DS) and uniform (Uni.)
power delay profiles [20]. In all cases the product of ∆f and the rms delay
spread τo is set to 0.03125 which matches the IEEE 802.11a standard. The
DS ACF is fundamentally different to the decaying nature of the other models
and is used to model hilly terrain [21]. Of the other ACFs, the exponential
power delay profile results in the slowest decay rate over frequency.
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5.1.2 Eigenvalue Metrics
Using the channel decomposition described in Sec. 2.6, here we denote the
eigenvalues of the channel correlation matrices, H iH
†
i of the MIMO-OFDM
system by λ
(i)
1 > λ
(i)
2 > · · · > λ(i)m wherem = min(nR, nT ) and n = max(nR, nT ).
In this section, we consider two frequency bins in the OFDM system and
investigate the difference Z = X − Y , which measures the change in some
eigenvalue metric across frequency. Specifically, we look at the following cases
Zmax = λ
(1)
1 − λ(k+1)1
Zmin = λ
(1)
m − λ(k+1)m
Zj = λ
(1)
j − λ(k+1)j
Zsum =
m∑
j=1
λ
(1)
j −
m∑
j=1
λ
(k+1)
j . (5.2)
These cases give, respectively, the differences between the maximum eigenval-
ues, minimum eigenvalues, j-th eigenvalues and the total link gains. For ease
of notation, the dependence of the Z metrics on k is not shown.
In all cases we have E [Z] = 0, since the channel process is stationary
across frequency. Hence, the key summary measure of interest is the variance,
E [Z2]. Note that Var(X − Y ) = Var(X) + Var(Y )− 2Cov(X, Y ), so that the
correlation between X and Y is given by
corr(X,Y ) =
Var(X) + Var(Y )− Var(X − Y )
2
√
Var(X)Var(Y )
. (5.3)
In all cases of interest, X and Y are identically distributed and corr(X, Y ) is
the ACF of each eigenvalue metric over frequency, denoted by ρk. Hence, we
have
ρk = 1− Var(X − Y )
2Var(X)
. (5.4)
Now the marginal statistics, such as E [X] and Var(X), can be computed using
standard results [25, 36, 79, 83]. Thus, we can find the ACF from Var(X −Y )
and vice-versa.
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In addition to the variance, Var(Z), and ACF, ρk, we also consider the
PDF and CDF of Z and the joint distributions of the eigenvalues in the two
bins. In the next section, we focus on Zsum and Zmax since analytical progress
is possible for these random variables. Note that the techniques used for the
maximum eigenvalue difference, Zmax, can also be applied to the minimum
eigenvalue case. Such extensions are straightforward and are mentioned only
briefly.
5.1.3 Analysis for Zsum: Rician Fading
In this section, we consider the variable
Zsum =
m∑
j=1
[
λ
(1)
j − λ(k+1)j
]
=
∑
i,j
[|(H1)i,j|2 − |(Hk+1)i,j|2] (5.5)
where (H)i,j denotes the (i, j)-th entry of matrixH . Note that Zsum/m is the
average eigenvalue difference and Zsum is the difference between the link gains.
For convenience we consider the variable q = (1 + K)Zsum, where K is
the Rician K-factor. From (5.5) we see that q is a quadratic form in complex
Gaussian random variables. Such a quadratic form has been studied in [84]
including its PDF, CDF, mean and variance. Invoking the results in [84], we
can derive the following PDF for q ∈ (−∞,∞)
fq(x) = 2
−mne−3β
∞∑
k=0
(2β)k
k!
×
k+mn−1∑
r=0
αk+mn−r xk+mn−r−1 e−α|x| L(mn−1)r (−β)
(k +mn− r − 1)! 2r (5.6)
where α = (1− |ρh(k)|2)−1/2 and β = mnK/[2(1 + ρh(k))]. The function
Lαr (−b) is the generalized Laguerre polynomial [85] given by Lαr (−b) =
∑r
k=0
(
r+α
r−k
)
bk/k!.
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The corresponding CDF is
Fq(x) =
 R(x), if x < 01−R(x), if x ≥ 0 (5.7)
where the function R(·) is defined by
R(x) = 2−mne−3β
∞∑
k=0
(2β)k
k!
×
k+mn−1∑
r=0
Γ(k +mn− r, α|x|)L(mn−1)r (−β)
(k +mn− r − 1)! 2r (5.8)
with Γ(a, x) =
∫∞
x
ta−1 e−t dt. The moments of q are simpler with E [q] = 0 by
symmetry and variance σ2q given by
σ2q = 2mn
{
2K[1− Re(ρ)] + 1− |ρ|2} . (5.9)
5.1.4 Analysis for Zsum: Rayleigh Fading
In the Rayleigh fading case, K = 0 and (5.6) simplifies considerably since
β = 0. The resulting PDF is
fq(x) = 2
−mn
mn−1∑
r=0
αmn−r xmn−r−1 e−α|x|
(mn− r − 1)! 2r
(
r +mn− 1
r
)
. (5.10)
The CDF is also of the form given in (5.7) with
R(x) = 2−mn
mn−1∑
r=0
Γ(mn− r, α|x|)
(mn− r − 1)! 2r
(
r +mn− 1
r
)
. (5.11)
The tail probabilities have an even simpler form. Using the series expansion
for Γ(mn− r, α|x|) for large values of α|x|, we have the result [85]
R(x) =
mn−1∑
r=0
(
r +mn− 1
r
)
(α|x|)mn−r−1 e−α|x|
2mn+r(mn− r − 1)! ×
[
1 +
mn− r − 1
α|x| + · · ·
]
=
(α|x|)mn−1 e−α|x|
2mn(mn− 1)!
[
1 +
mn− 1
α|x|
(
1 +
mn
2
)
+ o
(
1
α|x|
)]
, (5.12)
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using the standard ”little o” notation. For values of α|x| large enough that
terms in (α|x|)−1 are negligible, the tail probabilities are well approximated
by the simple result
R(x) ≈ (α|x|)
mn−1 e−(α|x|)
2mn(mn− 1)! . (5.13)
From (5.9), the variance is
σ2q = 2mn(1− |ρ|2) . (5.14)
Note that relative changes are of the form Zrel = (X − Y )/X. To obtain
the distribution of Zrel, note that P (Zrel ≤ z) = P ([1− z]X − Y ≤ 0). Hence,
the distribution of Zrel is given by a very similar calculation to that required
for Z = X − Y as outlined in [84].
5.1.5 Analysis for Zmax: Rayleigh Fading
The joint density of (λ
(1)
1 , . . . , λ
(1)
m , λ
(k+1)
1 , . . . , λ
(k+1)
m ) is derived in [79]. This
provides a general framework for the exact calculation of the moments, PDFs
and CDFs associated with the Z metrics in (5.2). In practice, however, this
often leads to multiple numerical integrals and may not be a practical approach.
Hence, special cases and approximate solutions are worth pursuing. Special
cases of interest include the maximum eigenvalue and the minimum eigenvalue.
In [82] the joint distribution function of (λ
(1)
1 , λ
(k+1)
1 ) was derived as
Fk(x, y) = C |Aij(x, y)| (5.15)
where C = (1−|ρh(k)|2)−m |ρh(k)|−m(n−1)/[Πmk=1(n−k)!(m−k)!] and |Aij(x, y)|
represents the determinant of the m×m matrix A(x, y) with (i, j)-th element
Aij(x, y) =
∞∑
k=0
µk+
n−m
2
δn−m+j+k δn−m+i+k k!(k + n−m)!
× γ(n−m+ j + k, δy) γ(n−m+ i+ k, δx) .
(5.16)
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In (5.16), µ = |ρh(k)|2(1−|ρh(k)|2)−2, δ = (1−|ρh(k)|2)−1 and the incomplete
gamma function γ(α, β) =
∫ β
0
tα−1 e−t dt. To obtain the ACF of the maximum
eigenvalue or find Var(Zmax), it suffices to compute
E
[
λ
(1)
1 λ
(k+1)
1
]
=
∫ ∞
0
∫ ∞
0
xy fk(x, y) dx dy (5.17)
where fk(x, y) =
∂2
∂x∂y
Fk(x, y) is the joint PDF of (λ
(1)
1 , λ
(k+1)
1 ). It is straight-
forward to show that
E
[
λ
(1)
1 λ
(k+1)
1
]
=
∫ ∞
0
∫ ∞
0
P (λ
(1)
1 > x, λ
(k+1)
1 > y) dx dy
=
∫ ∞
0
∫ ∞
0
[Fk(x, y)− F (1)(x)− F (1)(y)− 1] dx dy (5.18)
where F (1)(x) = P (λ
(1)
1 < x) is given in [36, 25]. Hence, using (5.15) and
results in [36, 25], we have the ACF of the maximum eigenvalue via a double
numerical integral.
A very similar approach can be used for the minimum eigenvalue. Distribu-
tional results for these two cases can also be obtained with similar complexity.
For example, the probability
P (Zmax < z) =
∫ ∞
−∞
∫ ∞
x−z
fk(x, y) dy dx (5.19)
requires a double numerical integral over the joint density.
Note that fk(x, y) is not reported in [82] but is simple to obtain as follows.
Differentiating (5.15) with respect to x gives
∂
∂x
Fk(x, y) = C
m∑
r=1
∣∣∣A(r)ij (x, y)∣∣∣ (5.20)
where (A
(r)
ij (x, y)) is the matrix (Aij(x, y)) after differentiation of row r with
respect to x. Similarly, differentiating (5.20) with respect to y gives
fk(x, y) = C
m∑
r=1
m∑
s=1
∣∣∣A(r,s)ij (x, y)∣∣∣ (5.21)
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where the s-th column has been differentiated with respect to y. The elements,
A
(r,s)
ij (x, y), are defined by
A
(r,s)
ij (x, y) =
∞∑
k=0
ck,i,j w1(k, j, y)w2(k, i, x)
where ck,i,j = µ
k+n−m
2 δ−n+m−j−k δ−n+m−i−k/[k!(k + n−m)!] and
w1(k, j, y) =
 γ(n−m+ j + k, δy), j 6= sδn−m+j+k yn−m+j+k−1 e−δy, j = s
w2(k, i, x) =
 γ(n−m+ i+ k, δx), i 6= rδn−m+i+k xn−m+i+k−1 e−δx, i = r . (5.22)
5.1.6 Simulation Results
For the four types of PDPs described in Sec. 5.1.1 the variance of Zmax is
plotted against frequency spacing in Fig. 5.2 for a (4,4) system. Rayleigh
fading is assumed for Figs. 5.2–5.5. As expected, the DS scenario oscillates,
and the exponential case is the slowest to rise of the remaining three models.
The variance curves level off around 30 which is 2Var(λ
(1)
max). Also shown in
Fig. 5.2 is an approximate variance result, discussed in more detail below.
Figure 5.3 shows the effect of system size on Var(Zmax) for an exponential
power delay profile. There are no surprises here with the larger systems being
more variable, and the trends are all very similar. Figure 5.4 shows the ACFs of
the four ordered eigenvalues in a (4,4) system for the exponential power delay
profile. The dominant eigenvalues take longer to decorrelate, but in all cases,
ρk ≤ 0.5 after a separation of seven or more bins. Also plotted in Fig. 5.4 is
the squared magnitude of the channel ACF, |ρh(k)|2. It is interesting that this
simple expression gives a tight bound on the ACF of the maximum eigenvalue
and progressively weaker bounds on the ACFs of the lesser eigenvalues.
The motivation for considering this bound is the following. Some simple
calculations show that |ρh(k)|2 is the exact ACF for Zsum and, since λmax dom-
inates Zsum, it might be expected that the ACF of Zmax is similar. Using this
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Figure 5.2: Variance of Zmax vs. frequency separation in a (4,4) MIMO-OFDM
system with τ0∆f = 0.01325.
approximate ACF for λmax in (5.4) gives a simple approximation to Var(Zmax).
This is shown for the exponential case in Fig. 5.2. Figures 5.2 and 5.4 show
that this simple approximation gives extremely good results for both the ACF
of λmax and Var(Zmax). Similar results have been obtained over all four power
delay profiles and over a range of system sizes. Figure 5.5 shows this bound
applied to Var(Zmax) and Var(Zj) in a (4,4) system.
The Rician case is displayed in Fig. 5.6 for Zsum.
Results are for a (2,2) system with three levels of K-factor. Using (5.9), the
analytical results are shown and verified by simulation. Note that Var(Zsum) =
σ2q/(1 +K)
2, so the result in (5.9) is scaled. Also, as expected, increasing the
line-of-sight strength decreases the variability, and the variance curves are
lower as K increases. Figures 5.7 and 5.8 demonstrate that simple approxima-
tions are also possible for the CDFs of Zmax, Zmin and Zsum.
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Figure 5.3: Variance of Zmax vs. frequency separation in a MIMO OFDM
system with exponential PDP, τ0∆f = 0.01325 and varying system sizes.
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Figure 5.4: Frequency autocorrelation function for the eigenvalues in a (4,4)
MIMO-OFDM system system with exponential PDP and τ0∆f = 0.01325.
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Figure 5.5: Variances of Z1, Z2 and Z3 vs. frequency separation in a (4,4)
MIMO-OFDM system with exponential PDP and τ0∆f = 0.01325. The ana-
lytical curves represent the bounds based on the channel ACF.
Chapter 5 Frequency Variation of Adaptive MIMO-OFDM Systems 93
0 5 10 150
2
4
6
8
10
Frequency separation (k)  
V
ar
ia
nc
e
 
 
K=1
K=0.5
K=0
Figure 5.6: Variance of Zsum vs. frequency separation in a (2,2) MIMO-OFDM
system with exponential PDP, different Rice factors (K) and τ0∆f = 0.01325.
Solid, dash dot and dashed lines represent the results for the analysis and dots
represent the results for the simulation.
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Figure 5.7: CDF plots for Zmin, Zmax and Zsum in a (4,4) MIMO-OFDM system
with exponential PDP, τ0∆f = 0.01325 and a separation of 7 bins. Solid,
dotted and dashed lines represent the results for the analysis and dots represent
the results for the simulation.
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Figure 5.8: Scaled CDF plots for Zmin, Zmax and Zsum in a (4,4) MIMO-
OFDM system with exponential PDP, τ0∆f = 0.01325 and a separation of 7
bins. Dotted, dash dot and dashed line represent the results for the simulation
and solid represent the results for the analysis.
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Figure 5.9: Frequency autocorrelation function for the eigenvalues in a (2,2)
MIMO-OFDM system with exponential PDP and τ0∆f = 0.01325 .
In (5.19) a CDF was given for Zmax, but this involves double numerical
integration. The CDF of Zmin can be computed similarly, but the general case,
Zj, is more awkward. Hence, approximate results are of interest. Figure 5.7
shows the CDFs of Zmax, Zmin and Zsum for a (4,4) MIMO system in Rayleigh
fading with an exponential power delay profile and a frequency spacing of
k = 7 bins. The CDF for Zsum is given by (5.7) and (5.11) with the remaining
CDFs obtained by simulation. As expected, the CDF of Zmin is very sharp and
the CDF of Zsum is the broadest. In Fig. 5.8 the same scenario is considered,
but the variables Zmax and Zmin are scaled so they have the same variance as
Zsum. The new CDFs in Fig. 5.8 show a reasonably good agreement. Hence,
approximate CDFs can be obtained for Zmax, Zmin and therefore for Zj by a
simple scaling of the analytical CDFs given for Zsum.
Finally, in Fig. 5.9, we further verify the simple ACF approximation and
show analytical ACF results obtained from (5.18). A (2,2) system in Rayleigh
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fading is considered with an exponential power delay profile. We observe that
|ρh(k)|2 provides a close bound, and the analysis is verified by simulation.
5.1.7 Summary
We have investigated the eigenvalue variation of MIMO-OFDM system across
frequency over i.i.d. Rayleigh and Rician fading channels. Such frequency
variation also has counterparts in time and space and, although this work
focuses on OFDM, applications also occur in feedback delay and channel es-
timation problems. We have shown that eigenvalue and link gain changes in
frequency can be analyzed and have presented novel results on the distribu-
tions and moments of such changes. We have also given expressions for the
ACFs of the maximum eigenvalue and the link gain. Of particular interest is
the very simple approximation to the ACF of the maximum eigenvalue. This
leads to accurate closed-form approximations to the variance and CDF of the
eigenvalue differences. The results and analysis presented have many appli-
cations. Examples include the performance of beamforming systems which is
governed by the maximum eigenvalue and the link gain which is characterized
by the sum of the eigenvalues. Although the focus of this work is on the vari-
ation over frequency, exactly the same approach can be used to characterize
changes in eigenvalues over time or space. For example, the frequency ACFs
developed can be converted to temporal ACFs by replacing the channel ACF
over frequency with the channel ACF in time. This leads to work on the time
varying nature of the eigenvalues [86, 87]. Such temporal variation is impor-
tant in the analysis of adaptive MIMO systems with feedback delay [88, 89].
Another example is channel estimation where the effects of imperfect channel
state information can be modeled by channel estimates which are correlated
with the true channel values. Again, the correlation between the true and es-
timated channels can be used to replace the frequency correlation and lead to
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useful results on channel estimation [90, 88]. Finally, many limited feedback
OFDM systems have been proposed to decide a single transmission strategy
for a contiguous block of frequency bins. A simple way to decide the number
of carriers to include in a block would be to compare the width of the block
with the standard deviation of the eigenvalue differences. This gives a good
indication of how widely the eigenvalues will vary across the block for wireless
fading channels [91, 92].
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5.2 Level Crossing Rate of BER
The LCR is an important second order statistic to gauge the time-varying,
frequency selective nature of the channel and system performance. LCR is
useful in many aspects of receiver design such as dynamic range, equalization,
diversity, modulation schemes, and error control coding [86, 87, 93, 94, 95].
The LCR is the rate at which a gain process g(f) crosses a level T in either
the positive or negative direction (written as LCRf (T )). Note that this is a
rate for the gain process over frequency, not over time. Formally, the LCR can
be defined as [19]
LCRf (T ) =
∫ ∞
0
g˙fg,g˙(T, g˙)dg˙ (5.23)
where g˙ is the frequency derivative of g and fg,g˙(g, g˙) is the joint probability
density function of g and g˙.
In [82], the results for LCR of the maximum eigenvalue (in the frequency
domain) is provided. In this section, we extend the analysis in [82] to calculate
the LCR of BER in an adaptive MIMO-OFDM system which may use multiple
eigenchannels.
5.2.1 Derivation of the LCR Formula: λ
(k)
max
Using the adaptive MIMO-OFDM beamforming system described in chapter 4
and by following results in [82], a closed form expression for the LCR of BER
will be derived in this section.
The LCR behavior is shown schematically in Fig. 5.10. The smooth cross-
ings occur when λmax increases within a given modulation causing a downcross-
ing across PTh. The jump crossings occur when λmax decreases so that a higher
order modulation can no longer be supported and the BER process jumps from
one BER curve to another. If, during this jump, the BER downcrosses PTh
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Figure 5.10: Schematic diagram of the LCR mechanism for AM.
then it contributes to the total LCR.
It is assumed that the entries ofHk are iid CN (0, 1) with correlation prop-
erties in frequency and time defined by the Jakes process described in Sec. 2.3
and in (2.1) - (2.4). For this scenario, the LCR of the maximum eigenchannel
was derived in [82]. Invoking the results in [82] and using (4.2), we derive an
LCR formula for the BER process as below.
The LCR of BER for the i-th modulation scheme is denoted LCRi(PTh).
This gives the LCR of the BER process across the threshold PTh assuming
that modulation i is used. The overall LCR of the BER process for adaptive
modulation (AM) is given by
LCRAM(PTh) = LCRs + LCRj
=
L∑
i=1
LCRi(PTh) +
L∑
j=1
LCRλ(Tj),
(5.24)
where L is the number of alternative modulation modes. In (5.24), LCRs
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represents the LCR due to the smooth BER process and LCRj represents the
LCR due to the jumps in BER which occur when the modulation changes.
In (5.24), LCRλ(Tj) represents the LCR of λ
(k)
max across Tj which results in a
change of modulation and the summation is over all modulation changes which
result in a crossing of BER across PTh. Note that the overall LCRAM is given
by a sum of the component LCRs since several threshold crossings of λ
(k)
max all
result in a crossing of a single BER threshold.
Using the approximate expressions for the probability of bit error, PE, given
in [38] and using (4.2), PE can be written as
PE ≈ c1e−c2γ
(k)
max , (5.25)
where c1 and c2 are constants depending on the constellation being used.
For MPSK, c1 =
1
4
and c2 = 8
(
2−1.94 ln(M)
ln(2)
)
and for MQAM, c1 =
1
5
and
c2 =
3
2(M−1) . Equation (5.25) is easily invertible, therefore the approximate
expression for the SNR corresponding to a given BER threshold can written
as
γ(k)max ≈ −
1
c2
ln
(
PE
c1
)
. (5.26)
From [82], the closed form LCR approximation for the maximum eigenvalue
of a MIMO-OFDM system in the frequency domain is given by
LCR(T ) =
√
pi
r
τd θ
Γ(r)
(
θ
√
T
)r−0.5
e−θ
√
T , (5.27)
where, Γ(r) =
∫∞
0
tr−1e−tdt, r = E[s]
2
Var[s]
, θ = E[s]
Var[s]
, T is the threshold value, τd
is rms delay spread and s =
√
λ
(k)
max. Note that these parameters depend solely
on two moments of the maximum eigenvalue, and hence can be acquired from
the distribution of the eigenvalues. More details on computing E [s] and Var[s]
can be found in [83].
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In (5.27), replacing T by g(PTh), the expression for LCRi(PTh) can be
written as
LCRi(PTh) =
√
pi
r
τd θ
Γ(r)
(
θ
√
g(PTh)
)r−0.5
e−θ
√
g(PTh) . (5.28)
The function g(.) is obtained by substituting (4.2) into (5.26),
g(PTh) = − σ
2
Esc2
ln
(
PTh
c1
)
. (5.29)
5.2.2 Analysis of Non-maximal Eigenchannels
Note that all the derivations to date can be extended from MRT-MRC sys-
tems to MIMO-SVD systems. In MIMO-SVD, transmission down multiple
eigenchannels is employed, possibly using all the channels. In this scenario, if
p ≤ m eigenchannels are used, the transmit symbol Sk is replaced by a p × 1
transmit symbol vector and bk is replaced by the p eigenvectors corresponding
to λ
(k)
1 > λ
(k)
2 > ... > λ
(k)
p . In terms of LCRs, the required changes are very
minor. Equation (5.24) remains valid for each eigenchannel and is computed
from (5.28)-(5.29). The only change is that E(s) and Var[s], which are required
in (5.28), are now computed with s defined by s =
√
λ
(k)
i for i = 1, 2, ...., p.
In the following section we verify our analytical results using Monte Carlo
simulations.
5.2.3 Simulation Results
In this section, we compare the LCRs calculated using our formula with the
results obtained from Monte Carlo simulations. The simulations were carried
out for a N = 64 subcarrier system and we used a subcarrier separation ∆f =
0.3125MHz. In all cases the product of ∆f and the rms delay spread, τd, is
set to 0.03125 which matches the IEEE 802.11a standard. The results were
plotted for the average SNR value per branch (Es
σ2
) equal to 2dB. Furthermore,
we assume perfect CSI at the transmitter.
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Figure 5.11: A comparison between simulated and calculated normalized LCRs
of the BER for MIMO-OFDM systems with different sizes (16-QAM, N = 64,
τd = 100ns).
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The accuracy of our formula for fixed modulation MIMO-OFDM systems
with different sizes is exhibited in Fig. 5.11. Note that the notation (NR, NT ) is
used to denote the MIMO system size. A good match between the simulations
and calculations is also shown for different constellation sizes in Fig. 5.12. Note
that there are two sources of error in the LCR results. Firstly, the gamma
process results in (5.28) are only approximations. Secondly, the calculated
LCRs are in the continuous domain whereas the simulations are in the discrete
domain. As a result, The LCR values calculated using (5.24) give higher values
than the discrete version, since in the continuous domain there can be level
crossings between the discrete points resulting in a higher value.
Figure. 5.11 shows LCR results for different MIMO system configurations.
Here, we observe that for larger system sizes the maximum level crossings are
occurring at lower BER thresholds. This is because with increasing system size
the mean value of λmax increases. Values of the means of λmax for (2, 2), (2, 4)
and (4, 4) systems are 3.5, 6.19 and 9.77 respectively. With increasing system
size, the effective SNR per branch increases and the BER decreases. Hence,
the maximum level crossings occurs at lower BER thresholds. These results
are very useful in comparing the fluctuations in BERs of various systems.
Figure. 5.12 shows LCR results for the BER with different constellation
sizes in a (2, 2) MIMO system. Again, we can see a similar trend in the LCR
curves. With a decrease in constellation size, the effective SNR per branch
increases and the BER decreases. Hence, the maximum level crossings occur
at lower BER thresholds. The LCR results for a (2, 2) adaptive MIMO system
using the maximum eigenchannel is given in Fig. 5.13. Note that the target
BER is 10−2 so the BER axis does not go above 10−2. Considering Figs. 5.11 -
5.12 we see that the region BER ≤ 10−2 is where most of the LCR curves are
decreasing. Hence the AM LCR curve in Fig. 5.13 follows a simple decreasing
trend as BER drops. The AM causes jumps between modulations but since
the LCR for each modulation is decreasing the overall LCR is also monotonic.
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Figure 5.12: A comparison between simulated and calculated normalized LCRs
of the BER in a MIMO-OFDM system using different constellation sizes (NR =
4, NT = 4, N = 64, τd = 100ns).
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Figure 5.13: A comparison between the simulated and calculated normalized
LCR of the BER in an adaptive MIMO-OFDM system (NR = 2, NT = 2,
N = 64, τd = 100ns) and target BER = 10
−2.
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Figure 5.14: A comparison between the simulated and calculated normalized
LCR of the BER in an adaptive MIMO-OFDM system when the first three
eigenchannels (λ1, λ2, λ3) are used (NR = 4, NT = 4, N = 64, τd = 100ns).
The LCR results for a (4, 4) adaptive MIMO system using the first three
largest eigenchannels are given in Fig. 5.14. The LCR results are more complex
here since the target BER is much higher at 0.2. In Fig. 5.14, the effect
of modulation switching can be observed. At a given BER there is often
a dominant modulation with large constellations at high BER and smaller
constellations at low BER. Hence, as the BER drops, the AM LCR roughly
follows the LCR curve of one modulation before switching to another. This
explains the multiple peaks in the LCRs. Since the weaker eigenchannels
cannot support low BERs very often, the LCR results for λ3 are lower at low
BER thresholds. Similarly since high BERs are more common for λ3 the LCRs
at high BER thresholds are larger for the λ3 channel.
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5.2.4 Summary
In this section, the BER was considered as a process in frequency across OFDM
block and derived closed form approximation for the LCR of BER for maximum
eigenvalue (in the frequency domain). Furthermore, the results are extended
for multiple eigenmodes. We have verified that our formula provides very
accurate approximations for the LCR of BER for an adaptive MIMO-OFDM
system. Our approximations can be used as a benchmark for the system
performance analysis. Although the results were presented only for the Jakes
process, the analysis can be easily extended to arbitrary ACFs. Similarly, the
approach can be extended to consider temporal variation. To the best of our
knowledge, this is the first study of its kind, which considers BER variation over
frequency and also level crossings with adaptive modulation. Many extensions
to this work are possible including LCRs in time as well as in frequency. Our
results provide new insights into the BER analysis of an adaptive system.
Chapter 6
Adaptive OFDM Spatial
Multiplexing Systems
Spatial multiplexing has the potential to drastically increase the capacity of
wireless radio links with no additional power or bandwidth consumption [47].
Many researchers have shown that with perfect CSI at the transmitter, the
full multiplexing gain can be achieved using adaptive MIMO with SVD trans-
mission [47, 40, 42, 26, 45]. Hence, the performance of OFDM based spatial
multiplexing systems is an important benchmark. The key drawback of such
systems is the feedback requirement. Hence, it is useful to compare the perfor-
mance of MIMO-SVD schemes with simpler systems, and in particular systems
requiring much less feedback. This chapter presents some new results which
compare the performance of the adaptive MIMO-SVD scheme with that of an
adaptive modulation system employing MMSE receivers. The effect of reduced
feedback on system performance is demonstrated.
It can be difficult to provide a complete performance analysis of adaptive
MIMO-OFDM systems because of their complexity. As discussed in chapter 4,
most results available on system performance are ”average” results based on
the performance of an arbitrary bin. An understanding of the variation over
frequency is not well known. This chapter presents new analytical results on
the performance across all frequency bins and all eigenchannels.
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In this chapter we extend the work in chapter 4 and derive closed-form
expressions for the joint cumulative distribution function (CDF) of arbitrarily
selected eigenvalues in the same bin and in different bins. Furthermore, for
MIMO-SVD, the exact mean and variance of the number of bits transmitted
per OFDM block has been computed analytically and verified with Monte
Carlo simulations. In addition, we show that the performance of an MIMO-
MMSE receiver can be improved by using adaptive modulation and we consider
a simplified precoding approach to further increase the throughput. Finally, we
compare the throughput of adaptive MIMO-SVD transmission and precoded
adaptive MIMO-MMSE systems. We show that both precoding and adaptive
modulation are required for the MMSE approach to achieve rates within 25%
of the SVD scheme.
6.1 MIMO OFDM Spatial Multiplexing Sys-
tems
The main reason for using OFDM in this context is the fact that OFDM mod-
ulation turns a frequency-selective MIMO fading channel into a set of parallel
frequency-flat MIMO fading channels. This renders multichannel equalization
particularly simple, since for each OFDM tone a narrow-band receiver can be
employed. In OFDM based spatial multiplexing, the (possibly coded) data
streams are first passed through OFDM modulators and then launched from
the individual antennas. Note that this transmission takes place simultane-
ously from all transmit antennas. In the receiver, the individual signals are
passed through OFDM demodulators, separated, and then decoded.
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6.1.1 Adaptive MIMO-SVD System Model
Using the MIMO-SVD transmission scheme described in Sec. 2.6 the received
observation vector can be written as
Y ik =
√
λ
(k)
i X
i
k + n˜
i
k, i = 1, 2,...,m. (6.1)
From (6.1), the effective SNR of the ith branch and kth subcarrier can be
written as
γ
(k)
i =
Es
σ2
λ
(k)
i (6.2)
where Es
σ2
denotes the average SNR per branch. From (6.2) we see that the
subcarrier SNR, γ
(k)
i , is proportional to λ
(k)
i . Hence, the adaptive system can
select the modulation scheme based on the eigenvalues. Using the adaptive
modulation scheme described in Sec. 2.7 and Sec. 2.8, subcarrier SNR values
(via the eigenvalues) are used to adjust the modulation scheme. Using (6.2), we
can obtain the modulation switching thresholds from the following expression
Es
σ2
λ
(k)
i = SNRγ (6.3)
where γ = MQAM or MPSK. Substituting (2.15) or (2.16) into (6.3) gives
threshold values for λ
(k)
i which can be used to implement the adaptive modu-
lation scheme. The threshold values are summarized in Table 4.1.
6.1.2 MIMO-MMSE Receiver Model
The output of the classical MMSE equalizer/decoder can be written as [96]
Ŝ
MMSE
k =(σ
2I +H†kHk)
−1H†kRk (6.4)
=W kHkSk +W knk,
where W k = (σ
2I +H†kHk)
−1H†k is a NT ×NR matrix. Let W ik denote the
ith row ofW k and define V
i
k =W
i
kHk. With this notation, (6.4) is given by:
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Ŝik
MMSE
=V ikSk + W
i
knk (6.5)
=V iik S
i
k +
∑
j 6=i
V ijk S
j
k +W
i
knk,
where V ijk is the j
th element of V ik and S
i
k is the i
th element of Sk. The
instantaneous signal to noise plus interference ratio (SINR) on the ith channel
in the kth bin is therefore given by
SINRik =
|V iik |2Es∑
j 6=i |V ijk |2Es + σ2||W ik||2
(6.6)
The result in (6.6) is used in the implementation of adaptive modulation with
MMSE detection. Note that the received signal in (6.5) suffers from both inter-
ference and noise. However, as an approximation for the adaptive transmission
scheme, we treat (6.5) as an AWGN channel with SNR given by (6.6).
For adaptive MMSE, using (6.6), we can obtain the modulation switching
thresholds from the following expression
SINRik = SNRγ, (6.7)
where γ = MQAM or MPSK.
6.1.3 Performance Metrics
Using the definitions described in Sec. 4.1.1, here we consider the function
J ik =

j1, if T1 ≤ Gik < T2
j2, if T2 ≤ Gik < T3
...
jL, if TL ≤ Gik < TL+1
(6.8)
where Gik =
Es
σ2
λ
(k)
i for SVD and G
i
k = SINR
i
k for the MMSE scheme. The
number of bits used in the i-th modulation scheme is ji and J =
∑N
k=1
∑m
i=1 J
i
k
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counts the total number of bits transmitted per OFDM block. We also define
Jk =
∑m
i=1 J
i
k as the number of bits transmitted in bin k. Hence, J =
∑N
k=1 Jk.
The data rate of the block is J
T
so J gives the data rate. It is worth reiterating
that the analysis developed in this chapter focuses on the data rate per OFDM
block when spatial multiplexing (multiple eigenchannels) is employed. If only
the maximum eigenchannel is used then the function J ik reduces to Wk in (4.5)
.
6.1.4 Adaptive MIMO SVD System Analysis
Using the convergence in distribution results in [82, 71], the random variable,
J , can be approximated by a Gaussian with mean, E [J ] and variance, Var[J ] =
E [J2]− E [J ]2. These two moments require the following results:
E [J ] = Nm
L∑
k=1
jkP (Tk ≤ λ(1)a ≤ Tk+1)
= Nm
L∑
k=1
jk [F1(Tk+1)− F1(Tk)] (6.9)
E
[
J2
]
= NE
[
J21
]
+ 2
N−1∑
k=1
(N − k) E [J1J1+k] , (6.10)
where F1(.) is the CDF of an arbitrary eigenvalue of HkH
†
k. To compute
(6.10) we also need the following:
E [J1J1+k] =
L∑
i=1
L∑
n=1
ji jn P (Ti ≤ λ(1)a < Ti+1,
Tn ≤ λ(k+1)a < Tn+1). (6.11)
E
[
J21
]
= Nm
L∑
k=1
j2kP (Tk ≤ λ(1)a ≤ Tk+1) +m(m− 1)
×
L∑
i=1
L∑
n=1
ji jnP (Ti ≤ λ(1)a,1 < Ti+1, Tn ≤ λ(1)a,2 < Tn+1). (6.12)
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In (6.12), λ
(1)
a,1 and λ
(1)
a,2 denote two arbitrary and distinct eigenvalues in the
same bin. Equations (6.9)-(6.12) can be evaluated if we have the CDFs for the
following random variables:
• a single arbitrary eigenvalue;
• two arbitrary eigenvalues in two different bins (λ(1)a and λ(1+k)a );
• two arbitrary but distinct eigenvalues in the same bin (λ(1)a,1 and λ(1)a,2).
6.1.5 Derivation of the Cumulative Distribution Func-
tions
In [97], the joint PDF, f
(k)
1 (w, λ), of the arbitrary eigenvalues in two different
frequency bins, bins 1 and k+1, was evaluated. The joint CDF can be written
as
F
(k)
1 (x, y) =
∫ x
0
∫ y
0
f
(k)
1 (ω, λ)dωdλ. (6.13)
The integration in (6.13) is detailed in Appendix 6.3.1 and the final result for
the joint CDF is given by
F
(k)
1 (x, y) =
m∑
r=1
m∑
s=1
K1|(Er,s(x, y)|, (6.14)
whereK1 and Er,s(x, y) are defined in Appendix 6.3.1 and |.| represents the de-
terminant. Equation (6.21) gives joint probabilities for the two arbitrary eigen-
values and the marginal probabilities for a single arbitrary eigenvalue can then
be computed by using P (Ti ≤ λ(1)a < Ti+1) = F (k)1 (Ti+1,∞) − F (k)1 (Ti,∞) =
F
(k)
1 (x). Although the infinite series required by one term in (6.21) is not desir-
able, we have found that the series converges quickly. Note that the marginal
probabilities can also be directly computed using [36].
In [98], the joint PDF for two randomly selected distinct eigenvalues in
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the same bin (λ
(1)
a,1 and λ
(1)
a,2) was derived. Using the results in [98], in Ap-
pendix 6.3.2 we derive the joint CDF which is given by:
F
(k)
2 (x, y) =
m
m− 1F1(x)F1(y)−
1
m(m− 1)I, (6.15)
where details of I are given in Appendix 6.3.2. Utilizing the joint and marginal
probabilities, the mean and variance can be readily obtained. In Sec. 6.1.9 we
compare our analytical results using a Gaussian approximation with simulation
data and then use them to study the effects of the various system parameters.
6.1.6 Precoded Adaptive MIMO MMSE Receiver
An overview of generalized precoding approach for MIMO-OFDM systems
can be found in [99, 100, 101]. In this section, we consider extremely simple
precoding or spreading matrices, F k, which are selected at the transmitter
in order to increase the bit rate. The matrices, F k, are designed based on
an equal and constant transmit power constraint with orthonormal columns
[102, 103, 101]. In the spatial spreading (or precoding) mode, the transmitted
vector, Spk, is given by
Spk = F kSk (6.16)
where F k is the NT × NS spatial spreading matrix selected for the k-th bin.
The NS×1 vector, Sk, consists of the symbols to be transmitted. The received
signal is then given by
Rpk =H
p
k Sk + nk, (6.17)
where Hpk = HkF k is the effective channel observed at the receiver. Hence,
NS ≤ NT symbols are spread over theNT transmit antennas. Assuming perfect
CSI, known only at the receiver side, the output of the MMSE receiver after
the precoding decoder can be written as:
Ŝpk
MMSE
= (σ2I +Hp†k H
p
k)
−1Hp†k R
p
k (6.18)
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Using the procedure outlined in Sec. 6.1.2 and replacing Hk by H
p
k in
(6.4)-(6.6) we can readily calculate the new effective SINR values required
for the adaptive algorithm. The precoding matrices are important and their
design is described in more detail below. Each F k should satisfy the following
properties:
• F k satisfies F †kF k = I;
• F k has equal row norms.
Note that we consider a fixed set of NT candidate matrices, so that F k ∈
{F (1),F (2), ...,F (NT )}. The candidate set spreads between 1 and NT symbols
onto the NT antennas. In particular, F
(j) is NT ×j and each F (j) is arbitrarily
chosen to satisfy the desired properties with no attempt to maximize perfor-
mance based on the channel. For example, when NT = 3 and NS = 2, F
(2) is
given by
F (2) =
1√
2

1 e
j2pi
3
1 1
e
j2pi
3 1
 . (6.19)
6.1.7 The Precoding Algorithm for MIMO-MMSE
For each bin and assuming perfect CSI the receiver decides on NS and the
modulations to be used at the transmitter via the following algorithm:
Precoding Algorithm :
• Let r = 1, set NS = NT − r + 1.
• Compute the NS values of the SINR from (6.6) using the NT×NS matrix,
F k.
• Using (6.7) find the modulations to be used which meet the target BER.
• Compute Jk(r), the total number of bits used with this value of NS.
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• r = r + 1
• if r > NT ; Jk = max{Jk(1), ...., Jk(NT )}; stop.
The output of the algorithm is a value of NS and a set of modulations which
maximizes the number of transmitted bits.
6.1.8 Feedback Requirements
Crucial to adaptive systems is the requirement of a feedback channel that is
often capable of carrying only a limited number of bits. The MIMO-SVD
transmission requires full CSI at the transmitter. Therefore, it demands a
high rate feedback channel. With the precoded adaptive MIMO-MMSE, the
feedback requirements can be considerably reduced.
With the proposed adaptive MMSE, the receiver explicitly identify a pre-
coding matrix based on a codebook that should be used at the transmitter.
The codebook entries are obtained by using number of streams NS and the
number of constellation sizes used (L). For example, suppose in a (3, 3) sys-
tem (the number of bits transmitted per subcarrier k), Jk = 6 results from
NS = 2 and the use of symbols from a 4-QAM and a 16-QAM constellation.
The receiver simply feeds back the vector (3, 5) since 4-QAM/16-QAM are
the 3rd/5th modulation types. Order is important, so the first and second
elements of the symbol vector correspond to 4-QAM/16-QAM respectively. In
general, with this type of codebook based feedback, (NS)log2(L)-bit feedback
channel is sufficient, where L is the number of constellation sizes used.
With the MIMO-SVD, the number of feedback bits required per subcarrier
is 2NRmQb, where m = min(NT , NR) and Qb is the number of quantization
bits used for the real and imaginary parts of the channel gain. In [104], the
effect of feedback quantization on adaptive modulation for MIMO systems
has been investigated. It was shown that for a (4,4) MIMO link, to achieve a
target BER of 10−3, 11-quantization bits should be used for the real/imaginary
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parts of the channel gain. Therefore, the amount of feedback bits required per
subcarrier is 352-bits.
6.1.9 Simulation Results
We have evaluated the throughput performance of adaptive MIMO-SVD and
adaptive MIMO-MMSE systems by analysis and via Monte Carlo simulations.
The channel parameters were based on the IEEE 802.11a standard. In par-
ticular, the simulations were carried out for N = 64, ∆f = 312.5KHz, a
total transmit signal bandwidth of 20MHz and a system carrier frequency of
5.725GHz. Figures. 6.1 – 6.5 show CDF plots for the number of bits transmit-
ted per block for adaptive MIMO-SVD and adaptive MIMO-MMSE systems.
With the adaptive scheme considered, the number of bits per block must lie
in the region [0, 6NTN ] or [0, 384NT ], since a 6-bit symbol in 64-QAM is the
maximum.
For MIMO-SVD systems, Figs. 6.1 – 6.2 show excellent agreement between
the Gaussian approximation for J , using the analysis in Sec. 6.1.4, and simu-
lated data rates. In Fig. 6.1, we see that at a target BER of 10−3, in a (4, 4)
MIMO-SVD system, the average number of bits transmitted is around 530-bits
with variation mainly from 480-bits to 570-bits. With a slightly relaxed target
BER (10−2), the average number of bits transmitted increases to 690-bits and
the variation is from 650-bits to 730-bits. The results in Fig. 6.2 show the
effect of varying the system size of MIMO-SVD at a target BER of 10−3. For
(2,2), (3,3) and (4,4) systems the average number of bits transmitted are 180,
340 and 530 respectively.
Figure 6.3 shows CDF comparisons between MIMO-SVD and MIMO-MMSE
for a (3,3) MIMO-OFDM system. The average number of bits transmitted in a
MIMO-MMSE system with fixed modulation, adaptive modulation and adap-
tive modulation with spatial spreading and SVD are around 170, 230, 280
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and 340 respectively. We can see that MIMO-SVD offers approximately 25%
higher rates at the expense of sending full CSI back to the transmitter. With
MIMO-MMSE, as discussed in Sec. 6.1.8, this feedback requirement is dras-
tically reduced. It is notable that the gains in moving from fixed MMSE to
adaptive MMSE are almost doubled by the spatial spreading. Hence, it is
important to employ both techniques in order to approach SVD performance.
Figure 6.4 shows the effect of increasing the number of receive antennas on the
system performance. There are no surprises here and the relative gains offered
by MIMO-SVD over MMSE are approximately the same for (3,3), (3,4) and
(3,5) MIMO systems.
Figure. 6.5 shows the normalized throughput (throughput per bin) offered by
MIMO-SVD and MIMO-MMSE as a function of SNR. At low SNR values
(< 4dB) and at high SNR values (> 28dB), the performance of all systems
is almost identical. The main difference in the performance is occurring for
medium to high SNR values. The importance of spatial spreading is seen to
be in the low to medium SNR range.
6.2 Summary
In this chapter, we considered MIMO-SVD and MIMO-MMSE transceiver
structures. We have derived new closed-form expressions for the joint CDF
of arbitrarily selected eigenvalues in the same subcarrier and in different sub-
carriers. The exact mean and variance of the number of bits transmitted per
OFDM block has been computed. Furthermore, we compared the performance
of the adaptive MIMO-SVD scheme with that of an adaptive modulation sys-
tem employing MMSE receivers and demonstrate the effect of reduced feedback
on the system performance. Finally, we compare the throughput of adaptive
MIMO-SVD transmission and precoded adaptive MIMO-MMSE systems. We
have shown that a combination of adaptive MIMO-MMSE transceivers with
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Figure 6.1: CDF plots for number of bits per OFDM block in a (4,4) MIMO-
SVD system for two different target BERs (N = 64, τd = 250ns).
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Figure 6.2: CDF comparison between analysis and simulation for various
MIMO-SVD system configurations (N = 64, τd = 250ns, Target BER = 10
−3).
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Figure 6.3: CDF comparison between a (3, 3) SVD and MMSE-receiver with
and without adaptive modulation τd = 250ns (N = 64, Target BER = 10
−3).
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Figure 6.5: Throughput comparison between a (3,3) SVD and MMSE-receiver
(τd = 250ns N = 64, Target BER = 10
−3).
spatial spreading at the transmitter can provide rates within 25% of MIMO-
SVD. The results presented for adaptive MIMO-SVD can be used as bench-
marks in spatial multiplexing mode. They achieve extremely high throughput
at the expense of a very large feedback requirement. The analysis is verified
by Monte Carlo simulations.
6.3 Appendix
6.3.1 Derivation of F
(k)
1 (x, y)
In [97], the joint PDF of the arbitrarily selected non-zero eigenvalues of the
matrices H1H
†
1 and Hk+1H
†
k+1, λ and ω, is given by
f
(k)
1 (w, λ) =
ρH(k)
−m(n−1)
Γn(m)Γm(m)m2(1− |ρH(k)|2)m
×
m∑
r=1
m∑
s=1
|Dr,s(λ, ω)|, (6.20)
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where Γn(m) = Π
m
i=1Γ(n − i + 1), n = max(NR, NT ), K1 is the constant in
(6.20) and Dr,s(λ, ω) is an m×m matrix with (i, j)th element given in (6.25).
Note that only one row and one column of Dr,s(λ, ω) are functions of λ and ω.
Hence, the integration in (6.13) reduces to integrating over the row containing
λ and the column containing ω. Define Er,s(x, y) =
∫ x
0
∫ y
0
Dr,s(λ, ω)dλdω,
then the elements of Er,s(x, y), defined by (Er,s(x, y))i,j, are given by:
∑∞
t=0
γ(Ti,x/δ)γ(Tj ,y/δ)(Ti−1)!(Tj−1)!
t!(t+T )!(δ)−(T+i+j)(ρH(k))−(2t+T )
if i = r, j = s∑j−1
t=0
γ(Ti,x)(Ti−1)!(j−1)!(T+j−1)!
δt−jt!(j−t−1)!(T+t)!(ρH(k))−(2t+T ) if i = r, j 6= s∑i−1
t=0
γ(Tj ,y)(Tj−1)!(i−1)!(T+j−1)!
δt−it!(i−t−1)!(T+t)!(ρH(k))−(2t+T ) if i 6= r, j = s∑j−1
t=0
(T+j−1)!(Ti−1)!(j−1)!
δt−jt!(j−t−1)!(T+t)!(ρH(k))−(2t+T ) if i 6= r, j 6= s
(6.21)
where γ(·, ·) is the incomplete gamma function γ(α, β) = ∫ β
0
tα−1 e−t dt, T =
n−m, Tj = T + j + t, Ti = T + i+ t and δ = (1− |ρH(k)|2).
6.3.2 Derivation of F
(k)
2 (x, y)
The joint density function of two randomly selected distinct eigenvalues in a
particular bin is given in [98]. Defining these as λ1 and λ2, the joint density is
given by
f
(k)
2 (λ1, λ2) =
m
m− 1f1(λ1)f1(λ2)−
1
m(m− 1)K(λ1, λ2)
2 (6.22)
where f1(λ1) is the PDF of an arbitrary eigenvalue and
K(λ1, λ2) =
m∑
i=1
(i− 1)!
(i− 1 + n−m)!(λ1λ2)
(n−m)/2e−(λ1+λ2)/2 (6.23)
× L(n−m)i−1 (λ1)L(n−m)i−1 (λ2)
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(Dr,s(λ, ω))i,j =
λ
T
2
+i−1ω
T
2
+j−1e
− λ+ω
(1−|ρH (k)|2) IT
(
2|ρH(k)|
(1−|ρH(k)|2)
√
λω
)
for i = r, j = s
Γ(T+j)
(1−|ρH(k)|2)−j ρT e
−λλT+i−1
∑j−1
t=0
(
j−1
t
)( |ρH(k)|2λ
(1−|ρH(k)|2)
)t 1
(T+t)!
for i = r, j 6= s
Γ(T+i)
(1−|ρH(k)|2)−iρT e
−ωωT+j−1
∑i−1
t=0
(
i−1
t
)( |ρH(k)|2ω
(1−|ρH(k)|2)
)t 1
(T+t)!
for i 6= r, j = s
Γ(T+j)
(1−|ρH(k)|2)−j ρT
∑i−1
t=0
(
i−1
t
)( |ρH(k)|2
(1−|ρH(k)|2)
)t (T+i+t−1)!
(T+t)!
for i 6= r, j 6= s
.
(6.25)
where L
(n−m)
i−1 (λ) is the generalized Laguerre polynomial [85] given by L
α
n(x) =∑n
m=0(−1)m
(
n+α
n−m
)
xm/m!. Integrating (6.22) gives
F
(k)
2 (x, y) =
m
m− 1
∫ x
0
f1(λ1)dλ1
∫ x
0
f1(λ2)dλ2 (6.24)
− m
m− 1
∫ x
0
∫ y
0
K(λ1, λ2)
2dλ1dλ2
=
m
m− 1F
(k)
2 (x)F
(k)
2 (y) − I
where ρT = |ρH(k)|T . The integral, I, is defined as
I =
∫ x
0
∫ y
0
m∑
i=1
m∑
j=1
(i− 1)!
(i− 1 + n+m)!
(j − 1)!
(j − 1 + n+m)! (6.26)
×(λ1λ2)(n−m)e−(λ1+λ2)L(n−m)i−1 (λ1)L(n−m)i−1 (λ2)
×L(n−m)j−1 (λ1)L(n−m)j−1 (λ2)dλ1dλ2
=
m∑
i=1
m∑
j=1
(i− 1)!
(i− 1 + n+m)!
(j − 1)!
(j − 1 + n+m)!Iij(x)Iij(y)
where
Iij(x) =
∫ x
0
λ(n−m)e−λL(n−m)i−1 (λ)L
(n−m)
j−1 (λ)dλ. (6.27)
Hence the corresponding closed form expression for Iij(x) is
Iij(x) =
i−1∑
r=0
cr(i)
j−1∑
s=0
cs(j)γ(n−m+ r + s− 1, x) (6.28)
where cr(i) = (−1)r
(
n−m+i−1
i−1−r
)
/r!.
Chapter 7
Conclusion
This thesis has analyzed and quantified the performance of certain adaptive
SISO and MIMO OFDM systems. New results have been presented in areas as
diverse as IOTA-OFDM, LCRs and channel eigenvalue statistics. It is worth
reiterating that a major aim of the thesis is to explore the behavior of block
based performance measurements by considering the correlation across the
frequency bins of the OFDM block. Because most of the relevant work in
the literature focuses on ”average” results based on the performance of an
arbitrary bin (and do not consider the frequency correlation), this approach
gives new results which add to our fundamental understanding of OFDM.
Section 7.1 gives a more detailed discussion of the results shown in this
thesis. Possible applications of the results are discussed in Sec. 7.2. Section
7.3 highlights some possible avenues for further work in this interesting and
important research area.
7.1 Discussion of Results
For both SISO and MIMO configurations and for various system and channel
parameters, the following graphical results have been presented:
• Uncoded BER for CP-OFDM and IOTA-OFDM including a PAPR re-
duction technique.
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• CDF plots for the number of bits per block in adaptive CP-OFDM and
IOTA-OFDM.
• CDF plots for the number of bits per OFDM block in adaptive MIMO-
OFDM systems with transmission on the channel corresponding to the
maximum eigenvalue.
• Variances of differences between maximum eigenvalues, minimum eigen-
values and eigenvalue sums vs frequency separation in MIMO-OFDM
systems.
• LCR of the BER for MIMO-OFDM.
• CDF plots for the number of bits per OFDM block in an adaptive MIMO-
OFDM system with SVD transmission on all eigenchannels.
• Throughput comparisons between MIMO-SVD and adaptive MIMO-
MMSE systems.
The results yield useful insights into the performance of adaptive OFDM sys-
tems in block fading environments. In particular, we have presented a new
closed-form Gaussian approximation, which is shown to be extremely accu-
rate, for many different systems and channel scenarios. These novel Gaussian
approximations can be used as a benchmark for adaptive MIMO OFDM sys-
tem performance under fading channels. In the performance measurement of
various adaptive SISO and MIMO OFDM systems, a target BER of 10−3 and
10−2 is considered.
In chapter 3, we have focused on the fundamental issues concerning the
BER performance of CP-OFDM and IOTA-OFDM under typical system im-
perfections. Simulation results show that IOTA-OFDM performs better than
CP-OFDM. In addition to a fundamental throughput advantage due to the
lack of a CP, IOTA-OFDM also offers improved immunity to interference and
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reduced sensitivity to frequency offset. This creates substantial throughput
improvements for comparable BER values. In particular, we have shown that
with a slight increase in complexity (using the polyphase approach), perfect
CSI (at the receiver) and perfect receiver synchronization, at a BER of 10−3
IOTA-OFDM gives a gain of approximately 4 dB over CP-OFDM. The relative
gains in IOTA-OFDM are somewhat smaller in the presence of system imper-
fections. However, for a fixed target BER (at 10−3, a typical value in adaptive
OFDM) the throughput advantages of IOTA-OFDM would be considerable.
As shown in chapter 3, throughput gains > 25% are possible. Furthermore,
both systems can co-exist without many changes in the system implemen-
tation. Therefore, as a modulation technique, IOTA-OFDM is a promising
candidate for use with future wide band data systems. Furthermore, we have
shown that by using iterative based adaptive clipping and frequency domain
filtering the PAPR of an adaptive OFDM system can be considerably reduced
without causing too much degradation in the BER and out-of-band emissions
performance. Simulation results shows that PAPR can be reduced from 12 dB
to 8.5 dB with negligible effect on BER performance.
Focusing on wideband channel variations in the frequency domain, in the
next part of the thesis (chapter 4, chapter 5 and chapter 6) we have developed
a novel statistical analysis for adaptive MIMO-OFDM systems. Furthermore,
a CLT was developed for a wide range of block-based performance metrics.
The resulting Gaussian approximation has shown excellent agreement with
simulated results. The main results can be summarized as follows:
• In diversity mode, using MRT-MRC transmission (chapter 4), in a (2, 2)
system with N = 64, a target BER of 10−3 and SNR = 9 dB the average
number of bits that can be transmitted is around 140-bits (compared to
a maximum of 384-bits), with variation mainly from 100-bits to 180-bits.
For a (4, 4) system the average value increases to 260-bits.
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• In MRT-MRC systems with transmission on the maximum eigenchannel,
outage states very rarely occur (the probability of outage is < 0.1%).
• In systems using all eigenchannels the worst channel corresponds to the
smallest eigenvalue. For this channel outage is a serious issue. In a 64
subcarrier channel the weakest eigenchannel of a (4, 4) MIMO system
uses less than 20 subcarriers more than half of the time and rarely uses
more than 30. For a (2, 2) system the situation is better, and variation
from 10 to 60 useable channels is observed. This is because in a (4, 4)
system more energy is concentrated in the larger eigenchannels and less
energy in the smallest eigenchannel.
• The variance of the difference between eigenvalues increases with system
size as shown in chapter 5. The squared magnitude of the channel ACF,
|ρh(k)|2 gives a tight bound on the ACF of the maximum eigenvalue and
progressively weaker bounds on the ACFs of the lesser eigenvalues.
• In an adaptive modulation system, the overall LCR of BER is a sum
of the LCR due to the smooth BER process and the LCR due to the
jumps in BER which occur when the modulation changes. As shown
in chapter 5, for larger system sizes (larger NR × NT ) the maximum
level crossings occurs at lower BER thresholds. Note that, with increas-
ing system size, the effective SNR per branch increases and the BER
decreases. Hence, the maximum level crossings occurs at lower BER
thresholds. Similar trends in the LCR curves are observed with lower
order constellation (M-QAM) sizes.
• The results presented in chapter 6 compared the performance of the adap-
tive MIMO-SVD scheme with that of an adaptive modulation system
employing MMSE receivers and demonstrated the effect of reduced feed-
back on the system performance. In particular, in a (3, 3) system with
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N = 64, at a target BER of 10−3 and SNR = 9 dB the average number
of bits transmitted in a MIMO-MMSE system with fixed modulation is
170-bits. With adaptive modulation this value increases to 230-bits and
adaptive modulation with spatial spreading gives 280-bits compared to
340-bits obtained using MIMO-SVD. Hence, the MIMO-SVD offers ap-
proximately 25% higher rates at the expense of sending full CSI back to
the transmitter. Using the analysis presented in chapter 6, these results
can be easily extended for different system configurations.
The work in this thesis has extended our knowledge of OFDM and in partic-
ular adaptive OFDM in many ways. We have shown that a far more complete
analysis of performance is possible building on recent work in random ma-
trix theory and eigenvalue distributions. Specifically, block based performance
measures can be constructed and analyzed by considering the correlation across
the frequency bins of the OFDM block. Furthermore, we have considered some
fundamental issues concerning the BER performance of adaptive CP-OFDM
and IOTA-OFDM under typical system imperfections such as channel estima-
tion errors, frequency offset and PAPR.
7.2 Applications of Results
Although most of the results shown in this thesis use the IEEE 802.11a stan-
dard, the analysis developed does not depend on any fixed standard and is
valid for arbitrary correlation patterns between the channel gains. The expres-
sions are therefore useful in the performance measurement of other adaptive
MIMO-OFDM schemes given in the standards, such as PMR-TIA902.BBAB
[9], Wimax-IEEE802.16x, 3GPP-LTE, etc. For example, the IEEE 802.11a
standard uses ∆f = 312.5kHz, N = 64 and the rms delay spread is in the
order of 50ns-250ns. This gives correlation coefficients of |ρf (∆f)| = 0.9952
and 0.8977, respectively, for an exponential power delay profile. In contrast
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the PMR-TIA902.BBAB standard uses ∆f = 2kHz, N = 11, supports very
long range communication and the typical rms delay spread values range from
1us-30us. This gives correlation coefficients of |ρf (∆f)| = 0.9980 and 0.9357.
These correlation values are similar to those in the IEEE 802.11a standard.
Therefore, the results will follow similar trends except that the mean and vari-
ance of the number of bits transmitted per OFDM block will be different.
The results on the frequency variation of eigenchannels (given in chapter 5)
are very useful in the selection of channel estimation method (distributed pilot
based or preamble based etc.), error control coding and in deciding the number
of subcarriers to include in the subband based MIMO-OFDM [73, 74, 91].
Although the focus of this work is on the variation over frequency, exactly
the same approach can be used to characterize changes in eigenvalues over
time or space. For example, the frequency ACFs developed can be converted
to temporal ACFs by replacing the channel ACF over frequency with the
channel ACF in time. This leads to work on the time varying nature of the
eigenvalues [86, 87]. Such temporal variation is important in the analysis
of adaptive MIMO systems with feedback delay [88, 89]. Another example is
channel estimation where the effects of imperfect channel state information can
be modeled by channel estimates which are correlated with the true channel
values. Again, the correlation between the true and estimated channels can be
used to replace the frequency correlation and lead to useful results on channel
estimation [90, 88]. Finally, many limited feedback OFDM systems have been
proposed to decide a single transmission strategy for a contiguous block of
frequency bins. A simple way to decide the number of carriers to include in a
block would be to compare the width of the block with the standard deviation
of the eigenvalue differences. This gives a good indication of how widely the
eigenvalues will vary across the block for wireless fading channels [91, 92].
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7.3 Suggestions for Future Work
Adaptive modulation and coding (AMC) is still an active area of research. A
key challenge in AMC is to efficiently control three quantities at once: transmit
power, transmit rate (constellation), and the coding rate. It will be interesting
to extend the analysis by considering both rate and coding adaptation based
on the channel conditions.
This thesis and many papers [52, 53, 54, 55, 56] have demonstrated promis-
ing advantages of IOTA-OFDM/OQAM over CP-OFDM and this technol-
ogy has already been introduced in many standards [9, 10, 11]. However,
due to the intrinsic ISI of the IOTA function, the conventional pilot aided
channel estimation schemes used in CP-OFDM are not directly applicable
to IOTA-OFDM/OQAM. For OFDM/OQAM channel estimation procedures
are still being developed. Promising techniques based on preambles have ap-
peared in [59]. Still the following questions are not answered: What is the
best CE scheme for IOTA-OFDM? What is its complexity compared to CE
in CP-OFDM? What is the effect of timing synchronization error on IOTA-
OFDM/OQAM? Since IOTA-OFDM/OQAM does not use a CP, it may be
more sensitive to timing errors. Timing synchronization issues are not consid-
ered in the cited literature.
In this thesis we assume that each transmit antenna is allocated a fixed
amount of power and that no power reallocation is performed across the trans-
mit antennas and among the subcarriers. It will be interesting to extend the
analysis with power reallocation (i.e. both power and rate adaptation) across
subcarriers, transmit antennas and both.
The results presented for adaptive MIMO-SVD can be used as benchmarks
in spatial multiplexing mode. They achieve extremely high throughput at
the expense of a very large feedback requirement. Simpler alternatives, based
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on precoded adaptive MIMO-MMSE systems with drastically reduced feed-
back, can achieve throughput values within 25% of MIMO-SVD. This thesis
compared both the systems based on fixed power allocation and considers
rate adaptation only. By using power allocation across the subcarriers this
throughput gap may be reduced. However, power allocation requires addi-
tional feedback information but by using a fixed set of discrete power levels
and a code book based feedback mechanism, this requirement may be reduced.
Hence, selecting the rate adaptation vs rate and power adaptation is a trade-
off between the feedback overhead and the achievable throughput. In other
words, one can reduce the feedback overhead by selecting simpler adaptation
(only the rate) but this reduces the system throughput. For the two types
of adaptive MIMO-OFDM systems proposed in chapter 6, such tradeoffs will
certainly help the system design engineers. Therefore, it will be interesting to
see how these results vary when both rate and power adaptation is considered.
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