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We demonstrated single shot diagnostics of laser-plasma accelerators
(LPAs). We observed the structure and the evolving process of the blow-out
region, the nonlinear waves (plasma bubble) induced by the driving beam us-
ing the Faraday rotation diagnostic. We obt ained the evolution of the plasma
bubble in single shot using Faraday rotation diagnostic with multiple probe
beams. The diameter of the bubble changed from 300 µm to 50 µm in 2
cm, which revealed the transition of the acceleration stages from ”bubble ex-
panding mode” to ”bubble stabilizing mode”. Moreover, we demonstrated
the broad bandwidth frequency domain streak camera (B-FDSC), which can
resolve the dynamics of LPAs in single shot. We improved the temporal reso-
lution of B-FDSC to ∼ 10 fs by broadening the bandwidth of the probe beam
to ∼ 100 nm using supercontinuum generation, and we performed a prototype
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experiment to show that B-FDSC was capable of resolving the evolution of





List of Tables xii
List of Figures xiii
Chapter 1. Introduction 1
1.1 Laser-Plasma Accelerators (LPAs) And The Bubble Regime . . 1
1.2 Diagnostics of LPAs In High Density Plasma . . . . . . . . . . 3
1.2.1 Faraday Rotation Diagnostic . . . . . . . . . . . . . . . 4
1.2.2 Frequency Domain Interferometry . . . . . . . . . . . . 5
1.2.3 Others . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Diagnostics of GeV-Class LPAs . . . . . . . . . . . . . . . . . 7
1.3.1 Multi-Object-Plane Diagnostic . . . . . . . . . . . . . . 7
1.3.2 Faraday Rotation Diagnostic . . . . . . . . . . . . . . . 8
1.4 Outlines of the dissertation . . . . . . . . . . . . . . . . . . . . 9
Chapter 2. Faraday Rotation Diagnostics of The LPA - Single
Probe 11
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Experimental Procedure . . . . . . . . . . . . . . . . . . . . . 16
2.3 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . 19
2.4 FDTD Simulations and Discussion . . . . . . . . . . . . . . . . 23
2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
ix
Chapter 3. Single-shot movies of evolving GeV laser-plasma ac-
celerators by multiplexed Faraday rotation 37
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.1 Faraday rotation signal of stabilized bubble . . . . . . . 42
3.2.2 Faraday rotation signal of evolving bubble . . . . . . . . 48
3.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.3.1 Faraday rotation simulations using FDTD - stabilized
bubble . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.3.2 Faraday rotation simulations using FDTD - bubble tran-
sition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.3.3 Relativistic effect on Faraday rotation signals . . . . . . 60
3.4 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.4.1 rotation angle evaluation . . . . . . . . . . . . . . . . . 63
3.4.2 The imaging system . . . . . . . . . . . . . . . . . . . . 64
3.4.3 The probe pulse sampling . . . . . . . . . . . . . . . . . 65
3.4.4 Finite difference time domain method simulations . . . . 65
Chapter 4. Single-Shot Observation of Time-Resolved Pulse Prop-
agation in Glass 67
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.2 Experimental Procedure . . . . . . . . . . . . . . . . . . . . . 70
4.3 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . 71
4.4 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
Chapter 5. Future Outlook 80
5.1 Faraday Rotation Diagnostic Improvement . . . . . . . . . . . 80
5.2 Applying B-FDSC to LPAs . . . . . . . . . . . . . . . . . . . . 81
x
Appendix 1. Faraday Rotation Diagnostics - Setup Procedure 84
1.1 Experimental Setup and preparation . . . . . . . . . . . . . . . 84
1.2 imaging System . . . . . . . . . . . . . . . . . . . . . . . . . . 84
1.3 Camera Images Overlapping . . . . . . . . . . . . . . . . . . . 88
1.4 Rotation Angle Extraction . . . . . . . . . . . . . . . . . . . . 89






2.1 The schematic of the GeV LPA and the Faraday rotation di-
agnostics along with the signals from one particular shot. (a)
The layout of the setup. (b) The side view of the gas cell.
(c) The electron spectrum. (d) The layout of the anamorphic
imaging system. Lens 1 is a spherical achromatic doublet with
f1 = 15 cm. Lens 2 are both cylindrical achromatic doublets
with f2 = 25 cm and f3 = 5 cm. (e) and (f) The Faraday ro-
tation angles of two consecutive shots with pump-probe delay
changed ∼ 1.2 ps. . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2 The images of a USAF resolution target through the anamor-
phic imaging system. (a): The full image. (b): zoom in of
in-focused image. (c): zoom in of the image that is 400 µm
away from the in-focused image plane. . . . . . . . . . . . . . 18
2.3 The Faraday rotation signals. (a) and (b) Raw images of cam-
era 1 and 2. (c) The Faraday rotation signal converted from the
raw images. (d) Blue line is the vertical lineout of the Faraday
rotation signal, and red line is the result of the FDTD simula-
tion. (see Fig. 3.7) (b) The horizontal lineout of the Faraday
rotation signal. . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4 (a) The spectrum that shows two electron bunches. (b) The
Faraday rotation signal of the same shot. (c) The vertical line-
out of the Faraday rotation signal. (d) The horizontal lineout
of the Faraday rotation signal. . . . . . . . . . . . . . . . . . . 22
2.5 Simulation data from a cylindrically symmetric PIC code, WAKE.
(a) and (b) plasma density (upper half) (n0 = 4.8× 1017 cm−3)
and test particle distribution (lower half). The red dash lines
are the contour lines of the driving pulse intensity. (c) and (d)
Bϕ · ne (upper half) and Bϕ (lower half) of the bubble. (a) and
(c) Immediately after the self-injection happens. (b) and (d) 6
cm downstream after self-injection. . . . . . . . . . . . . . . . 24
xiii
2.6 Faraday rotation angle calculated by different approaches. φ1
is the obtained by finding the eigenmodes and solving the dis-
persion relations. φ2 is calculated by Eq. (3.3), and φ3 is cal-
culated by Eq. (3.4). (a) φrot versus the magnitude of the
magnetic field. θ = 0◦. The plasma thickness is ∆x = 50 µm.
(b) φrot versus the angle between Bϕ and kˆ. Bϕ = 4000 Tesla.
∆x = 50 µm. (c) φrot versus the Lorentz factor of the plasma
flow. θ = 0◦, and Bϕ = 4000 Tesla. ∆x = 50 µm. . . . . . . . 26
2.7 (a) and (b) 2D FDTD Simulation of the Faraday rotation in-
duced by the plasma bubbles. The thickness of the the bubble
walls are 1.64 and 8.23 µm respectively. (c) and (d) Lineouts
of the simulated rotation angle signals imaged by a near perfect
imaging system (f/0.08). The object planes are on the center of
the plasma bubble (in-focus, blue lines) and 30 µm downstream
(out-of-focus, red lines). . . . . . . . . . . . . . . . . . . . . . 29
2.8 Faraday rotation signals from 2D+1 FDTD simulation. (a) The
rotation angle of the probe beam after propagating through the
bubble in the first phase of the acceleration. (b) The rotation
angle of the probe beam after propagating through the bubble
in the second phase of the acceleration. (c) The rotation angle
of the first phase after considering the relativistic effect. (d)
The rotation angle of the second phase after considering the
relativistic effect. . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.9 Diagram of plasma bubble and the plasma flow. (a) plasma
bubble induced by a laser pulse. (b) qualitative explanation of
the plasma net flow at different positions of the bubble wall in
the lab frame. . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.1 Experimental setup. The schematic of the GeV LPA and
the Faraday rotation multiplexing diagnostic. The anamorphic
imaging system is composed of one spherical achromat doublet
and two cylindrical lenses. The focal length of the spherical
achromat is 15 cm, and the focal length of the cylindrical lenses
are 25 cm and 5 cm respectively. . . . . . . . . . . . . . . . . . 42
xiv
3.2 The pump probe delay scan and the resolution of the
anamorphic imaging system. (a), The displacement of the
Faraday rotation signals versus the changes of the pump-probe
delay. The error bar is based on the timing jitter of the probe
pulses (±133 fs) (b), The averaged vertical lineout of group 4
element 2. Black solid line is the object. The blue dash line is
the lineout when the image is in focus, and the red dash line is
the lineout when the image is 300 µm out of focus. The vertical
axis is the normalized transmission in percentage. c, Zoom in
of the anamorphic image. The vertical resolution is around 8.8
µm. d, Zoom in of the image that is 300 µm away from the
in-focused image plane. . . . . . . . . . . . . . . . . . . . . . . 43
3.3 The Faraday rotation signal of stabilized bubbles (a1,
b1), Faraday rotation angle induced by stabilized bubbles. (a2,
b2), The electron spectra of (a1) and (b1), respectively. The
total charge above 300 MeV is 45.65 pC on a2, and 13.46 pC
on b2. (c1, c2), The normalized signal images that were used
to generate b1. The procedures of image normalization and
rotation angle calculation can be found in Methods 3.4.1. (d),
The cartoon of the Faraday effect induced by the plasma bubble
which occurs prefrentially around the region that overlaps with
the bubble wall. (e), The blue solid line is the vertical line-out of
(b1) averaged from z = 40.07 to 41.1 mm. The red dashed line
is the result of the FDTD simulation. The width (FWHM) of
the peak is 35 µm. (f), The horizontal line-out of (b1) averaged
from y = −40 to 0 µm. . . . . . . . . . . . . . . . . . . . . . . 46
3.4 The Faraday rotation signal of an evolving bubble (a),
The side view of the gas cell and the position of the probe
pulses. The white circles on the probes indicate the location of
the Faraday rotation signals. (b1, b2), The images on probe
1 normalized to the background captured by camera A1 and
A2, respectively. The signal at z = 14.0mm is where the bubble
should overlap with the probe pulse, and the signals at z = 12.15
and 16.68 mm are wave-breaking radiation. (c-e), The Faraday
rotation angle on probe 2, 3 and 4. (f), The electron spectrum
from this shot. The divergence of the electron bunch is 1.86
mrad. (g) The electron spectrum integrated over divergence.
The total charge above 300 MeV is 1.12 nC, and 82.25% of total
charge is in the energetic bunch (red dashed line, Gaussian fit of
the peak). (h) The averaged vertical line-out in from z = 42.48
to 42.72 mm on (e). The width (FWHM) of the valley is 57
µm. (i), The averaged horizontal line-out from y = 20 to 50 µm
on (e). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
xv
3.5 Simulation data from a cylindrically symmetric PIC
code, WAKE. (a, b), Plasma density (upper half) (n0 =
4.8× 1017 cm−3) and test particle distribution (lower half). (c,
d), Bϕ · ne (upper half) and Bϕ (lower half) of the bubble. (a,
c), Immediately after the self-injection happens. (b ,d), 6 cm
downstream after self-injection. . . . . . . . . . . . . . . . . . 53
3.6 Faraday rotation angle calculated by different methods.
φ1 is the obtained by finding the eigenmodes and solving the
dispersion relations. φ2 is calculated by Eq. (3.3), and φ3 is
calculated by Eq. (3.4). (a), φrot versus the magnitude of the
magnetic field. θ = 0◦. The plasma thickness is ∆x = 50 µm.
(b), φrot versus the angle between Bϕ and kˆ. Bϕ = 4000 Tesla.
∆x = 50 µm. (c), φrot versus the Lorentz factor of the plasma
flow. θ = 0◦, and Bϕ = 4000 Tesla. ∆x = 50 µm. . . . . . . . 54
3.7 2D FDTD simulation results. (a1, b1), 2D FDTD Simu-
lation of the Faraday rotation induced by the plasma bubbles.
The thickness of the the bubble walls are 1.64 and 8.23 µm re-
spectively. (a2, b2), Line-outs of the simulated rotation angle
signals imaged by a near perfect imaging system (f/0.08). The
object planes are on the center of the plasma bubble (in-focus,
blue lines) and 30 µm downstream (out-of-focus, red lines). . . 56
3.8 Faraday rotation signals from 2D+1 FDTD simulation.
(a), The rotation angle of the probe beam after propagating
through the bubble in the first stage of the acceleration. (b),
The rotation angle of the probe beam after propagating through
the bubble in the second stage of the acceleration. (c), The ro-
tation angle of the first stage after considering the relativistic
effect. (d), The rotation angle of the second stage after consid-
ering the relativistic effect. . . . . . . . . . . . . . . . . . . . . 58
3.9 Diagram of plasma bubble and the plasma flow. (a),
plasma bubble induced by a laser pulse. (b), qualitative expla-
nation of the plasma net flow at different positions of the bubble
wall in the lab frame. . . . . . . . . . . . . . . . . . . . . . . 59
4.1 (a) The layout of the experimental setup. (b) The profile of the
probe pulse. (c) The null spectral interferogram of the probe
and reference pulses. The figure on top is the averaged line-out. 72
xvi
4.2 The experimental results. (a) The cartoon that demonstrates
how the pump pulse imprints a phase streak on the probe pulse.
(b) to (d) The data with different pump pulse energies, which
are 0.9, 1.8, and 2.4 µJ respectively. (b1) to (d1) The line-out of
the hologram data. (b2) to (d2) The raw hologram data. (b3)
to (d3) The phase streaks extracted from the hologram data.
Since the projection angle is close to 90◦ in the probe frame,
the horizontal line-out represents the temporal profile of the
pump pump pulse. (b4) to (d4) The spectra of the pump pulse
after propagating through the glass sample. The red dashed
line in (d4) is the spectrum of the exit pulse of the simulation
with σK = 6.72× 107 s−1[TW/cm2]−3. . . . . . . . . . . . . . 78
4.3 The result of the simulations and the comparison with the ex-
perimental data. (a) The pulse intensity on the propagation axis
from the simulation where the MPI coefficient σK = 6.72× 107
s−1[TW/cm2]−3. (b) The line-out of the phase streak of Fig.
4.2(d3). The red dashed lines highlight the trajectories of the
pulses. (c) The pulse intensity on the propagation axis at
z = 2.56 mm in the simulations with different MPI settings.
The solid line is the line-out of the phase streak on Fig. 4.2(d3). 79
1.1 Schematic of the anamorphic setup. . . . . . . . . . . . . . . . 85
1.2 Anamorphic image of a resolution target. . . . . . . . . . . . . 87
1.3 Examples of rod images for image overlapping calibration. (a)
and (b) are the images of camera 1 and camera 2 respectively. 88
1.4 The fitting curve of the calibrations of (a), polarizer 1 and (b),
polarizer 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90




1.1 Laser-Plasma Accelerators (LPAs) And The Bubble
Regime
Since its inception in 1979[1], laser driven plasma accelerators (LPAs)
have attracted wide interest as a tabletop radiation source. Several researchers
have demonstrated that LPAs are capable of producing widely applicable ra-
diation in a compact setup. For instance, Wang et al. [2] have accelerated
electrons to more than 2 GeV, where the LPA was driven by high power laser
delivered by the Texas Petawatt (TX PW), in a 10 cm long, Helium filled gas
cell. Tsai et al. [3] also demonstrated that utilizing plasma mirror at the end of
LPAs, in this case a 3 mm long gas jet, could produce tunable, ultrafast hard
X-rays. Such radiations are application in biology, medicine, and materials
science.
The compact size of LPAs is due to the unprecedented accelerating
field ( GeV/cm), contained in a light-speed, microscopic (∼ 10−5 m) plasma
structure, in comparison to the conventional metal cavity (∼ 1 m) radio-
frequency accelerators. When an intense laser pulse propagates through gas,
the front of the pulse ionizes the gas and generates plasma, and the rest of the
pulse induces a plasma wave that can sustain strong electric fields of gigavolts
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per centimeters. The charged particles have been trapped can be accelerated
by riding on the plasma wave. In particular, the LPAs operate best when the
laser pulse is intense enough to blow out the ambient electrons to create an
ion cavity, or plasma bubble. This is the so-called bubble regime.
The bubble regime was first proposed by Pukhov et al. [4] in 2002.
Since then, several analytical studies of the bubble structures were developed[5][6][7].
In particular, Lu et al. [8] concluded that the key to generating plasma bub-
bles is that the driving beam needs to be intense enough to cause the expelled
electrons to experience trajectory crossing. When the radius of the bubble
reaches a certain level, the self-injection starts to occur. However, researchers
have not reached a consensus on the appropriate criterion for the threshold of
self-injection in terms of the bubble radius [7][9] [10]. Although the injection
threshold has been tested experimentally [11] [12] by varying the initial pa-
rameters of the driving pulses, it would be better to measure and determine
the self-injection threshold of Rb experimentally.
The dynamics of the plasma bubble are essential to the acceleration
process. Simulations have shown that the plasma bubble experiences length
contraction during self-injection. Kalmykov et al. [13] has suggested that the
expansion rate of the plasma bubble has to exceed certain values to induce self-
injection. Kalmykove et al. [14] has also reported that in a single-staged GeV-
class LPA, the plasma bubbles can experience two phases in the acceleration
process. In the first phase, when the driving pulse enters the plasma, the
intensity of the pulse oscillates until the spot size matches the self-guiding
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conditions. During the intensity oscillations, the bubble expands when the
intensity of the drive pulse starts to decrease after non-linear focus, which
leads to periodic self-injection. In the second phase, the bubble structure
stabilizes and the driving pulse starts to experience temporal compression
[15] and etching effects [16]. The self-injection stops when the bubble stops
expanding. The bubble structures and bubble dynamics of GeV-class LPAs,
however, have not been experimentally characterized due to low plasma density
(∼ 5× 1017 cm−3) and long laser plasma interaction length (∼ 10 cm).
1.2 Diagnostics of LPAs In High Density Plasma
Diagnostics of LPAs are essential to understanding the physics of the
acceleration process. Researchers have used various techniques to study wake-
field oscillation, self-injection, bubble formation. In particular, single shot
techniques are preferential because of the shot-to-shot fluctuation of the laser
systems and the non-linear laser plasma interaction.
There are plenty of diagnostics developed for high density (∼ 1× 1019
cm−3) plasma LPAs mainly because of the ubiquity of TW laser systems.
In order to operate in the bubble regime, the laser pulse has to experience
relativistic self-focusing in the plasma, and the critical power of relativistic




p[GW], where ω0 is the frequency of the laser,
and ωp is the plasma frequency. The typical plasma density for 1 TW laser
to reach relativistic self-focusing is 2.6× 1019 cm−3. That is why many of the
LPAs operate in high density plasma.
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Moreover, high plasma density can induce stronger signal for plasma
diagnostics. For instance, the Faraday rotation angle is proportional to the
plasma density, and the phase shift in the spectral interferogram is also pro-
portional to the density.
In this section, we will discuss the diagnostics that have been developed
for LPAs in high density plasmas.
1.2.1 Faraday Rotation Diagnostic
Using Faraday effect to detect the magnetic field in plasma has been
well-established. For instance, Stamper et al.[17] sent a probe beam through
a target sample and put a polarizer in front of the detector. They imaged the
probe beam on a film with different orientation of the polarizer. The intensity
distribution revealed the magnetic field structure in the plasma. Walton et
al. used a similar method to map the magnetic field at the ionization front of
LPAs.
Kaluza et al. [18] extended the single detector approach to two detec-
tors. In front of each detector there is a polarizer with a biased polarization
angle. The polarizers were rotated to almost, but slight higher/lower than the
minimum transmission. The biased angles were close to the expected rotation
angle so that most of the beam was suppressed by the polarizer except for
the region where the rotation occurred. Kaluza et al. used Faraday rotation
diagnostic to obtain the magnetic field structure of the LPAs, which indicate
the bubble structures. Flacco et al. [19] used similar technique to measure the
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evolution of the magnetic field around the plasma bubble with multiple shots.
The strong magnetic field around the plasma bubble (∼ 100T) can persist for
as long as 1.5 ps. Buck et al. [20] utilized the Faraday rotation diagnostic with
an ultrashort probe pulse 8 fs to obtain the length of the accelerated electron
bunch.
In these experiments, magnetic fields up to ∼ KT , originating from
the accelerated bunch and displacement currents within the evolving bubble,
induced Faraday rotation preferentially in the bubble wall, where electron den-
sity ne is about an order of magnitude higher than that of surrounding plasma.
In all of these previous studies, however, the plasma density ne exceeded 10
19
cm−3, limiting bubble size to λp < 10 µm and maximum accelerated electron
energy to ∼ 100 MeV due to dephasing and pump depletion limits. Moreover,
the field of view of bubble propagation was limited to ∼ 3 mm.
1.2.2 Frequency Domain Interferometry
As early as 1996, Sider et al. [21]obtained the time-resolved density
oscillation of the laser induced plasma wakefield using spectral interferometry
with multiple shots. The phase shift induced by the wakefield was extracted
from the spectral interferogram of the reference and the probe pulse pair tra-
versed the plasma wave.
In 2005, Matlis et al. [22] sent the reference and the probe pulse pair
co-linearly with the driving pulse and obtained a snapshot of the wakefield in
single shot, assuming that the plasma wave didn’t evolve too much during the
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interaction region. The snapshot revealed the dimension and the structure of
the laser driven plasma wave for the first time.
Dong et al. [23] applied FDH to the LPAs in the nonlinear regime, the
bubble regime, and showed that the bubble reshaped co-propagating chirped
probe pulses into optical ”bullets”. Their result provided the first observation
of bubble formation in single shot.
Li et al. extended the FDH technique to Frequency Domain Streak
Camera (FDSC) by introducing an oblique angle between the pump and the
probe beams[24], which allowed them to obtain a time-resolved evolution of the
object. Li et al. applied FDSC to LPAs in the bubble regime and observed
the evolution of bubble formation, propagation, and lengthening in a single
shot[25].
1.2.3 Others
Thomas et al. measured the side scattering images of the LPAs and
reported that the brilliant radiation in the beginning of the acceleration, the so-
called wave-breaking radiation, was an indication of self-injection. Sa´vert et al.
[26] used shadowgraphic technique to obtain snapshots of the plasma bubbles
using a < 10 fs transverse probe. The shadwographic diagnostic revealed
the evolution of the length of the plasma bubble in multiple shots. Their
results showed that the plasma bubble lengthened before the occurrence of
wave-breaking radiation, which means that the bubble expansion happened
before self-injection. In other words, the shadowgraphic snapshot of the plasma
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bubble indicated that the cause of bubble expansion is more like to be the
intensity amplification of the driving pulse than the beam loading effect.
1.3 Diagnostics of GeV-Class LPAs
In order to accelerate the electrons to high energy, the laser pulse has
to sustain the high intensity and self-guide for a long distance in the plasma.
Moreover, the acceleration length is also limited by the size of the plasma
bubble, which is roughly proportional to 1/
√
ne. Therefore, GeV-class LPAs
require petawatt laser pulses to drive the plasma waves in low density (5×1017
cm−3) plasmas. The scarcity of petawatt laser systems and the low plasma
density make the diagnostics of GeV-class LPAs rare.
1.3.1 Multi-Object-Plane Diagnostic
In 2014, Li et al. have used Muti-object-plane technique to reveal the
plasma bubble evolution of GeV-class LPAs in ∼ 3 cm in single-shot[27]. A
frequency doubled probe beam overlapped wth the LPA with a small angle
and was split and imaged to four cameras, each one captured a different im-
age plane. The phase shifts induced by the plasma wave were reconstructed
by iteratively fitting the complete diffraction patterns in all cameras using a
Gerchberg-Saxton algorithm. Nevertheless, the complex phase shift induced
by the plasma channel around the bubble made extracting the signal extremely
challenging.
7
1.3.2 Faraday Rotation Diagnostic
In 2016, we applied Faraday rotation diagnostic to GeV-class LPAs and
obtained the plasma bubble structures. Larger bubble size enabled visualiza-
tion of more subtle structural detail, and lengthened the propagation length
over which probe polarization rotation accumulates, partially offsetting the ef-
fect of low density. Moreover, higher electron energy led to stronger magnetic
fields than in previous work.







neBϕ · ds, (1.1)
where ω is the frequency of the probe beam, ` is the trajectory of the probe
beam, ne is the plasma density, Bϕ is the azimuthal magnetic field , and ds is
the path element along the path of the probe beam. Since ne is almost zero
inside the plasma bubble, φrot induced preferentially around the dense plasma
bubble walls, on which the azimuthal magnetic induced by the accelerated
electrons in relativistic regime scales as Bϕ ∝ Ntot · γ/R2b ∝ Ntot · Eelectron · ne
, where Ntot is the total number of the accelerated electrons, γ is the Lorentz
factor of the accelerated electrons, Eelectron is the energy of the accelerated
electrons, and Rb ∝ λp ∝ n−1/2e is the bubble radius. Therefore, form the
expression of the rotation angle, we have φrot ∝ Ntot ·Eelectron ·n3/2e . Although
ne in our experiment was almost 100 times lower than that in the previous
experiments, Ntot and Eelectron were 100 and 20 times greater in our case.
Eventually, the magnitude of the Faraday rotation angle in our experiment
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was around the same order of the previous works.
We demonstrated that Faraday rotation signals are sensitive to transi-
tions in the acceleration stages. Simulation [7] and analytical models [8] have
previously suggested that the distribution of the dense plasma sheath around
the bubble varies during the acceleration process. In the first stage of the
acceleration where the driving pulse is self-focusing and the plasma bubble is
expanding, the sheath electrons around the bubble experience long slippage
time [28], gain the most energy, and therefore, are more likely to accumulate
(to be trapped) on the back of the bubble [29]. Hence the plasma density on
the back of the bubble is high in the first stage, and the return current of the
plasma sheath can also induce strong azimuthal magnetic field on the back
of the bubble [29]. In the second phase of the acceleration where the bubble
stabilizes, the sheath electrons become less energetic and the population of the
electrons on the back of the bubble is lower.
In 2017, we extended the one probe approach to multiple probe beams
and obtained the evolution of the plasma bubble in single shot. We detected
Faraday rotation signals on three probe beams, covering ∼ 3 cm interaction
region. The data showed the transition of the plasma bubble from the first
stage of the acceleration to the second stage.
1.4 Outlines of the dissertation
In this thesis, we will demonstrate the diagnostics we have developed
for LPAs.
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Chapter 2 is the manuscript that we plan to submit to Physics of
Plasma. In this chapter, we demonstrate the that the Faraday rotation signals
can reveal the plasma bubble structures of GeV-class LPAs. We also show that
the Faraday rotation signals have different characteristics in different stages
of the acceleration process. To verify our assessment, we performed a se-
ries of simulations using extended 2D (2D+1) Finite Difference Time Domain
(FDTD) method.
In chapter 3, we present the experiment of Faraday rotation diagnostic
of GeV-class LPAs with multiple probe beams. We generate probe beams in
a compact beam sampler module and cover ∼ 4 cm interaction region of the
target. The Faraday rotation signals reveal the evolution of the plasma bubble
within 3 cm range in single shot.
Chapter 4 is the manuscript that we plan to submit to Optics Letters.
In this chapter, we demonstrated the upgraded version of FDSC, which can be
used to reveal the dynamic of the plasma bubble in single shot. To resolve the
bubble dynamics, one needs high temporal resolution, which requires a broad
bandwidth probe beam. We expand the bandwidth of the probe beam using su-
percontinuum generation through a compact coverslip array, and demonstrate
a prototype experiment to show that the broad bandwidth FDSC is capable of




Faraday Rotation Diagnostics of The LPA -
Single Probe
2.1 Introduction
1 Since laser-plasma accelerators (LPAs) were first proposed in 1979
[1], LPAs have become a tabletop source of quasi-monoenergetic GeV elec-
tron bunches [2] and ultrafast X-ray pulses [3], for use in applications in
biology, medicine, and materials science. The key to the compact size of
LPAs is the unprecedented accelerating field ( GeV/cm), contained in a light-
speed, microscopic (∼ 10−5 m) plasma structure, in comparison to the conven-
tional metal cavity (∼ 1 m) radio-frequency accelerators. In particular, the
highest-performing LPAs operate in a strongly nonlinear ”bubble” or ”blow-
out” regime [6], where the driving laser pulse is intense enough to blow out
electrons to form a plasma bubble.
Measuring the characteristics (e.g. size, shape, and bubble thickness) of
plasma bubbles is essential to understanding the acceleration process of LPAs.
1This chapter is the manuscript that is going to be submitted to Physics of Plasma. The
first author Y. Y. Chang is responsible for conducting the experiment, and the co-authors
are: K. Weichman, X. Cheng, J. M. Shaw, J. Welch, M. LaBerge, A. Hannasch, R. Zgadzaj,
A. Bernstein, W. Henderson, M. C. Downer
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The bubble structures [4], [5],[6],[7] , [8] and the self-injection threshold have
been studied analytically [7],[9], numerically[10], and experimentally [11],[12].
In addition, Kalmykov et al.[13] has suggested that the expansion rate of the
plasma bubble has to exceed certain values to induce self-injection. Simulation
[14] has also suggested that in a single-staged GeV-class LPA, the plasma
bubbles can experience two phases in the acceleration process. In the first
phase, when the driving pulse enters the plasma, the intensity of the pulse
oscillates until the spot size matches the self-guiding conditions. During the
intensity oscillations, the bubble expands when the driving pulse intensity
decreases (due to defocusing), which leads to periodic self-injection[13]. In
the second phase, the bubble structures stabilizes and the driving pulse starts
to experience temporal compression [15] and etching effects [16]. The self-
injection stops when the bubble stops expanding. The bubble structures and
bubble dynamics of GeV-class LPAs, however, have not been experimentally
characterized due to low plasma density (∼ 5 × 1017 cm−3) and long laser
plasma interaction length (∼ 10 cm).
Several previous experiments have visualized plasma bubble structures
and dynamics in high density (ne ≤ 1019 cm−3) plasmas. Dong et al. [23]
showed that the bubble reshaped co-propagating chirped probe pulses into
optical bullets, which in a single shot revealed bubble formation even below
the threshold for relativistic electron production. However, Dong et al. did
not observe dynamics or the internal structure of plasma bubbles. Li et al.
[25] observed dynamics of bubble formation, propagation and lengthening in
12
a single shot by analyzing phase streaks imprinted on a chirped pulse prop-
agating at a small angle to the bubble. Nevertheless, the thin bubble wall
was not resolvable due to the limited probe bandwidth. Sa´vert et al. [26]
obtained shadowgraphic snapshots of bubbles using a transverse probe with
pulse length ≤ 10 fs, and observed changes in bubble structure over multiple
shots. As for GeV-class LPAs operating in low density plasmas (ne = 5× 1017
cm−3), Li et al. have used Muti-object-plane technique to reveal the plasma
bubble evolution in ∼ 3 cm in single-shot[27]. However, the complex phase
shift induced by the plasma channel around the bubble made extracting the
signal extremely challenging.
In addition, several investigators imaged Faraday rotation of a trans-
verse probe pulse to measure the magnetic field inside [18] and outside [19]
of the plasma bubbles, and to estimate the length of the accelerated electron
bunch [20]. In all of these previous studies, however, the plasma density ne
exceeded 1019 cm−3, limiting bubble size to λp ≤ 10 µm and maximum accel-
erated electron energy to ∼ 100 MeV due to dephasing and pump depletion
limits. Moreover, the field of view of bubble propagation was limited to ∼ 3
mm.
In our experiments, we extended Faraday rotation diagnostics for the
first time to plasma density in the range 2 < ne < 5 × 1017 cm−3 — more
than 20 times lower than in previous work — for which bubble size is of order
λp ∼ 50 µm, and electron acceleration to multiple GeV is possible [14]. The








neBϕ · ds, (2.1)
where ω is the frequency of the probe beam, ` is the trajectory of the probe
beam, ne is the plasma density, Bϕ is the azimuthal magnetic field , and ds is
the path element along the path of the probe beam. Since ne is almost zero
inside the plasma bubble, φrot induced preferentially around the dense plasma
bubble walls, on which the azimuthal magnetic induced by the accelerated
electrons in relativistic regime scales as Bϕ ∝ Ntot · γ/R2b ∝ Ntot · Eelectron · ne
, where Ntot is the total number of the accelerated electrons, γ is the Lorentz
factor of the accelerated electrons, Eelectron is the energy of the accelerated
electrons, and Rb ∝ λp ∝ n−1/2e is the bubble radius. Therefore, form the
expression of the rotation angle, we have φrot ∝ Ntot ·Eelectron ·n3/2e . Although
ne in our experiment was almost 100 times lower than that in the previous
experiments, Ntot and Eelectron were 100 and 20 times greater in our case.
Eventually, the magnitude of the Faraday rotation angle in our experiment
was around the same order of the previous works.
Furthermore, we demonstrated that Faraday rotation signals are sen-
sitive to transitions in the acceleration phases. Simulation [7] and analytical
models [8] have previously suggested that the distribution of the dense plasma
sheath around the bubble varies during the acceleration process. In the first
phase of the acceleration where the driving pulse is self-focusing and the plasma
bubble is expanding, the sheath electrons around the bubble experience long
slippage time [28], gain the most energy, and therefore, are more likely to ac-
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cumulate (to be trapped) on the back of the bubble [29]. Hence the plasma
density on the back of the bubble is high in the first phase, and the return
current of the plasma sheath can also induce strong azimuthal magnetic field
on the back of the bubble [29]. In the second phase of the acceleration where
the bubble stabilizes, the sheath electrons become less energetic and the pop-
ulation of the electrons on the back of the bubble is lower.
In this paper, we will show that Faraday rotation signals have different
characteristics in different phases of the acceleration process using extended
2D (2D+1) Finite Difference Time Domain (FDTD) simulations. In the first
phase, since the plasma density and magnetic field are both high on the back
of the bubble, the Faraday rotation signal is wide and the maximum is close
to the center line (the laser axis). In the second phase, the plasma density of
the back of the bubble decreases, but the density on the side sheath remains
high. Thus, the Faraday rotation signal peaks at Rb (bubble radius) [16] above
the center line. Since the peak of the experimental Faraday rotation signal is
∼ 25.4 µm (Rb ∼ √a0/kp ∼ 28.2 µm ) above the laser axis, the plasma bubbles
have reached the second phase of the acceleration when the bubble and probe
beam overlapped.
In section II of this paper, we will present the experimental setup. In
section III, we show the experimental results. In section IV, we demonstrate
the relation between the Faraday rotation signals and the plasma bubble struc-
tures using FDTD simulations.
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2.2 Experimental Procedure
Fig. 4.1 shows the schematic of the setup for measuring plasma bubble
structures using Faraday rotation diagnostics at the Texas Petawatt Laser at
the University of Texas at Austin.
A pump pulse with peak power 0.67 PW (100 J , 150 fs FWHM) at
center wavelength 1.057 µm was focused at f/45 into a 1.5 mm radius en-
trance aperture of a 7 cm long gas cell filled with 5 Torr helium (He) with
purity of 99.99%. The intense pump beam ionized the gas to generate plasmas
(ne0 ∼ 2×1017 cm−3), self-focused, generated nonlinear plasma waves (plasma
bubbles), and accelerated electrons to high energy. A synchronized, linearly-
polarized probe pulse propagated transversely through the side windows of the
gas cell and overlapped with the plasma bubbles.
One challenge of applying Faraday rotation diagnostics to GeV LPAs
was acquiring a wide horizontal field of view while maintaining a reasonable
vertical resolution. According to PIC simulations, the plasma bubbles can
propagate multiple centimeters, and the transverse diameter of the bubbles,
which is critical to Faraday rotation signals, ranges from 40 µm to 60 µm. We
used an anamorphic imaging system to demagnify the horizontal dimension to
obtain wide field of view, but at the same time, magnify the vertical dimension
to achieve a reasonable resolution.
The anamorphic imaging system consisted of three lenses (see Fig.





























































































Figure 2.1: The schematic of the GeV LPA and the Faraday rotation diag-
nostics along with the signals from one particular shot. (a) The layout of the
setup. (b) The side view of the gas cell. (c) The electron spectrum. (d) The
layout of the anamorphic imaging system. Lens 1 is a spherical achromatic
doublet with f1 = 15 cm. Lens 2 are both cylindrical achromatic doublets
with f2 = 25 cm and f3 = 5 cm. (e) and (f) The Faraday rotation angles of
two consecutive shots with pump-probe delay changed ∼ 1.2 ps.
17




























Figure 2.2: The images of a USAF resolution target through the anamorphic
imaging system. (a): The full image. (b): zoom in of in-focused image. (c):
zoom in of the image that is 400 µm away from the in-focused image plane.
to collect the light. Lens 2 was an 1” achromatic cylindrical lens with 25 cm
focal length, and Lens 3 was an achromatic cylindrical lens with 5 cm focal
length.The horizontal field of view of the imaging system was ∼ 1.1 cm with
∼ 50 µm resolution, and the vertical field of view was ∼ 2.5 mm with ∼ 12.5
µm resolution (see Fig. 3.2). The depth of field was up to 400 µm (Fig. 3.2
(c)).
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To acquire a high signal-to-noise ratio in the rotation angle measure-
ment, we split the probe beam with an unpolarized beamsplitter after the
imaging system and sent the split beams to two cameras with polarizers in
front of them as has been done by other researchers[18] ,[20]. The two polar-
izers in front of the cameras were rotated away from extinction in opposite
directions with a small angle approximately equal to the expected rotation
angle values (θi = ±2◦, i = 1, 2). Since the two polarizers rotated with biased
angles, the regions where the Faraday rotation occurred and the polarization
was rotated clockwise was brighter on one camera and dimmer on the other.
The same was true of the counterclockwise rotation. The measured intensity
Ipol,i(y, z) can be described by Malus’ law as
Ipol,i(y, z) = I0(y, z) · Ti · (1− βi · cos2(φrot(y, z)− θi))
where 0(y, z) is the intensity of the original probe beam, Ti is the transmis-
sion/reflection ratio of the beam splitter. βi(i = 1, 2) is the extinction ratio
of the polarizers, where (1 − β1) = 6.1 × 10−3 and (1 − β2) = 3.1 × 10−3.
The rotation angle can be extracted by dividing the intensity of the two im-
ages Ipol,1/Ipol,2. We matched the images of the two cameras according to the
calibrated reference point.
2.3 Experimental Results
The Faraday rotation signals from the experiment are shown in Fig.
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Figure 2.3: The Faraday rotation signals. (a) and (b) Raw images of camera
1 and 2. (c) The Faraday rotation signal converted from the raw images. (d)
Blue line is the vertical lineout of the Faraday rotation signal, and red line is
the result of the FDTD simulation. (see Fig. 3.7) (b) The horizontal lineout
of the Faraday rotation signal.
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to right. Note that the vertical and horizontal axes in the plots are not to
scale because the probe beam was imaged through an anamorphic imaging
system. The Faraday rotation signals were observed only in conjunction with
accelerated electrons. Since the low plasma density results in the absence
of plasma shadowing on the images, we were unable to precisely locate the
relative position of the pump beam and the rotation angle signal. Therefore,
we did several preliminary shots until we saw a definite Faraday rotation signal
(Fig. 4.1(e)), and then we delayed the probe beam ∼ 1.2 ps (∼ 0.4 mm) in
subsequent shots, and the signal shifted correspondingly (Fig. 4.1(f)). This
iterative process for shifting the probe beam showed that the rotation angle
signals were indeed sensitive to the overlapping of the pump and the probe
beams.
The region where the Faraday effect is the strongest is symmetric
around the laser axis (Fig. 2.3(c)). Since the Faraday effect is induced by
the coupling of the magnetic field and plasma density, the magnitude of the
rotation angle should be at its maximum around the region of the dense plasma
around the bubble walls. Hence the distance between the peaks and valleys
indicates the transverse size of the plasma bubble. The vertical lineout of
the rotation angle signal agrees reasonably with the FDTD simulation (Fig.
2.3(d)), which shows that the Faraday rotation happened dominantly around
the bubble walls .The average transverse distance between the peaks and the
valleys of the rotation angle is ' 50.8± 10.1 µm, which matches the diameter
of the plasma bubble (Rp =
√
a0/kp ' 28.2 µm, where Rp is the radius of the
21





















































































































Figure 2.4: (a) The spectrum that shows two electron bunches. (b) The Fara-
day rotation signal of the same shot. (c) The vertical lineout of the Faraday
rotation signal. (d) The horizontal lineout of the Faraday rotation signal.
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plasma bubble, a0 ' 3.5 is the normalized vector potential [2], and kp = 0.13
µm−1). The rotation signal indicated that the plasma bubble was fully blown
out. The streak-like feature of the signal in this work was created by the long
pulse length of the probe pulse (∼ 500 fs).
Fig. 2.4(a) shows the electron spectrum for a shot in which acceler-
ated electrons emerged in two bunches separated by ∼ 1 mrad in a direc-
tion perpendicular to the spectrometer’s energy dispersion plane. We observe
such bifurcation occasionally when the drive laser focuses to a doublepeaked
intensity envelope, causing it to split into two filaments that drive parallel
self-injected bubbles. The corresponding Faraday rotation signal (Fig. 2.4(b)
shows broader structure in the bifurcation direction (y) than single-bubble
shots (Fig. 2.3), indicative of the ”doublebubble” structure of the interaction
region.
In summary, our experimental results demonstrated that the Faraday
rotation signals reveal the transverse diameter of plasma bubbles. We also
showed that when we saw two electron bunches, we also saw more structures
in the Faraday rotation signal.
2.4 FDTD Simulations and Discussion
In order to reveal the connection between the plasma bubble structures
and the Faraday rotation signals, we performed a series of Finite difference time
domain (FDTD) simulations. In the FDTD simulations, we sent a plane wave
through static dielectric structures of the plasma bubble. The parameters
23

























































































Figure 2.5: Simulation data from a cylindrically symmetric PIC code, WAKE.
(a) and (b) plasma density (upper half) (n0 = 4.8 × 1017 cm−3) and test
particle distribution (lower half). The red dash lines are the contour lines of
the driving pulse intensity. (c) and (d) Bϕ · ne (upper half) and Bϕ (lower
half) of the bubble. (a) and (c) Immediately after the self-injection happens.
(b) and (d) 6 cm downstream after self-injection.
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of the dielectric structures were taken from a cylindrically symmetric PIC
wakefield simulation [2],[14]. The PIC simulation was performed by using
WAKE, a fully relativistic PIC code in axisymmetric geometry. (see Fig. 3.5)
Ideally, to obtain the Faraday rotation accurately, one needs to solve
the eigenmodes and the dispersion relations of each grid and calculate the
overall rotation (we call it φ1) of the polarization of the probe beam after
propagating through the magnetized plasma. However, solving eigenmodes
and dispersion relation for each grid is time-consuming and not practical in
simulations.
To simplify the problem, we considered only the Bϕ · kˆ component of
the magnetic field, where kˆ denotes the normalized wave vector of the probe





where Ω˜B = e · B˜ϕcos(θ)/me is the cyclotron frequency, θ is the angle between




is the plasma frequency, ω˜ is the frequency of the probe
beam, and ± represents the right-handed and left-handed circularly polarized
eigenmodes. The symbol ∼ denotes that the quantities are in the plasma rest

















Here, dx represents an infinitesimal step of the probe beam.
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Figure 2.6: Faraday rotation angle calculated by different approaches. φ1 is
the obtained by finding the eigenmodes and solving the dispersion relations.
φ2 is calculated by Eq. (3.3), and φ3 is calculated by Eq. (3.4). (a) φrot
versus the magnitude of the magnetic field. θ = 0◦. The plasma thickness is
∆x = 50 µm. (b) φrot versus the angle between Bϕ and kˆ. Bϕ = 4000 Tesla.
∆x = 50 µm. (c) φrot versus the Lorentz factor of the plasma flow. θ = 0
◦,
and Bϕ = 4000 Tesla. ∆x = 50 µm.
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which ultimately leads to the expression of Eq. (3.1). The comparison of
different methods of obtaining Faraday rotation angle (φ1, φ2, and φ3) is shown
in Fig. 3.6. Although φ2 is not exactly the real value (φ1), it is easier to
calculate, and it slightly deviates from φ1 only when θ is close to 90
◦ where
the rotation is already small. Therefore, in the following FDTD simulations,
we will use Eq. (3.2) to calculate the dielectric constant. Since the data of the
PIC simulation are in the lab frame, we are going to simply the problem and
ignore the difference between the plasma rest frame and the lab frame, and we
will discuss the difference afterwards.
In the first step, we performed two 2D FDTD simulations. We took a
slice of the plasma bubble at the location of the accelerated electron bunch
from the PIC simulation (ξ = ξ0 = −17 µm in Fig. 3.5 (a) and (c) ) , calculated
the dielectric distribution of the bubble slice, namely, ±r (x, y, ξ = ξ0) = 1 −
ωp(x,y,ξ=ξ0)2
ω(ω±ΩB(x,y,ξ=ξ0)) , and sent a plane wave through the dielectric structure. The
plane wave propagated along x-axis and was linearly polarized in y-axis. The
wavelength of the plane wave was 1.054 µm, the same as the probe beam in
the experiment.
In order to reveal the connection between the Faraday rotation signal
to the thickness of the bubble walls, we varied the thickness of the plasma
27
density outside of the bubble while kept the total particle numbers conserved.
The FWHM of the bubble densities were 1.64 and 8.23 µm, and the peaks of
the densities were 7.4 and 1.48× 1018 cm−3 respectively.
Fig. 3.7 shows the results of the 2D FDTD simulations. The plane
wave propagates from left to right, and the polarization of the beam is along
the y-axis. The color scale shows the polarization rotation of the probe beam
(Fig. 3.7 (a) and (b)), and the lineout plots (Fig. 3.7 (c) and (d)) show the
rotation angle signals imaged by a nearly perfect (f/0.08) imaging system.
In Fig. 3.7(c) and (d), we chose two different object planes, one at the
center of the bubble (in-focus, blue line) and the other one 30 µm downstream
(out-of-focus, red line). The out-of-focused rotation angle signal was diffracted
(Fig. 3.7 (d) red lines) when the thickness of the bubble wall was close to the
wavelength of the probe beam.
In both cases, the distance between peak and valley of the rotation
angles matches the diameter of the plasma bubble, which proves that Faraday
rotation occurs preferentially on the bubble walls. The theoretical estimation
of the maximum value of the rotation angle was ∼ 1◦, which agrees with the
simulation results.
To interpret the experimental results further, we extended the 2D simu-
lation and performed two 2D+1 FDTD simulations . This time, we calculated
the dielectric distribution of the bubble as ±r (x, y, ξ) =
∑
i
±r (x = xi + ξ, y, ξ),
and sent a plane wave along x = ξ axis, which means that the plane wave
28














































































































































































































































Figure 2.7: (a) and (b) 2D FDTD Simulation of the Faraday rotation induced
by the plasma bubbles. The thickness of the the bubble walls are 1.64 and 8.23
µm respectively. (c) and (d) Lineouts of the simulated rotation angle signals
imaged by a near perfect imaging system (f/0.08). The object planes are on
the center of the plasma bubble (in-focus, blue lines) and 30 µm downstream
(out-of-focus, red lines).
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overlapped with the bubble with 45◦, as how the probe beam actually over-
lapped with the bubble in the experiment. Here, {xi} are the pixels on the x
axis from the PIC simulation. Similar to the 2D simulation, the probe beam
was linearly polarized in y-axis. The difference here is that, instead of using a
thin plane wave, we added a pulse length to the probe beam where τL = 100
fs.
We took two different bubble parameters from the PIC simulation. The
first bubble parameter was immediately after the self-injection happened where
the bubble was expanding (Fig. 3.5 (a)). This was in the first phase of the
acceleration process. The other bubble structure was 6 cm downstream after
self-injection happened where the bubble stabilized (Fig. 3.5(b)). This was in
the second phase of the acceleration process.
In the first phase of the acceleration when the bubble is expanding,
large amounts of electrons, both passing electrons and injection candidates,
aggregate on the back of the bubble (ne ∼ 1× 1019 cm−3) . Moreover, about
98% of the electrons have forward momentum Pz/(mec) > 10 because they
experience long slippage time around the bubble[28]. Therefore, the electrons
on the back of the bubble induce a strong azimuthal magnetic field (> 500 T )
(Fig. 3.5(c), bottom half). As a result, the injected electrons contribute little
to Bϕ · ne (Fig. 3.5(c), top half) even though the magnetic field induced by
them is > 300 T on the bubble wall. In the second phase of the acceleration,
however, the electron aggregation on the back of the bubble reduces, and the
azimuthal magnetic field is less intense on the back of the bubble (Fig. 3.5
30
(d), bottom half). Subsequently, the contribution of the accelerated electron
bunch to Bϕ · ne is more significant (see Fig. 3.5(d), top half).
Fig. 3.8 shows the Faraday rotation signals of the probe beam after
propagating through the bubble. In the first phase of the acceleration, the peak
of the rotation angle signal (Fig. 3.8(a)) is close to the center (∼ 9.4 µm above
the laser axis) because the Bϕ·ne is high on the back of the bubble. In addition,
the rotation angle signal spreads almost 30 µm above the center because of
the large size of the bubble. The big volume of the bubble also increases the
interaction length, which enhances the magnitude of the rotation angle. In
the second phase, the maximum of the rotation angle locates at ∼ 17.4 µm
above the center (Fig. 3.8 (b)), while the intense region of Bϕ · ne induced by
the accelerated electron bunch is 16.58 µm above center (Fig. 3.5(d), upper
half), which shows that the contribution of the electron bunch is more relevant
in the second phase. Therefore, in the second phase, due of the reduction of
Bϕ ·ne on the back of the bubble, the location of the maximum of the rotation
angle can better represent the size of the bubble.
By comparison, the Faraday rotation signal from the second phase is
more similar to the experimental data in terms of the magnitude and the
location of the maximum, which indicates that the bubble has fully blown out
and reached the second phase of the acceleration process when it overlapped
with the probe beam. However, the experimental results didn’t show any
significant peak close to the laser axis, while the simulation shows a secondary
peak near the center in the second phase. The discrepancy of the experiment
31












































































































































































































































Figure 2.8: Faraday rotation signals from 2D+1 FDTD simulation. (a) The
rotation angle of the probe beam after propagating through the bubble in the
first phase of the acceleration. (b) The rotation angle of the probe beam after
propagating through the bubble in the second phase of the acceleration. (c)
The rotation angle of the first phase after considering the relativistic effect.
(d) The rotation angle of the second phase after considering the relativistic
effect.
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and simulation can be explained by considering the relativistic plasma flow of
the bubble.
So far in the FDTD simulations, we assumed that the plasma bubble
was static. We used the data from the PIC simulation, which were in the lab
frame, to calculate the dielectric constant r. However, in reality, part of the
plasma bubble (especially the back of the bubble) flew relativistically along
with the driving beam. Therefore, we need to include the relativistic effect to
calculate the dielectric constant in the plasma rest frame.
To calculate the dielectric constant in Eq. (3.2), we need to convert
three quantities from the lab frame to the rest frame of plasma [30]. The
first one is the plasma density, n˜e = ne/γ. The second one is frequency of
the probe beam, ω˜ = γ(1 − β · kˆ)ω, and the third one is the magnetic field,
B˜ϕ = (1 + γ
2ββ) · Bϕ/γ. Here γ is the Lorentz factor and β is the velocity
of the plasma flow. After considering the relativistic effect of the plasma flow,
the rotation angle φrot is proportional to 1/γ
4 as shown in Fig. 3.6(c).
The result of FDTD simulation with the relativistic effect of the plasma
flow is shown in Fig. 3.8(c) and (d). In Fig. 3.8(c), the magnitude of the
rotation angle decreases drastically due to the relativistic effect. In particular,
the rotation angle close to the laser axis is suppressed the most. Nevertheless,
there is a residual peak at y ' 2 µm, and the shape of the rotation angle is still
wide. On the other hand, the data in Fig. 3.8(d) shows almost no rotation in
the region close to the laser axis, while the amount of the rotation away from















Figure 2.9: Diagram of plasma bubble and the plasma flow. (a) plasma bubble
induced by a laser pulse. (b) qualitative explanation of the plasma net flow at
different positions of the bubble wall in the lab frame.
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Suppose that the bubble propagates through the plasma with velocity
vb (see Fig. 3.9). Electrons in the bubble wall flow around its periphery with
velocity vf in the bubble’s rest frame. In a non-relativistic calculation for a
”stable” bubble (Fig. 3.8(b)), streaming electrons at the side wall (position A
on Fig. 3.9(a)) of the bubble contribute the outer Faraday shift lobe (∼ 20 µm
from axis), whereas streaming electrons at position B of Fig. 3.9(a) near the
back of the bubble (5 to 10 µm from axis) contribute the inner lobe, which is
not observed in the experiments. In the lab frame (where the measurement is
made), electrons at the side wall have velocity vb − vf,A ∼ 0 (see Fig. 3.9(b)),
whereas electrons at the back of the bubble have velocity vnet ∼ 0.97c (gamma
∼ 4) given by the vector sum of vb and vf,B. Consequently the Faraday rotation
from these electrons is suppressed by a factor 1/γ4 ∼ 1/256 (or more). This
explains the relative weakness of the shift near the propagation axis.
To summarize, the FDTD simulation showed that the Faraday rotation
signals have different shapes and distributions when the bubble structures
changes, especially in the two phases of acceleration. These simulation results
indicated that, in the experiment, the plasma bubbles have entered the second
phase of the acceleration process when it overlapped with the probe beam,
which was ∼ 50% of the full laser-plasma interaction region. Furthermore, the
relativistic effect of the plasma bubble flow can influence the magnitude and
the shape of the rotation angle.
35
2.5 Conclusion
In conclusion, we were able to measure the transverse diameter of
plasma bubbles of GeV LPAs using Faraday rotation diagnostics. The ex-
perimental results showed that the bubble has entered the second phase of the
acceleration process after ∼ 50% of full laser-plasma interaction region. The
FDTD simulations suggested that the Faraday rotation signals are sensitive
to the plasma bubble structures.
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Chapter 3
Single-shot movies of evolving GeV




Since laser-plasma accelerators (LPAs) were first proposed in 1979 [1],
LPAs have become a tabletop source of quasi-monoenergetic GeV electron
bunches [2] and ultrafast X-ray pulses [3], for use in applications in biology,
medicine, and materials science. The key to the compact size of LPAs is the
unprecedented accelerating field ( GeV/cm), contained in a light-speed, mi-
croscopic (∼ 10−5 m) plasma structure, in comparison to the conventional
metal cavity (∼ 1 m) radio-frequency accelerators. In particular, the highest-
performing LPAs operate in a strongly nonlinear ”bubble” or ”blow-out”
regime [6],[4],[5],[7], [8], where the driving laser pulse is intense enough to
blow out electrons to form a plasma bubble.
1Y.-Y.C. conducted the Faraday rotation multiplexing diagnostic and analysis, K.W.
and X.C. performed the relativistic effect analysis. X.C. provided the PIC simulation data.
J.M.S. and M.L. performed the electron spectrum analysis, J.W. performed the electron
simulations, R.Z. designed the Faraday rotation multiplexing setup, W.H. designed and built
the gas cell, and A.B. and M.C.D. are the executive of the experiments. All authors reviewed
the manuscript. The work is under the reviewing process with Nature Communications.
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Studies[2],[16],[14] have shown that petawatt class pulses are capable of
generating multi GeV electrons in low density plasmas (a few 1017 cm−3) in a
single-stage setup. Due to the restriction of the dephasing length of LPAs[31],
low density plasma is required to generate multi GeV electrons. Petawatt class
pulse is necessary because the drive pulse needs to be overcritical to achieve
relativistic self-focusing (RSF) [32], which allows a pulse to propagate over
multiple Rayleigh length in underdense plasma, with[33] or without[2] a pre-
formed waveguide. Moreover, self-injection[7],[9],[10],[11],[12], where the laser
induced ion cavity, the plasma bubble, attracts and accelerates the ambient
plasma electrons, is essential for single-stage LPAs.
A few injection methods of LPAs have been proposed[34]. Especially,
Kalmykov et al. [14] have suggested using mismatched focus geometry to
introduce self-injection for single-stage, GeV-class LPAs. The spot size of self-
guided pulse is matched as Rsg ≈ 2.3(P/Pcr)1/6/kp according to simulation[14],
where Pcr = 16.2(ω0/ωp)
2 GW is the critical power[32] of RSF, ω0 is the laser
frequency, ωp is the plasma frequency, and kp = ωp/c. However, when the
initial spot size (RL) of the drive pulse is few times higher than Rsg, the
pulse experiences intensity oscillations in the early stage of the propagation,
which leads to plasma bubble expansion and contraction. The changing of
the bubble size then induces periodic electron self-injection[13]. Later on in
the acceleration process, the bubble becomes stable and the drive pulse starts
to experience temporal compression [15] and etching effects [16]. The self-
injection stops when the bubble ceases expanding. Although the transition
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from oscillation to stabilization of the bubble has been demonstrated in simu-
lations, the bubble structures and dynamics of GeV-class LPAs, however, have
not been experimentally characterized due to low plasma density (∼ 5× 1017
cm−3) and long laser plasma interaction length (∼ 10 cm).
Several previous experiments have visualized plasma bubble structures
and dynamics in high density (ne ≤ 1019 cm−3) plasmas. Dong et al. [23]
showed that the bubble reshaped co-propagating chirped probe pulses into op-
tical ”bullets,” which in a single shot revealed bubble formation even below
the threshold for relativistic electron production. However, Dong et al. did
not observe dynamics or the internal structure of plasma bubbles. Li et al.
[25] observed dynamics of bubble formation, propagation and lengthening in
a single shot by analyzing phase streaks imprinted on a chirped pulse prop-
agating at a small angle to the bubble. Nevertheless, the thin bubble wall
was not resolvable due to the limited probe bandwidth. Sa´vert et al. [26]
obtained shadowgraphic snapshots of bubbles using a transverse probe with
pulse length ≤ 10 fs, and observed changes in bubble structure over multiple
shots. However, their LPAs operated in high density plasma (ne > 10
19 cm−3)
and the evolution of the bubble was obtained through multiple shots.
As for GeV-class LPAs operating in low density plasmas (ne = 5×1017
cm−3), Li et al. have used Muti-object-plane technique to reveal the plasma
bubble evolution in ∼ 3 cm in a single shot[27]. However, the complex phase
shift induced by the plasma channel around the bubble made extracting the
signal extremely challenging. In addition, Zhang et al. [35] have utilized high
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energy electron bunches generated by LPAs to probe the structures of laser
induced plasma waves in density as low as 3 × 1017 cm−3. Nevertheless, the
detected plasma wave was in the linear regime, not in the bubble regime.
Furthermore, several investigators utilized Faraday rotation of a trans-
verse probe pulse to measure the magnetic field inside [18] and outside [36],[19]
of the plasma bubbles, and to estimate the length of the accelerated electron
bunch [20]. In all of these studies, however, the plasma density ne exceeded
1019 cm−3, limiting bubble size to λp ≤ 10 µ m and maximum accelerated
electron energy to ∼ 100 MeV due to dephasing and pump depletion limits.
Moreover, the field of view of bubble propagation was limited to ∼ 3 mm.
Here we present the movies of evolving plasma bubble of GeV-class
LPAs using Faraday rotation multiplexing diagnostic in a single shot. In our
experiments, we extended Faraday rotation diagnostics to plasma density in
the range 2 < ne < 5×1017 cm−3 - over 20 times lower than that in the previous
works - for which bubble size is of order λp ∼ 50 µm, and electron acceleration






neBϕ · ds, (3.1)
where λ is the wavelength of the probe beam, ` is the trajectory of the object,
ne is the plasma density, Bϕ is the azimuthal magnetic field , and ds is the
path element along the path of the probe beam. Since ne is almost zero inside
the plasma bubble, φrot induced preferentially around the dense plasma bubble
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walls, on which the azimuthal magnetic induced by the accelerated electrons
in relativistic regime scales as Bϕ ∝ Ntot · γ/R2b ∝ Ntot · Eelectron · ne , where
Ntot is the total number of the accelerated electrons, γ is the Lorentz factor
of the accelerated electrons, Eelectron is the energy of the accelerated electrons,
and Rb ∝ λp ∝ n−1/2e is the bubble radius. Considering the integration path
length is proportional to the bubble radius, we have φrot ∝ Ntot ·Eelectron ·n3/2e .
Although ne in our experiment was ∼ 40 times lower than that in the previous
experiments, Ntot and Eelectron were around 30 and 10 times greater in our case.
Eventually, the magnitude of the Faraday rotation angle in our experiment was
around the same order of magnitude of the previous works.
Furthermore, we demonstrate that Faraday rotation signals are sensi-
tive to transitions in the acceleration stages using multiple probe pulses in a
single shot. Simulation [7] and analytical models [8] have previously suggested
that the distribution of the dense plasma sheath around the bubble varies dur-
ing the acceleration process. When the bubble is just formed and the driving
pulse is self-focusing, the sheath electrons around the bubble experience long
slippage time (surf on the wake) [28], gain the most energy, and therefore,
are more likely to accumulate (to be trapped) on the back of the bubble [29].
Hence the plasma density on the back is high when the bubble is just formed,
and the plasma sheath can also induce strong azimuthal magnetic field on
the back of the bubble [29]. Afterwards when the bubble stabilizes, the sheath
electrons become less energetic and the population of the electrons on the back
































Figure 3.1: Experimental setup. The schematic of the GeV LPA and the
Faraday rotation multiplexing diagnostic. The anamorphic imaging system is
composed of one spherical achromat doublet and two cylindrical lenses. The
focal length of the spherical achromat is 15 cm, and the focal length of the
cylindrical lenses are 25 cm and 5 cm respectively.
different time domain method (FDTD) to explain the experimental results.
3.2 Results
3.2.1 Faraday rotation signal of stabilized bubble
Fig. 4.1 shows the schematic of the setup for obtaining plasma bubble
evolution using Faraday rotation multiplexing at the Texas Petawatt Laser at

























































Figure 3.2: The pump probe delay scan and the resolution of the
anamorphic imaging system. (a), The displacement of the Faraday ro-
tation signals versus the changes of the pump-probe delay. The error bar is
based on the timing jitter of the probe pulses (±133 fs) (b), The averaged
vertical lineout of group 4 element 2. Black solid line is the object. The blue
dash line is the lineout when the image is in focus, and the red dash line is
the lineout when the image is 300 µm out of focus. The vertical axis is the
normalized transmission in percentage. c, Zoom in of the anamorphic image.
The vertical resolution is around 8.8 µm. d, Zoom in of the image that is 300
µm away from the in-focused image plane.
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A drive pulse with peak power 0.67 PW (100 J, 150 fs FWHM) at center
wavelength 1.057 µm was focused at f/40 (focal spot size FWHM is RL ≈ 80
µm) into a 1.5 mm radius entrance aperture of a 7 cm long gas cell filled with
5 Torr helium (He) with purity of 99.99%. The intense drive pulse ionized
the gas to generate plasmas (ne0 ≈ 5 × 1017 cm−3), self-focused, generated
nonlinear plasma waves (plasma bubbles), and accelerated electrons to high
energy. The details of the laser system and the gas cell design can be found
in Wang et al.’s report[2].
To begin with the simple case, we sent one synchronized transverse
probe pulse, with pulse length ∼ 2 ps and diameter ∼ 2 cm, to obtain the
Faraday rotation signal in the region where the plasma bubble was expected to
be stabilized. The long pulse length and the wide pulse size with respect to the
bubble size were chosen so that the probe pulse could overlap with the plasma
bubble more easily. The center of the probe pulse was 38 mm away from the
entrance of the gas cell, which is around the region where the plasma bubble
should be stabilized according to the simulation [14]. As for the polarimetry
technique, we followed the procedures that have been demonstrated previously
by other research groups [18],[20] (see Methods 3.4.1). To acquire a high
signal-to-noise ratio in the rotation angle measurement, we split the probe
beam with an unpolarized beamsplitter after the imaging system and sent the
split beams to two cameras with polarizers in front of them as has been done
by other researchers25 ,27. The two polarizers in front of the cameras were
rotated away from extinction in opposite directions(θA−1 = −2◦, θA−2 = 2◦,
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θB−1 = −2.1◦, and θB−2 = 2.1◦). Since the two polarizers rotated with biased
angles, the regions where the Faraday rotation occurred and the polarization
was rotated clockwise was brighter on one camera and dimmer on the other.
The same was true of the counterclockwise rotation.
The probe was linearly polarized to the same polarization of the drive
pulse so that most of the background was suppressed by the polarizers in front
of the detectors. Since the low plasma density does not produce significant of
plasma shadowing on the images, we were unable to precisely locate the relative
position of the pump beam and the rotation angle signal. Therefore, we did
several preliminary shots until we saw a definite Faraday rotation signal, and
then we delayed the probe pulse in subsequent shots, and the signal shifted
correspondingly (Fig. 3.2a). This iterative process for shifting the probe
pulse delay showed that the rotation angle signals were indeed sensitive to the
overlapping of the pump and the probe pulses.
One challenge of applying Faraday rotation diagnostics to GeV LPAs
is acquiring a wide horizontal field of view while maintaining a reasonable
vertical resolution. According to simulations[14], [16] , the plasma bubbles
can propagate multiple centimeters, and the transverse diameter of the bub-
bles, which is critical to Faraday rotation signals, ranges from 40 to 60 µm.
Therefore, we used an anamorphic imaging system to demagnify the horizon-
tal dimension to obtain wide field of view (29.4 mm), but at the same time,
magnify the vertical dimension to achieve a reasonable resolution (8.77 µm)
with depth of field ∼ 300 µm (Fig. 3.2c and d). The details of the anamorphic
45































































































Figure 3.3: The Faraday rotation signal of stabilized bubbles (a1, b1),
Faraday rotation angle induced by stabilized bubbles. (a2, b2), The electron
spectra of (a1) and (b1), respectively. The total charge above 300 MeV is
45.65 pC on a2, and 13.46 pC on b2. (c1, c2), The normalized signal images
that were used to generate b1. The procedures of image normalization and
rotation angle calculation can be found in Methods 3.4.1. (d), The cartoon
of the Faraday effect induced by the plasma bubble which occurs prefrentially
around the region that overlaps with the bubble wall. (e), The blue solid line
is the vertical line-out of (b1) averaged from z = 40.07 to 41.1 mm. The red
dashed line is the result of the FDTD simulation. The width (FWHM) of the
peak is 35 µm. (f), The horizontal line-out of (b1) averaged from y = −40 to
0 µm. 46
imaging system can be found in Methods 3.4.2.
The Faraday rotation signals of the stabilized plasma bubble are shown
in Fig. 3.3. The zero point of the z-axis is the entrance of the gas cell, and
the drive pulse propagates from left to right. The color scale on the rotation
angle data shows the magnitude and the direction of the rotation, and the
region where the Faraday effect is the strongest is symmetric around the laser
axis (Fig. 3.3a1 and b1). The long streak feature of the signal is due to the
long pulse length of the probe pulse, and the negative and positive rotation
means that the magnetic field is pointing into(xˆ) and out of (−xˆ) the page,
respectively. Since the Faraday effect is induced by the coupling of the mag-
netic field and plasma density, the magnitude of the rotation angle should be
at its maximum around the region of the dense plasma around the bubble
walls (see Discussions). Hence the distance between the peaks and valleys
indicates the transverse size of the plasma bubble. The vertical line-out (Fig.
3.3e) of the rotation angle signal agrees reasonably with the FDTD simula-
tion, which shows that the Faraday rotation happened dominantly around the
bubble walls. The average transverse distance between the peaks and the val-
leys of the rotation angle is ' 50.8± 10.1 µm, which matches the diameter of
the plasma bubble (2Rb = 2
√
a0/kp ' 56.4 µm, where Rb is the radius of the
plasma bubble, a0 ' 3.5 is the normalized vector potential [2], and kp = 0.13
µm−1). Furthermore, the Faraday rotation signals were observed only in con-
junction with accelerated electrons, and the magnitude of the rotation angle
increased when the electron bunch had more charge. For instance, in Fig.
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3.3a1, the peak value of the rotation angle is 0.7◦, and the total charge of the
accelerated electron bunch above 300 MeV is 45.65 pC. While in Fig. 3.3b1,
the maximum rotation is 0.45◦, and the total charge of the electron bunch
above 300 MeV is 13.46 pC. The result has shown that the plasma bubble is
indeed stabilized at z ∼ 40 mm, in agreement with the simulation[14]. More-
over, obtaining Faraday rotation signal of LPA in low density plasma has been
proven possible.
3.2.2 Faraday rotation signal of evolving bubble
After the major upgrade of the Texas Petawatt[37], the focus of the
drive pulse was greatly improved (typical Strehl ratio > 0.6), and we consis-
tently obtained multi GeV electrons with charges up to nC. In order to study
the bubble evolution in the early stage, we sent four probe pulses, with pulse
length ∼ 500 fs and diameter ∼ 1 cm, to obtain the movies of the bubble in
a single shot. Since the drive pulse is focused with a mismatched geometry
(RL ≈ 2.8Rsg, where Rsg ≈ 29 µm), intended to generate bubble oscillations
and self-injections[14], complicated structure of Faraday rotation angle in the
early stage of the acceleration is expected. The distance between the probe
pulses (from center to center) was around 9.5 mm (see Fig. 3.4a), and they
covered around 4 cm interaction region in the gas cell. The long pulse length of
the probe pulses not only reduced the difficulty of the temporal overlapping of
the probes and the drive pulse, but also minimized the pulse length variation
after propagating through the substrates (e.g. windows and beamsplitters).
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The details of the setup of the probe pulses can be found in Methods 3.4.3.
Faraday rotation signals revealing the plasma bubble evolution are
shown in Fig. 3.4. The longitudinal distance between the signals is around
the distance (±200 µm) between the probe pulses, which further verifies that
the signal is sensitive to the pump probe overlap (see Fig. 3.4a). Note that
the magnification ratio of the vertical and the horizontal axis of Fig. 3.4b1
and b2 (the signal on probe 1) is adjusted to 15 : 1.
On probe 1, the signal at z = 14.0 mm on camera A-1 (Fig. 3.4b1)
is where the Faraday rotation induced by the plasma bubble expected to be,
but the signal saturated camera A-2 (Fig. 3.4b2). In order to detect the wave
breaking radiation, we have to adjust the filter on camera A-1 and A-2. As
a result, sometimes the Faraday rotation signal on probe 1 is not attainable.
Nevertheless, wave-breaking radiation[38] is observed at z = 12.15 and 16.68
mm on both images, which indicates that self-injection[26] happens in this
region, in agreement with the previous observation[2].
On probe 2, 3, and 4 (Fig. 3.4c, d, and e), the transition from bub-
ble oscillation to stabilization is observed in a single shot. In addition, the
accelerated electron bunch has small divergence (FWHM 1.86 mrad, see Fig.
3.4f), and high electron charge with ∼ 1.12 nC above 300 MeV (82.25% of
total charge in the bunch, see Fig. 3.4g), as predicted by the simulation [14].
The high electron charge is responsible for the large magnitude of the Faraday
rotation angle when the bubble is stabilized (up to 10◦ at z = 42.43 mm).


























































































Figure 3.4: The Faraday rotation signal of an evolving bubble (a), The
side view of the gas cell and the position of the probe pulses. The white circles
on the probes indicate the location of the Faraday rotation signals. (b1, b2),
The images on probe 1 normalized to the background captured by camera A1
and A2, respectively. The signal at z = 14.0mm is where the bubble should
overlap with the probe pulse, and the signals at z = 12.15 and 16.68 mm are
wave-breaking radiation. (c-e), The Faraday rotation angle on probe 2, 3 and
4. (f), The electron spectrum from this shot. The divergence of the electron
bunch is 1.86 mrad. (g) The electron spectrum integrated over divergence.
The total charge above 300 MeV is 1.12 nC, and 82.25% of total charge is
in the energetic bunch (red dashed line, Gaussian fit of the peak). (h) The
averaged vertical line-out in from z = 42.48 to 42.72 mm on (e). The width
(FWHM) of the valley is 57 µm. (i), The averaged horizontal line-out from
y = 20 to 50 µm on (e).
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lated results, which may be associated with the non-uniformity of the drive
pulse focusing[2], bubble evolution and asymmetry, and electron side and back
ejections[39]. Although the distribution of Faraday rotation angle is compli-
cated in probe 2 and 3, one can still find the region of interest on Fig. 3.3c, d,
and e along the laser axis where the rotation angle implies the formation of the
plasma bubble. The region of interest locates at the expected location of the
plasma bubble, and longitudinal range of the region is ∼ 200 µm (the length
of the overlapping trace between the bubble length and the probe pulse). On
probe 2 (Fig. 3.3c), the region of interest is 23.5 mm < z < 23.7 mm. On
probe 3 (Fig. 3.3d), the region of interest is 33.4 mm < z < 33.6 mm, and on
probe 4 (Fig. 3.3e), the region of interest is 42.4 mm < z < 42.6 mm. In those
regions right beside the laser axis, the averaged vertical distances between the
peaks and valleys of the rotation angle are 29 µm on probe 2, 41 µm on probe
3, and 60 µm on probe 4. The increasing distance between the peaks and
valleys indicates that the bubble is gradually stabilized (see Discussion) until
it passes z = 42.5 mm.
3.3 Discussion
3.3.1 Faraday rotation simulations using FDTD - stabilized bubble
In order to demonstrate that the Faraday rotation signal can reveal
the plasma bubble structures, we performed a series of finite difference time
domain (FDTD) simulations (see Methods 3.4.4). In the FDTD simulations,
we sent a plane wave through static dielectric structures of the plasma bubble.
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The parameters of the dielectric structures were taken from a cylindrically sym-
metric PIC wakefield simulation [2],[14]. The PIC simulation was performed
using WAKE[40], a fully relativistic PIC code in axisymmetric geometry. (see
Fig. 3.5)
Ideally, to obtain the Faraday rotation accurately, one needs to solve
the eigenmodes and the dispersion relations of each grid and calculate the
overall rotation (we call it φ1) of the polarization of the probe beam after
propagating through the magnetized plasma. However, solving eigenmodes
and dispersion relation for each grid is time-consuming and not practical in
simulations.
To simplify the problem, we considered only the Bϕ · kˆ component of
the magnetic field, where kˆ denotes the normalized wave vector of the probe





where Ω˜B = e · B˜ϕcos(θ)/me is the cyclotron frequency, θ is the angle between




is the plasma frequency, ω˜ is the frequency of the probe
beam, and ± represents the right-handed and left-handed circularly polarized
eigenmodes. The symbol ∼ denotes that the quantities are in the plasma rest














































































Figure 3.5: Simulation data from a cylindrically symmetric PIC code,
WAKE. (a, b), Plasma density (upper half) (n0 = 4.8× 1017 cm−3) and test
particle distribution (lower half). (c, d), Bϕ · ne (upper half) and Bϕ (lower
half) of the bubble. (a, c), Immediately after the self-injection happens. (b
,d), 6 cm downstream after self-injection.
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Figure 3.6: Faraday rotation angle calculated by different methods. φ1
is the obtained by finding the eigenmodes and solving the dispersion relations.
φ2 is calculated by Eq. (3.3), and φ3 is calculated by Eq. (3.4). (a), φrot
versus the magnitude of the magnetic field. θ = 0◦. The plasma thickness is
∆x = 50 µm. (b), φrot versus the angle between Bϕ and kˆ. Bϕ = 4000 Tesla.
∆x = 50 µm. (c), φrot versus the Lorentz factor of the plasma flow. θ = 0
◦,
and Bϕ = 4000 Tesla. ∆x = 50 µm.
Here, dx represents an infinitesimal step of the probe beam.





which has been used to obtain the expression of Eq. (3.1). The comparison
of different methods of obtaining Faraday rotation angle (φ1, φ2, and φ3) is
shown in Fig. 3.6. Although φ2 is not exactly the analytical solution φ1, it
is easier to calculate, and it slightly deviates from φ1 only when θ is close to
90◦ where the rotation is already small. Therefore, in the following FDTD
simulations, we will use Eq. (3.2) to calculate the dielectric constant. Since
the data of the PIC simulation are in the lab frame, we are going to simplify
the problem and ignore the difference between the plasma rest frame and the
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lab frame, and we will discuss the difference afterwards.
In the first step, we performed two 2D FDTD simulations. We took a
slice of the plasma bubble at the location of the accelerated electron bunch
from the PIC simulation (ξ = ξ0 = −17 µm in Fig. 3.5a and c ) , calculated
the dielectric distribution of the bubble slice, namely, ±r (x, y, ξ = ξ0) = 1 −
ωp(x,y,ξ=ξ0)2
ω(ω±ΩB(x,y,ξ=ξ0)) , and sent a plane wave through the dielectric structure. The
plane wave propagated along x-axis and was linearly polarized along the y-
axis. The wavelength of the plane wave was 1.054 µm, the same as the probe
beam in the experiment.
In order to reveal the connection between the Faraday rotation signal
and the thickness of the bubble walls, we varied the thickness and the plasma
density of the bubble wall while kept the total particle numbers conserved.
The FWHM of the bubble wall were 1.64 and 8.23 µm, and the peaks of the
densities were 7.4 and 1.48× 1018 cm−3 respectively.
Fig. 3.7 shows the results of the 2D FDTD simulations. The plane wave
propagates from left to right, and the polarization of the beam is along the
y-axis. The color scale shows the polarization rotation of the probe beam (Fig.
3.7a1 and b1), and the lineout plots (Fig. 3.7a2 and b2) show the rotation
angle signals imaged at the center of the bubble by a nearly perfect (f/0.08)
imaging system.
In Fig. 3.7b1 and b2, we chose two different object planes, one at the
center of the bubble (in-focus, blue line) and the other one 30 µm downstream
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Figure 3.7: 2D FDTD simulation results. (a1, b1), 2D FDTD Simulation
of the Faraday rotation induced by the plasma bubbles. The thickness of the
the bubble walls are 1.64 and 8.23 µm respectively. (a2, b2), Line-outs of
the simulated rotation angle signals imaged by a near perfect imaging system
(f/0.08). The object planes are on the center of the plasma bubble (in-focus,
blue lines) and 30 µm downstream (out-of-focus, red lines).
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(out-of-focus, red line). The out-of-focused rotation angle signal was diffracted
(Fig. 3.7b2 red lines) when the thickness of the bubble wall was close to the
wavelength of the probe beam. In both cases, the distance between peak and
valley of the rotation angles matches the diameter of the plasma bubble, which
proves that Faraday rotation corresponds to the location the bubble walls.
3.3.2 Faraday rotation simulations using FDTD - bubble transition
To demonstrate the transition of the Faraday rotation signal induced
by an evolving bubble and a stabilized bubble, we extended the 2D simulation
and performed two 2D+1 FDTD simulations . We took two different bubble
parameters from the PIC simulation. The first bubble parameter was immedi-
ately after the self-injection happened (Fig. 3.5a). This was in the first stage
of the acceleration process. The other bubble structure was 6 cm downstream
after self-injection happened where the bubble stabilized (Fig. 3.5b). This was
the second stage of the acceleration process.
We calculated the dielectric distribution of the bubble as ±r (x, y, ξ) =∑
i
±r (x = xi + ξ, y, ξ), and sent a plane wave along x = ξ axis, which means
that the plane wave overlapped with the bubble with 45◦, as how the probe
beam actually overlapped with the bubble in the experiment. Here, {xi} are
the pixels on the x axis from the PIC simulation. Similar to the 2D simulation,
the probe beam was linearly polarized in y-axis. The difference here is that,
instead of using a thin plane wave, we added a pulse length to the probe beam

























































































































Figure 3.8: Faraday rotation signals from 2D+1 FDTD simulation.
(a), The rotation angle of the probe beam after propagating through the bub-
ble in the first stage of the acceleration. (b), The rotation angle of the probe
beam after propagating through the bubble in the second stage of the accelera-
tion. (c), The rotation angle of the first stage after considering the relativistic

















Figure 3.9: Diagram of plasma bubble and the plasma flow. (a), plasma
bubble induced by a laser pulse. (b), qualitative explanation of the plasma
net flow at different positions of the bubble wall in the lab frame.
In the first stage of the acceleration, large amounts of electrons, both
passing electrons and injection candidates, aggregate on the back of the bubble
(ne ∼ 1 × 1019 cm−3) . Moreover, about 98% of the electrons in the back of
the bubble have forward momentum Pz/(mec) > 10 because they experience
long slippage time around the bubble[28]. Therefore, the electrons on the back
of the bubble induce a strong azimuthal magnetic field (> 500 T) (Fig. 3.5c,
bottom half). As a result, the injected electrons contribute little to Bϕ · ne
(Fig. 3.5c, top half) even though the magnetic field induced by them is > 300
T on the bubble wall. In the second stage of the acceleration, however, the
electron aggregation on the back of the bubble reduces, and the azimuthal
magnetic field is less intense on the back of the bubble (Fig. 3.5d, bottom
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half). Consequently, the contribution of the accelerated electron bunch to
Bϕ · ne is more significant (see Fig. 3.5d, top half).
Fig. 3.8 shows the simulated Faraday rotation signals of the probe beam
after propagating through the bubble. In the first stage of the acceleration
(Fig. 3.8a), the vertical width of the signal is thick (FWHM ∼ 18 µm), and
the peak of the signal is close to the laser axis due to the dense and thick
plasma wall and strong magnetic field on the back of the bubble (see Fig.
3.5(c)). In the second stage, the vertical width of the peak becomes ∼ 4 µm.
The maximum of the rotation angle is located at ∼ 17.4 µm above the center
(Fig. 3.8b), while the intense region of Bϕ · ne induced by the accelerated
electron bunch is 16.58 µm above center (Fig. 3.5d, upper half), which shows
that the contribution of the electron bunch is more relevant in the second
stage. Therefore, in the second stage, due of the reduction of Bϕ · ne on the
back of the bubble, the location of the maximum of the rotation angle can
better represent the transverse size of the bubble. However, the experimental
results didn’t show significant peak close to the laser axis when bubble was
stabilized (Fig. 3.3a1 and b1), while the simulation (Fig. 3.8b) show some
signal near the center. The discrepancy of the experiment and simulation can
be explained by considering the relativistic plasma flow of the bubble.
3.3.3 Relativistic effect on Faraday rotation signals
So far in the FDTD simulations, we assumed that the plasma bubble
was static, and we used the data from the PIC simulation, which were in the lab
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frame, to calculate the dielectric constant r. However, in reality, part of the
plasma bubble (especially the back of the bubble) reaches relativistic velocities
along with the drive pulse. Therefore, we need to include the relativistic effect
to calculate the dielectric constant in the plasma rest frame.
To calculate the dielectric constant in Eq. (3.2), we need to convert
three quantities from the lab frame to the rest frame of plasma [30]. The
first one is the plasma density, n˜e = ne/γ. The second one is frequency of
the probe beam, ω˜ = γ(1 − β · kˆ)ω, and the third one is the magnetic field,
B˜ϕ = (1 + γ
2ββ) · Bϕ/γ. Here γ is the Lorentz factor and β is the velocity
of the plasma flow. After considering the relativistic effect of the plasma flow,
the rotation angle φrot is proportional to 1/γ
4 as shown in Fig. 3.6c.
The result of FDTD simulation with the relativistic effect of the plasma
flow is shown in Fig. 3.8c and d. In Fig. 3.8c, the magnitude of the rotation
angle decreases drastically due to the relativistic effect. In particular, the
rotation angle close to the laser axis is suppressed the most. Nevertheless,
the vertical width of the rotation angle is still wide. The data in Fig. 3.8d,
however, shows almost no rotation in the region close to the laser axis, while
the amount of the rotation away from the laser axis is nearly unchanged. The
reason can be explained as follows.
Suppose that the bubble propagates through the plasma with velocity
vb (see Fig. 3.9). Electrons in the bubble wall flow around its periphery with
velocity vf in the bubble’s rest frame. In a non-relativistic calculation for a
”stable” bubble (Fig. 3.8b), streaming electrons at the side wall (position A
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on Fig. 3.9a) of the bubble contribute the outer Faraday shift lobe (∼ 20 µm
from axis), whereas streaming electrons at position B of Fig. 3.9a near the
back of the bubble (5 to 10 µm from axis) contribute the inner lobe, which is
not observed in the experiments. In the lab frame (where the measurement is
made), electrons at the side wall have velocity vb − vf,A ∼ 0 (see Fig. 3.9b),
whereas electrons at the back of the bubble have velocity vnet ∼ 0.97c ( γ ∼ 4)
given by the vector sum of vb and vf,B. Consequently the Faraday rotation
from these electrons is suppressed by a factor 1/γ4 ∼ 1/256. This explains the
relative weakness of the shift near the propagation axis.
By comparison, the Faraday rotation signal from the first stage(Fig.
3.8c) is similar to the data shown in Fig. 3.3c in terms of the wide vertical
width. In the second stage (Fig. 3.8d), the narrow vertical width of the
rotation angle signal and the bigger zero rotation region between the peak-
and-valley are better resembled in the data in Fig. 3.3e, which is ∼ 20 mm
further downstream than Fig. 3.3c.
To summarize, we demonstrate the movies of evolving plasma bubble of
GV-class LPAs using Faraday rotation multiplexing in a single shot. The signal
shows that the mismatch focusing of the drive pulse (RL ≈ 2.8Rsg) produces a
strongly dynamic plasma bubble in the early stage of the acceleration, which
generates high charge electron bunches (∼ 1.12 nC) due to bubble oscillation
induced self-injection[14],[13], and the bubble becomes stable after over 20 mm




3.4.1 rotation angle evaluation
To calculate the rotation angle, we first normalize the signal images
using the null images (the probe pulse images with no drive pulse). To do
so, we use a Matlab function called ”imregister” to register the null images
and the signal images. The ”imregister” function iterates and optimizes (using
translation, rotation, and scaling) registering the intensity based images until
the error is within a tolerable range. We then divide (normalize) the intensity
of the signal images to the null images. After normalization, the region with
no signal (no rotation) should be 1 (If not, one has to multiply the image to a
certain ratio). The normalized intensity l¯i(y, z) can be described as
l¯i(z, y) = (1− βi · cos2(φrot(z, y)− θi))/(1− βi · cos2(θi)), (3.5)
where βi is the extinction ratio of the polarizers, (1 − βA−1) = 4.9 × 10−3,
(1−βA−2) = 3.2×10−3, (1−βB−1) = 21.1×10−3, and (1−βB−2) = 3.3×10−3. θi
is the biased angle of the polarizers in front of the cameras, where θA−1 = 2.0◦,
θA−2 = −2.0◦, θB−1 = 2.1◦, and θB−2 = −2.1◦.
Furthermore, we use the Matlab ”imregister” function to register the
images of camera A-1 and A-2 (and similarly, B-1 and B-2). After registering
the images, the rotation angle φrot(z, y) can be found by solving l¯A−1/l¯A−2,
which is monotonic in ±3.5◦ (for l¯B−1/l¯B−2, the monotonic range is ±2.7◦).
When the rotation angle is beyond the monotonic range, to avoid am-
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Here, l¯0i = (1 − βi · cos2(φ0rot − θi))/(1 − βi · cos2(θi)) where φ0rot gives the
minimum δ. In other words, φ0rot is the value that is closest to the theoretical
rotation angle and can be used as the solution. The details of solving the
rotation angle beyond monotonic range can be found in the supplementary
information.
3.4.2 The imaging system
The relay imaging system right next to the gas cell is composed of two
3” wide achromat lens from Edmund Optics. The anamorphic imaging system
consisted of three lenses. The first lens is an 2” spherical achromat doublets
with 15 cm focal length. The second lens is a 1” achromatic cylindrical lens
with 25 cm focal length to magnify the vertical dimension. The third lens 3 is
a 1” achromatic cylindrical lens with 5 cm focal length to demagnify the hor-
izontal dimension. The anamorphic image is very close to the last cylindrical
lens (< 5 cm), so we used a 2” wide achromatic doublet pair (f=20 cm each)
to relay image the beam to the cameras. All three lenses in the anamorphic
imaging system and the achromatic doublet pair are from Thorlabs. Further-
more, in order to make sure that the axis of the lenses are properly aligned,
all lenses (including the achromatic doublet pair after the anamorphic system)
are mounted on a cage system bought from Thorlabs. The horizontal field of
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view of the imaging system was ∼ 29.4 mm, and the vertical resolution was
∼ 8.8 µm (see Fig. 3.2). The vertical resolution was determined by averaging
the distances between the horizontal lines of the elements on the image of a
USAF target, and 8.77 µm (group 5 element 6) was the smallest distance that
could be resolved on the image. The depth of field was up to 300 µm (Fig.
3.2b).
3.4.3 The probe pulse sampling
The probe pulses were generated through a beam sampler, composed
of two 2” wide beamsplitter (80R/20T and 70R/30T) and a 4” wide metal
mirror (see Fig. 4.1a). The metal mirror was oriented 45◦ to the beam path
of the drive pulse so that the probe pulses could propagate perpendicularly
to the drive pulse. If the first probe pulse overlapped with the drive pulse in
the gas cell, as long as the probe pulses were parallel to each other, all the
following probe pulses should overlap with the drive pulse as well. The probe
pulses were divided to two groups using two metal mirrors, and each group
was imaged by an anamorphic imaging system onto the polarimetry analyzing
setup.
3.4.4 Finite difference time domain method simulations
The FDTD simulations use 1000× 2000 grid cells with dx = dy = 0.05
µm. The EM wave propagates in x direction and is linearly polarized in
y direction. We use uniaxial perfect match layer (UPML) as the boundary
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absorber with 10 grid cells in the perfect match layer. The dielectric structures
of the FDTD simulation is derived from the plasma density of a cylindrically
symmetric PIC simulation, WAKE (see Wang et al.’s report[2]). The FDTD




Single-Shot Observation of Time-Resolved
Pulse Propagation in Glass
4.1 Introduction
1
Propagation of ultrashort pulses in transparent materials can induce
significant nonlinear effects on the temporal, spectral, and spatial profile of
the pulses. Theory [41] and simulation [42] have shown that when the pulse
power is above the critical power for self-focusing (Pcr), the pulse will undergo
dramatic collapse.
Chernev et al.[43] performed a simulation based on the Nonlinear Schrodinger
equation (NLSE), and discovered that when a pulse propagated in normal dis-
persive material, it temporally split into two symmetric pulses. In that paper,
they suggested that the splitting was caused by strong diffraction of the peak
of the pulse in the presence of group velocity dispersion (GVD).
1The first author Y.-Y. Chang is responsible for performing the experiment. The ex-
periment is initiated by Z. Li, and the simulation is conducted by J. Gulley. J. Welch
helps taking the data. R. Zgadzaj, A. Bernstein, and M. Downer contribute to the general
experimental design and data analysis. This work is under reviewing process with Optics
Letters.
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Experiments have also provided evidence of pulse temporal splitting in
glass. For instance, Diddams et al.[44] measured the temporal profile of pulses
propagating through 2.5 cm fused silica and discovered, using SHG-FROG,
that temporal splitting occurred when the pulse power P > Pcr. Multiple
reports have suggested that MPI and plasma defocusing is the main cause of
pulse temporal splitting in solids. For example, Ranka et al. [45] revealed a
close connection between supercontinuum generation (SCG) and pulse tempo-
ral splitting in a BK-7 glass window, which indicates that plasma generation
may play a key role in pulse splitting. Moreover, Tzortzakis et al. [46] sug-
gested that the mechanism behind the robust filament is the balance between
self-focusing and multiphoton ionization (MPI).
In order to fully reveal pulse propagation in transparent materials in sin-
gle shot, our group has developed a series of spectral interferometry techniques.
In frequency-domain holography (FDH)[22], we sent frequency-doubled probe
and reference pulses propagate co-linearly with the pump pulse and obtained a
snapshot of the pump-induced phase structure in a dispersive material. Using
a frequency-domain streak camera (FDSC) [24], we extended FDH by intro-
ducing an oblique angle between the beam paths of the pump and the probe
pulse. Since the group velocity of the pump and the probe are different, the
oblique angle converts a 2D phase streak to a time-resolved pump propagation
in single-shot. Li et al.[24] have used FDSC to reveal a time-resolved process
of pulse self-focusing in glass.
Using frequency-domain tomography (FDT), we apply multiple probe
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pulses simultaneously to overlap with the pump with various angles and obtain
a 2D movie of the pump pulse in a single shot. Li et al. [47] have used FDT to
reveal that pulse collapsing in 3 mm fused silica was induced by plasma gen-
eration. Nevertheless, all the previous methods were not sufficient to resolve
pulse temporal splitting because that the temporal resolution was limited by
the bandwidth of the probe pulse. The temporal resolution of spectral interfer-
ometry techniques can be written as ∆tres ∼ (∆ω)−1[1+2β22(∆ω)4]1/2 [48][49],
where ∆ω is the frequency bandwidth of the probe, β2 = 1/2(∂
2φ/∂ω2)ω0 is
the GVD of the probe. Therefore, in order to obtain the time-resolved process
of pulse temporal splitting in single shot by using FDSC, one needs to broaden
the bandwidth of the probe pulse (to increase ∆ω).
In this letter, we report single-shot, time-resolved observation of pulse
propagation in 3 mm thick flint glass (SF11) using a broadband frequency-
domain streak camera (B-FDSC). Unlike the conventional FDSC and FDT
where the bandwidth of the probe pulse was ∼ 20 nm, we slowly focus the
probe pulse through several thin coverslips, gradually broaden the bandwidth
to > 100 nm using supercontinuum generation while maintain a smooth pulse
profile, which is crucial to FDSC technique. The temporal resolution of B-
FDSC is ∼ 10 fs. Our measurement reveals the time-resolved dynamics of
pulse self-steepening and temporal splitting in single-shot, which allows us to
estimate the MPI coefficient of the medium. We perform a simulation that
accounts for self-focusing, MPI, GVD, self-steepening, and space-time focusing
effects to verify the experimental results.
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4.2 Experimental Procedure
The schematic of the experimental setup is shown in Fig.4.1. To gen-
erate the broad bandwidth probe pulse, we slowly focused a 800 nm pulse (1
mJ, 40 fs) onto six 100 µm thick glass coverslips with f/400 [50]. We rotated
each coverslip to the Brewster angle to yield the maximum transmission. The
segmented material allows us to separate and control the self-focusing and
self-phase-modulation, which is essential to obtaining a high optical quality
pulse. Since the pulse self-focuses and diffracts through the medium, one has
to finely adjust the positions of the coverslips to maintain the supercontinuum
generation throughout the propagation. Moreover, since spectral interfero-
gram requires a smooth spectrum, one has to adjust the distances between the
coverslips to prevent strong spectral modulation of the pulse. As a result, we
extended the bandwidth (ranged from 550 nm to 950 nm) of the pulse in a
∼ 20 cm device while maintained a smooth and symmetric pulse profile (see
Fig.4.1(b)). We then sent the spectral-broadened probe pulse through a short-
pass filter (cutoff at 670 nm) to select the blue-shifted bandwidth we needed
for the experiment. The bandwidth of the pulse (FWHM ∼ 60 nm) should
provide temporal resolution ∆tres ∼ 10 fs[48].
After the shortpass filter, we send the pulse through a piece of thick BK-
7 to chirp the pulse to ∼ 500 fs and use a Michelson interferometer to generate
a reference and a probe pulse for FDSC measurement[24]. The reference and
the probe pulse propagate with an oblique angle (θ0 = 11.95
◦ in the sample) to
the pump pulse ( 800 nm, τL ≈ 50 fs), which is focused on a 3-mm-thick glass
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sample (w0 ≈ 25.5 µm). The reference pulse arrives at the target slightly before
(∼ 1.2 ps) the pump pulse, but the probe pulse and the pump pulse arrive
at the target simultaneously. The pump pulse then induces local refractive
index change and imprints phase shift on the probe pulse. The spot size of
the probe pulse is ∼ 2 mm, which is required to cover the full range of the
pump pulse propagation in the glass target. The probing angle in the probe’s
co-moving frame is θ = 73.6◦ (see Fig. 4.2(a)), which means that the retrieved
phase streak imprinted on the probe pulse should provide the evolution of
the temporal profile of the pump pulse. The expression of angle conversion
from lab frame to probe frame can be found in Li et al.’s paper [24].In order
to acquire large phase shift induced by the pump pulse, we use SF11 as the
sample material, which has high nonlinear refractive index (n2 = 9.5 × 10−16
cm2/W) and low Pcr = λ
2
0/(2pin0n2) ≈ 0.6 MW (n0 ≈ 1.76).
4.3 Experimental Results
The experimental results are shown in Fig.4.2. Each column from Fig.
4.2(b) to (d) represents a different pump pulse energy, ranging from 0.8 µJ
to 2.4 µJ, and the peak intensity (I0) of the pulse ranging from 0.78 to 2.34
TW/cm2.The top row (Fig.4.2(b1)(d1)) is the line-out of the hologram data,
and the second row (Fig. 4.2(b2) - (d2)) is the hologram data. The third row
(Fig.4.2(b3)(d3)) is the phase streak extracted from the hologram, and the
bottom row (Fig.4.2(b4)(d4)) is the spectrum of the pump pulse after exiting
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Figure 4.1: (a) The layout of the experimental setup. (b) The profile of the
probe pulse. (c) The null spectral interferogram of the probe and reference
pulses. The figure on top is the averaged line-out.
bottom. Since the probing angle (θ) in the probe’s co-moving frame is close to
90◦, the horizontal line-out of the phase streak represents the temporal profile
of the object (the pump pulse). The vertical axis z represents the propagation
distance of the object, and the left-hand side is the front of the object and the
right-hand side is the back.
The trajectory of the phase streak, namely, the path of the peak, in-
dicates the group velocity of the object. If the trajectory becomes shallower
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toward the left, it means that the group velocity of the object becomes faster
(hence red-shifted) because the object can ”catch up” the front of the probe
pulse more quickly. On the other hand, if the trajectory shows a steep angle,
that means that the group velocity of the object is closer to that of the probe
pulse, and the object would stay at the same temporal position on the probe
pulse reference frame.
In the first case (Fig. 4.2(b3), where I0 ∼ 0.78 TW/cm2, the inten-
sity of the pump pulse increases gradually due to self-focusing, and the pulse
length becomes narrower from z = 1.6 to 2.4 mm due to pulse steepening.
The trajectory shows that the velocity of the peak intensity is slower than
that of the trailing edge of the pulse, which agrees with the theory of self-
steepening[51][52]. In the end of the propagation, the pulse broadens with a
small peak at the front, which agrees with the red-shifted peak in the spectrum
of the exit pulse (Fig. 4.2(b4)).
On Fig.4.2(c3) where I0 ∼ 1.56 TW/cm2, the pulse self-focuses more
quickly. The pulse length narrows briefly at z = 1.6 mm, and then the broad-
ening takes over. At around z = 2.2 mm, the pulse starts to bifurcate into
two pulses, and the trajectory of the larger pulse turns to the left significantly,
which indicates that its the group velocity is faster than the incident pulse.
The spectrum of the exit pulse (Fig. 4.2(c4)) also shows two main peaks. The
red-shifted portion of the spectrum ranges from 900 to 800 nm, which corre-
sponds to the leading pulse in Fig. 4.2(c3), and the blue-shifted portion of the
spectrum corresponds to the trailing pulse in Fig. 4.2(c3).
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Lastly, on Fig.4.2(f) where I0 ∼ 2.34 TW/cm2, the pulse self-focuses in
the beginning of the propagation and starts to broaden at z = 1.1 mm. The
pulse then bifurcates into two pulses at z = 1.8 mm. The trajectories of the
two pulses show different directions on the phase streak, which indicates that
they separate further due to group velocity difference. One can estimate the
group velocity of the pulse by
vob = vpr[cos(θ)− sin(θ)
cos(θ)
vpr
ms · c ]
−1,
where vpr is the group velocity of the probe pulse in the sample, θ is the probing
angle in the sample, ms = ∆z/(c∆t) is the slope of the phase trace. Based on
the trajectory of the phase streak, the center wavelength of the leading pulse
is ∼ 820 nm, and that of the trailing pulse is ∼ 770 nm, in agreement with
the exit spectrum of the pump pulse where it peaks at 776 and 813 nm.
4.4 Simulation
To understand the dynamics of pulse temporal splitting, we performed a
3D cylindrical symmetric simulations of pulse propagation in SF11. The simu-
lations solve a unidirectional pulse propagation equation (UPPE) coupled with
the density of electrons produced by MPI without avalanche ionization. We
assume that the incident pulse was linearly polarized with central wavelength
λ0 = 800 nm. The initial complex electric field of the pulse was


















where z is the propagation axis, n0 = 1.76 is the linear refractive index at
the pulse center frequency, I0 = 1.8 TW/cm
2
w0 = 30 µm , and τ0 = 50 fs. The parameters in the simulation were chosen to
match the pump pulse that generated pulse splitting in the experiment when
it focused on the target. The laser pulse is evolved by numerically solving the
UPPE in cylindrical coordinates [53]:










Here, E˜(k⊥, ω, z) is the Fourier-Hankle transformed electric field, z is the prop-
agation axis, k⊥ is the radial wavevector, ω is the frequency, kz =
√
k2(ω)− k2⊥
is the z-component of the wave vector with magnitude k(ω) = n(ω)ω/c, and
n(ω) is the linear refractive index of SF11 as given by a Sellmeier equation.




(r, t, z) = 2n00n2I(r, t, z)E(r, t, z) , (4.2)
where I(r, t, z) = 1
2
n00c |E(r, t, z)|2 and n2 = 8.1× 10−20 m2/W is the nonlin-
ear refractive index, obtained by performing a z-scan separately.. The current
density is given by J(r, t, z) = Jf (r, t, z)+JPI(r, t, z), where Jf and JPI are the
free current density and photoionization current, respectively.
The free current density is calculated by integrating the following cou-
pled equations:
∂t ρ(r, t, z) = σKI




is  the  initial  peak  intensity,
∂t Jf (r, t, z) =
e2
m
ρ(r, t, z)E(r, t, z) (4.4)
Equation 4.3 is the evolution equation for the electron density, ρ(r, t, z). The
first term on the right hand side describes the photoionization contribution to
the electron generation. Here, ρat = 2.1× 1022 atoms/cm3 is the atom density
of the sample, K is the number of photons required for MPI, and σK is the
MPI coefficient and is chosen to fit the data, which will be explained later.
The effective band gap of the sample material is Ui = 3.3 eV [54], which means
that K = 3 in our case. The second term on the right hand side accounts for
electron recombination with a characteristic time τr = 25 fs, which is obtained
by performing the methods demonstrated by Sun et al. [55].
Equation 4.3 is the evolution equation of the free current density. Here,
e is the electronic charge and the electron effective mass, m = 0.95me[54] (me




2, where ω0 is the pulse central frequency. The photoionization
current describes the time-averaged MPA and is given by
JPI(r, t, z) = n0 0 c β
(K)IK−1(r, t, z)E(r, t, z), (4.5)
where β(K) = K~ω0σKρat[46].
In order to determine σK , we estimate the multiphoton absorption
length (LMPA) of SF11 [56] defined as the length over which the intensity






Based on the experimental results (Fig. 4.2(d3)), we estimate that LMPA
ranges from 50 to 500 µm, which means σK ranges between 0.6 and 6.4 ×
107 s−1[TW/cm2]−3. We run the simulation with different σK values (see
Fig. 4.3 (c)), and we find out that when σK = 6.72 × 107 s−1[TW/cm2]−3,
the pulse temporally splits into two pulses at ∼ 2 mm, which agrees with
the experimental results (see Fig. 4.3(a) and (b)). Moreover, the leading
pulse appears to have stronger intensity than the trailing pulse, which is also
consistent with the observation in the experiment. The result suggests that,
by experimentally resolving the dynamic of pulse temporal splitting, we are
able to precisely estimate the MPI coefficient of the medium.
4.5 Conclusion
In sum, we have demonstrated time-resolved dynamics of pulse self-
steepening and pulse temporal splitting in a single shot using B-FDSC. The
result demonstrates that the revelation of pulse dynamics allows us to bench-
mark the MPI coefficient of bulk optical media. We performed a UPPE sim-
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Figure 4.2: The experimental results. (a) The cartoon that demonstrates how
the pump pulse imprints a phase streak on the probe pulse. (b) to (d) The data
with different pump pulse energies, which are 0.9, 1.8, and 2.4 µJ respectively.
(b1) to (d1) The line-out of the hologram data. (b2) to (d2) The raw hologram
data. (b3) to (d3) The phase streaks extracted from the hologram data. Since
the projection angle is close to 90◦ in the probe frame, the horizontal line-out
represents the temporal profile of the pump pump pulse. (b4) to (d4) The
spectra of the pump pulse after propagating through the glass sample. The
red dashed line in (d4) is the spectrum of the exit pulse of the simulation with
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Figure 4.3: The result of the simulations and the comparison with the ex-
perimental data. (a) The pulse intensity on the propagation axis from the
simulation where the MPI coefficient σK = 6.72 × 107 s−1[TW/cm2]−3. (b)
The line-out of the phase streak of Fig. 4.2(d3). The red dashed lines highlight
the trajectories of the pulses. (c) The pulse intensity on the propagation axis
at z = 2.56 mm in the simulations with different MPI settings. The solid line




5.1 Faraday Rotation Diagnostic Improvement
Although we obtained signals of the plasma bubble evolution using
Faraday rotation multiplexing, there are few things that we can do to improve
the experimental setup.
1. We should use one wide beamsplitter for the beam sampler module. In
the past experiment, the beam sampler module was constructed using
two beamsplitters, but it was quite challenging to make sure that the sur-
face of the two beamsplitters were perfectly aligned. The miss alignment
of the two beamsplitter can affect the timing of the probe beams, espe-
cially the later probe beams (probe 3 and probe 4) because they don’t
propagate parallel to each other anymore. In fact, we may lose signals
during the experiment because of the mis-alignment. To solve this prob-
lem, the quickest way is to buy one wide beamsplitter instead of using
two small ones. It may affect the energy ratio between the probe beams.
With two beamsplitters, we use a 80R/20T and a 70R/30T , so the en-
ergy ratio between the first probe and the last probe is no larger than
67%. However, even with one beamsplitter, say we choose 80R/20T , the
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fourth probe still has 51% of the first probe, which is manageable for the
cameras.
2. We should use high extinction ratio polarizer plates instead of polarizer
cubes. The thick polarizer cubes distorted the anamorphic images too
much that the resolution worsened drastically after we inserted the po-
larizers. To solve this problem, we can use the polarizer plates, which
has less glass but still has high extinction ratio (1 : 1000).
3. If possible, we can squeeze the probe beams to increase the pulse inten-
sity. The diameter of the probe beams is around 1 cm. The horizontal
length of the probe beam makes time overlap less restrictive, but in most
cases, the vertical length of the probe is too large for our purpose since
we only need around 3 mm. On top of that, we saw strong scattered light
from the main beam as background. To overcome the background and
fully use the probe beams, we can squeeze the beam shape to elliptical
to increase the pulse intensity.
5.2 Applying B-FDSC to LPAs
The prototype experiment of B-FDSC has demonstrated that the tem-
poral resolution may be enough to resolve the dynamics of LPAs. However, to
apply B-FDSC to LPAs, there are few things that we need to improve.
1. The energy of the probe beam in the prototype experiment was around
5 µJ after the short-pass filter, and the spectral range of the probe beam
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was close to the scattered background from the laser plasma interaction.
To overcome the problem, one can increase the energy of the probe by
introducing more light to the supercontinuum generation process. One
main issue of doing that is that when the intensity of the pulse is too
strong, the broadened spectrum might be modulated and is not usable
for the experiment. One can use a bigger beam spot or stretch the pulse
length to tune the intensity for the broadening process.
2. Another way to overcome the background scattered light from the main
beam is to double the frequency of the probe beam. The intensity of the
spectrum-broaden beam might be too weak to induce second harmonic,
and the bandwidth might be too broad for phase-matching, so one may
need to double the frequency of the probe before the broadening process.
We have tried to broaden the spectrum of the doubling pulse, but it was
not successful mainly because the intensity of the doubling pulse was too
weak. The profile of the frequency doubled pulse was too irregular that
it couldn’t focus into a nice spot, so one may need to send the beam
through a pin hole after double the frequency.
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Appendix 1
Faraday Rotation Diagnostics - Setup
Procedure
1.1 Experimental Setup and preparation
1.2 imaging System
One challenge of applying Faraday rotation diagnostics to TX PW
wakefield experiments was to acquire a wide horizontal field of view while
maintaining a reasonable vertical resolution. The total propagation distance
of the TX PW LPA is ∼ 7 cm, and the size of the rotation angle signal should
be close to the plasma wavelength λp ∼ 40 µm. Since we did not know specif-
ically where to probe the gas cell, we needed to cover as much longitudinal
range as possible. Therefore, we established an anamorphic imaging system
to demagnify the horizontal dimension to obtain wide field of view, but at the
same time, magnify the vertical dimension to achieve a reasonable resolution.
The anamorphic imaging system consists of three lenses. Lens 1 is an
objective lens with small f number to collect the light. Lens 2 is an achro-
matic cylindrical lens with long focal length, and Lens 3 is another achromatic
cylindrical lens with short focal length. In wakefield 4.0 and 4.5, the lenses
we used were a 15 cm achromatic spherical lens with 2” aperture, and two 1”
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achromatic cylindrical lenses with 25 and 5 cm focal length respectively.
object Lens 1 Lens 2 Lens 3 CCD Camera
d1 d2 d3 d4
Figure 1.1: Schematic of the anamorphic setup.
The alignment procedure for setting up the anamorphic imaging system
in the TX PW TC2 chamber is as follows:
1. Make sure the probe beam propagates along the centerline of the imaging
system (see Figure 1.1). Since the imaging quality is highly sensitive to
both the longitudinal and the transverse positions of the lenses, we used
a cage system to ensure that the axis of the lenses are well aligned. Once
the cage system is secured on the optics table, put a pinhole at the center
line and align the probe beam. Note that the pointing of the probe beam
can also affect the image quality, so it is essential to align the probe beam
along the axis of the imaging system.
2. Turn on the He-Ne laser that propagates along the path of the main
beam. Put a resolution target at the center of the chamber (or the
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location that one wants to image), and make sure that the surface of the
target is along the path of the He-Ne laser.
3. Setup Lens 1 (first achromatic spherical lens). The distance between the
object and Lens 1 should be close to, but slightly longer than the focal
length (f1) to ensure an optimum aspect ratio of the final image (see
Appendix ??). Note that the object distance shouldn’t be smaller than
the focal length, otherwise the light will not focus to form an image.
4. Setup Lens 2 (first achromatic cylindrical lens). Lens 2 has longer focal
length (f2 = 25 cm) and is used to image the vertical dimension, so the
axis of the lens must be horizontal. The distance between the Lens 2 and
Lens 1 (d1) depends on the object distance. In principle, if the object
distance is close to f1, then d1 should be close to the f1 as well. One can
put a piece of paper behind Lens 2 and look for an image with clear and
sharp horizontal lines. Ideally, when d1 ∼ f1, the image plane, that is,
the distance between Lens 2 and the ideal image plane, should be close
to f2.
5. Setup Lens 3 (second achromatic cylindrical lens). Lens 3 has shorter
focal length (f3) and is used to image the horizontal dimension, so the
axis of the lens should be vertical. If d1 ∼ f1, then d3 should be close to
f2 − f3, and d4 ∼ f3.
6. Setup a CCD camera to capture the image. Position the camera to
acquire a reasonable image. There are two ways to , and adjustadjust
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the lenses. One way is to fix the position of Lens 1. Move Lens 2 to
optimize the horizontal lines. Once the horizontal lines are optimized,
adjust Lens 3 to optimize the vertical lines. Repeat the adjustment
between the camera, Lens 2 and Lens 3. if necessary. Another way of
finding the best image is to fix the distance (d3) between Lens 2 and
Lens 3, and move Lens 1 and the camera to find the best image. The
image quality is not sensitive to d2 but is highly sensitive to d1 and d4.
Since we want the maximum aspect ratio, d3 should be close to f2 − f3
in both methods. Ideally, the aspect ratio should be close to f3/f2 (See
Figure 1.2).











Figure 1.2: Anamorphic image of a resolution target.
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(a) (b)
Figure 1.3: Examples of rod images for image overlapping calibration. (a) and
(b) are the images of camera 1 and camera 2 respectively.
1.3 Camera Images Overlapping
To compare the images of the two cameras, We calibrated the location
of the images. To do this, we put an iron rod inside the gas cell, and used the
tip of the rod as a standard point to mark the position of the images. The
position of the images on the two cameras does not need to be exact, but the
overlapping area needs to at least cover the region of interest.
Note that for anamorphic imaging, the aspect ratio will be different with
or without propagation through the beamsplitter, which makes it difficult to
overlap the images on the two camera. In order to remove the defect caused
by the beamsplitter, put a substrate (e.g. a window with the same material
and same thickness of the beamsplitter) on the path of the reflected beam.
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1.4 Rotation Angle Extraction
For a sensitive, low-background measurement of the rotation angle, we
use two cameras with two polarizers in the front (See Figure ?? ). The polar-
izers were rotated with biased angles so that the region where the polarization
was rotated by Faraday effect will be bright on one camera and dark on the
other. By dividing the images of the two cameras, one can extract the rotation
angle.
The intensity transmitted through the polarizers can be written as
Ii,0y, z) = I0(y, z) · Ti(1− αi · cos2(φrot(y, z)− θi))
, where Ii,0 (i = 1, 2) is the intensity of the light transmit through of po-
larizer 1 and polarizer 2, I0 is the original intensity, Ti is transmission/reflection
ratio of the beam splitter, the αi is the extinction ratio of the polarizers, φrot
is the rotation angle, and θi is the biased angle of the polarizer, which should
be close to the expected rotation angle.
As we discussed in section ??, the intensities actually captured by the
cameras may vary because of the efficiency. Therefore, I1 = R1 · Ii,0 and I2 =
R2 · I2,0, where R1 and R2 are the efficiencies of camera 1 and 2 respectively.
The procedure of the angle extraction is the following:
1. The images captured by the two cameras may have some background
lights and scattered light from the main beam, so one may need to use
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Figure 1.4: The fitting curve of the calibrations of (a), polarizer 1 and (b),
polarizer 2.
spatial filter (e.g. Fourier transform) to suppress the noise on the images.
2. Overlap the images according to the reference point identified by looking
at the images of the rod (see section ??). One may need to crop the
images to the same size. (see Figuer1.4)
3. Compare the two cropped images and obtain the ration (R0(y, z) =
I1(y, z)/I2(y, z)). The ratio where there was no signal should be 1. That
is, the area where there is no magnetic field on the two images should
90
be the same. One may need to introduce a coefficient to weigh the ratio
and let the background level close to 1. In other words, find a constant
Γ to let R(y, z) = Γ · I1(y, z)/I2(y, z) has a reasonable background level.
4. Find the rotation angle (φrot(y, z)) by solving
R(y, z) = Γ · (1− α1 · cos
2(φrot(y, z) + θ1))
(1− α2 · cos2(φrot(y, z) + θ2))
, where R(y, z) is the ratio after background adjustment, Γ is the back-
ground suppression constant, φrot(y, z) is the rotation angle that we want
to know, and θ1 and θ2 are the biased angles of the polarizers. Note that
there might be multiple solutions for φrot(y, z) for every point (y, z), and
the correct solution should be close to the expected values.
1.5 Rotation Angle Estimation
Before we applied the Faraday rotation diagnostics, we had to estimate
value of the expected rotation angle, which was necessary for the setup. The







where e is electron charge, me is electron mass, c is speed of light, ne
is plasma density, and nc is the critical density (here, nc = 1.77 × 1020 cm−3
) respectively. Bϕ is the azimuthal magnetic field, and ds is the path element
along the path of the probe beam through the plasma.
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φrot can be obtained by running computer simulations, which may take
several days to get the result. We can also use a simple model to roughly
estimate φrot.
The assume the plasma density ne can be written in cylindrical coor-
dinate as
ne = n0 · exp(−(r − rb(ξ))/σp)
where n0 is the peak value of dense electron sheath wall of the plasma
bubble. ξ is the comoving frame of the plasma bubble, and σp is the charac-
teristic thickness of the bubble sheath wall. Note that since the laser beam in
the bubble essentially blow out all the electrons in the bubble, we assume the
plasma density is zero when r < r(ξ).
As for the magnetic field , since the probe beam propagates transversely
to the plasma bubble, B ·ds is equivalent to Bϕ ·ds, which means we can focus
on the the azimuthal component of the magnetic field. Bϕ is contributed from
two sources: the electron beams and the displacement current Jz of the plasma
bubble sheath wall. However, since the magnetic field induced by Jz is around
7 times weaker than that is induced by the electron beams, we will ignore Jz
in the rough estimation of φrot.







1−|β|2sin2θ . Here, R is the displacement from the electrons to











Figure 1.5: Schematic of the magnetic field induced by the electron beams.
is the angle between R and β, and q is the charge of the electron bunch (see
Figure 1.5). When θ = 90◦, the azimuthal magnetic field becomes





To simplify the problem, we consider only the φrot on the plane of the
center of the electron beam. That is, we calculate φrot on the plane ξ = ξ0.
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