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RESUME
La radiocommunication est un domaine d’application en constante évolution. Les organisa­
tions, qui utilisent des systèmes de radiocommunication dans leurs tâches quotidiennes, doi­
vent absolument suivre cette évolution pour maintenir leur capacité à réaliser leurs objectifs. 
Ces organisations utilisent actuellement des systèmes qui sont peu flexibles, très coûteux et 
rarement compatibles. Les standards du Projet 25 (P25) ont été créés dans le but d’enrayer les 
problèmes de compatibilité entre les systèmes développés par les différents manufacturiers, 
tout en offrant un moyen de communication numérique efficace.
Le déploiement des systèmes de radiocommunication P25 s’effectue actuellement, au Québec, 
à partir de sites fixes faisant partie du Réseau national intégré de radiocommunication 
(RENIR). Le problème rencontré par un déploiement fixe est l’impossibilité de couvrir tout le 
territoire québécois et l’incapacité à offrir les services lorsqu’un ou plusieurs sites sont mis 
hors services par l’action éventuelle d’une catastrophe naturelle ou d ’une guerre.
Une des alternatives au déploiement fixe des radiocommunications est le déploiement mobile 
qui s’effectue à partir de sites portables et de sites montés sur véhicules routiers et aériens. 
Cependant, ce type de déploiement est souvent chronophage car il dépend beaucoup de fac­
teurs humains. Ce projet a donc pour objectif de concevoir des algorithmes permettant 
l’accélération du déploiement mobile des radiocommunications P25. Ainsi, deux algorithmes 
d’accélération de déploiement ont été conçus et intégrés au prototype d’un contrôleur de sous- 
système P25.
Les tests du prototype permettent d ’anticiper des résultats encourageants en ce qui a trait à 
l’avenir du déploiement mobile du standard de radiocommunication P25. En effet, l’équipe de 
recherche a déterminé que ce prototype pourrait réduire considérablement le temps requis pour 
déployer une zone de couverture radio.
Mots-clés : Télécommunication, radiocommunication, réseau radioélectrique à ressources par­
tagées, Projet 25.
RÉSUMÉ
ABSTRACT
Radiocommunications is a field of application in constant évolution. The organizations that 
use radiocommunications Systems in their daily tasks must absolutely follow this évolution to 
maintain their capability to meet their objectives. These organizations use actually some Sys­
tems that are not much flexible, costly and rarely compatible. Project 25 (P25) standards were 
created to curb problems of compatibility between Systems developed from différent manufac- 
turers, as well as offering an effective digital communication mean.
The deployment of P25 Systems is actually done, in province of Quebec, from fixed radio sites 
that are part of the “Réseau national intégré de radiocommunication” (RENIR). The problem 
of the fixed type of deployment is the incapacity to cover ail Quebec’s territory and the inabili- 
ty to offer radio services when one or more sites become out of service due to the possible 
actions of a natural disaster or a war.
One alternative to the fixed type of deployment is the mobile type of deployment which is 
done from portable, vehicle-mounted or airbome radio sites. However, this type of de­
ployment is often time-consuming since it dépends a lot on human factors. Hence, the objecti­
ve of this project is to design algorithms that accelerate the deployment o f a mobile P25 radio 
network. Thereby, two accélération algorithms have been designed and interfaced to a P25 
sub-system controller prototype.
The tests of the prototype allow the anticipation of encouraging results in relation to the future 
o f mobile P25 radio networks deployment. Indeed, the research team have determined that this 
prototype can reduce considerably the time required to deploy a radio coverage area.
Key words: Télécommunications, radiocommunications, trunked radio system, Project 25.
À la mémoire d'Alain C. Houle
REMERCIEMENTS
J'aimerais d'abord remercier feu Monsieur Alain C. Houle pour m'avoir fortement soutenu du 
début du projet jusqu'au commencement du mémoire. Merci de m'avoir constamment encou­
ragé malgré mes multiples implications et mes deux emplois à temps partiel. Vous avez été un 
directeur de recherche formidable et un enseignant prodigieux. Je suis extrêmement triste 
d'être votre dernier étudiant.
J'aimerais également remercier le professeur Philippe Mabilleau, d'avoir accepté de réviser 
mes travaux de recherche à la suite du décès de mon directeur de recherche, Alain C. Houle.
REMERCIEMENTS
TABLES DES MATIÈRES
1 INTRODUCTION 1
1.1 Mise en contexte..................................................................................... 1
1.2 Problématique......................................................................................... 2
1.3 Définition du projet de recherche..........................................................4
1.4 Objectifs du projet de recherche...........................................................4
1.4.1 Objectif global............................................................................................ 4
1.4.2 Objectifs spécifiques..................................................................................5
1.5 Contributions originales......................................................................... 6
1.6 Plan du document.................................................................................... 7
2 ÉTAT DE L’ART 9
2.1 Revue bibliographique........................................................................... 9
2.2 Cadre de référence................................................................................11
2.2.1 Radio numérique P25...............................................................................11
2.2.2 Système de radiocommunication P25 à ressources partagées..............11
2.3 Conclusions........................................................................................... 29
3 CONCEPTION 31
3.1 Conception du modèle d’un contrôleur de site P 25..........................31
3.1.1 Spécifications du modèle......................................................................... 31
3.1.2 Architecture logicielle du modèle.......................................................... 33
3.2 Conception des algorithmes d’accélération de déploiement............ 35
3.2.1 Conception de l'algorithme d’activation du site mobile P25............... 35
3.2.2 Exemple de l'algorithme d’activation du site mobile P25....................41
3.2.3 Conception de l'algorithme d’opération du site mobile P25............... 46
3.2.4 Exemple de l'algorithme d’opération du site mobile P 25 ....................49
4 RÉALISATION 53
4.1 Réalisation du modèle d’un contrôleur de site P25.......................... 53
4.1.1 Modélisation du contrôleur de site.........................................................53
4.1.2 Modélisation du contrôleur de canal......................................................56
4.1.3 Modélisation de la radio.......................................................................... 57
4.1.4 Modélisation de l'échange de données...................................................58
4.1.5 Modélisation du registre.......................................................................... 60
4.1.6 Modélisation de l'interface audio........................................................... 60
viii TABLE DES MATIÈRES
4.1.7 Modélisation de la gestion des utilisateurs............................................ 61
4.2 Réalisation des algorithmes d'accélération de déploiement...........62
4.2.1 Intégration de l'algorithme d'activation du site mobile P25................. 64
4.2.2 Intégration de l'algorithme d’opération du site mobile P 25 ................. 66
5 TESTS 69
5.1 Environnement de test.........................................................................69
5.2 Scénario de test....................................................................................72
5.3 Résultats................................................................................................77
5.4 Analyse..................................................................................................81
6 CONCLUSION 83
6.1 Suggestion d'implémentation pratique..............................................84
6.2 Perspectives de recherche.................................................................. 86
7 LISTE DES RÉFÉRENCES 87
8 ANNEXE A 89
9 ANNEXE B 91
LISTE DES FIGURES
Figure 1.1 Extrait de la carte du verglas massif de janvier 1998, adapté de [Statistique
Canada, 1998].............................................................................................................3
Figure 2.1 Exemple d'un appel vocal dans un système conventionnel..................................12
Figure 2.2 Exemple d’un appel vocal dans un système à ressources partagées....................13
Figure 2.3 Architecture haut niveau d'un site P25.................................................................... 14
Figure 2.4 Nombre maximal d'éléments pour chaque couche d’un réseau à ressources
partagées P25............................................................................................................ 16
Figure 2.5 Configuration d’un site P25 (adapté de la figure 5.1 de la norme T102.A)........ 17
Figure 2.6 Services du système à ressources partagées P25................................................... 18
Figure 2.7 Diagramme de séquence de l’établissement d’un appel.......................................21
Figure 2.8 Exemple d’accès au canal de contrôle.....................................................................23
Figure 2.9 Exemple du paquet de données................................................................................24
Figure 2.10 Processus d’accès au canal de contrôle.......................................................  25
Figure 2.11 Processus d’accès au canal de trafic.......................................................................25
Figure 2.12 Processus d’acquisition et de rétention du canal de contrôle............................... 27
Figure 3.1 Architecture logicielle du modèle........................................................................... 34
Figure 3.2 Diagramme de 1 ’AASMP25.....................................................................................36
Figure 3.3 Diagramme conceptuel de la table de routage........................................................37
Figure 3.4 Paquet de statut du RFSS......................................................................................... 38
Figure 3.5 Paquet d’identification de plage.............................................................................. 38
Figure 3.6 Paquet de statut du site adjacent.............................................................................. 39
Figure 3.7 Zone de transmission d’un réseau en configuration linéaire............................... 40
Figure 3.8 Zone de transmission d’un réseau en configuration losange............................... 41
Figure 3.9 Séquence d’activation pour l'exemple de déploiement de la figure 3 .8 .............. 42
Figure 3.10 Table de routage du site 1........................................................................................ 45
Figure 3.11 Table de routage du site 2........................................................................................ 45
Figure 3.12 Table de routage du site 3........................................................................................ 46
F igure 3.13 Table de routage du site 4........................................................................................ 46
Figure 3.14 Diagramme de 1’AOSMP25.....................................................................................48
F igure 3.15 Exemple de réception double d ’ une commande.................................................... 49
Figure 3.16 Séquence d’opération pour l'exemple de déploiement de la figure 3.8............... 50
Figure 4.1 Diagramme de classes du modèle de site P25........................................................54
F igure 4.2 Classe SiteController.................................................................................................55
Figure 4.3 Classe BaseStationController..................................................................................56
Figure 4.4 Classe BaseStationRadio.......................................................................................... 58
Figure 4.5 Classe Buffer.............................................................................................................. 58
Figure 4.6 Échange de données entre les composants du modèle de site P25.......................59
Figure 4.7 Classe Registerlnterface........................................................................................... 60
Figure 4.8 Classe VocoderInterface........................................................................................... 61
Figure 4.9 Classes User et UserGroup......................................................................................62
Figure 4.10 Ajouts et modifications au modèle de site P25 pour l'intégration de l'AASMP25
et de l'AOSMP25..................................................................................................... 63
X LISTE DES FIGURES
Figure 4.11 Classe SiteController modifiée pour l'intégration de TAASMP25 et de
1’ AOSMP25.............................................................................................................. 64
Figure 4.12 Classe RoutingTable................................................................................................ 65
Figure 5.1 Architecture logicielle de te s t ................................................................................. 70
Figure 5.2 Ajouts et modifications au modèle de site P25 pour l'intégration de
l'environnement de test............................................................................................ 71
Figure 5.3 Disposition géographique des entités du scénario................................................ 74
Figure 5.3 Séquence d'initialisation du registre des sites du scénario................................... 75
Figure 5.4 Activité suivant l'activation de S I ...........................................................................78
Figure 5.6 État du RFSS suivant l'activation de SI à S4.........................................................79
Figure 5.7 Tables de routage suivant l'activation de SI à S 4 ................................................. 79
Figure 5.8 Activité suivant l'activation de SU1........................................................................80
Figure 5.9 État des SU 1 à SU8 après leur activation.............................................................. 80
Figure 5.10 Activité suivant la requête d'appel de groupe initiée par SU 1.............................81
Figure 6.1 Exemple d'implémentation pratique de la solution............................................... 85
Figure A.l Schéma de la base de données du modèle de site mobile P25............................. 89
LISTE DES TABLEAUX
Tableau 2.1 Interfaces du RFSS...................................................................................................16
Tableau 2.2 Signification des symboles.......................................................................................23
Tableau 3.1 Spécifications du modèle de site mobile................................................................ 32
Tableau 5.1 Nom des entités du scénario.....................................................................................75
Tableau 5.2 Groupes du scénario..................................................................................................75
Tableau 5.3 Gain estimatif d'un déploiement ASPM25............................................................. 81
Tableau B. 1 Attributs du logiciel...................................................................................................91
LISTE DES TABLEAUX
LEXIQUE
Terme technique Définition
Station mobile Station radio montée sur un véhicule routier ou aérien.
Station portable Station radio conçue pour une utilisation personnelle.
Site radio Système partageant les ressources de plusieurs stations 
mobiles ou fixes.
Communication conventionnelle Communication entre deux radios sans l’intermédiaire 
d’un site radio.
Interface radio commune (CAI) Dans un système P25, l’interface radio commune est le 
lien de communication entre la station mobile et le sous- 
système radio qui comprend les stations de base et les 
contrôleurs de station de base.
Très haute fréquence (VHF) Fréquence se situant entre 30 et 300 MHz.
Radiofréquence (RF) Fréquence se situant entre 30 Hz et 3000 GHz.
Unité abonnée (SU) Station mobile, portable ou virtuelle utilisant les services 
d ’un RFSS.
Station radio Dispositif permettant la communication à distance entre 
utilisateurs.
Station fixe Station radio dont la position géographique est perma­
nente.
Station virtuelle Station associée à un site radio ou faisant partie du simu­
lateur.
Sous-système de radiofréquences 
(RFSS)
Sous-élément d’un système. Il est composé de plusieurs 
sites radios.
Paquet de signalisation entrant 
(ISP)
Paquet contenant de l’information de contrôle transmis 
d’un SU à un site.
Paquet de signalisation sortant 
(OSP)
Paquet contenant de l’information de contrôle transmis 
d’un site à un ou plusieurs SU.
LEXIQUE
LISTE DES ACRONYMES
Acronyme Définition
VHF Abréviation anglaise signifiant very high frequency. L’équivalent en français 
se nomme très haute fréquence.
RF Abréviation anglaise signifiant radio frequency. L ’équivalent en français se 
nomme radiofréquence.
RFSS Abréviation anglaise signifiant radio frequency sub-system. L ’équivalent en 
français se nomme sous-système de radiofréquences.
CAI Abréviation anglaise signifiant common air interface. L’équivalent en fran­
çais se nomme interface radio commune.
SU Abréviation anglaise signifiant subscriber unit. L’équivalent en français se 
nomme unité abonnée.
ISP Abréviation anglaise signifiant input signallingpacket. L’équivalent en fran­
çais se nomme paquet de signalisation entrant.
OSP Abréviation anglaise signifiant output signalling packet. L ’équivalent en fran­
çais se nomme paquet de signalisation sortant.
RENIR Réseau national intégré de radiocommunication.
UTM Abréviation anglaise signifiant Universal Transverse Mercator. L'équivalent 
en français se nomme Transverse universelle de Mercator.
AASMP25 Algorithme d'activation de site mobile P25.
AOSMP25 Algorithme d’opération de site mobile P25.
ASMP25 Algorithmes de site mobile P25.
PTT Abréviation anglaise signifiant push-to-talk. L ’équivalent en français se nom­
me bouton poussoir pour transmettre.
RRL Radio réalisée par logiciel.
LISTE DES ACRONYMES
CHAPITRE 1
INTRODUCTION
1.1 Mise en contexte
La radiocommunication est un domaine d’application en constante évolution. Les organisa­
tions, qui utilisent des systèmes de radiocommunication dans leurs tâches quotidiennes, doi­
vent absolument suivre cette évolution pour maintenir leur capacité à réaliser leurs objectifs. 
Ces organisations utilisent actuellement des systèmes qui sont rarement compatibles entre eux. 
Lorsqu’une catastrophe survient, plusieurs organisations sont appelées à être déployées sur le 
terrain et à se coordonner pour aider à rétablir la situation. L’incompatibilité des systèmes de 
radiocommunication rend cette coordination extrêmement difficile, ce qui affecte l’efficacité 
de l’ensemble des intervenants. Lorsque des vies sont en jeu, le gouvernement a le devoir de 
mettre l’effort maximal sur l’efficacité des opérations de sauvetage et ne peut pas se permettre 
de voir sa capacité à intervenir être restreinte par les limites de la technologie [Department of 
Homeland Security, 2006].
L’Association de l’industrie des télécommunications (TIA) a créé les standards du Projet 25 
(P25) dans le but d’enrayer les problèmes de compatibilité entre les systèmes de radiocommu­
nication développés par les différents manufacturiers, tout en offrant un moyen de communi­
cation numérique efficace [TIA, 1995]. Les systèmes conformes aux normes du P25 permet­
traient à plusieurs organisations d’établir un réseau de communication efficace pour avoir une 
meilleure capacité à commander et contrôler les éléments déployés sur le terrain.
Au Québec, le centre de services partagés du Québec (CSPQ) est présentement en train de 
déployer le Réseau national intégré de radiocommunication (RENIR) qui est destiné à desser­
vir l’ensemble des ministères et organismes du Québec [Ministère de la Sécurité publique du 
Québec, 2009]. Ce réseau utilise les standards du P25 comme moyen de communication entre 
ses différentes cellules. Les cellules sont positionnées géographiquement de façon à offrir une 
couverture sur toutes les routes numérotées du territoire québécois. Lorsque le RENIR sera 
complété et que la majeure partie des ministères auront migré leurs systèmes de radiocommu­
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nication vers le P25, la coordination entre les différentes agences déployées sur le terrain sera 
facilitée comme jamais auparavant. Cependant, le RENIR n’a toujours pas prouvé ses avanta­
ges dans une situation réelle de grande envergure telle une catastrophe naturelle ou une guerre. 
Il est donc intéressant de se demander si l’architecture actuelle de ce réseau de radiocommuni­
cation conviendrait pour assurer l’établissement rapide et efficace d'une zone de couverture 
radio en vue de supporter les opérations des premiers répondants en cas de crise.
1.2 Problématique
Le déploiement du RENIR, en réponse au Plan national de sécurité civile, représente 131 sites 
fixes de radiocommunication. Le problème rencontré par un déploiement fixe est 
l’impossibilité de couvrir tout le territoire québécois étant donné son étendue et les contraintes 
budgétaires du projet, qui limite le nombre de sites construits. [Centre de services partagés du 
Québec, 2011] Aussi, il serait impossible d'émettre à plus forte puissance vu les contraintes 
sur la puissance d’émission des radios portables et des radios mobiles qui obligent ce type 
d’équipement à émettre à courte portée pour éviter les interférences et les problèmes de santé 
associés au signal électromagnétique. De plus, dans l’action éventuelle d ’une catastrophe natu­
relle ou d’une guerre, un système à déploiement fixe serait incapable d'offrir ses services de 
radiocommunication si un ou plusieurs de ses sites sont mis hors service.
La crise du verglas de 1998 est un bon exemple d’une catastrophe naturelle où un réseau pan- 
québécois de radiocommunication aurait été des plus utiles. Toutefois, est-ce qu’un déploie­
ment fixe des sites radio aurait suffi à obtenir une couverture radio sur l’ensemble des régions 
touchées par le manque d’électricité? Tel que montré sur la figure 1.1, la superficie des ré­
gions touchées est de quelques milliers de kilomètres carrés se concentrant autour des villes de 
St-Hyacinthe, Granby et St-Jean. Considérant que l’infrastructure des sites radios aurait été 
capable de supporter le poids de la glace et que la zone de couverture du RENIR est déployée 
selon les principaux axes routiers de la province, dans le meilleur des cas, la communication 
entre un site radio et une radio mobile atteindrait un distance de 50 km. Il est donc possible de 
conclure que la communication aurait été impossible dans plusieurs régions touchées.
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Légende
i
40 à 60 mm de verglas
60 à 80 mm de verglas
80 à 100 mm de verglas
Plus de 100 mm de verglas
Zone urbaine bâtie
Plus d’une semaine sans courant
Figure 1.1 Extrait de la carte du verglas massif de janvier 1998, adapté de [Statistique Ca­
nada, 1998]
Dans le cas où les sites radios auraient été détruits par le verglas, la couverture du réseau aurait 
été nulle et seulement les communications conventionnelles aurait été possibles. En réponse à 
une situation de crise où l’infrastructure du réseau de radiocommunication serait endommagée, 
le gouvernement érigerait des sites radios intérimaires permettant d ’assurer les communica­
tions pendant la réparation des sites radios du RENIR. Ce serait donc un déploiement de type 
mobile où les sites peuvent changer de position selon les besoins des intervenants. Un dé­
ploiement mobile peut s’effectuer à partir de sites portables, installés par exemple dans un 
édifice, et de sites montés sur véhicules routiers et aériens.
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Le problème rencontré avec les déploiements mobiles des radiocommunication est qu’ils sont 
souvent chronophage car ils reposent beaucoup sur des facteurs humains. En effet, la pro­
grammation d’un réseau de radiocommunication implique plusieurs étapes techniques qui sont 
souvent peu connues des intervenants, ce qui réduit considérablement le temps de réponse 
d’une organisation.
1.3 Définition du projet de recherche
De nos jours, les systèmes de communication modernes sont de plus en plus intelligents. En 
effet, ils sont capables de découvrir leur environnement automatiquement et requièrent généra­
lement peu d’interventions de l’utilisateur. Il serait donc intéressant de retrouver ce même type 
d’agilité pour les systèmes de radiocommunication P25.
La recherche dans le domaine des systèmes de communication intelligents permet l’ajout de 
nouvelles fonctionnalités qui facilitent le travail de l’opérateur. Le système de communication 
idéal, visé par la recherche, sera un système complètement transparent pour l’utilisateur, c’est- 
à-dire qu’il nécessitera simplement le destinataire de la communication et le message à trans­
mettre pour accomplir sa tâche. Le présent projet vise donc à définir de nouvelles fonctionnali­
tés pour se rapprocher du système de radiocommunication P25 idéal.
Plus particulièrement, le projet de recherche consiste à solutionner les problèmes rencontrés 
lors du déploiement mobile des radiocommunications en automatisant les étapes du déploie­
ment d’un site radio. La solution est donc composée d’un ensemble de nouvelles fonctionnali­
tés pour un site mobile P25. Les fonctionnalités ajoutées ont été choisies de façon à réduire le 
temps de déploiement du système.
1.4 Objectifs du projet de recherche
1.4.1 Objectif global
L’objectif global du projet est d ’étudier les possibilités d’accélérer le déploiement mobile d’un 
réseau de radiocommunication conforme aux standards du P25.
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1.4.2 Objectifs spécifiques
L’objectif global est décomposé en plusieurs objectifs spécifiques :
Objectif spécifique 1 : Étudier la procédure de déploiement d’un réseau de radiocommunica­
tion mobile.
Cet objectif a pour but de compiler les tâches qui sont effectuées par les opérateurs de 
radiocommunication lors du déploiement d’un réseau de radiocommunication mobile.
Cet objectif sera atteint en observant un déploiement de radiocommunication VHF d’une 
unité de transmissions des Forces canadiennes (714e escadron des communications à 
Sherbrooke) et en procédant à une étude théorique des procédures pour divers systèmes 
de radiocommunication utilisés pour la sécurité publique.
Objectif spécifique 2 : Identifier les tâches humaines qui peuvent être remplacées par un sys­
tème automatique lors du déploiement mobile d’un site radio.
Cet objectif a pour but de connaître les endroits où l’implémentation d’un logiciel per­
mettrait d’effectuer la tâche plus rapidement.
Cet objectif sera atteint en analysant la tâche et en décidant des avantages et des in­
convénients si elle est remplacée par un système automatique.
Objectif spécifique 3 : Prouver que certaines tâches critiques d’un opérateur radio peuvent 
être remplacées par un système automatique.
Cet objectif a pour but de démontrer que l’accélération d’un déploiement mobile d’un 
réseau de radiocommunication est possible.
Cet objectif sera atteint lorsque la démarche suivante sera complétée :
1. Étude des standards du P25.
2. Conception d’un logiciel accomplissant les fonctions d’un site de radiocommunication 
P25.
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3. Conception d’algorithmes remplaçant l’intervention humaine lors de la programma­
tion d’un réseau de radiocommunication P25.
4. Modélisation, en langage UML, du logiciel conçu à l’étape 2.
5. Implémentation, en langage C++, des modèles réalisés à l'étape 4.
6. Intégration des algorithmes conçues à l’étape 3 dans le code réalisé à l’étape 5.
7. Programmation d’un environnement de simulation où il est possible de déployer vir­
tuellement plusieurs sites et plusieurs unités abonnées (SU).
8. Évaluation du logiciel, résultant de l’étape 6, dans l’environnement programmé à 
l’étape 7.
Objectif spécifique 4 : Contribuer à l’implantation d’un système de radiocommunication 
adapté aux situations d’urgence dans la province de Québec.
Cet objectif a pour but d’aider le Gouvernement du Québec à faire un choix éclairé en ce 
qui a trait à l’avenir des communications d’urgence au Québec.
Cet objectif sera atteint lorsque le présent document sera publié.
1.5 Contributions originales
Le livrable de ce projet de recherche est le prototype d’un logiciel comprenant deux algorith­
mes qui accélèrent le déploiement d’un système de radiocommunication P25 à ressources par­
tagées. Ceux-ci se nomment l’algorithme d’activation du site mobile P25 (AASMP25) et 
l’algorithme d’opération du site mobile P25 (AOSMP25). Ils automatisent plusieurs étapes du 
déploiement mobile identifiées pendant ce projet de recherche. Ces étapes peuvent être classi­
fiées soit dans la phase d'activation du site, soit dans la phase d'opération du site. Ainsi, un 
algorithme à été développé pour chaque phase du déploiement.
Ces deux algorithmes représentent un exemple concret d’améliorations possibles dans le do­
maine des systèmes de radiocommunication dédiés aux opérations de sécurité publique.
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1.6 Plan du document
Le présent document est divisé en chapitres classés selon l’ordre dans lequel certaines parties 
du projet de recherche ont été réalisées.
Le chapitre 2 présente d’abord une revue bibliographique des différents projets qui ont trait au 
déploiement des systèmes de radiocommunication en situation d’urgence. Ensuite, le cadre de 
référence présente une synthèse des concepts sur lesquels le projet s’appuie.
Le chapitre 3 traitera de la conception du logiciel de site de radiocommunication partagée P25 
et des algorithmes d’accélération de déploiement.
Le chapitre 4 détaillera les différences étapes de la réalisation du prototype ainsi que de 
l’intégration des algorithmes d’accélération.
Le chapitre 5 montrera de quelle façon le prototype a été testé dans le but de prouver qu’il peut 
remplacer certaines tâches humaines.
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CHAPITRE 2 
ÉTAT DE L’ART
2.1 Revue bibliographique
Il faut retourner quelques décennies en arrière pour retrouver le moment où la problématique 
de Finteropérabilité entre les systèmes électroniques est devenue importante. En effet, c’est au 
début de l’ère du numérique que beaucoup de systèmes étaient incompatibles entre eux étant 
donné le niveau de complexité des interfaces qui rendaient les produits de différents manufac­
turiers incompatibles. Le besoin d’échange d’informations entre plusieurs utilisateurs devenant 
de plus en plus criant, des standards de communications ont été inventés pour rendre possible 
le transfert d’information entre des plateformes provenant de différents manufacturiers. No­
tamment, F implémentation globale de la suite des protocoles Internet (TCP/IP) représente un 
exemple important de cette standardisation dans le domaine des réseaux informatiques.
Le domaine des radiocommunications d'urgence vit présentement le même problème que vi­
vait le domaine de l’informatique. En effet, la popularisation de la radio numérique et le be­
soin de compatibilité entre les systèmes ont créé un besoin pour un standard de radiocommu­
nication uniformisé capable de faire le lien entre différents équipements de plusieurs manufac­
turiers. De ce besoin sont nés les standards du P25.
Les normes du P25 se démarquent d'autres normes, tel que le Long Term Evolution (LTE) ou 
le Wi-Fi (IEEE 802.11), du fait qu'elles ont été spécialement conçues pour combler les besoins 
en radiocommunication d'urgence des premiers intervenants tels que la police, les pompiers et 
les ambulanciers. En effet, le LTE définit des standards permettant le déploiement d'un réseau 
cellulaire commercial. Ce type de réseau est utilisé par la population en général par le biais 
d'un appareil cellulaire et d'un abonnement auprès de l'opérateur du réseau. D'un autre côté, le 
Wi-Fi définit des standards permettant l'établissement de réseau local sans-fil de courte portée 
pour l'échange de données. Ce type de réseau est généralement utilisé au domicile ou en entre­
prise pour connecter plusieurs ordinateurs entre eux par le biais d'un commutateur sans-fil. Un 
mode ad hoc permet également la connexion de plusieurs appareils Wi-Fi sans commutateur.
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C’est en 1989 que TIA commença la conception des standards du P25. Cependant, 20 ans plus 
tard, les standards du P25 n’ont toujours pas remplacé le FM analogique dans plusieurs orga­
nisations nord-américaines [Kiley et Benedett, 2007]. Au Québec, seulement quelques agences 
du gouvernement ont commencé leur migration vers le réseau RENIR. Cette migration amène 
une opportunité de recherche et de développement d’une plateforme radio réalisée par logiciel 
(RRL) qui constituerait une solution à la problématique présentée à la section 1.2.
La prochaine génération de RRL pourrait être capable d’offrir un grand éventail de services 
qui sont optimaux pour l’utilisateur étant donné la nature reconfigurable des applications qui 
sont installées sur la plateforme. La plateforme serait beaucoup plus flexible que les systèmes 
dédiés actuels vu qu’il serait possible d’ajouter ou de retirer des algorithmes de traitement du 
signal selon les besoins de l’utilisateur [Tribble, 2008].
Le Joint Tactical Radio System (JTRS), qui a commencé à être conçu en 1997, est l’un des 
premiers projets d’envergure utilisant la technologie RRL. Le JTRS est un système RRL capa­
ble de communiquer avec plusieurs systèmes de radiocommunication militaires et civils. Dans 
son état final, ce système devrait être capable d’accueillir plus de 20 standards de communica­
tion différents [United States Department of Defense, 2009].
Une percée récente dans le domaine de la RRL a été le développement d'une architecture logi- 
cielle pour le système JTRS par le département de la défense des États-Unis. Cette architectu­
re, nommée Software Communication Architecture (SCA), est un cadre d’applications qui 
permet à une plateforme matérielle de fonctionner harmonieusement avec les diverses applica­
tions de la radio réalisée par logiciel [Joint Tactical Radio System Standards, 2006].
L'architecture SCA est maintenant valorisée dans le domaine civil par le Software Defmed 
Radio Forum (SDRF). En 2001, le SDRF a mandaté le Centre de recherches sur les communi­
cations Canada (CRC) pour le développement de la première réalisation de l'architecture SCA 
dans le domaine civil. Récemment, le CRC a fait la démonstration d’une implémentation de 
SCA qui se nomme SCARI-Open. SCARI-Open est un système d’exploitation libre ayant 
comme objectifs de promouvoir la RRL et de réduire les coûts et le délai de mise en marché 
d’un système RRL [Centre de recherches sur les communications Canada, 2008].
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2.2 Cadre de référence
Cette section présente une synthèse des différents concepts sur lesquels le projet s’appuie. 
Tous ces concepts ont été tirés des documents suivants :
- P25 Radio Systems [Daniels Electronics, 2007]
- Norme T102.A [Télécommunications Industry Association, 1995]
- Norme T102.AABD [Télécommunications Industry Association, 1997]
2.2.1 Radio numérique P25
Une radio numérique est caractérisée par l’ajout d’un convertisseur analogique-numérique aux 
extrémités du système radio. Ainsi, le traitement des données se fait dans le domaine numéri­
que. Les données sont alors encapsulées dans des paquets, ce qui confère aux utilisateurs plu­
sieurs avantages face au domaine analogique. En effet, les utilisateurs bénéficient d’une meil­
leurs qualité audio à bande passante égale, de la possibilité de transférer des données conjoin­
tement avec la voix et de plusieurs autres services numériques qui sont difficilement réalisa­
bles en mode analogique.
Les radios numériques P25 utilisent la structure de paquets standardisée « Common Air Inter­
face » (CAI) pour coder l’information. Ces radios utilisent un modulateur C4FM pour moduler 
l’information codée afin de la transmettre sur les ondes radio. La combinaison du codeur CAI 
et du modulateur C4FM est ce qui rend toutes les radios P25 interopérables.
2.2.2 Système de radiocommunication P25 à ressources partagées
Un système à ressources partagées diffère d'un système conventionnel du fait qu'un site cen­
tral, opérant plusieurs stations, gère dynamiquement l'assignation des canaux de communica­
tion aux radios situées dans son champ de visibilité. Les figures 2.1 et 2.2 montre les différen­
ces conceptuelles entre un système conventionnel et un système à ressources partagées. Dans 
l’exemple présenté à la figure 2.1, les radios utilisent un système conventionnel pour commu­
niquer. Elles opèrent ainsi sur la fréquence sélectionnée par l'opérateur radio. La radio 3, 
n'ayant pas été syntonisée sur la fréquence X, ne reçoit pas la transmission de la radio 1.
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/Radio 2I ------
Radio 1
Radio 3
Légende :
©  _
Radio opérant sur la fréquence 
X
- I Z - Transmission sans fil
Direction des données sur la 
fréquence X
Champ de visibilité
Figure 2.1 Exemple d'un appel vocal dans un système conventionnel
La figure 2.2 montre les mêmes trois radios qui sont maintenant souscrites à un système à res­
sources partagées comprenant un site opérant sur deux stations. Dans cet exemple, les trois 
radios opèrent sur la fréquence de contrôle C jusqu'au moment de l'appel vocal. À ce moment, 
le site assigne la fréquence de transmission T et la fréquence de réception R aux trois radios. 
La radio 1 transmet alors son message vocal sur sa fréquence de transmission T, le site reçoit 
ce message par sa station opérant sur la fréquence T et le retransmet sur sa station opérant sur 
la fréquence R. Les radios 2 et 3 reçoivent ensuite ce message sur leur fréquence de réception 
R. L'opérateur de la radio 3 n'a donc pas eu à changer de fréquence pour s'assurer de la récep­
tion du message vocal de la radio 1 car le site lui a automatiquement assigné la bonne fréquen­
ce de réception.
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/Radio 1
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Radio 3
Légende
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X Station opérant sur la fréquence X
Figure 2.2 Exemple d'un appel vocal dans un système à ressources partagées
Le système à ressources partagées est caractérisé par la présence d’un contrôleur dans 
l’infrastructure responsable de l’assignation des appels à des canaux de trafic spécifiques. 
L’avantage du système à ressources partagées est sa capacité à partager plusieurs utilisateurs 
sur moins de canaux de trafic, ce qui permet d’atteindre une meilleure utilisation du spectre 
électromagnétique. L’utilisateur n’est donc pas responsable de sélectionner un canal ou une 
fréquence lorsqu’il veut communiquer. Il choisit plutôt un individu ou un groupe, pèse sur le 
bouton « push to talk » (PTT) et le contrôleur se charge de lui donner accès à un canal de trafic 
et avertit toutes les radios concernées par cet appel de s’ajuster sur la fréquence de ce canal.
Le système P25 à ressources partagées est très similaire au système P25 conventionnel en ce 
qui a trait au traitement de l’information. En effet, il utilise la même technique de modulation, 
la même vitesse de transfert et les mêmes formats de messages pour les communications de
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trafic (voix et données). La différence majeure est qu'il nécessite l’utilisation d’un site P25 qui 
communique avec toutes les radios dans son champ de visibilité via un canal de contrôle. Ain­
si, plusieurs standards ont été définis pour assurer la compatibilité de ce canal de contrôle. La 
figure 2.3 montre l’architecture générale haut niveau d’un site P25. Dans cette figure, la radio 
1 transmet des données de contrôle au site P25 sur la fréquence Te, ces informations sont re­
çues par la station de contrôle opérant sur la fréquence de réception Te et sont ensuite traitées 
par le contrôleur P25. Le site P25 envoie également des données de contrôle par sa station de 
contrôle opérant sur la fréquence de transmission Rc-
Radio 2
Te, Rc
TX combmeur
Antenne TX
Signal vers 
le canal de 
trafic 1
Signal vers 
le canal de 
trafic N
Signal vers 
le canal de 
contrôle
Contrôleur P25
Données de 
.contrôle
Station de trafic 1 
Fréquences T^ Ri
Station de trafic N 
Fréquences TN, RN
Station de contrôle 
Fréquences Tc, Rc
Radio 1
RX coupleur
Antenne RX
Signal du 
canal de 
trafic 1
Signal du 
canal de 
trafic N
Signal du 
canal de 
contrôle
Figure 2.3 Architecture haut niveau d'un site P25
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Les standards du P25 définissent deux types de canaux, soient les canaux de trafic et de 
contrôle. Le canal de contrôle peut être dédié ou composite. Le canal de contrôle dédié est 
seulement utilisé pour le contrôle du système à ressources partagées tandis que le canal de 
contrôle composite peut être utilisé pour le trafic si nécessaire.
Le canal de contrôle permet au contrôleur P25 de recevoir toutes les données nécessaires à la 
gestion des radios faisant parti du champ de visibilité. La structure des paquets utilisée dans le 
canal de contrôle est la même que celle utilisée par les paquets de données de la CAI. Les pa­
quets entrants se nomment « inbound signaling packets » (ISP) et ceux sortants se nomment 
« outbound signaling packets » (OSP). Les fonctions principales du canal de contrôle sont le 
signalement et la diffusion d ’informations relatives au système.
Les paquets envoyés sur le canal de contrôle sont formatés selon deux structures distinctes. La 
structure normalement utilisée se nomme « trunking signaling block » (TSBK). Lorsque 
qu’une plus grande quantité de données doit être envoyée sur le canal de contrôle, la structure 
utilisée se nomme « multiple block trunking » (MBT).
Lorsque plusieurs radios doivent communiquer avec un même site P25, un partage efficace du 
canal de contrôle entrant est requis. Les standards P25 définissent l’utilisation de la technique 
« slotted ALOHA » pour partager le canal de contrôle entrant. Dans cette technique, les OSP 
sont accompagnés d’un symbole qui indique aux radios souscrites à quel moment elles peu­
vent transmettre leurs ISP.
Plusieurs sites P25 forment un sous-systèmes RF (RFSS), plusieurs RFSS forment un système 
et plusieurs systèmes forment un réseau. Tous ces éléments ont une adresse unique qui est 
requise pour l’acheminement des paquets de données. Au moins un des sites d ’un RFSS 
contient les éléments nécessaires au contrôle du RFSS. La figure 2.4 montre le nombre maxi­
mal d'éléments pour chaque couche du réseau. Le contrôle du système est distribué selon un 
schème pair-à-pair (P2P) entre les RFSS qui composent le système. Contrairement aux inter­
faces externes, les éléments et interfaces internes au RFSS ne sont pas définis par les standards 
du P25. Les interfaces externes standardisées du RFSS sont listés dans le tableau 2.1.
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Réseau (4096 systèmes)
Système (256 RFSS)
RFSS (256 sites)
Site P25 (16 plages)
Plage (4096 canaux)
Canal (2 fréquences)
Figure 2.4 Nombre maximal d'éléments pour chaque couche d’un réseau à ressources par­
tagées P25
Tableau 2.1 Interfaces du RFSS
Interface Sigle Présence
CAI Um Obligatoire
Réseaux Ed Optionnel
Gestion de réseaux En Optionnel
PSTN Et Optionnel
Inter-RFFS G Optionnel
Afin de déterminer les fréquences qu'un site P25 peut utiliser, une ou plusieurs plages de fré­
quences lui sont assignées. Chaque plage contient une largeur spectrale suffisante pour 4096 
canaux de communication, comprenant chacun une fréquence de réception et une fréquence de 
transmission. Cependant, le nombre de communications simultanées que peut offrir un site est 
limitée par son nombre de stations opérantes. Ce nombre est défini par le manufacturier selon 
les besoins spécifiques de son client. La figure 2.5 illustre le modèle d'un site P25 tel que pro­
posé par TIA.
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P25
Site P25
Contrôle 
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Contrôle de 
site / RFSSRadio Audio
Commutateur 
du RFSS Console
Passerelle 
du RFSS
Registre
visiteur
Registre
local
Ed En
Autres
sites
Autres
RFSS
Gestion
réseauDonnées PSTN
Figure 2.5 Configuration d’un site P25 (adapté de la figure 5.1 de la norme T102.A)
La figure 2.6 montre les services d’un système à ressources partagées P25. Le bloc « Contrôle 
de site / RFSS » de la figure 2.5 est responsable de l'exécution des services du RFSS. Cepen­
dant, un site P25 ne comprend pas obligatoirement les fonctions de contrôle du RFSS. Dans ce 
cas, les commandes sont envoyées à un autre site via le commutateur du RFSS.
Les services du système à ressources partagées P25 se divisent en trois catégories : les services 
de télécommunications, les services au souscripteur et les services à l’opérateur du système.
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Figure 2.6 Services du système à ressources partagées P25
Les services de télécommunications permettent le transfert des données à travers le réseau de 
communication. Us sont séparés en trois sous-catégories :
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- Services support : Les services support sont responsables du transport de 
l’information entre les différents points d’accès du réseau.
- Téléservices : Les téléservices sont responsables du transport de l ’information de 
l’utilisateur émetteur jusqu’à l’utilisateur destinataire.
- Compléments de service : Les services complémentaires peuvent être associés à un 
ou plusieurs services de porteur ou téléservices et servent à les modifier ou les amé­
liorer.
Les services à l’abonné permettent d’accéder et de gérer l’information relative au souscripteur.
Les services à l’opérateur du système permettent d’accéder et de gérer l’information relative 
aux opérations du réseau.
Pour le présent projet de recherche, les services d'intérêt sont :
Diffusion générale de messages vocaux : Service permettant à l’utilisateur d’établir une com­
munication vocale unidirectionnelle avec plusieurs utilisateurs identifiés par une adresse 
de diffusion prédéterminée ou un code d ’identification de groupe d’annonce (AGID).
Appel vocal de groupe : Service permettant à l’utilisateur d’établir une communication voca­
le bidirectionnelle simultanée avec un groupe d’utilisateurs identifiés par un code 
d’identification de groupe (WGID).
Appel vocal individuel : Service permettant à l’utilisateur d’établir une communication voca­
le bidirectionnelle simultanée avec un autre abonné identifié par un code d’identification 
individuel (WUID).
Affiliation : Service permettant à l’abonné de s’affilier à un groupe de discussion lui donnant 
la possibilité d’écouter et de parler aux abonnés du groupe. Pendant l’affiliation, le SU 
obtient son WGID du RFSS.
Enregistrement : Service permettant à l’opérateur de gérer l’accès aux services du RFSS. 
Lorsqu’un SU décide de changer de station, une procédure d’enregistrement peut être 
requise. L’enregistrement permet au système de connaître en tout temps l ’affiliation de
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ses membres. L’aire d’enregistrement (RA) comprend plusieurs sites ou plusieurs sous- 
systèmes RF où l’utilisateur peut errer sans avoir à mettre à jour son enregistrement. 
Pendant l’enregistrement, le SU obtient son WUID du RFSS.
Itinérance : Service permettant à l’opérateur de gérer la disposition du réseau de radiocom­
munication. L’itinérance est un processus utilisé lorsqu’un SU doit changer de canal de 
contrôle. Ce processus, totalement transparent pour l’abonné, survient quand la radio dé­
tecte la présence d’un canal de contrôle offrant une meilleure qualité de signal ou offrant 
une plus grande gamme de services. Deux modes d ’itinérance sont définis :
- Mode passif : Ce mode est utilisé lorsqu’un SU ne tente pas de changer de canal de 
contrôle. Elle analyse tous les canaux de contrôle qui sont à sa portée et les garde en 
mémoire avec une série de mesures de force de signal et une liste de caractéristiques. 
Ce mode permet donc à la radio de connaître les meilleurs canaux de contrôle dispo­
nibles en tout temps. Elle peut donc réagir rapidement au cas où le canal de contrôle 
dans lequel elle opère ne répond plus aux exigences minimales de qualité de service.
- Mode actif : Ce mode est utilisé lorsque le SU doit changer de canal de contrôle. Il 
parcourt la liste de canaux candidats établie pendant le mode passif et tente de se 
connecter en commençant par le meilleur canal de contrôle. Si la liste de candidats 
potentiels est vide, la radio utilise la liste prédéterminée de canaux de contrôle ou 
lance une recherche de canal de contrôle en balayant certaines plages de fréquences.
Plusieurs procédures ont été définies dans les standards P25 pour permettre la réalisation des 
services décrits précédemment. La compréhension approfondie de ces procédures a mené à la 
détermination des fonctions pendant la phase de conception de la solution. Les sous-sections 
suivantes constituent une synthèse de l’étude de ces procédures.
Explication générale du fonctionnement d’un système partagé : Avant de pouvoir com­
prendre les procédures détaillées, il faut d ’abord avoir un aperçu du fonctionnement gé­
néral d’un système partagé. La figure 2.7 montre un diagramme de séquences décrivant 
ce fonctionnement général.
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7. Communication radio
8. Fin de l’appel
Figure 2.7 Diagramme de séquence de l’établissement d ’un appel
1. Chasse au canal de contrôle : Un SU reçoit un OSP d’un canal de contrôle toutes les
37.5 ms, ce qui lui permet de se synchroniser et de recueillir des données importantes sur 
son environnement radio. Ces données comprennent la qualité du signal, la gamme de 
services et les plages de fréquence du site courant et des sites adjacents. Le SU se base 
sur ces données pour choisir le site le mieux approprié pour se connecter.
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2. Lorsque le choix est fait, le SU transmet une demande d’enregistrement (ISP 
U_REG_REQ) au site choisi.
3. Le RFSS vérifie la demande du SU en comparant l’identification du SU avec sa base 
de données. Si l’accès est autorisé, il transmet les informations d’enregistrement et 
d’affiliation.
4. Le SU est en attente et reçoit périodiquement de l’information du canal de contrôle 
auquel il est enregistré. Il reste dans cet état jusqu’à ce qu’un des utilisateurs du groupe 
pèse sur le PTT.
5. Lorsque le PTT est appuyé, le SU envoie une demande de canal au RFSS via le canal 
de contrôle.
6. Lorsque c’est possible, le RFSS envoie un message d’acceptation au SU et avertit tous 
les SU enregistrés au groupe de changer vers le canal de trafic.
7. Quand tous les SU ont changé de canal, la conversation peut avoir lieu entres les dif­
férents utilisateurs sur le canal de trafic.
8. Lorsque les utilisateurs n’utilisent plus le canal de trafic, le RFSS libère le canal après 
que la minuterie ait expiré. Il envoie un message de fin d ’appel à tous les SU du groupe.
Procédure d’accès au canal de contrôle : Les canaux de contrôle d’un RFSS possèdent deux 
bandes de fréquence distinctes pour l’émission des OSP et la réception des ISP. Ainsi, 
plusieurs SU doivent se partager simultanément la bande de réception du RFSS pour 
transmettre leurs ISP. Cette situation nécessite l’utilisation du multiplexage par réparti­
tion dans le temps.
La technique retenue par le standard P25 est le protocole ALOHA à segmentation tem­
porelle qui permet à chaque SU de savoir le moment exact où il peut transmettre les ISP. 
Les limites des intervalles de temps (IT) sont définies par les symboles de statut qui sont 
répartis à intervalle égal dans les OSP. Cet intervalle est d’une durée de 7.5 ms et se 
nomme micro IT. L ’IT est habituellement composé de cinq micro IT (pour un total de
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37.5 ms) car il doit être suffisamment long pour la transmission du ISP qui dure 32.92 
ms. Cependant, il peut être plus long pour accommoder les SU qui sont plus lents. En ef­
fet, si la transmission de l'ISP n'est pas complétée après 5 micro IT, un nombre suffisant 
de micro IT seraient ajoutés afin de couvrir la durée totale de la transmission de l'ISP.
Avant de transmettre un paquet sur le canal de contrôle, le SU doit attendre le symbole 
de repos du RFSS. Les différents symboles et leur signification sont décrits dans le ta­
bleau 2.2.
Tableau 2.2 Signification des symboles
Symbole de statut Signification
00 Etat inconnu, communication conventionnelle
01 Canal entrant du RFSS est occupé
10 État inconnu, communication agrégée
11 Canal entrant du RFSS est au repos
La figure 2.8 montre un exemple de situation où deux SU se partagent le même canal de 
contrôle.
Micro IT (7.5 ms)
11 10 10 10 10 11 10 10 10 10 11 10
RFSS OSP
SU 1
SU 2
m
ISP (32.92 ms)
I N I
ISP
— —    ►
IT (37.5 ms)
Figure 2.8 Exemple d’accès au canal de contrôle
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Tout d’abord, seul le SU 1 a un message prêt à être transmis au RFSS. À la réception du 
symbole de statut 11, le SU 1 transmet son ISP. Ensuite, les SU 1 et 2 ont un message à 
transmettre. À la réception du symbole de statut 11, ils transmettent au même moment, 
créant ainsi une collision. Suite à une collision, le RFSS ne reçoit pas d ’ISP valide et 
n’acquitte donc pas le message. Ne recevant pas de réponse, les SU tentent de retrans­
mettre le message après l’expiration d’une minuterie aléatoire. Après un nombre défini 
d’essais sans succès, le SU commence la procédure d ’acquisition d’un nouveau canal de 
contrôle.
Il est possible que le SU envoie un paquet de données sur le canal de contrôle. Ce paquet 
est normalement plus long qu’un ISP normal. Lorsque cette situation survient, le symbo­
le de repos suivant est changé pour le symbole occupé tel que montré dans la figure 2.9.
Occupé
11 10 10 10 10 01 10 10 10 10 11 10 10
RFSS OSP 1 II 1 Il  1 1 I 1
SU Paquet de données (TSBK) ISP ...
î 11
Figure 2.9 Exemple du paquet de données
La figure 2.10 présente un diagramme d ’état qui résume la procédure d ’accès au canal 
de contrôle. Dans cette figure, le bloc « Processus d ’accès au canal de trafic » renvoie au 
processus exprimé à la figure 2.11 et le bloc « Processus d’acquisition et de rétention du 
canal de contrôle » renvoie au processus exprimé à la figure 2.12.
Procédures d’accès au canal de trafic : Lorsque le RFSS assigne un canal de trafic à un 
groupe d’utilisateurs, il transmet un OSP GRP V REQ contenant l’information permet­
tant aux SU de syntoniser les fréquences du canal de trafic. Chaque SU entame ainsi le 
processus d’accès au canal de trafic décrit à la figure 2.11.
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Processus d’acquisition et 
de rétention du canal de 
contrôle (figure 2.12) 
i. z
Pas de réponse suite 
à  un nombre défini 
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Réponse valide ou 
minuterie expirée
Le canal n’est 
plus valide
Enregistrement
accepté
_ *  ,
Écoute du canal de 
contrôle (repos)
Assignation d'un 
-canal de trafic p a r 
le RFSS
Processus 
d’accès au canal 
de trafic 
(figure 2.11)
Message prêt 
è  être transmis
j L
Attente du symbôle de 
repos du OSP
Symbole de 
repos reçu
____
Début
Transmission du ISP
Figure 2.10 Processus d ’accès au canal de contrôle
Attente du champ de 
synchronisation Début
Perte de 
synchronisation
Perte de 
synchronisation
Synchronisation
établie
Écoute du canal de trafic 
(repos)
Fin de 
l'assignation-
Message prêt 
â  être transmis
Attente du symbôle de 
repos
Symbole de 
repos reçu
Paquet
transmis
Processus d’acquisition 
et de rétention du canal 
de contrôle 
(figure 2.12)
Transmission du paquet
Figure 2.11 Processus d’accès au canal de trafic
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Après la syntonisation, le SU commence à recevoir des paquets sur le canal de trafic lui 
permettant de se synchroniser en analysant les champs de synchronisation présents au 
début de chaque paquet. Synchronisé, le SU est maintenant capable de recevoir et déco­
der les données de chaque paquet reçu sur le canal de trafic. Lorsqu’un message est prêt 
à être transmis, le SU analyse les symboles d ’état reçus sur la fréquence de réception et 
transmet le message lorsqu’un symbole de repos est détecté. Ce processus continue jus­
qu’à ce que les conditions de fin d’assignation surviennent :
- Un message de libération est reçu sur le canal de trafic;
- La minuterie expire sur le canal de trafic;
- Le SU reçoit un paquet qui ne lui est pas destiné sur le canal de trafic.
Le SU retourne alors au processus d’acquisition et de rétention de canal de contrôle dé­
crit dans la prochaine sous-section.
Procédures d’acquisition et de rétention du canal de contrôle : Certaines procédures ont 
été définies lorsqu’un SU doit acquérir et retenir un canal de contrôle. La figure 2.12 
présente un diagramme d’état qui représente le processus d’acquisition et de rétention du 
canal de contrôle. Le SU commence ce processus quand une des situations suivantes sur­
vient :
- La radio du SU est mise sous tension par l’utilisateur;
- L’utilisateur initie un changement de réseau;
- Le SU considère que ce canal de contrôle n ’est plus valide;
- Pas de réponse suite à un nombre défini d’essais d’accès au canal de contrôle;
- Le SU quitte un canal de trafic.
Chaque SU possède et met à jour constamment une liste de canaux de contrôle auxquels 
il pourrait éventuellement se connecter. Il reçoit les informations des canaux primaires et 
secondaires des RFSS qui l’entourent via plusieurs types de messages de contrôle.
Le SU considère que le canal de contrôle n ’est plus valide dans les situations suivantes :
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- Le taux d’erreurs sur le canal de contrôle n’est plus acceptable;
- La force du signal du canal de contrôle n’est plus assez élevée;
- Aucun mot code n’est déchiffrable pour un temps Tctrl;
- Des paquets avec des entêtes contenant un mauvais NID sont reçus;
- Aucun paquet contenant un NID correct n’est reçu pour un temps Tctrl.
Choix d 'un ré sea u  
par l’utilisateur
NID valide 
reçu
C hangem ent 
d e  canal 
im posé par le 
RFSS
Refus 
ou échec R adio mise so u s tension 
ou
NID invalide reçu
Liste
épu isée
NID valide 
reçu
NID valide reçu
R efus ou échec
Enregistrement
C hasse
prolongée
C hasse
courte
Enregistrem ent
accep té
 j __________  NID valide reçu / Utilise le
Processus nouveau canal
d’accès au canal C hasse
de contrôle unique
(figure 2.10)
NID invalide reçu / Utilise
l'ancien canal
Figure 2.12 Processus d’acquisition et de rétention du canal de contrôle
La sélection du canal de contrôle se fait en deux étapes :
- Déterminer tous les canaux de contrôle candidats;
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- Sélectionner un canal approprié selon la situation.
Trois types de chasse au canal existent :
- La chasse unique survient lorsque le RFSS indique au SU de changer de canal de 
contrôle;
- La chasse courte est la première étape du processus de chasse au canal. Le SU utilise 
la liste des canaux primaires des RFSS adjacents et des canaux du dernier RFSS 
confirmé;
- La chasse prolongée débute lorsque la chasse courte échoue ou lorsque l’utilisateur 
choisit manuellement le réseau auquel il veut se connecter. Le SU utilise la liste des 
canaux qui sont préprogrammés dans sa mémoire non-volatile.
Les procédures d’acquisition et de rétention du canal de contrôle se terminent lorsque le 
SU est enregistré au RFSS. Le SU commence alors le processus d’accès au canal de 
contrôle décrit à la figure 2.10.
Procédures d’enregistrement et d’affiliation : L’enregistrement permet à un SU d’accéder 
aux services d’un site. Cette procédure débute lorsqu’un SU détecte un site et envoie une 
demande d’enregistrement. Le site compare le numéro d’identification du SU avec ceux 
contenus dans sa base de données. Si le numéro d’identification est trouvé, la base de 
données retourne les services auxquels le SU a accès. Dans le cas contraire, la base de 
données retourne un échec de comparaison et le site refuse l’enregistrement. Le SU ne 
peut donc pas opérer via ce site et recommence une chasse aux sites.
Lorsque l’enregistrement est réussi, le SU entame la procédure d’affiliation en envoyant 
au site une demande d’affiliation à un groupe d’utilisateurs. Le site compare le numéro 
d’identification du groupe d’utilisateurs avec ceux contenus dans sa base de données. Si 
le numéro d’identification est trouvé, la base de données retourne les services auxquels 
le groupe d’utilisateurs a accès. Dans le cas contraire, la base de données retourne un 
échec de comparaison et le site refuse l’affiliation. Le SU ne peut donc pas communi­
quer en utilisant ce groupe d’utilisateurs. L ’utilisateur doit alors sélectionner un groupe 
d’utilisateurs différent afin que le SU recommence la procédure d’affiliation.
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2.3 Conclusions
Selon l’état de l’art actuel, il est possible de remarquer que la tendance, en ce qui a trait au 
domaine des radiocommunications, se dirige lentement vers la technologie RRL. Donc, il 
s’avérerait très pertinent de faire profiter au P25 de la flexibilité de la technologie RRL.
Dans ce chapitre, le fonctionnement d'un système P25 à ressources partagées a été détaillé. Il a 
été possible d'identifier un endroit de perfectionnement où la technologie RRL pourrait être 
utilisée afin de résoudre la problématique du présent projet de recherche. En effet, les stan­
dards du P25 ne définissent pas l'interface permettant la communication entre sites P25. Pour­
tant, l'interconnexion entre sites est un facteur important lors d'un déploiement mobile des 
radiocommunications.
Le prototype d'un site mobile P25 sera ainsi développé afin de démontrer la possibilité de 
connecter des sites P25 en réseau par l'interface sans fil Um. Ce prototype contribuerait gran­
dement à l’avancement de la technologie dans le domaine des radiocommunications pour la 
sécurité publique car il permettrait le déploiement plus rapide de la couverture P25 lors de 
situation d'urgence.
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CHAPITRE 3
CONCEPTION
Ce chapitre traite, en premier lieu, de la conception du logiciel qui implémente le modèle d’un 
contrôleur de site de radiocommunication partagée P25 et, en deuxième lieu, des algorithmes 
d’accélération de déploiement incluant l’algorithme d’activation du site mobile P25 
(AASMP25) et l’algorithme d’opération du site mobile P25 (AOSMP25).
3.1 Conception du modèle d’un contrôleur de site P25
Le modèle d ’un contrôleur de site P25 permet de tester les algorithmes d’accélération de dé­
ploiement à partir d’une simulation effectuée sur un seul ordinateur. Le modèle permet donc 
aux développeurs de faire abstraction de la couche physique du système de radiocommunica­
tion P25. Cette abstraction a été nécessaire étant donné les coûts et la complexité de 
l’intégration de la couche physique.
3.1.1 Spécifications du modèle
La première étape de la conception du modèle est la définition des spécifications. Une synthè­
se des spécifications d’un système de radiocommunication partagée P25 a été effectuée pen­
dant la revue littéraire et la liste obtenue a été élaguée afin de simplifier la conception du mo­
dèle pour des fins de simulation. Le tableau 3.1 résume les spécifications principales d’un site 
radio P25 qui ont été retenues pour la conception du modèle.
Retransmettre sur plusieurs canaux de communication (PI) : Cette spécification est à la 
base du concept de la radiocommunication à ressources partagées. Il s’agit de la tâche de 
retransmission automatique telle qu’expliquée à la section 2.2.2. Le nombre de canaux 
de contrôle a été fixé à un par site afin de limiter la complexité du modèle. Les fréquen­
ces d’opération et la couverture radio maximale, qui sont des spécifications de la couche 
physique, sont simulées dans le contrôleur de simulation. Le modèle de propagation 
choisi est une distance fixée égale à la couverture radio maximale.
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Tableau 3.1 Spécifications du modèle de site mobile
No Désignation Critère Niveau
PI
Retransmettre sur plusieurs 
canaux de communication.
Nombre de canaux de contrôle 1 canal
Nombre de canaux de trafic 2 canaux
Fréquences d'opération 136 < F <  174 MHz
Couverture radio maximale 9 km
Modèle de propagation Distance fixe (9 km)
P2 Coder et décoder des pa­quets.
Compatibilité P25 CAI
P3
Gérer un sous-réseau. Nombre maximal de radios 
souscrites par site
64 radios
Nombre maximal de groupes 16 groupes
Nombre maximal de radios 
par groupe
64 radios
P4
Assigner dynamiquement 
des ressources de commu­
nication à des utilisateurs et 
des groupes d'utilisateurs.
Délai maximal d'assignation 
d'un canal de trafic
25 ms
Coder et décoder des paquets (P2) : Cette spécification indique que le modèle doit obligatoi­
rement communiquer en utilisant l ’interface CAI du P25 décrite dans la norme 
T102.AABC [Télécommunications Industry Association, 2000]. Elle assure ainsi que le 
modèle développé sera compatible avec tout autre système respectant le protocole P25.
Gérer un sous-réseau (P3) : Cette spécification a trait à la gestion des utilisateurs et des 
groupes d’utilisateurs. Les utilisateurs doivent pouvoir s’enregistrer au réseau et 
s’affilier à un groupe de communication. Le modèle doit donc pouvoir traiter les deman­
des d’enregistrement et d’affiliation en faisant des comparaisons avec sa base de don­
nées. La base de données contient l’information relative aux droits d ’accès de chaque 
radio.
Assigner dynamiquement des ressources de communication à des utilisateurs et des 
groupes d’utilisateurs (P4) : Cette spécification indique que le modèle doit pouvoir 
traiter des demandes d’assignation de canal de communication provenant des utilisateurs 
souscrits. Ces demandes doivent être traitées rapidement afin que le système soit viable 
pour des opérations d’urgence. Les algorithmes du modèle doivent ainsi être optimisés 
pour que chaque demande soit traitée en dedans de 25 ms par site.
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3.1.2 Architecture logicielle du modèle
La deuxième étape de la conception du modèle est la définition de son architecture logicielle. 
L’architecture logicielle est définie selon les éléments réels qui composent un site de radio­
communication partagée P25 tel que présenté à la figure 2.5. La figure 3.1 présente 
l’architecture logicielle du modèle en détail. Les blocs en gris représentent des éléments qui ne 
sont pas modélisés et servent comme référence au lecteur pour bien situer l’emplacement du 
modèle par rapport au système réel.
La console : La console permet à l’utilisateur d’interagir avec le modèle via plusieurs menus 
affichés sur la fenêtre de commande de Microsoft Windows.
Le registre : Le registre est une base de données qui contient l’information permettant 
l’identification des utilisateurs et des groupes d ’utilisateurs. Pour chaque utilisateur, la 
base de données contient le numéro de l’utilisateur, son nom, son niveau d’accès aux 
services et son emplacement habituel. Pour chaque groupe d’utilisateurs, la base de don­
nées contient le numéro du groupe d’utilisateurs, son nom et son niveau d’accès aux ser­
vices.
Le contrôleur de site : Le contrôleur de site gère les canaux qui lui sont alloués et traite tou­
tes les requêtes provenant de ceux-ci. Il gère les demandes d’enregistrement et 
d’affiliation des utilisateurs en communiquant avec le registre. Il peut également modi­
fier les paramètres de ses canaux afin d’établir les réseaux de communication requis se­
lon les requêtes reçues.
La contrôleur de canal : Le contrôleur de canal est responsable de convertir les paquets de la 
CAI P25 en données compréhensibles pour le contrôleur de site auquel il est associé. Il 
effectue également l’opération inverse.
L'interface vocodeur : L'interface vocodeur relie un contrôleur de canal à un vocodeur. Tous 
les paquets audio reçus sur un canal de trafic sont routés vers cette interface pour être 
ensuite convertis dans un format compréhensible par le vocodeur utilisé. L'interface peut
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également lire la sortie du vocodeur et transiger les données vers le contrôleur de canal 
afin de les transmettre sur les ondes radio.
Données d'utilisateur
- Messages de 
contrôle
- Spécifications 
de canal
- Données de groupe d utilisateur
Console Registre
- Spécifications de site
- Commandes de site
• Données d’utilisateur 
- Données de groupe d’utilisateur
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Figure 3.1 Architecture logicielle du modèle
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3.2 Conception des algorithmes d’accélération de déploiement
Les algorithmes d’accélération de déploiement permettent de remplacer les opérateurs des 
systèmes de communication lors du déploiement de réseaux mobiles de radiocommunication. 
Les algorithmes développés pendant le présent projet de recherche sont l’algorithme 
d’activation du site mobile P25 et l’algorithme d’opération du site mobile P25.
3.2.1 Conception de l'algorithme d’activation du site mobile P25
L’algorithme d’activation du site mobile P25 remplace l’opérateur radio lors de l’activation du 
site mobile P25, c’est-à-dire lorsque le site arrive en position sur le terrain d ’opération. La 
figure 3.2 montre le diagramme de flux de cet algorithme. Le flux d’activation débute lorsque 
l’opérateur active le système à l’aide d’une commande manuelle. Le flux comprend les étapes 
suivantes :
Vérification de l’environnement : La vérification de l’environnement comprend un balayage 
du spectre électromagnétique afin de détecter une radiodiffusion d’un autre site P25, 
mobile ou fixe.
Réception des statuts des sites détectés : Lorsqu’un site est détecté, le site mobile reçoit des 
paquets de statut du réseau, de statut du RFSS, de statut des sites adjacents au site détec­
té ainsi que des services disponibles via le site détecté.
Réception de l’identification des sites détectés : Le site mobile reçoit également des paquets 
contenant l’information d’identification des plages utilisées par le site détecté. Ces in­
formations comprennent la bande passante, le décalage de la fréquence de transmission, 
l’espacement du canal et la fréquence de base de chaque plage du site détecté.
Détermination des fréquences de réception des sites détectés : Le site mobile calcule la 
fréquence de réception du canal de contrôle de chaque site détecté à partir de la fréquen­
ce de base et du décalage de la fréquence de transmission. Cette fréquence de réception 
sera utilisée pour transmettre des requêtes aux sites voisins durant le flux d ’opération du
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système. Afin de simplifier le calcul des fréquences, le système utilise la convention que 
le canal de contrôle principal du site mobile est le premier canal de la première plage.
Début
v  y
______ i ______
Vérification de 
l’environnement
Construction d'une f '  Flux opération 'N
plage y  (figure 3.14) J
O
 i ______
Réception des 
statuts des sites 
détectés
______ i ______
Réception de 
l’identification des 
plages des sites 
détectés
________ï _______
Détermination des 
fréquences de 
réception des sites 
détectés
Mise-à-jour des Détermination de la
tables de routage plage à construire
Site détecté?
Figure 3.2 Diagramme de TAASMP25
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Mise à jour des tables de routage : La table de routage, tel que représentée à la figure 3.3, 
consiste en une liste de voisins du site mobile. À chaque voisin sont associés un entier 
identifiant le site, une liste d’entiers identifiant les plages utilisées et une liste de voisins 
éloignés. À chaque voisin éloigné sont également associés les identificateurs de site et 
de plages.
Après la réception d’un paquet de statut de RFSS, dont la structure est détaillée à la figu­
re 3.4, le site mobile ajoute un objet voisin dans sa table de routage. Afin d’identifier le 
voisin, il enregistre l’information contenue à l’octet 6 du paquet.
Le site mobile reçoit par la suite une série de paquets d’identification de plage, dont la 
structure est détaillée à la figure 3.5. Il enregistre l’information contenue aux quatre 
premiers bits de l’octet 2 dans la liste de plages utilisées par ce voisin.
Voisin 1 Voisin éloigné 1 i Voisin éloign é X
SITE A SITE B SITEC SITE D
PLAGE X PLAGE X PLAGE X PLAGE X -
PLAGE Y PLAGE Y PLAGE Y ■ PLAGE Y
. . . Voisin éloigné 1 Voisin éloigné X
SITE A SITE B SITEC SITE D
PLAGE X PLAGE X PLAGE X PLAGE X
PLAGE Y PLAGE Y PLAGE Y PLAGE Y
Voisin X Voisin éloigné 1 Voisin éloigné X
SITE A SITE B : SITEC SITE D
PLAGE X PLAGE X PLAGE X PLAGE X
PLAGE Y PLAGE Y PLAGE Y PLAGE Y
Figure 3.3 Diagramme conceptuel de la table de routage
CHAPITRE 3. CONCEPTION
Octet 0 
Octet 1 
Octet 2 
Octet 3 
Octet 4 
Octet 5 
Octet 6 
Octet 7 
Octet 8 
Octet 9 
Octet 10 
Octet 11 
Bit
Figure 3.4 Paquet de statut du RFSS
Octet 0 
Octet 1 
Octet 2 
Octet 3 
Octet 4 
Octet 5 
Octet 6 
Octet 7 
Octet 8 
Octet 9 
Octet 10 
Octet 11
Bit 7 6 5 4 3 2 1 0
LB P Code du paquet
ID du manufacturier
ID de la plage
Bande passante
Décalage de latrans.
Espacement de canal
Fréquence de base
CRC du paquet
LB P Code du paquet
ID du manufacturier
ID de ia zone d'enregistrement
Réservé
ID du système
ID du RFSS
ID du site
ID de la plage
ID du canal 
ID des services
CRC du paquet
7 6 5 4 3 2 1
Figure 3.5 Paquet d’identification de plage
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Enfin, le site mobile reçoit une série de paquets de statut des sites adjacents, dont la 
structure est détaillée à la figure 3.6. Il ajoute un voisin éloigné pour chaque valeur diffé­
rente d ’identification du site retrouvée à l’octet 6 du paquet. De plus, il ajoute une plage 
associée au voisin éloigné pour chaque valeur différente d’identification de plage retrou­
vée aux quatre premiers bits de à l’octet 7 du paquet.
Octet 0 
Octet 1 
Octet 2 
Octet 3 
Octet 4 
Octet 5 
Octet 6 
Octet 7 
Octet 8 
Octet 9 
Octet 10 
Octet 11 
Bit
Figure 3.6 Paquet de statut du site adjacent
Détermination de la plage à construire : À partir de la table de routage, le site mobile est 
capable de déterminer la plage à construire. Pour éviter les interférences électromagnéti­
ques entre les différents sites du réseau mobile, cette opération identifie une plage qui 
n ’est pas utilisée par un voisin ou un voisin éloigné. La figure 3.7 illustre un réseau de 
sites mobiles en configuration linéaire où les lignes pointillées délimitent la région de 
transmission de chaque site. Le site 4, qui a comme voisin le site 3 et comme voisin éloi­
gné le site 2, utilise la plage 1 qui n’entre pas en interférence avec les plages 2 et 3 de 
ses voisins et qui n’entre pas en interférence avec la plage 1 du site 1 étant donné la dis­
tance trop grande de ce site.
LB P Code du paquet
ID du manufacturier
ID de la zone d'enregistrement
C F V A
ID du système
ID du RFSS
ID du site
ID de la plage
ID du canal
ID des services 
CRC du paquet
7 6 5 4 3 2 1
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SITE 1 
PLAGE 1
SITE 2 
PLAGE 2
SITE 3 
PLAGE 3
SITE 4 
PLAGE 1
Figure 3.7 Zone de transmission d’un réseau en configuration linéaire
Construction d’une plage : Lorsque la plage à construire est déterminée, le site mobile cons­
truit cette plage en assignant les informations de cette plage et le numéro de canal aux 
contrôleurs de canal. Ceux-ci accordent la fréquence de leur modem en conséquence.
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3.2.2 Exemple de l'algorithme d’activation du site mobile P25
La figure 3.8 illustre un exemple de déploiement de quatre sites mobiles en configuration lo­
sange et un SU. Tout d’abord, le site 1 arrive en position, vérifie son environnement et émet en 
continu des paquets de statut et d’identification de plage. Le SU 1 balaie son environnement 
radio et se synchronise au site 1 qui présente la force de signal la plus élevée sur son canal de 
contrôle. N’étant pas capable de détecter aucun canal de contrôle d’un site voisin, le site 1 
construit la plage 1. La figure 3.9 détaille la séquence des événements à partir de ce moment 
pour cet exemple.
SITE 1 
PLAGE 1
SITE 3 SITE 2
PLAGE 3 PLAGE 2
SITE 4 
PLAGE 4
Figure 3.8 Zone de transmission d’un réseau en configuration losange
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SITE1
Légende :
(O ) Site mobile P25
o Unité abonnée P25
A — • B Transmission d’un paquet de la station A vers la station B
— X— • Étape X de la séquence
X-Y Station opérant le canal Y de la plage X
Figure 3.9 Séquence d’activation pour l'exemple de déploiement de la figure 3.8
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1. Le SU I reçoit un paquet d’identification de la plage 1 du site 1 sur le canal 0 de la plage 1.
2. Le SU 1 calcule la fréquence de réception du canal 0 de la plage 1 et y transmet ses deman­
des d’enregistrement et d’affiliation.
3. Le site 1 transmet ses réponses au SU 1 sur le canal 0 de la plage 1.
4. Le site 2 arrive en position, vérifie son environnement et reçoit les paquets de statut et 
d’identification du site 1. Il enregistre la plage 1 dans sa table de routage en l’associant au site 
1 (a). Il construit la plage 2 et transmet ses paquets de statuts et d’identification de plage.
5. Le site 1 effectue un balayage du spectre avec son canal 1 et reçoit des paquets de statut du 
site 2 et d’identification de la plage 2 sur le canal 0 de la plage 2. Il enregistre la plage 2 dans 
sa table de routage en l’associant au site 2 (b).
6. Le site 3 arrive en position, vérifie son environnement et reçoit les paquets de statut et 
d’identification du site 1. Il enregistre la plage 1 dans sa table de routage en l’associant au site 
1 (c) et enregistre la plage 2 en l’associant au site 2 comme voisin du site 1 (d).
7. Le site 3 poursuit son balayage du spectre et reçoit des paquets de statut du site 2 et 
d’identification de la plage 2 sur le canal 0 de la plage 2. Il enregistre la plage 2 dans sa table 
de routage en l’associant au site 2 (e) et enregistre la plage 1 en l’associant au site 1 comme 
voisin du site 2 (f).
8. Le site 3 construit la plage 3 et transmet ses paquets de statuts et d’identification de plage. 
Les sites 1 et 2 effectuent un balayage du spectre avec leur canal 1 et reçoivent des paquets de 
statut du site 3 et d’identification de la plage 3 sur le canal 0 de la plage 3. Le site 1 enregistre 
la plage 3 dans sa table de routage en l’associant au site 3 (g) et enregistre la plage 2 en 
l’associant au site 2 comme voisin du site 3 (h). Le site 2 enregistre la plage 3 dans sa table de 
routage en l’associant au site 3 (i) et enregistre la plage 1 en l’associant au site 1 comme voisin 
du site 3 (j).
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9. Le site 1 effectue un balayage du spectre avec son canal 1 et reçoit des paquets de statut du 
site 2 sur le canal 0 de la plage 2. Il enregistre la plage 3 dans sa table de routage en l’associant 
au site 3 comme voisin du site 2 (k).
10. Le site 2 effectue un balayage du spectre avec son canal 1 et reçoit des paquets de statut du 
site 1 sur le canal 0 de la plage 1. Il enregistre la plage 3 dans sa table de routage en l’associant 
au site 3 comme voisin du site 1 (1).
11. Le site 4 arrive en position, vérifie son environnement et reçoit les paquets de statut et 
d’identification du site 2. Il enregistre la plage 2 dans sa table de routage en l’associant au site 
2 (m), enregistre la plage 1 en l’associant au site 1 comme voisin du site 2 (n) et enregistre la 
plage 3 en l’associant au site 3 comme voisin du site 2 (o).
12. Le site 4 poursuit son balayage du spectre et reçoit des paquets de statut du site 3 et 
d’identification de la plage 3 sur le canal 0 de la plage 3. Il enregistre la plage 3 dans sa table 
de routage en l’associant au site 3 (p), enregistre la plage 1 en l’associant au site 1 comme 
voisin du site 3 (q) et enregistre la plage 2 en l’associant au site 2 comme voisin du site 3 (r).
13. Le site 4 construit la plage 4 et transmet ses paquets de statuts et d’identification de plage. 
Les sites 2 et 3 effectuent un balayage du spectre avec leur canal 1 et reçoivent des paquets de 
statut du site 4 et d’identification de la plage 4 sur le canal 0 de la plage 4. Le site 2 enregistre 
la plage 4 dans sa table de routage en l’associant au site 4 (s) et enregistre la plage 3 en 
l’associant au site 3 comme voisin du site 4 (t). Le site 3 enregistre la plage 4 dans sa table de 
routage en l’associant au site 4 (u) et enregistre la plage 2 en l’associant au site 2 comme voi­
sin du site 4 (v).
14. Le site 1 effectue un balayage du spectre avec son canal 1 et reçoit des paquets de statut du 
site 2 sur le canal 0 de la plage 2. Il enregistre la plage 4 dans sa table de routage en l’associant 
au site 4 comme voisin du site 2 (w).
15. Le site 1 poursuit son balayage du spectre avec son canal 1 et reçoit des paquets de statut 
du site 3 sur le canal 0 de la plage 3. Il enregistre la plage 4 dans sa table de routage en 
l’associant au site 4 comme voisin du site 3 (x).
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16. Le site 2 effectue un balayage du spectre avec son canal 1 et reçoit des paquets de statut du 
site 3 sur le canal 0 de la plage 3. Il enregistre la plage 4 dans sa table de routage en l’associant 
au site 4 comme voisin du site 3 (y).
17. Le site 3 effectue un balayage du spectre avec son canal 1 et reçoit des paquets de statut du 
site 2 sur le canal 0 de la plage 2. Il enregistre la plage 4 dans sa table de routage en l’associant 
au site 4 comme voisin du site 2 (z).
Les figures 3.10 à 3.13 présentent la table de routage des quatre sites mobiles suivant 
Tactivation de chacun des sites.
Voisin 1
(b) SITE 2
PLAGE 2
Voisin 2
(g) SITE 3
PLAGE 3
Voisin éloigné 1 Voisin éloigné 2
(k) SITE 3 (w) SITE 4
PLAGE 3 i  PLAGE 4
Voisin éloigné 1 Voisin éloigné 2
(h) SITE 2 ; (x) SITE 4
I
PLAGE 2 PLAGE 4
Figure 3.10 Table de routage du site 1
Voisin 1
(a) SITE 1
PLAGE 1
Voisin éloigné 1
(I) SITE 3
PLAGE 3
Voisin 2
! (i) SITE 3
PLAGE 3
Voisin éloigné 1 Voisin éloigné 2
0) SITE 1 (y) SITE 4
PLAGE 1 PLAGE 4
Voisin 3
r<S) SITE 4
PLAGE 4
Voisin éloigné 1 
(t) SITE 3
PLAGE 3
Figure 3.11 Table de routage du site 2
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Voisin 1 Voisin éloigné 1
(c) SITE 1 (d) SITE 2
PLAGE 1 PLAGE 2
Voisin 2 Voisin éloigné 1 Voisin éloigné 2
(e) SITE 2 (f) SITE 1 (z) SITE 4
PLAGE 2 PLAGE 1 PLAGE 4
Voisin 3 Voisin éloigné 1
(u) SITE 4 (v) SITE 2
PLAGE 4 PLAGE 2
Figure 3.12 Table de routage du site 3
Voisin 1 Voisin éloigné 1 Voisin éloigné 2
; (m) SITE 2 (n) SITE 1 I (o) SITE 3
; PLAGE 2 , PLAGE 1 | PLAGE 3
Voisin 2 Voisin éloigné 1 Voisin éloigné 2
(p) SITE 3 (q) SITE 1 (r) SITE 2
PLAGE 3 PLAGE 1 PLAGE 2
Figure 3.13 Table de routage du site 4
3.2.3 Conception de l'algorithme d’opération du site mobile P25
L’algorithme d’opération du site mobile P25 remplace l’opérateur radio lors de l’opération du 
site mobile P25, c’est-à-dire lorsque le site offre ses services de retransmission des différents 
types de communications P25. La figure 3.14 montre le diagramme de flux de cet algorithme. 
Le flux d’opération débute à la fin du flux d ’activation, lorsque le site mobile a construit la
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plage définissant les canaux de communication qu’il doit utiliser pour effectuer les retransmis­
sions. Le flux se divise en deux parties :
Registre de réception vide : Le site mobile vérifie le registre de réception de ses canaux de 
contrôle et détermine si une nouvelle requête est reçue. Dans le cas négatif, le site 
transmet ses statuts et ses identifications de plage sur son canal de contrôle. Si les res­
sources le permettent, le site mobile utilise un ou plusieurs de ses canaux de trafic pour 
l’écoute des sites voisins et pour le balayage du spectre afin de détecter un site nouvel­
lement activé dans le périmètre de transmission. Si de nouvelles données sont reçues 
pendant l’écoute, le site met à jour ses tables de routages tel que décrit à la section 3.2.1.
Registre de réception non vide : Dans le cas où une nouvelle requête est reçue, le système 
détermine d’abord, à l’aide du code du paquet, s’il s’agit d’une requête de contrôle, telle 
qu’une demande d’enregistrement, ou une requête de trafic, telle qu’une demande de 
communication de groupe. Pour une requête de contrôle, le site mobile traite la demande 
et transmet sa réponse à l'émetteur de la requête.
Pour une requête de trafic, le site mobile effectue d’abord une vérification de redondan­
ce pour cette requête. La figure 3.15 montre un exemple typique où un site pourrait re­
cevoir deux fois la même commande. Le site 1 transmet d’abord la commande C 1 aux 
sites 2 et 6, qui la retransmettent aux sites 3 et 5, qui la retransmettent à leur tour au site
4. Le site 4, recevant ainsi deux fois la commande C l, se doit de rejeter le doublon puis­
qu’il a déjà traité cette commande. Cette vérification peut se faire à partir de deux méca­
nismes distincts : la vérification du code binaire du paquet et la vérification du champ ID 
du manufacturier qui est inclus dans tous les messages du standard P25.
La vérification du code binaire du paquet est un mécanisme utilisé lorsque le champ ID 
du manufacturier ne peut pas être utilisé pour fins de vérification de redondance du pa­
quet. Lorsque le site mobile utilise ce mode de vérification, il compare le code binaire du 
paquet reçu à ceux des autres paquets reçus depuis un laps de temps défini dans les pro­
priétés du système. Lorsque le code binaire est identique, le site mobile rejette le paquet 
reçu car il ne doit pas traiter plus d ’une fois la même requête.
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Flux activation 
(figure 3.2)
Vérification du 
>  registre de 
réception
Transmission 
des statuts
Réception 
des statuts
Informations
nouvelles?
Nouvelle
requête? + <
Mise-à-jour 
des tables de 
routage
Type de 
requête?
Requête déjà 
reçue? ; 0Trafic-
Vérification 
des tablesContrôle
Destinataire ^ 
enregistré?Traitement de la requête
Assignation 
d’un canal de 
trafic aux SU
Réponse au 
destinateur
Site voisin à ' 
commuter? /
Assignation 
d’un canal de 
trafic aux sites
Figure 3.14 Diagramme de 1’AOSMP25
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Pour ce qui est du deuxième mécanisme, chaque site mobile encode un nombre entier 
aléatoire dans le champ ID du manufacturier des paquets transmis. Ainsi, lorsqu’un site 
reçoit une requête contenant le même entier dans un court laps de temps, il rejette cette 
requête.
SITE5 ,
SITE1
Figure 3.15 Exemple de réception double d ’une commande
Lorsque le site détermine que le paquet n’est pas un doublon, il procède avec une vérifi­
cation de ses tables afin de vérifier s’il doit assigner un canal de trafic à un ou plusieurs 
SU. Si au moins un SU fait partie du groupe d’utilisateurs visé par la requête, le site mo­
bile assigne un canal de trafic pour cet utilisateur. Le site poursuit avec une vérification 
de ses voisins. Si le site possède un ou des voisins qui ne sont pas voisins de l'émetteur 
de la requête, il leur assigne un canal de trafic pour la retransmission du message.
3.2.4 Exemple de l'algorithme d’opération du site mobile P25
La figure 3.16 montre chaque étape de l’établissement d’un appel vocal pour une configura­
tion losange de quatre sites mobiles.
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SU1 SU2 i
SITE1 1-0
' SITE3 ) 3-0 2-1 2-2
SU3 I
SITE4 4-0 4-1 4-2
Légende
O  ^ w  y Site mobile P25
O Unité abonnée P25
CDî< Transmission d’un paquet de la 
station A vers la station B
-----X— • Étape X de la séquence
X-Y Station opérant le canal Y de la plage X
Figure 3.16 Séquence d’opération pour l'exemple de déploiement de la figure 3.8
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1. Le SU 1 transmet une requête d’appel vocal de groupe au site 1 sur le canal 0 de la plage 1. 
Le site 1 vérifie son environnement radio et constate que le SU 1, le SU2, le site 2 et le site 3 
composent son environnement. Le site 1 assigne le canal 2 de la plage 1 pour la retransmission 
vers ses voisins.
2. Le site 1 transmet un paquet d’assignation du canal 2 de la plage 1 aux site 2 et 3 à partir 
d’un de ses canaux de trafic disponibles. Le site 2 vérifie son environnement radio et constate 
que le SU 3, le SU 4, le site 1, le site 3 et le site 4 composent son environnement. Le site 2 
assigne le canal 1 de la plage 2 pour la retransmission de l’appel vocal vers les SU 3 et 4. Le 
site 2 assigne le canal 2 de la plage 2 pour la retransmission vers le site 4. Le site 3 vérifie son 
environnement radio et constate que le SU 5, le SU 6, le site 1, le site 2 et le site 4 composent 
son environnement. Le site 3 assigne le canal 1 de la plage 3 pour la retransmission de l’appel 
vocal vers les SU 5 et 6.
3. Le site 1 transmet un paquet d ’assignation du canal 1 de la plage 1 aux SU 1 et 2 pour leur 
indiquer la fréquence à syntoniser pour cet appel vocal.
4. Le site 2 transmet un paquet d ’assignation du canal 2 de la plage 2 au site 4. Il n ’émet pas 
un paquet d’assignation au site 1 car ce dernier est l'émetteur de la requête. Il n’émet pas de 
requête au site 3 car le site 1 a déjà émis au site 3 selon sa table de routage.
5. Le site 2 transmet un paquet d’assignation du canal 1 de la plage 2 aux SU 3 et 4.
6. Le site 3 transmet un paquet d ’assignation du canal 1 de la plage 3 aux SU 5 et 6. Il n ’émet 
pas un paquet d’assignation au site 1 car ce dernier est l'émetteur de la requête. Il n ’émet pas 
de requête au site 2 car le site 1 a déjà émis au site 3 selon sa table de routage. De plus, le site 
3 ne transmet pas de requête au site 4 car le site 2 a déjà émis au site 4 selon sa table de routa­
ge. Cette décision est basée sur le principe de priorité des sites voisins. Ce principe stipule que 
le site ayant le numéro d’identification le plus bas possède la priorité sur ses voisins pour 
l’établissement des stations de retransmission. Ainsi, dans ce cas particulier, le site 2, possé­
dant un numéro plus bas que le site 3, établit la retransmission avec le site 4.
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7. Le site 4 transmet un paquet d’assignation du canal I de la plage 4 aux SU 7 et 8. Il n’émet 
pas au site 2 car ce dernier est l'émetteur de la requête. Il n’émet pas de requête au site 3 car le 
site 2 aurait déjà émis au site 3 selon sa table de routage.
8. Le SU 1 transmet un message vocal au site 1.
9. Le site 1 retransmet aux SU 1 et 2.
10. Le site 1 retransmet aux sites 2 et 3.
11. Le site 2 retransmet aux SU 3 et 4.
12. Le site 3 retransmet aux SU 5 et 6.
13. Le site 2 retransmet au site 4.
14. Le site 4 retransmet aux SU 7 et 8.
CHAPITRE 4 
RÉALISATION
Ce chapitre traite de la réalisation du modèle d’un contrôleur de site de radiocommunication 
partagée P25 ainsi que des deux algorithmes d’accélération de déploiement des communica­
tions. Le modèle de contrôleur de site permet de tester les deux algorithmes d’accélération de 
déploiement dans un environnement de simulation composé d’un seul ordinateur.
4.1 Réalisation du modèle d’un contrôleur de site P25
Le modèle d'un contrôleur de site P25 permet de simuler les interactions de plusieurs contrô­
leurs de site P25 dans une simulation réalisée par un programme codé en C++ dans un envi­
ronnement Windows. Il consiste en une composition de plusieurs classes tel qu'illustré dans le 
diagramme de classes UML à la figure 4.1.
4.1.1 Modélisation du contrôleur de site
La classe SiteController, illustrée à la figure 4.2, modélisé le bloc « Contrôle de site / RFSS » 
de la figure 2.5. Ses méthodes implémentent l'assignation dynamique des canaux de commu­
nication. La méthode prcsCmd est responsable de toute la logique qui doit être exécutée lors­
qu'une commande est reçue sur un des canaux du site.
Lorsqu'elle est construite, elle reçoit, comme premier argument, un pointeur vers l'interface du 
registre local et l'assigne dans sa variable membre HLR. Ce pointeur est subséquemment utili­
sé pour interroger la liste d'utilisateurs et de groupe d'utilisateurs qui peuvent avoir accès aux 
services du site.
Elle reçoit, comme deuxième argument, l'identification du site et l'assigne dans sa variable 
membre ID. Cette dernière est l'instanciation de la structure SitelDStruct qui contient le nom 
de référence du site et les identifications de réseau, de système, de RFSS, de site, de zone loca­
le d'enregistrement et de groupe d'annonce. Cette structure représente l'adresse unique du site 
dans le réseau illustré à la figure 2.4.
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BaseStationController
-Radio
-ChnIState
-Buf
-Range
-ChnNum
WGrp
-ScrUser
-TrgtUser
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+getState() 
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+prcsRxDU() 
+prcsTxDU() 
+acsBuf() 
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+gelSrcUser() 
+setSrcUser() 
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-Buf
-FileStream
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Status
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T
Figure 4.1 Diagramme de classes du modèle de site P25
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SiteController
4D
-Grp_v
-Usr_v
-HLR
-BaseStn_v
-FreqRange_v
-ActiveFreqRange
-UsrAdd_v
-GrpAdd_v
-BcstTimer
-Activated
-NbChnl__________
+execute()
+prcsCmd()
+prcsEvent()
+getlD()
+setlD()
+rmvUsrGrp()
+getUsrGrp()
+activateSite()
+powerON()
Figure 4.2 Classe SiteController
Elle reçoit, comme troisième argument, un vecteur contenant les plages de fréquences utilisa­
bles par le site et l'assigne dans sa variable membre FreqRangev. Une plage de fréquences est 
l'instanciation de la structure RangelnfoStruct qui comprend l'identificateur, la fréquence de 
base, l'espacement entre les canaux, le décalage de la fréquence de transmission, le signe de ce 
décalage et la bande passante des canaux.
Elle reçoit, comme quatrième argument, un entier indiquant le nombre de radios physiquement 
disponibles et l'assigne dans sa variable membre NbChnl. Ce nombre est utilisé pour instancier 
les objets BaseStationController dont les pointeurs sont mémorisés dans le vecteur BaseStnv.
La méthode execute ordonnance la diffusion des messages de statuts du site lorsque le nombre 
d'itérations atteint la valeur de la variable membre BcstTimer. Elle ordonnance également l'ap-
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pel de la méthode prcsAll des objets BaseStationController qui composent l'objet SiteControl­
ler.
4.1.2 Modélisation du contrôleur de canal
La classe BaseStationController, illustrée à la figure 4.3, modélisé le bloc « Contrôle de canal 
» de la figure 2.5. Un objet BaseStationController implémente les fonctionnalités reliées à la 
gestion d'un canal de radiocommunication.
BaseStationController
-Radio
-ChnIState
-Buf
-Range
-ChnINum
-WGrp
-ScrUser
-TrgtUser
-Vocoder
+getState()
+setState()
+getRange()
+setRange()
+getChnlNum()
+setChnlNum()
+prcsAII()
+prcsRxDU()
+prcsTxDU()
+acsBuf()
+getRadio()
+getSrcUser()
+setSrcUser()
+getTrgtUser()
+setTrgtUser()
+getWGrp()
+setWGrp()
Figure 4.3 Classe BaseStationController
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Lors de sa construction, il instancie un objet BaseStationRadio, dont le pointeur est mémorisé 
dans sa variable membre Radio, et un objet VocoderInterface, dont le pointeur est mémorisé 
dans sa variable membre Vocoder.
La méthode prcsAll active le traitement des messages entrants tandis que les méthodes 
prcsRxDU et prcsTxDU sont respectivement responsables du décodage et du codage des mes­
sages. Un code CRC-16 est ajouté au message lors de la transmission. Lors de la réception, le 
code CRC-16 est calculé et une validation est effectuée en le comparant avec le code présent 
dans le message.
La méthode setChnlNum est appelée par l'objet SiteController pour assigner un canal de com­
munication à un utilisateur qui en a fait la demande. Elle calcule alors les fréquences de récep­
tion et de transmission à partir de la variable membre ChnlNum et des valeurs contenues dans 
la structure membre Range.
Les variables membre WGrp, ScrUser et TrgtUser contiennent les pointeurs vers les utilisa­
teurs ou le groupe qui utilisent le canal pendant l'appel. L'information encapsulée dans ces 
objets est utilisée lors du codage des messages. La variable membre ChnlState indique à l'objet 
SiteController l'état courant du canal. Cet état est pris en considération lors du choix de la res­
source à utiliser lors du processus d’assignation.
4.1.3 Modélisation de la radio
La classe BaseStationRadio, illustrée à la figure 4.4, modélisé le bloc « Radio » de la figure
2.5. Un objet de type BaseStationRadio agit comme adaptateur entre les stations du site P25 et 
la couche physique. L'implémentation de ses méthodes dépend de la configuration de la cou­
che physique. Cette implémentation n'est pas définie étant donné que la couche physique n'est 
pas dans la portée du présent projet de recherche.
Pour interfacer la couche physique, cet objet doit au minimum implémenter le changement des 
fréquences d’une station à l'aide des méthodes setTxFreq et setRxFreq, puis l'échange de l'in­
formation avec la couche physique avec les méthodes rxDU et txDU. La variable membre
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FrameSync est un vecteur d'entiers qui permet à l'objet, lors de la réception, de détecter le dé­
but d'un message. Ces entiers sont également ajoutés au message lors de la transmission.
BaseStationRadio
-TxFreq
-RxFreq
-Buf
-FrameSync
+rxDU()
+txDu()
+acsBuf()
+setTxFreq()
+getTxFreq()
♦setRxFreqQ
+getRxFreq()
Figure 4.4 Classe BaseStationRadio
4.1.4 Modélisation de l'échange de données
La classe Buffer, illustrée à la figure 4.5, modélise l'échange de données entre les couches du 
système. Elle est une classe composant des classes BaseStationController, BaseStationRadio 
et VocoderInterface. Elle facilite l'échange de données en aval et en amont entre les instances 
de ses classes propriétaires.
Buffer
-OutBuf
-InBuf
+pushO ut()
+pullOut()
+pushln()
+pullln()
+viewFront()
+getSize()
+inBufEmpty()
Figure 4.5 Classe Buffer
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La figure 4.6 montre comment l'information transige entre les objets qui composent le site à 
l'aide des objets de type Buffer. Après avoir traité les données entrantes à son niveau, l'objet 
BaseStationRadio appelle la méthode pushln afin de pousser l'information en amont. L'objet 
de couche supérieure, BaseStationController, appelle la méthode pulllrt pour récupérer cette 
information. La même séquence est effectuée pour que les commandes atteignent l'objet Site- 
Controller et pour que les données audio atteignent l'objet VocoderInterface.
Le principe est le même pour transmettre l'information en aval. Le paquet traité est poussé par 
la couche supérieure avec la méthode pushOut et tiré vers la couche inférieure avec la métho­
de pullOut.
Commandes
Données audio
Données audio et 
commandes
Reg.
amont
Reg.
aval
Reg.
amont
Reg.
aval
Reg.
amont
Reg.
aval
Objet
Vocoderlnterface
Objet
SiteController
Objet
BaseStationController
Objet
BaseStationRadio
Figure 4.6 Échange de données entre les composants du modèle de site P25
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4.1.5 Modélisation du registre
La classe RegisterInterface, illustrée à la figure 4.7, modélise le bloc « Registre local » de la 
figure 2.5. Un objet de type Registerlnterface permet d'interagir avec une base de données 
SQL. La base de données SQL est implémentée par le programme SQLite 3.6.20 et est direc­
tement intégrée à la solution. Le membre database, de type sqîite3, pointe sur la base de don­
nées.
Lors de l'initialisation de la base de données, la méthode write est appelée pour chaque com­
mande SQL incluse dans le fichier de configuration sqlinit. Elle prend en argument la com­
mande SQL.
La classe propriétaire, SiteController, appelle les méthodes readUsr et readUsrGrp pour obte­
nir l'information relative aux utilisateurs et aux groupes de discussion lorsqu'un SU effectue 
une requête d'enregistrement au RFSS et une requête d'affiliation à un groupe de discussion. 
Ces informations permettent au site d'accepter ou rejeter ces requêtes en comparant les entiers 
reçus dans la requête à ceux présents dans la base de données.
Registerlnterface
-database
+readllsr()
+writeUsr()
+readUsrGrp()
+writeUsrGrp()
+read()
+write()
+close()
Figure 4.7 Classe Registerlnterface
4.1.6 Modélisation de l’interface audio
La classe VocoderInterface, illustrée à la figure 4.8, modélise le bloc « Audio » de la figure
2.5. Un objet de type Vocoder Interface permet d'interagir avec un vocodeur par le biais d'un
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fichier où transige les échantillons audio. Le membre FileStream, de type ifstream, permet 
d'opérer le flux d'entrée.
La méthode startEncoding est appelée lorsque l'utilisateur active la transmission en appuyant 
sur le PTT. Un signal d'activation de codage est envoyé au vocodeur, ce qui enclenche la nu­
mérisation de la voix. Les échantillons audio sont alors lus dans le fichier aval et stockés dans 
le registre aval de l'objet Buf. La méthode stopEncoding est appelée lorsque l'utilisateur relâ­
che le PTT, envoyant ainsi un signal de désactivation de codage au vocodeur pour l'arrêt de la 
numérisation.
La méthode startDecoding est appelée lorsque des données sont présentes dans le registre 
amont de l'objet Buf. Les données codées sont écrites dans le fichier amont et un signal d'acti­
vation de décodage est envoyé au vocodeur, ce qui amorce la synthétisation de la voix. La 
méthode stopDecoding est appelée lorsque le registre amont est vide, ce qui émet un signal de 
désactivation de décodage au vocodeur afin d'arrêter la synthétisation lorsque le fichier amont 
est vide.
Vocoderlnterface_
-FileStream 
+startEncoding() 
+stopEncoding() 
+startDecoding() 
+stopDecoding() 
+acsBuf()
Figure 4.8 Classe Vocoderlnterface
4.1.7 Modélisation de la gestion des utilisateurs
Les classes User et UserGroup, illustrées à la figure 4.9, modélisent la gestion des utilisateurs 
effectuée par l'objet SiteController. Un objet UserGroup peut être composé de un ou plusieurs 
objets User. Les pointeurs vers les objets User sont mémorisés dans le vecteur membre Usr v.
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User UserGroup
-ID
-Loc
-SecLvl
-Status
-ID
-SecLvl
-Status
-Usr_v
+setUsrName()
+getlD()
+setWUID()
+setWGID()
+getLoc()
♦setLocQ
+getSecLvl()
+setSecLvl()
+getStatus()
+setStatus()
+getlD()
+setGrpName()
+setWGID()
+getSecLvl()
+setSecLvl()
+getStatus()
+setStatus()
+size()
+addUsr()
+rmvUsr()
+getUsr()
Figure 4.9 Classes User et UserGroup
Les objets User et Usergroup permettent de connaître le statut de l'activité des SU en tout 
temps. Ces statuts sont utilisés par l'objet SiteController pour son processus décisionnel lors 
du traitement des requêtes d'appel.
4.2 Réalisation des algorithmes d'accélération de déploiement
Les algorithmes d'accélération de déploiement ont été directement intégrés au modèle présenté 
à la section 4.1. La figure 4.10 détaille les ajouts et les modifications qui ont été apportés au 
diagramme de classes afin d'implémenter les deux algorithmes.
La classe SiteController, illustrée à la figure 4.11, montre les ajouts (en bleu) et les méthodes 
modifiées (en rouge). Les changements majeurs incluent l'ajout de la classe RoutingTable, qui 
compose la classe SiteController, l'ajout de la méthode scanNeighbors et des variables mem­
bre en rapport avec la fonctionnalité de balayage, ainsi que l'ajout de la méthode useRange. De 
plus, les méthodes execute, prcsCmd, prcsEvent et activateSite ont été modifiées pour ajouter
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la logique spécifique qui permet l'automatisation de l'activation et de l'opération d'un site mo­
bile P25.
i
BaseStationController
•Rado
•ClinIStale
•Buf
-Range
•CbnINum
-WGrp
-ScrUser
■TrgtUser
•Vocoder
♦getStateQ
♦setStateO
♦ge'.RargeO
♦setRangeO
___
•
♦ge:ChrlNum()
♦setChnINumO
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♦getRadiof)
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♦setSrcUserO
+getTrg:User( )
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t
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-Buf
-FileStream
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♦stopEncodingt)
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User
-ID
-Loc
-SecLvl
-Status
♦setUsrNamel )
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♦setWUlDO
♦setWGIDO
♦geiLod )
♦setLocf )
♦getSecLvl()
♦setSecLvIO
♦getSiatusf )
+setStatus()
U ai
SiteController
-ID
-Grp v 
-Usr v 
HIR
B a se S lrv  
FreqRarge y  
-ActiveFreq Range 
-UsrAdd v 
GrpAdd_v 
-BcsîTimer 
Activated 
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Neighbors 
-ScanID 
-ScanMemory 
-ScanTi mer
+execute()
♦prcsCmdO
+prcsEvem()
♦getIDO
♦ setlDQ
♦rmvUsrGrpI )
+getUsrGrp< )
♦actrvateSiteO
♦powerONf)
♦useRangeO
+scanNetghbors( )
L é g e n d e  :
Buffer BaseStationRadio
-OutBuf -TxFreq
-InBuf -RxFreq
♦pushOuU) -Buf
+pullOut() -FrameSync
♦pushln() 1 +rxDU()
♦pulllnf) ♦txDuf)
♦viewFrontO ♦ acsBuff)
♦getSi/e() ♦setTxFreqO
♦inBufEmptyO ♦getTxFreqO
♦setRxFreqO
♦gelRxFreqf)
RoutlngTable
-Neighborm
♦addNetghborO
♦addFarNeigbborO
♦getFreeRangeO
♦isNeigtiborO
♦isFarNeighbor()
♦getNumOfNeighbors( )
♦getNetgbborsO
♦getSiteIDO
♦removeFarNeighbor()
♦updateNelghbor{)
♦updateFarNeighbor()
♦getNeigftborsToUnkO
♦size()
Registerlnterface
-database
♦readUsrf)
♦writeUsrQ
♦ readUsrGrpf)
♦writeUsrGrpO
♦read()
nvrite< )
♦closeO
ID
SecLvl 
■Status 
•Usr v
Ajouts au modèle 
Modifications au modèle
UserGroup
gelIDO
setGrpNarne()
♦ setWGIDO 
getSecLvl() 
setSecLvl() 
getStatus()
♦ setStatusO 
sizel) 
addUsrf) 
rmvUsr() 
getUsrO
Figure 4.10 Ajouts et modifications au modèle de site P25 pour l'intégration de l'AASMP25
et de l’AOSMP25
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SiteController
IÏD
-Grp_v
-Usr_v
-HLR
-BaseStn_v
-FreqRange_v
-ActiveFreqRange
-UsrAdd_v
-GrpAdd_v
-BcstTimer
-Activated
-NbChnl
-Neighbors
-ScanID
-ScanMemory
-ScanTimer
+execute()
+prcsCmd()
+prcsEvent()
+getlD()
♦setlDO
+rmvllsrGrp()
+getUsrGrp()
+activateSite()
+powerON()
+useRange()
+scanNeighbors()
Figure 4.11 Classe SiteController modifiée pour l'intégration de TAASMP25 et de
TAOSMP25
4.2.1 Intégration de l'algorithme d'activation du site mobile P25
Un objet SiteController est activé lorsque sa méthode activateSite est appelée. À ce point, la 
table de routage du site, l'objet Neighbors de type RoutingTable, est vide. La classe Routing- 
Table, illustrée à la figure 4.12, modélise la table de routage d'un site mobile P25 tel que défi­
nie par la figure 3.3.
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RoutingTable
-Neighborjn
+addNeighbor()
+addFarNeighbor()
+getFreeRange()
+isNeighbor()
+isFarNeighbor()
+getNumOfNeighbors()
+getNeighbors()
+gelSitelD()
+removeFarNeighbor()
+updateNeighbor()
+updateFarNeighbor()
+getNeighborsToLink()
+size()
Figure 4.12 Classe RoutingTable
Le code, ajouté à la méthode activateSite de la classe SiteController, implémente la logique du 
bloc « Vérification de l'environnement » de la figure 3.2. Il s'agit de l'appel de la méthode 
scanNeighbors pendant un nombre d'itérations égal au nombre de plages de fréquences multi­
plié par l'entier constant SCAN INTERVAL. La variable membre ScanTimer est utilisée pour 
compter la durée de ce balayage initial.
La méthode scanNeighbors exécute un balayage du premier canal pour toutes les plages de 
fréquences du vecteur FreqRangev. L'intervalle du balayage correspond à la propriété 
SCAN INTERVAL. Cette méthode utilise l'entier ScanID et le vecteur d'entiers ScanMemory 
pour déterminer le canal à balayer selon le compteur d'itérations.
Il y a détection lorsque des messages sont reçus pendant le balayage d'un canal. Ce sont des 
messages de statut des sites voisins et d'identification des plages de fréquences dont la valeur 
de l'identificateur du manufacturier est égale à une valeur qui indique que le site supporte 
1ASMP25. Ils sont traités par le code ajouté dans la méthodeprcsCmd. La table de routage est 
alors mise à jour par l'appel des méthodes addNeighbor et addFarNeighbor de l'objet Neigh­
bors. Ce code implémente donc les blocs « Réception des statuts des sites détectés », « Récep­
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tion de l’identification des plages des sites détectés », « Détermination des fréquences de ré­
ception des sites détectés » et « Mise à jour des tables de routage » de la figure 3.2.
Le bloc « Détermination de la plage à construire » de la figure 3.2 est implémenté par la mé­
thode getFreeRange de l'objet Neighbors. Cette méthode compare les identificateurs de plages 
de fréquences contenus dans la table de routage à ceux contenus dans le vecteur FreqRange_y 
afin de trouver la première plage de fréquences libre dont l'entier identificateur est le plus bas.
Le bloc « Construction d’une plage » de la figure 3.2 est implémenté par la méthode useRange 
d'un objet SiteController. Elle prend comme argument l'entier identificateur de plage de fré­
quences pour obtenir la plage à utiliser. Elle mémorise cette plage dans la structure membre 
ActiveFreqRange et appelle les méthodes setRange et setChnlNum pour tous les objets BaseS­
tationController contenus dans le vecteur BaseStn v.
À ce point, l'algorithme d'activation est complété. La variable membre Activated est basculée à 
vrai, ce qui permet l'exécution du code de la méthode execute, lançant ainsi l'algorithme d'opé­
ration du site mobile P25.
4.2.2 Intégration de l'algorithme d'opération du site mobile P25
À chaque itération, la méthode execute d'un objet SiteController est appelée, ce qui enclenche 
la vérification des registres de réception pour chaque objet BaseStationController qui compose 
le contrôleur de site.
Lorsque qu'aucune nouvelle requête n'est reçue, le bloc « Transmission des statuts » de la figu­
re 3.9 est exécuté. Ce bloc est implémenté par les modifications apportées à la méthode prcsE- 
vent de la classe SiteController. Cette méthode prend en argument un entier qui identifie le 
type d'événement à traiter. Pour cette situation, il s’agit de l'événement « BROADCAST » 
pour lequel le site diffuse un message RFSS STS BCST, un message NET STS BCST  et, pour 
chaque voisin, un message ADJ STS BCST. Ces messages, spécifiques à la technologie 
ASMP25, permettent aux sites mobiles P25 voisins de mettre à jour leurs tables de routage. 
Les bloc « Réception des statuts » et « Mise à jour des tables de routage » de la figure 3.9 sont 
implémentés par le même code que pour l'AASMP25.
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Le bloc «Vérification des tables » de la figure 3.9 est implémenté par la méthode getNeigh- 
borsToLink de la classe RoutingTable. C'est avec cette méthode qu'un site mobile P25 évalue 
le besoin de lier un voisin lors d'une demande d'appel vocal. Pour tous ses voisins, le site ex­
clue d'abord, à partir des identificateurs de site et de plage de fréquences, le voisin de qui la 
requête provient et les voisins de ce voisin. Des voisins restants, le site vérifie ensuite leurs 
voisins afin de savoir si la requête aurait pu être acheminée par ceux-ci. Si c'est le cas, il com­
pare son identificateur de site à celui de ces voisins non exclus pour déterminer s'il a priorité 
pour la liaison de l'appel. Si le site a priorité, la méthode retourne l'identificateur du site à lier.
Le bloc « Assignation d’un canal de trafic aux sites » de la figure 3.9 est implémenté par 
l'ajout d'une partie de code dans la méthode prcsCmd de la classe SiteController. Ce code exé­
cute la transmission d'un message GRP V CH GRANT modifié à tous les voisins du site. Ce 
message peut seulement être interprété par un site possédant la technologie ASMP25. Son rôle 
est d'informer les sites voisins qu'une liaison est requise afin de retransmettre un appel.
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CHAPITRE 5
TESTS
Dans ce chapitre, l'évaluation du prototype est détaillée. En premier lieu, l'environnement de 
test et le scénario de test sont définis. Enfin, les résultats des tests obtenus durant l'exécution 
du scénario seront précisés.
5.1 Environnement de test
L'environnement de test est constitué des éléments qui permettent de tester le prototype. Dans 
le cas du présent projet de recherche, il se définit comme étant un élément de remplacement 
comprenant un ensemble de classes C++ rendant possible une simulation des diverses interac­
tions qu'aurait un site mobile P25 en situation réelle.
La figure 5.1 détaille l'architecture logicielle de test. Cette figure rappelle la figure 3.1 où les 
éléments non modélisés ont été remplacés par l'élément de remplacement qui permet l'abstrac­
tion de la couche liaison de données et de la couche physique.
L'élément de remplacement est constitué d'un code divisé en deux sections. La première sec­
tion de code est exécutée une seule fois au lancement du programme. Ce code initialise toutes 
les constantes et les objets de la simulation. Ceci comprend l'initialisation des variables d’iden­
tification des sites (SitelDStruct) et des SU (SUIDStruct), des plages de fréquences (Rangeln- 
foStruct), des coordonnées de position des sites et des SU, de la base de données (sqlite3), des 
contrôleurs de site {SiteController) et des SU (SubscriberUnit).
Pour être initialisé correctement, le contrôleur de site requiert une interface vers le registre 
SQL, une identification, les plages de fréquences utilisables, ses coordonnées géographiques et 
le nombre de radios qu'il possède. Pour ce qui est du SU, il a besoin d'une identification, des 
plages de fréquences utilisables et de ses coordonnées géographiques. Tous ces paramètres 
sont configurables par l'utilisateur en modifiant directement le code de l'élément de remplace­
ment. A l'aide d'un identificateur de scénario, l'utilisateur peut facilement passer d'un ensemble
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de paramètres à l'autre pour tester le comportement des contrôleurs de site dans plusieurs si­
tuations variées.
Commandes de simulation 
Résultats de simulation
Commandes
ParamètresCommandes
Spécifications de site 
Commandes de site
o.
(Q
Données d’utilisateur 
Données de groupe X)
Commandes
ParamètresDonnées
Commandes
ParamètresDonnées
Registre
Console
Élément de 
remplacement
Contrôleur 
de canal de 
trafic 1
Contrôleur 
de canal de 
contrôle
Contrôleur 
de canal de 
trafic N
Contrôleur 
de site 1
Figure 5.1 Architecture logicielle de test
La deuxième section de code de l'élément de remplacement est exécutée en boucle. Elle im­
plémente la simulation de l'échange de messages sur les radiofréquences entre les sites et les 
SU. Cette fonctionnalité est réalisée à l'aide d'une instance de la classe Buffer (l'objet RFBuf) 
et par l'ajout d'attributs et de méthodes dans les classes SiteController, BaseStationController 
et BaseStationRadio. La figure 5.2 montre les ajouts et les modifications qui ont été effectués 
au diagramme de classes afin de pouvoir simuler l'échange des messages.
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Figure 5.2 Ajouts et modifications au modèle de site P25 pour l'intégration de l'environ­
nement de test
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L'objet RFBuf, défini avec une portée globale, contient quatre queues encapsulant les données 
transmises, la fréquence sur laquelle ces données ont été transmises et les coordonnées UTM 
de l'emplacement d'émission de ces données. Ainsi, tous les objets peuvent, en appelant les 
accesseurs de RFBuf, obtenir les informations qui y transigent.
Le contrôleur de site exécute sa méthode sim pour commander à tous ses contrôleurs de canal 
d'exécuter, à leur tour, leur méthode sim. Chaque contrôleur de canal commande alors à sa 
radio de lire le contenu de RFBuf. Lorsque toutes les radios ont lu RFBuf leur méthode rxDU 
est appelée par leur contrôleur de canal. Dans cette méthode, la radio traite tous les messages 
présents dans sa mémoire tampon d'entrée. Ce processus comprend la vérification de la distan­
ce entre ses coordonnées et celles du message reçu. Si cette distance est plus grande que la 
valeur limite configurée dans le scénario, la radio ignore le message. Sinon, le processus se 
poursuit avec une vérification de la fréquence sur laquelle le message a été transmis et sa pro­
pre fréquence de réception. Si ces deux fréquences sont différentes, le message est rejeté. Si­
non, le message est accepté et envoyé dans la mémoire tampon des messages entrants.
Enfin, l'élément de remplacement offre à l'utilisateur une interface en ligne de commande avec 
laquelle il peut modifier les options de la simulation, démarrer la simulation, activer les entités 
dans l'ordre qu'il désire et obtenir les différents statuts permettant la validation du fonctionne­
ment du contrôleur de site et des deux algorithmes d'accélération de déploiement des radio­
communications.
5.2 Scénario de test
Un scénario hypothétique de catastrophe naturelle a été créé afin de tester la fonctionnalité des 
deux algorithmes d'accélération de déploiement des radiocommunications dans une situation 
d'urgence réaliste. Dans ce scénario, il est supposé que la couverture radio du RENIR et la 
couverture cellulaire ne sont plus fonctionnelles et que les divers intervenants sont équipés 
avec la technologie ASMP25 développé dans ce présent projet de recherche.
Tout d'abord, suite à la catastrophe naturelle, la cellule de crise municipale serait activée par la 
ville. Divers intervenants tels que les services civils d'urgence et la réserve de l'armée de terre
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seraient convoqués par cette cellule afin de planifier l'intervention. Cette planification com­
prendrait la création d'un plan des communications qui détaillerait, entre autres, l'établissement 
d'un réseau de radiocommunication vocale accessible à tous les intervenants. Le RENIR et le 
réseau cellulaire étant hors service, le système P25 mobile serait choisi comme moyen primai­
re afin de mettre en œuvre ce réseau. Un système de radiophonie satellite serait choisi comme 
moyen secondaire en cas de défaillance du moyen primaire.
Les experts en radiocommunication de chaque intervenants décideraient ensuite des détails du 
déploiement des radiocommunications tel que le positionnement des sites mobiles afin de cou­
vrir la zone dévastée et les quartiers généraux. La cellule fournirait aux divers intervenants des 
cartes mémoires contenant l'information de paramétrage des radios pour que la configuration 
des sites mobiles et des unités abonnées puissent se faire automatiquement. Avant de se dé­
ployer, les opérateurs radio utiliseraient ces cartes mémoires pour configurer chaque nœud du 
réseau. Une fois tous les nœuds prêts, des tests de communication seraient effectués pour assu­
rer le fonctionnement correct du réseau. Ensuite, les sites mobiles se déploieraient à leur posi­
tion respective.
La figure 5.3 illustre le scénario qui a permis la validation du prototype. Il s'agit de la carte de 
l'agglomération de la Ville de Sherbrooke où la zone hachurée, en bleu, représente une inonda­
tion. Les symboles ronds et les symboles carrés représentent respectivement les sites mobiles 
P25 et les unités abonnées P25. Le tableau 5.1 contient la correspondance entre les symboles 
et leur nom. Les lignes pointillées circulaires représentent le champ de visibilité du site auquel 
leur couleur se rapporte. Dans ce scénario, la propriété de la distance maximale de transmis­
sion est configurée à 9000 m. Ainsi, les lignes pointillées forment des cercles de rayon de 
9000 m autour de leur site. Enfin, les lignes jaunes indiquent à quel site un SU se connecte 
lorsqu’il est activé.
Cette configuration de déploiement concorde avec la configuration conceptuelle en losange 
présentée à la figure 3.9. Seuls les sites SI et S4 ne sont pas en communication directe étant 
donné une distance trop grande.
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Légende :o Site mobile P25■ Unité abonnée P25
/ \ Champ de visibilité
Communication P25
W W W W  
^  .W W W Zone innondée
Figure 5.3 Disposition géographique des entités du scénario
CHAPITRE 5. ÉVALUATION DU PROTOTYPE 75
Tableau 5.1 Nom des entités du scénario
© Site 1 : Centre-ville
Site 2 : Mont Bellevue
0 Site 3 : Autoroute 410
© Site 4 : Mont Boisjoli
D SU 1 : Cellule de crise municipale
SU 2 : QGET Forces canadiennes
SU 3 : Fusiliers de Sherbrooke
a SU 4 : Sherbrooke Hussars
SU 5 : 52e Ambulance de camp.
SU 6 : Services municipaux
H SU 7 : Sûreté de Québec
SU 8 : Urgences-santé
Le premier objectif de ce scénario est de démontrer le fonctionnement de l'AASMP25. Le re­
gistre des sites mobiles P25 est préalablement chargé à l'aide de la séquence d'initialisation 
SQL illustrée à la figure 5.3. Cette séquence rend possible le regroupement des SU en groupes 
de discussion, tel que détaillés dans le tableau 5.2.
OREATE TABLE Users (SU_ID INTEGER, User_name CHAR(36), Sec_level INTEGER, Location INTEGER) 
INSERT INTO Users VALUES (100, 'Cellule de crise municipale', 1, 1)
INSERT INTO Users VALUES (101, 'QGET Forces canadiennes', 1, 1)
INSERT INTO Users VALUES (102, 'Fusiliers de Sherbrooke', 1, 1)
INSERT INTO Users VALUES (103, 'Sherbrooke Hussars', 1, 1)
INSERT INTO Users VALUES (104, ' 52e Ambulance de camp’, 1, 1)
INSERT INTO Users VALUES (105, 'Service municipaux', 1, 1)
INSERT INTO Users VALUES (106, 'Sûreté de Québec', 1, 1)
INSERT INTO Users VALUES (107, 'Urgences-santé', 1, 1)
CREATE TABLE Usergroups (Group_ID INTEGER, Group_name CHAR(24), Sec_level INTEGER)
INSERT INTO Usergroups VALUES (10, 'Réserve', 1)
INSERT INTO Usergroups VALUES (20. 'Urgences municipales', 1)___________________________________
Figure 5.3 Séquence d'initialisation du registre des sites du scénario
Tableau 5.2 Groupes du scénario
Numéro du groupe Nom du groupe Membres
10 Réserve m
20 Urgences municipales IDI
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La séquence des événements du scénario est la suivante :
1. Activation de S I. Le résultat attendu est que SI s'approprie la plage 1.
2. Activation de S2. Le résultat attendu est que S2 s'approprie la plage 2 et que SI et S2 s'avoi- 
sinent.
3. Activation de S3. Le résultat attendu est que S3 s'approprie la plage 3 et que SI, S2 et S3 
s'avoisinent.
4. Activation de S4. Le résultat attendu est que S4 s'approprie la plage 4. et que S2, S3 et S4 
s'avoisinent. À ce point, les tables de routage devront concorder avec celles illustrées aux figu­
res 3.10 à 3.13.
5. Activation de SU1. Le résultat attendu est que SU1 s'enregistre à SI dans le groupe 20 car il 
appartient à ce groupe dans le présent scénario.
6. Activation de SU2. Le résultat attendu est que SU2 s'enregistre à SI dans le groupe 10.
7. Activation de SU3. Le résultat attendu est que SU3 s'enregistre à S2 dans le groupe 10.
8. Activation de SU4. Le résultat attendu est que SU4 s'enregistre à S2 dans le groupe 10.
9. Activation de SU5. Le résultat attendu est que SU5 s'enregistre à S3 dans le groupe 10.
10. Activation de SU6. Le résultat attendu est que SU6 s'enregistre à S3 dans le groupe 20.
11. Activation de SU7. Le résultat attendu est que SU7 s'enregistre à S4 dans le groupe 20.
12. Activation de SU8. Le résultat attendu est que SU8 s'enregistre à S4 dans le groupe 20. À 
ce point, le processus d'activation est terminé et le réseau de radiocommunication P25 est 
complètement opérable. Si la séquence aurait été différente, le résultat final serait sensible­
ment le même à l'exception de l'appropriation des plages de fréquences qui pourrait être diffé­
rent. En effet, si par exemple S3 se serait activé avant S2, il se serait approprié la plage 2 et S2 
se serait approprié la plage 3.
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Le deuxième objectif est de démontrer le fonctionnement de l'AOSMP25. Pour ce faire, l'élé­
ment de remplacement permet à l'utilisateur de la simulation de contrôler un SU afin qu'il 
transmette une requête d'appel de groupe (G R P V R E Q ).
Pour cet objectif, le but visé est l'établissement d'un appel vocal de groupe entre le SU1 et le 
groupe 20. Tout d'abord, le SU1 transmet un GRP V REQ à SI. Le premier résultat attendu 
est que cette requête soit transmise à S3 et à S4 via S2. Le deuxième résultat attendu est que 
SI assigne un canal de retransmission vers S2 et S3, que S2 assigne un canal de retransmission 
vers S4, que S3 assigne un canal de trafic à SU6 et que S4 assigne un canal de trafic à SU7 et 
à SU8.
5.3 Résultats
Cette section présente les résultats démontrant l'atteinte des objectifs décrits à la section 5.2. 
La figure 5.4 montre l'activité suivant l'activation de SI. SI balaie les quatre plages de fré­
quences qu'il connaît et, n'ayant pas détecté d'activité, s'approprie la plage 1.
La figure 5.5 montre l'activité suivant l'activation de S2. SI et S2 se détectent et échangent 
leurs messages de statuts. La plage 1 étant déjà utilisée, S2 s'approprie la plage 2.
La figure 5.6 montre l'état du RFSS après le processus d'activation des quatre sites. Les quatre 
sites se sont approprié des plages de fréquences différentes, respectant l'exemple illustré par la 
figure 3.9. Ceci démontre le fonctionnement désiré de l'AASMP25.
Les tables de routage qui en découlent sont illustrées à la figure 5.7. Elles concordent avec les 
tables de routage illustrées aux figures 3.10 à 3.13, ce qui démontre que le processus de mise à 
jour des tables est correctement implémenté.
La figure 5.8 montre l'activité suivant l'activation de SU1. Le SU1 transmet une demande d'en­
registrement à SI. Cette demande est acceptée et SI assigne un identificateur d'utilisateur à 
SU1. Le SU1 transmet ensuite une demande d'affiliation à SI. Cette demande est acceptée et 
SI assigne un identificateur de groupe à SU1.
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Itération 1 
Centre-ville : Scanning range 1
Itération 2 
Centre-ville : Scanning range 2
Itération 3 
Centre-ville : Scanning range 3
Itération 4 
Centre-ville : Scanning range 4
Itération 5 
Centre-ville : 
Centre-ville : 
Centre-ville :
RFSS status transmitted (ASMP25) -> Site ID = 1 
Network status transmitted (ASMP25)
Scanning range 1
! Range ID = 1
Figure 5.4 Activité suivant l'activation de SI
Itération 1 
Mont Bellevue 
Mont Bellevue 
Mont Bellevue 
Mont Bellevue 
Mont Bellevue
Scanning range 1
RFSS status received (ASMP25)
Range Identifier request transmitted (ASMP25) 
Site 1 is added to neighbors 
Network status received
-> Range ID = 1
Itération 2 
Centre-ville : 
Centre-ville :
Range Identifier request received (ASMP25) 
Range Identifier transmitted (ASMP25) -> Range ID = 1
Itération 3 
Mont Bellevue Range identifier received (ASMP25)
Itération 4 
Mont Bellevue Scanning range 2
Itération 5 
Mont Bellevue Scanning range 3
Itération 6 
Mont Bellevue Scanning range 4
Itération 7 
Mont Bellevue 
Mont Bellevue 
Mont Bellevue 
Mont Bellevue
RFSS status transmitted (ASMP25) -> Site ID = 2 ! Range ID = 
Network status transmitted (ASMP25)
Adjacent status transmitted (ASMP25) -> Site ID = 1 | Range 
Scanning range 1
rHII
CM 
Q
 
w
Itération 8 
Centre-ville : 
Centre-ville : 
Centre-ville : 
Centre-ville : 
Centre-ville : 
Centre-ville :
Scanning range 2
RFSS status received (ASMP25)
Range Identifier request transmitted (ASMP25) - 
Site 2 is added to neighbors 
Network status received 
Adjacent status received (ASMP25)
^  Range ID — 2
Itération 9 
Mont Bellevue 
Mont Bellevue-
Range Identifier request received (ASMP25) 
Range Identifier transmitted (ASMP25) - >  Range ID = 2
Itération 10 
Centre-ville : 
Centre-ville : 
Centre-ville :
RFSS status transmitted (ASMP25) -> Site ID = 1  
Network status transmitted (ASMP25)
Adjacent status transmitted (ASMP25) -> Site ID
1 Range ID = 1 
=  2  | Range ID »  2
Figure 5.5 Activité suivant l'activation de S2
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"entre-ville
Range Channel # State Rx Freq (MHz) Tx Freq (MHz)
1 0 CONTROL 158.545 163.545
1 1 IDLE 158.595 163.595
1 2 IDLE 158.645 163.645
Hont Bellevue
Range Channel # State Rx Freq (MHz) Tx Freq (MHz)
2 0 CONTROL 159.545 164.545
2 1 IDLE 159.595 164.595
2 2 IDLE 159.645 164.645
Autoroute 410
Range Channel # State Rx Freq (MHz) Tx Freq (MHz)
3 0 CONTROL 160.545 165.545
3 1 IDLE 160.595 165.595
3 2 IDLE 160.645 165.645
4ont Boisjoli
Range Channel # State Rx Freq (MHz) Tx Freq (MHz)
4 0 CONTROL 161.545 166.545
4 1 IDLE 161.595 166.595
4 2 IDLE 161.645 166.645
Figure 5.6 État du RFSS suivant l'activation de SI à S4
Centre-ville
Neighbor Site ID Neighbor Range ID Far Neighbor Site ID Far Neighbor Range ID
2 2 3 3
4 4
3 3 2 2
4 4
4ont Bellevue
Neighbor Site ID Neighbor Range ID Far Neighbor Site ID Far Neighbor Range ID
1 1 3 3
3 3 1 1
4 4
4 4 3 3
Autoroute 410
Neighbor Site ID Neighbor Range ID Far Neighbor Site ID Far Neighbor Range ID
1 1 2 2
2 2 1 1
4 4
4 4 2 2
vlont Boisjoli
Neighbor Site ID Neighbor Range ID Far Neighbor Site ID Far Neighbor Range ID
2 2 1 1
3 3
3 3 1 1
2 2
Figure 5.7 Tables de routage suivant l'activation de SI à S4
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Itération 1
Cellule de crise municipale
Itération 2 
ellule de crise municipale
Itération 3
entre-ville: Registration request received by
accepted -> WUID = 1
Scanning environment
Unit registration request transmitted
Cellule de crise municipale -> Registration
Itération 4
ellule de crise municipale 
ellule de crise municipale 
Cellule de crise municipale 
ellule de crise municipale 
ellule de crise municipale 
ellule de crise municipale
RFSS status received
Network status received
Adjacent status received
Adjacent status received
Unit registration response received
Group affiliation request transmitted
Itération 5
entre-ville: Affiliation request received by Cellule de
URGENCES MUNICIPALES -> Affiliation accepted -> WGID = 1
crise municipale for user group
Itération 6 
ellule de crise municipale Group affiliation response received
Figure 5.8 Activité suivant l’activation de SU 1
La figure 5.9 montre l'état de SU1 à SU8 après leur activation. Tous les SU se sont syntonisés 
sur les fréquences du canal de contrôle du site le plus proche et ont reçu un WUID et un 
WGID qui leur permettent d'initier des appels.
La figure 5.10 montre l'activité suivant une requête d'appel de groupe initiée par SU1. Cette 
activité respecte l'exemple illustré à la figure 3.16, ce qui démontre le fonctionnement désiré 
de l'AOSMP25.
Nom GrpID ■~W0TE> w g t d Rx Freq (MHz) Tx Freq (MHz)
Cellule de crise municipale 100 20 1 1 163.545 158.545
2GET Forces canadiennes 101 10 2 2 163.545 158.545
Fusiliers de Sherbrooke 102 10 3 2 164.545 159.545
Sherbrooke Hussars 103 10 4 2 164.545 159.545
52e Ambulance de campagne 104 10 5 2 165.545 160.545
Service municipaux 105 20 6 1 165.545 160.545
Sûreté de Québec 106 20 7 1 166.545 161.545
Urgences-santé 107 20 8 1 166.545 161.545
Figure 5.9 État des SU1 à SU8 après leur activation
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Itération 1
'ellule de crise municipale
Itération 2
entre-ville: Voice call request received by user Cellule de crise municipale for group
URGENCES MUNICIPALES -> Group voice call accepted
Centre-ville: Group voice call is assigned to channel number 1 of range 1
Centre-ville: Link to neighbors is assigned to channel number 2 of range 1
entre-ville: Voice channel grant (ASMP25) transmitted to site 2
entre-ville: Voice channel grant {ASMP25) transmitted to site 3
:entre-ville: Voice channel grant transmitted to group URGENCES MUNICIPALES
Group voice request transmitted
Itération 3 
ellule de cr 
Mont Bellevue 
Mont Bellevue 
Mont Bellevue 
Mont Bellevue 
Mont Bellevue 
Autoroute 410 
Autoroute 410 
Autoroute 410 
Autoroute 410 
Autoroute 410
ise municipale : Group voice channel grant received 
Group voice channel grant received (ASMP25)
Link to neighbors is assigned to channel number 1 of range 2
Group voice call is assigned to channel number 2
Voice channel grant (ASMP25) transmitted to site
No SU affiliated to this group 
Group voice channel grant received (ASMP25)
No neighbor to link
Group voice call is assigned to channel number 1
Group voice call is assigned to channel number 2
of range 
4
of range 
of range
Voice channel grant transmitted to group URGENCES MUNICIPALES
Itération 4
Service municipaux : Group voice channel grant received 
Mont Boisjoli: Group voice channel grant received (ASMP25)
Mont Boisjoli: No neighbor to link
Mont Boisjoli: Group voice call is assigned to channel number 1 of range 4
Mont Boisjoli: Group voice call is assigned to channel number 2 of range 4
Mont Boisjoli: Voice channel grant transmitted to group URGENCES MUNICIPALES
Itération 5
Sûreté de Québec : Group voice channel grant received 
Jrgences-santé : Group voice channel grant received_____
Figure 5.10 Activité suivant la requête d'appel de groupe initiée par SU 1
5.4 Analyse
Les résultats montrés à la section 5.3 démontrent l'atteinte de l'objectif spécifique 3 décrit à la 
section 1.4.2. En effet, les deux algorithmes innovants sont théoriquement capables de rempla­
cer plusieurs tâches critiques de l'opérateur radio lors de l'établissement d'un réseau de radio­
communication d'urgence. Le tableau 5.3 présente les étapes du déploiement où un gain signi­
ficatif serait réalisé par la technologie ASMP25.
Tableau 5.3 Gain estimatif d'un déploiement ASPM25
Etapes du déploiement Gain estimatif de PASMP25
Recevoir les instructions du déploiement Au moins plusieurs dizaines de minutes
Paramétrer les radios du nœud Au moins plusieurs minutes
Effectuer les branchements entre les radios Au moins quelques minutes
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Il n'est pas possible d'estimer précisément le gain étant donné qu'aucun déploiement n'est iden­
tique et que la situation est souvent changeante lors d'une crise. En règle général, le délai d'un 
déploiement varie en fonction du nombre de nœuds formant le réseau. Les gains ont été esti­
més pour un déploiement de quatre nœuds tel que décrit par le scénario présenté à la section 
5.2. Il s'agit de la taille de réseau normalement utilisée par le 714e escadron des communica­
tions à Sherbrooke lors des entraînements. Dans un réseau de plus grande taille, la technologie 
ASMP25 serait tout aussi efficace étant donnée l'exécution de mécanismes qui assurent que les 
sites voisins n'entrent pas en interférence et que la même commande de contrôle ne soit pas 
traitée plus qu'une fois lorsqu'elle est reçue de plusieurs voisins.
CHAPITRE 6
CONCLUSION
Deux algorithmes d'accélération de déploiement de radiocommunication ont été présentés, soit 
l’algorithme d’activation du site mobile P25 et l’algorithme d ’opération du site mobile P25. 
Ces deux algorithmes offrent la possibilité de déployer une zone de couverture de communica­
tion P25 pour répondre à des situations d'urgence, lorsque les installations fixes ne suffisent 
pas.
L’algorithme d’activation du site mobile P25 remplace les interventions humaines lors de l'ac- 
tivation d'un site. Le site effectue une vérification de son environnement, détecte l'identifica­
tion de ses voisins et leurs fréquences d'opération, met à jour ses tables de routage et détermi­
ne ses propres fréquences d'opération.
L’algorithme d’opération du site mobile P25 remplace les interventions humaines lors de la 
phase d'opération. Le site utilise ses canaux de trafic libres pour écouter l'activité sur les ca­
naux de contrôle des sites voisins et pour faire un balayage des fréquences que pourrait utiliser 
un site nouvellement activé. Lorsqu'une requête de trafic est reçue, le site évalue le besoin de 
traiter cette requête en fonction des unités souscrites et des sites voisins. Lorsque nécessaire, il 
assigne les canaux de trafic requis à la retransmission d'un appel vers les destinataires visés 
par cet appel.
Les deux algorithmes ont été intégrés à un modèle de site P25 et testés dans un environnement 
de simulation géré par un programme Windows. Les tests ont démontré que le prototype at­
teint les objectifs visés par ce projet de recherche. Le prototype peut effectivement remplacer 
les interventions humaines pour l'activation et l'opération d’un site mobile P25, accélérant ainsi 
le déploiement des communications. Il représente donc une solution attrayante aux lacunes 
d'un déploiement P25 fixe, tel que le RENIR.
La réunion éventuelle du RENIR et des sites mobiles découlant du prototype de ce projet re­
présente une excellente combinaison pour enrayer les problèmes de couverture du territoire et
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le manque de redondance lors de situations de crise majeure. Il s'agirait d'équiper les véhicules 
d'urgence avec le matériel implémentant la couche physique P25 afin de pouvoir recevoir et 
transmettre les messages requis par l'application.
6.1 Suggestion d'implémentation pratique
La figure 6.1 montre un exemple d'implémentation pratique de la solution. Le programme im­
plémentant le site mobile P25 serait chargé sur un ordinateur relié à un commutateur. Chaque 
canal serait également connecté au commutateur pour former un réseau Ethernet avec l’ordina­
teur. Ainsi, le système serait modulable selon les besoins en ressources de radiocommunica­
tion. Par exemple, un site mobile pourrait être composé au départ d'un canal de contrôle et de 
5 canaux de trafic. La situation pourrait ensuite exiger l'ajout d'un second canal de contrôle. 
L'opérateur pourrait soit transformer un canal de trafic en canal de contrôle de manière logi- 
cielle, soit ajouter un septième canal de communication physique et y assigner un canal de 
contrôle nouvellement instancié par l'application logicielle.
Chaque canal de communication physique serait composé en série d'un microcontrôleur, d'un 
modem bande de base, d'un modem RF et d'un frontal RF. Le premier rôle du microcontrôleur 
serait de convoyer les données entrantes du modem bande de base vers le réseau Ethernet et 
les données sortantes du réseau Ethernet vers le modem bande de base. Son deuxième rôle 
serait de paramétrer, via une liaison série, le modem bande de base, le modem RF et le frontal 
RF. Ces paramètres, tel que la fréquence d'opération, proviendraient de l'ordinateur qui gére­
rait dynamiquement tous les canaux de communication connectés au réseau Ethernet.
Le rôle du modem bande de base est de convertir les données sortantes, en tranches de 2 bits, 
vers un signal électrique à 4 niveaux d'amplitude et effectuer l'opération inverse pour les don­
nées entrantes. Le rôle du modem RF est de convertir le signal électrique sortant vers un signal 
électrique C4FM et effectuer l'opération inverse pour le signal entrant.
Finalement, le rôle du frontal RF, en émission, est d'amplifier et de filtrer le signal C4FM afin 
d'obtenir un signal qui respecte les normes électromagnétiques du P25. En réception, le frontal 
RF filtre et amplifie le signal C4FM afin de stimuler correctement le modem RF.
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Canal 1
y
Canal N
y
Frontal Frontal
"*! RF ;------- ► RF
. . .
Série 
(paramètres)
4FSK 
(données)
Modem Modem
RF RF
Série 
(paramètres)
4FSK
(données)
Série
(paramètres)
IQ
(données)
Série
(paramètres)
IQ
(données)
Modem 
bande de 
base
Série
(paramètres)
Série
(données)
Micro
contrôleur
Ethernet 
(données et 
paramètres)
Modem 
bande de 
base
Série
(paramètres)
Série
(données)
Micro
contrôleur
Commutateur
Ethernet 
(données et 
paramètres)
Ethernet
(données et paramètres)
Ordinateur
Figure 6.1 Exemple d'implémentation pratique de la solution
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6.2 Perspectives de recherche
De façon plus globale, le domaine des radiocommunications d'urgence fait face à d'autres 
grands défis. Le problème de gestion de la zone de couverture radio n'est qu'un élément parmi 
un ensemble de facteurs qui ralentissent le déploiement des radiocommunications d'urgence.
Dans un contexte de catastrophe naturelle d'envergure, plusieurs acteurs, provenant de diffé­
rents milieux, sont appelés à collaborer en utilisant les radiofréquences comme principal 
moyen de communication. Même avec des systèmes de radiocommunication techniquement 
compatibles, comme ceux du standard P25, une quantité inacceptable de temps s'écoulerait 
avant l'établissement d'une chaîne de commandement solide qui permettrait d'obtenir une effi­
cacité maximale dans les opérations d'aide aux sinistrés.
De cette problématique pourraient naître d'intéressants sujets de recherche ayant trait à l'inté­
gration des concepts de chaîne de commandement au déploiement des systèmes de radiocom­
munication d'urgence. L'opérateur n'aurait plus à savoir avec qui il doit communiquer, le sys­
tème de radiocommunication se chargerait de prendre cette décision, selon la chaîne de com­
mandement et le personnel en place.
La recherche permettra aux futurs systèmes de radiocommunication d'offrir aux utilisateurs 
une connaissance situationnelle sans pareille. Ceci permettra d'augmenter la vitesse du proces­
sus décisionnel et de la dissémination des ordres qui en découlent, augmentant ainsi les chan­
ces de sauver des vies dans des situations où chaque seconde compte.
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ANNEXE A
La figure A.l détaille la base de données utilisée par le modèle de site mobile P25 conçu pen­
dant le présent projet de recherche.
Usera
PK SU ID
User_name
Secjevel
Location
Usergroups
PK Grouo ID
Group_name
Secjevel
Figure A. 1 Schéma de la base de données du modèle de site mobile P25
Cette base de données contient deux tables, soit une table regroupant les utilisateurs qui peu­
vent s'enregistrer au réseau et une table regroupant les groupes d'utilisateurs auxquels les utili­
sateurs peuvent s'affilier.
Les utilisateurs ont un identifiant unique (SU ID), un nom (User_name), un niveau de sécurité 
(Secjevel) déterminant les services auxquels ils ont accès et une localisation (Location) per­
mettant de déterminer s'ils sont résidents ou visiteurs du sous-réseau.
Les groupes d'utilisateurs ont un identifiant unique (Group_ID), un nom (Group_name) et un 
niveau de sécurité (Secjevel) déterminant les services de groupe auxquels ils ont accès.
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ANNEXE B
Le tableau B.l contient des attributs caractérisant le logiciel développé au cours du projet de 
recherche.
Tableau B. 1 Attributs du logiciel
Attributs Valeur
Nombre de lignes de code 5415
Nombre de classes 12
Temps d’exécution maximal d'une itération 880 ms
Le temps d'exécution maximal d'une itération a été enregistré pour le scénario de test présenté 
au chapitre 5. L'exécution s'est faite sur un ordinateur équipé d'un processeur Intel Core 2 
T5600 cadencé à 1.83 GHz.
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