Abstract. This paper describes a solid state system in which a qubit is realized as the spin of a single trapped electron in a quantum dot and read functionality is via an adjacent quantum wire with a single or a small number of conductive states. Because of the limited design window for this system, simulation is an important guide to an experimental search for successful designs. We use a semianalytic approximation that is accurate enough to provide meaningful results and computationally simple enough to allow high throughput, as needed for design and optimization. In particular, we find designs that achieve double pinchoff (i.e., a single trapped electron in the dot and a single conductive state in the wire). After relaxing the design requirements to allow for a small number of conductive states in the wire, we find successful designs that are optimally robust, in the sense that their success is unlikely to be affected by fabrication errors.
1. Introduction. Quantum logic, based on manipulation and interaction of binary quantum states or "qubits," has great potential for communication and computation. Quantum communication could offer absolute security [14] and transmission rates beyond the Shannon limit [5] . Quantum computation could greatly accelerate the solution of certain important problems, such as prime factorization [15] , database searching [6] , and simulation of quantum systems [16] . This potential has motivated a large effort to develop and implement quantum logic. Currently, the foremost problem for quantum communication and computation is the implementation of qubits in a robust and scalable system, which will allow for error correction and control of decoherence. Solid state implementations of a qubit, based on an electron or nuclear spin confined to a quantum dot, have been proposed in [1, 8, 9, 10, 11, 12, 17, 18] . This paper is concerned with the design of a single qubit system in a solid state implementation, as proposed in [3, 17] , in which a qubit is represented as the spin of a single electron confined in a quantum dot. A quantum wire is placed below the quantum dot, so that the conductivity of the wire will depend sensitively on the charge present in the dot. The wire can then be used to verify the presence of a single electron in the quantum dot and, in the presence of a spin polarized electron reservoir, to read out the spin of that electron. The latter can be accomplished in several ways, for instance, by measuring tunneling times from the reservoir into the qubit. As the spin singlet state has lower energy than the triplet states [4] , we can arrange to make tunneling into a triplet state energetically forbidden, and since the singlet state must be formed using two opposite spins, the tunneling time will then depend strongly on the relative alignment of the qubit spin to the reservoir spin.
In our design, the quantum dot and wire are formed in two vertically stratified, parallel semiconductor quantum wells and are defined electrostatically using lithographically patterned gates on the surface of the semiconductor. Further description of the geometry and electrostatics of this system are provided in section 2. An alternative design using a horizontal placement of quantum dots has been carried out in [18] .
A successful qubit design requires a single electron in the quantum dot and a small number of conduction states in the quantum wire. If there is only a single state in the quantum wire, it can be used both as spin reservoir and charge sensor. Moreover, the design should be robust with respect to fluctuations or errors in modeling and fabrication. These are very stringent requirements that are difficult to satisfy, and numerical simulation can serve as an important guide in the experimental search for successful designs.
The principal goal of the present study is development of a semianalytic model and its application to design and optimization for this quantum system. This reduced order model is based on a number of approximations that restrict its validity.
Comparison to full scale numerical simulations, however, indicate that its accuracy is sufficient to provide meaningful results. Computational speed is the model's great virtue, enabling the high throughput that is required for design and optimization of the quantum system.
There are three distinct aspects to simulation of this quantum system: construction of a mathematical model embodying the correct physics, development of an effective numerical method for solving the model, and use of the numerical method to search for a successful design. The semianalytic model and its use for design and optimization, as presented in this paper, address only the last of these. Related efforts, which are beyond the scope of this paper, include a full-scale numerical method for the Schrödinger-Poisson model [2] and simulations using nextnano 3 [13] that include more detailed physics.
Furthermore, design of this qubit system is an intermediate, but important step toward the much more challenging goal of constructing a quantum device. A functioning quantum device using this qubit system must satisfy additional requirements, such as preparation of initial data, coupling of qubits, measurement of the qubit state, control of decoherence, and error correction, that are not included in the present design problem.
In section 2 we develop a Schrödinger-Poisson model for simulation of the electrostatic potential and the single electron wavefunction, and we formulate design goals for performance of this system. A reduced order, semianalytic model is derived in section 3 using square well or parabolic approximations for the electrostatic potential. In section 4 the accuracy and validity of this semianalytic model is assessed by comparison to full scale numerical solution of the Schrödinger-Poisson model from [2] . Successful designs with double pinchoff are found in section 5 through a random search in parameter space. A measure of design robustness, in terms of the sensitivity of the design to fabrication errors, is formulated in section 6. In section 7, an analysis is presented that greatly simplifies the computation of design robustness. Using this simplified analysis, a search for designs that are optimally robust is described in section 8. Finally, conclusions are presented in section 9.
Qubit design problem.
This sections describes the solid state system and the design goals for a qubit. This description includes one-, two-, and three-dimensional versions of the system.
Qubit system description.
The layered semiconductor system consists of a series of material layers, with layer i consisting of material m i and having thickness dz i , in which z is a measure of the distance from the top planar surface, increasing in the downward direction. In addition there are δ-doped layers of zero thickness at the boundaries of some of the material layers, with a density σ k of ions per area in the kth δ-doped layer. Note that the charge density σ is the doping density times an activation factor, so that it is less than the actual doping density. Volumetric doping, including intrinsic doping, is neglected.
As an example that will be used in this study and is pictured in Figure 1 , consider a system that consists of the following layers, in order starting at z = 0:
• layer of material A of thickness dz 1 ; • δ-doped layer with charge density σ 1 ;
• layer of material A of thickness dz 2 ;
• layer of material B of thickness dz 3 , the layer containing the quantum dot;
• layer of material A of thickness dz 4 ;
• layer of material B of thickness dz 5 , the layer containing the quantum wire;
• layer of material A of thickness dz 6 ; • δ-doped layer with charge density σ 2 ;
• layer of material A of infinite thickness. The geometry of these layers is one-dimensional; higher dimensionality is determined by the geometry of the gates. At the top of the material system, i.e., z = 0, there are a series of gates G m on which the electron potential energy φ m is specified. Away from the gates, the energy is taken to be equal to a constant free surface potential φ 0 .
In this study the following gate geometries and potentials are considered:
• gate G g consisting of a circle r < R g /2 for the three-dimensional geometry or an interval |x| < R g /2 for the two-dimensional geometry, on which the potential energy is φ g ; • two gates G b± , in which G b+ consists of points with x > R b /2 and G b− consists of points with x < −R b /2 in both the two-dimensional and threedimensional geometries, with potential φ b on both gates; • no gates for the one-dimensional geometry;
φ schottky is the Schottky barrier, and V g and V b are the voltages applied to the gates. In this description all distances are measured in nm, the doping densities are measured in units of electrons cm −2 , and the energy φ is in units of eV . A drawing of the device structure, with parameters from an optimally robust design as in (8.1) , is shown in Figure 1 . A schematic drawing of the gates, the potentials in the quantum wells, and the electron densities is shown in Figure 2 . Positive potential energy (φ b ) on the planar side gates raises the potential on the sides of both quantum wells. Negative potential energy (φ g ) on the circular, central gates lowers the potential energy, primarily in the upper well. This leads to a localized electron density (i.e., a quantum dot) in the upper well and an electron density along a line (i.e., a quantum wire) in the lower quantum well.
The layer widths dz i and the charge densities σ i are determined during the material growth, and the gate sizes R i are determined during the device fabrication. These parameters cannot be changed after fabrication. Thus the parameters can be divided into two sets: the vector of operation parameters v o = (φ g , φ b ), which can be varied during operation of the device, and the vector of design parameters 
, which cannot be changed during operation. A device design can be identified with a choice of the design vector v d . These are chosen from a subset C of R 10 that has been determined from some external consideration, such as additional constraints or previous experience. These have the form In the design searches conducted below, a typical set of constraints was the following:
The constraints on dz 4 were chosen to allow electrons to tunnel between dot and wire on a ms time scale; 16 nm is appropriate for the InP/InGaAs system. The lower bounds on R g and R b are representative of what can be easily accomplished with e-beam lithography. The upper bounds on σ i are set to avoid hopping conduction through the doping layers. The upper bound on φ b and the lower bound on φ g are set to avoid passing any current through the gates into the sample, which would disrupt the qubit. The lower bound on φ g is set to ensure formation of a quantum dot with a bound electron state; at smaller voltages, the electron may not be bound, which the central gate, the parabolic approximation in section 3 may fail to predict. The remaining constraints are reasonable limits that were imposed to speed the design search.
Schrödinger-Poisson model. The electrostatic potential Φ is assumed to satisfy the Poisson equation
2 is the scaled dielectric constant, δ i is a δ-function on ith δ-doped interface, and ρ ψ is the number density for electrons in the wire, which must be determined self-consistently as described below. The function Φ is the potential energy for an electron, measured in eV . For this equation the boundary conditions are taken to be Dirichlet conditions (i.e., Φ prescribed) at the top, Neumann conditions (i.e., ∂Φ/∂n = 0) at the bottom, and periodic conditions on the sides.
The electronic wave function for the unbound electron of lowest energy is assumed to satisfy a single particle Schrödinger equation
in which e is the electron charge, m is the electron effective mass, U is the conduction band offset relative to material A (InP in the examples below), λ is the energy level (eigenvalue) in units of eV , and Ψ is wave function (eigenfunction).
As an example, for InP , In x Ga 1−x As, and Al y In 1−y As, with alloy fractions x = 0.53 and y = 0.48, the material parameters are given in Table 1 and the relevant physical constants are given in Table 2 . 
For the solutions of interest in this study, the electrons are localized either in a dot in the upper layer or along a wire in the lower layer. This implies that the eigenfunctions for the Schrödinger equation (2.9) are each localized in either the dot or the wire. The eigenvalues and eigenfunctions in the quantum dot are labeled . Also denote dλ = λ 2 − λ 1 as the difference between the first two eigenvalues. The eigenfunctions are normalized so that |Ψ| 2 dx = 1. The self-consistent charge density is ρ ψ = |Ψ| 2 , summed over all λ < E F , in which the Fermi energy E F is set to 0.
To emphasize the dependence of the eigenvalues λ on the gate voltages φ g and φ b and the design vector v, we shall sometimes write
Note that the eigenfunctions for the quantum dot are quite distinct from those for the quantum wire. So computation of these eigenfunctions is equivalent to a computation using two separate wave functions for the dot and wire, and so it correctly represents the charge density in the wire and its affect on the dot. Interaction terms between the dot and wire are omitted, because they are small. On the other hand, tunneling effects between the dot and wire are important for detection of an electron in the dot using the wire. These tunneling effects are beyond the scope of the current model.
Design goals.
The design goals for the quantum dot are to have a single confined electron under the gate and no confined electron states away from the gate. The design goals for the quantum wire are to have a small number k of conduction states in the wire, with no additional states in the wire under the gate. Denote E An unbound electron will be localized if its energy is less than the Fermi energy E F = 0. The design goals can thus be stated as (2.12) , and (2.13) can be recombined as
As shown below, the energy level E d 2 is smaller than E d 1 (0) in the regime of interest, so that (2.11) is redundant.
In the quantum dot, the energy for a single electron is the lowest eigenvalue, so that E
In the wire, we identify a conduction state, as an eigenfunction for the cross-section of the wire and neglect the interaction among different conduction states. Thus E (0). Therefore the operation goals can be rewritten as
The design goal is to find a device design v d , for which there is a choice of operation parameters v o such that the operation goals (2.15) and (2.16) are satisfied. A second design goal, that the operation goals are still met in the presence of growth and fabrication uncertainties, is formulated in section 6. 3. Semianalytic model. In this section we formulate a simplified semianalytic model that represents an approximate solution of the Schrödinger-Poisson equation. As described below, the potential Φ in each of the upper and lower quantum wells is approximated as a parabola in the lateral directions x and y and a square well in the depth direction z. Because the layered geometry is independent of x and y and the gates have a reflection symmetry with respect to both x and y, the first derivatives Φ x and Φ y are 0 on the centerline x = y = 0. Thus the lateral variation of the potential near the either quantum dot and quantum wire is approximately given by
Approximations for electrostatics.
For the potential Φ = Φ 1D due to modulationally doped layers but not including the effect of the gates, put the bottom boundary condition at ∞, omit any self-consistent terms, and neglect the variation in dielectric constant by using the value for material A throughout to obtain
in which z 1 = dz 1 and z 2 = dz 1 + dz 2 + dz 3 + dz 4 + dz 5 + dz 6 are the positions of the δ-doped layers.
The potential Φ = Φ 2D L , due to a gate that is a strip (in three dimensions) (i.e., |x| < L/2, z = 0) with potential Φ = 1 on the gate and Φ = 0 away from gate, is
On the central axis x = 0, the values of Φ and its second derivative are
The potential Φ = Φ 3D d , due to a gate that is a circle (i.e., r = |(x, y)| < d/2) with potential Φ = 1 on the gate and Φ = 0 away from gate, is
On the central axis r = 0, the values of Φ and its second derivative are
Add these together to obtain the total potential as
The second derivatives of the total potential on the central axis are
in three dimensions, (3.9)
in three dimensions. (3.10) All the subsequent computations for the semianalytic model were performed using MATLAB programs.
Approximations for
Use separation of variables to find eigenvalues in a channel of width w and center z. Neglect variation of Φ across the well and approximate the x-dependence for Φ 2D (i.e., for a gate that is a strip in three dimensions) or the (x, y)-dependence for Φ 2D (i.e., for a gate that is a circle in three dimensions) as parabolic with
Both the two-dimensional and three-dimensional problems have been written as a sum of one-dimensional parabolic potentials. The eigenvalue and eigenvalue spacing for a one-dimensional parabolic potential Φ(x) = φ b x 2 are
We denote λ px and λ py for the eigenvalues due to the parabolic potential in the xand y-directions, respectively, and dλ px and dλ py for the corresponding eigenvalue spacing.
In the z-direction, the potential is approximately a square well, since
in which U is the offset in wells, neglecting variation across the well. The eigenvalues for this square well are solutions of
in which c 0 and c 1 are the values of 2 /2m outside the well and in the well, respectively; i.e., c 0 is the value for material A (InP) and c 1 is the value for material B (InGaAs).
In summary, the eigenfunctions, lowest eigenvalue and eigenvalue spacing are
In the simplest model, we also take the energy for two electrons to be the same as the second eigenvalue in the quantum dot; i.e., setẼ An approximation to the Coulomb correctionẼ d 2 for two electrons in the quantum dot has been developed by Gyure [7] . He computed the energy for two electrons in a one-dimensional parabolic potential using an iterative projection method, then fit the result to the following simple formula:
in which r d = 0.00289 eV is the Rydberg energy, γ y = λ d 1 , and the (dimensionless) fitting parameters are c = 3.5213 and κ = 0.75654. The one-dimensional approximation was justified by two-dimensional calculations that showed the anisotropy of the potential is large enough in most cases to ignore the smaller dimension. The error induced is relatively small and decreases rapidly with anisotropy ratio.
The most significant self-consistent terms are the effect of the charge in the wire on the potential in the dot. For a wire defined by a parabolic potential of width a x and a square well of depth a z , approximate the charge in the wire as being uniformly distributed over an ellipse with a x and a z as the principal axes. Define elliptic coordinates (u, v) in the (x, z) plane as
x − a 2 z , so that the ellipse corresponds to u = u e = cosh −1 (a x /b). As an approximation to the potential for an elliptical charge, usẽ
In the limit u → ∞, u ≈ log(r/c), which implies that α =ρ/2π in whichρ is the total charge on the ellipse. At the top of the layered material, the correctionΦ should vanish. Apply this at the value u 0 = u(z = 0, x = 0) to get γ = u 0ρ /2π. The total charge in the wireρ is approximately given bȳ
in which c = 
Fig. 3. Comparison of potential Φ for a one-dimensional geometry from the full scale simulation method (blue) and the semianalytic model (red), with no top gates, no Coulomb interactions, selfconsistent effects omitted, and no background doping, showing excellent agreement. Disagreement at the top is due to use of a different material layer in the full-scale simulation that does not influence the potential outside that layer and was not included in the semianalytic model.

Validation of semianalytic model. Validation of the semianalytic model is
performed by comparison to a full-scale numerical solution of the Schrödinger-Poisson equations by Anderson [2] . Consider a system with design parameters and with operation parameters v o = (φ g , φ b ) = (0, 0.53). Figures 3, 4 , and 5 show the potential on the central line (through the center of the quantum dot) in one, two, and three dimensions, respectively, with no Coulomb interactions, self-consistent effects omitted, and no background doping. In one dimension there are no gates on the top of the system, so that the potential Φ is a function of z only. In two dimensions the central gate is an interval (i.e., a strip in three dimensions); while in three dimensions the central gate is a circular dot. Figure 6 is the same as Figure 4 , except that self-consistent effects are included in both the full-scale numerical computation and the semianalytic model. The first eigenvalue is shown for each of these problems in Table 3 , in meV . These results show excellent agreement for the case with no Coulomb interactions and no self-consistent effects. In this case the energy errors in the semianalytic method are all within 6 meV of those for the full simulation. With self-consistent effects, the agreement is still good, with energy errors of size 20 meV . 
Double pinchoff designs.
The principal virtue of the semianalytic model is that the eigenvalues in the design criteria (2.15) and (2.16) can be quickly computed, enabling rapid throughput as required for a design study or optimization exercise. In this section we describe a design that achieves the strictest design criterion (2.15) and (2.16) with k = 1, i.e., double pinchoff with a single electron in the dot and a single conductive state in the wire.
An example of a system achieving double pinchoff has design parameters parameters. In a search involving 10 million trial designs, 7 successful designs were found. This establishes existence (within the simulation) of a design meeting the double pinchoff goal. In section 7, however, we show that these double pinchoff designs are not robust with respect to fabrication errors.
6. Design robustness. When a prescribed design is implemented, the outcome will differ from the prescription due to errors and uncertainties in growth and fabrication, including variability in the layer thicknesses and gate sizes and variability in charge density in delta-doped layers due to uncertainties in both the doping level and the ionization fraction. Additional modeling uncertainties, such as uncertainties in the correct boundary conditions at the top of the device and additional physics such as self-consistent terms, are not accounted for in this analysis.
To find a design whose success is insensitive to the growth and fabrication uncertainties, we formulate a measure of design robustness. Assume that the errors in each of the various design parameters are independent and normally distributed and define α k to be the standard deviation of the kth design parameter. Define a distance function d between two design vectors v and w as .1) i.e., d(v, w) is a measure of the distance between v and w in standard deviations. Next fix a design criterion by choosing the number K of allowed conduction states in the wire, and define the robustness R of a successful design v s as the distance to the nearest unsuccessful design v u , i.e.,
R(v
The design robustness optimization problem is to find the most robust design within the constraint set C from (2.1)-(2.6), i.e., v s is chosen to be the successful design that achieves the following max-min:
As an example for standard deviation of the fabrication, we take standard deviation of the growth processes (layer thicknesses) to be 3% (relative error), the standard deviation of the fabrication (gate sizes) to be 10 nm (absolute error), and the standard deviation of the charge density in the delta-doped layers to be 40% (relative error).
Analysis of failure modes.
A direct random search for the design v s that achieves the max-min in (6.3) would involve a double random search over two designs v s and v u . This can be considerably improved by analysis of the failure modes, i.e., the closest failed designs v u for a given successful design v s . This analysis relies on a linear approximation for the dependence of the eigenvalues λ in the design criteria (2.15) and (2.16), as functions of the gate voltages φ g and φ b .
A successful design v s is one for which the four design inequalities in (2.15) and (2.16) form a quadrilateral (or triangular) set that has a nonempty intersection with the rectangular constraint set defined by (2.5) and (2.6), in the operation space (φ g , φ b ). As the design parameter vector v is (smoothly) varied, the sides of the quadrilateral (or triangle) will (smoothly) vary. The first unsuccessful design v u is reached when the intersection becomes just a point. This characterizes the design v u that occurs in (6.3).
The intersection of the operation window (i.e., the quadrilateral or triangle defined by (2.15) and (2.16)) and the constraint set (defined by (2.5) and (2.6)) can shrink to a point in either of two ways: First, the operation window can shrink to a point in the interior of the constraint set. Second, the operation window can move outside the constraint set with one vertex on the boundary of the constraint set.
We draw the operation window with coordinates (−φ g , φ b ), so that both coordinates are positive. Denote the boundaries of the operation window as follows:
Also denote ac to be the point of intersection of the lines a and c if it exists, with coordinates φ g (ac) and φ b (ac), and similarly for the other intersections. Also denote 0a to be the intersection of a with the line φ g = 0. They have the following properties:
1. c is a horizontal line. The distance from a successful design v s to one of the failure points A, B or C can be estimated through a linear approximation.
Then to leading order, since λ
At a minimum point, the design difference v − A is parallel to the gradient in (7.7), so that 
The robustness R and the design robustness optimization problem can now be rephrased as
in which |v − A|, |v − B|, and |v − C| are defined by (7.8), (7.10) , and (7.12) . This has the advantage over the formulation (6.3) that it requires only a single random search for successful designs v s rather than a double random search for v s and v d . For each v s , the min is found by evaluation of the three quantities |v − A|, |v − B| and |v − C| from (7.8), (7.10) , and (7.12).
For the design v dp that achieved double pinchoff, as described in section 5, the design robustness distance (from (7.13)) is R(v dp ) = 0.3, which corresponds to probability of about 0.2 of successful design. The search for a more robust design through maximization of R(v s ) as in (7.14) is described in section 8.
Design optimization.
The search for a maximally robust design v s in (7.14) can be accelerated by decomposition and some analysis. First select values for the geometrical design parameters v = (dz 1 , dz 2 , dz 3 , dz 4 , dz 5 , dz 6 
For a given choice of geometrical parameters v , the possible values of the δ-doping densities σ 1 and σ 2 can be determined using the linear dependence of the eigenvalues λ d 1 and λ w 1 on σ 1 and σ 2 , as well as on φ g and φ b . The operation window can be characterized as having the point ac inside the constraint set. The two equations (7.1) and (7.3) defining ac can be used to define a mapping between the operation vector (φ g , φ b ) and the density vector (σ 1 , σ 2 ). Then the constraint set defined by (2.5) and (2.6) can be mapped to a constraint set in the space of density vectors, which may need to be cut off to accommodate the constraints (2.4). To simplify, we choose a value of (φ g , φ b ) that is approximately in the center of the resulting polygon. This is illustrated in Figure 9 . . There are seven transverse states in the wire and the robustness is 2.8, which corresponds to more than 99% probability of a successful design. The resulting operation window is shown in Figure 10. 9. Conclusions. In this work, we have developed a mathematical model for an electron spin qubit system, for the successful design of the system, and for optimization of the design robustness. In addition, we have developed a simple semianalytic model that is both sufficiently accurate to provide relevant results for the system and sufficiently fast to allow for the high throughput required by design and optimization studies. After some analysis to simplify the computation of design robustness, we have performed a random search for designs that satisfy the design criteria and for designs that are maximally robust.
From this search, we have found system designs that achieve double pinchoff, in the sense that they have a single electron in the quantum dot and a single conduction state in the quantum wire. These designs are not sufficiently robust to be practical, having a design robustness of only about 0.3, in terms of standard deviation using a current assessment of design uncertainties. By relaxing the design criterion to allow for a small number (e.g., K = 7) of conduction states in the wire, we have found designs that are more than 2.8 standard deviations from an unsuccessful design. Currently these designs are being built and tested for their electronic properties.
Several conclusions can be drawn from the present study. First is the importance of models at different levels of complexity. A full-scale model, as in [2] , is needed to give reliable values for the system properties and to provide validation for simpler models. Simpler models that are less computationally intensive are also needed, however, to enable design and optimization studies on a reasonable time scale. In addition, we have been using nextnano 3 [13] , a computational physics software package, which includes a much wider set of physics in order to check and validate the results from full-scale numerical solver for the Schrödinger-Poisson equation [2] . Second is the importance of analysis as a method for accelerating the random search that is often required in a design and optimization study. In the present study, the search for an optimally robust design was greatly aided by analysis of the failure modes for a design (i.e., the closest unsuccessful designs to a given successful design) and elimination of the charge variables using their special (linear) occurrence in the model.
