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Abstract
The response of the CMS combined electromagnetic and hadron calorimeter to beams of pions with
momenta in the range 5 – 300 GeV/c has been measured in the H2 test beam at CERN in 2004. The raw
response with the electromagnetic compartment calibrated to electrons and the hadron compartment
calibrated to 300 GeV/c pions may be represented by σ = (1.2)
√
E ⊕ (0.095)E. The fraction of
energy visible in the calorimeter ranges from 0.72 at 5 GeV/c to 0.95 at 300 GeV/c, indicating a
substantial nonlinearity. The intrinsic electron to hadron ratios are fit as a function of energy assuming
a parametrized form for the neutral fraction of a hadronic shower and are found to be in the range 1.3
– 2.7 for the electromagnetic compartment and 1.4 – 1.8 for the hadronic compartment. The fits are
used to correct the non-linearity of the e/pi response to 5% over the entire measured range resulting in
a substantially improved resolution at low energy. Longitudinal shower profiles have been measured
in detail and compared to GEANT4 models, LHEP-3.7 and QGSP-2.8. At energies below 30 GeV, the
data, LHEP and QGSP are in agreement. Above 30 GeV, LHEP gives a more accurate simulation of
the longitudinal shower profile.
1 Introduction
The physics program for the Compact Muon Solenoid (CMS) [1] requires the detailed measurement of quark and
gluon jets produced in pp collisions at the Large Hadron Collider (LHC) [2] at a center-of-mass energy of 14 TeV.
The CMS spectrometer consists of a 4T superconducting solenoidal magnet of length 13 m and inner diameter
5.9 m. Located inside the coil are silicon pixels and strips for charged particle tracking [3], lead-tungstate crystals
(ECAL) [4] to measure electromagnetic showers from electrons and photons, and a brass-scinitillator calorimeter
to measure hadron showers (HCAL) [5, 6]. Muon chambers are embedded in the iron return yoke of the magnet
outside the coil [7]. Jets will be reconstructed and triggered by their combined energy deposits ECAL plus HCAL
over a wide energy range from several tens of GeV to several TeV [8]. The particle content of the jets arising
from the fragmentation of quarks and gluons contains a significant number of low energy particles at scale of a
few GeV. Since the electromagnetic calorimeter was designed for the best possible photon and electron energy
resolution, compensation cannot be achieved, so that the response of CMS to electrons differs from that to pions
in a substantial and energy dependent fashion. Low energy particles limit the energy resolution of jets due to
the nonlinearity of the calorimeter response. The situation can be alleviated if knowledge of the identity of the
localized energy deposits in the calorimeters can be achieved. Fortunately, the good calorimeter segmentation in
azimuth (φ) and pseudorapidity (η) (0.017×0.017 and 0.087×0.087 in φ×η for ECAL and HCAL, respectively),
together with the excellent charged particle tracking will allow response corrections to be made within the jet to
improve the resolution.
In order to achieve the CMS physics goals, it is important to understand the response of the calorimeter to low
energy pions, and to have a reliable Monte Carlo program that can accurately simulate these results. Previously
available test beam data have only spanned the momentum (p) interval 30 ≤ p ≤ 300GeV/c [6]. In 2004, a tertiary
beam was commissioned in the CERN H2 beam line in the North Area. This beam covered the momentum range
2 ≤ p ≤ 9 GeV/c. Momenta below 5 GeV/c, however, were judged to be too contaminated by backgrounds and
not used in this analysis. Improved particle identification was then planned for the 2006 test beam run. In addition,
beam-line instrumentation was installed and commissioned which allowed for clean beam particle identification of
the secondary beam from 10 ≤ p ≤ 30 GeV/c. This allowed for an approximate momentum overlap of tertiary and
secondary beam data. The goal of the measurements described here is to measure the response of the calorimeter
to single particles over the range 5 ≤ p ≤ 300 GeV/c and to compare them to the GEANT4.
2 Experimental Setup
2.1 Calorimeter
The design of the HCAL barrel (HB) wedges is described in [6]. Each HB wedge is a sampling calorimeter with
17 layers of plastic scintillator, divided into 4 φ and 16 η sectors. The total absorber thickness at normal incidence
(η = 0) is 5.38 absorption lengths (λI). The effective thickness increases with |η|, such that at |η| = 1.3, the
effective thickness is 11.6λI. Two HCAL barrel wedges (HB) were placed on a movable table. The movable table
was designed to pivot about a position along the beam line to mimic the directions of particles originating from
the CMS interaction point in the LHC. The moveable table was designed in such a way that it appears as if the
beam is coming from the interaction region as it would at the CMS interaction point in the LHC. The table allows
movement in both the φ and η directions. Most of the data for this study was taken at η = 0.566, where the
thickness is 6.3λI.
The relative calibration of each HCAL scintillator was determined using a moving-wire radioactive source [9] and
independently checked at the few percent level with muons. The uncertainty in the cell-to-cell relative calibration
was 2.0% for the bottom wedge (HB1) and 2.6% for the top wedge (HB2). The resulting contribution to the
linearity is less than 1.6%. The absolute energy scale was calibrated with a 50 GeV/c pion beam by summing the
energies in a 3 × 3 array of φ, η segments, and requiring only a minimum-ionizing particle (mip) in ECAL. The
mean energy deposited by a mip in ECAL is measured to be 400 MeV. The statistical error on the energy scale is
±0.25%. The systematic error comes mainly from particles that interact in the dead material between ECAL and
HCAL, and is estimated to be about 0.6%.
The photodetectors are hybrid photo diodes (HPD) [10] which have 19 separate light sensing channels or pixels.
The readout electronics are comprised of charge integrator and encoder (QIE) [11], HCAL trigger and readout
module (HTR) and data concentrator [12] (DCC). All of the digital electronics that were used in the test were
production versions running at a clock speed of 40.079 MHz. One of the two HB wedges (HB1) was configured
according to the CMS design, such that light from all scintillator tiles in each φ, η segment was summed optically
and routed to one pixel of an HPD photodetector (Figure 1). Thus, this configuration has only transverse segmenta-
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tion, and no longitudinal segmentation. The second HB wedge (HB2) was configured to measure the longitudinal
shower development in the calorimeter. This was implemented by replacing the normal optical decoding units
(ODUs) in the readout box with special ODUs. Due the limited number of HPD channels available in a readout
box, this special ODUs summed the light from the scintillator tiles along η at the same depth in the center HCAL
η segments (5-9). The remaining η segments were optically masked out to reduce the possible contribution from
halo muons (Figure 1). The resulting energy measurements from each of 17 HCAL layers provided the complete
HCAL longitudinal sampling of the hadron shower.
Figure 1: Readout segmentation for the two HB wedges. HB1 has the standard CMS readout configuration while
HB2 has a special longitudinal readout of each scintillator layer.
An electromagnetic barrel prototype (EBP) module was placed in front of the HCAL on the moveable table. The
EBP consisted of a 7× 7 matrix of lead-tungstate crystals. Each crystal is a quadrilateral prism with a depth of 23
cm, a square front surface 20.5 × 20.5 mm2, and a square rear surface 23.8 × 23.8 mm2. The crystal thickness
corresponds to 25.8 radiation lengths and 1.1λI. Each crystal was read out individually with a phototube through
a light guide mounted on its front surface. An 8-cm aluminium block was placed between the EBP and HCAL
modules to simulate the material in the ECAL electronics at that location in the CMS detector. Note that the EBP
does not achieve the ultimate CMS ECAL performance. However, for jet studies the EBP energy resolution is
sufficiently good.
2.2 H2 Beam Line
The 2004 HCAL Test Beam studies were conducted in the H2 test beam in the North Area at CERN. Two config-
urations of the beam line (Figure 2) were used. For particles with momenta in the range 10 ≤ p ≤ 300 GeV/c,
the normal configuration of H2 was used. The primary proton beam from the Super Proton Synchrotron (SPS)
accelerator with p = 400 GeV/c strikes the primary target T2. Downstream from the primary target, a secondary
hadron or electron beam is made in the momentum range 10 ≤ p ≤ 300 GeV/c. To generate beams of particles
with p < 10 GeV/c, an additional target (T22) and a beam stop were inserted into the beam line (Figure 2). Ad-
ditional beam focusing and bending elements were introduced along the very low energy (VLE) path in order to
make a well-defined beam with 2 ≤ p ≤ 9 GeV/c from particles produced at T22.
A set of scintillation counters in the H2 beam line were used to provide trigger and particle identification informa-
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Figure 2: Primary elements defining the CERN H2 test beam in 2004.
tion. Trigger signals were created using four scintillators of different sizes: 14× 14× 1 cm3 (S1), 4× 4× 1 cm3
(S2), 2 × 2 × 1 cm3 (S3), and 14 × 14 × 1 cm3 (S4). Most of the data was taken with a 4 × 4 cm2 beam size
defined by the combination of S1, S2, and S4 in coincidence. Additional scintillators (V3, V6, and VM) were
located behind the calorimeters to identify muons.
Particle identification was performed with Cherenkov counters CK2 and CK3. The gas pressure in CK2 was
adjusted to positively identify electrons and so that pions with p < 20 GeV/c emit no Cherenkov light. CK3 was
used to veto protons and kaons in the positively charged beams with 5 ≤ p ≤ 9 GeV/c. The gas pressure in CK3
was set to give signals from pions with p > 3.5 GeV/c, muons with p > 2.65 GeV/c, kaons with p > 12.4 GeV/c,
and protons with p > 23.5 GeV/c, so that only pions were positively tagged in the VLE beam.
Particles that interacted along the beam line before the calorimeters were indentified by multiple hits in a set of
three wire chambers, each with active area 10 × 10 cm2. All three wire chambers have two perpendicular planes
of wires to measure the horizontal and verticle coordinate of any charged particle traversing the chamber. All three
chambers had multi-hit electronics allowing the detection of showers from the upstream interaction of particles
along the beam line. In the VLE configuration of the beam line, an additional scintillator (SCI VLE, see Figure 2
) was included to assure that the beam particle followed the VLE path during the very low energy data taking. This
was necessary to eliminate muons created in the beam dump just after the T22 secondary target.
The data were used to estimate the counter efficiencies to be 99% for the muon counter VM, 92% for the CK2,
98% for the CK3, and 71% for each plane of the wire chambers.
2.3 Data Sets
Since the negatively charged beams have a negligible antiproton content, pi− beams were used to best measure the
pion response of the calorimeter. To select pions, cuts are made on signals in the VLE muon counter (SCI VLE),
CK2 and CK3, and the muon scintillators (V3, V6, and VM). To partially remove the upstream beam line interac-
tions, a cut is placed on the fraction of energy deposited in the HCAL φ, η segment which is aligned with the beam
(> 10%).
Three types of particle beams were used: pions, electrons, and muons. The available beam momenta, detector
configurations, and data sets were as follows:
1. negative pion beams with 5, 7, and 9 GeV/c momenta in HB1 and HB2 with and without EBP in front of
HCAL;
2. negative pion beams with 10, 15, 20, 30, 50, 100, 150, and 300 GeV/c momenta in HB1 and HB2 with and
without EBP in front of HCAL;
3. electron beams with momentum 9 and 100 GeV/c which were directed into every HCAL and ECAL φ, η
segment; and
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4. muon beams with 150 GeV/c which were directed into every HCAL φ, η segment.
The 30 – 300 GeV/c data sets were taken early and did not yet include the muon veto counter (VM). Nevertheless,
muons in this data set can be distinguished from hadron and electron showers in the calorimeter since they leave
only minimum ionizing energy in the calorimeter, about 0.4 GeV in the EBP and 2.5 GeV in the HB. The high
voltage on the phototubes and HPD photodetectors was set to nominal values for the EBP ( –1200 V) and HCAL
(8 kV). For the 5 – 15 GeV/c data, the gain of the photodetectors was increased (EBP –1500 V, HCAL 10 kV), in
order to help suppress noise interfering with the smaller signals at these low beam momenta. Dedicated runs with
the two different high voltages were used to measure the increase in the photodetector gains.
2.4 Simulation with GEANT4
The CMS software framework was used for the Monte Carlo simulation of the test beam [13]. The test beam is
implemented as a standard CMS package with its own geometry description,and with the event information stored
in ROOT ntuples [14]. The EBP plus HCAL geometry was implemented in GEANT4 [15]. An aluminium block of
8-cm thickness simulating the CMS cryostat and coil was located behind the wedges, followed by the HO scintilla-
tor layers. The EBP calorimeter was implemented as a single PbWO4 crystal representing the 7× 7 crystal matrix.
In addition, all upstream material in the vicinity of the calorimeters was included in the GEANT4 geometrical
description, including the trigger scintillators S1-S4 and wire chambers in order to study the interactions along the
beam line.
The GEANT4 program supports a number of models of the processes that may be used to describe the details of
the particle interactions. The test beam data reported here are compared to the LEP/HEP parameterized models for
inelastic scattering (LHEP 3.7) and the quark gluon string model (QGSP 2.8) [15]. The data from HB2 were used
to make detailed comparisons with the different GEANT4 models in regards to hadron shower depth distributions.
3 Response and Resolution
3.1 Pion Response
Figure 3 shows plots of measured energy in HCAL vs. measured energy in EBP for negatively charged pion
beams of momenta 300, 100, 50, 30, 15, 10, 9, 7, and 5 GeV/c. After making the preliminary pion selection cuts
(Section 2.3) using the Cherenkov and scintillation counters, the beam is still contaminated by muons and electrons
as well as particles interacting upstream of the calorimeters. The contamination frommuons and electrons becomes
progressively worse at lower momentum. Residual electron contamination of the pion beam was reduced by
applying a cut on the energy deposited in ECAL (vertical lines in Figure 3.1). Muons are suppressed by applying a
cut on the weighted sum of the EBP and the HCAL signal. For the high momentum data (10 – 300 GeV/c), this cut
is on a linear combination of the EBP and HCAL energy, while for low beam momenta (5 – 9 GeV/c), the cut is
elliptical as shown in (Figure 3.1). The results are relatively insensitive to the value of the cuts, contributing only
to the systematic uncertainty of the energy measurement. We note that in spite of the cuts described above, there
is still a small contribution of events with very little energy deposited in ECAL together with low energy in HCAL
indicating some contamination from upstream interactions. The outer calorimeter is also not used in this sample to
correct for shower leakage.
The distributions of total energy in EBP plus HCAL (dN/dE) for various pion beam momenta are shown in
Figure 4. Also shown for comparison are calculations of dN/dE using GEANT4 with LHEP and QGSP models.
The overall agreement is good with some deviation of the Monte Carlo prediction from the measured response
at the lowest energies (5 – 9 GeV/c). The mean and standard deviation of the measured response and GEANT4
predictions (LHEP and QGSP) are summarized in Table 1.
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Figure 3: Energy observed in HCAL vs. energy observed in EBP for beams of 300, 100, 50, 30, 15, 10, 9, 7, and 5
GeV/c pions. Cuts used to reject electrons (vertical lines) and muons (diagonal lines and ellipses) are indicated. A
long “tail” with little EBP energy and reduced HCAL energy due to upstream interactions is also evident.
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Table 1: Sample mean and standard deviation of the EBP plus HCAL raw response and comparison to GEANT4
Monte Carlo calculations (LHEP and QGSP) for pions of 5, 7, 9, 10, 15, 30, 50, 100, and 300 GeV/c momenta.
The data and Monte Carlo are not corrected for the intrinsic response ratio for electrons and hadrons.
Data (GeV) LHEP (GeV) QGSP (GeV)
p (GeV/c) mean σ mean σ mean σ
5 3.6 2.0 3.7 2.1 3.7 2.0
7 5.2 2.6 5.3 2.5 5.3 2.5
9 6.7 3.0 6.8 2.8 6.9 2.9
10 7.8 3.0 7.7 3.0 7.7 2.9
15 12.5 3.9 12.3 3.9 12.4 3.9
30 26.5 6.5 26.1 6.6 26.6 6.5
50 45.9 8.7 45.9 9.0 45.6 8.7
100 93.7 13.8 94.0 14.1 93.9 13.5
300 286 35 284 33 288 32
Figure 4 shows the average total observed energy in the calorimeter as a function beam momentum. This is the raw
response with EBP calibrated to electrons and HCAL calibrated to 300 GeV pions. In the next section we discuss
corrections to the linearity as abstracted from the data.
Figure 5 shows the reconstructed (uncorrected) fractional energy resolution vs. true pion beam energy (E). The
resulting resolution is shown in Figure 6. The data may be fit to the form
σ = (1.2)
√
E ⊕ (0.095)E , (1)
where the symbol ⊕ denotes addition in quadrature of the stochastic and constant terms.
3.2 Response Corrections
The response of a non-compensating calorimeter to hadrons is known to be dependent on the fluctuations in the
number of pi0s produced, which grows logarithmically with energy. The calorimeter may be described in terms
of an intrinsic response ratio for electrons and hadrons in EBP (e/h)E and HCAL (e/h)H. In this section, we
describe the procedure by which the data were used to determine the values of (e/h)E and (e/h)H. The observed
energy-dependent response ratio for electrons and pions in EBP (e/pi)E and HCAL (e/pi)H may be written as a
weakly energy-dependent function of (e/h)E and (e/h)H and the electromagnetic fraction of the hadron shower,
f0, due to the production of pi0s [16]:
(e/pi)i =
(e/h)i
1 + [(e/h)i − 1]f0 (i = E or H) (2)
Knowledge of the functions (e/pi)E and (e/pi)H may then be used to correct the observed responses to pions in a
combined EBP plus HCAL, which are refered to as εE and εH, respectively. The absolute scale of εE is calibrated
with electron beams, while the εH is calibrated with 300 GeV/c pions that are non-interacting in ECAL. The
corrected pion energy (E) may be written as




where (e/pi)H300 is the value of (e/pi)H at 300 GeV where the HCAL energy scale is calibrated. The experimental
error (σ) on our direct measurement of E in response to pions may be represented by
σ(E) = (0.80)
√
E ⊕ (0.066)E . (4)
We first describe a fitting procedure which allows (e/h)E and (e/h)H to depend on energy, and then later fix
them to be constants for comparison of the resulting linearity after corrections are made. We express the intrinsic
response ratio of HCAL as
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Figure 4: Total uncorrected energy observed in the calorimeter (EBP plus HCAL) with GEANT4 comparison for
pions at various beam momenta.
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Figure 6: Reconstructed fractional energy resolution vs. beam momentum. The fit to the data points results in
energy resolution which is described by 1.21√
E
⊕ 0.095 (black solid line).




where the value of the constant term (1.39) is determined directly with beams of electrons sent into HCAL with
EBP removed, and the constant a1 may be nonzero due to a possible energy dependence of the response. The
intrinsic response for ECAL, which cannot be directly measured due to its limited thickness (1.1λ), is similarly
written as




We write the pi0 fraction as
f0 = a4[ln(εE + εH)]a5 , (7)
where the constant a5 allows for the possibility of this fraction to deviate from a pure logrithmic behavior [17, 18].









where p0 is the beam momentum, Ei is the corrected measured energy of an individual shower determined using
Eq. 3, and σi is its error determined from Eq. 4. The fits were performed using EBP and HCAL raw energies from
500 pion showers for each of 4 beam momenta of 10, 30, 100 and 300 GeV/c. If no fit is made, χ2 = 6860 for
2000 degrees of freedom, while the 5 parameter fit gives χ2 = 5760 for 1995 degrees of freedom. There appears
to be no significant systematic non-zero trend as a function of beam momentum. Clearly, there are events with
large deviations which reflect the non-Gaussian tails in the resulting fit energy distributions. The Gaussian errors,
however, do not appear to be seriously underestimated.
The best-fit values of a4 = 0.113 and a5 = 0.872 are close to those quoted in fits to the neutral fraction [18].
The resulting plot of f0 as a funtion of energy is shown in Figure 7. The fit is compared to two well-known
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parametrizations of f0 [17, 18]. The values for the other parameters are a1 = 1.39, a2 = 5.64 and a3 = 1.26.
The ratios were found to be (e/h)E = 1.28 and (e/h)H = 1.40 at 300 GeV/c which increase to (e/h)E = 1.97
and (e/h)H = 1.58 at 10 GeV/c. The resulting energy-dependent pion response corrections, (e/pi)E and (e/pi)H
are shown in Figure 8. The data show that the corrections are extremely important at low energy.
Wigmans
Groom
Figure 7: The average fraction of electromagnetic shower energy vs. beam momentum for data (open circles) and
various fits (lines) [18].
The distribution of the raw energy sum, εE + εH, and the corrected energy sum, E, for a beam momentum of 15
GeV/c is shown in Figure 9. The mean measured raw energy is 〈εE + εH〉 = 11.3 GeV with a root mean square
(rms) deviation of 3.3 GeV or 29.4%. The poor linearity of the raw data is evident as a tail of the distribution at
large energies. The size of the corrections to εE and εH is (e/pi)E = 1.46 − 1.75 and (e/pi)H = 1.20 − 1.26 for
±1σ deviations from the mean raw response. The corrected energy distribution has a mean of 〈E〉 = 15.4 GeV,
indicating that the fitting procedure restores linearity as it was designed to do. The rms of 3.90 GeV, or 25%, in
the corrected sample also shows that the fit improves resolution by pulling in the long tails toward the mean.
A scatter plot of the raw and corrected energies in EBP and HCAL is shown in Figure 10. A cut of 12.5 GeV which
was imposed on the raw EBP energy to remove residual electron beam contamination is evident. It is easy to see in
this plot what the corrections are doing. The HCAL energy is slightly increased to correct for non-compensation
in the HCAL for those events where most of the energy is deposited in the HCAL. On the other hand, when most
of the pion energy is deposited in ECAL a larger correction is needed as given by Eq. 2.
Fluctuations about the mean (Figure 9) are not dramatically improved with the energy corrections because the
calorimetry is still non-compensating. Therefore, fluctuations in the neutral fraction (δf0) will continue to cause
fluctuations in the detected energy even though we can calibrate out the mean by correcting event by event. Treating
the complete calorimeter as a simple homogeneous device, the fluctuations δf0 due to all the hadronic interactions
in the pion shower can be related to the resulting contribution to the energy measurement error (∆Ef/E) by
∆Ef
E
≈ (e/h− 1)δf0 . (9)
The resulting fractional contribution to the energy error, ∆Ef/E, is only weakly energy dependent. This error
folds in quadrature with other contributions to the constant term 0.066 in Eq. 4, such as detector inhomogenity and






Figure 8: Response correction factors for EBP and HCAL, (e/pi)E and (e/pi)H, as a function of beam momenta.
The fractional energy resolution for the raw data, the corrected data and the results of a Gaussian fit to the corrected
data are shown in Figure 11. The correction improves the rms resolution, due to the equalization of the mean
responses of the EBP and HCAL compartments of the calorimetry which then removes fluctuations due to event
by event changes in the EBP/HCAL energy partition. This same effect was seen in Figure 10. In addition, the
response is made more Gaussian (see Figure 9), which is reflected in an improvement of the sample rms with
respect to the σ with a Gaussian fit.
The resulting linearity is shown in Figure 12. To further investigate the calorimeter response, we performed a one
parameter fit to a2 by fixing the values a1 = 0, a3 = 0, a4 = 0.11, and a5 = 1. This has the effect of fixing the
intrinsic response ratios, (e/h)E and (e/h)H, as constants, and putting all the energy dependence of the response
into f0. The result of this fit gives a2 = 2.0. The 5 parameter fit gives a smaller value of χ2 because the errors
are large for low momenta. The one parameter fit, however, gives linearity closer to one over a wider momentum
range. Which algorithm is adopted may depend on the particular analysis which is under study. For example, the
rms errors of Eq. 4 can be tuned to emphasize an energy range of interest to a particular analysis. In any case, the





Figure 9: : Distribution of (top) raw total energy and (bottom) corrected total energy for 15 GeV/c incident pions.
The arrow indicates the beam momentum.
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Figure 10: Plot of HCAL energy vs. EBP energy for the 15 GeV/c incident pion beam data. The plots are shown
for (a) raw data and (b) corrected data. Electron contamination in the data has been removed by imposing a cut on
the maximum allowed raw ECAL energy. The lines indicate the average behavior of a linear calorimeter.
Gaussian Fit
Figure 11: Fractional energy resolution for raw, corrected and Gaussian fitted corrected data as a function of beam
momentum from 5 to 300 GeV/c. The thick line indicates a stochastic resolution of 80% (Eq. 4).
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Figure 12: Mean energy response for raw data, corrected data and Gaussian fitted corrected data as a function of




The sum of energies in a matrix of 3×5 (φ, η) segments at each depth was used to measure the deposited energy
from pions to investigate the longitudinal shower development. This ensures full shower containment in the trans-
verse plane. For this measurement, we select pions that do not interact in EBP or the aluminum block in front of
HCAL by requiring minimum ionization in EBP (εE < 0.4 GeV) and a small energy deposition (< 0.7 GeV) in
Layer-0 of HCAL.
Figure 13 shows the measured longitudinal profile for different beam momenta and also displays comparison with
GEANT4 LHEP and QGSP models. The location of the shower maximum increases from layer 1 at 5 GeV/c, to
layer 5 at 300 GeV/c. Overall, GEANT4 simulates the test beam data well. The QGSP physics list shows a shorter
shower profile at 100 – 300 GeV/c beam momentum, which explains why the reconstructed energy is larger due
to smaller leakage out the back of the HCAL. At momenta below 50 GeV/c, both LHEP and QGSP show good
agreement with the test beam data and with each other.
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150 GeV/c
means
    (layer)0!
3.07  (7.41) 
2.85  (6.87) 
2.98  (7.18) 
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100 GeV/c
means
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2.87  (6.91) 
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50 GeV/c
means
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2.66  (6.40) 








0.160 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
30 GeV/c
means
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2.37  (5.71) 
2.32  (5.58) 
2.48  (5.97) 
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10 GeV/c
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1.92  (4.60) 
1.96  (4.69) 
2.01  (4.82) 
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9 GeV/c
means
    (layer)0!
1.90  (4.54) 
1.91  (4.58) 
1.90  (4.54) 
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means
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Figure 13: Longitudinal energy profile observed in HCAL in comparison to GEANT4 for beams of 300, 150, 100,
50, 30, 10, 9, 7, and 5 GeV/c pions.
The HPD has a cross-talk between pixels in the absence of a magnetic field. The magnitude of such cross-talk is
defined as the fraction of the charge of a pixel which is collected by each of its neighbor pixels. This fraction is
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estimated to be in the 1 – 2% range for the most of the pixel pairs. The cross-talk is estimated from the electron
data without EBP, where the back of the HCAL is expected to have no signal from electromagnetic showers. The
HPD pixel layout for HB2 is shown in Figure 14, where it is seen that Layer-0 may receive cross-talk from layers
12, 13, and 16. If the energy in Layer-0 is not corrected for this cross-talk, it could bias the event selection, causing
a shorter average shower profile by suppressing the events with showers which produce more energy in layers 12,
13, and 16. In order to reduce this bias, a correction is made to layer 0 (1.8%) to reduce its value to the most
probable value measured with muons (0.15 GeV) where we assume that muons, on average, deposit minimum
ionization in all layers in depth.
A HPD Cross-talk Systematics and Corrections
HPD has a cross-talk between the pixels (Fig. 24) in the absence of a magnetic field. The magnitude of such
cross-talk is defined as the fraction of the charge of a pixel which is collected by each of its neighbor pixels. This



















Figure 24: Pixels in HPD ”cookie” in ”layers” numbering schema for HB2 read-out implementation.
This effect is most evident in the mesaurement of the longitudinal shower profile for pions, where a MIP is required
in Layer 0. For a 300 GeV/c pion beam, the signal in Layer 0 is the same order of magnitude as a MIP due to the
cross talk from layers 12, 13, and 16. If the energy in Layer 0 is not corrected for this cross-talk, it could bias the
event selection. Uncorrected, this will cause shorter average shower profile by suppressing the events with later
showers which produce more energy in layers 12, 13, and 16. In order to reduce this bias, a correction in following
form is applied:
It brings the most-probable-value (0.4 GeV) of the Layer signal distribution back to the most-probable-value that
is measured for muons (0.15 GeV). In this way, the effect of the cross-talk to the shower shape because of the
event selection is greatly reduced. This type of correction assumes uniformed cross-talk and defines an average
magnitude which is the same for all pixels and fibers. Otherwise, as many as 66 parameters would be needed for
the exact parametrization of the cross-talk between the layers in single tower for HB2.
For the electron longitudinal shower profile, the effect of the cross-talk can be seen as excess signal in the last few
layers 11-16 (see Fig ??). By requiring sum of the signal to be zero in these layers, the average magnitude of the
crosstalk is estimated to be 1.78% .
Figure 25: Crosstalk contribution to the longitudinal shower profile of 100 GeV/c electrons.
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Figure 14: Pixel mapping for the longitudinal readout of HB2.
5 Summary
The CMS calorimeter components, a prototype electromagnetic compartment of lead-tungstate crystals designed
and calibrated for good electron-photon resolution together with a brass-scintillator hadron sampling calorimeter
calibrated with high energy pions, have r ther l rge e/h intrinsic response ratios. This egrades the raw response
of pions. especially at low energy, important for the measurement of jets. In order to measure and study the effect
of e/h, modifications were made to the H2 beam line at CERN, allowing useable beams as low as 5 GeV/c. We
have made detailed measur ments of the EBP plus HCAL response to pions of momentum from 5 to 300 GeV/c.
The uncorrected response follows the form σ = (1.2)
√
E ⊕ (0.095)E. The data have been used to fit the e/pi
response as a function of energy and thus determine the values of the intrinsic e/h to range from 1.3 – 2.7 for the
ECAL crystals and 1.4 – 1.8 for the HCAL brass-scintillator over the energy range 300 – 5 GeV. These values are
used to correct the linearity to approximately 5% uniformity over the entire measured energy range resulting in a
substantially improved resolution at low energy (σ = 25% at 10 GeV).
Each of the 17 layers of HCAL was read out individually to provide a detailed measurement of the longitudinal
shower profile as a function of shower energy. The GEANT4 Monte Carlo has been used to provide detailed
simulations of the shower profile. The models LHEP-3.7 nd QGSP-2.8 agree well with each other and provide
a good representation of the shower profile at energies below 30 GeV/c. Above 30 GeV/c, LHEP gives a better
simulation of the measured shower profile while QGSP gives a profile which is somewhat more compact.
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