Abstract. We identify a class of functions for which an extension of the well known integral test holds, namely, the series φ(x) dx is. We also give the corresponding multidimensional results.
Introduction
The integral test for the convergence of series is a standard topic in any introductory calculus sequence. In its basic form it says that if φ is a continuous positive decreasing function defined in the interval [1, ∞) , then the series are both convergent or both divergent. That the test fails if φ is not decreasing is easy to see by simple examples, such as φ(x) = sin πx for which (1.1) converges but (1.2) does not, or φ(x) = ∞ n=1 (1 + n 4 (x − n) 2 ) −1 for which (1.2) converges but (1.1) does not.
The purpose of this note is to show that under mild conditions on φ, that assure that it does not oscillate too fast, the integral test remains valid if (1.1) and (1.2) are understood in the sense of Cesàro summability.
Our results are another instance of the important intuitive idea that sums φ(k) can be approximated by integrals φ(x) dx and conversely. Other instances include the well-known Euler-Maclaurin formula [6] , [8] or the recent result [2] according to which under mild assumptions on φ, the zeta-function
s admits an analytic continuation to the same region in the s-plane as the integral
s dx. Our analysis is based on a study of the distribution
where δ(x − ξ) is the Dirac delta function concentrated at the point ξ while H(x) is the Heaviside function: H(x) = 0, x < 0; H(x) = 1, x > 0, so that H(x − 1) is the characteristic function of the interval [1, ∞). Indeed,
and thus the question of the equivalence of (1.1) and (1.2) becomes the question of finding the spaces of test functions A for which the distribution σ belongs to the dual space A .
We also consider multidimensional versions of (1.3), such as
and, in this way, we obtain versions of the integral test in R d .
Preliminaries
In this section we discuss some results from the theory of distributions that will be needed in our analysis. For the basic facts on the theory of distributions, in particular, on the standard spaces D and S , we refer to the textbooks [9] , [10] .
The spaces needed in this article are the spaces G β (R d ) that we now explain. Let
Here we use the standard notation:
A topology is obtained by considering the family of seminorms
where ρ q (r) = 1 for 0 ≤ r ≤ 1 and ρ q (r) = r −q for r ≥ 1. The space G β (R d ) is the inductive limit of the spaces G β,q (R d ) as q → ∞. If β = 1, we obtain the space K = G 1 of so-called GLS symbols [7] . The dual space K is fundamental in the theory of distributional asymptotic expansions [6] and in the theory of summability of distributional evaluations [4] , [5] . Indeed, as we explain below, if f ∈ K (R d ) and φ ∈ K(R d ), then the evaluation f (x), φ(x) can be computed as a limit in the Cesàro sense.
The idea of interpreting distributional evaluations as Cesàro limits is best introduced by using the order symbols O(x α ) and o(x α ) in the Cesàro sense. If f ∈ D (R) and α ∈ R \ {−1, −2, −3, . . . }, we say that f(x) = O(x α ) as x → ∞ in the Cesàro sense, and write
if there exists N ∈ N such that each primitive F of order N of f , i.e., F (N ) = f , is an ordinary function for large arguments and satisfies the ordinary order relation
for a suitable polynomial p of degree N − 1 at most. A similar definition applies to the little o symbol.
We say that a distribution f ∈ D (R) has the limit L in the Cesàro sense as x → ∞, and write
Distributional evaluations are treated as follows. Suppose first that supp f is bounded on the left, and consider the evaluation f (x), φ(x) . Let g(x) be the first order primitive of φ(x)f (x) with support bounded on the left. We say that the evaluation f (x), φ(x) exists in the Cesàro sense and equals L, and write
The case when the support of f is bounded on the right is similar and the general case is handled by writing f = f 1 + f 2 with supp f 1 bounded on the left and supp f 2 bounded on the right. It is easy to see that the Cesàro limit of the evaluation is independent of the decomposition.
Proof. See [4] .
In the multidimensional case we consider Cesàro summability by spherical means. The definitions in the general case can be found in [3] . In this article we only need the summability of evaluations f (x), φ(x) where f is a Radon measure. In this situation the evaluation
is the characteristic function of a ball of radius A. The evaluation f (x), φ(x) is Cesàro summable by spherical means if the limit of F (A) as A → ∞ exists in the Cesàro sense. We have:
is Cesàro summable by spherical means.
Proof. See [3] .
The test in one variable
In this section we show that the integral test for the Cesàro summability of the series
Proof. Since f (x), φ(x) = φ(x)f(x), 1 , then in view of Theorem 2.1, it suffices to see that φf ∈ K whenever f ∈ G β and φ ∈ G β . But since φf, ψ = f, ψφ , this would follow if we show that ψφ ∈ G β whenever ψ ∈ K and φ ∈ G β . Now, if Proof. Let f n be the n-th order primitive of f with zero mean. If n is large enough, then f n is continuous and, consequently, bounded on the whole real line. Let φ ∈ G β . There exists p ∈ R such that φ (n) (x) = O(|x| p−nβ ) as |x| → ∞. If n is large enough, then f (x), φ(x) = (−1) n f n (x), φ (n) (x) is given by the convergent integral (−1)
If we apply the lemma to the distribution
which differs from this by the addition of a compactly supported distribution.
With these preliminaries we can give our extension of the integral test. Proof. The distribution σ + (x) = ∞ k=1 δ(x − k) − H(x − 1) belongs to G β because β > 0 and, in view of Lemma 3.1, σ + (x), φ(x) is (C) summable because β ≤ 1. That is, the Cesàro limit
dx, the existence of the (C) limit of 1≤k≤A φ(k) as A → ∞ is equivalent to the existence of the (C) limit of
Let us consider some illustrations. φ(x) dx converges. It follows from the integral test of Theorem 3.1 that the series ∞ n=1 1 n sin(an α ) is (C) summable for any a ∈ R. It then follows from a theorem of Littlewood [11] that the series is convergent: indeed, any Cesàro summable series is Abel summable and Littlewood's theorem says that if ∞ n=1 a n is Abel summable and a n = O(1/n), then ∞ n=1 a n converges.
The series
, a > 0, admits a continuation to C as an entire function. It can be shown [1] , [3] that
where ζ(s) is Riemann's zeta function.
Example 3.2. Observe that the integral
ρ sin x dx is (C) summable for any ρ ∈ C. This can be seen by repeated integration by parts or by using Theorem 2.1 with f (x) = H(x − 1)x ρ sin x, which belongs to K . Thus, the integral ∞ 1 x β sin(ax α ) dx, which can be reduced to that one by a change of variables, is (C) summable for any α > 0 and β ∈ C. If 0 < α < 1, we can apply our test to a smooth function φ that satisfies φ(x) = x β sin(ax α ) for |x| ≥ 1, and which therefore belongs to G 1−α , to obtain that the series
is (C) summable for any a ∈ R, β ∈ C if 0 < α < 1. Another proof can be seen in Hardy's book [8] .
The test can also be applied to series containing Bessel functions. Example 3.3. Let J ν (x) be the Bessel function of the first kind of order ν ∈ R. If 0 < α < 1 and β ∈ C, then a smooth function φ that satisfies φ(x) = |x| β J ν (a|x| α ) for |x| ≥ 1 belongs to G 1−α . The integral
dx is (C) summable for any ρ ∈ C, and so the same is true of the integral
Hence, the series
is Cesàro summable if β ∈ C, a ∈ R and 0 < α < 1.
The standard integral test is also useful when both the series and the integral diverge. Indeed, if φ is positive and decreasing, then the sequence
φ(x) dx is also positive and decreasing and thus convergent. Thus n k=1 φ(k) ∼ n 1 φ(x) dx + C for some constant C as n → ∞. In our case a similar result holds. 
The test in several variables
The results corresponding to Lemmas 3.1 and 3.2 remain valid in R d .
Then the evaluation f (x), φ(x) is (C) summable by spherical means.
Proof. As in the one-dimensional case, it suffices to verify that if β ≤ 1, then
In order to give our next result, we need to clarify the notion of mean of a periodic function of several
, where e j are the unit coordinate vectors, e j = (δ ij ) n i=1 , then f admits an expansion in a Fourier series, f (x) = k∈Z d a k e 2πix·k . The mean of f is the constant term in the Fourier series, namely, a 0 .
In general, f ∈ D (R d ) is said to be periodic if the set of periods
If that is the case, then we can find a nonsingular linear transformation A :
has periods e 1 , . . . , e d . The mean of f is then the mean of f (Ax).
Proof. Let L be the differential operator ∂ d /∂x 1 . . . ∂x d . Let f n be the periodic generalized function with zero mean that satisfies L n f n = f . If n is large enough, then f n is continuous, and thus bounded.
We apply this lemma to the distribution
This distribution is periodic, with Z d as its lattice of periods, and has zero mean.
and the integral Let us consider some illustrations.
Example. Let α 1 , . . . , α d be numbers that satisfy 0 < α j < 1, 1 ≤ j ≤ d. Let φ be a smooth function that satisfies Example. If 0 < α < 1, ν ∈ R and β ∈ R, then in R d the integral
is Cesàro summable. Therefore, the series
is Cesàro summable.
