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Ho¨lder continuity of bounded, weak solutions of a variational
system in the critical case
Nirav Shah
Abstract
Let Ω ⊂ R2 be a bounded, Lipschitz domain. We consider bounded, weak solutions (u ∈
W 1,2 ∩ L∞(Ω;RN )) of the vector-valued, Euler-Lagrange system:
div
(
A(x, u)Du
)
= g(x, u,Du) in Ω. (0.1)
Under natural growth conditions on the principal part and the inhomogeneity, but without
any further restriction on the growth of the inhomogeneity (for example, via a smallness
condition), we use a blow-up argument to prove that every bounded, weak solution of (0.1)
is Ho¨lder continuous. Since the dimension of Ω is 2 and u ∈ W 1,2(Ω;RN ), we are in the
critical setting, and hence, cannot use the Sobolev embedding theorem to deduce Ho¨lder
continuity.
Our results are connected to a particular case of the open problem of whether all solutions
(and not just extremals) of variational systems are Ho¨lder continuous in the critical setting.
1 Introduction
Let Ω ⊂ Rn, n ≥ 2 be a bounded, Lipschitz domain. Beck and Frehse [1] considered elliptic
systems of the type:
div (a(x, u,Du)) = a0(x, u,Du) in Ω ⊂ R
n. (1.1)
The principal part a and the inhomogeneity a0 are Carathe´odory functions, and the system
satisfies the natural growth conditions, that is,
 |a(x, z, ζ)| ≤ K(1 + |ζ|
p−1)
|a0(x, z, ζ)| ≤ K0(1 + |ζ|
p)
(1.2)
for all (x, z, ζ) ∈ Ω × RN × RNn, for some K,K0 > 0 and some fixed p > 1. We recall what it
means to weakly solve (1.1).
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Definition 1.1. A function u ∈W 1,p ∩ L∞(Ω;RN ) is called a bounded, weak solution of (1.1)
if ∫
Ω
a(x, u,Du) ·Dϕ dx =
∫
Ω
a0(x, u,Du) · ϕ dx (1.3)
for all ϕ ∈ C∞c (Ω;R
N ).
Remark 1.2. Strictly speaking, the test functions ϕ in Definition 1.1 should be in W 1,p0 ∩
L∞(Ω;RN ). However, it suffices to show (1.3) for every ϕ ∈ C∞c (Ω;R
N ), as (1.3) will then
hold for all ϕ ∈W 1,p0 ∩ L
∞(Ω;RN ) via a density argument.
Remark 1.3. If u ∈ W 1,p(Ω;RN ) and satisfies (1.3), then we say u is a weak solution of (1.1).
Typically, we would assume that the system satisfies the controllable growth conditions, that
is,
|a(x, z, ζ)| ≤ K(1 + |ζ|p−1)
|a0(x, z, ζ)| ≤ K0(1 + |ζ|
p−1)
for all (x, z, ζ) ∈ Ω× RN × RNn, for some K,K0 > 0 and some fixed p > 1.
When p = n, we are in the critical setting, that is, the Sobolev embedding theorem does not
say whether or not u is Ho¨lder continuous.
Beck and Frehse [1, Thm. 1.4] demonstrated that, under zero-Dirchlet boundary conditions,
there is at least one weak vector-valued solution u : Ω → RN that is locally Ho¨lder continuous
in the critical setting. In other words, there is a u ∈ W 1,n ∩ C0,γloc (Ω;R
N ) for some γ ∈ (0, 1)
that weakly solves (1.1).
It is of further interest to investigate the regularity of bounded, weak solutions of (1.1). A
possible strategy is to consider cases depending on the particular structure of the principal
part. For instance, we might restrict ourselves to diagonal systems, variational systems or
non-diagonal systems. The principal part is said to be of diagonal form if
aαi (x, z, ζ) =
n∑
k=1
Aik(x, z)ζ
α
k
for α ∈ {1, . . . , N}, i ∈ {1, . . . , n} and (x, z, ζ) ∈ Ω×RN×RNn. Otherwise, it is of non-diagonal
form. Variational systems are Euler-Lagrange systems of variational integrals
w 7→
∫
Ω
f(x,w,Dw) dx
that have a sufficiently regular integrand f : Ω× RN × RNn → R, in which case we have
a = Dζf and a0 = Dzf.
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Note that variational systems are not necessarily diagonal in general.
Aside from the natural growth conditions, one typically needs further growth restrictions of the
inhomogeneity to prevent certain irregularities. For instance,
u(x) =
x
|x|
(x ∈ B(0, 1) ⊂ R3) (1.4)
is a bounded, weak solution u ∈W 1,2 ∩ L∞(B(0, 1);R3) of
−△u = |Du|2u in B(0, 1), (1.5)
but it is discontinuous at the origin.
It is, therefore, necessary to impose some further structure assumptions to exclude such so-
lutions. Typically, one controls the growth of the principal part from below via an ellipticity
condition:
a(x, z, ζ) · ζ ≥ λ|ζ|n,
for all (x, z, ζ) ∈ Ω× RN × RNn and some λ > 0. To restrict the growth of the inhomogeneity,
one can impose a one-sided condition on the inhomogeneity:
a0(x, z, ζ) · z ≤ λ
∗|ζ|n
for all (x, z, ζ) ∈ Ω×RN ×RNn and some λ∗ ∈ (0, λ). Alternatively, one can impose a smallness
condition in terms of the L∞-norm of the solution itself:
K0‖u‖∞ < λ. (1.6)
Note that the one-sided condition is a weaker condition than the smallness condition. If λ =
K = K0 = 1, then solutions like (1.4) for (1.5) would not be considered because the smallness
and one-sided conditions are violated.
Several regularity results are already known under stronger versions of (1.6), see, for example,
the list in Hildebrandt’s survey paper [13, p. 535]. More specifically, the assumptions 2K0M < λ
or λ∗+K0M < λ (known as a two-sided condition), have been widely assumed by many authors
for non-diagonal systems in obtaining a number of regularity results, see, for example, [9, p.
326], [12, pp. 15–16] and [3, Lemma 4.1]. It has remained a long-standing open problem as to
whether the results can still hold for K0M < λ.
Hildebrandt and Widman considered diagonal systems and showed that under the smallness
condition K0M < λ and when p = n = 2, bounded, weak solutions are locally Ho¨lder con-
tinuous [14, Thm. 4.1]. They conjectured that the smallness condition could be weakened to
3
a one-sided condition on the inhomogeneity without compromising the regularity upshot. In-
deed, for two dimensions, Wiegner [16, Thm. 1] proved that all bounded, weak solutions of the
diagonal system:
div (Aij(x)Dju
α) = gα(x, u,Du),
are Ho¨lder continuous when the inhomogeneity satisfies a one-sided condition.
Not every non-diagonal system under the one-sided condition will guarantee that bounded, weak
solutions are Ho¨lder continuous in the critical case. Indeed, Beck and Frehse [1, §3.1] gave a
counterexample. However, their counterexample is not applicable for our setting as the system
does not follow the variational structure explored here. Certainly, it is an open problem whether
all bounded, weak solutions of every non-diagonal system with the smallness condition (1.6) are
Ho¨lder continuous in the critical setting.
For variational systems, Morrey [15, Thm. 4.3] proved that weak minima for variational sys-
tems are Ho¨lder continuous in the critical case. Bounded weak local minima for quadratic
functionals under diagonal coefficients, that is, functionals for which the integrand is of the
form f(x, z, ζ) = Aij(x, z)ζ
α
j ζ
α
i , are Ho¨lder continuous if the inhomogeneity satisfies a one-sided
condition (Giaquinta and Giusti [10, Thm. 5.2]). Lastly, Beck and Frehse remark [1, p. 947]:
It is an interesting, open problem whether all solutions (such as non-extremals of
the Euler equation) with smooth data are Ho¨lder continuous, in particular for the
two-dimensional case n = p = 2.
This paper is in response to the above remark.
2 Assumptions and statement of main result
In this paper, we demonstrate regularity, in the sense of Ho¨lder continuity, of bounded, weak
vector-valued solutions u : Ω→ RN of the following elliptic system:
div
(
Aαβij (x, u)Dju
β
)
=
1
2
∂Aγβij
∂zα
(x, u)Dju
βDiu
γ in Ω (Aαβij = A
βα
ji ). (2.1)
We index α, β and γ from 1 to N , while we index i and j from 1 to 2. We let ux0,r denote
the integral average of u on the the ball B(x0, r). The principal part and the inhomogeneity
are defined on Ω × RN × R2N , and we denote their arguments by x ∈ Ω, z ∈ RN and ζ ∈
4
R
2N , respectively. The system (2.1) is the Euler-Lagrange system of the following quadratic
functional: ∫
Ω
Aαβij (x, u)Dju
βDiu
α dx. (2.2)
Note that the system (2.1) is in general allowed to be of non-diagonal type.
We assume that the following hypotheses are satisfied:
(H1) The domain Ω is an open, bounded subset of R2 with Lipschitz boundary.
(H2) The coefficients Aαβij (x, z) are smooth in Ω × R
N and satisfy the following estimates for
some K,K0 > 0 and for all (x, z) ∈ Ω× R
N :∣∣∣∣∣∂A
γβ
ij
∂zα
(x, z)
∣∣∣∣∣ ≤ 2K0 and |Aαβij (x, z)| ≤ K. (2.3)
Note that the estimates (2.3) imply that the principal part and the inhomogeneity satisfy
the natural growth conditions:∣∣∣∣∣12
∂Aγβij
∂zα
(x, z)ζβj ζ
γ
i
∣∣∣∣∣ ≤ K0|ζ|2 and |Aαβij (x, z)ζβj | ≤ K|ζ| (2.4)
for all x ∈ Ω, z ∈ RN and ζ ∈ R2N .
(H3) The principal part fulfills the ellipticity condition:
Aαβij (x, z)ζ
β
j ζ
α
i ≥ λ|ζ|
2
for some λ > 0 and for all (x, z, ζ) ∈ Ω×RN ×R2N .
Remark 2.1. The diagonal version of (2.1) has connections to geometry, for instance, in the
theory of harmonic mappings between Riemannian manifolds, see [4].
Our problem, which is interesting in its own right, is a particular case of the open problem,
mentioned by Beck and Frehse. As u ∈W 1,2(Ω;RN ) and the dimension of Ω is 2, we are in the
critical setting, and therefore, we cannot deduce Ho¨lder continuity immediately via the Sobolev
embedding theorem.
Our main result is the following regularity result for bounded, weak solutions of (2.1):
Theorem 2.2. If u ∈ W 1,2 ∩ L∞(Ω;RN ) with M ≡ ‖u‖∞ is a bounded, weak solution to the
system (2.1) under assumptions (H1) to (H3), then for any γ ∈ (0, 1) we have u ∈ C0,γ
loc
(Ω;RN ).
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Remarkably, we arrive at the regularity result without any further restriction on the growth
of the inhomogeneity. In particular, we do not impose a smallness condition or a one-sided
condition. Aside from partially resolving the open problem framed in Beck’s and Frehse’s paper,
it extends Wiegner’s result [16, Thm. 1] to non-diagonal systems, it allows for Giaquinta’s and
Giusti’s [9] result to hold true without any growth restrictions on the inhomogeneity and it also
extends Giaquinta’s and Giusti’s [10] result to not just bounded minima but all critical points
of the quadratic functional (without further growth restrictions on the inhomogeneity).
3 Overview of technique
We recall the integral characterisation of Ho¨lder continuous functions via Campanato spaces
Lp,µ(Ω;RN ) for µ > n:
Lp,µ(Ω;RN ) ∼= C0,α(Ω;RN ) (3.1)
for some α ∈ (0, 1]. Given γ ∈ (0, 1), we turn our attention to proving that
u ∈ L2,2+2γloc (Ω;R
N ), (3.2)
whence Theorem 2.2 follows by (3.1) (for α = γ). The first step is to obtain an energy-decay
estimate on certain balls about a common centre of fixed but (discretely) shrinking radii. An
iteration of this energy-decay estimate then shows (3.2).
Establishing the energy-decay estimate, can be done directly or by contradiction. We use a
blow-up method, which is an argument by contradiction, to obtain the energy-decay estimate.
The technique can be traced back to De Giorgi and Almgren (cited in [3, p. 269]) although
they used it on the excess function of the solution. The essential idea is to assume that the
energy-estimate fails on a sequence of shrinking balls and then to shift and rescale each ball,
that is, to blow-up each ball into the unit ball. Furthermore, we have a sequence of solutions
to the corresponding sequence of systems in the unit ball. Each of the energies of the blown up
solutions also violate the estimate in the unit ball. However, the blown-up solutions converge
in the limit to a solution of a constant coefficient, homogeneous and elliptic system. It is known
that the energy of such solutions satisfies the estimate, see, for example, [8, Chap. III], resulting
in a contradiction.
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4 Preliminaries
Definition 4.1. Given u ∈ W 1,2(Ω;RN ), we define its energy on a given ball B(x0, r) ⊂⊂ Ω
as:
Φ(x0, r) ≡
∫
B(x0,r)
|Du|2 dx. (4.1)
We state the following form of Poincare´’s inequality on balls and refer the reader, for example,
to [2, Appendix 1 §3] for a proof.
Theorem 4.2. Let B(x, r) be a ball in Rn with radius r. If u ∈W 1,p(Br) for some p ∈ [1,∞),
then ∫
B(x,r)
|u− ux,r|
p dy ≤ C(n, p)rp
∫
B(x,r)
|Du|p dy. (4.2)
If we have a solution of a constant coefficient, homogeneous and elliptic system, then its gradient
will also solve the same system. We can then apply the following result from Giaquinta’s book [8,
Chap. III, Thm. 2.1] immediately to the gradient in the unit ball B(0, 1) ⊂ R2.
Lemma 4.3. Let bαβij be constants for α, β ∈ {1 . . . , N} and i, j ∈ {1, 2} satisfying:
L|ζ|2 ≥ bαβij ζ
β
j ζ
α
i ≥ λ|ζ|
2
for all ζ ∈ R2N and some λ,L > 0. If u ∈W 1,2 ∩ L∞(Ω;RN ) satisfies:
∫
B(0,1)
bαβij Dju
βDiϕ
α dx = 0
for every ϕ ∈ C∞c (B(0, ρ);R
N ), then
Φ(0, ρ) ≤ c0ρ
2Φ(0, 1)
for all ρ ∈ (0, 1) and some c0 = c0(N,λ,L) > 1.
5 The energy-decay estimate
Henceforth, we let u ∈W 1,2 ∩L∞(Ω;RN ) with ‖u‖L∞(Ω;RN ) ≡M be a bounded, weak solution
of the system (2.1) under the assumptions (H1) to (H3). We also let Φ(x0, r) as defined in (4.1)
denote its energy on the ball B(x0, r) ⊂⊂ Ω.
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Proposition 5.1. Let τ ∈ (0, 1) be given. Then there is an r0 = r0(τ,N,K, λ) > 0 and an
ε0 = ε0(τ,N,K, λ) > 0 such that if
Φ(x0, r) < ε
2
0
for some B(x0, r) ⊂⊂ Ω and some r ∈ (0, r0), then
Φ(x0, τr) ≤ 2c0τ
2Φ(x0, r).
Here, c0 = c0(N,K, λ) > 1 is the constant in Lemma 4.3.
Proof. If the proposition were false for some τ ∈ (0, 1), then we can seek out a sequence of balls
B(xm, rm) ⊂⊂ Ω such that rm ց 0 and
Φ(xm, rm) ≡ ε
2
m → 0 (5.1)
as m→∞, but
Φ(xm, τrm) > 2c0τ
2ε2m (5.2)
for each m ∈ N.
We shift and rescale, that is, we blow-up each ball B(xm, rm) into the unit ball B ≡ B(0, 1) by
defining
y ≡
x− xm
rm
(m ∈ N, x ∈ B(xm, rm)).
Note that y ∈ B. We also let
vm(y) ≡
u(xm + rmy)− uxm,rm
εm
(y ∈ B, m ∈ N).
By a change of coordinates from B(xm, rm) to B, we immediately have
(vm)0,1 = 0 (5.3)
and
Dvm(y) =
rm
εm
Du(x) (5.4)
for each vm.
For each vm, we define its energy in B(z, r) ⊆ B as
Ψm(z, r) ≡
∫
B(z,r)
|Dvm|
2 dy.
Then following a change of coordinates from B(xm, rm) to B, we deduce that
Ψm(0, 1) =
∫
B(0,1)
|Dvm(y)|
2 dy = 1 (5.5)
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from (5.1) and
Ψm(0, τ) =
∫
B(0,τ)
|Dvm(y)|
2 dy > 2c0τ
2 (5.6)
from (5.2), respectively.
By Poincare´’s inequality (4.2), (5.3) and (5.5),
∫
B(0,1)
ε2m|vm(y)|
2 dy ≤ Cε2m
∫
B(0,1)
|Dvm(y)|
2 dy = Cε2m,
and consequently,
lim
m→∞
∫
B(0,1)
ε2m|vm(y)|
2 dy = 0. (5.7)
As Ω is bounded, there is some ball B(0, R0) ⊂ R
2 such that Ω ⊂ B(0, R0), and consequently,
|xm| ≤ R0 (m ∈ N). (5.8)
Given that ‖u‖∞ =M , we also have
|uxm,rm| ≤M (m ∈ N). (5.9)
Finally, we recall that
lim
m→∞
rm = 0. (5.10)
It follows from (5.7), (5.8) and (5.9) that, by passing to a subsequence and relabelling, if
necessary, as m→∞ we have
εmvm → 0 a.e. in B
(xm, uxm,rm)→ (x0, u0) for some (x0, u0) ∈ Ω×R
N .
(5.11)
Then (5.11), (5.10) and (H2) imply that
Aαβij
(
xm + rmy, uxm,rm + εmvm(y)
)
→ bαβij a.e. in B(0, 1) (5.12)
as m → ∞ for some constants bαβij . These constant coefficients satisfy the ellipticity condition
(H3) because the coefficients Aαβij (xm + rmy, uxm,rm + εmvm(y)) do for each m ∈ N and are
smooth in Ω× RN × R2N .
Poincare´’s inequality (4.2), (5.3) and (5.5) also imply that the sequence {vm}
∞
m=1 is uniformly
bounded in W 1,2(B(0, 1);RN ) since
∫
B(0,1)
|vm(y)|
2 dy ≤ C
∫
B(0,1)
|Dvm(y)|
2 dy = C
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for all m ∈ N. Therefore, we can pass to a subsequence (that we still denote as {vm}
∞
m=1) such
that as m→∞, 
 vm → v in L
2(B(0, 1);RN )
Dvm ⇀ Dv in L
2(B(0, 1);R2N )
(5.13)
for some v ∈W 1,2(B(0, 1);RN ). Let the energy of v in the ball B(σ, ρ) ⊂ B be given as:
Ψ(σ, ρ) ≡
∫
B(σ,ρ)
|Dv|2 dy.
Via the lower semicontinuity of the norm with respect to the weak convergence in (5.13), we
arrive at the following bound on Dv:
‖Dv‖2L2(B(0,1)) ≤ lim infm→∞
‖Dvm‖
2
L2(B(0,1)) = 1.
This bound implies that
Ψ(0, 1) ≤ 1. (5.14)
Given any ϕ ∈ C∞c (B(0, 1);R
N ), suppose we can demonstrate that
∫
B(0,1)
bαβij Djv
βDiϕ
α dy = 0. (5.15)
Furthermore, suppose that we can improve the weak convergence of the gradients to strong
convergence, that is,
Dvm → Dv in L
2
loc(B(0, 1);R
2N ) (5.16)
as m→∞.
Then via Lemma 4.3, (5.16), (5.6) and (5.14) we have
c0τ
2Ψ(0, 1) ≥ Ψ(0, τ) = lim
m→∞
Ψm(0, τ) ≥ 2c0τ
2 ≥ 2c0τ
2Ψ(0, 1). (5.17)
If Ψ(0, 1) = 0, then Ψ(0, ρ) = 0 for each ρ ∈ (0, 1) because the energy is non-negative. In
particular, we would have Ψ(0, τ) = 0. However, Ψ(0, τ) > 0 by (5.6) and (5.16). Therefore,
Ψ(0, 1) > 0, and we arrive at the contradiction 1 ≥ 2 from (5.17) thereby concluding the
proof.
Remark 5.2. Suppose that we wish to generalise Theorem 2.2 to higher dimensions. Assume
that we have appropriate growth conditions so that a weak solution u ∈ W 1,n ∩ L∞ to (2.1)
makes sense. Naturally, we would define its energy on a ball B(x, r) ⊂⊂ Ω as
Φ∗(x, r) ≡
∫
B(x,r)
|Du|n dx
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The analogue of Proposition 5.1 in higher dimensions would roughly read something akin to:
given a sufficiently small τ ∈ (0, 1), there exists an (ε0, r0) ∈ (0,∞) × (0,∞) such that if for
some small enough ball Φ∗(x, r) < εnm, then we must have Φ(x0, τr) ≤ 2c
∗
0τ
nΦ(x0, r) for some
c∗0 = c
∗
0(n,N,K, λ) > 1. In any case, we initiate the blow-up argument and expect that∫
B(0,1)
|Dvm|
n dy = 1
analogous to (5.5). However, as we would have∫
B(xm,rm)
|Du|n dx = εnm,
then upon rescaling we arrive at∫
B(0,1)
|Dvm|
n dy = r2−nm →∞ as m→∞.
This is not ideal since we do not subsequently have weak compactness of the sequence {vm}m∈N ⊂
W 1,n(Ω;RN ). Without weak compactness we cannot conclude the existence of a limit solution
in the unit ball nor can we obtain the analogues of (5.15) and (5.16). This points to a major
obstacle in proving regularity in higher dimensions via the blow-up argument on the energy of
the solution as well as the particulars of the argument to the two-dimensional setting.
It remains to prove (5.15) and (5.16). These are formulated as Lemma 6.2 and Lemma 7.3,
respectively. For brevity in the forthcoming sections, we let
Aαβij (xm + rmy, uxm,rm + εmvm(y)) ≡ A
αβ
ij,m(y)
and
∂Aγβij
∂zα
(xm + rmy, uxm,rm + εmvm(y)) ≡
∂Aγβij,m
∂zα
(y),
respectively.
6 Convergence of the rescaled solutions to a linear system
The goal of this section is to prove (5.15).
Lemma 6.1. For each φ ∈ L2(B(0, 1);R2N ), we have∫
B(0,1)
Aαβij,m(y)Djv
β
m(y)φ
α
i (y) dy →
∫
B(0,1)
bαβij Djv
β(y)φαi (y) dy, (6.1)
as m→∞.
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Proof. Given φ ∈ L2(B(0, 1);R2N ), we arrive at the following estimate via the triangle inequal-
ity, Ho¨lder’s inequality and (5.5):∣∣∣∣∣
∫
B(0,1)
[Aαβij,m(y)Djv
β
m(y)− b
αβ
ij Djv
β(y)]φαi (y) dy
∣∣∣∣∣
≤
∫
B(0,ρ)
|Aαβij,m(y)− b
αβ
ij ||Djv
β
m(y)||φ
α
i (y)| dy
+
∣∣∣∣∣
∫
B(0,ρ)
bαβij [Djv
β
m(y)−Djv
β(y)]φαi (y) dy
∣∣∣∣∣
≤
(∫
B(0,1)
|Aαβij,m(y)− b
αβ
ij |
2|φ(y)|2 dy
)1
2
+
∣∣∣∣∣
∫
B(0,ρ)
bαβij [Djv
β
m(y)−Djv
β(y)]φαi (y) dy
∣∣∣∣∣ . (6.2)
As m→∞, we see that
∫
B(0,1)
|Aαβij,m(y)− b
αβ
ij |
2|φ(y)|2 dy → 0 (6.3)
by (H2) and (5.12) and
∫
B(0,ρ)
bαβij [Djv
β
m(y)−Djv
β(y)]φαi (y) dy → 0 (6.4)
by (5.13). Therefore, (6.3) and (6.4) imply that the right-hand side of (6.2) vanishes as m→∞,
and consequently,
lim
m→∞
∫
B(0,1)
Aαβij,m(y)Djv
β
m(y)φ
α
i (y) dy =
∫
B(0,1)
bαβij Djv
β(y)φαi (y) dy.
Lemma 6.2. The function v ∈W 1,2(B;RN ) weakly solves the linear system
div (bαβij Djv
β) = 0.
Proof. Given any ball B(xm, rm) ⊂⊂ Ω and any test function ϕ˜ ∈ C
∞
c (B(xm, rm);R
N ), we
know that u satisfies the following equation:
I ≡
∫
B(xm,rm)
Aαβij (x, u(x))Dju
β(x)Diϕ˜
α(x) dx
= −
∫
B(xm,rm)
1
2
∂Aγβij
∂zα
(x, u(x))Dju
β(x)Diu
γ(x)ϕ˜α(x) dx ≡ II.
12
By rescaling from B(xm, rm) to B, we find that
I = εm
∫
B(0,1)
Aαβij,m(y)Djv
β
m(y)Diϕ˜
α(xm + rmy) dy
and
II = −ε2m
∫
B(0,1)
1
2
∂Aγβij,m
∂zα
(y)Djv
β
m(y)Div
γ
m(y)ϕ˜
α(xm + rmy) dy.
Writing ϕm(y) for ϕ˜(xm + rmy) and equating I to II, we see that∫
B(0,1)
Aαβij,m(y)Djv
β
m(y)Diϕ
α
m(y) dy
= −εm
∫
B(0,1)
1
2
∂Aγβij,m
∂zα
(y)Djv
β
m(y)Div
γ
m(y)ϕ
α
m(y) dy. (6.5)
Given any ϕ ∈ C∞c (B(0, 1);R
N ), we arrive at the following estimate for the left-hand side
of (6.5) by (H2) and (5.5):∣∣∣∣∣
∫
B(0,1)
Aαβij,m(y)Djv
β
m(y)Diϕ
α(y) dy
∣∣∣∣∣ ≤ εmK0‖Dvm‖2L2(B)‖ϕ‖∞ ≤ εmK0‖ϕ‖∞. (6.6)
Thus,
lim
m→∞
∫
B(0,1)
Aαβij,m(y)Djv
β
m(y)Diϕ
α(y) dy = 0 (ϕ ∈ C∞c (B(0, 1);R
N )) (6.7)
because εm → 0 as m→ 0.
Given ϕ ∈ C∞c (B(0, 1);R
N ), we also recall (6.1):
lim
m→∞
∫
B(0,1)
Aαβij,m(y)Djv
β
m(y)Diϕ
α(y) dy =
∫
B(0,1)
bαβij Djv
βDiϕ
α dy. (6.8)
Equating (6.7) and (6.8) concludes our proof.
7 From weak to strong convergence of the rescaled gradients
The proof of (5.16) is described in this section.
Lemma 7.1. For almost every r ∈ (0, 1),
lim sup
m→∞
∫
B(0,r)
Aαβij,m(y)Djv
β
m(y)Div
α
m(y) dy ≤
∫
B(0,r)
bαβij Djv
β(y)Div
α(y) dy (7.1)
Proof. We will write B instead of B(0, 1) for brevity. For each m ∈ N, we define the following
sequence of measures:
µm(E) ≡ inf
{∫
G
|Dvm|
2 dy
∣∣ E ⊂ G, G ⊂ B is Borel} (E ⊂ B). (7.2)
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By (5.5), the measures µm are uniformly bounded in the space of finite Radon measures on
B. Hence, there is a finite Radon measure µ on B such that upon passing to a subsequence, if
necessary, we have that
lim sup
m→∞
µm(K) ≤ µ(K) (7.3)
for each compact K ⊂ B. We refer the reader to [6, §1.9], for instance, concerning the basic
theory of weak convergence and compactness of Radon measures including the proof of (7.3).
Since µ(B) <∞ we have that µ(∂Br) = 0 for all but countably many r ∈ (0, 1). Such a result
is a consequence of finite measures and can be found, for example, in [7, Prop. 1.15].
Let r ∈ (0, 1) be such that
µ(∂Br) = 0 (7.4)
and let s ∈ (0, r). We let η ∈ C∞c (B(0, r);R) be a smooth cutoff function such that η ≡ 1 on Bs.
Next, fix σ ∈ (0,∞) and define ξσ : R→ R as follows:
ξσ(t) =


σ t > σ
t −σ ≤ t ≤ σ
−σ t < −σ.
The function ξσ is not differentiable only on the set {σ,−σ}. However, as |{σ,−σ}| = 0, the
function ξσ has a unique weak derivative that agrees with the classical derivative of ξσ upto the
set {σ,−σ}. Thus,
ξ′σ(t) =


0 t > σ
1 −σ < t < σ
0 t < −σ.
(7.5)
is the weak derivative of ξσ.
Finally, for each m ∈ N we consider the following test function:
ϕαm(y) ≡ η(y)ξσ(v
α
m(y)− v
α(y)) (y ∈ B,α ∈ {1, . . . , N}).
Note that ϕm ∈W
1,2
0 ∩L
∞(B;RN ) for each m ∈ RN . By Remark 1.2, it is, therefore, a suitable
test function to use in (6.5) as for each m ∈ N, vm ∈ W
1,2 ∩ L∞(B;RN ) is a bounded, weak
solution to
div (Aαβij,mDjv
β
m) = εm
1
2
∂Aγβij,m
∂zα
Djv
β
mDiv
γ
m in B.
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Since ξ′σ ∈ L
∞(R) and (vαm−v
α) has a weak derivative in B for each m ∈ N and α ∈ {1, . . . , N},
we have ξσ(v
α
m − v
α) has a weak derivative in B for each m ∈ N and α ∈ {1, . . . , N} given by
Di[ξσ(v
α
m − v
α)] =

 ξ
′
σ(v
α
m − v
α)(Div
α
m −Div
α) if (vαm − v
α) /∈ {σ,−σ}
0 if (vαm − v
α) ∈ {σ,−σ}
(7.6)
for a.e. y ∈ B, see, for example, [11, Thm. 7.8]. Clearly, |D[ξσ(vm − v)]| ∈ L
2(B) for each
m ∈ N as vm − v ∈W
1,2(B;RN ) for each m ∈ N.
As each vm ∈ L
1(B;RN ), it follows that |vm| : B → R
∗ is measurable and |vm| < ∞ a.e. in B.
A measurable function must be defined at least a.e. in B so that one can extend the function
to the whole ball B without affecting its measurability or altering its equivalence class under
the ‘almost everywhere’ equivalence relation. Subsequently, one then works with the extension.
Thus, every vm is defined a.e. in B. Therefore, (7.6) only fails on the null set {|vm| = ∞} or
where vm is not defined (which is also a null set).
By (7.5), we note that
ξ′σ(v
α
m − v
α) =


0 if vαm − v
α > σ
1 if − σ < vαm − v
α < σ
0 if vαm − v
α < −σ
(7.7)
for each m ∈ N and α ∈ {1, . . . , N}. For each α ∈ {1, . . . , N}, m ∈ N and σ ∈ (0,∞), we define
Θασ,m ≡ {y ∈ B | |v
α
m(y)− v
α(y)| < σ}. (7.8)
Therefore, with (7.7) and (7.8) we can rewrite (7.6) as
Di[ξσ(v
α
m − v
α)] = (Div
α
m −Div
α)χΘασ,m a.e. in B. (7.9)
Concurrently, since η(·) ∈ C∞c (B) and ξσ(v
α
m(·) − v
α(·)) ∈ W 1,2(B) for each m ∈ N and
α ∈ {1, . . . , N}, then (η(·)ξσ(v
α
m(·)− v
α(·))) ∈W 1,2(B). Moreover, we have
Diϕ
α
m ≡ η(Div
α
m −Div
α)χΘασ,m +Diηξσ(v
α
m − v
α) a.e. in B
by the product rule for weak derivatives, see, for example, [5, p. 261], and (7.9).
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We then substitute ϕm into (6.5) to deduce that∫
Br
η(y)Aαβij,m(y)Djv
β
m(y)Div
α
m(y)χΘασ,m(y) dy
≤
∫
Br
Aαβij,m(y)Djv
β
m(y)Div
α(y)η(y)χΘασ,m(y) dy
+
∫
Br\Bs
|Aαβij,m(y)||Djv
β
m(y)||Dη(y)||ξσ(v
α
m(y)− v
α(y))| dy
+ εm
∫
Br
∣∣∣∣∣12
∂Aγβij,m
∂zα
(y)Djv
β
m(y)Div
γ
m(y)η(y)ξσ(v
α
m(y)− v
α(y))
∣∣∣∣∣ dy
≡ I + II + III. (7.10)
By (H3) and the fact that η ≥ 0, the left-hand side of (7.10) is non-negative, and consequently,
we can write ∫
Bs
Aαβij,m(y)Djv
β
m(y)Div
α
m(y)χΘασ,m(y) dy ≤ I + II + III. (7.11)
In particular, we note that the limit superior of the terms on the right-hand side of (7.11) are
non-negative.
Following the argument to arrive at the estimate (6.2) with the additional fact that ηχΘασ,m ≤ 1
for all m ∈ N, we have∣∣∣∣∣
∫
B(0,1)
[Aαβij,m(y)Djv
β
m(y)− b
αβ
ij Djv
β(y)]η(y)χΘασ,m(y)Div
α(y) dy
∣∣∣∣∣
≤
∫
B(0,ρ)
|Aαβij,m(y)− b
αβ
ij ||Djv
β
m(y)||Div
α(y)| dy
+
∣∣∣∣∣
∫
B(0,ρ)
bαβij [Djv
β
m(y)−Djv
β(y)]Div
α(y) dy
∣∣∣∣∣
≤
(∫
B(0,1)
|Aαβij,m(y)− b
αβ
ij |
2|Dv(y)|2 dy
) 1
2
+
∣∣∣∣∣
∫
B(0,ρ)
bαβij [Djv
β
m(y)−Djv
β(y)]Div
α(y) dy
∣∣∣∣∣ , (7.12)
and consequently, the right-hand side of (7.12) vanishes as m → ∞ by (6.3) and (6.4) with
ϕ = Dv. In other words,
lim
m→∞
∫
Br
Aαβij,m(y)Djv
β
m(y)Div
α(y)η(y)χΘασ,m(y) dy
=
∫
Br
bαβij Djv
β(y)Div
α(y)η(y)χΘασ,m(y) dy,
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and therefore,
lim sup
m→∞
I = lim
m→∞
I
= lim
m→∞
∫
Br
Aαβij,m(y)Djv
β
m(y)Div
α(y)η(y)χΘασ,m(y) dy
=
∫
Br
bαβij Djv
βDiv
αηχΘασ,m dy
≤
∫
Br
bαβij Djv
βDiv
α dy. (7.13)
We use (H2) and Young’s inequality on II to deduce
II ≤
K2
2
µm(Br \Bs) +
1
2
‖Dη‖2∞
N∑
α=1
‖ξσ(v
α
m − v
α)‖22.
The strong convergence in (5.13) implies that ‖ξσ(v
α
m − v
α)‖22 → 0 as m → ∞ for each α ∈
{1, . . . , N}. This result and (7.3) applied to K ≡ Br \Bs imply that
lim sup
m→∞
II ≤
K2
2
µ(Br \Bs). (7.14)
Finally, for III, by (H2), the definition of ξσ and (5.5), it follows that
lim sup
m→∞
III ≤ lim sup
m→∞
εmK0σ = 0. (7.15)
Next, we take the limit superior in (7.11) as m→∞ to arrive at the following estimate for all
σ ∈ (0,∞) and for all s ∈ (0, r) using the bounds from (7.13) to (7.15):
lim sup
m→∞
∫
Bs
Aαβij,m(y)Djv
β
m(y)Div
α
m(y)χΘασ,m(y) dy ≤
∫
Br
bαβij Djv
βDiv
α dy
+
K2
2
µ(Br \Bs). (7.16)
Suppose that for all s ∈ (0, r) we can establish that
lim
σ→∞
lim sup
m→∞
∫
Bs
Aαβij,m(y)Djv
β
m(y)Div
α
m(y)χΘασ,m(y) dy
= lim sup
m→∞
∫
Bs
Aαβij,m(y)Djv
β
m(y)Div
α
m(y) dy. (7.17)
Upon sending σ →∞ in (7.16), we would then deduce from (7.17) that
lim sup
m→∞
∫
Bs
Aαβij,m(y)Djv
β
m(y)Div
α
m(y) dy ≤
∫
Br
bαβij Djv
βDiv
α dy +
K2
2
µ(Br \Bs) (7.18)
for each s < r. As sր r, it follows that
µ(Br \Bs)→ µ(∂Br) = 0 (7.19)
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by (7.4).
Now we consider the function F : (0, r]→ (0,∞) defined as
F (s) ≡ lim sup
m→∞
∫
Bs
Aαβij,m(y)Djv
β
m(y)Div
α
m(y) dy
and the sequence
Im ≡
∫
Br
Aα,βij,m(y)Djv
β
m(y)Div
α
m(y) dy
for each m ∈ N. Both are bounded below by 0 via (H3) and bounded above by K following (H2)
and (5.5). Moreover, the non-negativity of F in turn implies that it is monotone increasing.
As the sequence {Im}
∞
m=1 is bounded, by passing to a subsequence and relabelling, if necessary,
we have that Im converges to some I0 ∈ [0,∞). A consequence of the convergence is that
lim supm→∞ Im = limm→∞ Im, and a further consequence is that F is defined at r as I0. It
remains to show that
lim
sրr
F (s) = F (r).
Given s < r and m ∈ N, we define
Jsm ≡
∫
Bs
Aα,βij,m(y)Djv
β
m(y)Div
α
m(y) dy. (7.20)
As Bs ⊂ Br and the integrand in J
s
m is non-negative by (H3), then J
s
m ≤ Im for each s < r
and m ∈ N. Therefore, Jsm is uniformly bounded above by K also. Consequently, by passing
to a subsequence and relabelling, if necessary, we have that Jsm converges to some J
s
0 for each
s ∈ (0, r). Therefore, lim supm→∞ J
s
m = limm→∞ J
s
m for each s ∈ (0, r). In summary,
 I0 = limm→∞ Im = lim supm→∞ ImJs0 = limm→∞ Jsm = lim supm→∞ Jsm for each s < r. (7.21)
Now by (H2) and (7.2), we calculate that
∫
Br\Bs
Aαβij,m(y)Djv
β
m(y)Div
α
m(y) dy ≤ Kµm(Br \Bs) (7.22)
for each s < r. Via (7.3) with K = Br \Bs we come to the conclusion that
lim sup
m→∞
µm(Br \Bs) ≤ µ(Br \Bs) (s < r). (7.23)
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From the definition of F , (7.21), (7.22) and (7.23), we arrive at the inequality
0 ≤ F (r)− F (s) = lim sup
m→∞
Im − lim sup
m→∞
Jsm
= lim
m→∞
(Im − J
s
m)
= lim
m→∞
∫
Br\Bs
Aαβij,m(y)Djv
β
m(y)Div
α
m(y) dy
≤ lim
m→∞
Kµm(Br \Bs)
≤ lim sup
m→∞
Kµm(Br \Bs)
≤ Kµ(Br \Bs)
for each s < r, and consequently, by (7.19) we have
F (r) = lim
sրr
F (s). (7.24)
Finally, we take sր r in (7.18) to conclude by (7.24) and (7.19) that
lim sup
m→∞
∫
Br
Aαβij,m(y)Djv
β
m(y)Div
α
m(y) dy ≤
∫
Br
bαβij Djv
βDiv
α dy.
It remains to prove (7.17). For each (σ, s) ∈ (0,∞)× (0, r), let
H(σ, s) ≡ lim sup
m→∞
∫
Bs
Aαβij,m(y)Djv
β
m(y)Div
α
m(y)χΘασ,m(y) dy.
Furthermore, given (m,σ, s) ∈ N× (0,∞) × (0, r) let
Hm(σ, s) ≡ sup
k≥m
∫
Bs
Aαβij,k(y)Djv
β
k (y)Div
α
k (y)χΘασ,k(y) dy.
Then
H(σ, s) ≡ lim
m→∞
Hm(σ, s) ((σ, s) ∈ (0,∞)× (0, r)). (7.25)
In a similar fashion, for each s ∈ (0, r) we define
G(s) ≡ lim sup
m→∞
∫
Bs
Aαβij,m(y)Djv
β
m(y)Div
α
m(y) dy,
and for each (m, s) ∈ N× (0, r), let
Gm(s) ≡ sup
k≥m
∫
Bs
Aαβij,k(y)Djv
β
k (y)Div
α
k (y) dy. (7.26)
Consequently,
G(s) ≡ lim
m→∞
Gm(s) (s ∈ (0, r)). (7.27)
Proving (7.17) is equivalent to proving the following lemma.
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Lemma 7.2. For each s ∈ (0, r),
lim
σ→∞
H(σ, s) = G(s). (7.28)
Proof. Let s ∈ (0, r) be given. We will now prove that (7.28) holds.
Since (5.13) implies that |vαk − v
α| is uniformly bounded in L1(B) for each α ∈ {1, . . . , N}, then
in turn
|B \ {y ∈ B | |vαk (y)− v
α(y)| <∞}| = 0.
Fixing m ∈ N, we have
Aαβij,k(y)Djv
β
k (y)Div
α
k (y)χΘασ,k(y)→ A
αβ
ij,k(y)Djv
β
k (y)Div
α
k (y) a.e. y ∈ Bs, (7.29)
as σ → ∞ for every k ≥ m. Next we observe that, by (H3) and the inequality 0 ≤ χΘα
σ,k
≤ 1,
for all k ≥ m
0 ≤ Aαβij,k(y)Djv
β
k (y)Div
α
k (y)χΘασ,k(y) ≤ A
αβ
ij,k(y)Djv
β
k (y)Div
α
k (y) a.e. y ∈ Bs (7.30)
and for all σ > 0. Furthermore, by the non-negative sequence {Jsm}
∞
m=1 defined in (7.20), we
have the bound: ∫
Bs
Aαβij,k(y)Djv
β
k (y)Div
α
k (y) dy ≤ K, (7.31)
and therefore, (7.29), (7.30) and (7.31) allow us to deduce, via Lebesgue’s dominated convergence
theorem, that
lim
σ→∞
∫
Bs
Aαβij,k(y)Djv
β
k (y)Div
α
k (y)χΘασ,k(y) dy =
∫
Bs
Aαβij,k(y)Djv
β
k (y)Div
α
k (y) dy (7.32)
for each k ≥ m.
Next we claim that
lim
σ→∞
Hm(σ, s) = Gm(s). (7.33)
Suppose that (7.33) is not true. We note that Hm(σ, s) ≥ 0 for each (m,σ, s) ∈ N×(0,∞)×(0, r).
Hence, there exists an ε > 0 such that for all M > 0 there is a σ > M with
Gm(s)− Hm(σ, s) ≥ ε. (7.34)
For each k ≥ m,
Hm(σ, s) ≥
∫
Bs
Aαβij,k(y)Djv
β
k (y)Div
α
k (y)χΘασ,k(y) dy. (7.35)
By substituting (7.35) into (7.34), we arrive at:
ε ≤ Gm(s)−
∫
Bs
Aαβij,k(y)Djv
β
k (y)Div
α
k (y)χΘασ,k(y) dy (k ≥ m). (7.36)
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As σ →∞,
ε ≤ Gm(s)−
∫
Bs
Aαβij,k(y)Djv
β
k (y)Div
α
k (y) dy (k ≥ m) (7.37)
by (7.32).
On the other hand, the definition of Gm in (7.26) implies that there is some k∗ ≥ m such that
Gm(s)−
∫
Bs
Aαβij,k∗(y)Djv
β
k∗
(y)Div
α
k∗
(y) dy < ε. (7.38)
As (7.37) is true for all k ≥ m, it is true for k∗, but this contradicts (7.38). Therefore, we
conclude that (7.33) is true.
Now given s ∈ (0, r), σ > 0 and ε > 0, we know by definitions of H and G that there exists an
m0 = m0(s, σ, ε) ∈ N such that for each m > m0
0 ≤ G(s)−H(σ, s) < ε+Gm(s)− Hm(σ, s).
Via (7.33)
0 ≤ lim
σ→∞
(G(s)−H(σ, s)) = G(s)− lim
σ→∞
H(σ, s) < ε+Gm(s)− lim
σ→∞
Hm(σ, s) = ε.
As ε > 0 is arbitrary, we conclude that
G(s) = lim
σ→∞
H(σ, s) (s < r).
Lemma 7.3. Locally, the sequence of rescaled gradients {Dvm}
∞
m=1 ⊂ L
2(B(0, 1);R2N ) converge
strongly to Dv in the L2-norm, that is,
Dvm → Dv in L
2
loc
(B(0, 1);R2N )
as m→∞.
Proof. Let r ∈ (0, 1) such that (7.1) holds. By (H3),
λ
∫
Br
|Dvm −Dv|
2 dy (7.39)
≤
∫
Br
Aαβij,m(y)(Djv
β
m(y)−Djv
β(y))(Div
α
m(y)−Div
α(y)) dy
=
∫
Br
Aαβij,m(y)Djv
β
m(y)Div
α
m(y) dy +
∫
Br
Aαβij,m(y)Djv
β(y)Div
α(y) dy
−
∫
Br
Aαβij,m(y)Djv
β
m(y)Div
α(y) dy −
∫
Br
Aαβij,m(y)Djv
β(y)Div
α
m(y) dy
≡ I + II + III + IV. (7.40)
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By (7.1), we recall that
lim sup
m→∞
I ≤
∫
Br
bαβij Djv
βDiv
α dy. (7.41)
Using (H2), (5.12) and the fact thatDv ∈ L2(B;R2N ) we deduce via an application of Lebesgue’s
dominated convergence theorem that
lim sup
m→∞
II = lim
m→∞
II =
∫
Br
bαβij Djv
βDiv
α dy. (7.42)
We use (6.1) with φαi = Div
α to deduce for III that
lim sup
m→∞
III = lim
m→∞
III = −
∫
Br
bαβij Djv
βDiv
α dy, (7.43)
and similarly, for IV we have that
lim sup
m→∞
IV = lim
m→∞
IV = −
∫
Br
bαβij Djv
βDiv
α dy. (7.44)
Now we let m→∞ in (7.39) and use (7.41) to (7.44) to conclude that
lim
m→∞
∫
Br
|Dvm −Dv|
2 dy = 0.
That is, Dvm → Dv in L
2(Br;R
2N ) as m→∞. Hence, we can pass to a subsequence such that
Dvm → Dv a.e. in Br as m→∞. This is true for a.e. r ∈ (0, 1). Given any ball B(y0, ρ) ⊂⊂ B,
there exists an r ∈ (0, 1) such that B(y0, ρ) ⊂⊂ Br and Dvm → Dv strongly in L
2(Br;R
2N ).
Therefore,
Dvm → Dv in L
2
loc(B;R
2N )
as m→∞.
Remark 7.4. Some of the ideas in Lemma 7.1 and Lemma 7.3 are from Hamburger’s paper [12,
pp. 25–30]
8 The iteration step
With the energy-decay estimate (Proposition 5.1) in hand, we can now prove Theorem 2.2. The
iteration step is well known, see, for instance, [2, p. 185]. Nonetheless we present it here for the
sake of completion.
Proof. Given γ ∈ (0, 1), choose τ = (2c0)
2γ−2 such that:
2c0τ
2 = τ2γ , (8.1)
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and note that τ ∈ (0, 1).
Now it follows from Proposition 5.1 that there exists an ε0 > 0 and r0 > 0 such that whenever
we have
Φ(x0, r) < ε
2
0 (8.2)
for some x0 ∈ Ω and some r ∈ (0,min{r0,dist (x0, ∂Ω)}), then we have
Φ(x0, τr) ≤ 2c0τ
2Φ(x0, r). (8.3)
As a consequence of (8.1), (8.2) and the fact that τ < 1, we arrive at the following estimate for
the right-hand side of (8.3):
2c0τ
2Φ(x0, r) = τ
2γΦ(x0, r) < ε
2
0,
and therefore, we can write (8.3) as:
Φ(x0, τr) < ε
2
0.
Thus, we can apply Proposition 5.1 again with τr instead of r in (8.2) and (8.3) to discover
that
Φ(x0, τ
2r) ≤ 2c0τ
2Φ(x0, τr). (8.4)
We use (8.3), (8.1), (8.2) and the fact that τ < 1 in (8.4), to see that
2c0τ
2Φ(x0, τr) ≤ 2
2c20τ
4Φ(x0, r) = τ
4γΦ(x0, r) < ε
2
0 (8.5)
Consequently, (8.4) can be estimated as
Φ(x0, τ
2r) < ε20, (8.6)
which allows us to use Proposition 5.1 once more. After k iterations, we have
Φ(x0, τ
kr) < 2kck0τ
2kΦ(x0, r) < τ
2γkε20. (8.7)
For any ρ ∈ (0, r), we let k ∈ N0 such that
τk+1r ≤ ρ < τkr. (8.8)
From (8.8) we observe that
τ (k+1)2γ ≤
(ρ
r
)2γ
. (8.9)
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Then (8.7), (8.8) and (8.9) imply that
Φ(x0, ρ) =
∫
B(x0,ρ)
|Du|2 dx
≤
∫
B(x0,τkr)
|Du|2dx
= Φ(x0, τ
kr)
≤ τ2γkΦ(x0, r)
≤ τ−2γ
(ρ
r
)2γ
Φ(x0, r). (8.10)
Therefore, if for some r ∈ (0,min{r0,dist (x0, ∂Ω)}) we have Φ(x0, r) < ε
2
0, then for all ρ < r
we have
Φ(x0, ρ) ≤ C
(ρ
r
)2γ
Φ(x0, r),
where C = C(N,K, λ, γ).
Note that Φ(x, r) is continuous in x for each fixed r > 0. Therefore, if Φ(x0, r) < ε
2
0, then there
is some ball B(x0, σ) such that
Φ(x, r) < ε20 for x ∈ B(x0, σ).
Hence, for all 0 < ρ < r we have
Φ(x, ρ) ≤ C
(ρ
r
)2γ
Φ(x, r),
by (8.10), which implies that
∫
B(x,ρ)
|u− ux,ρ|
2 dy ≤ κρ2+2γ ,
for some κ = κ(N,K, λ, γ, r). Therefore,
u ∈ L2,2+2γloc
(
B(x0, r);R
N
)
∼= C
0,γ
loc
(
B(x0, r);R
N
)
.
Now we define:
Ω0 ≡
{
x0 ∈ Ω | Φ(x0, r) < ε
2
0 for some r < r0
}
.
Then
1. Ω0 ⊂ Ω and Ω0 is open,
2. u ∈ C0,γloc (Ω0;R
N ) and
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3. |Ω \ Ω0| = 0 because we have via Poincare´’s inequality (4.2) that
Ω \ Ω0 ⊆
{
x ∈ Ω
∣∣ lim inf
r→0
∫
B(x0,r)
|Du|2 dx > ε20
}
= ∅.
The singular set is empty, and therefore, u is locally Ho¨lder continuous everywhere in Ω.
9 Discussion
Remark 5.2 hints at the problems one will encounter in generalising Theorem regularity to
higher dimensions, but does not talk about the possibility of extending Theorem 2.2 to more
general systems in two dimensions. What is the role of the variational structure in the proof of
Theorem 2.2? In particular, is there a fundamental problem with the proof technique presented
here if one were to consider systems as in [9]:
− div (Aαβij (x, u)Dju
β) = gα(x, u,Du) (α = 1, . . . , N)? (9.1)
In two dimensions, the answer depends crucially on the exact natural growth conditions that
we impose. If we impose the strong conditions
|A(x, z)ζ| ≤ K|ζ| and |g(x, z, ζ)| ≤ K0|ζ|
2 (9.2)
for all (x, z, ζ) ∈ Ω×RN ×R2N and some K,K0 > 0, then the arguments carry forward with no
trouble. In this respect, our result is true for systems of the type (9.1) that are not necessarily
variational.
However, we point out that this follows from the imposition of (9.2). Returning to our varia-
tional setting, because the coefficients are smooth and bounded in Ω×RN ×R2N , the principal
part always satisfies the inequality
|A(x, z)ζ| ≤ K|ζ| (9.3)
for all (x, z, ζ) ∈ Ω× RN ×R2N and some K > 0, and via Cauchy-Schwarz, the inhomogeneity
in (2.1) always satisfies the inequality∣∣∣∣∣12
∂Aγβij
∂zα
(x, z)ζβj ζ
γ
i
∣∣∣∣∣ ≤ K0|ζ|2
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for all (x, z, ζ) ∈ Ω×RN ×R2N and some K0 > 0. Thus, the variational structure allows us to
deduce rather than impose (9.2) at least for the inhomogeneity.
Typically, in the literature one assumes the weaker natural growth conditions:
|A(x, z)ζ| ≤ K(|ζ|+ 1) and |g(x, z, ζ)| ≤ K0(|ζ|
2 + 1) (9.4)
for all (x, z, ζ) ∈ Ω × RN × R2N and some K,K0 > 0, see, for example, [9, p. 4]. Clearly, our
variational system satisfies (9.4), but that is inconsequential as we employ (9.2) in the proof in
any case. However, if we pass to the system (9.1) under the natural growth conditions (9.4),
then we do run into problems. The proof follows through without any issue until we arrive at
Lemma 6.2. The reason is simply because we do not need to work with the inhomogeneity until
Lemma 6.2. Let us perform the steps in Lemma 6.2.
Given any B(xm, rm) and any test function ϕ˜ ∈ C
∞
c (B(xm, rm);R
N ), we have that
I ≡
∫
B(xm,rm)
Aαβij (x, u(x))Dju
β(x)Diϕ˜
α(x) dx
=
∫
B(xm,rm)
gα(x, u(x),Du(x))ϕ˜α(x) dx ≡ II.
By rescaling from B(xm, rm) to B, we find that
I = εm
∫
B(0,1)
Aαβij,m(y)Djv
β
m(y)Diϕ˜
α(xm + rmy) dy
and
II = r2m
∫
B(0,1)
gα(xm + rmy, εmvm(y) + uxm,rm, εmr
−1
m Dvm(y))ϕ˜
α(xm + rmy) dy.
Writing ϕm(y) for ϕ˜(xm + rmy) and equating I to II, we see that∫
B(0,1)
Aαβij,m(y)Djv
β
m(y)Diϕ
α
m(y) dy
= ε−1m r
2
m
∫
B(0,1)
gα(xm + rmy, εmvm(y) + uxm,rm, εmr
−1
m Dvm(y))ϕ
α
m(y) dy. (9.5)
Given any ϕ ∈ C∞c (B(0, 1);R
N ), we arrive at the following estimate for the left-hand side
of (9.5) by (9.4) and (5.5):∣∣∣∣∣
∫
B(0,1)
Aαβij,m(y)Djv
β
m(y)Diϕ
α(y) dy
∣∣∣∣∣ ≤ (εmK0‖Dvm‖2L2(B) + α(2)K0ε−1m r2m)‖ϕ‖∞
≤ (εmK0 + α(2)K0ε
−1
m r
2
m)‖ϕ‖∞. (9.6)
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Consequently, as m → ∞, the right-hand side of (9.6) does not necessarily vanish in contrast
to the variational setting. Without being able to show that v weakly solves the linear system
div (bαβij Djv
β) = 0
in B(0, 1) we cannot complete the blow-up argument. We need another way to bound the left-
hand side of (9.6). Clearly the most natural way to do this is to bound the inhomogeneities
such that they vanish in the limit, and having the strong natural growth conditions (9.2) would
achieve this.
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