ABSTRACT
INTRODUCTION
Global analysis of the interactions between small molecules and biomolecules is important for understanding many biological phenomena. From gene expression to enzyme reactions, the activities are dictated by molecular * To whom correspondence should be addressed. † Presend address: New Industry Creation Hatchery Center, Tohoku University, 10 Aoba, Aramaki, Aoba-ku, Sendai 980-8579, Japan.
interactions. For gene analysis, recent progress in DNA chip technology has been especially remarkable. The technology has made it possible for researchers to study several thousand genes at one time. Rapid development of new computer programs to analyze a vast amount of DNA microarray data enable us to translate them into biologically significant information. Though the technology is considered to be one of the most powerful methods in the post-genomic era, several problems such as reproducibility and high running cost still exist.
Encouraged by the DNA microarray success, researchers have been trying to develop the protein counterpart (Mitchell, 2002) . Protein microarray can be used for studying a variety of biological problems such as interactions of protein-protein, antibody-antigen, protein-DNA, analysis of subunits in protein complexes, screening of target proteins expressed from phage library, analysis of mutant proteins, quantitative assay, discovery of diagnostic markers, analysis of protein expression profiles, development of diagnostic microarray and development of microarray-based lead screening system. Microarray technology has the potential to lead us to exciting and unprecedented biological and medical discoveries.
However, unstable physical structures of proteins make it difficult to generate reliable protein chips. In addition, protein study does not have a powerful tool for molecular amplification like PCR technology is for DNA study. Therefore, the development of protein microarray technology is far more challenging than that for DNA.
In spite of these difficulties, the expectation for a comprehensive protein analyzing system is very high. Particularly, application of the system to drug discovery is highly anticipated. High throughput screenings and combinatorial chemical libraries have greatly contributed to fast and large-scale assay for screening candidate lead compounds (Walters and Murcko, 2002) . Combining these technologies with the system will enable us to shorten the drug screening process. Many candidate drug targets such as enzymes, receptors and regulation factors have been reported (Drews, 2000) . It is expected that the number of these target candidate proteins will continue to increase. In order to identify candidate compounds for new drugs in a cost-effective way, computational approaches have been applied to find lead compounds. The docking program is the key in virtual small molecule screening, and researchers have reported several programs including GOLD (Jones et al., 1995) , DOCK (Ewing et al., 2001) and FlexX (Rarey et al., 1999) . Several researchers have already tried to design the drugs based on the information obtained from the crystal structure of the enzymes (Goodford, 1985) .
In this paper, we introduce a system called the comparative molecular interaction profile analysis (CoMIPA) system which utilizes virtual docking study for comprehensive analysis of molecular interactions. The docking engine uses AutoDock 3.0, which is widely used for docking evaluation of small molecule compound/protein complexes. By using pre-made grid maps for each receptor, the system can evaluate the possibility of these interactions faster.
A small molecule compound was tested using the system against multiple proteins. The docking energies were used to evaluate the interaction profile of small molecule compound/protein interaction. Applying the methods commonly used in microarray data analysis, the system can quickly evaluate the numerous interactions between multiple ligands and multiple receptors. In DNA array research, a data set of gene expression patterns is called a gene expression profile (Lockhart and Winzele, 2000) . We propose that the new concept of profiling be called interaction profiles (IPFs), which is a dataset of interaction energies. Conventionally, physical and chemical properties such as molecular weight, volume and electric charge have been used to characterize small molecules. We propose a new description factor, IPF, which is valuable for directly comparing different molecular interactions.
MATERIALS AND METHODS

CoMIPA
CoMIPA is a Web-based application aimed to evaluate the molecular interactions between a small molecule compound and multiple proteins by docking analysis. The outline of the system is shown in Figure 1 . The system consists of three parts, docking engine, user interface and receptor database. The functions of each part are depicted in Figure 2 . Each sub part is independent of the other sub parts. Therefore, it is easy to modify and improve the system by changing only one section of the system. The system's major advantage is that it can be readily upgraded by using modified databases or later versions of the docking engine. capital letters while those of ligands are shown in lower case letters.
Docking engine
The docking engine of the CoMIPA consists of the AutoDock 3.0 program by script processing. AutoDock 3.0 is a molecule docking evaluation program that consists of three main components, AutoGrid, AutoTors and AutoDock 3.0 (Morris et al., 1998) . The Lamarckian genetic algorithm was used for docking in our system. Each docking experiment was performed 10 times, yielding 10 docked conformations. Parameters for the docking are as follows: a population size of 50, a random starting position and conformation, a maximal mutation of 2Å in translation and 50 degrees in rotations, an elitism of 1, a mutation rate of 0.02, a crossover rate of 0.8 and a local search rate of 0.06. Simulations were performed with a maximum of 1.5 million energy evaluations and 27 000 generations.
User interface
User interface is constructed on the script language of HTML and PERL. A file of small molecule compound ligands is to be loaded here by users. In the front, hydrogen atoms were added geometrically to ligands and charges added by the Gasteiger-Marsili using AutoDockTools (http://www.scripps.edu/pub/olson-web/doc/autodock/ tools.html). Then, the rooting position was assigned and the numbers of torsions are run by AutoTors. Next, the loaded ligand file is forwarded to the docking engine. Then, the docking program is implemented on the file using the Common Gateway Interface server. The binding Gibbs free energy ( G: kcal/mol) was calculated, and the result of the docking is presented as IPF.
Receptor database
A data set of 67 ligand/receptor complexes was extracted from the protein data bank (PDB) (Berman et al., 2000) . Jones et al. tested the docking study using their docking tool GOLD with 100 complexes (Jones et al., 1997) . We used 67 of the 100 complexes, which were suitable for our study. The receptors used are listed in table 2. For each protein structure, a ligand was removed, deficiencies of residues were assigned, polar hydrogen atoms were added geometrically and Kollman united-atom charges were assigned using AutoDockTools (http://www.scripps. edu/pub/olson-web/doc/autodock/tools.html). Solvation parameters were added using the ADDSOL utility of AutoDock 3.0.
To perform docking, pre-calculated grid maps are needed. The grid point spacing was 0.375Å. In order to speed up the evaluation of this system, grids were calculated for each receptor individually by using hypothetical ligands which have the same grid center with the native ligands but conceivably constitute of all eight chemical elements utilized in AutoDock 3.0.
Small molecule compounds
Crystal structures of those compounds with each target protein are obtained from the Protein Data Base (PDB) (Berman et al., 2000) .
Cluster of IPFs
Complete linkage clustering method was used to perform hierarchical cluster analysis on IPFs. The results are displayed using a color-coded graphic representation with the freely available applications CLUSTER and TREEVIEW by Eisen et al. (1998) (http://rana.lbl.gov/). The correlation coefficient between two number series
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Calculation of standard molecular descriptors Standard molecular descriptors; Clog P and CMR along with the number of hydrogen donors and acceptors were calculated using the ChemOffice program from Cambridge Soft Corporation. Clog P is the calculated octanol/water partition coefficient, while CMR is the calculated molecular refractivity.
RESULTS
Interaction energy profile of the CoMIPA system
We first evaluated the interaction energy between one small molecule and 67 receptors in the receptor database using CoMIPA. The Gibbs free energy of docking ( G; kcal/mol) against each receptor was calculated and the results were displayed online using Web browsers (results not shown).
We named a set of calculated Gibbs free energy as the IPF. As an example of IPF, we ran 2,5-dideoxy-2, 5-imino-D-glucitol (PDB code: 1did) against 67 receptors (Fig. 3) . 1did is known to be a ligand of D-xylose isomerase. Dxylose isomerase has three entries in the receptor database: 1DID, 1XID and 1XIE whose structures were solved as complexes with different substrates. As shown in figure 3 , three D-xylose isomerases were predicted to have the smallest interaction energy in the IPF. The G binding energies of docking with 1DID, 1XID and 1XIE were −8.84, −8.92 and −8.99 kcal/mol respectively. 1DID, whose structure was solved with 1did ranked third by a slim margin. This happened because the resolution of original crystal structure of 1DID was 2.5Å while that of other two D-xylose isomerases was around 1.7Å. Poor resolution of 1DID apparently affected the result, but not significantly. The fourth smallest G binding energy was −7.63 kcal/mol against 1LST which can be considered the first candidate for non-specific binding of 1did. It is possible that a predicted high binding energy simply means no interaction rather than a non-specific interaction. However, we believe that those calculated values are still useful in the context of IPF whose purpose is to present a landscape for a ligand. As illustrated here, analyzing a ligand's IPF, it is easy to evaluate the possibility and to find tendencies of non-specific interaction with non-target proteins.
Comparison of IPFs for different ligands
Four carboxypeptidase A ligands: L-benzylsuccinate, sulfodiimine inhibitor, glycyl-L-tyrosine and L-phenyl lactate (PDB codes are 1cbx, 1cps, 3cpa and 2ctc respectively) were used to examine correlations of IPFs among ligands which share the same target protein (Fig. 4) . We compared two ligands at a time by using the correlation coefficient and graphical correlation curve. Judging from the correlation coefficient, 2ctc and 1cbx, 3cpa and 1cps, and 1cps and 1cbx have similar interaction patterns respectively (Fig. 4a, e, f) . On the other hand, 3cpa has a weak similarity with 2ctc and 1cbx (Fig. 4c, d ). The range of IPF is defined as the difference between the maximum and the minimum Gibbs free energy of the receptor. That of 2ctc and 1cbx are 5.03 and 10.37 kcal/mol respectively. This means that 1cbx is more selective against receptors compared to 2ctc. These conclusions are readily available from the gentle sigmoid curve presented in Figure 4a .
Clustering of IPFs
For multi-dimensional analysis of IPFs, we tried hierarchical clustering based on coefficient of correlations between ligands and receptors. To avoid unwieldy computations, we used a limited number of ligands and receptors for this analysis. Because our primary goal is to use the system for prediction of non-specific interaction between a ligand and receptors, we chose 13 ligands for five receptors which were solved in different resolution (Table 1) .
For receptors, we first analyzed the RMSD (root-meansquare deviation) of 67 complexes between predicted values by using AutoDock 3.0 and experimental results obtained from crystal structures (Table 2) . Thirty-five complexes have an RMSD of smaller than 2Å, and 0.00 -2.00 -4.00 -6.00 -8.00 -10.00 receptors in those complexes were used to get better assessment of the system. Of 13 ligands used, target partner proteins in crystal structure which are among the 35 receptors were 1did, 1cbx, 1cps, 3cpa, 2ctc, 1dwd, 1etr and 1rob. The other five receptors 1xid, 1xie, 6rsa, 1aaq and 1hef were not among the 35. The results are shown in Figure 5 . In Figure 5a , cells with positive (low energy) log ratios are shown in red of increasing intensity, while negative (high energy) log ratios in green. For example, 1rob has the smallest interaction energy against 4CTS (−11.64 kcal/mol) and the cell is shown in bright red while the cell against 6ABP (interaction energy of −3.17 kcal/mol) is colored in green. Coefficient correlations and nodes for ligands and receptors are shown in Figure 5b and c respectively. As an example for interpretation of the results, when looking for a new potential binding partner of 3cpa, 2ADA is a good candidate because the cell is as red as it is a known target of carboxypeptidase A (2CTC, 1CPS, 3CPA and 1CBX; Fig. 5a ). Though the cell for 1ACM is also bright red, testing 2ADA as a potential target is more likely to be meaningful because few cells of 2ADA for other ligands are red, which means that there is some kind of specificity existing in the interaction between 2ADA and 3cpa. This is important because the docking results are not perfect and sometimes give positive scores for any ligand. Those observations are made possible only by multi-dimensional analysis of IPFs.
In order to find the optimal threshold of coefficient correlations, we analyzed the cluster of ligands. When the threshold was chosen as 0.550, the ligands cluster in four classes as follows: Node name Ligand/NODE name 1 Ligand/NODE name 2 Correlation coefficient L1 Skf 108738 (1hef) Hydroxyethylene isostere inhibitors (1aaq) 0.976
Fig. 5.
Result of profiling by two-dimensional hierarchical clustering using IPFs of 13 ligands. The results are displayed using a color-coded graphic representation with the freely available applications CLUSTER and TREEVIEW (Eisen et al., 1998) . (a) The primary data table is represented graphically by coloring each cell on the basis of the calculated energy ratio. The lowest interaction energy in the data table is −13.44 kcal/mol for 1dwd/1DWD and the highest is 3.02 kcal/mol for 1dwd/6ABP. Therefore, cells with interaction energy of −5.21 kcal/mol (log ratios of 0) are colored in black while cells with positive (low energy) log ratios are shown in red of increasing intensity, and negative (high energy) log ratios in green of increasing intensity. Asterisk indicates the possible interaction between 3cpa and 2ADA mentioned in the text. Groups 2, 3 and 4 were clustered as ligands for each target protein. For group 1, you need to choose the threshold at 0.607 or higher to separate the cluster for each target protein.
For receptors, if you set the optional threshold of coefficient correlations at 0.870, carboxypeptidase A make one cluster. It is interesting to note that four receptors of component antibody, 1DBB, 1DBJ, 2CGR, 2DBL, which do not have any known ligand in this analysis form one cluster.
Dispersion of binding Gibbs free energies of IPFs were also calculated. Both for ligands and receptors, values of dispersion ranges from approximately 0.5 to 10.0 (data not shown).
To determine whether this kind of clustering is possible using other molecular descriptors, we calculated the values of five traditional physicochemical descriptors for the 13 ligands (Table 3) . Using those five descriptors, ligands were clustered in three classes as follows:
Group A: 1aaq, 1did, 1xid, 1xie, 3cpa, 1rob, 6rsa
Group B: 1etr, 1cbx, 1cps, 2ctc
It is clear that generating group 1 cluster (1aaq, 1hef, 1dwd and 1etr) was difficult without the new descriptor IPF.
DISCUSSION
In this study, we have developed a system called CoMIPA. By evaluating binding specificity of small molecules, we have shown the effectiveness of the approach. The system uses pre-made grid maps for each docking simulation resulting in a faster evaluation process.
The most significant aspect of the system is that it can evaluate not only the interaction of the ligand with the target protein but also with other potential targets. Just like aspirin was found to bind to I (kappa) B kinase, it is possible that a well-known small molecule binds to a protein which was previously thought not to be a target (Yin et al., 1998) . The system has the potential to predict such interactions.
In an actual animal body, the drug interacts with a variety of molecules such as proteins, nucleic acids, lipids, sugars and waters. Non-specific interaction between the drug and non-target molecules might cause significant side effects. If we were to evaluate the results of one-to-one binding energy, it would be difficult to predict all the various side effects. Recently, Chen et al. developed another docking program INVDOCK for predicting toxicity and side effects of drugs (Chen and Ung, 2001; Chen and Zhi, 2001 ). However, many computational evaluation systems for molecular docking study, including INVDOCK, have focused on the interaction between a certain small molecule and its target protein.
What distinguishes CoMIPA from those programs is its ability to analyze multiple interactions and present the data in a form that makes it easier to evaluate the results (Fig. 5a) .
The data in IPF does not precisely correlate with in vitro experimental results due to the limitation of the AutoDock 3.0 application for molecular docking study. Docking algorithms still have major problems which must be solved including: flexible model for target proteins, reaction of water molecule, accuracy of force field and searching of global minimum. It is expected that docking algorithms will evolve further, and this system is able to easily adapt to new docking algorithms.
Currently, the number of receptors in the public database which can be used by our system is 67. The number may be rather small to discuss its application in medical sciences such as prediction of a drug's side effects. However, the number of complexes in PDB is increasing rapidly due to the progress in protein structure genome projects and the improvement of three-dimensional protein structure prediction technology (Burley, 2000) . Expanding receptor database along with further refinement of docking algorithm and enhancement of computer performance will make the system more useful as a high-performance molecular evaluation system.
For optimal use of this system, we propose a new description factor named IPF, which is a dataset of in silico interaction energies. By comparing the IPF of two ligands, the system is useful in finding common features in the two molecules. However, some pairs of ligands have relatively large differences in lPF values for the same target protein (Fig. 4) . These results may be helpful in explaining why different drugs with the same pharmacological effect sometimes have very different side effects.
In summary, we have developed a new system for biomolecular docking evaluation, called CoMIPA. By using IPF, the system can use computational molecular docking results to explain biological events such as adverse drug reactions and possibly other unforeseen interactions caused by environmental hormones. We believe that the system has the potential to be a major steppingstone for bridging computational science and biology.
