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ABSTRACT
We present a Bayesian full-spectral-fitting analysis of 75 massive (M∗ > 1010.3M)
UVJ-selected galaxies at redshifts of 1.0 < z < 1.3, combining extremely deep rest-
frame ultraviolet spectroscopy from VANDELS with multi-wavelength photometry. By
the use of a sophisticated physical plus systematic uncertainties model, constructed
within the Bagpipes code, we place strong constraints on the star-formation histor-
ies (SFHs) of individual objects. We firstly constrain the stellar mass vs stellar age
relationship, finding a steep trend towards earlier average formation time with in-
creasing stellar mass (downsizing) of 1.48+0.34−0.39 Gyr per decade in mass, although this
shows signs of flattening at M∗ > 1011M. We show that this is consistent with other
spectroscopic studies from 0 < z < 2. This relationship places strong constraints on
the AGN-feedback models used in cosmological simulations. We demonstrate that,
although the relationships predicted by Simba and IllustrisTNG agree well with
observations at z = 0.1, they are too shallow at z = 1, predicting an evolution of
. 0.5 Gyr per decade in mass. Secondly, we consider the connections between green-
valley, post-starburst and quiescent galaxies, using our inferred SFH shapes and the
distributions of galaxy physical properties on the UVJ diagram. The majority of our
lowest-mass galaxies (M∗ ∼ 1010.5M) are consistent with formation in recent (z < 2),
intense starburst events, with timescales of . 500 Myr. A second class of objects ex-
perience extended star-formation epochs before rapidly quenching, passing through
both green-valley and post-starburst phases. The most massive galaxies in our sample
are extreme systems: already old by z = 1, they formed at z ∼ 5 and quenched by
z = 3. However, we find evidence for their continued evolution through both AGN and
rejuvenated star-formation activity.
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1 INTRODUCTION
Understanding the origin of the colour bimodality in the
local galaxy population remains one of the most import-
ant goals of extragalactic astronomy. The emerging pic-
ture is one in which feedback of energy from baryonic pro-
cesses plays a central role in the quenching of star-formation
activity, with supernovae and active galactic nuclei (AGN)
thought to dominate at lower and higher masses respectively.
A range of other factors are also thought to play important
roles, for example mergers and environmental effects such
as ram-pressure stripping. However, we still lack a detailed
physical description of these and other relevant processes.
The inherent complexity of galaxy formation physics
means that large-scale numerical simulations are required
to connect theoretical models with observable properties.
The extreme computational expense of such simulations pre-
cludes, for the present, a Bayesian statistical approach to
parameter estimation and model selection in this context.
Instead, predictions from individual simulations are made
for a number of observable properties, such as the distri-
butions of galaxy colours, stellar masses and star-formation
rates (SFRs), which can be compared with observational
results. These comparisons provide qualitative insights as to
how the underlying physical model should be refined (e.g.
Dave´ et al. 2017; Trayford et al. 2017; Nelson et al. 2018;
Donnari et al. 2019; Cochrane & Best 2018; Baes et al. 2019).
However, numerical simulations have now reached a
level of complexity such that a range of models with vary-
ing physical ingredients can produce good approximations of
the standard set of well-constrained observable properties.
The challenge for new observational studies therefore is to
provide precise measurements of a wider range of physical
parameters which are highly constraining on galaxy form-
ation models, such as stellar ages, star-formation histories
(SFHs), stellar and nebular metallicities and levels of dust
attenuation. Crucially, these studies must be performed on
large and representative samples of galaxies. They must also
be extended to high redshift, in order to constrain the evol-
ution of galaxy properties across cosmic time.
An area of particular theoretical interest in recent years
has been the AGN-feedback processes which quench star-
formation in the most massive galaxies (e.g. Dave´ et al. 2016,
2019; Weinberger et al. 2017; Pillepich et al. 2018; Nelson
et al. 2019). These processes should leave strong imprints,
not just on the bright end of the galaxy luminosity function,
but also on the star-formation histories of massive quiescent
galaxies (e.g. Croton et al. 2006). Additional constraints are
also available from the physical properties of galaxies trans-
itioning between the star-forming and quiescent populations.
If strong constraints can be placed on these more subtle in-
dicators, it will be possible to begin ruling out models which
are capable of matching simpler observables.
A huge literature exists on the stellar ages of massive
quiescent galaxies (e.g. Heavens et al. 2000, 2004; Panter
et al. 2003, 2007; Cimatti et al. 2004, 2008; Gallazzi et al.
2005, 2014; Daddi et al. 2005; Onodera et al. 2012, 2015;
Jørgensen & Chiboucas 2013; Whitaker et al. 2013; Choi
et al. 2014, 2019; Fumagalli et al. 2016; Pacifici et al. 2016;
Citro et al. 2016; Siudek et al. 2017; Carnall et al. 2018; Belli
et al. 2019; Estrada-Carpenter et al. 2019). However, these
measurements are challenging to make for several reasons.
As stellar populations age their luminosities fall rapidly,
meaning that the evidence of earlier star-formation episodes
can easily be lost in the glare of younger stellar populations.
Additionally, galaxy spectral energy distributions (SEDs)
suffer from strong, interrelated degeneracies between differ-
ent physical properties, such as the age-metallicity-dust de-
generacy (e.g. Papovich et al. 2001; Lee et al. 2007; Conroy
2013). Because of these issues, photometric data often fail to
strongly constrain galaxy physical parameters, meaning the
applied priors can significantly impact the results obtained
(e.g. Carnall et al. 2019; Leja et al. 2019a). Finally, signi-
ficant systematic uncertainties exist in the empirical models
used to interpret observational data (e.g. Han & Han 2019).
The situation has been improved in the local Universe
by the advent of large systematic surveys designed to obtain
high signal-to-noise ratio (SNR) continuum spectroscopy.
These data are more strongly constraining on subtle galaxy
physical parameters (e.g. Pacifici et al. 2012; Thomas et al.
2017), however, until recently such data has been extremely
scarce at higher redshifts. Additionally, interpreting spec-
troscopic data in a way that makes full use of the available
information is challenging, both in terms of the complex-
ity of the required models and the computational expense
of fitting these models to data (see Section 4.1). The use
of simplifying assumptions to reduce the complexity of the
problem, for example by fixing nuisance parameters to fi-
ducial values, typically leads to biases in derived physical
parameter values and to underestimated uncertainties (e.g.
Pacifici et al. 2015; Iyer & Gawiser 2017).
Despite these challenges, a consensus has emerged
around several important results. Firstly, at fixed observed
redshift, less-massive galaxies are found to have younger
stellar populations than their more massive counterparts
(e.g. Gallazzi et al. 2005, 2014; Pacifici et al. 2016; Carnall
et al. 2018). This is often referred to as downsizing, or mass-
accelerated evolution. Secondly, at fixed stellar mass, a trend
towards lower average formation redshift is found with de-
creasing observed redshift. A combination of factors contrib-
ute to this, including new galaxies joining the red sequence
(e.g. Brammer et al. 2011; Muzzin et al. 2013; Tomczak et al.
2014), mergers (e.g. Khochfar & Silk 2009; Khochfar et al.
2011; Emsellem et al. 2011), and periods of rejuvenated star-
formation activity (e.g. Belli et al. 2017).
Finally, there is considerable evidence for at least two
distinct quenching mechanisms with different timescales,
which change in relative importance with observed redshift
(e.g. Schawinski et al. 2014; Schreiber et al. 2016; Wild
et al. 2016; Maltby et al. 2018; Carnall et al. 2018; Belli
et al. 2019). Rapid quenching, often associated with post-
starburst galaxies (e.g. Wild et al. 2009), is thought to dom-
inate at high redshift (z & 1), whereas slower quenching, as-
sociated with green-valley galaxies, is thought to dominate
at lower redshift (z . 1). Whilst these three fundamental
results have gained broad acceptance, precise quantitative
measurements are still lacking, in particular at high redshift.
Within the last year, two new, large, high-redshift spec-
troscopic surveys have been completed: Lega-C (van der Wel
et al. 2016; Straatman et al. 2018) and VANDELS (McLure
et al. 2018b; Pentericci et al. 2018). These surveys have
greatly expanded the availability of high-SNR continuum
spectroscopy within the first eight billion years of cosmic
history, providing new opportunities for placing strong con-
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straints on subtle galaxy physical parameters (e.g. Cullen
et al. 2017, 2019; Wu et al. 2018a,b; Chauke et al. 2018).
In parallel, a new generation of spectral modelling and
fitting tools has been developed (e.g. Chevallard & Char-
lot 2016; Leja et al. 2017; Carnall et al. 2018; Johnson et
al. in prep). These codes include complex, flexible physical
models of the kind necessary to reproduce the properties of
observed spectroscopic data, and make use of modern com-
putational and statistical methods to fit these models to
data within a fully Bayesian framework. This allows the re-
covery of full posterior distributions for physical parameters,
meaning realistic uncertainties can be obtained, including an
understanding of complex, multi-parameter degeneracies.
In this work we present the first analysis of a sample
of extremely deep rest-frame near-ultraviolet spectra from
VANDELS. Our targets are 75 UVJ-selected galaxies with
stellar masses of log10(M∗/M) > 10.3 at redshifts of
1.0 < z < 1.3. We analyse our spectra, in parallel with
multi-wavelength photometry, using Bayesian Analysis of
Galaxies for Physical Inference and Parameter EStimation
(Bagpipes; Carnall et al. 2018). The Bagpipes code is
used to fit a complex physical plus systematic uncertainties
model, allowing us to obtain strong yet realistic constraints
on the physical parameters of our target galaxies (see Sec-
tion 4). In particular we will discuss their SFHs, quantifying
the downsizing trend at z ∼ 1 and comparing our results to
predictions from cosmological simulations. We will also con-
sider the properties of the post-starburst and green-valley
galaxies in our sample, in an attempt to understand the
evolutionary pathways of galaxies towards the red sequence.
The structure of this work is as follows. In Section 2, we
introduce VANDELS, and give details of the selection of our
sample. Then, in Section 3, we give details of the physical
model we construct within Bagpipes to describe our tar-
gets. In Section 4 we discuss spectral fitting approaches, and
introduce our spectroscopic plus photometric fitting meth-
odology. We present our results in Section 5, discuss these
results in Section 6, and present our conclusions in Section
7. All magnitudes are quoted in the AB system. For cosmo-
logical calculations we adopt ΩM = 0.3, ΩΛ = 0.7 and H0 =
70 km s−1 Mpc−1. All times, t, are measured forwards from
the beginning of the Universe. For posterior distributions we
quote 50th percentile values and 16th−84th percentile ranges.
We assume a Kroupa (2001) initial mass function.
2 VANDELS DATA AND SAMPLE SELECTION
VANDELS (McLure et al. 2018b; Pentericci et al. 2018) is a
large, recently completed ESO Public Spectroscopic Survey
using the VIMOS instrument on the VLT at Paranal Obser-
vatory. The survey targeted 2106 high-redshift galaxies in
the UKIDSS Ultra-Deep Survey (UDS) field and Chandra
Deep Field South (CDFS). Whilst 87 per cent of the VAN-
DELS targets are star-forming galaxies at z > 2.4, the final
13 per cent are massive, UVJ-selected passive galaxies at
1.0 < z < 2.5. In this section we describe our data, as well
as the selection of our mass complete sample of 75 objects
from the VANDELS DR2 public release1
1 https://www.eso.org/sci/publications/announcements/
sciann17139.html
2.1 Photometric catalogues and parent sample
The VANDELS photometric catalogues and sample selec-
tion procedure are both described in full in McLure et al.
(2018b). Here we present a brief summary of the key points
relevant to this work. Both sets of VANDELS pointings in
UDS and CDFS are centred on the CANDELS fields (Grogin
et al. 2011; Koekemoer et al. 2011). Because the VIMOS
field of view is larger than the areas imaged by CANDELS,
the VANDELS photometric catalogues were supplemented
with a variety of ground-based public imaging data. Because
of this, the VANDELS sample is drawn from four different
photometric catalogues, each spanning a UV-NIR observed
wavelength range from ∼ 0.3−5 µm.
Each of these catalogues was subjected to an extensive
SED fitting campaign to construct derived-parameter cata-
logues, including robust photometric redshifts, zphot, stellar
masses and rest-frame magnitudes. The initial VANDELS
sample selection was performed using a 2015 version of these
catalogues, which has since been supplemented by deeper
data. The photometric data used in this work, as well as
the stellar masses used in Section 2.3, come from the v1.0
internal catalogues, the final versions of which will be made
public as part of the final VANDELS data release.
The VANDELS passive sample was selected by the
following process. Firstly, objects were required to have
1.0 < zphot < 2.5. Objects were then selected to have ob-
served H-band magnitudes of H < 22.5, corresponding to
stellar masses of log(M∗/M) & 10. Next, objects were se-
lected by rest-frame UVJ colours (e.g. Williams et al. 2009;
Whitaker et al. 2011). In order to ensure that all targets
would be detected with sufficient SNR in the VIMOS spec-
tra, a final selection criterion was applied, requiring an ob-
served i-band magnitude of i < 25. This slightly biases the
full VANDELS passive sample against the faintest and red-
dest objects. This process, summarised below, results in a
parent sample of 812 objects.
• 1.0 < zphot < 2.5
• H < 22.5
• U − V > 0.88(V − J) + 0.49
• U − V > 1.2
• V − J < 1.6
• i < 25.
2.2 VANDELS spectroscopic observations
The VANDELS observations are described in full in Penter-
icci et al. (2018), and so we again provide here only a brief
summary of the relevant points. Of the 812 objects selec-
ted by the process detailed in Section 2.1, a random sample
of 268 were assigned slits and observed. All observations
were conducted using the MR grism, providing R ' 600
spectroscopy spanning an observed wavelength range from
λ = 4800−10000A˚. Objects were observed for either 20, 40
or 80 hours, depending on their i-band magnitudes, to ob-
tain SNRs of 15−20 per resolution element (∼10A˚) in the
i-band. Spectroscopic redshifts, zspec, were measured and
verified by the VANDELS team, as described in section 5 of
Pentericci et al. (2018).
A known issue with the VANDELS spectra is a system-
atic drop in flux at the blue end (λ . 5600A˚). This region
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Table 1. Details of the sample of 75 VANDELS objects considered in this work, selected as described in Section 2. Spectroscopic
redshifts were measured as described in Pentericci et al. (2018). Effective radii are taken from van der Wel et al. (2014). Stellar masses
and formation redshifts are derived from the analysis described in Section 4.4. The full table is available as supplementary online material.
Object ID RA / deg DEC / deg i H zspec re / arcsec SNR7500A˚ / A˚
−1 log10(M∗/M) zform
UDS-HST-003416 34.5842 −5.2585 24.03 21.47 1.261 0.54 6.5 11.13+0.11−0.12 3.2+0.70−0.70
UDS-HST-004029 34.5627 −5.2557 22.43 20.11 1.110 0.57 18.3 11.49+0.15−0.12 2.8+0.60−0.20
UDS-HST-004674 34.5525 −5.2503 23.60 21.75 1.290 0.21 15.0 10.79+0.09−0.07 2.7+0.30−0.20
UDS-HST-006039 34.5254 −5.2427 23.34 21.03 1.147 0.34 8.2 11.24+0.18−0.13 3.9+0.90−1.20
UDS-HST-007598 34.5152 −5.2345 24.23 21.91 1.170 - 8.6 10.89+0.16−0.12 2.5+0.20−0.30
. . .
typically has a low SNR in the passive spectra, but an em-
pirical correction was derived and implemented based on the
bluer star-forming sample (see section 4.1 of Pentericci et al.
2018). This median correction is applied to all of the VAN-
DELS spectra, however, object-to-object variations persist
at levels of up to ∼ 30 per cent. This calibration uncertainty
is fitted as part of our model, as discussed in Section 4.
Because of the rapid build-up of the red sequence across
our target redshift range, the passive sample is heavily
weighted towards lower redshifts, with 88 per cent having
zphot < 1.5. This means that, for the vast majority of the
sample, these spectra contain a full suite of rest-frame UV-
optical absorption features, including MgUV, Ca H and K,
the 2640A˚, 2900A˚ and 4000A˚ breaks and Hδ and higher or-
der Balmer lines, as well as the [O ii] 3727A˚ emission line.
2.3 The 1.0 < z < 1.3 mass complete sample
As discussed in Section 2.1, the VANDELS passive sample
is not mass complete across the whole redshift range from
1.0 < z < 2.5. Furthermore, the full suite of rest-frame UV
spectral features described in Section 2.2 is only available
at the lower end of this redshift range. Based on these con-
siderations, it was decided to impose additional redshift and
stellar-mass limits on the sample to define a mass complete
sample for which all of these features are available.
We first apply a limit of zspec < 1.3, such that the 4000A˚
break falls blue-ward of the strong sky-line contamination
long-ward of 9250A˚. We then return to the v1.0 photometry
and derived parameter catalogues and re-apply the initial
VANDELS passive sample selection criteria, excepting the
i-band magnitude limit (see Section 2.1). For our reduced
redshift range, 98 per cent of objects with stellar masses
of log(M∗/M) > 10.3 meet the i-band limit imposed in
Section 2.1.
We therefore impose this mass limit, meaning our final
sample is a random draw from a 98 per cent mass complete
sample. We finally require that objects have received > 90
per cent of their final exposure time in VANDELS DR2,
and have a spectroscopic redshift quality flag of 3 or 4 (cor-
responding to > 95 per cent probability of being correct),
resulting in a sample of 75 objects. The final sample has a
near-uniform distribution in redshift within our chosen lim-
its. Due to the VANDELS observing strategy, our spectra
all have similar SNRs. The distribution of 7500A˚ SNRs is
approximately Gaussian, with a mean value of 12.5A˚−1 and
standard deviation of 5.3A˚−1. Key information for each of
the objects in our sample is provided in Table 1.
3 PHYSICAL MODEL
This section describes the physical model we construct
within Bagpipes to describe our targets. Bagpipes provides
a Python framework for self-consistently modelling the
stellar, nebular, dust and intergalactic medium properties
of galaxy spectra. Nebular emission is modelled by post-
processing stellar templates through the Cloudy photoion-
ization code (Ferland et al. 2017), using a method based on
that of Byler et al. (2017). Bagpipes also provides several
optional dust-attenuation prescriptions, and assumes energy
balance, with attenuated light re-radiated in the infrared as-
suming the models of Draine & Li (2007). Full details are
provided in section 3.1 of Carnall et al. (2018).
For all of our objects, we vary the observed redshift
within a narrow range centred on the spectroscopic redshift,
measured as described in section 5 of Pentericci et al. (2018).
We impose a Gaussian prior centred on zspec, with standard
deviation, σ = 0.05, and allow deviations of up to 3σ in
either direction. Velocity dispersion is modelled by convolu-
tion of the spectral model with a Gaussian kernel in velocity
space. We apply a logarithmic prior to velocity dispersion,
σvel, between 40 and 400 km s
−1. A summary of the para-
meters and priors of our model is provided in Table 2. The
fitting of this model to our data is described in Section 4.
3.1 Stellar population model
In this work we use the default Bagpipes stellar population
models, which are the 2016 updated version of the Bruzual
& Charlot (2003) models2 (see Chevallard & Charlot 2016).
These models have been updated to include the MILES stel-
lar spectral library (Falco´n-Barroso et al. 2011), providing
∼ 2.5A˚ resolution from 3525−7500A˚, and updated stellar
evolutionary tracks (Bressan et al. 2012; Marigo et al. 2013).
We model the chemical-enrichment histories of our
galaxies with a delta-function, assuming that all stars within
the galaxy have the same metal content with scaled-Solar
abundances. This single metallicity is varied with a logar-
ithmic prior between −2 < log10(Z∗/Z) < 0.4 (we define
Solar metallicity, Z = 0.02).
We parameterise the SFHs of our galaxies using the
double-power-law model described by Carnall et al. (2018).
2 https://www.bruzual.org/~gbruzual/bc03/Updated_
version_2016
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Table 2. Parameters and priors for the model we fit to our data. The first nine parameters are related to our physical model, introduced
in Section 3. The final six are related to our systematic uncertainties model, introduced in Section 4.3. For Gaussian priors, µ is the
mean and σ the standard deviation of the prior distribution. The upper limit on the τ parameter, tobs, is the age of the Universe at
zspec. Logarithmic priors are uniform in log base ten of the parameter. Our SFH model is a double power law; our calibration model is
a second order Chebyshev polynomial. The form of our Gaussian process noise model is given in Equation 6.
Component Parameter Symbol / Unit Range Prior Hyperparameters
Global Redshift z zspec ± 0.015 Gaussian µ = zspec σ = 0.005
Velocity Dispersion σvel / km s
−1 (40, 400) logarithmic
SFH Stellar mass formed M∗ / M (1, 1013) logarithmic
Metallicity Z / Z (0.01, 2.5) logarithmic
Falling slope α (0.1, 1000) logarithmic
Rising slope β (0.1, 1000) logarithmic
Peak time τ / Gyr (0.1, tobs) uniform
Dust Attenuation at 5500A˚ AV / mag (0, 8) uniform
Power-law slope n (0.3, 1.5) Gaussian µ = 0.7 σ = 0.3
Calibration Zero order P0 (0.5, 1.5) Gaussian µ = 1 σ = 0.25
First order P1 (−0.5, 0.5) Gaussian µ = 0 σ = 0.25
Second order P2 (−0.5, 0.5) Gaussian µ = 0 σ = 0.25
Noise White noise scaling a (0.1, 10) logarithmic
Correlated noise amplitude b / fmax (0.0001, 1) logarithmic
Correlation length l / ∆λ (0.01, 1) logarithmic
The SFH is described by
SFR(t) ∝
[(
t
τ
)α
+
(
t
τ
)−β]−1
(1)
where α is the falling slope, β is the rising slope and τ is
related to the peak time. In Carnall et al. (2018) we demon-
strate that this model produces unbiased estimates of the
redshifts of formation and quenching for quiescent galaxies
from the Mufasa simulation across a wide redshift range.
3.2 Dust attenuation model
Recent studies at high redshift have favoured an average
attenuation curve slope of n ' 0.7, where Aλ ∝ λ−n (e.g.
Cullen et al. 2017, 2018; McLure et al. 2018a), similar to that
found by Calzetti et al. (2000) for local galaxies. However,
several studies suggest significant object-by-object variation
(e.g. Kriek & Conroy 2013; Narayanan et al. 2018). We
therefore model dust attenuation with the modified Char-
lot & Fall (2000) model described in section 3.1.4 of Carnall
et al. (2018). We place a Gaussian prior on n, with mean,
µ = 0.7 and standard deviation, σ = 0.3. We set permissive
lower and upper limits of 0.3 and 1.5 respectively. We like-
wise allow a wide range of V -band attenuations, AV , for
stellar continuum emission, adopting a uniform prior from
0 < AV < 8. We adopt a fixed value of  = 2 for the ratio of
attenuation between stellar birth clouds and the wider inter-
stellar medium (ISM). We also adopt a value of 10 Myr for
tBC, the lifetime of stellar birth clouds, meaning that AV is
doubled for emission from stars formed in the last 10 Myr.
3.3 Nebular emission model
Our UVJ selection is designed to identify galaxies with low
levels of ongoing star-formation, and hence nebular emission.
However, it is important for our model to be capable of re-
producing the spectra of dusty star-forming galaxies which
can contaminate UVJ-selected samples. We therefore imple-
ment the nebular emission model described in section 3.1.3
of Carnall et al. (2018), with a fixed ionization parameter
of log10(U) = −3. Light from stars which formed more re-
cently than the lifetime we assume for stellar birth clouds
(tBC = 10 Myr) is processed through our nebular model. The
resulting nebular continuum and line emission is attenuated
by twice the ISM AV , as described in Section 3.2.
4 COMBINING OUR SPECTROSCOPIC AND
PHOTOMETRIC DATA
This section describes the fitting of the physical model de-
scribed in Section 3 to the combined datasets described in
Section 2. We begin in Section 4.1 by reviewing the literat-
ure on galaxy spectral fitting. Then, in Section 4.2, we show
that a simple approach, which does not allow for systematic
uncertainties, fails to describe our data. In Section 4.3 we
construct a model for these systematics, and in Section 4.4
we fit our combined physical plus systematics model to our
joint datasets.
4.1 Historical approaches to spectral fitting
Historically, galaxy spectral fitting techniques have been ap-
plied to photometric data (e.g. Faber 1972), and this has re-
mained a popular approach for several reasons. Photometric
data are widely available across a wide range of wavelengths,
and both random and systematic uncertainties are relatively
simple to characterise (e.g. Mortlock et al. 2017; McLure
et al. 2018b). It is also far simpler to construct models for
the broad-band colours of galaxies than for detailed spectral
features (e.g. Bell & de Jong 2001; Bell et al. 2003), and this
has been shown to be sufficient for estimating basic physical
properties such as stellar masses (e.g. Mobasher et al. 2015).
Such analyses typically assume that the uncertainties
on photometric fluxes are well-determined, Gaussian distrib-
uted and independent. In this case, the scatter of observed
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fluxes fi about their true values follows a chi-squared distri-
bution (where i runs over a number, Nbands, of photometric
bandpasses). A physical model which is a function of some
parameters, Θ, can therefore be fitted to these observations
using the log-likelihood function
ln(Lphot) = K − 0.5
Nbands∑
i
(
fi − mi(Θ)
σi
)2
(2)
where K is a constant, mi(Θ) is the model prediction for the
observed flux fi, and σi is the corresponding uncertainty.
Significant failures of the above assumptions are fairly
simple to identify by assessing the quality of fit, typically
using the minimum reduced chi-squared value, and are rare
enough that the affected objects can simply be excluded
from the analysis. More-subtle failures can be modelled, for
example by applying variable zero-point offsets to each band
(e.g. Brammer et al. 2008), or by asserting that the uncer-
tainty be greater than some fixed fraction of the observed
flux (typically 5 per cent; e.g. Muzzin et al. 2013; Belli et al.
2019). This prevents uncertainties from being underestim-
ated in the high-SNR regime, where the precision of the
photometric calibration dominates the error budget.
However, as described in Section 1, photometric data
are limited in their ability to constrain more-subtle galaxy
physical parameters. It has been shown that spectroscopic
observations have the potential to improve this situation,
however accurate spectrophotometric calibration is notori-
ously challenging, owing to the need to correct for a range
of atmospheric and instrumental effects, such as differ-
ential atmospheric refraction, telluric contamination and
characterisation of the sensitivity function of the detector.
Even for comparatively well-calibrated spectra, wavelength-
dependent uncertainties are known to exist, typically at
levels of ∼ 10 per cent (e.g. Moehler et al. 2014; Xiang et al.
2015; Yan et al. 2016). Historically therefore, analyses of
spectroscopic data have been limited to individual spectral
features (commonly Lick indices), such that results are inde-
pendent of spectrophotometric calibration (e.g. Faber et al.
1985; Gorgas et al. 1993; Worthey 1994). Whilst these ana-
lyses have produced many extremely valuable results, they
do not make use of the full information content of spectro-
scopic data (e.g. Conroy et al. 2018).
More recently, with the advent of large, well calibrated
spectroscopic surveys such as the Sloan Digital Sky Survey
(SDSS; York et al. 2000), attention has shifted towards full-
spectral-fitting methods, which attempt to model and fit the
whole information content of spectroscopic data (e.g. Heav-
ens et al. 2000, 2004; Panter et al. 2003, 2007; Cid Fernandes
et al. 2005; Ocvirk et al. 2006; Tojeiro et al. 2007). The
simplest approach to full spectral fitting is to make the same
assumption of well-determined, independent Gaussian un-
certainties on each spectral pixel flux fj (where j runs over
the number of pixels in the spectrum, Npix). In this case,
the log-likelihood function can again be written as
ln(Lspec) = K − 0.5
Npix∑
j
(
yj − mj(Θ)
σj
)2
(3)
where K is a constant, mj(Θ) is the model prediction for
the pixel flux fj , and σj is the corresponding uncertainty.
This approach has however been demonstrated to be
less successful in describing spectroscopic data than photo-
metry. Panter et al. (2003) note that the quality of the fits
they obtain are typically poor, and attribute this to both
inadequacies in the models they fit to their data, and the
difficulty of obtaining reliable uncertainties. Furthermore, in
Panter et al. (2007), the authors report that improvements
to the SDSS spectrophotometric calibration have signific-
antly changed their inferred SFHs. These and other authors
also note the challenges which exist in the exploration of
the higher-dimensional parameter spaces of the more com-
plex models required to fit spectroscopic data.
As the availability of high-quality panchromatic pho-
tometric data has increased, interest has grown in the use
of photometry to complement spectroscopic analyses. These
joint analyses promise improvements in our understanding
by taking advantage of both the broad wavelength cover-
age and excellent calibration of photometry, and the strong
constraints on subtle physical parameters offered by spec-
troscopy (e.g. Chevallard & Charlot 2016; Belli et al. 2019).
4.2 A simple approach to fitting our joint datasets
When jointly analysing several datasets, the likelihood func-
tion is the product of the separate likelihoods. The log-
likelihood function for the joint analysis of spectroscopy and
photometry is therefore ln(L) = ln(Lphot) + ln(Lspec). In
this section we take a simple approach, by attempting to
jointly fit our spectroscopic and photometric datasets using
the physical model described in Section 3, and the ansatz
for ln(Lphot) and ln(Lspec) given in Equations 2 and 3 re-
spectively. This approach will henceforth be described as our
simple model. The nine parameters of this model are sum-
marised at the start of Table 2. The other six parameters be-
low are only included in the final model, which is described
in Sections 4.3 and 4.4.
For our photometric data we employ the common meth-
ods discussed in Section 4.1 for dealing with systematic cal-
ibration uncertainties. We first apply the photometric zero-
point offsets calculated for the VANDELS photometric cata-
logues by McLure et al. (2018b). We also assert that the un-
certainty for each band must be ≥ 5 per cent of the observed
flux, except for the two IRAC channels where a threshold of
10 per cent is used. The VANDELS DR2 spectra were binned
by a factor of two to a sampling of 5A˚. Fitting was carried
out using the wavelength range from 5200A˚ < λ < 9250A˚
where the detector sensitivity is high and sky-line contamin-
ation is minimal compared to longer wavelengths. Sampling
of the posterior was carried out using the MultiNest al-
gorithm (Feroz & Hobson 2008; Feroz et al. 2009, 2013).
The results of this method applied to an example object
from our sample are shown in the middle panels of Fig. 1. It
can be seen that the overall shape of the posterior distribu-
tion matches the spectroscopic data well. However, on closer
inspection (and comparison to the above panel), it can be
seen that the depths of individual absorption features are
poorly reproduced. The most obvious failure however is in
reproducing the observed photometry from 1−2 µm, where
our model significantly overestimates the observed fluxes.
The object shown in Fig. 1 is typical of the sample, and
these issues were observed for the majority of our galaxies.
The fact that the joint fit is incapable of matching both
datasets simultaneously means that the two are inconsistent
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Figure 1. An example object from our sample fitted using different methods. Data are shown in blue, with spectroscopic data to the
left and photometric data to the right. Posterior distributions are shown in orange (the 16th−84th percentiles) for the simple model of
Section 4.2 in the middle panels and for the final joint physical plus systematics model of Sections 4.3 and 4.4 in the bottom panels.
The gray shaded regions were masked in our final fits (see Section 4.4). Minimum reduced chi-squared values for both fits, χ2ν , are also
shown. The χ2ν value for the simple model has been divided through by the maximum likelihood value of a
2 from the full model fit, such
that the same spectroscopic uncertainties are assumed in both cases. An expanded version of the bottom-left panel is shown in Fig. 2.
under the assumptions we have made. The joint fit adopts
a region of parameter space which best describes the spec-
troscopic data at the expense of the photometry because
there are a larger number of spectral pixels than photomet-
ric bands, and hence more terms in the log-likelihood func-
tion which depend on the spectroscopy than the photometry.
Even though the joint fit is dominated by the spectroscopy,
the quality of fit to the spectroscopic data is still poor, in
accordance with the results of Panter et al. (2003).
Issues of this nature have been commonly observed in
similar analyses, leading to suggestions that the spectro-
scopic data should be somehow down-weighted in the like-
lihood function, in order to give “equal consideration” to
both datasets. However, apart from being statistically un-
justified, this cannot solve the underlying issues of incon-
sistency between the datasets and poor quality of fit to the
spectroscopic data. Instead it is necessary to understand the
causes of these issues, so that these effects can be included
in the model we fit to our joint datasets.
One possible reason for inconsistencies between our
datasets would be aperture bias, as our photometry is meas-
ured within 2′′−diameter apertures, whilst our spectro-
scopic observations use a 1′′ slit. However, similar studies
at lower redshifts have found aperture effects to be small
(e.g. Gallazzi et al. 2014), and we would expect a smaller ef-
fect still, due to the larger angular diameter distance to our
target redshift range and the smaller physical sizes of qui-
escent galaxies at higher redshifts (e.g. McLure et al. 2013).
As a check, we take effective radius measurements, re, from
van der Wel et al. (2014) for the 26 objects which have CAN-
DELS imaging. The mean re is 0.35
′′, and no correlation ex-
ists between re and the implied inconsistency between our
datasets. Aperture bias also cannot explain the poor quality
of fit to the spectroscopic data.
As described in Section 2.2, there is a known issue with
the VANDELS spectrophotometric calibration, which is typ-
ically low at the blue end, reddening the spectra with re-
spect to the observed photometry. As the joint fits are dom-
inated by the spectroscopic data, this would be expected
to cause the fitted models to be redder than the observed
photometry, which is consistent with the overestimation of
the 1−2 µm photometry observed in the middle panels of
Fig. 1. Incorrect spectroscopic calibration is also likely to
lead to a poor quality of fit, as it is unlikely that models
will exist within the parameter space being explored which
can simultaneously match the perturbed spectral shape and
absorption features present. We therefore conclude that sys-
tematic calibration uncertainties in our spectroscopic data
are the most likely cause of the issues we identify, and move
on to develop a model for these systematic uncertainties.
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4.3 Modelling spectroscopic systematic
uncertainties
In general, as discussed in Section 4.1, it is extremely com-
plex to construct a physical model for the atmospheric and
instrumental effects to which both our spectroscopic data
and our empirical stellar-population models are subjected.
We therefore take a different approach, by constructing a
flexible empirical model for systematic perturbations of our
spectroscopic data about our physical model.
We will split these perturbations by the general form
they take: either additive or multiplicative (e.g. Cappellari
2017). We will refer to these as noise and calibration offsets
respectively. We then construct flexible models for these off-
sets by introducing nuisance parameters, Φ, into the spectro-
scopic log-likelihood function. We can then later marginalise
these nuisance parameters out of our posterior distribution,
in order to obtain a posterior for our physical parameters
which includes uncertainties due to systematic effects.
We modify the log-likelihood function for spectroscopy
presented in Equation 3 as follows. Firstly we generalise our
model, m(Θ) to m(Θ,Φ) by dividing through by a multi-
plicative polynomial calibration model, Pj(Φ), such that
mj(Θ, Φ) =
mj(Θ)
Pj(Φ)
. (4)
This model will be discussed in Section 4.3.1.
Secondly, we drop the assumption that the uncertain-
ties on our observed spectroscopic fluxes are independent, al-
lowing additive correlated noise between our spectral pixels.
We hence replace the second term on the right of Equation
3 with a matrix equation, in which the inverse of the cov-
ariance matrix is multiplied on both sides by the vector of
residuals between our observed and model fluxes. Our cov-
ariance matrix, C(Φ), will be drawn from a Gaussian process
model, which is described in Section 4.3.2. Our spectroscopic
log-likelihood function is now
ln(Lspec) = K − ln
(|C(Φ)|) −∆T C(Φ)−1 ∆ (5)
where ∆ = yj − mj(Θ, Φ) is the vector of residuals
between our observed and model fluxes and K is a constant.
Equation 5 is simply a generalisation of Equation 3, and
reduces back to Equation 3 for the case in which Pj(Φ) = 1
and C(Φ) is diagonal with elements σ2j .
4.3.1 Polynomial calibration model
A method recently adopted by several authors for address-
ing spectrophotometric calibration uncertainties is to per-
turb the spectroscopic data by a polynomial function of
wavelength. One approach is to set the polynomial coeffi-
cients before fitting a physical model to the data, by com-
paring synthetic photometry derived from the spectrum to
observed photometry in the same wavelength range (e.g. van
der Wel et al. 2016). This is computationally simple, however
it requires a significant number of photometric observations
in the spectroscopic wavelength range. Another approach is
to fit the polynomial coefficients at the same time as the
parameters of the physical model, which has the advantage
of incorporating calibration uncertainties into the uncertain-
ties on physical parameters, but is more computationally
expensive (e.g. Cappellari 2017; Belli et al. 2019).
We take the latter approach, parameterising Pj(Φ) in
Equation 4 with a second-order Chebyshev polynomial. Be-
cause our physical model is divided by Pj(Φ), the polynomial
posterior can be thought of as the multiplicative offset which
would need to be applied to our data to correct its calibra-
tion. We caution however that any issues with the spectro-
photometric calibration of our model spectra will also be
incorporated into this polynomial.
The choice of a second order polynomial was made
firstly due to computational constraints, and secondly be-
cause the calibration issues with the VANDELS spectra are
known to be well approximated by a quadratic function of
wavelength (see fig. 4 of Pentericci et al. 2018). A more flex-
ible choice for this model would be a multiplicative Gaussian
process model (e.g. Johnson et al. in prep), and we intend
to explore this option in future work.
We apply Gaussian priors to all three polynomial coeffi-
cients with standard deviations of σ = 0.25. The prior means
are µ = 1 for the zero order, and µ = 0 for the first and
second order. This means that the prior mean and median
for Pj(Φ) are equal to 1 for all wavelengths, equivalent to no
change in the calibration. The maximum deviation allowed
for any polynomial order is 2σ from the prior mean.
4.3.2 Gaussian process noise model
As discussed in Section 4.1, it is common to assume that
uncertainties on observational data are independently Gaus-
sian distributed with well-known variances. There are many
good reasons to suspect that these assumptions do not hold
in the case of spectroscopic data.
Firstly, it is standard practice to oversample the resolu-
tion element of the optical system by at least a factor of two,
leading to local covariances between pixels, although this
can be mitigated to some extent by binning adjacent pixels.
Secondly, there is also good evidence that the error spectra
determined from typical data reduction pipelines are under-
estimates of the true pixel variances (e.g. Panter et al. 2003,
2007; Belli et al. 2019). A common approach is to expand
the variances for all spectral pixels by the median residual
determined from an initial round of fitting (e.g. Belli et al.
2019). Finally, a range of effects from template mismatch to
poor sky subtraction have the potential for introducing cor-
related additive offsets between the data and models being
fitted (e.g. Cappellari 2017).
By modifying the log-likelihood function presented in
Equation 3 to that of Equation 5, we have relaxed the as-
sumption of independence in our spectroscopic uncertain-
ties. We now parameterise our covariance matrix, C(Φ), in
terms of both independent (white) noise and covariant noise
between pixels. We will fit these parameters alongside those
of our physical and polynomial calibration models. The form
we assume for our covariance matrix is
Cjk(Φ) = a
2σj σk δjk + b
2exp
(
− (λj − λk)
2
2l2
)
(6)
where σj,k are the uncertainties on our pixel fluxes, λj,k are
the central wavelengths of our pixels, δjk is the Kronecker
delta function, and a, b and l are free parameters to be fitted.
The first term in Equation 6 deals with the uncorrelated
noise on our data. As we suspect that our uncertainties may
be underestimated, we allow their magnitude to vary by a2,
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Figure 2. Physical, noise and calibration models fitted to the same example object as shown in Fig. 1. The observed spectrum is shown
in blue. The gray shaded regions have been masked, as described in Section 4.4. The orange line overlaid on the spectrum shows the
posterior distribution for the final physical + calibration + noise model. The posterior distribution for the Gaussian process noise model
is shown below in the same panel at an arbitrary vertical position. The zero-point about which it varies is shown with a dotted line. The
posterior distribution for the polynomial calibration model is shown in the bottom panel. The posterior median for the physical model
alone is shown in black. This is analogous to the spectrum corrected for systematic effects. To obtain the median of the orange posterior
in the top panel, the black line is divided by the polynomial at the bottom, then added to the Gaussian process model in the centre.
where a is assigned a logarithmic prior between 0.1 and 10
(e.g. see section 6 of Hogg et al. 2010). This is similar to the
iterative approaches of other authors, however the fact that
this parameter is allowed to vary during fitting means that
its uncertainty is propagated into the uncertainties on our
physical parameters.
The second term in Equation 6 is drawn from a Gaus-
sian process model, and allows us to model covariant noise
between our spectral pixels. Gaussian process regression is
implemented in Bagpipes using the George Python pack-
age (Ambikasaran et al. 2015). We adopt an exponential-
squared kernel and fit the normalisation b and correlation
length l. We assign logarithmic priors to both of these quant-
ities. We define b in units of the maximum flux in the ob-
served spectrum, fmax, and allow values from 10
−4 to 1. The
maximum flux is used as the unit of b such that the same
range of prior values can be used for each spectrum. The
mean or median flux value could also have been used.
Similarly, we define l in units of the wavelength range
covered by the spectral data, ∆λ (in this case 4050A˚), and
allow values from 0.01 to 1. The minimum correlation length
(∼ 40A˚) was chosen to prevent the Gaussian process model
from reproducing individual absorption and emission fea-
tures in our spectra. Our Gaussian process model is inten-
ded to model poor sky subtraction and template mismatch
between our models and data, as demonstrated with an ad-
ditive polynomial by Cappellari (2017). As currently im-
plemented, it cannot model covariances between adjacent
spectral fluxes due to oversampling of the resolution ele-
ment, or resampling from an initial non-uniform wavelength
sampling. A term in Equation 6 to account for this is a pos-
sible extension to our model (e.g. Czekala et al. 2015).
4.4 Final fitting of our joint datasets
In this section we describe our final fitting methodology,
from which all of the results presented in Section 5 are de-
rived. We again fit the physical model described in Section
3, however we now also fit the models for systematic ef-
fects introduced in Section 4.3, by exchanging Equation 3
for Equation 5 in our log-likelihood function.
Our photometric data are treated in the same way as de-
scribed in Section 4.2, and we use the same wavelength range
and binning for our spectroscopy. In addition, we also mask
several spectral regions which experience strong telluric con-
tamination, leading to residuals such as those visible in the
top left panel of Fig. 1 at ∼ 7600A˚. The regions masked
are 6860−6920A˚, 7150−7340A˚, and 7575−7725A˚. Finally,
we mask the rest-frame region from 3702−3752A˚, contain-
ing the [O ii] emission line. This is because the excitation
mechanism for low-level line emission in quiescent galaxies
is still controversial, with AGN and ionization from old stars
both thought to contribute (e.g. Yan et al. 2006; Lemaux
et al. 2010; Singh et al. 2013; Herpich et al. 2018). By con-
trast, the only mechanism which can excite [O ii] emission
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in our Bagpipes physical model is ionization from young
stars, meaning that our inferred SFRs could be biased by
[O ii] emission excited by other processes. We will compare
our observed [O ii] equivalent widths to our inferred specific
star-formation rates (sSFRs) in Section 5.5.
Our final model has 15 free parameters, summarised
in Table 2. Sampling our posterior distribution with Mul-
tiNest therefore requires several million evaluations of our
log-likelihood function, each of which is relatively computa-
tionally expensive, in particular the inversion of the covari-
ance matrix. Fitting each galaxy therefore requires several
tens of CPU hours, limiting the scalability of this method.
The posterior distribution for our final model fitted to
the object discussed in Section 4.2 is shown in the bottom
panels of Fig. 1. Both the spectroscopic and photometric
data can now be seen to be well matched by our posterior
distribution. In order to provide a quantitative comparison,
we also show in Fig. 1 minimum reduced chi-squared values,
χ2ν , for both of the fits shown. In order for the comparison
to be direct, the χ2ν for the fit with the simple model has
been divided by the maximum likelihood value of a2 from
the fit with the full model (see Equation 6). This means that
the same variances are assumed for the spectroscopic data
in both cases. When comparing to a chi-squared distribution
with 794 degrees of freedom, the full model fit is statistically
acceptable (24 per cent chance of a worse fit), whereas the
simple model fit is strongly excluded by the data. The χ2ν
values shown in Fig. 1 are typical of galaxies in our sample.
An expanded view of the bottom left panel of Fig. 1
is shown in Fig. 2. Additionally, the posterior distributions
for our polynomial calibration and Gaussian process noise
models are shown below the observed spectrum. The pos-
terior distribution for our polynomial calibration model can
be seen to follow the expected form, with little change across
most of the spectral range, and an increase of ∼ 30 per cent
at the blue end. This is typical of the polynomial corrections
we recover for objects in our sample, although the degree
of correction at the blue end varies by an additional ∼ 30
per cent from object to object. These calibration corrections
follow the expected form found by Pentericci et al. (2018),
and eliminate the apparent inconsistencies between spectro-
scopic and photometric datasets discussed in Section 4.2.
The corrections introduced by our Gaussian process noise
model can be seen to be small, however the extra flexibility
in continuum shape allows the absorption features present
in the observed spectrum to be well fitted by our model.
Finally, the black line in the main panel of Fig. 2 shows
the posterior median for the physical model we fit to our
observed spectrum. Assuming that systematics on our spec-
tral models are negligible, this can be thought of as the best
fit to our observational data corrected for systematic effects.
For clarity, the black line in the top panel divided by the
polynomial in the bottom panel then added to the Gaussian
process model in the centre gives the median of the orange
posterior distribution shown in the top panel.
5 RESULTS
In this section we present the results obtained by fitting our
full model, as described in Sections 4.3 and 4.4, to the sample
described in Section 2.3.
5.1 Quiescent and green valley sub-samples
Two main methods have been used to define samples of
quiescent galaxies: selection by sSFR and selection by rest-
frame UVJ colours (typically evolving with observed red-
shift; e.g. Williams et al. 2009). Several recent studies define
quiescence by a time-evolving criterion of sSFR < 0.2/tobs,
where tobs is the age of the Universe when the galaxy is ob-
served (e.g. Gallazzi et al. 2014; Pacifici et al. 2016). This
was demonstrated by Carnall et al. (2018) to produce good
agreement with UVJ selection using a non-evolving colour
criterion of U−V > 0.88(V −J) + 0.69 from 0.25 < z < 3.75.
As detailed in Section 2, the VANDELS UVJ selection
uses the more permissive 1.0 < z < 2.0 colour criterion
from Williams et al. (2009) of U − V > 0.88(V − J) + 0.49.
We therefore apply a further, sSFR-based selection to our
sample in order to facilitate comparisons with other recent
work. We apply the slightly modified method of Carnall et al.
(2018), which uses the normalised SFR, or nSFR. This is
defined as the SFR averaged over the most recent 100 Myr,
SFR100, as a fraction of the average SFR over the whole
history of the galaxy. This can be written as
nSFR = SFR100
tobs∫ tobs
0
SFR(t) dt
. (7)
In fig. 5 of Carnall et al. (2018) we demonstrate that a selec-
tion criterion of nSFR < 0.1 produces good agreement with
sSFR < 0.2/tobs at all redshifts. This requires the ongoing
SFR of the galaxy at the redshift of observation to be less
than 10 per cent of its historical average. By the application
of this criterion we separate our sample into 53 quiescent and
22 green-valley galaxies. This approach will be compared to
UVJ-based selection criteria in Section 5.4.1.
5.2 Stellar mass vs formation redshift
From the star-formation histories we infer for our quiescent
sub-sample we measure several quantities. Firstly, we calcu-
late the mean time (measured forwards from the Big Bang)
at which the stars in our galaxies formed, tform, given by
tform =
∫ tobs
0
t SFR(t) dt∫ tobs
0
SFR(t) dt
. (8)
This corresponds to the mean stellar age, or mass-weighted
age, and is similar to the median formation time, t50, used in
some studies. We then calculate the redshift corresponding
to tform, which we call the formation redshift.
We also calculate the history of the nSFR parameter
over our inferred SFHs and extract the age of the Universe
at which nSFR first falls below 0.1. This is the time at which
the galaxy would first enter our quiescent sub-sample, and
we therefore refer to this as the time of quenching, tquench.
Times of formation and quenching inferred using the
double-power-law SFH model described in Section 3.1 were
extensively validated using mock photometric observations
of simulated quiescent galaxies by Carnall et al. (2018). How-
ever, subsequent evidence (Carnall et al. 2019; Iyer et al. in
prep.) suggests that this SFH model under-predicts the ages
of star-forming galaxies. We therefore do not report inferred
ages for our green-valley sub-sample.
The times of formation and quenching we infer for our
quiescent sub-sample are shown in Fig. 3 as a function of
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Figure 3. Redshifts of formation (top panel) and quenching (bot-
tom panel) for our quiescent sub-sample. In the top panel the
black errorbars show the mean time of formation in four stellar
mass bins. The posterior distribution given in Equation 9 for the
mean formation time as a function of stellar mass is shown in
blue. Individual SFHs for these objects are shown in Fig. 13.
our inferred stellar masses. It can be seen that almost all of
our lower-mass galaxies (M∗ . 1011M) are found to have
formed the bulk of their stellar populations at z < 3. By
contrast, more-massive galaxies display a greater spread in
formation redshift, with the oldest objects found to have
formed their stars at z ∼ 5 and quenched by z = 3.
In order to understand the average properties of our
sample as a function of stellar mass, we split our objects
into four mass bins. A 0.25 dex spacing was used between
log10(M∗/M) = 10.75 and 11.25, with additional bins for
objects with M∗ < 1010.75M and M∗ > 1011.25M. The
mean formation redshift in each bin is shown with black
errorbars in the top panel of Fig. 3. A clear trend is visible
at lower masses, which shows some signs of flattening at
M∗ > 1011M, as found at z = 0.7 by Gallazzi et al. (2014).
Following Gallazzi et al. (2014) we fit a linear relation-
ship to describe the average tform for our galaxies as a func-
tion of stellar mass, including an intrinsic scatter to account
for effects unrelated to the stellar masses of our objects (e.g.
galaxy environment). For the mean relationship we find(
tform
Gyr
)
= 2.56+0.12−0.10 − 1.48+0.34−0.39 log10
(
M∗
1011M
)
(9)
with an intrinsic scatter of 0.58+0.09−0.08 Gyr. The posterior for
the mean relationship is shown in blue in the top panel of
Fig. 3. This result will be discussed in Section 6.1.
It is interesting to consider the distribution of SFRs for
the objects shown in Fig. 3. For all objects with nSFR < 0.01
(those coloured dark red) the lower bound on the current
level of star-formation is zero: we hence describe these ob-
jects as having no detectable star-formation. Galaxies with
lighter colours have detectable star-formation at levels low
enough that we still describe them as quiescent. It can be
seen that no trend exists between tform and nSFR in Fig. 3.
This supports the findings of Belli et al. (2017), who attrib-
ute star-formation in quenched galaxies to stochastic pro-
cesses such as minor mergers and rejuvenation events.
A trend is visible between tquench and nSFR, with more
recently quenched galaxies having higher nSFR. However
this result is not robust, as our double-power-law SFH model
cannot reproduce rejuvenation events. Once star-formation
drops to near zero it cannot rise again under this model,
meaning quenching must be delayed until recent times to
match any level of ongoing star formation. We hence con-
clude that we cannot reliably measure tquench with our
double-power-law model from UV spectroscopy for galaxies
with detectable ongoing star-formation. A more advanced
approach will be needed to model the details of these SFHs
(e.g. Leja et al. 2019a; Iyer et al. 2019; Lovell et al. 2019).
5.3 Distribution in Dn4000 vs Hδ
Historically, a common method for inferring galaxy ages and
sSFRs from UV-optical spectroscopy has been to measure
the strengths of the 4000A˚ break (Dn4000) and the Balmer
delta (Hδ) absorption feature (e.g. Kauffmann et al. 2003;
Brinchmann et al. 2004). We therefore report these spectral
indices for our galaxies, both to show the distribution of
these parameters within the quiescent population at 1.0 <
z < 1.3, and to check that the results we infer from our full-
spectral-fitting method are in agreement with the expected
relationships between these parameters.
We measure Dn4000 from our spectra as the ratio of av-
erage fluxes between 3850−3950A˚ and 4000−4100A˚, whilst
masking out pixels which deviate by more than 3σ from
the posterior median model fitted in Section 4.4, which are
assumed to experience significant sky-line contamination
(31 objects have pixels masked, with the average fraction
masked being 2 per cent). We measure the rest-frame Hδ
equivalent width, EWHδ, by fitting a first-order polynomial
plus Gaussian model to the 100A˚ spectral region centred
on Hδ. We then correct for nebular emission using the Hδ
flux predicted by our fitted Bagpipes model (see Section
3.3). These corrections are small (. 1A˚) for our green valley
sub-sample, and typically negligible for our quiescent sub-
sample. For 8 of our 75 objects, Hδ falls within the observed
wavelength ranges masked in Section 4.4, and is therefore
strongly contaminated by sky lines, such that no measure-
ment could be made. For these objects we apply the same
fitting methodology to the posterior prediction for this spec-
tral region from our fitted Bagpipes model.
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Figure 4. Distribution of our galaxies in EWHδ vs Dn4000. To the left, our quiescent (red) and green-valley (green) sub-samples are
shown, and can be seen to be cleanly separated in this parameter space at Dn4000 ∼ 1.3−1.4 and EWHδ ∼ 4A˚. To the right, our quiescent
sub-sample is shown coloured by the inferred mass-weighted age. Contours are also shown marking the distributions of SDSS (gray) and
Lega-C (blue) quiescent galaxies, also selected by nSFR < 0.1, from the samples of Wu et al. (2018a, priv. comm.).
Our sample is shown on the EWHδ vs Dn4000 plane in
the left panel of Fig. 4. Our sub-samples are significantly
offset, with our green valley objects having stronger Hδ ab-
sorption and a weaker 4000A˚ break. There is a clear trans-
ition at 1.3 < Dn4000 < 1.4 and EWHδ ∼ 4A˚, with almost
all of our quiescent sub-sample at higher Dn4000 and lower
EWHδ. Four significant outliers are visible: three quiescent
objects with low Dn4000 and strong Hδ absorption, and one
green-valley object with a strong 4000A˚ break (Dn4000 ∼
1.55). These objects will be discussed in Section 5.6.
In the right panel of Fig. 4 our quiescent sub-sample
is shown coloured by our inferred mass-weighted ages (see
Section 5.2). A trend in age with Dn4000 is visible as expec-
ted, with our oldest objects having Dn4000 ' 1.7. Contours
are plotted showing the distributions of quiescent galaxies at
lower observed redshifts. Both samples are taken from Wu
et al. (2018a, priv. comm.) with the additional imposition
of our nSFR < 0.1 criterion. The SDSS sample, shown in
gray, is at 0.04 < z < 0.14; the Lega-C sample, shown
in blue, is at 0.6 < z < 1.0. A similar evolution of ∼ 0.2
in the average Dn4000 value can be seen from z ∼ 0.1 to
z ∼ 0.8 and from z ∼ 0.8 to our sample at an average red-
shift of z ∼ 1.15. The cosmic time interval between SDSS
and Lega-C is approximately four times that between Lega-
C and VANDELS, demonstrating that the distribution of
quiescent galaxies moves towards lower Dn4000 at an accel-
erating pace with increasing lookback time as expected.
5.4 Trends with rest-frame UVJ colours
In this section we consider the positions of our galaxies on
the UVJ diagram, and physical parameter trends with UVJ
colours. Our sample is shown on the UVJ diagram in Fig. 5.
5.4.1 Trends with star-formation rate
The top-left panel of Fig. 5 shows a direct comparison of
our nSFR-based selection to both sets of UVJ selection cri-
teria discussed in Section 5.1. Good agreement can be seen
between the dashed criterion of U − V > 0.88(V − J) +
0.69 and the nSFR-based selection introduced by Carnall
et al. (2018). None of our quiescent sub-sample fall below the
dashed line, whereas seven green valley objects fall above.
All seven are very close to our nSFR threshold, with the
majority having 16th posterior percentiles at nSFR < 0.1.
The top-right panel of Fig. 5 shows our sample coloured
by nSFR. At an observed redshift of z ∼ 1, a nSFR value of
0.1 is equivalent to log10(sSFR/yr
−1) ' −10.5. We observe
a clear trend in nSFR (and hence sSFR) perpendicular to
the red sequence, in agreement with recent results (e.g. Fang
et al. 2018; Carnall et al. 2018). It is worth noting that the
solid box representing the more permissive UVJ selection
criteria includes objects which are forming stars at up to
∼ 50−100 per cent of their historical average SFRs, meaning
that these criteria alone should not be used to select high-
redshift quiescent galaxies.
We therefore argue that the nSFR < 0.1 criterion is the
most robust method for selecting quiescent galaxy samples.
This method is truly redshift-independent, as it selects
galaxies which are forming stars below a fixed fraction of
their historical average SFRs. Both a fixed UVJ selection of
U−V > 0.88(V −J) + 0.69 and sSFR selection proportional
to t−1 produce results similar to nSFR < 0.1. By contrast,
we argue that both the original redshift-dependent UVJ se-
lection criteria, and selection using a fixed sSFR threshold
are less appropriate, as they include galaxies which are pro-
portionally more highly star-forming at higher redshifts.
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Figure 5. Our sample on the UVJ diagram, coloured by nSFR, AV and mass-weighted age. The VANDELS UVJ criteria (Section 2.1)
are shown by solid black lines; the dashed line is the stricter boundary of U − V > 0.88(V − J) + 0.69. In the top-right panel the larger
blue box is the PSB selection of Belli et al. (2019), assuming that galaxies with median stellar ages of 300−800 Myr display PSB spectral
properties. The upper box shows an extension of the PSB selection to a maximum age of 1.2 Gyr. In the bottom-left panel, the arrow
shows the effect of 0.5 magnitudes of V -band attenuation, under the model described in Section 3.2 with n = 0.7. In the bottom-right
panel, the coloured grid shows predicted positions from Belli et al. (2019) for median stellar ages from 0.5−4.5 Gyr in 0.5 Gyr intervals.
5.4.2 Trends with dust attenuation
Our sample is shown coloured byAV in the bottom-left panel
of Fig. 5. It can be seen that we find a strong trend in dust
attenuation across our UVJ box, which follows the trend
we observe in sSFR, perpendicular to the dust reddening
vector. These results are in accordance with those of Fang
et al. (2018), who observe a drop in the dust content of
their star-forming galaxies as they move closer to the red
sequence. We find that the majority of objects within the
solid UVJ selection box which have AV > 1 are those we
identify as in the green valley, rather than truly quiescent.
This confirms that, within the UVJ box, dust attenuation
is more strongly related to sSFR than position along the
dust-reddening vector. Our quiescent sub-sample is typically
found to be less dusty, however there is still a noticeable
trend with distance from the edge of the UVJ selection box,
as was found by Belli et al. (2019).
5.4.3 Trends with stellar age
The mass-weighted ages of our quiescent sub-sample (see
Section 5.2) are shown on the UVJ diagram in the bottom-
right panel of Fig. 5. Also plotted are ages predicted by the
relationship derived by Belli et al. (2019). The lines which
run perpendicular to the dashed UVJ selection are lines of
constant age, which are shown from 0.5−4.5 Gyr in intervals
of 0.5 Gyr. The ages we derive for our objects are in good
agreement with Belli et al. (2019), despite several methodo-
logical differences (median vs mean stellar age, different SFH
models), demonstrating that the ages of quiescent galaxies
are less model-dependent than those of star-forming objects.
It is remarkable that such a clear trend in stellar age
can exist parallel to the dust reddening vector on the UVJ
diagram. Galaxies along the top-left edge of our distribution
can be seen to follow a pure age sequence, with no evolu-
tion in dust attenuation. A population of totally quenched
objects with younger stellar populations which still retained
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Figure 6. The distribution of [O ii] emission in our sample. The left panel shows EW[O ii] vs sSFR: symbols and colours are as defined in
Fig. 4, except for galaxies with log10(sSFR/yr−1) < −12, which are shown as triangles, indicating an upper limit. Additionally, objects
detected in the Chandra seven megasecond catalogue of Luo et al. (2017) are shown as hegaxons (see Section 5.7). The right panel shows
the EWHδ vs EW[O ii] parameter space typically used to select post-starburst galaxies. Quiescent galaxies are coloured by mass-weighted
age, green-valley galaxies are shown with gray errorbars. Commonly used spectroscopic PSB selection criteria are shown with solid lines
(e.g. Tran et al. 2003; Maltby et al. 2016). Galaxies which meet these criteria are shown as stars (see Section 5.6).
significantly more dust would disrupt this, as well as the age
trend found by Belli et al. (2019). This implies that quench-
ing galaxies must lose most of their dust before their sSFRs
drop to the extent where they can join the red sequence.
These ideas will be explored further in Section 6.2.
5.5 [O ii] emission properties
As described in Section 4.4, the [O ii] 3727A˚ emission line
was masked during our spectral fitting analysis due to uncer-
tainties as to the excitation mechanism in quiescent galaxies.
We now consider the distribution of [O ii] emission in our
sample. We first measure the rest-frame equivalent width of
the line, EW[O ii], using the same method as was applied to
the Hδ feature in Section 5.3.
A comparison of our measured [O ii] equivalent widths
with our inferred sSFRs is shown in the left panel of Fig.
6. Our green-valley galaxies typically exhibit stronger [O ii]
emission, with 77 per cent having EW[O ii] < −5A˚. By con-
trast, only 26 per cent of our quiescent sub-sample has [O ii]
emission stronger than this threshold. This is despite the
dustier nature of our green valley sub-sample (see Section
5.4.2). Whilst our green-valley sub-sample clearly exhibits
stronger [O ii] than our quiescent sub-sample, it can be seen
that at fixed EW[O ii] our inferred sSFRs span a range as
large as ∼ 2 dex. This is in agreement with previous results
which identify [O ii] as a poor predictor of ongoing star-
formation in quiescent galaxies (e.g. Lemaux et al. 2010).
Without rest-frame optical spectroscopy it is challen-
ging to constrain possible AGN contributions to our [O ii]
fluxes. However, the majority of local quiescent galaxies with
detectable [O ii] emission have been shown to exhibit high
[O ii]/Hα ratios (e.g. Yan et al. 2006) which are inconsist-
ent with excitation by ongoing star-formation (Kewley et al.
2004). We therefore identify galaxies in our sample with
strong [O ii] emission as likely hosts of low-level AGN activ-
ity, in particular the quiescent galaxies for which we find
EW[O ii] < −10A˚. We will further consider the possibility
of AGN activity in our galaxies in Section 5.7.
Ionization by hot low-mass stars has also been postu-
lated as an explanation for line emission in quiescent galax-
ies (e.g. Singh et al. 2013). Recently, Herpich et al. (2018)
reported a marginal difference in the stellar ages of local
quiescent galaxies with and without visible emission lines.
In principle, this measurement should be easier to make at
z ∼ 1, as the stellar populations of quiescent galaxies are
considerably younger. Our quiescent sub-sample is shown
coloured by stellar age in the right panel of Fig. 6. No clear
correlation between [O ii] emission and stellar age is visible,
however our sample is considerably smaller than those avail-
able in the local Universe, which may preclude the detection
of this subtle effect. Future large high-redshift spectroscopic
surveys will be a valuable tool for addressing this issue.
5.6 Post-starburst and rejuvenated galaxies
Post-starburst galaxies (PSBs) are widely identified as one
of two major transitional states between the star-forming
population and red sequence (see Section 1). A variety of
methods have been used to identify samples of PSBs, ran-
ging from spectroscopic selection based on strong Hδ or Hβ
absorption and a lack of emission lines (e.g. Tran et al. 2003),
to principal component analyses (e.g. Wild et al. 2007, 2014),
to selection by rest-frame UVJ magnitudes (e.g. Belli et al.
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2019). Comparisons between different methods have found
significant overlap (e.g. Maltby et al. 2016), however a fully
self-consistent set of criteria which returns objects with the
desired properties is still to be agreed upon.
A detailed discussion of the physical properties of VAN-
DELS PSBs will be presented by Wild et al. in prep. In this
section we briefly discuss the distribution of PSBs within
our sample, and the degree of consistency between differ-
ent selection methods. The right panel of Fig. 6 shows the
EW[O ii] vs EWHδ parameter space often used to spectro-
scopically select PSBs (e.g. Tran et al. 2003; Maltby et al.
2016, submitted). We identify three spectroscopic PSBs, all
of which are members of our quiescent sub-sample. These
objects are marked with stars in Figs 3, 4, 5 and 6.
Our spectroscopically identified PSBs are shown on the
UVJ diagram in the top-right panel of Fig. 5. It can be
seen that our PSBs occupy the region predicted by Wild
et al. (2014), towards the bottom-left of the UVJ selection
box. The larger of the two blue boxes is the PSB selection
used by Belli et al. (2019), which assumes that PSB features
are visible for quiescent galaxies with median stellar ages of
300−800 Myr. Both of the objects we find within this box
are part of our green-valley sub-sample and, whilst both are
close to our PSB selection box in Fig. 6, neither fulfils our
PSB selection criteria. The object close to the top of the
box has strong Hδ absorption, however it has EW[O ii] =
−6.8 ± 0.3A˚. By contrast, the object at the bottom of the
box fulfils our [O ii] criterion but has EWHδ ∼ 3A˚.
The objects we identify spectroscopically as PSBs oc-
cupy a region slightly further up the red sequence, within the
region for which Belli et al. (2019) predict ages of 800−1200
Myr. This region is highlighted with a smaller blue box above
the one used by Belli et al. (2019). Our results suggest this
is the region in which spectroscopic features usually associ-
ated with PSBs are strongest. The fourth object within our
extended box, as well as the closest object above this box,
have [O ii] consistent with our selection criteria but slightly
weaker Hδ absorption. These results are in good agreement
with Maltby et al. (2016), who find that ∼ 50 per cent of
galaxies identified by the photometric selection proposed by
Wild et al. (2014), upon which the Belli et al. (2019) UVJ
selection is based, exhibit [O ii] and Hδ equivalent widths
consistent with the spectroscopic criteria shown in Fig. 6.
Our findings suggest that the contribution of the PSB
quenching channel to the growth of the red sequence is to-
wards the upper end of the range found by Belli et al. (2019).
However, as will be discussed in Section 6.2, the timescale
over which PSB features are visible is not necessarily de-
termined by the time taken for a galaxy to traverse the blue
box on Fig. 5 by passive evolution of its stellar population.
We finally note, based upon Fig. 4, the presence of
one galaxy in our green valley sub-sample which displays
Dn4000 > 1.5, but which has a blue continuum below this
wavelength, and strong [O ii] emission. For this object we
find a stellar mass of log10(M∗/M) = 11.25 ± 0.15 and a
mass-weighted age of 3.6± 0.5 Gyr, amongst the oldest and
most massive in our sample. With currently available data
it is challenging to discriminate between rejuvenated star-
formation and AGN activity (though we find no evidence of
AGN activity in either X-ray or radio datasets in Section
5.7). However, in either case, objects such as this are clearly
of significant interest for assisting our understanding of con-
tinuing mass assembly in the oldest galaxies (e.g. Belli et al.
2017; Nelson et al. 2018). Assuming no AGN contribution we
infer a SFR of 8.9+4.9−3.2 M yr
−1, meaning the stellar mass of
this object would increase by ∼ 2−5 per cent over 100 Myr.
5.7 Evidence of AGN activity
As discussed in Section 5.5, it is challenging to determine
whether or not galaxies in our sample host an AGN, given
only our UV-NIR photometry and rest-frame UV spectro-
scopy. Whilst line ratios from rest-frame optical spectro-
scopy would be the ideal tool for studying this, we here
consider ancillary datasets in the X-ray, mid-infrared and
radio to attempt to constrain any AGN contributions.
We first consider X-ray data from the Chandra
seven megasecond source catalogue (Luo et al. 2017) and
Subaru/XMM-Newton deep survey (Ueda et al. 2008). We
find two matches within our sample, both from the Chandra
seven megasecond source catalogue. These objects are shown
as hexagons in the left panel of Fig. 6, and can be seen to
have two of the four strongest [O ii] lines in our sample (the
second highest is in the UDS). This suggests that strong
[O ii] emission is a good predictor of X-ray AGN activity in
quiescent galaxies.
We then consider radio data at 1.4GHz from the
Very Large Array, which is available for both of our fields
(Simpson et al. 2006; Bonzini et al. 2013). We find that three
of our galaxies are detected, none of which are in common
with our X-ray detected objects. All three are massive, with
log10(M∗/M) > 11, and all three sit close to our nSFR
threshold, with log10(sSFR/yr
−1) ' −10.5. There is no
indication from their rest-frame UV continua or [O ii] lines
that these galaxies host AGN, as has typically been found
for radio galaxies at high redshift (e.g. Dunlop et al. 1996).
We finally consider publicly available Spitzer MIPS
24µm imaging, which is available for 57 of our galaxies
(Dickinson et al. 2003; Dunlop et al. 2007). For each of these
objects we extract fluxes within 14′′−diameter apertures and
manually inspect the images, flagging objects as isolated (33
objects) or potentially confused (24 objects). Of our isolated
sources, 21 are members of our quiescent sub-sample, and 12
are members of our green valley sub-sample.
Only one of the two objects identified above as X-ray
sources has MIPS 24µm coverage: the galaxy in our green
valley sub-sample. This object has the strongest isolated de-
tection in our sample by approximately a factor of two. Of
our 21 isolated quiescent galaxies, only one has a detection
at >3σ, whereas 7 out of 12 isolated green valley objects are
detected above this threshold. For our eight objects with ro-
bust, isolated detections we use the calibration of Kennicutt
& Evans (2012) to convert our aperture-corrected fluxes into
SFRs. We find that the X-ray detected source is the only ob-
ject with significantly more 24µm-flux than expected, based
on the SFRs we derive from our spectral fitting analysis.
The quiescent object which is detected at 24µm is one
of the three identified as radio AGN above. This object
is the most massive in our sample, with log10(M∗/M) =
11.66 ± 0.14, and one of the oldest, with a mass-weighted
age of 3.5±0.6 Gyr. However, we find no evidence of an
AGN contribution to its 24µm flux: our inferred SFR is
13.2+5.6−3.8 M yr
−1, whereas its 24µm-predicted SFR is 14.3±
2.5 M yr−1. This object is similar to the rejuvenated ob-
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Figure 7. Stacked spectra for our green valley and quiescent sub-samples. Key differences include more flux below 3000A˚ and stronger
[O ii] emission for the green-valley galaxies, and a transition from Balmer to 4000A˚ break. Stacked 24 µm images are also shown, which
include all 57 objects with MIPS coverage. Our green valley stack shows a clear detection, consistent with greater ongoing star-formation.
ject discussed in Section 5.6, and seems consistent with the
scenario proposed by Best et al. (2014), in which cooling
of gas in the hot halo begins to provide fuel for jet-mode
AGN activity and rejuvenated star-formation & 2 Gyr after
quenching has occurred.
The two 1.4GHz catalogues we consider jointly provide
coverage down to 100µJy sensitivity for all our objects. This
corresponds to a rest-frame 1.4GHz luminosity of 1023.6
W Hz−1 at z = 1, or 1023.9 W Hz−1 at z = 1.3. We find that
2 of our 4 objects with log10(M∗/M) > 11.5 are detected
above this level, whereas only 1 of our 39 objects with 11.0 <
log10(M∗/M) < 11.5 is detected. This is broadly consistent
with the local relationship between radio-loud AGN fraction
and stellar mass (e.g. Best et al. 2005; Sabater et al. 2019),
in agreement with other studies which find little redshift
evolution (e.g. Tasse et al. 2008; Simpson et al. 2013).
5.8 Stacking analyses
We finally perform a stacking analysis to demonstrate the
average spectral properties of the galaxies in our two sub-
samples. We de-redshift our spectra and normalise over the
rest-frame wavelength range from 3200−3600A˚, which is in
the centre of our observed spectral range and contains no
strong features. We then resample our spectra to a com-
mon wavelength grid using Spectres (Carnall 2017). Me-
dian stacked green valley and quiescent spectra are shown in
the top and bottom panels of Fig. 7 respectively. The stacks
have total exposure times of 745 and 1971 hours respectively.
A clear transition from Balmer to 4000A˚ break can be
seen between the two spectra, demonstrating the older stel-
lar populations of our quiescent galaxies. As discussed in
Section 5.5, the median [O ii] flux is significantly higher in
our green valley sub-sample. The continuum below 4000A˚
can also be seen to be bluer, with considerably more flux at
< 3000A˚, indicating higher levels of ongoing star-formation.
Median stacked 24µm images are also shown in Fig. 7,
using all 57 objects for which MIPS coverage is available (see
Section 5.7). Our green valley stack shows a clear detection,
with no corresponding detection in our quiescent stack.
6 DISCUSSION
In this section we further discuss our results. In Section 6.1
we compare our stellar mass vs age relationship to results
from the literature and recent simulations. In Section 6.2,
we consider the connections between our quiescent, green-
valley and post-starburst galaxies. In Section 6.3 we discuss
the shapes of the SFHs we infer for our quiescent sub-sample.
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Figure 8. A comparison of quiescent galaxy formation redshifts from spectroscopic studies and simulations at a range of observed
redshifts. Formation redshifts in the left panel are mass-weighted, those in the right panel are r-band light-weighted. Results at z = 0.1
are measured within 3′′−diameter circular apertures. Observational results at higher redshifts were obtained using 1′′ slits. Results
from simulations at z = 1 were extracted using 1′′ square apertures. Systematic offsets exist in the vertical positions of the different
observational relationships (e.g. due to the use of different SFH models), however the gradients can be seen to be in good agreement.
6.1 The stellar mass vs stellar age relationship
As discussed in Section 1, the epoch of formation as a func-
tion of galaxy stellar mass is a key observable property which
is strongly constraining on AGN-feedback models. In this
section we compare our results to other observational stud-
ies, as well as making comparisons with simulations.
6.1.1 Stellar mass vs age from spectroscopic studies
The stellar mass vs stellar age relationship we derive for our
quiescent sub-sample is compared to results from the literat-
ure in Fig. 8. In the left panel we show the mean relationship
we derive between stellar mass and mass-weighted formation
time for our quiescent sub-sample in Section 5.2, along with
the positions of our individual quiescent galaxies.
In order to facilitate comparisons with earlier work, we
also calculate the same mean relationship using r-band light-
weighted formation times, tr-band (e.g. Gallazzi et al. 2005).
For this quantity we obtain a mean relationship of(
tr-band
Gyr
)
= 2.91+0.08−0.09 − 1.24+0.27−0.30 log10
(
M∗
1011M
)
(10)
with an intrinsic scatter of 0.51+0.08−0.07 Gyr. The slope of this
relationship is slightly shallower than that which we obtain
for tform (Equation 9), and is offset towards later formation
times by ∼ 350 Myr at log10(M∗/M) = 11.
In the left panel of Fig. 8, we also show the 23 galax-
ies studied by Belli et al. (2019) at observed redshifts of
1.5 < z < 2.5. We have shown in Section 5.4.3 that our
inferred ages agree well with the predictions of Belli et al.
(2019), meaning that no significant systematic offsets should
exist between the two samples. A similar range of formation
redshifts can be seen for both samples, with the Belli et al.
(2019) objects appearing slightly offset towards earlier form-
ation redshifts on average. The slope of the relationship can
be seen to be similar in both studies.
In the right panel our r-band light-weighted formation
times are compared to those found by Gallazzi et al. (2005,
2014) for quiescent galaxies at z ∼ 0.1 and z ∼ 0.7 respect-
ively. Again, good agreement can be seen between the slope
we infer for our relationship and those found by Gallazzi
et al. (2005, 2014). We thus conclude that, at log10(M∗/M)
> 10.3, an evolution of ∼ 1.5 Gyr in formation time per
decade in stellar mass is a robust result which remains con-
sistent from the local Universe to at least z ∼ 2.
However, the relative vertical positions of our relation-
ship and the Gallazzi et al. (2014) relationship at z ∼ 0.7
do not follow the expected trend of earlier formation with
increasing observed redshift at fixed stellar mass. This is
likely to be due to the significant methodological differences
between the two studies. Gallazzi et al. (2014) fit indices
derived from rest-frame optical spectra and use an exponen-
tially declining SFH model, whereas we apply a full-spectral-
fitting approach to rest-frame UV spectra using a double-
power-law SFH model. The use of different SFH models and
priors is known to affect derived ages, which could plausibly
give rise to this effect (e.g. Carnall et al. 2019; Leja et al.
2019a,b). It is additionally likely that the optical spectra
of quiescent galaxies are dominated by an older population
than dominates in the UV, meaning that fitting different
spectral regions could result in different SFHs.
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Figure 9. A comparison of formation redshifts for massive qui-
escent galaxies from two recent photometric studies. Whilst these
two sets of results are in good agreement, considerably weaker
stellar mass vs stellar age trends are recovered when compared to
the spectroscopic studies shown in Fig. 8.
6.1.2 Stellar mass vs age in cosmological simulations
Given our conclusion in Section 6.1.1 that the steep stellar-
mass vs stellar age relationship observed for quiescent galax-
ies at low redshift is already in place by z ∼ 2, it is inter-
esting to consider whether this trend is reproduced by mod-
ern cosmological simulations. Historically, this relationship
has been challenging to match, even in the local Universe,
for both quiescent and star-forming galaxies (e.g. Somerville
et al. 2008; Trager & Somerville 2009).
We consider predictions from the 100 h−1 Mpc box
length runs of both Simba (Dave´ et al. 2019) and Il-
lustrisTNG (e.g. Nelson et al. 2019), using snapshots at
z = 0.1 and 1.0. In order to match these predictions as
closely as possible with the observational studies discussed
in Section 6.1.1, we apply apertures to the simulated galaxies
as follows. For the z = 0.1 snapshots, we apply 3′′−diameter
circular apertures to each galaxy, for consistency with the
SDSS observations used by Gallazzi et al. (2005). For the
z = 1 snapshots, we apply 1′′ square apertures, to match
the 1′′ slits used by Gallazzi et al. (2014), Belli et al. (2019)
and this work (assuming a ∼ 1′′ region along the direction
of the slit is extracted). We select all galaxies within these
snapshots which meet our nSFR < 0.1 criterion (see Sec-
tion 5.2), then calculate mass-weighted and r-band light-
weighted formation times for the simulated galaxies. We use
Bagpipes to predict the r-band flux from each star particle.
In Fig. 8 we show the average mass-weighted and r-
band light-weighted formation times as a function of stellar
mass for each snapshot. At each point along the horizontal
axis, the median formation time of galaxies within a 0.25 dex
mass range centred on that point is shown. The two simula-
tions can be seen to be in reasonably good agreement, with
discrepancies confined to levels of . 250 Myr. The z = 0.1
relationships predicted by these simulations have slopes con-
sistent with the ∼ 1.5 Gyr per decade in mass evolution
found by the observational studies shown. Additionally, the
normalisations of the z = 0.1 relationships in both simula-
tions are in good agreement with the results of Gallazzi et al.
(2005), as found for the general z < 0.2 galaxy population
in IllustrisTNG by Nelson et al. (2018).
However, at z = 1 both simulations predict significantly
weaker average stellar mass vs age relationships. Using mass-
weighted formation times, Simba predicts an evolution of
0.38 Gyr per decade in stellar mass across the interval shown
in Fig. 8, whereas IllustrisTNG predicts an evolution of
0.51 Gyr per decade. This suggests that these simulations
do not accurately reproduce the detailed physical proper-
ties of massive quiescent galaxies at z > 1. This is partic-
ularly interesting in the context of the results of Schreiber
et al. (2018), who find that the precursors to these simu-
lations (Mufasa and Illustris) significantly under-predict
the number density of quiescent galaxies at 3 < z < 4.
6.1.3 Stellar mass vs age from photometric studies
Several recent studies also attempt to probe the stellar mass
vs age relationship using photometric data. This has the
advantage of providing better statistics, as larger samples
are available. However, as discussed in Section 1, the age-
metallicity-dust degeneracy leads to larger uncertainties on
individual age measurements. In this section we compare
two recent photometric studies to the spectroscopic studies
discussed in Section 6.1.1.
Pacifici et al. (2016) consider a sample of 845 objects
with multi-band photometry from CANDELS, whereas Car-
nall et al. (2018) consider a sample of 9289 galaxies from
UltraVISTA (McCracken et al. 2012). The results of these
two studies are summarised in Fig. 9. We derive tform for
the stacked SFHs of Pacifici et al. (2016) using the best-
fitting double-power-law parameters reported in their table
A1. Despite their very different methodologies, these studies
can be seen to produce similar results. However, the slopes
reported are considerably shallower than those shown in Fig.
8, at . 0.5 Gyr per decade in stellar mass.
We attribute this inconsistency to the increased uncer-
tainties on individual object SFHs when considering photo-
metric data. In the presence of large uncertainties, a popu-
lation of very massive, very old objects will be preferentially
scattered towards later formation times. This is due to the
constraint imposed by the age of the Universe. Similarly, a
population of younger, less massive quiescent galaxies will
be preferentially scattered towards earlier formation times,
as the time-evolution of galaxy stellar populations is much
more rapid at younger ages, meaning later formation times
will be strongly inconsistent with the observed spectrum.
Both of these effects act to flatten the trends observed in
Fig. 9 when compared to the spectroscopic analyses in Fig.
8. This finding highlights the importance of upcoming large
spectroscopic surveys in providing stronger constraints on
stellar ages than are available from photometric data alone
(e.g. Pacifici et al. 2012; Thomas et al. 2017).
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Figure 10. Dust attenuation vs nSFR for galaxies in our sample
with detectable star-formation (nSFR > 0.01). The blue line
shows the posterior median linear relationship reported in Equa-
tion 11, whereas the black line shows the ansatz used in Fig. 11.
6.2 Connecting green-valley, post-starburst and
quiescent galaxies
Much debate exists as to how galaxies evolve away from
an initial position within the star-forming population, po-
tentially through green-valley or post-starburst phases, to
eventually join the red sequence. Several recent studies have
considered this problem in the context of evolutionary tracks
across the UVJ diagram (e.g. Belli et al. 2019; Morishita
et al. 2019). One of the most challenging aspects of this ap-
proach is modelling the time-evolution of dust attenuation,
which has a significant impact on these evolutionary tracks.
Belli et al. (2019) consider the number of galaxies which
pass through the larger blue PSB selection box drawn on the
top-right panel of Fig. 5, arguing for separate fast and slow
quenching mechanisms which do and do not pass through
the box respectively. They find that fast quenching plays
a more important role at high redshift, in accordance with
previous work (e.g. Wild et al. 2009, 2016; Schawinski et al.
2014; Pacifici et al. 2016; Carnall et al. 2018). A toy model
to describe both fast and slow quenching routes is presented
in their fig. 12, assuming that AV ∝ SFR. For their exponen-
tially declining SFH models this means galaxies lose most of
their dust early on, and the tracks therefore approach the
UVJ selection box from the bottom-left part of the diagram.
However, for our green-valley sub-sample we find rel-
atively high dust attenuation (AV ∼ 1−2) even very close
to the dashed UVJ boundary in Fig. 5. This implies that
these objects evolve differently to the scenarios proposed by
Belli et al. (2019), approaching the UVJ selection box from
further upwards and to the right on the UVJ diagram. This
is expected, given their high masses and the fact that AV
is more strongly correlated with stellar mass than SFR in
star-forming galaxies (e.g. Garn & Best 2010; McLure et al.
2018a). In this section we discuss quenching scenarios for
green-valley galaxies.
6.2.1 Modelling the evolution of UVJ colours
We begin by considering the time-evolution of dust attenu-
ation. As discussed in Section 5.4, we observe strong trends
in both nSFR and AV perpendicular to the dashed UVJ se-
lection in Fig. 5, meaning nSFR and AV are correlated. This
relationship is shown in Fig. 10 for galaxies with detectable
levels of star-formation (nSFR > 0.01; see Section 5.2). We
fit a linear relationship as described in Section 5.2, obtaining
AV = 0.52
+0.12
−0.11 log10(nSFR) + 1.61
+0.15
−0.13 (11)
with an intrinsic scatter of 0.37+0.06−0.05 magnitudes. At lower
nSFR we find that AV reaches a minimum value of ∼ 0.5
as discussed in Section 5.4.2. At higher nSFR we do not
have galaxies in our sample to test whether this relationship
holds. In the discussion which follows we use a simple empir-
ical ansatz for AV, consistent with Equation 11. We assume
that AV = 0.5 log10(nSFR) +1.5 for 0.01 < nSFR < 1, then
that AV remains constant at 0.5 for lower nSFR (shown as a
black line in Fig. 10). For simplicity we assume the Calzetti
et al. (2000) dust attenuation law, with attenuation doubled
towards stars formed in the last 10 Myr, as in Section 3.2.
Armed with this relationship, we construct four repres-
entative double-power-law SFHs (see Equation 1) to describe
a range of quenching scenarios. We consider “early quench-
ing”, which occurs at z ∼ 2, and “late quenching” at z ∼ 1.
For each of these two scenarios we consider fast and slow
quenching paths, which have timescales of ∼ 100 Myr and
∼ 1 Gyr respectively, in accordance with Belli et al. (2019).
The parameters of the four models are
• Early fast quench: τ = 3 Gyr, β = 0.5, α = 100
• Early slow quench: τ = 3 Gyr, β = 0.5, α = 10
• Late fast quench: τ = 5 Gyr, β = 0.5, α = 100
• Late slow quench: τ = 5 Gyr, β = 0.5, α = 10.
We model the evolution of the UVJ colours of these four
mock galaxies forwards from the point at which their nSFR
first falls below 1. this can be thought of as the time at which
they enter the green valley, as this is roughly the highest
nSFR we find in our green valley sub-sample (see Fig. 10).
6.2.2 Relating the green-valley, post-starburst and
quiescent populations
The tracks the four mock galaxies follow across the UVJ
diagram are shown in Fig. 11. Their SFHs are shown in the
inset panels. We highlight with green and red points the
redshifts at which nSFR falls below 1 and 0.1 respectively,
corresponding to the times at which these galaxies enter
the green valley and then quench. It can be seen that each
of these objects at first follows a curving path, the shape
of which is determined by both quenching speed and the
duration of star-formation activity before quenching begins
(as well as depending strongly on the assumptions we have
made regarding dust attenuation). At the end of this curving
track, galaxies begin to passively age along a straight path
towards the upper right of the UVJ box. The “late slow
quench” model has not reached this point by z = 0.5.
Galaxies which quench rapidly can be seen to briefly
pass through the blue PSB selection box, both entering and
MNRAS 000, 1–24 (2019)
20 A. C. Carnall et al.
1.2
1.4
1.6
1.8
2.0
2.2
2.4
2.6
Early fast quench
zgreen = 2.13
zquench = 2.05
Early slow quench
zgreen = 2.22
zquench = 1.55
0.4 0.6 0.8 1.0 1.2 1.4 1.6
1.2
1.4
1.6
1.8
2.0
2.2
2.4
Late fast quench
zgreen = 1.21
zquench = 1.15
0.4 0.6 0.8 1.0 1.2 1.4 1.6
Late slow quench
zgreen = 1.27
zquench = 0.77
0
5
10
15
S
F
R
/
M
¯
y
r−
1 0.5 1 2 4 10
Redshift
0
5
10
15
S
F
R
/
M
¯
y
r−
1 0.5 1 2 4 10
Redshift
0
5
10
15
S
F
R
/
M
¯
y
r−
1 0.5 1 2 4 10
Redshift
0
5
10
15
S
F
R
/
M
¯
y
r−
1 0.5 1 2 4 10
Redshift
V − J
U
−
V
Figure 11. UVJ tracks for four representative galaxy SFHs introduced in Section 6.2.1, assuming the relationship between dust atten-
uation and nSFR shown in black in Fig. 10. The SFH for each object is shown in the inset panel. The solid and dashed black lines, as
well as the blue PSB selection box, are as described in the caption of Fig. 5. The green points show the redshifts at which these objects
enter the green valley (nSFR = 1; when we begin tracking them). The red points show the redshifts at which they quench (nSFR = 0.1).
leaving by the top-right edge. This picture is distinct from
the PSB evolution channel of Belli et al. (2019), which enters
the PSB box from the lower-left edge. This is a consequence
of different assumptions regarding the evolution of dust: we
assume that galaxies lose their dust rapidly during quench-
ing, whereas in the Belli et al. (2019) scenario dust atten-
uation is already low on approach to the green valley. How
far our rapidly quenched galaxies enter into the PSB box
depends on how extended in time star-formation activity is
prior to quenching, as well as quenching speed. At high red-
shift, when star-formation cannot be very extended, galax-
ies fall further into the box, and spend more time in the
PSB phase. At lower redshifts, the older stellar populations
present in galaxies prevent their UVJ colours becoming blue
enough to fall as deep into the PSB box.
We interpret these findings in the context of the results
of Wild et al. (2016), Almaini et al. (2017) and Maltby et al.
(2018), who suggest a dual origin for the post-starburst pop-
ulation. High-redshift PSBs primarily follow a UVJ evolu-
tion similar to that suggested by Belli et al. (2019). They
form in a brief, intense starburst, as suggested by Wild
et al. (2016), but either never build up significant dust or
shed their dust rapidly as star-formation begins to fall. This
could be a consequence of strong AGN-driven outflows at
high-redshift (e.g. Maiolino et al. 2012; Cimatti et al. 2013),
which have been linked to z ∼ 1 PSBs (Maltby et al. 2019).
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Figure 12. SFHs inferred for the three spectroscopic PSBs iden-
tified in Fig. 6. Time after the observation of each galaxy is shaded
gray. Two have SFHs which are significantly extended before rap-
idly quenching; the third is a literal post-starburst, formed at
z ∼ 1.6. The first two are consistent with the “late fast quench”
scenario shown in Fig. 11. The third probably evolves similarly
to the PSB track shown in fig. 12 of Belli et al. (2019).
These galaxies enter the PSB box by the bottom-left (or
possibly bottom-right) edge, and exit by the top-right. The
morphological evidence presented by Almaini et al. (2017)
and Maltby et al. (2018) supports this picture, with high-
redshift PSBs found to be extremely compact, consistent
with a major disruption event such as a merger.
By contrast, lower-redshift PSBs primarily form by the
rapid quenching of normal star-forming galaxies (Wild et al.
2016), which shed their dust more slowly, following a UVJ
evolution similar to that shown in the bottom-left panel of
Fig. 11. These objects briefly enter and leave the PSB box
by the top-right edge. This is again consistent with Maltby
et al. (2018), who find that these low-redshift PSBs have
less-concentrated structures, more similar to ordinary star-
forming galaxies. At progressively lower redshifts, the pro-
gressively older stellar populations present in these objects
prevent them from falling as far into the PSB box, explaining
the decreasing number density of PSBs with redshift. This
also explains the clustering of galaxies close to the top-right
edge of the PSB box (e.g. see fig. 10 of Belli et al. 2019),
which becomes more pronounced at lower redshifts.
A final piece of evidence for this scheme comes from the
individual SFHs we infer for the three spectroscopic PSBs
identified in Fig. 6. The posterior SFHs we infer for these
objects are shown in Fig. 12. For two objects the SFHs we
infer are very extended before rapidly quenching. These ob-
jects are consistent with the cusp of the track shown in the
bottom-left panel of Fig. 11. Whilst rapidly quenched, these
objects are not, in a literal sense, “post-starburst”. By con-
trast, the third object is a literal post-starburst, with almost
all its stellar mass formed within a . 500 Myr period, ap-
proximately 1 Gyr before it is observed. This object has
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Figure 13. Posterior median SFHs for our quiescent sub-sample,
divided into four bins in stellar mass. In each bin, a randomly
selected SFH is highlighted, and the 16th−84th percentiles of the
posterior are shaded to demonstrate the typical uncertainties. The
dashed vertical lines show the mean formation times for galaxies
in each bin, as described in Section 5.2 and shown in Fig. 3.
the youngest mass-weighted age of the galaxies in our qui-
escent sub-sample. It can be seen in Fig. 5 to the extreme
lower left of the quiescent population, and is the spectro-
scopic PSB closest to the Belli et al. (2019) selection box.
It also has the strongest Hδ absorption within our quies-
cent sub-sample (see Fig. 6). Further discussion of the SFHs
and physical properties of VANDELS z ∼ 1 PSBs will be
presented by Wild et al. in prep.
Our model galaxies which quench more slowly can be
seen to follow a more conventional path in Fig. 11, crossing
the green valley approximately perpendicular to the edge of
the UVJ selection box, and joining the red sequence higher
up. These tracks are plausibly linked to objects higher up the
red sequence in Fig. 5 which still retain higher AV. However,
most of their dust has already been lost by the time they
cross the dashed line, preserving the strong age trend along
the red sequence found by Belli et al. (2019).
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6.3 The star-formation histories of massive
quiescent galaxies at 1.0 < z < 1.3
In light of the discussion of Section 6.2, it is interesting to
consider the details of the SFH shapes we find for our qui-
escent sub-sample. The posterior median SFHs we infer are
shown in Fig. 13, split into the same four mass bins used
in Section 5.2. To demonstrate the magnitude of the typ-
ical uncertainties, in each bin a randomly selected object is
highlighted in orange, and the 16th−84th percentiles of the
posterior are shaded. The mean formation times for galaxies
in each bin (corresponding to the black errorbars on the top
panel of Fig. 3) are shown with black dashed vertical lines.
The average trend towards earlier formation with in-
creasing stellar mass shown in Fig. 3 is also visible in Fig.
13, however there is significant variation within each mass
bin. In particular, in the highest mass bin, the SFH shapes
are extremely diverse, which results in the average forma-
tion time being later than the next lowest mass bin. This
demonstrates that, even at fixed stellar mass and observed
redshift, the quiescent population contains galaxies with a
wide range of formation histories. The fact that knowledge
of the stellar mass is not sufficient to make strong predic-
tions about the SFH suggests again that a range of physical
processes contribute to the quenching of star-formation.
In our lowest-mass bin the majority of objects formed
recently and have very bursty SFHs with short . 500 Myr
formation timescales. A smaller number of similar objects
are also present in our higher-mass bins, though they are a
minority. The PSB shown in the bottom panel of Fig. 12
is the youngest member of this group, though other mem-
bers form later in cosmic time, as they have lower observed
redshifts. Many or all of these objects are likely to have ex-
perienced a PSB phase at an earlier stage in their evolution.
They are also plausibly linked with the population of highly
star-forming submillimetre galaxies, the redshift distribution
of which peaks at z ∼ 2 (e.g. Dunlop et al. 2017). The num-
ber of such objects present in our VANDELS DR2 sample
does not allow us to place strong statistical constraints on
their number density as a function of redshift. However the
full VANDELS sample will contain approximately twice as
many objects consistent with our selection criteria.
The older galaxies in our sample display a broad range
of quenching timescales. Those which quench rapidly are
likely to have experienced both green-valley and PSB phases,
consistent with our “early fast quench” model in Fig. 11. A
fraction however also have SFHs consistent with our “early
slow quench” model, with quenching timescales of & 1 Gyr.
The two oldest galaxies in our sample, both of which have
log10(M∗/M) > 11, quenched at z > 3. This corresponds
to a comoving number density of 2 ± 1 × 10−5 Mpc−3 for
quiescent galaxies at z = 3, consistent with Schreiber et al.
2018, who find a number density of 1.4±0.3×10−5 Mpc−3 for
quiescent galaxies with log10(M∗/M) > 10.5 at 3 < z < 4.
The “early slow quench” objects may genuinely have ex-
perienced slow quenching at the highest redshifts, however
two other scenarios are possible. Firstly, their SFHs may be
composites of several systems which formed and quenched at
different times, then merged to form the most massive qui-
escent galaxies. Secondly, it is possible that these systems
were rapidly quenched, however, because their stellar pop-
ulations are already old when observed, and hence slowly
evolving, our observations cannot rule out slower quenching
scenarios. Future instruments, such as NIRSpec on board
the James Webb Space Telescope (JWST), which hold the
promise of extending VANDELS-quality observations to qui-
escent galaxies at the highest redshifts, will provide invalu-
able constraints on the earlier evolution of these systems.
7 CONCLUSION
In this work we report SFHs for a sample of 75 UVJ-selected
galaxies with stellar masses of log10(M∗/M) > 10.3 at ob-
served redshifts of 1.0 < z < 1.3. As described in Section 2,
our data consist of deep rest-frame UV spectroscopy from
VANDELS, as well as multi-wavelength photometry. Using
the Bagpipes code we fit our combined datasets with a soph-
isticated joint model for the physical properties of our galax-
ies and systematic uncertainties affecting our spectroscopic
data, described in Sections 3 and 4. The combination of
extremely deep VANDELS spectroscopy with our sophistic-
ated fitting methodology allows us to significantly improve
upon previous analyses, obtaining strong, yet realistic con-
straints on the SFHs of our target galaxies.
We firstly quantify the average stellar mass vs stellar age
relationship for massive quiescent galaxies at 1.0 < z < 1.3
(Section 5.2). We find a steep trend towards earlier mass-
weighted formation times with increasing stellar mass
(downsizing) of 1.48+0.34−0.39 Gyr per decade in mass (Equa-
tion 9). We observe some evidence for the flattening of this
trend at the highest masses (M∗ > 1011M), as was re-
ported by Gallazzi et al. (2014). A slightly shallower trend
of 1.24+0.27−0.30 Gyr per decade in mass is observed for r-band
light-weighted formation times (Equation 10). As shown in
Fig. 8, the slope of this relationship is in agreement with
spectroscopic results at z ∼ 0.1 and z ∼ 0.7 from Gallazzi
et al. (2005, 2014), and at z ∼ 1.75 from Belli et al. (2019).
Recent photometric studies find weaker trends, of . 0.5
Gyr per decade in mass (Pacifici et al. 2016; Carnall et al.
2018; see Fig. 9), which we attribute to larger uncertainties
in individual age determinations due to the age-metallicity-
dust degeneracy (see Section 6.1.3). We conclude that, at
fixed observed redshift, an evolution in the stellar age vs
stellar mass relationship of ∼ 1.5 Gyr per decade in mass
is a robust result, which holds across the observed redshift
interval from 0 < z < 2.
This result places strong constraints on the AGN-
feedback models used in modern cosmological simulations.
As such, in Fig. 8, we compare predictions from the Simba
and IllustrisTNG simulations to our observational results.
We conclude that the stellar mass vs stellar age relationships
predicted by these simulations at z = 0.1 are in good agree-
ment with observations. However, at z = 1, the relationships
predicted are considerably flatter than our observational res-
ults, at . 0.5 Gyr per decade in mass. This conclusion sup-
ports recent findings, which suggest that, whilst modern sim-
ulations now reproduce well the properties of local massive
quiescent galaxies (e.g. Dave´ et al. 2017; Nelson et al. 2018),
agreement is increasingly poor with increasing observed red-
shift (e.g. Schreiber et al. 2018).
By considering the distributions we find for galaxy
physical parameters on the UVJ diagram (Fig. 5), and the
SFH shapes we infer for our sample (Fig. 13), we attempt
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to understand the connection between green-valley, post-
starburst (PSB) and quiescent galaxies, and to constrain
quenching mechanisms at z > 1. We demonstrate that typ-
ical green-valley galaxies, if rapidly quenched, pass through
a PSB phase en route to quiescence, and show that SFHs
consistent with this evolution exist within our sample.
We additionally identify a class of predominantly
log10(M∗/M) ∼ 10.5 galaxies which formed and quenched
at z < 2 in extreme starbursts with . 500 Myr timescales.
These objects are consistent with mergers and associated
strong, AGN-driven outflows, and are plausibly related to
submillimetre galaxies. These objects also pass through a
PSB phase, supporting a dual origin for the PSB popula-
tion (e.g. Wild et al. 2016; Almaini et al. 2017; Maltby et al.
2018). We finally find that some of our most massive galax-
ies appear to exhibit slow quenching at early times (z > 2),
though their quenching timescales are harder to constrain
due to their older stellar populations. These objects are
plausibly the result of mergers between galaxies with stel-
lar populations formed at different times. To understand the
earlier evolution of these systems in detail, deep continuum
spectroscopy must be extended to the highest redshifts.
Our results demonstrate the power of large, high-
redshift spectroscopic surveys for placing strong constraints
on the evolution of subtle galaxy physical parameters across
cosmic time. These results are important for furthering our
understanding, as they are strongly constraining on mod-
els of galaxy formation. Upcoming instruments such as
NIRSpec on JWST and MOONS at the VLT will greatly ex-
pand our high-redshift spectroscopic capabilities, and soph-
isticated fitting methodologies, such as presented in this
work, will be key to realising their full potential.
ACKNOWLEDGEMENTS
The authors would like to thank Philip Best, Dylan Nel-
son and Po-Feng Wu for helpful discussions which have im-
proved the quality of this work. A. C. Carnall, F. Cullen
and S. Appleby acknowledge the support of the UK Science
and Technology Facilities Council. A. Cimatti acknowledges
the grants PRIN MIUR 2015, ASI n.I/023/12/0 and ASI
n.2018-23-HH.0. This work is based on data products from
observations made with ESO Telescopes at La Silla Paranal
Observatory under ESO programme ID 194.A-2003(E-Q).
This work is based in part on observations made with
the Spitzer Space Telescope, which is operated by the Jet
Propulsion Laboratory, California Institute of Technology
under a NASA contract. This research made use of Astropy,
a community-developed core Python package for Astronomy
(Astropy Collaboration et al. 2013).
References
Almaini O., et al., 2017, MNRAS, 472, 1401
Ambikasaran S., Foreman-Mackey D., Greengard L., Hogg D. W.,
O’Neil M., 2015, IEEE Transactions on Pattern Analysis and
Machine Intelligence, 38, 252
Astropy Collaboration et al., 2013, A&A, 558, A33
Baes M., Trcˇka A., Camps P., Nersesian A., Trayford J., Theuns
T., Dobbels W., 2019, MNRAS, 484, 4069
Bell E. F., de Jong R. S., 2001, ApJ, 550, 212
Bell E. F., McIntosh D. H., Katz N., Weinberg M. D., 2003, ApJS,
149, 289
Belli S., et al., 2017, ApJ, 841, L6
Belli S., Newman A. B., Ellis R. S., 2019, ApJ, 874, 17
Best P. N., Kauffmann G., Heckman T. M., Brinchmann J., Char-
lot S., Ivezic´ Zˇ., White S. D. M., 2005, MNRAS, 362, 25
Best P. N., Ker L. M., Simpson C., Rigby E. E., Sabater J., 2014,
MNRAS, 445, 955
Bonzini M., Padovani P., Mainieri V., Kellermann K. I., Miller
N., Rosati P., Tozzi P., Vattakunnel S., 2013, MNRAS, 436,
3759
Brammer G. B., van Dokkum P. G., Coppi P., 2008, ApJ, 686,
1503
Brammer G. B., et al., 2011, ApJ, 739, 24
Bressan A., Marigo P., Girardi L., Salasnich B., Dal Cero C.,
Rubele S., Nanni A., 2012, MNRAS, 427, 127
Brinchmann J., Charlot S., White S. D. M., Tremonti C., Kauff-
mann G., Heckman T., Brinkmann J., 2004, MNRAS, 351,
1151
Bruzual G., Charlot S., 2003, MNRAS, 344, 1000
Byler N., Dalcanton J. J., Conroy C., Johnson B. D., 2017, ApJ,
840, 44
Calzetti D., Armus L., Bohlin R. C., Kinney A. L., Koornneef J.,
Storchi-Bergmann T., 2000, ApJ, 533, 682
Cappellari M., 2017, MNRAS, 466, 798
Carnall A. C., 2017, preprint, (arXiv:1705.05165)
Carnall A. C., McLure R. J., Dunlop J. S., Dave´ R., 2018,
MNRAS, 480, 4379
Carnall A. C., Leja J., Johnson B. D., McLure R. J., Dunlop J. S.,
Conroy C., 2019, ApJ, 873, 44
Charlot S., Fall S. M., 2000, ApJ, 539, 718
Chauke P., et al., 2018, ApJ, 861, 13
Chevallard J., Charlot S., 2016, MNRAS, 462, 1415
Choi J., Conroy C., Moustakas J., Graves G. J., Holden B. P.,
Brodwin M., Brown M. J. I., van Dokkum P. G., 2014, ApJ,
792, 95
Choi J., Conroy C., Johnson B. D., 2019, ApJ, 872, 136
Cid Fernandes R., Mateus A., Sodre´ L., Stasin´ska G., Gomes
J. M., 2005, MNRAS, 358, 363
Cimatti A., et al., 2004, Nature, 430, 184
Cimatti A., et al., 2008, A&A, 482, 21
Cimatti A., et al., 2013, ApJ, 779, L13
Citro A., Pozzetti L., Moresco M., Cimatti A., 2016, A&A, 592,
A19
Cochrane R. K., Best P. N., 2018, MNRAS, 480, 864
Conroy C., 2013, Annual Review of Astronomy and Astrophysics,
51, 393
Conroy C., Villaume A., van Dokkum P. G., Lind K., 2018, ApJ,
854, 139
Croton D. J., et al., 2006, MNRAS, 365, 11
Cullen F., McLure R. J., Khochfar S., Dunlop J. S., Dalla Vecchia
C., 2017, MNRAS, 470, 3006
Cullen F., et al., 2018, MNRAS, 476, 3218
Cullen F., et al., 2019, MNRAS, p. 1344
Czekala I., Andrews S. M., Mandel K. S., Hogg D. W., Green
G. M., 2015, ApJ, 812, 128
Daddi E., et al., 2005, ApJ, 626, 680
Dave´ R., Thompson R., Hopkins P. F., 2016, MNRAS, 462, 3265
Dave´ R., Rafieferantsoa M. H., Thompson R. J., 2017, MNRAS,
471, 1671
Dave´ R., Angle´s-Alca´zar D., Narayanan D., Li Q., Rafieferantsoa
M. H., Appleby S., 2019, MNRAS, 486, 2827
Dickinson M., Giavalisco M., GOODS Team 2003, in The Mass
of Galaxies at Low and High Redshift. p. 324 (arXiv:astro-
ph/0204213), doi:10.1007/10899892 78
Donnari M., et al., 2019, MNRAS, 485, 4817
Draine B. T., Li A., 2007, ApJ, 657, 810
MNRAS 000, 1–24 (2019)
24 A. C. Carnall et al.
Dunlop J., Peacock J., Spinrad H., Dey A., Jimenez R., Stern D.,
Windhorst R., 1996, Nature, 381, 581
Dunlop J., et al., 2007, A Spitzer Public Legacy survey of the
UKIDSS Ultra Deep Survey, Spitzer Proposal
Dunlop J. S., et al., 2017, MNRAS, 466, 861
Emsellem E., et al., 2011, MNRAS, 414, 888
Estrada-Carpenter V., et al., 2019, ApJ, 870, 133
Faber S. M., 1972, A&A, 20, 361
Faber S. M., Friel E. D., Burstein D., Gaskell C. M., 1985, ApJS,
57, 711
Falco´n-Barroso J., Sa´nchez-Bla´zquez P., Vazdekis A., Ricciardelli
E., Cardiel N., Cenarro A. J., Gorgas J., Peletier R. F., 2011,
A&A, 532, A95
Fang J. J., et al., 2018, ApJ, 858, 100
Ferland G. J., et al., 2017, Rev. Mex. Astron. Astrofis., 53, 385
Feroz F., Hobson M. P., 2008, MNRAS, 384, 449
Feroz F., Hobson M. P., Bridges M., 2009, MNRAS, 398, 1601
Feroz F., Hobson M. P., Cameron E., Pettitt A. N., 2013, preprint,
(arXiv:1306.2144)
Fumagalli M., et al., 2016, ApJ, 822, 1
Gallazzi A., Charlot S., Brinchmann J., White S. D. M., Tremonti
C. A., 2005, MNRAS, 362, 41
Gallazzi A., Bell E. F., Zibetti S., Brinchmann J., Kelson D. D.,
2014, ApJ, 788, 72
Garn T., Best P. N., 2010, MNRAS, 409, 421
Gorgas J., Faber S. M., Burstein D., Gonzalez J. J., Courteau S.,
Prosser C., 1993, ApJS, 86, 153
Grogin N. A., et al., 2011, The Astrophysical Journal Supplement
Series, 197, 35
Han Y., Han Z., 2019, The Astrophysical Journal Supplement
Series, 240, 3
Heavens A. F., Jimenez R., Lahav O., 2000, MNRAS, 317, 965
Heavens A., Panter B., Jimenez R., Dunlop J., 2004, Nature, 428,
625
Herpich F., Stasin´ska G., Mateus A., Vale Asari N., Cid Fernandes
R., 2018, MNRAS, 481, 1774
Hogg D. W., Bovy J., Lang D., 2010, preprint,
(arXiv:1008.4686)
Iyer K., Gawiser E., 2017, ApJ, 838, 127
Iyer K. G., Gawiser E., Faber S. M., Ferguson H. C., Kartaltepe
J., Koekemoer A. M., Pacifici C., Somerville R. S., 2019, ApJ,
879, 116
Jørgensen I., Chiboucas K., 2013, AJ, 145, 77
Kauffmann G., et al., 2003, MNRAS, 341, 33
Kennicutt R. C., Evans N. J., 2012, ARA&A, 50, 531
Kewley L. J., Geller M. J., Jansen R. A., 2004, AJ, 127, 2002
Khochfar S., Silk J., 2009, MNRAS, 397, 506
Khochfar S., et al., 2011, MNRAS, 417, 845
Koekemoer A. M., et al., 2011, The Astrophysical Journal Sup-
plement Series, 197, 36
Kriek M., Conroy C., 2013, ApJ, 775, L16
Kroupa P., 2001, MNRAS, 322, 231
Lee H.-c., Worthey G., Trager S. C., Faber S. M., 2007, ApJ, 664,
215
Leja J., Johnson B. D., Conroy C., van Dokkum P. G., Byler N.,
2017, ApJ, 837, 170
Leja J., Carnall A. C., Johnson B. D., Conroy C., Speagle J. S.,
2019a, ApJ, 876, 3
Leja J., et al., 2019b, ApJ, 877, 140
Lemaux B. C., Lubin L. M., Shapley A., Kocevski D., Gal R. R.,
Squires G. K., 2010, ApJ, 716, 970
Lovell C. C., Acquaviva V., Thomas P. A., Iyer K. G., Ga-
wiser E., Wilkins S. M., 2019, preprint, p. arXiv:1903.10457
(arXiv:1903.10457)
Luo B., et al., 2017, The Astrophysical Journal Supplement
Series, 228, 2
Maiolino R., et al., 2012, MNRAS, 425, L66
Maltby D. T., et al., 2016, MNRAS, 459, L114
Maltby D. T., Almaini O., Wild V., Hatch N. A., Hartley W. G.,
Simpson C., Rowlands K., Socolovsky M., 2018, MNRAS, 480,
381
Maltby D. T., et al., 2019, MNRAS, p. 2140
Marigo P., Bressan A., Nanni A., Girardi L., Pumo M. L., 2013,
MNRAS, 434, 488
McCracken H. J., et al., 2012, A&A, 544, A156
McLure R. J., et al., 2013, MNRAS, 428, 1088
McLure R. J., et al., 2018a, MNRAS, 476, 3991
McLure R. J., et al., 2018b, MNRAS, 479, 25
Mobasher B., et al., 2015, ApJ, 808, 101
Moehler S., et al., 2014, A&A, 568, A9
Morishita T., et al., 2019, ApJ, 877, 141
Mortlock A., McLure R. J., Bowler R. A. A., McLeod D. J.,
Ma´rmol-Queralto´ E., Parsa S., Dunlop J. S., Bruce V. A.,
2017, MNRAS, 465, 672
Muzzin A., et al., 2013, ApJS, 206, 8
Narayanan D., Conroy C., Dave´ R., Johnson B. D., Popping G.,
2018, ApJ, 869, 70
Nelson D., et al., 2018, MNRAS, 475, 624
Nelson D., et al., 2019, preprint, (arXiv:1902.05554)
Ocvirk P., Pichon C., Lanc¸on A., Thie´baut E., 2006, MNRAS,
365, 46
Onodera M., et al., 2012, ApJ, 755, 26
Onodera M., et al., 2015, ApJ, 808, 161
Pacifici C., Charlot S., Blaizot J., Brinchmann J., 2012, MNRAS,
421, 2002
Pacifici C., et al., 2015, MNRAS, 447, 786
Pacifici C., et al., 2016, ApJ, 832, 79
Panter B., Heavens A. F., Jimenez R., 2003, MNRAS, 343, 1145
Panter B., Jimenez R., Heavens A. F., Charlot S., 2007, MNRAS,
378, 1550
Papovich C., Dickinson M., Ferguson H. C., 2001, ApJ, 559, 620
Pentericci L., et al., 2018, A&A, 616, A174
Pillepich A., et al., 2018, MNRAS, 473, 4077
Sabater J., et al., 2019, A&A, 622, A17
Schawinski K., et al., 2014, MNRAS, 440, 889
Schreiber C., Elbaz D., Pannella M., Ciesla L., Wang T., Koeke-
moer A., Rafelski M., Daddi E., 2016, A&A, 589, A35
Schreiber C., et al., 2018, A&A, 618, A85
Simpson C., et al., 2006, MNRAS, 372, 741
Simpson C., Westoby P., Arumugam V., Ivison R., Hartley W.,
Almaini O., 2013, MNRAS, 433, 2647
Singh R., et al., 2013, A&A, 558, A43
Siudek M., et al., 2017, A&A, 597, A107
Somerville R. S., Hopkins P. F., Cox T. J., Robertson B. E.,
Hernquist L., 2008, MNRAS, 391, 481
Straatman C. M. S., et al., 2018, The Astrophysical Journal Sup-
plement Series, 239, 27
Tasse C., Best P. N., Ro¨ttgering H., Le Borgne D., 2008, A&A,
490, 893
Thomas R., et al., 2017, A&A, 602, A35
Tojeiro R., Heavens A. F., Jimenez R., Panter B., 2007, MNRAS,
381, 1252
Tomczak A. R., et al., 2014, ApJ, 783, 85
Trager S. C., Somerville R. S., 2009, MNRAS, 395, 608
Tran K.-V. H., Franx M., Illingworth G., Kelson D. D., van
Dokkum P., 2003, ApJ, 599, 865
Trayford J. W., et al., 2017, MNRAS, 470, 771
Ueda Y., et al., 2008, ApJS, 179, 124
Weinberger R., et al., 2017, MNRAS, 465, 3291
Whitaker K. E., et al., 2011, ApJ, 735, 86
Whitaker K. E., et al., 2013, ApJ, 770, L39
Wild V., Kauffmann G., Heckman T., Charlot S., Lemson G.,
Brinchmann J., Reichard T., Pasquali A., 2007, MNRAS, 381,
543
Wild V., Walcher C. J., Johansson P. H., Tresse L., Charlot S.,
Pollo A., Le Fe`vre O., de Ravel L., 2009, MNRAS, 395, 144
MNRAS 000, 1–24 (2019)
Quiescent galaxy SFHs at z & 1 25
Wild V., et al., 2014, MNRAS, 440, 1880
Wild V., Almaini O., Dunlop J., Simpson C., Rowlands K.,
Bowler R., Maltby D., McLure R., 2016, MNRAS, 463, 832
Williams R. J., Quadri R. F., Franx M., van Dokkum P., Labbe´
I., 2009, ApJ, 691, 1879
Worthey G., 1994, ApJS, 95, 107
Wu P.-F., et al., 2018a, ApJ, 855, 85
Wu P.-F., et al., 2018b, ApJ, 868, 37
Xiang M. S., et al., 2015, MNRAS, 448, 90
Yan R., Newman J. A., Faber S. M., Konidaris N., Koo D., Davis
M., 2006, ApJ, 648, 281
Yan R., et al., 2016, AJ, 151, 8
York D. G., et al., 2000, AJ, 120, 1579
van der Wel A., et al., 2014, ApJ, 788, 28
van der Wel A., et al., 2016, ApJS, 223, 29
This paper has been typeset from a TEX/LATEX file prepared by
the author.
MNRAS 000, 1–24 (2019)
