Higher order dataflow schemas  by Tyugu, Enn
Theoretical Computer Science 90 (1991) 185-198 
Elsevier 
185 
Higher order dataflow schemas 
Enn Tyugu 
Institute of Cybernetics, Estonian Academy of Sciences, 21 Akadeemia tee, Tallinn 200108, 
Estonia 
Abstract 
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This paper describes dataflow schemas which include higher order objects as the input data of 
processing nodes. It is demonstrated that higher order dataflow can be described by constructive 
propositional logic. Rules for safe computations on higher order dataflow schemas are presented 
and their implementation in hardware is discussed. 
In the early 197Os, I spent two winters in Novosibirsk in Andrei Ershov’s depart- 
ment. These were the days when Vadim Kotov and Sasha Narinyani were developing 
their first parallel computation models there, and Project Beta [4] was at its most 
interesting stage, when new ideas were being rapidly generated, but implementation 
difficulties were not yet frightening. I was interested in a special form of program 
specifications which I called computational models [5]. Schemas of computational 
models are dataflow schemas which also represent higher-order dependencies 
between the objects. However, their generality became clear only later when the 
link between the computational models and the logic was established [3]. As the 
concept of dataflow schemas is of some interest by itself, I decided to write down 
some considerations on this topic and to demonstrate how the higher order dataflow 
schemas can be used directly in computations. 
1. Input-output of modules and the subcomputations 
Let us consider two program modules: the first with input variables x, y and 
output variable z, and the second with input variable s, output variable f and a 
procedural parameter g. Actually, the parameter g is also an input of the second 
module. Let us assume that this parameter has a value S which is a procedure with 
the input u and the output v. 
The dataflow of the first module can be expressed graphically in a conventional 
way as shown in Fig. la, where we see the module itself as well as its input and 
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Fig. 1 
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output variables. The latter are connected to the module by arcs which show the 
dataflow directions. 
Observing the dataflow of the second module, we distinguish input and output 
data (i.e. the values of the variables s and t) and the data passed between this 
module and the procedure f which is the value of its parameter g. The module 
produces the input off (the value of the variable U) and gets back the value of the 
variable ZI which is the output off: This happens every time when f is called and 
that, in its turn, depends on the computations performed by the module. We 
distinguish this dataflow which occurs during the subcomputations initiated by the 
module from input and output data of modules. We denote the dataflow of a 
subcomputation of a module by thick arrows as shown in Fig. lb. This notation 
can be used also when a module has several input and output variables and several 
procedural parameters. 
A higher order dataflow schema (HODS) can now be defined as a bipartitioned 
graph with two kinds of nodes: relations and variables. A relation is an instance of 
a program module which can be used for computing data entities represented by 
variables connected with the relation by arcs of the graph. The arcs show dataflow 
directions between the relations, including the dataflow of subcomputations. The 
arcs of one and the same subcomputation of a module will be labelled by one and 
the same label (the label g in our example in Fig. lb). 
b 
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Fig. 2. 
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Fig. 3. 
Graphical representation of a HODS will be the one we have introduced for 
modules in Figs. la and lb. An alternative will be to represent procedural parameters 
explicitly as separate nodes. On the one hand, such a node is the input of a relation; 
on the other hand, it has input and output itself. This is represented in Fig. 2. In 
this case the graph is not bipartitioned and the arc between the nodes g and b does 
not show the dataflow direction. But there are obvious unique transformations from 
one representation into another and one can use both graphical representations. An 
example of a HODS represented in both ways is given in Figs. 3a and 3b. 
We shall be mostly concerned with the structural properties of HODS, i.e. with 
schemas. However, we have defined a HODS as an interpreted schema-the nodes 
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are variables and instances of modules. This definition allows us to consider a 
HODS as a computational model as defined in [3,6]. A higher order dataflow 
schema with interpretation (i.e. a computational model) can be used as a program 
specification, provided a goal is given, i.e. the input and output variables of the 
program are determined. For instance, Fig. 3a becomes a program specification as 
soon as all its relations have interpretations and we say that x is the input and y is 
the output of the program. 
It is quite easy to build a control flow schema for this program. Two possible 
control flow schemas are shown in Fig. 4a, b where we can see that the module c 
has a subcomputation which is a; b; d; e in one case and d; e in the other case. 
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Dataflow schemas can be used in several different ways. First, having a goal to 
solve a problem “compute y from x” and a HODS, one can try to build a control 
flow schema for a program which solves the problem and then to compile the 
program from modules of the HODS. This is being done in several programming 
environments [6, 11. Secondly, having input values for a computation, one can 
immediately perform the computation determined by the dataflow. The third possi- 
bility is to use a HODS as a machinery for computations specified by very abstract 
program schemas like the control flow schema in Fig. 4. In this case the HODS can 
be considered as a problem oriented computing device for a particular class of 
programs. This may prove to be useful in designing special problem-oriented 
hardware including parallel computations. 
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2. Logic of dataflow 
Let us introduce now a more rigorous representation of computability. We associ- 
ate a statement “x is computable” with every variable x in a datafow schema and 
denote this statement by X. (We shall use only small letters for variables, so capital 
letters will be good for denoting propositions.) The dataflow schema in Fig. la 
expresses the computability of z from x and y. The same can be expressed by the 
implication 
which reads: “if x can be computed and y can be computed then z can be computed.” 
The dataflow in Fig. lb is more complicated; it contains a subgoal to build a 
subcomputation for finding u from U. This gives an additional implication 
lJ-+V 
which must be put into the antecedent of the implication that expresses the computa- 
bility by the module: 
(u+ V)&S-+ T. 
This reads as follows: “if ~1 can be computed from U, and s can be computed, 
then t can be computed.” By analogy, we can express the possibility of performing 
computations by every module of a HODS, because we have introduced the computa- 
bility propositions for all variables. As there can be modules with more than one 
subcomputation and with several input and output variables, the general case of a 
specification of a relation will have the following form: 
where 4 is an abbreviation for Aa &. . . & AP; Aa,, . . , A/3 being of the same 
structure as the formula A. 
Any HODS can be represented as a set of formulas of the form (*) simply by 
encoding every relation of the HODS by a separate formula. To turn this set of 
formulas into a program specification, one has to do the following: 
(1) to give constructive realizations of the formulas, i.e. to give a function for 
computing the realization of the consequence of an implication from the realization 
of its antecedent for every formula; 
(2) to formulate a goal 
x - Y 
which determines the input x,, . . . , x, and the output y,, . . . , y, of the program. 
For example, the specification of a program represented in Fig. 3 will be in the 
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logical language as follows: 
x -+ s, s- w, 
a b 
U&WTN, N-V 
e 
(U-, V)&X-+ Y, goal : X -+ Y, 
< 
where the realizations are shown under the arrows of implications. The realization 
of the goal must be found; it is the desired program. 
Also a reverse transformation from the logical language of formulas of the form 
(*) into the form of HODS is always possible, because we have one-to-one correspon- 
dence between the relations of a HODS and the formulas (*). 
It turned out that the implicative language with formulas of the form (*) has 
sufficient expressive power for representing any theorem of the intuitionistic proposi- 
tional calculus (IPC). By introducing new variables for subformulas and using the 
equivalence replacement theorem, any formula of IPC can be reduced to a set of 
formulas in the language of formulas (*) [3]. 
As a corollary of the latter, we get the estimate for the complexity of program 
construction from specifications represented in the form of HODS. This problem 
is P-space complete, because the proof-search in IPC is P-space complete. We were 
lucky to obtain easily the control flow for the program specified in Fig. 3. In general, 
the time needed for building a control flow schema for a HODS and a given goal 
depends exponentially on the size of the HODS! 
Let us finish this section with consideration of inference rules needed for deriving 
a given goal from a set of formulas of the form (*). This gives the logical basis for 
program construction from HODS and a given goal, i.e. for the deductive program 
synthesis where specifications are given in the form of HODS. 
As the formulas used contain only implications and conjunctions, we need only 
introduction and elimination rules for these connectives. We have a set of admissible 
rules which contain, besides the logical formulas, also the rules for building control 
flow schemas. The latter are shown under the arrows of implications: 
A&C- 
Pi4 B&D 
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A-B - p;sl, - 
where s,, selects values of _b from (_b, _c). 
For convenience we shall use also the following rule: 
this is a combination of the first and the third rule where the term p; q;sn is 
substituted by the term p; q. 
The following derivation completes the example presented in Fig. 3 and demon- 
strates how the control flow schema in Fig. 4a is obtained. 
x+s 
n 
s_dw 
X&U -Tz=N , / N+ 
(U--2 V)&X+ Y 
c X&UwV 
3 / % 
x-y 
r(a;b;d:e) 
3. Computations on HODS 
The second way to use a HODS is to perform immediate computations directed 
only by data flow. In this case we assume that the single assignment property holds 
for any computation and that any subcomputation does not influence the data of 
other computations, except by the output values of the subcomputation. Relations, 
i.e. instances of modules can be executed either one by one or in parallel. Let us 
denote by 2 the set of variables with given values and by in(r), out(r) the sets of 
input and output variables of a relation r. Sufficient condition of executability of a 
relation is 
However, it makes sense only to apply a relation if something new can be computed, 
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i.e. we get the extended executability condition 
in(r)rE&out(r)Z% 
Strictly speaking, a functional parameter f of a relation can be considered as its 
input. But we represent it as a subcomputation with the input in(f) and output 
out(f). It is not known in advance whether a subcomputation can be performed 
completely to the end. This means that we are unable to check the complete 
executability conditions for relations with subcomputations due to higher order 
relations. We must take care to avoid possible clashes of different subcomputations. 
As the example in Fig. 5 shows, the same variables (u, u) may be used in a 
computation and in its subcomputation. In this case, the value assigned to the 
variable v during the computation must be saved for the time when the subcomputa- 
tion is performed for the usage by the computation continued after the end of the 
subcomputation. 
C 
a 
Fig. 5. 
A safer way of computing is to make a new copy of a HODS for any subcomputa- 
tion and to pass only initial data and results between the different copies of the 
HODS. The steps to be taken before starting a subcomputation of a relation r with 
Xl,..., xk as input variables and y, , . . . , ym as output variables of the subcomputa- 
tion are the following: 
(1) make a copy of the whole schema; 
(2) add a new relation z’:= z for every variable z’ of the copy to bind it with the 
corresponding variable z of the initial schema, except for the input variables of the 
subcomputation; 
(3) add arcs (r, x,), . . . , (r, xk) and (y’, r), . . . , (y,, r) binding input and output 
of the subcomputation on the copy with the relation r in the original schema. 
The second step of this procedure is needed in the case when the subcomputation 
‘uses some precomputed values of variables which are not included in the set of 
input variables. Strictly speaking, this procedure is redundant, because not all the 
variables of the schema must be computed, but only those which take part in the 
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subcomputation. However, it is not known in advance which part of the schema is 
needed for a subcomputation and this is why the whole schema is copied. 
A subcomputation can be performed safely in a different way: a relation and all 
its variables must be copied only when the relation is used in a subcomputation. 
There is an interesting problem of finding classes of HODS which have simplified 
procedures for safe computations. A simple but still useful class is constituted by 
HODS with one control relation. The control relation of a HODS is the only relation 
in the HODS which has subcomputations. If this relation is not used recursively, 
then the only possibility of clashes appears between the subcomputations of this 
one relation. A special strategy of completely independent subcomputations can be 
easily used in this case. 
It is useful to notice that any ordinary program schema can be equivalently 
transformed into a schema with only one loop and branchings in it. A program with 
one loop can be represented by a HODS with one control relation. This relation 
contains control for the loop and branchings, each branch represented by a subcom- 
putation. The problem of building a control relation must still be solved for any 
program in this case. But we can use standard control relations of the form: 
repeat if b, then u, elif b, then v2 . . . else v, fi until b, 
which differ from each other only by the number of branches m, i.e. by the number 
of subcomputations which compute the values b,, b,, . . . , b,, v,, v2,. . . , v,. 
There are problem domains where a small number of control relations are sufficient 
for building any program of the domain. These control relations can be preprogram- 
med in advance. The examples are simulation programs for dynamic systems, 
stochastic modelling, etc. In these domains particular programs differ only in the 
models of simulated objects. The simulation process is controlled by one and the 
same control relation which initiates subcomputations on the HODS ofthis particular 
object which is being simulated. 
4. Extensions 
HODS as defined in Section 2 do not contain the means to control computations 
depending on the computed values of the variables. To make this language sufficiently 
expressive, appropriate control structures must be introduced as preprogrammed 
modules with subcomputations. Figure 6 shows relations for typical control 
structures 
if.. . then.. . fi and while.. . do. . . od 
as well as relations for array processing. It is interesting to note that modules for 
array processing can be implemented as parallel programs, i.e. elements of the 
resulting array can be computed in parallel by any of these modules. 
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if iter 
b & res init J1 res 
a) if b then u->v;res:=v fi 
al 
m 
7 
m 
el e 
c) for i to length(m1) 
do el :=ml (i); 
el ->e; 
m(i):=e 
od 
4 next state 
cond 
b) state:=init; 
repeat state->next, cond ; 
res:=next; 
state:=next 
until not cond 
a2 
m 
m/ m T el e 
e2 
d) for i to min(length(ml),length(m2)) 
do el :=ml (i); 
e2:=m2(i); 
el ,e2->e; 
m(i):=e 
od 
Fig. 6 
Another useful extension is the structural relation which is used for representing 
the computability of structured data. Let us notice that by specifying a structure 
x = (x,, . . . ) x,) we make some conjectures about the computability. We assume 
that the following assignments are defined: 
x:=(x,,...,x,) 
x, := firstcomponent (x) 
-%I := mth_component (x). 
We shall denote the possibility of performing any of these assignments by the single 
relation shown in Fig. 7a. 
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There is yet another kind of relations which is actually a set of assignments - the 
equation. Having an equation f(x, , . . . , x,, y, , . . . , y,) = 0 which is uniquely solv- 
able for any x, , . . . , x,, one obtains the following possible computations: 
X,:=f(XZ,...,X,,L’l,...,yn) 
X2:=f(X,,Xj,...,X,,Yl,...,Yn) 
-%I :=f(x,, . . * 1 X,-l, Yl, . . . , Yn). 
The possibility of performing any of these computations will be expressed by a 
relation shown in Fig. 7b. We just drop the arrows on the arcs binding the variables 
which can be either input or output of the computation specified by the equation. 
Finally, we shall allow the “modularization” of the HODS by considering a part 
of it as a single relation. This relation can have subcomputations performed by the 
modules which do not belong to the part of HODS which constitutes the relation 
(Fig. 8). 
Fig. 8. 
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After adding the modularity, a set of control structures, and relations for represent- 
ing data structures, the language of HODS becomes appropriate for specifying large 
systems. It has the advantage of dataflow formalisms in specifying the parallelism 
of computations. There are special extensions of HODS for parallel processing of 
arrays, developed in Novosibirsk by Malyshkin [7]. 
It is natural to combine HODS with a common algorithmic language for specifying 
program modules. An interesting prospect seems to be its usage as a specification 
language for hardware. The relations of HODS can be realized in hardware. It is 
unlikely that every relation can be realized as a separate piece of hardware. But, 
considering transputer technology, appropriate collections of relations can be real- 
ized on several transputers. This creates an interesting packing problem where one 
must preserve the parallelism and also take into account dataflow intensity between 
the relations. 
5. Realization 
We consider three different methods of computation on HODS from the point 
of view of realization in hardware. They differ in the level of control enforced by 
the higher order relations: 
(1) computations with complete control over the order of execution of the 
relations; 
(2) schemas with one control relation; 
(3) general higher order dataflow schemas with safe computations. 
As we have already shown, various control structures can be represented in the 
form of higher order relations. Let us have the following control primitives imple- 
mented in this way: 
l seq which is the control type for sequential execution of the relations fl, . . . ,fk 
represented as its subcomputations. 
l par which is the control type for parallel execution of the relations fl, . . . ,fk 
represented as its subcomputations. 
l case which is the control type for executing one of the relations fl, . . ,fk 
depending on the value of the boolean variables t 1, . . . , tk. The variables t 1, . . , tk 
are checked from left to right and for the first variable ti which has the value 
true the relation j is executed. 
l iter which is the control type for iteration. In this case the relation f is executed 
until tl takes the value false. 
These relations constitute the set of conventional control primitives for struc- 
tured programming with simple parallelism and they can be used for representing 
the precise control of the computations. 
We represent a program in two parts: 
l a program model; 
l a control tree. 
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The program model contains all the modules of the program and variables which 
are input or output variables of these modules. The nodes of the control tree are 
control primitives seq, par, cond and iter applied to the relations of the program 
model. The control tree determines an order of execution of the relations of the 
program model and the structure of the program. Every node of the control tree 
represents a part of the program containing the operators which are descendants 
of this node. The root of the control tree represents the whole program and its 
terminal nodes represent relations from the program model which must be directly 
executed. 
The machine for execution of a program of this kind must be able to 
l perform the operations represented by the relations of the program model; 
l pass the values of variables of the program model from one module to another 
according to the dataflow of the model; 
l execute the relations of the control tree; 
l keep track of the computations according to the control tree. 
The sequence of execution of relations is determined by the control tree of a 
program as follows: 
(1) Every node of the control tree represents a program which can be executed. 
(2) Execution of a terminal node of the control tree consists of the execution of 
its relation (which is a relation of the program model). 
(3) Execution of a nonterminal node of the control tree consists of the execution 
of all its descendants in a way prescribed by the control type associated with this node. 
(4) Execution of a program is the execution of the root of its control tree. 
Looking at the representation of programs which we have chosen, one can see 
that we have separated an operational part, i.e. the program model, from a control 
part of a program. Implementation of the operational part requires memory and 
processors for executing relations. The control part can be implemented on an 
automaton with a stack. It is obvious that we can build one common program model 
for a collection of programs simply by taking the union of models of all the programs. 
This gives us the possibility of building specialized hardware for particular problem 
domains. 
The control primitives seq, par, case and iter are also represented as relations. 
They can be included in the program model, i.e. the control tree and the program 
model can be united into one HODS. So we can speak of a class of HODS with a 
separable control represented by the higher order relations for seq, par, case and iter. 
Another class of HODS with a simple realization consists of schemas with a single 
higher order relation-the control relation. Also in this case the control is separated 
from the operational part. Efficient hardware realization of the operational part 
must take advantage of dataflow parallelism and the single assignment property 
which holds for each subcomputation. A suitable architecture will be a reconfigurable 
dataflow machine consisting of a set of operational devices and of a commutation 
network with slow and inexpensive commutation facility but with fast data through- 
put. The single higher order relation must be implemented as a control schema 
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capable of checking branching conditions and switching from one subcomputation 
to another. 
Finally, the higher order dataflow schemas without any restrictions can be used 
for computations by the safe computation method described in Section 3. However, 
there is no easy way known for hardware implementation of copying HODS or 
even copying separate relations, because the time needed for copying crucially 
influences the total computing time. 
Speaking about the existing dataflow machines, the architecture most similar to 
general. HODS seems to be the macroconveyor computer described in [2]. 
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