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We make a theoretical study of pipi scattering with quantum numbers JPC = 1−− in a finite box.
To calculate physical observables for infinite volume from lattice QCD, the finite box dependence
of the potentials is not usually considered. We quantify such effects by means of two different ap-
proaches for vector-isovector pipi scattering based on Unitarized Chiral Perturbation Theory results:
the Inverse Amplitude Method and another one based on the N/D method. We take into account
finite box effects stemming from higher orders through loops in the crossed t, u−channels as well as
from the renormalization of the coupling constants. The main conclusion is that for pipi phase shifts
in the isovector channel one can safely apply Lüscher based methods for finite box sizes of L greater
than 2m−1pi .
I. INTRODUCTION
Along years significant efforts have been devoted to
determining the hadron spectrum with lattice QCD cal-
culations [1–20]. We refer to Ref. [21] for a recent review
on the different methods and results. A crucial feature
of the lattice QCD studies is that one must extrapo-
late from the finite box used in the lattice calculations
to infinite space in order to obtain physical observables.
To this aim, one of the tools most widely used is the
Lüscher’s approach [22, 23]. At the practical level, the
latter method was recently rederived in a simpler way in
Ref.[24] by employing general expressions for two-body
scattering from Ref. [25]. It is worth stressing that the
method of Ref. [24] keeps the relativistically covariant
two-body propagator. This method has been applied in
Refs. [26–31] to calculate physical observables from possi-
ble calculations of different hadronic processes in a finite
box as well as associated errors.
However, a common feature of Refs. [22–24] is that
they do not take into account the finite size dependence
of potentials1 from which the scattering in infinite volume
is obtained. This simplification is based on the result
of Ref. [22] that the volume dependence of the poten-
tials is “exponentially suppressed” with the box volume.
In Ref. [30] the effects of the finite size in the isoscalar
1 The potentials are analytical functions without the elastic two-
body unitarity cut.
and isotensor ππ S-wave scattering channels were studied
quantitatively. An estimation was given of the minimum
box size of possible lattice calculations so that the errors
coming from these finite size effects were negligible.
Following a similar procedure as in Ref. [30], the main
aim of the present work is to analyze the effects of finite
volume for 1−− ππ scattering in order to extract physi-
cal observables for infinite volume from lattice QCD. This
channel is of special relevance since it has the quantum
numbers of the resonance ρ(770) whose study in lattice
QCD has attracted special attention in the last decade.
Several works have used Lüscher’s method to extract
physical observables in infinite volume from actual lat-
tice QCD data [4, 32–38]. The method of Ref. [24] was
applied in Ref. [39] in order to theoretically illustrate
the improvement of using the method of Ref. [24] for
determining ππ scattering in the ρ channel from finite
box calculations over the standard Lüscher’s method. In
Ref. [39] the potential for the ππ scattering in I = 1
and P -wave was obtained from Ref. [40] which consid-
ered as dynamical input tree level diagrams from lowest
order Chiral Perturbation Theory (ChPT)with explicit
exchange of vector resonances. In Ref. [39] the potential
is not modified in the finite box and, hence, the finite
volume effects come only from the discretization in the
box of the unitarization loops. In the present work we
use the amplitudes from the Inverse Amplitude Method
(IAM) and another method based on an approximate al-
gebraic solution to the N/D method that we refer as the
N/DA in the following. In both cases the amplitudes
include loops in the t− and u− channels, which indeed
2get modified in the finite volume. This provides two dif-
ferent volume dependent amplitudes for the isovector ππ
P -wave scattering. We can then study the impact of vol-
ume dependence from these amplitudes in the process
of extracting physical observables in the infinite volume,
like phase shifts, from scattering energy levels obtained in
the finite box. The error made by neglecting possible vol-
ume dependence of the potential in the direct Lüscher’s
analysis of the data is discussed.
II. FORMALISM
For the study of the finite volume effects in ππ interac-
tions in the ρ channel, we will consider two approaches,
the N/DA method and the IAM, whose dynamical input
is obtained from the SU(2) chiral amplitudes at O(p4).2
These chiral amplitudes are discussed in Subsec. II A,
whereas the amplitudes involving ρ exchanges are con-
sidered in Subsec. II B. In finite volume, since the loop
integrals are replaced with sums over discrete momenta,
these amplitudes are volume dependent. The finite vol-
ume effects on the amplitudes are treated in Subsec. II C.
In Subsecs. II D and II E we discuss the N/DA and the
IAM methods, respectively, and show how they make use
of the one-loop perturbative chiral amplitudes discussed
before. The amplitudes depend on some free parameters,
that are fixed in Subsec. II F by reproducing several sets
of data.
A. Chiral amplitudes at O(p4)
Let us denote the different ππ partial waves of isospin I
and angular momentum J by T IJ(s). These amplitudes
are normalized such that:
T IJ(s) = −8π
√
s
p
1
cot δIJ(s)− i , (1)
where p =
√
s/4−m2π is the CM momentum of each
pion (with mass mπ), and δ
IJ(s) is the partial wave
phase shift. These amplitudes can be calculated pertur-
batively as the projection into angular momentum J wave
of the different isospin amplitudes AI(s, t, u), that are
2 We consider elastic pipi amplitudes, since the KK¯ threshold is not
very relevant for the ρ resonance [25]. We do not consider either
the 4pi channel contribution discussed in Ref. [30], following the
findings of Ref. [41].
computed in SU(2) ChPT [42]. Here, s, t and u are the
usual Mandelstam variables. We denote by AI2n(s, t, u)
the O(p2n) contribution to this amplitude, and by T IJ2n (s)
its projection into the partial wave with angular momen-
tum J . Both the IAM and the N/DA methods, as we
shall see below, make use of the amplitudes T IJ2n (s) to
calculate the partial waves T IJ(s) in a non-perturbative
manner, in the sense that they resum the unitarity cut.
(In what follows, the superscript IJ is dropped to sim-
plify notation.)
The amplitude A4 can be written in a generic way, for
the different isospin channels, as:
A4(s, t, u) =PL + PHH(m
2) +
PG,sG(s) + PG,tG(t) + PG,uG(u) . (2)
The functions PX above are polynomials of the Mandel-
stam variables. In particular, the low energy constants
(LECs) l¯i appear just in the term PL.
3 In Eq. (2), H
and G(P 2) are the one– and two–point one–loop func-
tions, respectively, given by:
G(P 2) =
∫
d3~q
(2π)3
I(~q, P ) , (3)
I(~q, P ) =
(ω~q + ω~P−~q)/(2ω~q ω~P−~q)
(P 0 − ω~q − ω~P−~q)(P 0 + ω~q + ω~P−~q)
, (4)
H =
∫
d3~q
(2π)3
1
2ω~q
, (5)
where P is the four–momentum entering the loop.
Whence, G(s), G(t) and G(u) in Eq. (2) stem from the
s–, t– and u–channel loops (3) with P 2 = s, t and u,
respectively. These functions are regularized through di-
mensional regularization. After the divergences and scale
dependencies are absorbed in the LECs [42], the loop
function, denoted now GD, reads:
GD(P 2) =
1
16π2
(
−1 + σ(P 2)log1 + σ(P
2)
1− σ(P 2)
)
, (6)
with σ(P 2) =
√
1− 4m2π/P 2. On the other hand, be-
cause of the regularization approach followed, we have
HD = 0.
B. Chiral amplitudes and the ρ meson
From a broader point of view, one can include, together
with the O(p4) amplitudes explained so far, the contribu-
3 We work here with the finite and scale-independent LECs, l¯i. In
the case of pipi scattering, only the LECs with i = 1, . . . , 4 are
involved.
3tion coming from Resonance ChPT [43, 44], which start
to contribute at one-loop order as well. For the problem
discussed here, the relevant Lagrangian is the one that
incorporates exchanges of the ρ meson field. This term
involves, in our case, two free parameters, the bare ρ
mass, Mρ, and the coupling constant GV . This contribu-
tion is relevant in the N/DA method for the I = 1, J = 1
channel, since the physical ρ resonance is generated by
dressing the bare ρ pole with ππ rescattering [25]. We
also calculate the ρ exchanges in the t– and u–channels
for the I = 0, 2 ππ S-wave channels which are also stud-
ied here for consistency. These exchanges cancel partially
with the crossed channel ππ loops [25].
It is well known that the exchange of resonances has a
large impact on the values of the LECs. The contribution
of the ρ resonance to these constants reads [43]:
l¯ρ
1
= −96π2G2V
M2ρ
,
l¯ρ
2
= 48π2
G2V
M2ρ
, (7)
l¯ρ
3
= l¯ρ
4
= 0 .
Since these contributions are already accounted for by
the ρ-exchange amplitudes, we subtract them from the
LECs appearing in the amplitudes to avoid double count-
ing. This is the case when applying the unitarization
scheme based on the N/D method, but not in the IAM.
In this latter method the physical ρ is generated from the
dynamics through the ChPT O(p4) LECs l¯i [45]. This
makes a difference between the N/DA method and the
IAM, that will show up in the different finite volume ef-
fects predicted by each approach. This point is not a
shortcoming of our study, but rather it will allow us to
confront both methods, so that the differences between
both are considered as an estimate for uncertainties.
C. Finite volume effects
Let us now discuss the modifications to the amplitudes
explained so far when one considers the interactions in
a finite cubic box of edge L and with periodic bound-
ary conditions. The chiral amplitude A4(s, t, u) receives
contribution from loop integrals that, in the finite volume
case, are replaced with sums over the allowed (quantized)
momenta, giving rise to A˜4(s, t, u), which is the finite vol-
ume version of the former. Namely, these contribution
arise from s–, t– and u–channel loops, and from tadpole
diagrams as well. Note also that we write the amplitudes
in terms of the physical pion massmπ and decay constant
fπ, and hence the O(p4) contributions to them (tadpole
loop-functions) are included as O(p4) terms in the ampli-
tudes A4 and A˜4. The O(p4) contribution to the partial
wave in the finite volume, that we denote by T˜4, is cal-
culated as T4(s) with the replacement A4 → A˜4(s, t, u).
This one is calculated from Eq. (2), but replacing the
loop functions in Eqs. (3) and (5) with their finite vol-
ume counterparts, G˜D and H˜D. Following the procedure
in Ref. [27], the finite volume loop functions are obtained
from the infinite volume ones as:
G˜D(P ) = GD(P 2) +
lim
qmax→∞
[
1
L3
qmax∑
~qi
I(~qi, P )−
∫
q<qmax
d3~q
(2π)3
I(~q, P )
]
, (8)
H˜D = HD +
lim
qmax→∞
[
1
L3
qmax∑
~qi
1
2ω~qi
−
∫
q<qmax
d3~q
(2π)3
1
2ω~q
]
, (9)
~qi =
2π
L
~n , ~n ∈ Z3 , ω~q =
√
~q2 +m2π ,
being I(~q, P ) the integrand of Eq. (3), defined in Eq. (4).
Since the box breaks Lorentz symmetry, the reference
frame is fixed to the center of mass frame of the initial
pions. For this reason we have used P as the argument
of G˜D in Eq. (8) instead of P 2. For the s–channel loop
case, where ~P = 0 so that (P 0)2 = P 2 = s, we obtain
G˜D(P ) as:
G˜D(s) = GD(s) +
lim
qmax→∞
[
1
L3
qmax∑
~qi
I(~qi, s)−
∫
q<qmax
d3~q
(2π)3
I(~q, s)
]
, (10)
and:
I(~q, s) =
1
ω(~q)
1
s− 4ω(~q)2 . (11)
Let us note that G˜D(P ) depends solely on P 2 = s in this
case. However, for the t–channel loop, we have P 0 = 0
so that P 2 = −~P 2 = t, and hence the integrand I(~q, P )
becomes:
I(~q, P ) = − 1
2ω~q ω~P−~q (ω~q + ω~P−~q)
. (12)
Now, contrary to the s–channel case, G(P ) depends on
P 2 = t, but also on ~P and its relative orientation respect
to the cubic lattice of allowed momenta in the box, {~qi}.
This dependence translates into a dependence on the
scattering angle θ, present in t = −2(s/4−m2π)(1−cos θ),
but also on the azimuthal angle φ, and this also happens
with the u–channel case. Thus, when making the partial
4wave projections in finite volume,4 we should now also
integrate on φ,
T˜ IJ(s) =
1
4π
∫
dφ
∫
d(cos θ)AI(s, cos θ, φ)PJ (cos θ) ,
(13)
being PJ(x) the Legendre polynomial of order J .
Finally, the function H˜D can be computed using the
Poisson resummation formula (see e.g. Ref. [46]) and,
since HD = 0, we find:
H˜D =
mπ
4π2L
∑
06=~n∈Z3
1
|~n|K1(|~n|mπL), (14)
being K1 the Bessel function.
The s–channel loops are responsible for the right–hand
cut (RHC), or unitarity cut, that stems from the loop
function G(s) and it is the most important source of L
dependence in the amplitude. This L dependence arising
from the RHC is the one used by the Lüscher method to
obtain phase shifts from the energy levels obtained in a
finite volume. In particular, in the version of Ref. [24],
given a certain energy level E on a finite box of size L,
the infinite volume amplitude is given by
T−1(E) = G˜D(E) −GD(E), (15)
from where the phase shifts can be straightforwardly ex-
tracted. Note that the T -matrix so calculated does not
depend on any regularization procedure for the loop func-
tion G since its inverse is the limit of the piece between
brackets in Eq. (8) (for further discussion on Eq. (15),
see Ref. [47]). Eq. (15) only takes into account the L–
dependence coming from the s–channel loops. However,
the tadpoles and the t– and u–channel loops, which give
rise to the left-hand cut (LHC) when projected into par-
tial waves, give further dependence on L (polarization
corrections in the terminology of Ref. [23]) that is ne-
glected in Eq. (15). Its effects are typically disregarded
because they are exponentially suppressed [23].
D. The N/DA method
From the exact N/D method [48] it was shown in
Ref. [25] that when the LHC is neglected or treated per-
turbatively (see also Refs. [49–53]), a two-body partial
4 The partial wave projection in the infinite volume case restricts
to integrate on cos θ, T IJ (s) = 1
2
∫
d(cos θ)AI(s, cos θ)PJ (cos θ) .
wave amplitude can be written in full generality as:
T−1(s) = V −1(s)−GS(s) , (16)
where the loop function GS(s) is given by a once-
subtracted dispersion relation of Eq. (3),
GS =
1
16π2
(
a(µ) + log
m2π
µ2
+ σ(s)log
1 + σ(s)
1− σ(s)
)
. (17)
Here, a(µ) is a subtraction constant, that depends on
the renormalization scale µ, taken as µ = 770 MeV. The
kernel V is calculated by matching its chiral expansion,
V (s) = V2(s) + V4(s) + · · · , with the chiral amplitudes
T2 and T4, that is:
T (s) =
V (s)
1− V (s)GS(s) = V2 + V4 + V
2
2 G
S + · · ·
= T2 + T4 + · · · , (18)
where the ellipsis indicate O(p6) and higher orders in the
expansion. It results then:
V2(s) = T2(s) ,
V4(s) = T4(s)− T2(s)2GS(s) . (19)
Note that the kernel V4 has no RHC, since T4(s) con-
tains the piece T 22G
D and then this cut cancels in the
difference in Eq. (19). Hence, the RHC stems solely from
the denominator in Eq. (18). Now, to calculate the am-
plitude in the finite volume, T˜ , we must replace V with
V˜ = V2 + V˜4. Since the O(p2) term does not depend on
L, no replacement is needed on it, whereas we have:
V4 → V˜4 = T˜4 − T2G˜S , (20)
with G˜S given by an analogous expression to Eq. (10) but
with GD replaced by GS . Notice that, according to the
discussion above, the volume dependence of the s-channel
loop does not affect the kernel V˜4. Hence, the volume
dependence in the amplitude T˜ enters through: (i) the
kernel V4 which volume dependence originates from tad-
poles and t– and u– loop functions generating LHC, and
(ii) denominator 1 − V˜ G˜S , that gives rise to the RHC,
through the function G˜S . This is the most important
source of volume dependence. Finally, the energy levels
E within a box of edges of size L are given by the poles
of the amplitude T˜ (s), s = E2, that corresponds to the
solution of the equation:
1− V˜ G˜ = 0 . (21)
One can then reobtain the infinite volume phase shifts
from the finite volume energy levels obtained by using
Eq. (15) and quantify the effect of neglecting the L–
dependence in the kernel V4.
5E. The Inverse Amplitude Method (IAM)
Now, we consider the elastic IAM [45, 54–57]. This
method uses elastic unitarity and ChPT [42] to calculate
the inverse of the ππ scattering partial wave T IJ through
a dispersion relation.
In the IAM, one considers an auxiliary function,
W (s) ≡ T2(s)2/T (s), its analytic structure being a RHC
from 4m2π to∞, a LHC from −∞ to 0, and possible poles
coming from zeros of the T function (like Adler zeros).
Hence, we can write a dispersion relation for W as:
W (s) =W (0) +W ′(0)s+ 1
2
W ′′(0)s2 +
s3
π
∫
RHC
ds′
ImW (s′)
s′3(s′ − s) + LC(W ) + PC . (22)
The RHC integral can be evaluated exactly due to uni-
tarity, whereas the subtraction constants can be evalu-
ated with ChPT, since they involve amplitudes or deriva-
tives of them at s = 0, and so W (0) ≃ T2(0) − T4(0),
W ′(0) ≃ T ′2(0) − T ′4(0), W ′′(0) ≃ −T ′′4 (0). The LHC
is dominated by the low energy region, due to the three
subtractions, and it is also dumped by an extra 1/(s′−s)
for physical values of s. Then, it can be evaluated using
ChPT to obtain LC(W ) ≃ −LC(T4). The pole contri-
bution, PC, is formally O(p6) and we neglect it (this
causes some technical problems in the subthreshold re-
gion around the Adler zeros which can be easily solved,
but they do not affect the description of scattering nor
resonances, for details see Ref. [58]). Taking into account
all the above considerations we arrive at the simple IAM
formula,
T =
T 22
T2 − T4 . (23)
Hence, the amplitude in the box is obtained as T˜ by
replacing in Eq. (23) the amplitude T4 with T˜4. The
energy levels E are then given by the poles of the ampli-
tude T˜ , that is, by the solution of the equation T2− T˜4 =
0. As stated before, the infinite volume T -matrix can
be reobtained, neglecting the left cut and tadpoles L-
dependence, from Eq. (15).
F. Fixing the free parameters
The partial wave amplitudes, calculated in the N/DA
method and in the IAM, depend on four LECs, l¯i =
1, . . . , 4, and, in the case of the N/DA method, also on
the subtraction constant a(µ) and the parameters related
to the ρ bare field, Mρ and GV . These parameters are
fixed by reproducing scattering data as well as lattice
results. For I = 0, the phase shifts that we fit contain
the very precise data of Ke4 decays below
√
s = 400 MeV
[59–63]. Above that energy, the data of Ref. [64] and the
average of different experiments [65–70], as used e.g. in
Ref. [25], are taken into account. For I = 1 and J = 1,
we use the data of Refs. [71, 72]. For I = 2, the data
come from Refs. [73, 74]. The lattice QCD results of
Refs. [75–77] on the pion mass dependence of fπ and a
2
0,
the I = 2 J = 0 scattering length, are also fitted.
We perform independent fits for the N/DA method
and the IAM to the whole set of data, obtaining the pa-
rameters collected in Table I. We note here the general
agreement between the determinations of both methods.
The LECs also compare well with the typical values given
in the literature (see e.g. Ref. [78] for comparisons and
references). All the fitted data are shown in Figs. 1–3.
The results of the N/DA are represented with dashed
blue lines, whereas those of the IAM are shown with
solid red lines. As can be see in these figures both models
are compatible within the experimental uncertainties. Of
course, the main aim in the present work is the relative
change when passing from infinite to finite volume and
not the actual values of the phase shifts at infinite vol-
ume. Nevertheless, one should take as starting point an
approach that can reproduce physical data in a fair way,
as this is the case for both the N/D and IAM unitariza-
tion methods. Finally, for completeness, in Table II we
also give the values for the predicted pole positions and
couplings of the σ and ρ mesons for both methods, that
are compatible within the typical errors for these param-
eters (see PDG, Ref. [79], and references therein related
to the σ and ρ mesons).
Fit l¯1 l¯2 l¯3 l¯4 a(µ) Mρ (MeV) GV (MeV)
N/DA −1.7 5.9 4.7 4.0 −1.5 811 62
IAM −0.4 5.6 5.5 4.0 - - -
TABLE I. Values of the parameters obtained from the fit of
the data for the N/DA and the IAM methods.
III. RESULTS
In Fig. 4 we show the first three energy levels for dif-
ferent values of the cubic box size, L, obtained from the
poles of the I = 1, J = 1 scattering amplitudes in the fi-
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FIG. 1. (Color online) Comparison of our scalar pipi phase
shifts to experimental data for I = 0 (top panel) and I =
2 (bottom panel). The (red) solid line is our fit with the
IAM, whereas the (blue) dashed one corresponds to the fit
with the N/DA method. The inset in the top panel shows
in more detail the low energy Ke4 decays data. The data for
I = 0 are from the Ke4 decay data of Refs. [59–63] and other
data from Refs. [64–70]. For I = 2 the phase shifts are from
Refs. [73, 74].
Method
√
sρ (MeV) |gρ| (GeV) √sσ (MeV) |gσ| (GeV)
N/DA 758− 70i 2.4 434− 251i 3.0
IAM 750− 74i 2.5 439− 236i 2.9
TABLE II. Predicted values of the ρ and σ pole positions
and couplings for the N/DA and the IAM methods. The
couplings are defined, for both the S– and P–wave, as g2R =
lims→sR(s− sR)T (s).
nite box as explained in the previous sections. The (red)
solid lines stand for the IAM results, whereas the (blue)
dashed ones represent the outcome of the N/DA method.
The dot-dashed lines represent the free ππ energies in the
box induced by the periodic boundary conditions, which
correspond to E = 2
√
(2π
L
)2n+m2π, n ∈ N. The mean-
ing of the shadowed box will be explained below. We
can see that the differences between the N/DA and IAM
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FIG. 2. (Color online) Comparison of our I = 1 J = 1 pipi
phase shifts to experimental data. The (red) solid line shows
our fit with the IAM, whereas the (blue) dashed one shows
the fit with the N/DA method. The data are taken from
Refs. [71, 72].
methods are only relevant for the first level and for box
sizes about Lmπ < 2.
If some points on the E vs. L plots are provided, for in-
stance by an actual lattice QCD calculation, the scatter-
ing amplitudes (or related magnitudes like phase shifts)
can be obtained in the physical infinite volume case. This
procedure is usually called the “inverse problem” and it
is the final goal of the Lüscher method or the method of
Ref. [24] (see Eq. (15)). In Fig. 5 we show the I = 1,
J = 1 phase shifts obtained for the different methods by
solving the “inverse problem” from the first two energy
levels of Fig. 4. For comparison, we also show the phase
shifts obtained with both methods in the infinite volume
case (already shown in Fig. 2).
For the results obtained with the level 2 the differ-
ence for both methods are small and compatible with the
experimental uncertainties of the phase shifts. For the
N/DA method, indeed, the phase shifts calculated from
level 2 and in the infinite volume case are so similar that
we only show the latter one. This means that for points
coming from the level 2 (or higher) the L–dependence of
the potential has a minor effect in the resolution of the
“inverse problem”. However, if one uses points from level
1 the differences are more important for energies above
700 MeV. This effect is mild for the N/DA, while it is
rather strong in the case of the IAM. The reason for this
different behavior between both methods is that in the
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FIG. 3. (Color online) Dependence of fpi (top panel) and
a20 (bottom panel) with mpi as compared with lattice QCD
results. The (red) solid line is given by the fit with the IAM,
whereas the (blue) dashed line represents that of the N/DA
method. The data are from Refs. [75–77]. For comparison,
we also show the recent results from Ref. [80].
N/DA the ρ meson is included as an explicit pole with
fixed bare mass. The physical ρ generates from the dress-
ing of this bare field due to ππ rescattering. Therefore,
for energies close to the (bare) ρ mass this L-independent
term dominates the amplitude. This is unlike the IAM
case where the ρ resonance is generated from information
codified in the LECs and hence gets much more affected
by the L dependence of the internal dynamics that gen-
erates the amplitude.
These results are very illustrative and can be used to
select the range of values of L where the finite box depen-
dence of the potential can be safely neglected to obtain
the parameters of the ρ(770) meson, or phase shifts in
this channel. This is represented by the shadowed region
in Fig. 4. The horizontal bounds represent the range
mρ ± Γρ which would be desired in order to get the res-
onant shape of the ρ. The left vertical bound represents
the limit where the results from level 1 gives acceptable
results for both methods. This corresponds approximatly
to energies below 720 MeV and to an L value of about
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FIG. 4. (Color online) First three energy levels above thresh-
old for the pipi interaction in the ρ channel. The blue dashed
lines correspond to the N/DA method, and the red solid ones
stand for the IAM ones. The black dot-dashed curves corre-
spond to the non-interacting energies.
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FIG. 5. (Color online) Phase shifts for the ρ-channel pipi scat-
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sults obtained with the first (second) level of the IAM. The
lines with squares stand for the results of the first level of the
N/DA method. The infinite volume results (that is, the ones
in Fig. 2) are also shown for comparison. The solid line cor-
responds to the phase shifts of the IAM, whereas the dashed
one gives the results of the N/DA method.
2m−1π . This means that using lattice points from level 1,
one can only obtain the same results for both methods
for the ρ phase shifts for energies below 720 MeV. In or-
der to get similar results for both methods for the right
part of the ρ resonance shape one must consider points
in the second level for L values between 2− 3m−1π .
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work are two sound models rooted in basic properties
of strong interactions as unitarity, analyticity and chi-
ral symmetry and have been rigorously and thoroughly
tested in many processes in infinite volume. By con-
sidering the L–dependence that stems from such mod-
els we conclude with some confidence that if one uses
points obtained from the second level of Fig. 4 in order
to extract the ρ meson, then it is safe to neglect such
L–dependence in the potential and proceed via standard
Lüscher method or its version of [24] to solve the inverse
problem. If points are used from lattice data from level
1 then the L–dependence can certainly be neglected to
generate the low part of the ρ resonance but we cannot
make the same claim for the upper part of the resonance
due to the strong L dependence that we obtain for the
IAM method.
We now elaborate on the possible L dependence of
the ρ coupling GV . The original type of Kawarabayashi-
Suzuki-Riazuddin-Fayyazuddin (KSRF) relation [81] pre-
dicts GV = fπ/
√
2. This relation can also be derived
from the high-energy constraint of the pion vector form
factor at tree level [44]. However, when the latter study
is extended up to the one-loop level [82] it gives rise to
the relation GV = fπ/
√
3 that it is considered to be
valid in the large NC . This modified KSRF-like rela-
tion was also confirmed in other contexts: ππ scattering
[83, 84], radiative τ decays [85], extra-dimension model
for ππ scattering [86] and within spectral-function sum
rules and semi-local duality [87]. We then consider quite
reasonable to take that GV is proportional to fπ and,
from the L dependence of the latter, to obtain that of
GV . This extra L dependence is now taken into account
and reads
GV (L) = GV (∞)
1 − H˜
D(L)
f2π
+
m2π
16π2f2π
l¯4
1 +
m2π
16π2f2π
l¯4
. (24)
One comment is in order here. We should note that the
amplitudes involving ρ-exchange are already O(p4), and
hence the above modification introduces terms of O(p6)
and higher in the evaluation of V (s) in Eq. (16). How-
ever, as argued above, it is of interest in order to iden-
tify sources of L dependence in the resulting scattering
amplitudes by using the N/DA method. Next we dis-
cuss the results that stem by considering this additional
volume dependence of the amplitude. The energy levels
and phase shifts obtained now are represented in Fig. 6.
The upper panel, Fig. 6(a), shows by the (green) dot-
dashed lines the the new energy levels obtained. For
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FIG. 6. (Color online) Comparison between the results ob-
tained with the original N/DA and IAM methods and the re-
sults obtained with the additional volume dependence of GV ,
Eq. (24). (a) Energy levels calculated with the original N/DA
and IAM (blue dashed and red solid lines, respectively) are
compared with those obtained including the volume depen-
dence of GV (green dot-dashed lines). (b) Phase shifts cal-
culated with the original N/DA and IAM (solid and dashed
lines, respectively), as compared with those obtained consid-
ering GV (L) (dot-dashed lines). For each case, the blue (red)
lines are obtained with the n = 1 (n = 2) energy level.
comparison, we also display the original N/DA and IAM
results, already shown in Fig. 4, by the (blue) dashed
and (red) solid lines, respectively. One can observe that
9the new energy levels are very similar to the previous
ones for Lmπ > 1.7. However, the new n = 1 energy
level starts to be different from the original N/DA one
for Lmπ 6 1.5. Indeed, for smaller values of L the
novel n = 1 energy level even decreases for decreasing
values of L and tends to values near the bare ρ mass
(Mρ = 811 MeV). This is due to the fact that GV be-
comes very small for these small values of L (for ex-
ample, GV (L = 1.5m
−1
π ) is around 20 MeV, whereas
GV (∞) = 62 MeV). Thus, the effect of the bare ρ meson
can only be felt for energy values very close to the bare
ρ mass.
Although the O(p6) contribution to V (s) considered
here is only partial, it may indicate that the approach
is not valid for values of Lmπ in the range 1.0 − 1.5.
Let us recall here that these L values are far from the
range Lmπ > 2, confirming our previous conclusion that
this lower bound can be taken as safe in order to ex-
tract reliable ππ phase shifts and information about the
ρ meson. In the bottom panel, Fig. 6(b), we show by the
dot-dashed lines the phase shifts obtained with the new
energy levels, together with the original ones, already
shown in Fig. 5, resulting from the IAM (solid lines) and
the N/DA method (dashed lines). For each of these three
models, the phase shifts obtained with the energy levels
n = 1 and n = 2 are shown by the blue and red lines, re-
spectively. As expected, the three approaches are rather
similar for the n = 2 level. The differences between the
phase shifts calculated from the n = 1 energy level ob-
tained with the two N/DA results (with and without
volume dependence of GV ) are large for energy values
around E = 820 MeV. The deviation of the new calcu-
lated phase shifts with respect to the original ones (which
were already close to the infinite volume phase shifts) for
this range of energies (corresponding to values of Lmπ in
the range 1.0 − 1.5) confirms the previous discussion on
the large effects that stem from this energy range with
low L and that invalidates the use of Eq. (15). On the
other hand, the agreement between the phase shifts cal-
culated with the two versions of the N/DA method (with
and without volume dependence of the couplingGV ) sup-
ports the results obtained with energy levels that involve
values of the volume Lmπ > 2.
IV. SUMMARY
We have made a study of the ππ scattering in the
ρ(770) channel in a finite box. In particular, we have
studied the effect of the exponentially suppressed L-
dependence coming from tadpoles and crossed channel
loops that is usually neglected when extracting physi-
cal quantities from lattice results in a finite volume via
Lüscher approach or the method of Ref. [24]. To do so we
have used two realistic models to describe ππ scattering,
the N/DA method and the Inverse Amplitude Method
(IAM). These approaches describe fairly well the scat-
tering and the ρ(770) resonance in infinite volume and,
when modified to describe the ππ energy levels in a finite
box, they also incorporate the suppressed L-dependence
mentioned above. We obtain for each method the ππ en-
ergy levels in a finite box as a function of the box size L,
and study when the Lüshcer approach or the method of
Ref. [24] can be safely used to obtain the infinite volume
phase shifts around the ρ(770) region. We conclude that
if one uses lattice sizes L > 2m−1π , the exponentially sup-
pressed L–dependence is in fact numerically negligible,
and the same results are obtained from the levels derived
from either the N/DA method or the IAM, which also
agree with the infinite volume phase shifts. However,
if the high energy part of the ρ(770) shape is to be re-
produced from the first energy level, one needs to use L
values smaller than 2m−1π . Then, the results from the
N/DA and IAM levels are quite different, which suggests
that the neglected L–dependence in this case might be
numerically important also in lattice calculations, and
the phase shifts obtained inaccurate.
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