In various applications, it is necessary to keep track of a low-rank
I. INTRODUCTION
Computing a few of the largest eigenvalues and associated eigenvectors is necessary to approximate a linear hermitian operator by another of lower rank. This occurs in the computation of principal components in data anal- [15] .
In other applications the Generalized Eigenvalue Problem (GEP) is frequently solved; the most well known case occurs in mechanics [16] . But [20] . For the sake of convenience, the generalized problems will not be discussed in this paper. February 8, 1989; revised May 7, 1990 [20] methods, will be focused in this paper. As mentioned above, the smallest eigenvalue may be also of interest, or equivalently the smallest singular value when operating on the data matrix directly, and this computation may be handled as well.
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Moreover, the problem of tracking these eigenpairs, when the matrix is slowly varying in time, turns out to be central to these types of adaptive antenna array processing techniques, and some numerical methods have already been proposed [26]- [29] . Some of these methods take into account the fact that the hermitian matrix varies by a rank one modification, from one time step to the next, in order to speed up the computational time. Therefore, other wellknown numerical methods could be used for this purpose
[25], [30], [31], but they turn out to be less attractive under their original form since they require computing all the eigenpairs, and thus increase the computational complexity. The adaptive methods described in this paper are grouped into two families, according to their complexity. In the first one, the algorithms require O(dn2) operations to compute the d extreme eigenpairs of a full matrix and O(dn log n ) for Toeplitz or Hankel matrices, whereas they require O(nd2) flops in the second. Algorithms of the second family converge much more slowly, but it turns out to be sufficientwhen theeigenpairsof interest varyslowlywith time (e.g., see algorithms F2 and G). In the first family, the method giving the best accuracyicomplexity ratio seems to be the Lanczos-based approach.
A table of contents is included below to enable the reader to quickly locate various techniques: In this paper, we frequently refer to matrix decompositions, which are described in [25] . The observation model generally assumed in antenna (1 ) In this linear statistical model, then x 1 vector r ( k ) denotes the observation, A(k) is a deterministic n x d matrix, s ( k ) is a random d x 1 vector (the "source" vector) and n(k) stands for a noise disturbance; k denotes a discrete frequency variable [15] , [14] . In these problems, the relevant unknowns to compute are as follows: (1) the matrices A(k) under the constraint that they belong to a given parametrized manifold; (2) the covariance matrix of the signal component (the entries in s(k)), sometimes assumed to be diagonal; (3) the covariance matrix of the noise n(k) (4) possibly an estimateof thesignal vectors(k)called the"signa1 copy"
is also of interest; (5) sometimes, the size d of the vector s (k) may be unknown, and even varying with time. In order to solve this estimation problem, an additional knowledge of the noise covariance matrix N(k) = E{n(k) n(kIH} is required ((H) denoting hermitian transposition).
Generally, N(t) is assumed to be of the form:
array processing has the following form:
wherep2(k) is the noise level (a scalar unknown parameter), and G ( k ) is a known fixed positive definite matrixwhich has been estimated beforehand with the help of a parametric model [35] . Since signals and noise are uncorrelated, the following relation between covariance matrices may be deduced: -
A spatial prewhitening of the data allows us to deal only with the case C(k) = I, the identity matrix [14] , [15] .
We see that estimating the covariance m_atrix of the signals consists of approximating the matrix R(k) by another of lower rank, namely A(k) S(k)AH(k), provided we eliminate the constraints upon the matricesA(k). In the so-called subspace methods (esp. MUSIC), the determination of the Directions Of Arrival (DOA) proceeds in two steps [14] , [15] . In order to remove the noise effect and estimate the signal subspace spanned by the columFs of A, a low rank approximate to R(k) is found, denoted R'(k). Second, the parametrized antenna manifold, A, is searched in order to pick up the fewadmissiblevaluesforthedirections in the signal subspace (linear space spanned by the columns of A), and then deduce the parameters of interest (including the DOAs). We do not go further into these details since it is out of the scope of the paper, and restrict ourselves to the computiltion of RS(k). The point to consider now is the way the matrix varies.
B. Covariance Matrix Updates
For notational convenience, we drop the variable k, it being understood that every variable depends on the frequency,orequivalently, that the processingactson narrowband objects. Special techniques matched to wide-band DOA estimation [36] will not be considered in this paper, although they have many similarities. Now, in practice the matrix R is itself unknown so that an estimate of it must be used. Commonly, estimates of the covariance matrix are made as an average of outer products of observations such:
where the rp are different snapshots of observations satisfying the model (1) . Now, thegoal is to trackatime-varying system, so that the covariance function also depends on a time matrix. However, we shall still use the "covariance matrix" E, noting that it approximates the second order moment of theobserved processon a restricted time range. Additionally, we have not at our disposal several snapshots of the same phenomenon, but a single realization of the random vectors, r(t), having statistics close to each other.
For instance, among the possible estimates of the matrix R, that -appears convenient to write a time-dependent form R(t). One is widely used and has the form:
In otherwords,ateach timestep t, the matrixR(t) is updated via an additive rank-one modification. This averaging is referred to as exponential (since it indeed i s when a(t) is constant); R(t) contains an infinite memory of the past of the system, which is weighted by the coefficients a(t) and P(t -p), p E N. The better these coefficients are chosen, the closer the covariance R(t) to the local "true" covarianceR(t). Our purpose is not to propose better estimates (and there are indeed other ways of defining the matrix R), but describe how to track extreme eigenpairs of a matrix R(t) which is subject to small variations with time.
C. Use of the Data Matrix where L(t) is lower triangular; then, the eigenpairs of the hermitian matrix R(t) correspond to the left singular pairs ofthetriangular matrixL(t). It isconvenienttogivean updatConsider the Cholesky decomposition R(r) = Ut) ing formula for matrix L(t), that is equivalent to (4). Let H be the upper (n + 1) x n Hessenberg matrix defined by: 
D. Operation Counts
The number of floating pointoperations(f1ops) isdefined as the number of multiplications, and for the sake of simplicity, we will make no distinctions between real and complex numbers. For instance, the product between a complex n x 1 vector and a scalar (either real or complex) will be said to require n (complex) flops. In other words, the operation count is carried out as if all the numbers involved were real. In order to have an idea of the volume of computation in the algorithms presented in terms of real flops, one may consider that one complex flop is worth three or four real flops. The result will be slightly pessimistic.
Ill. BASIC ALGORITHMS
In this section, we shall focus on the computation of singular triplets of a fixed matrix (viz, singular values and associated left and right singular vectors). The basic algorithms are briefly reviewed, and the problems in using them for computing a few extreme triplets are emphasized.
A. Standard Iterative Algorithms
The Golub-Kahan-Reinsch algorithm has become a standard method for computing the SVD of a matrix on a serial computer [43] .The Kogbetliantz and Jacobi algorithms used earlier are also of great interest again after a long period because they can be often parallelized. Nevertheless, these three iterative algorithms are not well suited for the computation of a restricted subset of singular values. Thus, other procedures must be sought. Since H(t) has been perturbed as indicated by (5), and in particular if a(t) is close to zero, one can attempt to compute the new set of singular triplets by noting that they have been only slightly perturbed. But this is not necessarily satisfied in practice, especially if nonstationary phenomena are tracked (one could have a(t) = 0.2). Moreover, in order to compute the new singular triplets of the perturbed matrix, the knowledge of all the singular triplets of the original matrix is required [44; chap. 21, [45] . If we have the goal of tracking, the complete eigenstructure must be computed at each time step. These two remarksdoadisservicetothisapproach.Asecond approach to speed up the determination of some extreme singular values is to take into account the rank-one modification, and this is developed in the next subsection.
B. Appending a Column to a Matrix
The rank-one updating of the eigenproblem and related special algorithms have been proposed and studied in the symmetric case [30] , [31] . The principle is summarized as follows. Let:
where U is of unit norm and 6 is unitary.
We seek the eigenvectors x and eigenvalues p such that:
Equivalently, denoting y = B H x and z = BHu, we wish to compute the pairs { y, p } such that:
This leads to the system: As explained in the previous section, adding a rank-one modification to an hermitian matrix has the same effect as appending acolumn to the triangular matrix of its Cholesky factorization. Thus, a similar algorithm can be derived for the update of the left singular pairs, the determination of the right singular vector being more complicated. Let N be II YIII, a general square matrix, and consider the SVD of N: 
C. The Lanczos-Type Bidiagonaliza tion Algorithm
The Lanczos algorithms for symmetric matrices were introduced in the 1950s and are described, for instance, in [22] , [25] , [50] . The algorithms have received more attention following Paige's results [51] , and have been studied in details during the last decade [52] . Thus there is no need to introduce the methods in detail here. The main advantages of the Lanczos methods come from the following: (1) the original matrix is not overwritten and (2) little storage i s required since only matrix-vector products are computed. This makes the Lanczos procedures interesting for large matrices, especially if they are sparse or if there exist fast routines for computing matrix-vector products, such as for Toeplitz or Hankel matrices. The running of a Lanczos procedure applied to a symmetric matrix, R, yields a tridiagonal matrix, T; extreme eigenvalues close to those of the original matrix can be calculated from a submatrix of T, T o . Approximations to the eigevectors of R require the storage of the Lanczos vectors generated, and the computation of the eigenvectors of the matrix T o (which can be obtained cheaply by inverse iteration). These approximants are called Ritz vectors. The other advantage is that in exact arithmetic, the eigenpairs of T coincide with those of M if at most n iterations are performed. In otherwords, thealgorithm terminates as soon as n (or fewer) orthogonal Lanczos vectors have been generated. In each step, the complexity is dominated by one matrix-vector product. If K steps are run, this yields a global complexity of O(Kn log n) for Toeplitz or Hankel matrices. Actually, because of roundoff errors, a loss of orthogonality among the computed Lan-( A A~ -a;i)y, = z czos vectors occurs when some eigenpairs have already converged, and several undesirable phenomena may be observed [22] , [25], [52] . This is usually coped with by introducing a reorthogonalization procedure which, of course, increases the complexity. If this is not done, then spurious eigenvalues may appear, and it is necessary to detect them.
We will discuss this issue later.
In the applications to signal subspace methods, we seek the largest eigenvalues, and they are often well separated from the others. In this case, they will emerge before n iterations are performed, and typically after O(1) iterations [53], [54] . We wish to make use of this in the design of our procedure. As pointed out earlier, we prefer to work on the data matrix directly and compute its singular triplets rather than the eigenpairs of the covariance matrix. In this case, a bidiagonalization may be carried out instead of a tridiagonalization. The algorithm, referred to as the GolubKahan algorithm is summarized in the following steps [55]:
( 1 0 
In the above algorithm, notations trand t l stand for temporary right and temporary left vectors. The k x k bidiagonal matrix generated is then defined by:
The algorithm above is more convenient if m I n. But, if m 2 n, a similar algorithm may be used, starting with an initial right vector v(l), and yielding an upper bidiagonal matrix. One can deal with L or L"; in our case, either one or the other starting vector i s acceptable since we deal with a square matrix. The Lanczos bidiagonalization was first introduced by Golub and Kahan [55] ; some useful properties were later pointed out by Paige [56] .
D. Ritz Triplets and Accuracy in Exact Arithmetic
For the sake of convenience, define the matrix
In the recursion, a(k) and b(k) are in turn computed so that B(k) and b(k) are consequently determined. Let n ( k ) e ( k ) ,k(k)H and I I ( k ) 8 ( k ) q(k)H be the SVD of &k) and B(k), respectively; G(k) being a k x (k -1) matrix with one row of zeros. At any step k, the following relations are always satisfied, and characterize the recursion of the Lanczos bidiagonalization algorithm:
where U(k) and V(k) represent the matrices of stacked left and right Lanczos vectors, u(k) and v(k). Substituting the SVD of B(k) in (11) gives: 
This extends the well known result of the symmetric case In the Lanczos algorithms, extreme eigenpairs of LLH will emerge first if they are isolated. However in signal processing the smallest eigenvalues often represent the noise covariance, and are quite clustered. For this reason, only largest eigenpairs will emerge in general. A possible means to compute the smallest eigenvalues is to consider formally the matrix L -I : the smallest left Ritz pairs may be computed by solving two linear systems of the form LH*tr = U and L * t l = vat each step k, instead of performing two matrix-vector products as described in the bidiagonalization algorithm (IO). This requires a slightly larger computational time, still of order O(n2) multiplications, but the success depends on the eigenvalue pattern and is therefore not guaranteed.
E. Block-Bidiagonalization
Now, if we wish to compute several singular triplets, and if we have good initial guesses for more than one set, we can use a block recursion. Unlike the single-vector recursion, the block recursion can deal with multiple singular values. The block recursions are defined in a very similar manner by the algorithm given below. Let b, denote the block size (number of starting vectors). 
In the algorithm above, the QR factorization of a rectangular m x b, matrix provides a set of orthonormal vectors, Q, QHQ = I, and a b, x b, upper triangular matrix, R. This is the "economic version" of the QR factorization, whose complexity is O(2mbS -2b:/3), instead of 0(2m2b, -mb: + b:/3) as in the standard QR factorization [25; p.
1481 (see Table 2 ). One of the interesting aspects in using a QR factorization is that the 
F. Reorthogonalization Versus Size Reduction
In the single-vector recursions described above, it is clear that whenever some a(k) or b(k) in the bidiagonal matrix are very small, the result is ill-determined and may givean inaccurate Lanczos vector. Then there is a loss of orthogonality between the vector generated and the previous Lanczos vectors. These cancellations accumulate because the Lanczos recursion is not well determined. As a result, some spurious singular values may appear, as the number of iterations increases. Obviously, this problem also arises in the block-recursion whenever the triangular blocks a(k) or b(k)
are not of full rank. Several ways have been proposed in the literature to cope with this problem. For instance in [22], various strategies are proposed in the symmetric case to identify the spurious eigenvalues. In the case of the computation of a few singular triplets, it turns out that a partial reorthogonalization could do very well, but would be computationally awkward. In fact, as equations (13) Suppose that tl = qu*b is a QR factorization of tl, where qu is m x b, and b is of rank (b, -1) . Since the triangular matrix b is singular, oneof i t s diagonal entries must bezero.
It is thus possible to easily detect rank-deficiency. The fact that tl is not of full rank indicates that a Ritz triplet has con-verged. Then one should stop the recursion on the corresponding Lanczos vector (but only this one). As soon as the size of the block reduces to zero, the algorithm terminates.
The way to do this is to use a "Reduced Rank QR" (RRQR) 
B(4)=
take the form shown in Fig. 1 . In this scenario, the matrices b(2) and u(3) are 2 x 3 and 12 x 2, respectively. The main advantage in using a block-bidiagonalization of fixed size is the simplification of the code. If implemented on an array processor, the iteration with afixed size is more compatible with parallel implementation. However, in the computation of a given number of Ritz triplets, the use of a fixed block size may generate too many Lanczos vectors and reorthogonalizations, involving an increase in complexity. Subsequently, we use the size reduction procedure rather than the block reorthogonalization on a serial computer.
IV. ADAPTIVE ALGORITHMS WITH AN O(m2d) COMPLEXITY
In electrical engineering applications, we most often require "good" accuracy rather than "full" accuracy.
Indeed, in most applications, a relative error of l e -4 is sufficient. This decreases the complexity of the iterative algorithms, and makes them more attractive. Adaptive algorithms are iterative algorithms that track parameters of a system which may vary with time, space, or frequency, or more abstractly snapshot. Those systems are called nonstationary, and the accuracy of estimates such as (4) is limited byP(t)whosemaximalvalue is function ofan equivalent "stationarity duration." In fact, the optimal value of P(t) i s a tradeoff between the variance of the estimate R(t) and the bias introduced by averaging rank-one matrices r ( t ) r(BH that do not have the same expectation in the strict sense. In other words, the error made at the end of the process will be due to modeling errors rather than to the approximations in the calculations.
As pointed out earlier, if variations with time are tracked, the modification at each time step i s generally of rank one.
However, in other situations, namely block-processing for instance, the modification can beof small norm but still full rank [58]. The algorithms given in this section assume that the new matrix is available at each step, no matter how it has been modified. 
mK2dZ
Goto t = t + I In the Algorithm A, K may be chosen in advance and held to a fixed value, in order to limit the number of iterations. If K i s never reached, it means that the subspace tracked varies more slowly than expected; if it is often reached, then there is too little time left to achieve the requested accuracy, and K should be increased. If d = 2 cc n, n = m and K = 2, the execution of the time loop in the algorithm above has a maximum complexity of order Ion2 + 24n + O(d3), update of L ( t ) excluded.
B. Subspace Iteration with Ritz Acceleration (SIR) Running on L(t)
If very few iterations are run, the advantage in using Lanczos recursions vanishes. In these cases, it may be better to use recursions based on the simple power-like method, discarding the search of a tridiagonal form. An important complexity reduction can be done by considering the algorithm below, baptized SIR 
C. Gradient-based Algorithms
In this class can be found the most numerous adaptive algorithms in the literature. For instance, many gradientbased algorithms were developed for the spectral estimation based on Pisarenko harmonic retrieval approach, where the goal is to minimize the objective function ~( t )~ R(t) u(t) with respect to u(t) under the constraint ~( t )~ u(t) = 1, in order to estimate $e eigenvector associated with the minimal eigenvalue of R(t). Among others, one can cite the fixed step stochastic gradient followed by a normalization [59], the stochastic Gauss-Newton method [26] , [60] , or the conjugate gradient [61] . Somewhat different is the iterative algorithm proposed in [62] , where the minirnization of the Rayleigh quotient iscarried outon the unit sphere appropriately parametrized. Yang and Kaveh review some of the gradient methods applied to the computation of a restricted subset of largest or smallest eigenpairs [63] . Other algorithms utilized in antenna array processing are reviewed by Schreiber in [46] . It is important to distinguish the exactadaptivegradient methods and the instantaneous gradient methods. In the first technique, the matrix R(t) is requested explicitly, yielding an amount of O(n2) multiplications [64] , [65] ; the convergence of the algorithm is controlled by both the averaging coefficients in the updating of R(t) and the coefficient p. On the other hand, in the instantaneous gradient algorithms the matrix R(t) is replaced by its rank-one update, r(t) r(t)", and can be run at each time stepwithin O(n) multiplications. In thiscase, thecoefficient p controls the convergence as well as the memory length of the system. The instantaneous gradient algorithm is essentially adaptive, and cannot be used to compute the eigenpairs of a fixed deterministic matrix. We shall present one O(n2) method in this subsection, and another with O(n) complexity in asubsequent section, in partV.Thefollowing algorithm was first proposed by Owsley [64] :
Start with a narrow m x d matrix w, chosen randomly; Orthonormalize w; set U(0) = w. % Next time steps
Complexity
As time increases, t = 1, . . .
A(t) = Diag(U(tmd

Goto t = t + 1 COMON AND COLUB: A FEW EXTREME SINGULAR VALUES AND VECTORS
Gradient-based adaptive algorithms are unattractive when not used in their approximated instantaneous form; this will be stressed in part V.
D. A n Hybrid Method
If the singular triplets vary slowly as t increases, it is possible to decrease the computational load. This can be made for instance by updating each triplet in turn, one at each time step. We cal I this a "cyclic updating." Acyclic updating strategy was proposed in [27l (with some typos) in order to decrease the complexity by a factor d, and then a slightly different version was published in [66] . We give below the correct square-root version: [ u t -I), i n g a; [66] , Furhmann seems to let it take a fixed value k = d, viz. the value corresponding to the smallest singular triplet that we want to track. In our computer simulations, k is cycling in {I, 2) in algorithm D2.
In this part, all thealgorithmsdescribed had acomplexity of order m2. We may want to reach a complexity of order m, if the processes observed have a sufficiently long stationarity duration. In order to be consistent, it is then necessary to take into account the complexity of the updating ofL(r)which isalsooforderm2,and tofindawaytodecrease it to O(m). We study this in the following sections.
V. ADAPTIVE ALGORITHMS WITH O(md2) COMPLEXITIES
In ordertodecrease thecomplexity by one order, approximations are now necessary. The goal is to avoid the explicit computation of L(t), as well as matrix-vector products if they are of full size, n. The first algorithm presented (Algorithm
E l ) expresses the matrix-vector product R(t) U(t -1) as a function of R ( t -1) U(t -I), which is in turn approximated
by U(t -1) A(t -1). Algorithm F1 is a square-root and accelerated version of it. It is shown in section F how these approximations can be connected to the estimation of the matrix R(t) by another satisfying a given model; such matricesaresaid to belongto"c1ass F."Alastfamilyof algorithms is then presented, deriving from an approximation in a more accurate class of matrices, called "class G," since it is described in section G. Contrary to the procedures described previously, the algorithms described in this section are fully adaptive, in the sense that they can hardly be used to compute the eigenpairs of a fixed given matrix. In fact, (4) is fully exploited. Moreover, the possible structure or sparsity pattern of the matrix is not taken into account.
E. Approximate Subspace Iteration
The algorithms considered in this section are approximations to Subspace Iteration. In the standard subspace iteration aswell as in algorithm SIR, thedominant taskswere The first algorithm we describe here was proposed by Karhunen [23] , and its convergence in the almost sure sense was proved later in [67] . Here is one version which runs with 2 m d 2 + 2md flops:
A(0) = I, the identity matrix.
For t = 0,1, 2, . . .
G. Modeling of Class G
Before we go into the details, we give some additional notation. First, the "exact" covariance matrix R(t), is unknown and satisfies model (3). Namely, the covariance matrix is the sum of a matrix of rank d , and another known up toa scalarfactor,which amounts toconsider the identity matrix I:
B. Modeling of Class F
The algorithm above has the inconvenience that it converges slowly, and does not take advantage of the squareroot formulations. This is the reason why improved versions have been studied. it is possible to approximate the SIR technique (22) in the same spirit as for (25). Moreover, the Ritz acceleration can be also maintained. So, the complete algorithm described in [29] may be summarized as follows:
C(0) = I, the identity matrix For t = 0,1, 2, .
Complexity 2md wu = [@(t) E ( t -I); &(t) r(t)" ~( t -I)];
Compute the (d + 1) x d matrix V, in the SVD:
Compute the m X d matrix, U(t), in the SVD: 
We call the approximation R ( t ) = k'(r) "approximation of class F." This shows why the approximations of class F and
tion is restricted to the subspace iteration. A simpler algorithm can thus be obviously derived from FI:
C(0) = I, the identity matrix
Compute the m x d and d x d matrices, U ( t ) , E(t), in the SVD: U ( t ) C(t)YH = W ;
This trivial algorithm requires an order of only 13m rnul-
Second, the estimated matrix, R(t), is defined bythe relation (4), and its Cholesky factor is denoted L ( t ) . It is clear that
R ( t ) does not obey equation (3).
This estimate is not uXilized here because of the high calculation cost. Now let R ( t ) be a new estimate which satisfies the model:
( t ) I , where kS(t) i s of rank d. (30)
Karasalo proposed to update k ' ( t ) and p ( t ) by using the Eigenvalue-eigenvector Decomposition (EVD) of a matrix R P ( t ) which is not R(t), but defined recursively by:
The goal is to compute k ' ( t ) and p(t) so that k ( t ) is the best approximation to RP(t). Thus, k ' ( t ) corresponds to a rank d approximation of R p ( t ) , and p2(t) is the arithmetic mean of the m -d remaining eigenvalues of R p ( t ) . More precisely, consider the spectral decomposition of R P ( t ) :
Then, k ( t ) i s defined by k ' ( t ) and p 2 ( t ) via (30):
Interestingly enough, these estimates are optimal in the Maximum Likelihood sense under the Gaussian assumption 
The matrix k(r) is determined by the three relations (33). If necessary, it could be computed explicitly according to: 
H. Instantaneous Stochastic Gradient Methods
We report here the standard instantaneous stochastic normalized gradient initially proposed by Thompson [49] and so-called Data-Projection Method [63] . Both are pro- 
Complexity
As time increases, t = 1,
Goto t = t + I
In order to keep some coherence in our comparisons, we choseto set p ( t ) equal toa(t)/P(t), becausep(t)alsocontrols the memory length in this algorithm. Then, one can notice 1336 that the updating formula for the eigenvalues has the same form as in the OK algorithm (25), which is consistent. The instantaneous stochastic gradient proposed in [26] avoids the normalization and computes directly the normalized eigenvector. However, this algorithm has been designed forthecomputationof asingleeigenpair,and it seemscornplicated to take into account the orthonormalization of a set of d vectors instead of a mere normalization of a single vector, in the same fashion. Moreover, both implementations (normalized and direct) have roughly the same complexity and convergence properties, but the explicit orthonormalization has the advantage to insure theorthogonality, which is not guaranteed in a direct recursive formulation such as in [26] , due to rounding errors.
Stochastic gradient type algorithms have received much attention because of their simplicity, but are actually numerically unstable, as shown in [68] . This fact has been known for afewyears, and stabilized versions (the so-called leaky LMS) can be obtained by adding additive white noise to the input in order to excite all the ranges [68] , [65] . This refinement is rarely incorporated in adaptive spectral analysis algorithms. In a few words, the updating of a parameter W is rewritten as:
instead of w(t) = W(t -1) f p ( t ) V ( t ) , where 9 is chosen close to one, 9 < 1. It is easy to see that the coefficient indeed introduces a "leak" in the memory of the system. This slight modification suffices to stabilize the stochastic gradient algorithms but the drawback is the introduction of a small bias.
VI. COMPUTER SIMULATIONS
Comparisons between some of the algorithms are now described. The situations where it is the easiest to identify tracking and convergencecapabilities, are those which have a known sudden change in the parameters to be estimated (this is, so to say, a Heaviside step response). Sudden changes of the dominant eigenvalues while eigenvectors remain fixed show no difference among the adaptive algorithms, since all of them perform roughly the same. On the other hand, if dominant eigenvectors are suddenly rotated 90 degrees, one observes different behaviors. In our set of simulations, two random sources (d = 2) are generated by MA processes of order 2 driven by independent Gaussian white noises. If E' denotes the vector formed by all zeros with a one at the ith position, the observation consists of the following: r ( t ) = sl(t)E1 + s , ( t )~~ + n(t), for t 5 to = I O and r ( t ) = s , ( t )~~ + s~(~) E~ + n(t), for t > to = IO.
Sources and noise are such that E { S~(~)~} = 4, E { S , (~)~} = 1, and E{n(t) nWH} = u21; the size of observations r ( t ) is m = 10, and U = 0.1. The values chosen for coefficients a(t) and P ( t ) were the optimal aposteriorivalues, namely a(t) = l/(t -to) for t > to, a(to) = 1, and P ( t ) = 1 -a(t); this corresponds to a rectangular window of growing size starting at t = to.
The estimate of the 2 dominant singular values provided by each algorithm is shown (figures labeled "a") and can be compared to the values obtained by the direct computation (algorithm A, Fig. 2(a) ). For the algorithms computing the eigenvalues, their square root has been plotted. But this is not sufficient as a measure of discrepancy between the estimated and actual signal subspaces. The standard measure of distance between subspaces is the set of principal angles (here there are two), and those are displayed on figures labeled "b," in degrees. By "actual" subspace, it is meant the dominant 2-dimensional eigensubspace of R(t) recomputed directly at each time step. Note that it is different from the subspace spanned by the true source directions { E 3 , E4}, and represents a fair measure since the error can then reach zero (the angles between the subspace computed and the true source directions cannot be zero because of the presence of additive noise and averaging).
It can be seen in Fig. 2(a) Fig. 2(a) and Fig. 3(a) ); in fact Fig. 3(b) shows that after a few steps, both principal angles are smaller than one degree, which indicates convergence.
From Fig. 4 , it can be seen that algorithm E has rather poor tracking capabilities because of its relatively slow convergence rate (the first principal angle is always small; the distance must be measured with the help of the second angle, plotted in dotted line). Also, convergence has been proved [67] in the almost sure sense, which is not a very strong topology. Note the singular values after 200 time steps. Fig. 5 (a) and 5(b) demonstrate excellent behavior of algorithm F I . Algorithm G performs as well as F1, but is about half as costly as shown in Table 1 . Performances of algorithm F 1 are shown in Fig. 7 , and are comparable to those of F2. However, it may be stated that algorithm G performs better in certain cases, due to its more general observation model. Note that the scales are different in Figs. 5, 6, and 7. Fuhrmann's algorithm D2 is also quite satisfactory in this simulation, as shown in Fig. 8. o-8b 20 40 60 80 1oo1201401601802b0 Figures 9 and 10 show the very bad convergence properties of the gradient-based algorithms (one principal angle is stacked at 90 degrees). Indeed, in such block-gradient recursions, the smallest eigenpair computed is always poorly estimated, because of the presence of the noise, among other reasons. Hence, we attempted to examine the improvement brought on by an increase in the block size to d = 3. The results obtained are better as seen in Figs. 11 and 12, though they are still much worse than thoseof algorithms FI, F2, G, and D2. This has been done to the price of an increase in complexity as indicated by the numbers appearing in parentheses in Table 1 (see next section). Table 1 summarizes the various techniques herein analyzed, and gives an idea of the computational burden involved when2sourcesare sought. Westressthatthecomplexity is not the only criterion that should be considered; besides they differ little from each other. In fact, convergence speed and accuracy are two other important features that are investigated in the previous section. We focused on adaptive algorithms, and for details on more standard ways of computing eigenvalues and eigenvectors, we recommend the reference books [U], [521, or 1251. Algorithm G described in [28] obtains the best performances in our opinion, because of its low cost, and also its excellent convergence and tracking capabilities as well. Moreover, the model utilized to approximate the matrix seems very well matched to the problems arising in signal processing where the observation consists of useful signal, additively corrupted by noise whose covariance matrix is estimated beforehand. As already pointed out, an adaptation of the algorithm of Bunch etal. to a matrix modelized as in section V-G is of interest, and has been suggested by Schreiber [46] ; this method probably performs very similarly as Karasalo's method (algorithm G). Algorithm F2 is also quite attractive because of its strong regularity and its simplicity. Though it cannot be seen in these simulations, it does not perform as well as algorithm G, and has a slightly higher complexity. We recommend avoiding the useof gradient-based algorithms, which perform poorly and have a comparable complexity. This study i s not exhaustive, and there exist other algo- [26], that could probably be adapted to the computation of a restricted subset of dominant eigenpairs. We have restricted ourselves to a limited number of algorithms for the sake of clarity and brevity, but this does not mean that our choice has been made only in favor of the best ones. The Generalized Eigenvalue Problem (GEVD) or the GSVD has been skipped in the same spirit, but they remain of interest, and are mostly unsolved with respect to adaptive implementations. The solution of whitening the data is still the solution used in practice [46], though it could be performed in another manner, at least by a Lanczos-type approach.
VII. CONCLUDING REMARKS
APPENDIX
In this appendix, we recall the complexity of the QR and SVD factorizations, as a function of the matrix size. For further details, the reader is invited to consult [25, pp. 148-1521 for QR, and [32, p. 11.181 and [25, p. 1751 for the SVD.
Complexity of Standard QR Factorizations
Let A be any m by n matrix, and assume without restricting the generality that rn 2 n. Then there exist a rn x rn unitary matrix, Q, and a n x m upper triangular matrix R, In this expression, Q, is defined as the m first columns of Q. Therefore, matrix Q1 satisfies QIHQl = 1. A being given, table 2 gives the complexity of the computation of these matrices.
Complexity of Standard Singular Value Decompositions
LetA beanym x n matrix,andassumewithout restricting the generality that m L n. Then there exist two unitary matrices, U and V, of size m x m and n x n, respectively, and a n X n real diagonal matrix C such that: 
1
In this expression, U1 is defined as then columns of U associated with nonzero singular values, and is therefore a m X n matrix satisfying U: U1 = 1. Table 3 gives the complexity ofthecomputationof thesevarious matrices.The rightmost column in Table 3 refers to an algorithm described in [69] .
