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Nuclear Magnetic Resonance (NMR) is one of the most powerful experimental techniques
to characterize the structure of molecules and confined liquids. Nevertheless, the com-
plexity of the systems under investigation usually requires complementary computational
studies to interpret the NMR results. In this work we focus on polycyclic aromatic hy-
drocarbons (PAHs), an important class of organic molecules which have been commonly
used as simple analogues for the spectroscopic properties of more complex systems, such
as porous disordered carbons. We use Density Functional Theory (DFT) to calculate 13C
chemical shifts and Nucleus Independent Chemical Shifts (NICS) for 34 PAHs. The results
show a clear molecular size dependence of the two quantities, as well as the convergence of
the 13C NMR shifts towards the values observed for graphene. We then present two com-
putationally cheap models for the prediction of NICS in simple PAHs. We show that while
a simple dipolar model fails to produce accurate values, a perturbative tight-binding ap-
proach can be successfully applied for the prediction of NICS in this series of molecules,
including some non-planar ones containing 5- and 7-membered rings. This model, one
to two orders of magnitudes faster than DFT calculations, is very promising and can be
further refined in order to study more complex systems.
a)Electronic mail: merlet@chimie.ups-tlse.fr
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I. INTRODUCTION
Nuclear Magnetic Resonance (NMR) is a powerful tool to study structural and dynamical prop-
erties in a wide range of systems including energy storage1–3, biological systems4–6 and glasses7,8.
Indeed, the ability to probe specific nuclei and to conduct non invasive in situ experiments makes it
a method of choice for many applications. However, in a number of experiments, and increasingly
so due to the growing complexity of the systems studied, the interpretation of the results is far from
being straightforward and calculations of chemical shifts through different methods are nowadays
very common. While standard Density Functional Theory (DFT) calculations are becoming faster
and more accurate, their use is still limited to relatively small systems (a few hundred atoms)9 and
therefore the development of computationally cheap models for the prediction of chemical shifts
can be very valuable. Several computationally affordable approaches to calculate or predict NMR
parameters for hydrocarbons have been proposed over the years, ranging from ring current mod-
els10, to early neural-networks11,12 and the most recent boom of sophisticated machine-learning
algorithms13–15. However, the performance of the latter models has yet to be proven in the case
of amorphous materials, such as disordered porous carbons, since these systems require structures
of a few thousand atoms in order to be accurately described and, most importantly, contain rather
unusual atomic topologies. This means that the current machine-learned predictive models for
carbon, trained on data for isolated molecules, are not guaranteed to give accurate results for ex-
tended solids. Nevertheless, we should point out that there have recently been encouraging results
using pure machine-learning approaches for the prediction of NMR parameters in other types of
disordered systems, such as oxide glasses16,17.
Disordered porous carbons are a class of materials used in many applications such as energy
storage, gas storage, water desalination and catalysis18. In all these applications, an accurate char-
acterization of the structure of the carbon and the fluid adsorbed inside the porosity is of primary
importance to understand and improve the performance of the systems. In the past, NMR has been
proposed as a method to determine the pore size distribution of porous carbons19, the size of aro-
matic carbon domains20 and to study the ion dynamics in such confined environments21–23. The
extraction of structural and dynamical information from NMR experiments for ions or molecules
adsorbed inside porous carbons is largely based on the existence of specific chemical shifts aris-
ing from secondary magnetic shieldings due to the presence of ring currents. These shielding
effects are also of interest for the study of adsorption in different systems, such as metal-organic
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frameworks (MOFs)24,25 or zeolites26. Concerning disordered porous carbons, there have been a
number of works where the ring currents and the associated chemical shifts, the Nucleus Inde-
pendent Chemical Shifts (NICS), have been estimated using DFT calculations on small aromatic
molecules19,27,28 known as Polycyclic Aromatic Hydrocarbons (PAHs). PAHs are interesting to
study as simplified models for disordered carbons, which are more challenging to describe from
a theoretical point of view. However, these molecules are also interesting in their own right since
they are present in fossil fuels and are a byproduct of incomplete combustion for a number of
materials29. This makes their detection and identification important, especially since they can be
toxic or have carcinogenic, mutagenic or teratogenic properties30,31.
In this work, we report on the calculation of 13C chemical shifts as well as NICS for a number
of PAHs using DFT. We first describe molecular size effects on the 13C NMR and NICS before
proposing two models to predict NICS in a more efficient way. The first model is simply based
on a classical dipolar model for the NICS32 where the contributions of the different rings of the
molecule to the chemical shielding are considered additive. We show that this model is insufficient
as it does not take into account the change in local geometry and molecular susceptibility, and as it
is valid only for relatively large probe distances. The second model is a perturbative tight-binding
approach. We show that this model is much more accurate for a large range of molecules and
discuss possible strategies to increase its accuracy for more complex cases.
II. MODELS AND METHODS
A. DFT calculations using Gaussian
We have carried out DFT calculations on a series of simple aromatic hydrocarbons using
Gaussian 0933. Following earlier works27,34, we have used a 6-31G(d) basis set and the B3LYP
exchange-correlation functional35. A comparison of the performance of different basis sets shows,
as reported previously34,36, that the basis set has little influence on the NMR results (see Sup-
plementary Material). After optimizing the structures at the lowest possible spin multiplicity, we
calculated their vibrational frequencies in order to ensure that we have reached true minima, and
proceeded to the calculation of the 13C NMR shieldings. The chemical shifts calculated using
DFT are given with respect to the value of tetramethylsilane (TMS) following:
δ 13C =−(σC−σTMS) =−(σC−σbenzenecalc −δ benzeneTMS ) (1)
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where σC is the calculated isotropic shielding of each carbon atom, σbenzenecalc the calculated isotropic
shielding of the carbon atoms in benzene and δ benzeneTMS is the experimental value for the chemical
shift of benzene in TMS37. The isotropic shieldings have been calculated by averaging over the
diagonal components of the shielding tensor. At the same time, we calculated the values of the
isotropic NICS on external grid points (see Fig. S2 for an example of grid). These are given by:
NICSDFT =−13
(
σxx,DFT+σyy,DFT+σzz,DFT
)
(2)
where σαα are the diagonal elements of the NICS tensor. The grid points where the NICS values
have been evaluated span from the molecule center up to a maximum distance of 15 Å from the
atom that is farthest from the center with a minimum 2 Å spacing between the points. The values
of the isotropic NICS calculated by DFT are designated as NICSDFT in the remainder of the article.
In total, we have studied 34 molecules which we divide in five groups depending on the type of
rings present (5,6,7-membered rings) and the planarity of the molecule (see Fig. 1).
B. The dipolar model
Classical models of ring currents predict that the contribution of a single aromatic ring to the
chemical shielding at a given point in space follows a dipolar dependence32 in which the various
components of the chemical shielding tensor are given by:
σxx =− 14pi χ⊥(3sin
2θ −1) 1
r3
(3)
σyy =
1
4pi
χ⊥
1
r3
(4)
σzz =− 14pi χ‖(3cos
2θ −1) 1
r3
(5)
where χ⊥ and χ‖ are the molar magnetic susceptibilities of the material in the directions perpen-
dicular and parallel to the z-axis respectively, r is the distance between the considered point and
the centre of mass of a ring and θ is the angle between the vector that connects the point to the
centre of mass and the vector normal to the ring centre (see Supplementary Material for a scheme
showing these quantities). For χ⊥ and χ‖, we have used the values published by Ganguli and
Krishnan for graphite38, equal to –7.5 10−11 m3 mol−1 and –3.2 10−9 m3 mol−1 respectively. The
NICS, which can be compared to DFT calculations is then given by:
NICSdip =−13
(
σxx,dip+σyy,dip+σzz,dip
)
. (6)
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FIG. 1. All PAHs studied in this work.
The contributions for the different rings in a given molecule are simply added together. For exam-
ple, for coronene, contributions from 7 rings are summed to estimate the total NICS.
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C. The tight-binding model
The perturbative tight-binding (TB) model used to calculate the NICS is the one proposed by
McWeeny39, which builds on the London theory for ring currents40. Whereas this perturbative
approach has been used in the past for the calculation of chemical shifts in hydrocarbons41, it has
not yet been applied for the prediction of NICS. In this context, we consider a non-orthogonal
tight binding (TB) Hamiltonian and compute the orbital energies from the generalised eigenvalue
problem
H c= εSc. (7)
The total energy of the system is obtained as the sum of the occupied orbital energies:
E =
occ
∑
i
εi. (8)
To study the magnetic response of planar aromatic hydrocarbons, which is the main focus of
this work, we use the reduced Hamiltonian,H , and overlap matrices, S. The Hamiltonian of such
systems in a minimal atomic basis is a block-diagonal matrix, and the aromatic electronic structure
is represented by the block corresponding to the basis set of p orbitals that are perpendicular to the
mirror plane of the molecule, located on the carbon atoms. We expect that the magnetic response
far from the molecule will be determined by the response of the aromatic subsystem, hence we
restrict our model to this block of the Hamiltonian. We use the self consistent Fock and overlap
matrices obtained by running B3LYP/STO-3G calculations on benzene, naphthalene and coronene
molecules to fit the elements of the Hamiltonian and overlap matrices in the form of
{Hi j,Si j}=
Aexp(Br
2
i j) for i 6= j
C(ni) for i = j
(9)
where ni is the number of nearest carbon neighbours of carbon atom i. Values of the parameters in
equation 9 are given in Table I.
To compute the induced magnetic field due to an external magnetic field, we calculate the
energy difference between two perturbed systems: the molecule placed in a uniform magnetic
field with and without a small test dipole, located in space where we intend to calculate the NICS.
When applying a uniform magnetic field H, the vector potential at a given point in space r is given
by:
A0(r) =−12r×H (10)
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H S
A −0.38840357 0.61394025
B −0.47459851 −0.54122058
C(2) −0.107001 1
C(3) −0.160000 1
TABLE I. Parameters of the tight-binding model.
whereas in the case of a point magnetic dipole m located at rm the vector potential can be written
as:
Am(r) =
µo
4pi
m× (r− rm)
|r− rm|3 . (11)
Following the derivation of McWeeny39, the elements of the perturbed Hamiltonian are obtained
as
H
′
i j =Hi j exp
{
piie
hc
[A(ri)−A(r j)] · (ri+ r j)
}
, (12)
where ri is the position of the atom i. The overlap matrix elements are modified similarly.
As an additional contribution to the TB model, we consider each carbon atom magnetically
polarisable with a polarisability of 10.0 Å3 for two carbon neighbours and 6.5 Å3 for three carbon
neighbours. We obtained these values from fitting the NICSDFT values of benzene and naphtha-
lene using the combination of dipole and perturbative TB model. The values of NICS calculated
through the TB approach are designated as NICSTB in the remainder of the article.
III. MOLECULAR SIZE EFFECTS FOR 13C NMR SHIFTS AND NICS
We start our discussion by examining molecular size effects on the 13C NMR chemical shifts
using the results for the coronoids which constitute a consistent series of molecules. While size
effects have already been studied in such compounds27,34,42,43, results have not been reported on
such a large range of molecules. Comparison with experimental results is also limited to small
coronoids. For coronene, our calculations yield chemical shift values of 124.2 ppm for the inner
carbon atom, 129.8 ppm for the outer bridging, and 128.2 ppm for the protonated one. These
values are found to be in good agreement with previous 13C NMR experimental studies28,44,45
which makes us confident that the chemical shifts calculated are reliable.
In Fig. 2 we present the evolution of the 13C chemical shifts for three equivalent positions in
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FIG. 2. Evolution of the 13C NMR shift of three equivalent positions with respect to the inverse molecule
size. The value for graphene is taken from Ref.42.
the series of coronenes. We observe that, as the molecule size increases, the chemical shifts for
all equivalent positions decrease and eventually converge towards a single value which is found
to be close to the 118.0 ppm value reported by Thonhauser et al. for bulk graphene42. The
converged values for molecules larger than dicircumcoronene indicate that, as far as chemical
shifts are concerned, an atom can be considered to be in the bulk if it is found at a distance of at
least three hexagonal rings from the molecule edge.
We now turn to the discussion of the NICS, which are the chemical shift changes anticipated
for a probe species due to ring current effects. We again focus on molecules in the coronoid series
which have often been used as simple models to describe the chemical shifts observed for species
adsorbed in disordered porous carbons19,20,27,43. In Fig. 3 we present the calculated isotropic NICS
values on a line that is perpendicular to the plane of the molecule and goes through its center. The
evolution of the isotropic NICS with respect to the distance from the molecules is found to be in
good agreement with previous theoretical works on the same systems27,46–48.
Close to the molecule, the NICS exhibit two distinct behaviours alternating between molecules
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FIG. 3. DFT Isotropic NICS for the coronoid series, calculated on a line perpendicular to the molecule and
going through the molecule center.
showing a minimum isotropic NICS around 0.75 Å ("benzene-like") and the ones that have a min-
imum between 1.5-2.2 Å ("coronene-like"). This even-odd behavior has been previously reported
by Hajgató et al. who used energetic considerations to explain the presence of a strong aromatic
central hole at the center of coronenes with an even number of ring layers and a weaker benzenoid
central hole for the ones with an odd number of layers49. Similarly, Sakamoto et al. discuss this
effect as the result of delocalized aromaticity due to the presence of multiple Clar formulas for
odd-numbered molecules50.
For distances larger than around 3.0 Å, the isotropic NICS exhibit a clear trend, whereby the
magnitude of the NICS increases with the molecule size. Similarly to the 13C chemical shifts, at
these distances we observe a convergence of the values for the larger molecules, i.e. C294H42 and
C216H36 show closer NICS than benzene and coronene (see Figure S3). It is worth noting that the
molecule size also affects the distance where the NICS values converge to zero, with this distance
at approximately 7 Å for benzene and above 50 Å for C294H42 (see Fig. S3 in Supplementary
Material).
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IV. CALCULATING THE NICS EFFICIENTLY
A. Using a classical dipolar model
As mentioned in the introduction, NICS are often calculated to interpret the NMR spectra of
ions or molecules adsorbed in porous carbons or in proximity of PAHs. As such, it would be very
useful to be able to predict such chemical shifts at a low computational cost for a wide range of
molecules. To this aim, we first test a classical dipolar model which has been proposed as an
alternative for calculating ring currents32. This very crude model has the advantage of being very
fast as one just needs to identify the centre of mass of the rings and calculate the distances between
these centres of masses and the positions at which we evaluate the NICS.
Fig. 4a) shows the comparison between the NICS predicted via the dipolar model, NICSdip,
and the values calculated using DFT, NICSDFT, for benzene and the coronene series. The NICS
are calculated for the same grid points in both methods and a cutoff is applied: only points more
than 3 Å away from all carbon atoms are considered. Results obtained for a larger cutoff of 5 Å
are shown in Fig. S5. Our choice for these cutoff values of 3 Å, respectively 5 Å, follows the fact
that alkali ions (Li+, Na+, etc...), respectively molecular ions (PF−6 , BF
−
4 , etc...) will in most cases
show free energy minima for adsorption at distances slightly larger than these values51–54 so that
shorter distances are usually irrelevant for the description of NMR parameters of adsorbed species
while it is crucial that the model is precise for larger distances.
For the five molecules shown here, there is a clear correlation between the NICS calculated from
the two methods but there are also many outliers. More precisely, the accuracy of the prediction
decreases with the increase of the magnitude of the chemical shift. This is not surprising as
larger chemical shifts correspond to smaller probe distances (see Fig. 3) and the dipolar model
is only valid for relatively large distances where an effective induced magnetic field is a more
valid approximation. Indeed, the results for the 5 Å cutoff show much less outliers (see Fig. S5). It
is worth noting that the NICSdip values are much larger than the NICSDFT values. This is a result
of the fact that we used the magnetic susceptibilities of graphite. The magnetic susceptibilities
calculated by Schulman and Dish show that χ‖ is two orders of magnitude (respectively one order
of magnitude) smaller for benzene (respectively coronene) compared to graphite55.
Since the goal of this work is to find an efficient way to calculate the NICS without manual
adjustment of the parameters, it is not desirable to include experimental or DFT based estimations
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FIG. 4. a) Comparison of the NICS values calculated from a classical dipolar model with the values obtained
by DFT for the coronene series and a distance cutoff of 3 Å. Dashed lines indicate the corresponding linear
fits. b) Slopes of the linear fits with respect to the number of rings for all molecules in the study. The
molecule number according to Fig. 1 is given in parentheses. The results for a 5 Å cutoff are given in
Supplementary Material.
of the magnetic susceptibility in the dipolar model approach. Moreover, in this model, a perfect
additivity of the ring contributions to the total NICS is assumed, while Facelli has shown that this is
not valid36. To explore the possibility of including these effects in a semi-empirical way, we check
if the variation of the slope of the correlation plot shows a predictable evolution with the number
of rings. A plot showing the slopes calculated for all PAHs studied here is shown in Fig. 4b). As
expected from the molecular size effects discussed in the previous section there is a clear trend for
benzene and the coronene series. The other small molecules show large, nonintuitive, variations
which prevent using the dipolar model without further, probably complex, refinement.
Overall, due to its inability to predict chemical shifts for distances close to the PAHs and the
lack of a simple way to include the variation of the magnetic susceptibility, the dipolar model
seems insufficient to predict accurately the NICS for a wide range of molecules.
B. Using a perturbative tight-binding model
Following the observation that a simple dipolar model is insufficient to accurately predict the
NICS, we turn to a more original perturbative tight-binding model approach, which excitingly
provides much better agreement with DFT values. As in the case of the dipolar model, we test
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this approach using a minimum distance cutoff of 3 Å and a larger cutoff set to 5 Å. Fig. 5 shows
the comparison between the tight-binding model results and the values calculated using DFT for
a subset of molecules and a cutoff of 3 Å. Except for C294H42, a large coronoid, the results are
extremely good with a slope close to unity. The results for the complete set of molecules are given
in Supplementary Material. NICSTB and NICSDFT values are very well correlated in all cases, i.e.
even for some non planar molecules, which is surprising considering the minimal basis set adopted
here consisting exclusively of p orbitals perpendicular to the mirror plane of the molecule.
FIG. 5. Comparison of isotropic NICS calculated through tight-binding and DFT methods on a grid around
a series of aromatic hydrocarbons with a cutoff of 3 Å. The molecule number according to Fig. 1 is given
in parentheses. The correlations for all studied molecules are given as Supplementary Material.
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To fully characterize the performance of the tight-binding model, we calculate average slopes,
correlation coefficients and average maximal errors for all the molecules and the two cutoffs. The
results averaged for groups of molecules are summarized in Table II while results for each indi-
vidual molecule are available in Supplementary Material. The results for the 3 Å cutoff already
show a very good agreement between the tight-binding model and the DFT calculations, with the
correlation slopes being very close to unity for the majority of the molecules under study. For the
longer cutoff of 5 Å, the results are even more accurate, showing the model’s improved perfor-
mance at intermediate to long distances. Overall, the average maximum errors for the isotropic
NICS for all molecules in the set were found to be respectively 0.9 ppm and 0.5 ppm for the 3 Å
and 5 Å cutoffs, which is close to the experimental uncertainty.
rcut = 3 Å rcut = 5 Å
slope R2 Errmax,iso Errmax,ZZ slope R2 Errmax,iso Errmax,ZZ
(ppm) (ppm) (ppm) (ppm)
Coronoids 0.98 0.9991 5.1 15.4 0.99 0.9996 3.9 11.9
6-membered rings 1.07 0.9993 1.0 2.6 1.07 0.9995 0.4 1.0
5,6,7-membered rings 1.05 0.9970 0.7 2.3 1.04 0.9993 0.1 0.5
Defect coronoids 1.07 0.9927 1.8 6.0 1.06 0.9931 0.8 2.6
Macrocycles 1.43 0.9908 10.8 32.7 1.45 0.9971 6.4 19.3
TABLE II. Average slopes and correlation coefficients for the fits between the isotropic values of NICSTB
and NICSDFT for different groups of PAHs, as well as the average maximal error encountered for the
isotropic NICS and the ZZ component of the NICS tensor. The results are given for two different cut-
off values, 3 Å and 5 Å.
The molecules for which the tight-binding model seems the least appropriate are C294H42 (7)
and chrysaorole (32). For these molecules, the correlation slope deviates from unity and the tight-
binding model does not predict accurately the isotropic NICS for some grid points and reaches a
maximal error of 5.1 ppm for C294H42 and of 10.8 ppm for chrysaorole. It is worth noting that for
coronoids larger than circumcoronene, the slope of the correlation decreases systematically. This
could be due to the inability of our model to capture the change in magnetic susceptibility, µ0,
with the molecular size. Indeed, in the current tight-binding model, the magnetic susceptibility
is considered via a constant polarisability which depends only on the number of neighbouring
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carbons while the size effects described in previous sections suggest that µ0 should depend on the
molecular size. This could be an avenue for further refinement of the model.
Concerning the individual tensor elements, the largest errors are usually observed for the zz
component as can be seen in Tables II, S1 and S2. This can be visualized more precisely in
Fig. 6, in which we compare the tight-binding results for the σxx, σzz, and isotropic NICS of a
series of simple cyclic PAHs, having a different central ring size, to the values obtained using
DFT. In this case, the NICS were calculated on a line going through the center of mass of the
molecule. Concerning the DFT values for the isotropic NICS, we find a good agreement with
the previous works by Forse et al.27 for both corannulene and coronene, as well as the ones by
Ciesielski et al. for the latter47. However, we do observe a slight discrepancy when comparing our
zz component value close to the ring center with the one recently presented by Charistos et al.48. As
far as the results from the tight-binding model are concerned, we observe a very good agreement
with the DFT values in all cases, especially for distances greater than 3 Å, whereas quantitative
discrepancies mostly concern the zz component close to the molecule centers.
Overall, the results suggest that the simple tight-binding model presented herein can predict
NICS values for a variety of aromatic hydrocarbons with a good accuracy and a much lower
computational cost than DFT. Indeed, computational times shown in Table III demonstrate that
the current tight-binding model, while not yet fully optimised, is one to two orders of magnitude
faster than DFT. The additional cost of the tight-binding model compared to the dipolar model is
totally justified by its superior accuracy. We have shown that the tight-binding model is not only
restricted to molecules solely consisting of 6-membered rings, but can also be efficiently applied
to systems with 5- and 7-membered ones. Moreover, although it was not initially conceived for
such cases, we demonstrated that the tight-binding model can also accurately predict the NICS for
some simple non-planar molecules.
There are still cases where the simple tight-binding model deviates from DFT calculations, as
presented above. Moreover, the use of just one p orbital per carbon atom prohibits the model from
being applied to more complex environments. Such cases could be molecules with an important
curvature in their structure, the presence of sp3 carbons, as well as charged species. The correct
prediction of the NICS tensor in these cases would be an important step towards calculations for
periodic structures of disordered carbons. These issues will be addressed in the future by refining
the tight-binding model and employing an extended basis set for the calculations.
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FIG. 6. xx, zz and isotropic components of the NICS tensor calculated on a line perpendicular to the central
ring for a) coronene (2), b) corannulene (23), c) [7]circulene (24) and d) [8]circulene (25). Solid lines are
the values obtained by the TB model and dashed lines are DFT calculations.
tDFT (s) tT B (s) tdip (s)
Benzene (1) 6.7×10−2 3.3×10−3 < 10−5
Pentacene (11) 6.2×10−1 5.7×10−3 < 10−5
Coronene (2) 8.6×10−1 7.7×10−3 < 10−5
Chrysaorole (32) 3.9×10−1 7.4×10−3 < 10−5
C150H30 (5) 3.1 1.3×10−2 < 10−5
C294H42 (7) 6.9 1.4×10−2 < 10−5
TABLE III. Computational times (per NICS grid point and per carbon atom) for DFT, tight-binding model,
and dipolar model calculations, for a representative subset of molecules. All results have been obtained on
2.3 GHz Intel R© Skylake 6140 processors (parallel processes for DFT).
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V. CONCLUSION
In this work, we report on 13C and nucleus independent chemical shifts for a range of PAHs.
DFT calculations allowed us to investigate molecular size effects and have been used as a reference
for the evaluation of two computationally cheap methods for the calculation of NICS. It was shown
that, in the coronoid series, the 13C chemical shifts converge towards the graphene values, while
the NICS show an odd-even behavior with the number of ring layers. The first model tested for
the cheap computation of NICS was a classical dipolar model. While NICS values calculated
with such a model show a clear correlation with DFT results at relatively large distances from the
considered molecules, it is not valid at small distances and it does not allow for a straightforward
inclusion of the magnetic susceptibility. We then proposed a simple tight-binding model with a
basis set consisting of a single p orbital per cabon atom. This model gives strikingly good results
for the set of 34 molecules studied here, including some non planar cases. This is very promising
and demonstrates that such an approach could be suitable for the description of more complex
carbon structures.
SUPPLEMENTARY MATERIAL
See supplementary material for a comparison of chemical shifts calculated using DFT with
different basis sets, a visualization of the grid points for which NICS are determined, the values
of isotropic NICS for coronoids at a distance of 3 Å from the molecule center, a visualization of
the dipolar model geometrical parameters, and detailed results for the dipolar and tight-binding
models for the two cutoffs selected.
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