





МЕХАНІЗМИ ВКЛЮЧЕННЯ ЗАСОБІВ ФОРМАЛЬНИХ СПЕЦИФІКАЦІЙ  
ДО БАЗ ЗНАНЬ КОМ’ПЮТЕРНИХ МОВ  
 
Розв‘язання задач підвищення рівня автоматизації сучасних систем програмування і верифікації розроб-
лених програмних засобів вимагає збереження специфікацій типів, проблемних галузей, програмних 
об‘єктів та критеріїв ефективності реалізацій програм. Для реалізації задач автоматизованого визначення 
типів та формального синтезу, верифікації і формування виконавчих кодів пропонується відображення різ-
них потрібних елементів специфікацій комп‘ютерних мов в різних форматах графів подання мов та сучас-
них засобів мультимедіа. Використання таких представлень забезпечує гранично ефективне звертання до 
баз знань попередніх рішень при доказовій побудови нових і вдосконалених програм і моделей. 
 
Rising of level for the complex task decision in hardware/software co-design systems require storage of types, 
restriction, relations and affectivity criterion specifications. For implementation of automated type definition task 
during formal verification and code, there are proposed using of different element of computer and multimedia lan-
guages or specifications. It is shown, that application of such representations permit to organize effective 




Системи автоматизованого програмування і 
моделювання (САПМ) [1] для комп’ютерного 
розв’язання задач при визначенні типів даних 
спираються на табличну організацію вбудова-
них структур даних, їх примірників та методів 
обробки. Таблиці САПМ зберігають харак-
теристики типів аргументів та результатів прог-
рамних і апаратних ресурсів розв’язання задач 
(РРЗ) в сучасних засобах їх оптимізації, та фо-
рмального синтезу і верифікації [3, 8, 9]. Базо-
вим підходом до доказової автоматизації прое-
ктування ефективних РРЗ стало використання 
баз знань (БЗ) семантичного супроводження [3, 
7] моделей з використанням реляційних сховищ 
даних в складі САПМ РРЗ. 
Фактично мови програмування і моделю-
вання мають явні структуровані специфікації 
типів користувача та даних та неявні, визначені 
стандартами для семантичної частини мови 
специфікації вбудованих типів. Більш потужні 
засобами формальної специфікації РРЗ вклю-
чено до таких мов, як Z і VDM [10], що базу-
ються на поширених математичних позначен-
нях і часто визначають задачі в таких спе-
ціальних галузях математики, як теорії множин, 
чисел та типів, реляційна алгебра, тощо. Найб-
лижча перспектива використання описів фор-
мальних специфікацій і процесів їх перетворен-
ня на коди програм полягає у автоматизовано-
му розв’язанні ряду задач:  
 верифікації програм і моделей нормаль-
ними методами перевірки коректності шля-
хом взаємних перетворень специфікацій та 
кодів;  
 вибірки оптимальних програм і моделей 
алгоритмів за критеріями, заданими спе-
ціальними конструкціями;  
 частково автоматизованого синтезу моде-
лей і програм перетвореннями зв’язків і 
обмежень формальних специфікацій;  
 пошуку реалізацій програм і моделей ал-
горитмів в базах БЗ САПМ за образами  
специфікацій різних рівнів;  
 формування і накопичення показників 
складності та ефективності в критеріях 
оптимального розв’язання задач;  
 впорядковано зберігання примірників ре-
алізації РРЗ за ключовими елементами спе-
цифікацій; 
 автоматизованої ревізії та формування 
протоколів доведення відповідності прог-
рам формальним специфікаціям та доказо-
вого синтезу програм.  
Головну проблему використання цих засобів 
складає обмеженість реалізованих рівнів ком-
п’ютерної обробки цих специфікацій, які зви-
чайно обмежуються в автоматичному режимі 
лише їх перевіркою на суперечливість і дозво-
ляють ручні адекватні перетворення для розв’я-
зання суміжних задач [8]. Іншу проблему скла-
дає необхідність практично необмеженого роз-
ширення можливих зв’язків і описів специфі-
кацій і кодів при розв’язанні задач в розширю-
ваних предметних галузях досліджень (ПГД). 
Для цього треба забезпечити специфікацію 
окремих структурних одиниць фрагмента про-
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грами, як змінних або об’єктів (підпрограми 
або міні-модуля), так і всієї предметної області 
у вигляді батьківського макромодуля.  
В специфікаціях, включених до модулів на 
комп’ютерних мовах, треба розділити визна-
чення типів, що відповідають математичним 
координатам, від специфікацій зв’язків, цілей, 
обмежень та обчислювальних дій.  
Пошук відповідності між цільовими спе-
цифікаціями та реалізаціями програм повинен 
спиратися на ключі, на яких залежно від задачі 
проектування (синтезу, верифікації або опти-
мізації) використовують різні відношення по-
рядку. Технології автоматизованого проектту-
вання та оптимізації програм передбачають 
збереження специфікацій програм та їх шабло-
нів в БЗ [3, 8] і доступ до них за ключами, типи 
яких наведені в табл. 1. 
































ваних імен в 
структурах 
Списки типі-


























































































































Проблема реалізації змісту комп’ютерних 
мов полягає в уніфікації дій семантичної обро-
бки комп’ютерних і природних мов для даних 
основних типів, включаючи безпосередні обчи-
слення, пояснення та адекватні взаємні перет-
ворення. Така уніфікація семантики або змісту 
дозволяє визначити практично всі комп’ютерні 
мови і проторувати шлях до створення загаль-
ної реалізації обробки семантичної частин всіх 
комп’ютерних мов.  
Ще одна проблема САПМ пов’язана з аналі-
зом і відтворенням образів синтаксису всіх роз-
ділів кодів і специфікацій в текстовій, симво-
лічній (ієрогліфічній) або структуровано-гра-
фічній формі [5]. Вона пов’язана з необхідністю 
відображення інформації про модулі перед ко-
ристувачами САПМ різних рівнів і розв’я-
зується на основі використання форм уніфіко-
ваного семантичного кодування елементів про-
грам і моделей [6]. 
 
Формалізація постановки задачі 
 
Неформальною метою роботи є визначення 
механізмів доступу до БЗ САПМ при проект-
туванні РРЗ різних рівнів організації і склад-
ності. Для цього потрібно визначити механізми 
побудови ключів доступу до змістовних та ви-
конавчих характеристик РРЗ через вбудовані 
відношення порядку ключових елементів. Най-
простіші відношення порядку утворюються 
узагальненими синтаксичними або морфологі-
чними позначеннями назв задач і типів зі зна-
ченнями їх аргументів і результатів. Синтакси-
144                            Механізми включення засобів формальних специфікацій до баз знань комп‘ютерних мов  
 
чні ознаки представлень РРЗ на різних рівнях 
моделей задаються стандартними позначен-
нями. До них відносяться стандарти символь-
них імен конструкцій та стандартних підпрог-
рам і функцій РРЗ та їх аргументи у стандарт-
ному порядку. Звичайно ці позначення відпові-
дають стандартним математичним позначен-
ням, що дозволяє прискорювати пошук корис-
тувачем потрібних РРЗ в БЗ. 
Однак впорядкування за синтаксисом лекси-
кографічних або мультимедійних символів не 
дозволяє систематизувати та згрупувати разом 
РРЗ однієї ПГД для локального співставлення 
споріднених рішень. Більш ґрунтовну система-
тизацію РРЗ в БЗ, що сприяє доведенню їх від-
повідності специфікаціям, можна організувати 
на основі використання змістовних характерис-
тик елементів ПГД як ключів в сховищах збері-
гання. Змістовні або семантичні характеристи-
ки РРЗ в назвах значень та їх типів у прив’язці 
до ПГД, де вони визначені. За аналогією з се-
мантичним кодуванням текстів [6] семантичні 
характеристики іменованих або ідентифікова-
них позначень включають кодові поля іденти-
фікації відповідного рівня ієрархічних ПГД, 
показані в табл. 2, та коди деталізації полів ролі 
та стану відповідного елемента семантики іме-
нування даних методів та об’єктів. 
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Якщо назви або ідентифікатори побудовані 
за так званою угорською схемою іменування, то 
елементи імені послідовно показують належ-
ність до об’єктів або їх груп за іменами, діями 
та, за необхідності, режимами використання. 
Імена окремих полів можуть формуватися на 
основі слів природних мов, відзначених номе-
рами однотипних об’єктів, а для можливості 
реконфігурації імен доцільно використовувати 
поля зміщення відносно канонічної позиції при 
відтворенні [8]. Імена спочатку прив’язуються 
до типа об’єкта, а потім включають номери та 
змістовні коди елементів об’єкта. При визна-
ченні ПГД для проектування слід розрізняти їх 
фізичний зміст та їх математичний зміст з абст-
рагуванням від фізики значень та одиниць їх 
виміру. Для розв’язання задач достатньо мати 
повну математичну модель і систему пояснень 
та інтерпретації операцій та операторів і відт-
ворення картин ПГД і результатів.  




Опис математичної моделі ПГД включає у 
своєму заголовку назву ПГД, списки визначень 
координат X = {X1,…, Xk,…, Xkmax}, де k – номе-
ри координат або їх однорідних агрегатів Xrk, де 
r – мірність агрегатів координат, які утворюють 
підпростори. Кожний опис координати Xk 
включає визначення множини або домену при-
пустимих значень dom Xk, а при конкретизації 
ПГД розширяється специфікаціями фізичних 
одиниць виміру u(Xk).  
Наявність математичних відношень і зв’язків 
координат R(Xk) скорочує обсяг простору зна-
чень і множину можливих варіантів рішень, 
створюючи обмежені простори і фрактали як 
простори однорідних координат Xrk з дробовою 
мірністю r. Таким чином, при визначенні коор-
динат конкретної ПГД важливо забезпечити їх 
несуперечність, тобто наявність непорожніх 
наборів сумісних значень координат, що дозво-
ляють визначати комплекси дійсних (не уяв-
них) об’єктів ПГД. 
Більшість задач в рамках будь-якої ПГД роз-
в’язується відносно окремих примірників об’єк-
тів ПГД, а також картин і сцен, що формуються 
і відбуваються над комплексами об’єктів. Кар-
тини і сцени ПГД утворюються базовими при-
мірниками об’єктів та їх агрегатами елементів. 
Для доведення коректності списки внутрішніх 
зв’язків, відношень та обмежень базових об’єк-
тів і агрегатів доцільно розмістити в спеціаль-
них розділах описів. Списки заголовків РРЗ ба-
зовими марематичними методами або списки 
заголовків правил доведення повинні скласти 
основу ключів пошуку в БЗ потрібних реаліза-
цій РРЗ та шляхів доведення їх відповідності 
специфікаціям типів, примірників і зв’язків. 
Спираючись на гіпотезу, що будь-яка задача 
над об’єктами будь-якої складності може 
розв’язуватися у межах координатних просто-
рів, що включають геометричний та/або топо-
логічний підпростори, підпростори розвитку, 
які покривають координати динамічного кон-
тинууму. При повному описі їх доцільно дета-
лізувати через підпростори фізичних координат 
з визначеними відношеннями порядку та оди-
ницями вимірів. Таким чином, головною зада-
чею цієї роботи стало створення набору конс-
трукцій комп’ютерної мови специфікацій Cj 
та структур їх подання як вузлів дерева T, 
що включає семантично значимі вузли V0,…, 
Vli,…, Vlmaximax, зв’язані в граф, названий в [8] 
графом алгоритму, який відображує підлеглість 
операторів і операцій [4], узагальнений для 
конструкцій опису і специфікації даних. Таке 
подання повинно однозначно представляти ти-
пи, що визначають координати і примірники 
даних з додержанням відношень семантичного 
порядку принаймні для канонічних форм пред-
ставлення. Змістовна обробка операторів опису 
Cj повинна надавати повну інформацію про ха-
рактеристики типів даних та їх примірників для 
розв’язання задач аналізу, синтезу та генерації 
виконавчих кодів в межах обраної ПГД. 
 
Основні конструкції і структури розділів 
специфікацій комп’ютерних мов 
 
Конструкції комп’ютерних мов з суворою 
типізацією звичайно спираються на базовий 
стиль декларації об’єктів мови. Наприклад, мо-
ва С/C++ використовує ім’я типа як попередни-
ка до описів його примірника, а мова Pascal – як 
відповідного наступника. В той самий час 
конструкції описів типів мають деякі різні де-
талі (роздільники або ключові слова). Такі самі 
стилі можна зберегти і при описі ПГД і в дода-
ткових розділах описів класів і методів 
об’єктів.  
Більшість стандартних конструкцій і прийо-
мів об’єктно-орієнтованих мов програмування 
зручно використати при побудові розширень 
для представлення специфікацій. Так для опису 
просторів ПГД зручно вико ристовувати меха-
нізм абстрактних класів з успадкуванням базо-
вих класів або типів, що описують координати 
ПГД. До опису будь-якого класу (координати і 
цілої ПГД) можна додати спеціальний розділ 
обмежень restriction, що представляє у 
вигляді логічних зв’язки, які притаманні коор-
динатам або полям класу і обмежують домени 
значень, та обмеження, характерні для окремих 
груп задач в ПГД.  
Опис ПГД в формі специфікації включає її 
іменування та описи координат або типів, а та-
кож заголовки або шаблони функцій, тобто цей 
опис визначається як спеціальний клас об’єкта 
ПГД з супроводженням типів, які визначають 
координати елементів ПГД. Таким чином, ви-
значення ПГД не потребує включення кардина-
льно нових синтаксичних конструкцій. Описи 
сцен та дій в ПГД додатково включають специ-
фікації примірників об’єктів і зв’язки обмежень 
їх координат, тощо. Таким чином, їх можна по-
будувати як класи об’єктів, успадкованих від 
класу ПГД з наступною деталізацією або дода-
ванням нових об’єктів. 
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Вибір деревоподібної структури  
для узагальненого внутрішнього подання 
комп’ютерних мов 
 
Спочатку приділимо увагу внутрішньому 
поданню виконавчої частини комп’ютерної мо-
ви. Найбільш поширеними деревоподібними 
структурами в трансляторах є дерева син так-
сичного розбору, що формуються синтаксич-
ним аналізатором і двійкові спрямовані ацик-
лічні графи (САГ), що визначають піддерева 
підлеглих виразів комп’ютерних мов [1, 9]. Для 
розв’язання задач семантичної обробки ряд ав-
торів [8] використовує так звані графи алгорит-
мів, які можна розглядати як проміжні форми 
між раніше описаними видами дерев та графів і 
цільовою формою, що має мінімальне різнома-
ніття вузлів операцій та частин операторів.  
Для раціональної організації семантичної об-
робки комп’ютерної мови слід сформулювати 
набір вимог, які визначатимуть порядок оброб-
ки графів. Ці вимоги стосуватимуться механіз-
мів формування та обробки типів даних у вико-
навчих та декларативних конструкціях мов: 
 у вузлі, що відповідає імені або константі, 
важливо зберігати код типа даних імено-
ваного або константного об’єкта мови та 
проміжного результату;  
 вузли графа повинні дозволяти подання еле-
ментів будь-яких виконавчих та специ-
фікаційних конструкцій; 
 важливо використовувати кодування типів, 
що дозволяє зберігати в таблицях однозна-
чні коди типів та узагальнені коди для 
споріднених типів; 
 бажано мати однакові структури для по-
шуку ключових елементів вузлів дерева в 
БЗ, щоб мінімізувати розміри таблиць від-
повідності для семантичної обробки.  
Через дві останні вимоги для семантичної 
обробки більш зручні двійкові графи. Щоб яко-
мога краще задовольнити перелічені вимоги як 
основу внутрішнього подання використаємо 
різновид графа алгоритму, який будемо назива-
ти графом підлеглості операцій та елементів 
операторів. Для математичних виразів комп’ю-
терних мов він повністю співпадає з базовою 
формою САГ [4] і потребує узагальнення для 
операторів специфікацій і структурного про-
грамування. Основні правила побудови та ор-
ганізації цього графа можна сформулювати на-
ступним чином: 
 Всі знаки операції та базові ключові слова 
операторів відображуються  в графах внут-
рішнього подання бінарними зв‘язками.  
 Відображення унарних операцій включає 
порожній зв‘язок на місці відсутнього аргу-
менту.  
 Тернарні операції та оператори структур-
рованого програмування також розбива-
ються на підграфи відповідно порядку їх 
виконання; 
 Індексування елементів масиву розглядаєть-
ся за аналогією з двомісною операцією "[]" 
мови C++, лівий аргумент якої визначає ма-
сив, а правий – номер його елемента. Так 
само описи та виклики функцій і розділення 
заголовка і тіла блоку розглядаються як уза-
гальнені операції "()" і "{}". 
 Послідовність обробки однорідних підгра-
фів вузлів визначення елементів списків 
можна розглядати як узагальнення обробки 
допоміжної операції кома "," і порожнього 
оператора ";" в мові C/C++. 
 Для вузлів передачі управління операторів 
break, continue, return та goto пе-
редбачаються зв'язки управління на вузли 
наступної обробки. 
 Будь-який підграф має єдиний кореневий 
вузол, який звичайно переглядається або 
обробляється першим або останнім в блоці 
структурного програмування (вхід до внут-
рішніх вузлів блоку повз кореневий вузол 
вважається некоректним). 
Первинний граф підлеглості доцільно буду-
вати з дерев синтаксичного розбору через дере-
ва або графи підлеглості операцій та конс-
трукцій [4]. В таких деревах повинні повторю-
ватися всі підграфи з однаковими діями, а в 
графах повторні піддерева замінюються поси-
ланнями на їх першу появу. На рис. 1 показано 
приклад побудови графа підлеглості конструк-
цій для наступного опису даних на мові С/C++: 
const struct rec rc, *prc; … 
В подібних операторах описів та специфіка-
цій типів і класів даних та абстрактних типів і 
класів необхідно застосовувати допоміжний 
кореневий вузол визначення типу, який посила-
ється піддерево визначення типа і має спеціа-
льний тип вузла UsrDefTp. Оператори явного 
визначення типів (type мови Pascal і typedef 
мови С/C++) використовують вузли базових 
ключових слів як корені для посилань на визна-
чення застосованих в заголовках описів імено-
ваних типів користувачів .  





Рис. 1. Дерево оператора визначення даних типа struct 
const struct rec rc, *prc;… 
 
Описи операцій, функцій, класів та їх шаб-
лонів в мові C/C++ розділяються на дві части-
ни: описи заголовків та описи тіла визначення. 
Описи заголовків бібліотечних підпрограм по-
винні використовуватися як ключі при пошуку 
потрібних функцій. При формуванні графа мо-
ви С/C++ кореневий вузол визначаться дужка-
ми тіла, ліве підлегле піддерево визначає типі-
зований результат і список типізованих аргуме-
нтів підпрограми, а праве піддерево – операто-
ри примірника реалізації. Дерево специфікації 
для початку визначення прикладу функції int 
main(int argc, 
char*argv[]){initHsh(thStud);…}… 
показано на рис. 2. Таким чином, дерева визна-
чення підпрограм мають чітко виділений заго-
ловок, який формує ключ пошуку в БЗ. 
 
Рис. 2. Дерево оператора визначення функції 
int main(int argc, char*argv[]){initHsh(thStud);…}… 
 
Специфікації визначень класів і розширених 
типів користувача відображується аналогічно 
визначенню функцій з чітко виділеним заго-
ловком. При цьому важливо включити до опису 
класу чи типу всі наявні елементи типів примі-
рника та заголовки методів, включених до кла-
су чи типу. Такі додаткові розділи специфікацій 
як розділ обмежень restriction також по-
винні входити для ключів визначення підпрог-
рам, класів або для описів ПГД. Таким чином, 
частини обмежень типів, класів і підпрограм 
повинні бути приєднані до заголовків для поле-
гшеного пошуку в БЗ. 
При комп’ютерному зберіганні Z-специфіка-
цій необхідно насамперед визначити механізми 
деревоподібного відображення таких спеціа-
льних конструкцій, як схеми, в яких спеціальні 
вузли типа ScmStr відділяють піддерево заго-
ловку, яке використовуватиметься як ключ, від 
піддерева тіла схеми. Для інших спеціальних 
позначень Z-специфікацій треба визначити спе-
ціальні вузли теоретико-множинних операцій і 
спеціальних позначень, зв’язків, серед яких 
лише деякі, що визначають тип використання 
підпрограми та її аргументи використовуються 
в ключових частинах визначень. 
 
Особливості визначення структури  
ключових полів БЗ для пошуку  
специфікацій типів, даних і задач 
 
Оскільки процес створення РРЗ пов‘язаний з 
поданнями специфікацій, програм, моделей і 
процесів доведення [7] важливо використати 
узагальнений механізм формування семантики 
функціональних моделей обчислень і всіх пот-
рібних оцінок їх складності.  
Такий механізм створюється на базі узагаль-
неного абстрактного типу аналітичного даних 
[5], в якому використовуються спеціальні кано-
нічні форми зберігання [5, 8] для полегшення 
зіставлень варіантів рішень програм і доведень 
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ваних даних і операцій. Вимоги до канонічних 
форм подання кодів програм та протоколів ве-
рифікації [5] спираються на відношення ліній-
ного порядку ≼ [4] на базі кодів типів різних 





Для розв‘язання задач автоматизованої фор-
мальної верифікації і синтезу в системах про-
грамування і моделювання доцільно розширити 
мови програмування засобами таких мов мате-
матичної специфікації як Z, представленими в 
стилі лінійних конструкцій мов програмування. 
1. Для підвищення рівня автоматизації по-
шуку РРЗ за семантичними ознаками у вбу-
дованій БЗ систем програмування складені 
ключі пошуку створюють назви цих ресурсів і 
списки типів аргументів або вхідних та вихід-
них даних операторів введення-виведення у 
складі відповідних предметних галузей.  
2. Додатковими частинами ключових еле-
ментів пошуку потрібного РРЗ є розділи обме-
жень і критерії вибору модулів програм і моде-
лей та їх складових частин, які дозволяють ста-
ти точно розпізнавати підрозділи БЗ, що орієн-
товані на задані ПГД та обмеження, притаманні 
окремим випадкам задач.  
2. Крім того узагальнені реалізації ком-
п‘ютерних мов і мов специфікації дозволяють 
організувати за єдиною методикою різні варіа-
нти співставлень, впорядкувань та перетворень 
в системах програмування і моделювання, а та-
кож дають можливість одержати об‘єктивно 
підтримані доведення тверджень і відповідності 
умовам в різних галузях математики, що може 
стати істотною комп‘ютерною підтримкою при 
розробці математичних моделей.  
3. Розширення комп‘ютерних мов формаль-
ними специфікаціями координат ПГД як абст-
рактних типів зв‘язків координат і змінних, а 
також обмежень координат і даних, відкриває 
можливість створення семантичних описів на 
базі природних мов і мов представлення різних 
видів мультимедійих даних, що надає можли-
вість організації доступу до елементів РРЗ че-
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