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Розглядається використання 
методів обрахунків у деревоподіб-
них системах прийняття рішень на 
основі факторів упевненості та тео-
рії нечітких множин. Пропонується 
реалізація обрахунків на деревах 
прийняття рішень за допомогою 
Пролог-програми, що застосовуєть-
ся у системі планування робота
О . М .  Ц и м б а л
Кандидат технічних. наук, доцент
Кафедра технології та автоматизації виробництва
Харківський національний університет радіоелектроніки
 пр. Леніна 14, Харків, 61166
Контактний тел.: 8(057) 702-14-86
e-mail: mcdulcmer@ukr.net
1. Вступ
У системах підтримки і прийняття рішень процес 
пошуку рішень звично подавати за допомогою дерево-
подібних структур. Вузли такого дерева пов’язують одні 
факти (явища) опису інтелектуальної системи з інши-
ми. Прицьому на нижньому рівні дерева звичайно роз-
ташовують початкові дані, які за допомогою продукцій 
(конструкцій типу Якщо… Тоді) пов’язуються із вузла-
ми більш високих рівнів. Кожен вузол може характери-
зуватися певним коефіцієнтом визначеності (упевнено-
сті). Також рівнем упевненості можна характеризувати 
застосування продукцій різного типу – зв’язки між вуз-
лами різних рівнів (рис.1). Обраховуючи інформацію 
про упевненість вузлів деревовидної схеми прийняття 
рішень можна обрахувати ступінь визначеності (упев-
неності) вузлів, що можуть складати мету (або декілька 
цілей) системи прийняття рішень.
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Рисунок 1. Приклад дерева розрахунків
Обчислення коефіцієнтів визначеності складає 
важливу частину розрахунків, пов’язаних із прийнят-
тям рішень у інтелектуальних, в тому числі роботизо-
ваних системах. Досить докладну інформацію про 
проведення розрахунків на деревах прийняття рішень 
можна знайти в [1]. У описі розрахунків робиться по-
силання на відому експертну систему MYCIN, то ж 
можна спостерігати застосування способу обчислень і 
від попередніх робіт.
2. Обчислення на деревах прийняття рішень
Дерева прийняття рішень можуть описувати 
Для обрахунків на дереві прийняття рішень вво-
диться низка правил, що враховують характер вузлів 
та ступінь їхньої підтримки фактів, розташованих 
вище у ієрархії дерева пошуку рішень. Різні варіанти 
поєднання вузлів зображено на рис.2.
Як видно з рис. 2, кожен вузол дерева має текстову 
мітку і визначається коефіцієнтом визначеності k, 
заданим у діапазоні [-1, 1]. Такий коефіцієнт для при-
кінцевих (термінальних) вузлів визначається заданим 
значенням, а для вузлів всередині дерева визначається 
коефіцієнтами вузлів, що під’єднуються до даного вуз-
ла у ієрархії дерева. З’єднання вузлів забезпечується 
дугами, що також характеризуються коефіцієнтами 
визначеності.
Як видно з рисунку, у дереві можуть розглядатися 
з’єднання вузлів декількох типів, зокрема:
- просте з’єднання: один нижній вузол підтримує 
верхній, причому коефіцієнт верхнього вузла обчислю-
ється як добуток коефіцієнта визначеності вузла ниж-
чого рівня на коефіцієнт визначеності дуги зв’язку;
k k ke a rule= ∗
- складене незалежне з’єднання, у якому декілька 
вузлів підтримують вузол верхнього рівня, причому 
коефіцієнт верхнього вузла обчислюється у залежно-
сті від значення кожного з коефіцієнтів підлеглих 
вузлів із урахуванням коефіцієнтів приписаних до 
кожної з дуг за трьома формулами;
k k k k k k k k ke left a right b left a right b= ⋅( )+ ⋅( ) − ⋅ ⋅ ⋅( )  
якщо k k k kleft a right b⋅ > ⋅ >0 0, ; (1)
k k k k k k k k ke left a right b left a right b= ⋅( )+ ⋅( ) − ⋅ ⋅ ⋅( )
якщо k k k kleft a right b⋅ < ⋅ <0 0, ; (2)
k
k k k k
abs k k abs k k
e
left a right b
left a right b
=
⋅( )+ ⋅( )
− ⋅( ) ⋅( )1 min ,( )
 якщо k k k kleft a right b⋅ ⋅ ⋅ < 0 . (3)
- з’єднання вузлів кон’юнкцією, причому при об-
численні коефіцієнта визначеності вузла враховується 
коефіцієнт визначеності застосування кон’юнктивно-
го з’єднання і обирається мінімальне значення серед 
коефіцієнтів визначеності під’єднаних вузлів;
k k k ke a b rule= ( )⋅min , ; (4)
- з’єднання вузлів диз’юнкцією, причому при об-
численні коефіцієнта визначеності вузла враховується 
коефіцієнт визначеності застосування диз’юнктивно-
го з’єднання і обирається максимальне значення серед 
коефіцієнтів визначеності під’єднаних вузлів;
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Рисунок 2. Різновиди поєднання вузлів у деревах розрахунків
(а – просте правило, б – правило з 2-ма незалежними посилання, в – правило АБО з 2-ма 
посиланнями, г – правило І з 2-ма посиланнями)
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k k k ke a b rule= ( )⋅max , ; (5)
Описані варіанти з’єднання стосуються пар вузлів, 
однак будь-яка вузлів сукупність більшого розміру 
може розбита на пари і обрахована застосуванням пра-
вил обчислень для кожної з пар.
Покажемо, яким чином проводиться обрахунок 
коефіцієнтів визначеності на дереві, зображеному на 
рисунку 1.
1) Обрахунок коефіцієнта визначеності вузла e6 
відбувається за правилом кон’юнкції:
ct e ct e ct e rule6 1 2
6 0 5 0 4 0 9 0 36( ) = ( ) ( )( )∗ = ( )∗ =min , min . , . . . ;
2) Обрахунок вузла e5 ведеться за правилом про-
стої імплікації:
ct e ct e rule5 4
5 1 0 0 5 0 5( ) = ( )∗ = ∗ =. . . ;
3) Обрахунок для вузла e7 проводиться за прави-
лом для незалежних посилень із різними знаками:
4) нарешті, обрахунок для вузла e8 проводиться за 
правилом диз’юнкції:
Інколи, за необхідністю, у розрахунках враховують 
можливість обернення правил (зв’язок вузлів для пра-
вила, що обертається, позначається rev) або неможли-
вість обернення (nrev). Зазначимо, що правило Якщо 
А, Тоді В є таким, що обертається, коли воно залиша-
ється істинним у випадку одночасного заперечення 
умовної і заключної частин, тобто правило Якщо не-А, 
Тоді не-В теж є істинним.
3. Фактор упевненості і нечіткі множини
У [1] одночасно із описом механізму розрахунків 
вказується, що такий метод не має значного теоретично-
го підґрунтя і заснований виключно на емпірично-прак-
тичному підході до розв’язанні задач експертних систем 
та систем підтримки і прийняття рішень. При цьому, 
коефіцієнт визначеності якої-небудь події тлумачиться 
як ймовірність істинності похідного факту і розгляда-
ється подібним до умовної імовірності заключення, що 
отримана за умови істинності початкового факту.
У [2] виведення на основі фактора упевненості 
набуває назви Стенфордської теорії фактора упев-
неності. Знову таки вказується, що міра упевненості 
(або коефіцієнт визначеності) описує оцінку людиною 
причинної імовірнісної міри. Значення, що отримують 
розрахунки на деревах виведення не є чітко обґрунто-
ваними, як у теорії ймовірностей. Але теорія факто-
ра упевненості забезпечує компроміс, який дозволяє 
об’єднувати свідоцтва по мірі розв’язання задачі за 
допомогою евристичних методів.
Ще одним шляхом обчислення на деревах виведен-
ня, відмінним від підходу теорії ймовірностей, є теорія 
нечітких множин. Вона ґрунтується на існуванні ко-
ефіцієнтів достовірності, які характеризують прина-
лежність елемента до певної множини. Треба сказати, 
що навколо цієї теорії і дотепер точаться суперечки 
дослідників, в основному з точки зору порівняння не-
чітких множин та імовірнісного підходу.
Для нечітких множин вводяться операції об’єднан-
ня, перетину та доповнення [3]. 
Якщо A  і B
~
 - нечіткі множини, над ними вводять-
ся такі операції [3]:
 A B x xA B∪ = { }∪µ ( ) / ,
де ∀ ∈( ) = { }∪x X x x xA B A Bµ µ µ( ) max ( ), ( ) -об’єднання, (6)
 A B x xA B∩ = { }∩µ ( ) / ,
де ∀ ∈( ) = { }∩x X x x xA B A Bµ µ µ( ) min ( ), ( ) -перетин, (7)
¬ = { }A x xAµ ( ) / , де ∀ ∈( ) = −x X x xA A( ( ) ( ))µ µ1  - 
доповнення. (8)
Не в а ж к о п о б ач и т и 
аналогію з формулами (4) 
і (5) для комбінацій вуз-
лів на дереві прийняття 
рішень за допомогою логічних зв’язків АБО та І (ри-
сунки 2в і 2г ). Таким чином, на такому рівні теорії 
нечітких множин і фактора упевненості повністю 
збігаються.
Інший випадок – комбінування незалежних 
вузлів на дереві прийнятті рішень (формули (1) 
- (3) і рисунок 2б). Тут, здається, підхід теорії множин 
не знаходить відповідності.
У роботі [4] вводяться поняття чітких t-, нечітких 
π-, та імовірнісних ν-квантів алгоритмічних знань. 
Вони відповідають класичній та некласичній логіці, 
теорії ймовірностей.
Якщо порівнювати з класичною математичною ло-
гікою у викладі Кліні [5], то поняття t-кванту відпові-
дає поняттю атома логічної теорії. Зі свого боку, можна 
запропонувати і таке тлумачення: поняття нечіткого 
π-кванту – поставити у відповідність терміну «нечіт-
кий атом», а поняття ν-квант – терміну «імовірнісний 
атом». Введення понять нечіткого і імовірнісного ато-
мів для логіки має фізичні паралелі: стан фізичного 
атома задається за допомогою ймовірності.
Крім того, автор [4] пропонує поширити підхід тео-
рії фактору упевненості (у частині розгляду посилань, 
що здійснюють незалежну підтримку виведення) на 
нечіткі системи і підводить під нього теоретичну осно-
ву. Таким чином, формули (1 - 3) описаного на початку 
статті підходу, використаному у ЕС MYCIN, знаходять 
додаткове підтвердження.
4. Реалізація обрахунків на деревах і мова. Пролог
Обрахунки на деревах прийняття рішень звичайно 
можна реалізувати будь-якою відомою мовою програ-
мування. Питання вибору мови залежить головним 
чином від стислості запису, ефективності методів об-
робки даних та можливістю застосування результатів 
програмування у системах більш високого рангу, на-
ct e
ct e rule ct e rule
abs ct e ru
left right
7
3
7
5
7
31
( ) = ( )⋅ + ( )⋅
− ( )⋅min le abs ct e ruleleft right7 5 7
0 64 0 45
1 0 64 0( ) ( )⋅( )( ) =
− +
−,
. .
min( . , . )
.
.
.
45
0 19
0 55
0 345= − =−
ct e ct e ct e rule8 6 7
8 0 36 0 345 0 7 0 252( ) = ( ) ( )( )∗ = −( )∗ =max , max . , . . .
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приклад системі прийняття рішень інтелектуального 
робота. Раніше [6] автором розглядалася побудова 
системи планування дій робота, реалізована мовою 
Пролог, тому і обрахунки коефіцієнтів визначеності 
на дереві прийняття рішень реалізовані тією ж мовою 
логічного програмування.
З практичної точки зору, підхід теорії фактору 
упевненості легко реалізувати Пролог-програмою, до 
складу якої входитимуть:
- база даних (відповідає дереву на рисунку 1):
terminal_node(e1,0.5).
terminal_node(e2,0.4).
terminal_node(e3,-0.8).
terminal_node(e4,1.0).
terminal_node(e5,-0.3).
imp(a,e1,e2,e6,0.9).
imp(s,e4,e5,0.5).
imp(i,e3,e5,e7,0.8,0.9).
imp(o,e6,e7,e8,0.7).
(у позначеннях імплікацій imp введено позначення 
s – простий (simple) зв’язок, a – правило I (and), o – пра-
вило АБО (or), i – незалежна (independent) підтримка 
виведення).
- предикати обрахунку коефіцієнтів визначеності:
test_node(E,K):- terminal_node(E,K).
test_node(E,K):- imp(s,X,E,Ki),test_node(X,K1),K=Ki*K1.
test_node(E,K):- imp(i,X1,X2,E,Ki1,Ki2),
 
test_node(X1,K1),test_node(X2,K2),
 
imp_rule(K1,Ki1,K2,Ki2,K).
test_node(E,K):- imp(a,X1,X2,E,Ki), test_node(X1,K1), 
 
test_node(X2,K2), min(K1,K2,K3), K=Ki*K3.  
test_node(E,K):- imp(o,X1,X2,E,Ki), test_node(X1,K1),
 
test_node(X2,K2), max(K1,K2,K3), K=Ki*K3.
imp_rule(K1,Ki1,K2,Ki2,K):- K1>0,K2>0,
 
K=K1*Ki1+K2*Ki2-K1*Ki1+K2*Ki2.
imp_rule(K1,Ki1,K2,Ki2,K):- K1<0,K2<0,
 
K=K1*Ki1+K2*Ki2+K1*Ki1+K2*Ki2.
imp_rule(K1,Ki1,K2,Ki2,K):- K1*K2<0, K11=abs(K1*Ki1),
 K22=abs(K2*Ki2), min(K11,K22,K0),
 
K=(K1*Ki1+K2*Ki2)/(1-K0).
- формулювання мети обрахунків, що для вузла e8 
записується:
test_node(e8,K), де K міститиме результат обрахун-
ку на дереві виведення.
5. Висновки та перспективи досліджень
У запропонованій статті стисло розглянуто метод 
обрахунку коефіцієнтів визначеності (упевненості), 
реалізований на деревах прийняття рішень. Метод 
ґрунтується на теорії фактору упевненості і підтри-
мується теорією нечітких множин. Він дає цілком 
конкретні результати, тому практична цінність ре-
зультатів статті полягає у їх використанні під час 
розробки систем підтримки прийняття рішень систем 
керування роботами, зокрема для побудови адаптив-
ного інтелектуального вирішувача.
З точки зору подальших досліджень, слід, однак, 
вказати на відсутність досконалого математичного 
опису взаємодії метода і з методами класичної матема-
тичної логіки, теорією нечітких множин. Зокрема не-
доліком є відсутність закінченої теорії нечіткої логіки, 
у якій би досліджувався опис нечітких елементарних 
об’єктів (атомів) і характер відносин між ними на рівні 
нечітких предикатів, що можуть бути поставлені в 
основу розробки систем прийняття рішень, а з інстру-
ментальної точки зору – в основу розробки нових мов 
програмування. Відкритим у цьому сенсі залишається 
питання розробки імовірнісної логіки та імовірнісних 
систем виведення.
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