Large Sample Properties of Partitioning-Based Series Estimators by Cattaneo, Matias D. et al.
Submitted to the Annals of Statistics
arXiv: arXiv:1804.04916
LARGE SAMPLE PROPERTIES OF
PARTITIONING-BASED SERIES ESTIMATORS
By Matias D. Cattaneo∗, Max H. Farrell and Yingjie Feng
Princeton University, University of Chicago, and Princeton University
We present large sample results for partitioning-based least squares
nonparametric regression, a popular method for approximating condi-
tional expectation functions in statistics, econometrics, and machine
learning. First, we obtain a general characterization of their leading
asymptotic bias. Second, we establish integrated mean squared error
approximations for the point estimator and propose feasible tuning
parameter selection. Third, we develop pointwise inference methods
based on undersmoothing and robust bias correction. Fourth, employ-
ing different coupling approaches, we develop uniform distributional
approximations for the undersmoothed and robust bias-corrected t-
statistic processes and construct valid confidence bands. In the uni-
variate case, our uniform distributional approximations require seem-
ingly minimal rate restrictions and improve on approximation rates
known in the literature. Finally, we apply our general results to three
partitioning-based estimators: splines, wavelets, and piecewise poly-
nomials. The supplemental appendix includes several other general
and example-specific technical and methodological results. A com-
panion R package is provided.
1. Introduction. We study the standard nonparametric regression setup,
where {(yi,x′i), i = 1, . . . n} is a random sample from the model
(1.1) yi = µ(xi) + εi, E[εi|xi] = 0, E[ε2i |xi] = σ2(xi),
for a scalar response yi and a d-vector of continuously distributed covari-
ates xi = (x1,i, . . . , xd,i)
′ with compact support X . The object of interest
is the unknown regression function µ(·) and its derivatives. We focus on
partitioning-based, or locally-supported, series (linear sieve) least squares
regression estimators, which are characterized by two features. First, the
support X is partitioned into non-overlapping cells, which are then used
to form a set of basis functions. Second, the final fit is determined by a
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2 CATTANEO, FARRELL, AND FENG
least squares regression using these bases. The key distinguishing charac-
teristic is that each basis function is nonzero only on a small, contiguous
set of cells of the partition. Popular examples include splines, compactly
supported wavelets, and piecewise polynomials. For this class of estima-
tors, we develop novel bias approximations, integrated mean squared error
(IMSE) expansions useful for tuning parameter selection, and pointwise and
uniform estimation and inference results, with and without bias correction
techniques.
A partitioning-based estimator is made precise by the partition of X and
basis expansion used. Let ∆ = {δl ⊂ X : 1 ≤ l ≤ κ¯} be a collection of κ¯
open and disjoint sets, the closure of whose union is X (or, more generally,
covers X ). We restrict δl to be polyhedral, which allows for tensor products
of (marginally-formed) intervals as well as other popular partitioning shapes.
Based on this partition, the dictionary of K basis functions, each of order
m (e.g., m = 4 for cubic splines) is denoted by xi 7→ p(xi) := p(xi; ∆,m) =
(p1(xi; ∆,m), · · · , pK(xi; ∆,m))′. For x ∈ X and q = (q1, . . . , qd)′ ∈ Zd+, the
partial derivative ∂qµ(x) is estimated by least squares regression
(1.2) ∂̂qµ(x) = ∂qp(x)′β̂, β̂ ∈ arg min
b∈RK
n∑
i=1
(yi − p(xi)′b)2,
where ∂qµ(x) = ∂q1+···+qdµ(x)/∂q1x1 · · · ∂qdxd (for boundary points defined
from the interior of X as usual) and µ(x) := ∂0µ(x).
The approximation power of this class of estimators comes from two user-
specified parameters: the granularity of the partition ∆ and the order m ∈
Z+ of the basis. The choice m is often fixed in practice, and hence we regard
∆ as the tuning parameter. Under our assumptions, κ¯ → ∞ as the sample
size n → ∞, and the volume of each δl shrinks proportionally to hd, where
h = max{diam(δ) : δ ∈ ∆} serves as a universal measure of the granularity.
Thus, as κ¯ → ∞, hd vanishes at the same rate, and with each basis being
supported only on a finite number of cells, K diverges proportionally as well.
Complete, detailed examples of bases and partitioning schemes are discussed
in the online supplement for brevity.
Our first contribution, in Section 3, is a general characterization of the
bias of partitioning-based estimators, which we then use for both tuning
parameter selection and robust bias correction. In the supplement, we spe-
cialize our generic bias approximation to splines, wavelets, and piecewise
polynomials over different partitioning schemes, leading to novel results.
Our second contribution, in Section 4, is a general integrated mean squared
error (IMSE) expansion for partitioning-based estimators. These results lead
to IMSE-optimal partitioning choices, and hence deliver IMSE-optimal point
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estimators of the regression function and its derivatives. We show that the
IMSE-optimal choice of partition granularity obeys hIMSE  n−1/(2m+d),
which translates to the familiar KIMSE  n−d/(2m+d), and give a precise
characterization of the leading constant. For simple cases on tensor-product
partitions, some results exist for splines [1, 42, 43] and piecewise polynomials
[13]. In addition to generalizing these results substantially, our characteri-
zation for compactly supported wavelets appears to be new.
The IMSE-optimal partitioning scheme, and consistent implementations
thereof, cannot be used directly to form valid pointwise or uniform (in
x ∈ X ) inference procedures. Undersmoothing (employing a finer parti-
tion than would be IMSE-optimal) is theoretically valid for inference, but
difficult to implement in a principled way. Inspired by results proving that
undersmoothing is never optimal relative to bias correction for kernel-based
nonparametrics [6], we develop three robust bias-corrected inference proce-
dures using our new bias characterizations of partitioning-based estimators.
These methods are more involved than their kernel-based counterparts, but
are still based on least squares regression using partitioning-based estima-
tion. Specifically, we show that the conventional partitioning-based estima-
tor ∂̂qµ(x) and the three bias-corrected estimators we propose have a com-
mon structure, which we exploit to obtain general pointwise and uniform
distributional approximations under weak (sometimes minimal) conditions.
These robust bias correction results for partitioning-based estimators, both
pointwise and uniform in x, are practically useful because they allow for
mean squared error minimizing tuning parameter choices, thus offering a
data-driven method combining optimal point estimation and valid inference
on the same partitioning scheme.
Section 5 establishes pointwise in x ∈ X distributional approximations for
both conventional and robust bias-corrected t-statistics based on partitioning-
based estimators. These pointwise distributional results are made uniform in
Section 6, where we establish a strong approximation for the whole t-statistic
processes, indexed by the point x ∈ X , covering both conventional and ro-
bust bias-corrected inference. To illustrate, Section 6.3 constructs valid con-
fidence bands for (derivatives of) the regression function using our uniform
distributional approximations. When compared to the current literature, we
obtain a strong approximation to the entire t-statistic process under either
weaker or seemingly minimal conditions on the tuning parameter h (i.e., on
K or κ¯), depending on the case under consideration.
Section 7 summarizes Monte Carlo results, Section 8 gives selected proofs,
and Section 9 concludes. A supplemental appendix (SA hereafter) gives com-
plete proofs, several new technical and methodological results, further Monte
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Carlo evidence, and applies our general results to splines, wavelets, and
piecewise polynomials. A companion R package [14] is provided.
1.1. Related Literature. This paper contributes primarily to two litera-
tures, nonparametric regression and strong approximation. There is a vast
literature on nonparametric regression, summarized in many textbook treat-
ments [e.g., 24, 25, 32, and references therein]. Of particular relevance are
treatments of series (linear sieve) methods, which offer some results con-
cerning partitioning-based estimators in particular, many times limited to
splines, wavelets, or piecewise polynomials considered separately [30, 26, 42,
27, 13, 3, 15, 16, 2]. Piecewise polynomial fits on partitions have a long and
ongoing tradition in statistics, dating at least to the regressogram of Tukey
[37], continuing through [35] (named local polynomial regression therein)
and [13], and up to modern, data-driven partitioning techniques such as re-
gression trees [5], trend filtering [36], and related methods [41]. Partitioning-
based methods have also featured as inputs or preprocessing in treatment
effects [12, 9], empirical finance [11], “binscatter” analysis [10], and other set-
tings. The bias corrections we develop for series estimation and uniform in-
ference follow recent work on kernel-based nonparametric inference [8, 6, 7].
Our coupling and strong approximation results relate to early work discussed
in [23, Chapter 22] and the more recent work in [21, 17, 18, 19, 20] and [40],
as well as with the results for series estimators in [3] and [2]. See also [39]
for a review on strong approximation methods.
1.2. Notation. For a d-tuple q = (q1, . . . , qd) ∈ Zd+, define [q] =
∑d
j=1 qj ,
xq = xq11 x
q2
2 · · ·xqdd and ∂qµ(x) = ∂[q]µ(x)/∂xq11 . . . ∂xqdd . Unless explicitly
stated otherwise, whenever x is a boundary point of some closed set, the
partial derivative is understood as the limit with x ranging within it. Let 0 =
(0, · · · , 0)′ be the length-d zero vector. We set µ(x) := ∂0µ(x) and µ̂j(x) :=
∂̂0µj(x) for j = 0, 1, 2, 3 and collect the covariates as X = [x1, . . . ,xn]
′. The
tensor product or Kronecker product operator is ⊗. The smallest integer
greater than or equal to u is due. For two random variables X and Y ,
X =d Y denotes that they have the same probability law.
We use several norms. For a vector v = (v1, . . . , vM ) ∈ RM , we write
‖v‖ = (∑Mi=1 v2i )1/2 and dim(v) = M . For a matrix A ∈ RM×N , ‖A‖ =
maxi σi(A) and ‖A‖∞ = max1≤i≤M
∑N
j=1 |aij | for operator norms induced
by L2 and L∞ norms, where σi(A) is the i-th singular value of A, and
λmin(A) is the minimum eigenvalue of A.
We use empirical process notation: En[g(xi)] = 1n
∑n
i=1 g(xi) andGn[g(xi)] =
1√
n
∑n
i=1(g(xi)− E[g(xi)]). For sequences, an . bn denotes lim supn |an/bn|
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is finite, an = OP(bn) denotes lim sup→∞ lim supn P[|an/bn| ≥ ] = 0,
an = o(bn) denotes an/bn → 0, an = oP(bn) denotes an/bn →P 0, where
→P is convergence in probability, and an  bn denotes an . bn and bn . an.
Limits are taken as n→∞ (h→ 0, K →∞, as appropriate), unless other-
wise stated.
Finally, throughout the paper, rn > 0 denotes a non-vanishing sequence
and ν > 0 denotes a fixed constant used to characterize moment bounds.
2. Setup. We first make precise our setup and assumptions. Our first
assumption restricts the data generating process.
Assumption 1 (Data Generating Process).
(a) {(yi,x′i) : 1 ≤ i ≤ n} are i.i.d. satisfying (1.1), where xi has compact
connected support X ⊂ Rd and an absolutely continuous distribution
function. The density of xi, f(·), and the conditional variance of yi
given xi, σ
2(·), are bounded away from zero and continuous.
(b) µ(·) is S-times continuously differentiable, for S ≥ [q], and all ∂ςµ(·),
[ς] = S, are Ho¨lder continuous with exponent % > 0.
The next two assumptions specify a set of high-level conditions on the
partition and basis: we require that the partition is “quasi-uniform” and the
basis is “locally” supported.
Assumption 2 (Quasi-Uniform Partition). The ratio of the sizes of in-
scribed and circumscribed balls of each δ ∈ ∆ is bounded away from zero
uniformly in δ ∈ ∆, and
max{diam(δ) : δ ∈ ∆}
min{diam(δ) : δ ∈ ∆} . 1,
where diam(δ) denotes the diameter of δ. Further, for h = max{diam(δ) :
δ ∈ ∆}, assume h = o(1).
This condition implies that the size of each δ ∈ ∆ can be well character-
ized by the diameter of δ, where we use h as a universal measure of mesh
sizes of elements in ∆. In the univariate case, it reduces to a bounded mesh
ratio. A special case of a quasi-uniform partition is one formed via a tensor
product of univariate marginal partitions on each dimension of x ∈ X , with
appropriately chosen knot positions. The SA (§SA-3) gives details and dis-
cusses this special example of partitioning scheme. If ∆ covers only strict
subset of X , then our results hold on that subset.
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We focus on nonrandom partitions. Data-dependent partitioning can be
accommodated by sample splitting: estimating the partition configuration
in one subsample and performing inference in the other. In this way, quite
general partitions can be used with our results, including data-driven meth-
ods such as regression trees and other modern machine learning techniques.
In fact, these modern methods would typically generate non-tensor-product
partitioning schemes. We defer studying general data-dependent partitioning
for future work, but note that a few specific results are available [5, 31, 9].
The second assumption on the partitioning-based estimators employs gen-
eralized notions of stable local basis [22] and active basis [27]. We say a
function p(·) on X is active on δ ∈ ∆ if it is not identically zero on δ.
Assumption 3 (Local Basis).
(a) For each basis function pk, k = 1, . . . ,K, the union of elements of
∆ on which pk is active is a connected set, denoted by Hk. For all
k = 1, . . . ,K, both the number of elements of Hk and the number of
basis functions which are active on Hk are bounded by a constant.
(b) For any a = (a1, · · · , aK)′ ∈ RK ,
a′
∫
Hk
p(x; ∆,m)p(x; ∆,m)′ dx a & a2khd, k = 1, . . . ,K.
(c) Let [q] < m. For an integer ς ∈ [[q],m), for all ς, [ς] ≤ ς,
h−[ς] . inf
δ∈∆
inf
x∈clo(δ)
‖∂ςp(x; ∆,m)‖ ≤ sup
δ∈∆
sup
x∈clo(δ)
‖∂ςp(x; ∆,m)‖ . h−[ς]
where clo(δ) is the closure of δ, and for [ς] = ς + 1,
sup
δ∈∆
sup
x∈clo(δ)
‖∂ςp(x; ∆,m)‖ . h−ς−1.
Assumption 3 imposes conditions ensuring the stability of the L2 projec-
tion operator onto the approximating space. Condition 3(a) requires that
each basis function in p(x; ∆,m) be supported by a region consisting of a
finite number of cells in ∆. Therefore, as κ¯→∞ (and h→ 0), each element
of ∆ shrinks and all the basis functions are “locally supported” relative to
the whole support of the data. Another common assumption in least squares
regression is that the regressors are not too co-linear: the minimum eigen-
value of E[p(xi)p(xi)′] is usually assumed to be bounded away from zero.
Since the local support condition in Assumption 3(a) implies a banded struc-
ture for this matrix, it suffices to require that the basis functions are not
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too co-linear locally, as stated in Assumption 3(b). These two assumptions
are very similar to Conditions A.2 and Conditions A.3 in the Appendix of
[27], and therefore they could also be used to establish theoretical results
analogous to those discussed in that appendix (such results are not needed
herein because our proofs are different). Finally, Assumption 3(c) controls
the magnitude of the local basis in a uniform sense.
Assumptions 2 and 3 implicitly relate the number of approximating series
terms, the number of knots used and the maximum mesh size: K  κ¯  h−d.
By restricting the growth rate of these tuning parameters, the least squares
partitioning-based estimator satisfying the above conditions is well-defined
in large samples. We next state a high-level requirement that gives explicit
expression of the leading approximation error. For each x ∈ X , let δx be the
element of ∆ whose closure contains x and hx be the diameter of this δx.
Assumption 4 (Approximation Error). Let S ≥ m. For all ς satisfy-
ing [ς] ≤ ς in Assumption 3, there exists s∗ ∈ S∆,m, the linear span of
p(x; ∆,m), and
Bm,ς(x) = −
∑
u∈Λm
∂uµ(x)h
m−[ς]
x Bu,ς(x)
such that
(2.1) sup
x∈X
|∂ςµ(x)− ∂ςs∗(x) +Bm,ς(x)| . hm+%−[ς]
and
(2.2) sup
δ∈∆
sup
x1,x2∈clo(δ)
|Bu,ς(x1)−Bu,ς(x2)|
‖x1 − x2‖ . h
−1
where Bu,ς(·) is a known function that is bounded uniformly over n, and Λm
is a multi-index set, which depends on the basis, with [u] = m for u ∈ Λm.
The usual rate-only assumption, supx∈X |∂qµ(x) − ∂qs∗(x)| . hm−[q],
which is implied by Assumptions 4, will not suffice for our bias correc-
tion and IMSE expansion results: (2.1) is needed. The terms Bu,ς(x) in
Bm,ς(x) are known functions of x which depend on the particular parti-
tioning scheme and bases used. The only unknowns are the higher-order
derivatives of µ(·). In the SA (§SA-6) we verify this (and other assump-
tions) for splines, wavelets, and piecewise polynomials, including explicit
formulas for the leading error in (2.1) and precise characterizations of Λm.
We assume enough smoothness exists to characterize these terms: see [6] for
a discussion when smoothness constrains inference.
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The function Bm,ς is understood as the approximation error in L∞ norm,
and is not in general the misspecification (or smoothing) bias of a series
estimator. In least squares series regression settings, the leading smoothing
bias is described by two terms in general: Bm,ς and the accompanying error
from the linear projection of Bm,0 onto S∆,m. We formalize this result in
Lemma 3.1 below. The second bias term is often ignored because in several
cases the leading approximation error Bm,0 is approximately orthogonal to
p with respect to the Lebesgue measure, that is,
(2.3) max
1≤k≤K
∫
Hk
pk(x; ∆,m)Bm,0(x) dx = o(h
m+d),
under Assumptions 1–4. In some simple cases, (2.3) is automatically satisfied
if one constructs the leading error based on a basis representing the orthogo-
nal complement of S∆,m. When (2.3) holds, the leading term in L∞ approxi-
mation error coincides with the leading misspecification (or smoothing) bias
of a partitioning-based series estimator. When a stronger quasi-uniformity
condition holds (i.e., neighboring cells are of the same size asymptotically),
a sufficient condition for (2.3) is simply the orthogonality between Bu,0 and
p in L2 with respect to the Lebesgue measure, for all u ∈ Λm.
For general partitioning-based estimators this orthogonality need not hold.
For example, (2.3) is hard to verify when the partitioning employed is suf-
ficiently uneven, as is usually the case when employing machine learning
methods. All our main results hold when this orthogonality fails, and impor-
tantly, our bias correction methods and IMSE expansion explicitly account
for the L2 projection of Bm,0 onto the approximating space spanned by p.
3. Characterization and Correction of Bias. We now precisely char-
acterize the bias of ∂̂qµ(x) under Assumptions 1–4, but not assuming (2.3).
Then, using this result, we develop valid IMSE expansions and three robust
bias-corrected inference procedures. This section focuses on bias correction,
and Section 5 presents the associated robust Studentization adjustments for
inference, following the ideas in [6] for kernel-based nonparametrics.
Given our assumptions, the estimator ∂̂qµ(x) of (1.2) can be written as
(3.1) ∂̂qµ0(x) := γ̂q,0(x)
′En[Π0(xi)yi],
where
γ̂q,0(x)
′ := ∂qp(x)′En[p(xi)p(xi)′]−1 and Π0(xi) := p(xi).
The subscript “0” differentiates this estimator from the bias-corrected ver-
sions below. We give our first result, proven in the SA, §SA-10.2.
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Lemma 3.1 (Conditional Bias). Let Assumptions 1, 2, 3, and 4 hold. If
logn
nhd
= o(1), then
E[∂̂qµ0(x)|X]− ∂qµ(x)
= γ̂q,0(x)
′En[Π0(xi)µ(xi)]− ∂qµ(x)(3.2)
= Bm,q(x)− γ̂q,0(x)′En[Π0(xi)Bm,0(xi)] +OP(hm+%−[q]).(3.3)
The proof of this lemma generalizes an idea in [42, Theorem 2.2] to handle
partitioning-based series estimators beyond the specific example ofB-Splines
on tensor-product partitions. The first component Bm,q(x) is the leading
term in the asymptotic error expansion and depends on the function space
generated by the series employed. The second component comes from the
least squares regression, and it can be interpreted as the projection of the
leading approximation error onto the space spanned by the basis employed.
Because the approximating basis p(x) is locally supported (Assumption 3),
the orthogonality condition in (2.3), when it holds, suffices to guarantee that
the projection of leading error is of smaller order (such as for B-splines on a
tensor-product partition). In general the bias will be O(hm−[q]) and further,
in finite samples both terms may be important even if (2.3) holds.
We consider three bias correction methods to remove the leading bias
terms of Lemma 3.1. All three methods rely, in one way or another, on a
higher-order basis: for some m˜ > m, let p˜(x) := p˜(x; ∆˜, m˜) be a basis of
order m˜ defined on a partition ∆˜ which has maximum mesh h˜. Objects
accented with a tilde always pertain to this secondary basis and partition
for bias correction. In practice, a simple choice is m˜ = m+ 1 and ∆˜ = ∆.
The first approach is to use a higher-order basis in place of the original
basis. This is thus named higher-order-basis bias correction and numbered
as approach j = 1. In complete parallel to (3.1) define
(3.4) ∂̂qµ1(x) := γ̂q,1(x)
′En[Π1(xi)yi],
where
γ̂q,1(x)
′ := ∂qp˜(x)′En[p˜(xi)p˜(xi)′]−1 and Π1(xi) := p˜(xi).
This approach can be viewed as a bias correction of the original point esti-
mator because, trivially, ∂̂qµ1(x) = ∂̂
qµ0(x) − (∂̂qµ0(x) − ∂̂qµ1(x)). Valid
inference based on ∂̂qµ1(x) can be viewed as “undersmoothing” applied
to the higher-order point estimator, but is distinct from undersmoothing
∂̂qµ0(x) (i.e., using a finer partition ∆ and keeping the order fixed). [27]
used this idea to remove the asymptotic bias of splines estimators.
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Our second approach makes use of the generic expression of the least
squares bias in (3.2). The unknown objects in this expression are µ and
∂qµ, both of which can be estimated using the higher-order estimator (3.4).
By plugging these into (3.2) and subtracting the result from ∂̂qµ0(x), we
obtain the least squares bias correction, numbered as approach 2:
∂̂qµ2(x) := ∂̂
qµ0(x)−
(
γ̂q,0(x)
′En[Π0(xi)µ̂1(xi)]− ∂̂qµ1(x)
)
(3.5)
:= γ̂q,2(x)
′En[Π2(xi)yi]
where
γ̂q,2(x)
′ :=
(
γ̂q,0(x)
′,−γ̂q,0(x)′En[p(xi)p˜(xi)′]En[p˜(xi)p˜(xi)′]−1 + γ̂q,1(x)′
)
and Π2(xi) :=
(
p(xi)
′, p˜(xi)′
)′
,
which is exactly of the same form as ∂̂qµ0(x) and ∂̂
qµ1(x) (cf., (3.1) and
(3.4)), except for the change in γ̂q,j(x) and Πj(xi).
Finally, approach number 3 targets the leading terms in Equation (3.3).
We dub this approach plug-in bias correction, as it specifically estimates the
leading bias terms, in fixed-n form, of ∂̂qµ0(x) according to Assumption 4.
To be precise, we employ the explicit plug-in bias estimator
B̂m,q(x) = −
∑
u∈Λm
(
∂̂uµ1(x)
)
h
m−[q]
x Bu,q(x),
with [q] < m and Λm as in Assumption 4, leading to
∂̂qµ3(x) := ∂̂
qµ0(x)−
(
B̂m,q(x)− γ̂q,0(x)′En[Π0(xi)B̂m,0(xi)]
)
(3.6)
:= γ̂q,3(x)
′En[Π3(xi)yi]
where
γ̂q,3(x)
′ :=
(
γ̂q,0(x)
′,
∑
u∈Λm
{
γ̂u,1(x)
′hm−[q]x Bu,q(x)
− γ̂q,0(x)′En[p(xi)hmxiBu,0(xi)γ̂u,1(xi)′]
})
,
and Π3(xi) :=
(
p(xi)
′, p˜(xi)′
)′
.
When the orthogonality condition (2.3) holds, the second correction term in
∂̂qµ3(x) is asymptotically negligible relative to the first. However, in finite
samples both terms can be important, so we consider the general case.
Our results employing bias correction will require the following conditions
on the higher-order basis used for bias estimation.
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Assumption 5 (Bias Correction). The partition ∆˜ satisfies Assump-
tion 2, with maximum mesh h˜, and the basis p˜(x; ∆˜, m˜), m˜ > m, satisfies
Assumptions 3 and 4 with ς˜ = ς˜(m˜) ≥ m in place of ς. Let ρ := h/h˜,
which obeys ρ → ρ0 ∈ (0,∞). In addition, for j = 3, either (i) p˜(x; ∆˜, m˜)
spans a space containing the span of p(x; ∆,m), and for all u ∈ Λm,
∂up(x; ∆,m) = 0; or (ii) both p(x; ∆,m) and p˜(x; ∆˜, m˜) reproduce polyno-
mials of degree [q].
In addition to removing the leading bias, Assumption 5 requires that
the asymptotic variance of bias-corrected estimators is properly bounded
from below in a uniform sense, which is critical for inference. Additional
conditions are needed for plug-in bias correction (j = 3) due to the more
complicated covariance between ∂̂qµ0 and the estimated leading bias. Or-
thogonality properties due to the projection structure of the least squares
bias correction (j = 2) removes these “covariance” components in the vari-
ance of ∂̂qµ2. The natural choice of ∆˜ = ∆ and m˜ = m + 1 will obey this
restriction under intuitive conditions. In the SA, Assumption 5 is verified for
splines, wavelets, and piecewise polynomials (§SA-6), and we also compare
theoretically the alternative bias correction strategies (§SA-7.2).
4. IMSE and Convergence Rates. We establish two main results
related to the point estimator ∂̂qµ0(x): a valid IMSE expansion for the
estimator, which gives as a by-product an estimate of its L2 convergence
rate, and its uniform convergence rate.
4.1. IMSE-Optimal Point Estimation. We first give a general IMSE ap-
proximation, which then is specialized for tensor-product partitions. These
expansions are used to obtain optimal choices of partition size from a point
estimation perspective.
Our first result holds for any partition ∆ satisfying Assumption 2.
Theorem 4.1 (IMSE). Let Assumptions 1, 2, 3, and 4 hold. If logn
nhd
=
o(1), then for a weighting function w(x) that is continuous and bounded
away from zero on X ,∫
X
E[(∂̂qµ0(x)− ∂qµ(x))2|X]w(x) dx
=
1
n
(
V∆,q + oP(h
−d−2[q])
)
+
(
B∆,q + oP(h
2m−2[q])
)
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where
V∆,q = trace
(
Σ0
∫
X
γq,0(x)γq,0(x)
′w(x)dx
)
 h−d−2[q],
B∆,q =
∫
X
(
Bm,q(x)− γq,0(x)′E[p(xi)Bm,0(xi)]
)2
w(x)dx . h2m−2[q],
Σ0 := E[Π0(xi)Π0(xi)′σ2(xi)], and γq,0(x)′ := ∂qp(x)′E[p(xi)p(xi)′]−1.
This theorem, proven in the SA, §SA-10.5, shows that the leading term in
the integrated (and pointwise) variance of ∂̂qµ0(x) is of order n
−1h−d−2[q].
For the bias term, on the other hand, the theorem only establishes an upper
bound: to bound the bias component from below, stronger conditions on the
regression function would be needed. This rate bound is sharp in general.
The quantities V∆,q and B∆,q are nonrandom sequences depending on
the partitioning scheme ∆ in a complicated way, and need not converge
as h → 0. Nevertheless, when the integrated squared bias does not vanish
(B∆,q 6= 0), Theorem 4.1 implies that the IMSE-optimal mesh size hIMSE
is proportional to n−1/(2m+d), or equivalently, the IMSE-optimal number of
series terms KIMSE  nd/(2m+d). Furthermore, because the IMSE expansion
is obtained for a given partition scheme, the result in Theorem 4.1 can be
used to evaluate different partitioning schemes altogether, and to select the
“optimal” one in an IMSE sense.
Theorem 4.1 generalizes prior work substantially. Existing results cover
only special cases, such as piecewise polynomials [13] or splines [1, 42, 43]
on tensor-product partitions only, and often restricting to d = 1 or [q] = 0.
We now consider the special case of a tensor-product partition where
the “tuning parameter” ∆ reduces to the vector of partitioning knots κ =
(κ1, . . . , κd)
′, where κ` is the number of subintervals used for the `-th covari-
ate. We assume that ∆ and p(·) obey the following regularity conditions, so
that the limiting constants in the IMSE approximation can be characterized.
Assumption 6 (Regularity for Asymptotic IMSE). Suppose that X =
⊗d`=1X` ⊂ Rd, which is normalized to [0, 1]d without loss of generality, and
∆ is a tensor-product partition. For x ∈ [0, 1]d, denote δx = {t`,lx ≤ x` ≤
t`,lx+1, 1 ≤ ` ≤ d}, where lx < κ` (see SA, §SA-3 for details). Let bx =
(bx,1, . . . , bx,d) collect the interval lengths bx,` = |t`,lx+1 − t`,lx |. In addition:
(a) For ` = 1, . . . , d, supx∈[0,1]d |bx,` − κ−1` g`(x)−1| = o(κ−1` ), where g`(·)
is bounded away from zero continuous.
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(b) For all δ ∈ ∆ and u1,u2 ∈ Λm, there exist constants ηu1,u2,q such that∫
δ
h
2m−2[q]
x
bu1+u2−2qx
Bu1,q(x)Bu2,q(x) dx = ηu1,u2,q vol(δ)
where vol(δ) denotes the volume of δ.
(c) There exists a set of points {τk}Kk=1 such that τk ∈ supp(pk(·)) for
each k = 1, . . . ,K, and {τk}Kk=1 can be assigned into J + J˘ < ∞
groups such that {τs,ks}Ksks=1, s = 1, . . . , J + J˘ ,
∑J+J˘
s=1 Ks = K, and
the following conditions hold: (i) For all 1 ≤ s ≤ J , {δτs,ks}Ksks=1 are
pairwise disjoint and vol
(
[0, 1]d \⋃Ksks=1 δτs,ks) = o(1); and (ii) for all
J + 1 ≤ s ≤ J + J˘ , vol (⋃Ksks=1 δτs,ks) = o(1).
Part (a) slightly strengthens the quasi-uniform condition imposed in As-
sumption 2, but allows for quite general transformations of the knot location.
Part (b) ensures that the “local” integral of the product between any two
Bu,q(·) for u ∈ Λm, which depend on the basis but not µ(x), is proportional
to the volume of the cell. The scaling factor is due to the use of the lengths
of intervals on each axis (denoted by bx) to characterize the approximation
error for a tensor-product partition, instead of the more general diameter
used in Section 2. Finally, part (c) describes how the supports of the basis
functions cover the whole support of data. Specifically, it requires that the
approximating basis p can be divided into J + J˘ groups. The supports of
functions in each of the first J groups constitute “almost” complete covers
of X . In contrast, the supports of functions in other groups are negligible in
terms of volume. In such a case, we refer to J as the number of complete
covers generated by the supports of basis functions. For tensor product B-
splines (with simple knots) and wavelets, each subrectangle in ∆ can be
associated with one basis function in p and the supports of the remaining
functions are asymptotically negligible in terms of volume. Thus, J = 1 in
these two examples. For piecewise polynomials of total order m, within each
subrectangle the unknown function is approximated by a multivariate poly-
nomial of degree m − 1, and thus J = (d+m−1m−1 ). This condition is used to
ensure that the summation over the number of basis functions converges to
a well-defined integral as K  h−d →∞.
We then have the following result for µ̂0(x), proven in the SA, §SA-10.7.
Theorem 4.2 (Asymptotic IMSE). Suppose that the conditions in The-
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orem 4.1 and Assumption 6 hold. Then, for [q] = 0,
Vκ,0 =
( d∏
`=1
κ`
)
V0 + o(h
−d), V0 = J
∫
[0,1]d
σ2(x)
f(x)
( d∏
`=1
g`(x)
)
w(x) dx,
and, provided that (2.3) holds,
Bκ,0 =
∑
u1,u2∈Λm
κ−(u1+u2)Bu1,u2,0 + o(h
2m),
Bu1,u2,0 = ηu1,u2,0
∫
[0,1]d
∂u1µ(x)∂u2µ(x)
g(x)u1+u2
w(x)dx.
The bias approximation requires the approximate orthogonality condition
(2.3) which is satisfied by B-splines, wavelets, and piecewise polynomials.
It appears to be an open question whether Vκ,q and Bκ,q converge to a
well-defined limit when general basis functions are considered. [13] showed
convergence to well defined limits for piecewise polynomials, but their result
is not easy to extend to cover other bases functions without imposing q = 0
and the approximate orthogonality condition (2.3). The SA (§SA-3) contains
more details and other results.
Theorem 4.2 justifies the IMSE-optimal choice of number of knots:
κIMSE,0 = arg min
κ∈Zd++
 1n(
d∏
`=1
κ`
)
V0 +
∑
u1,u2∈Λm
κ−(u1+u2)Bu1,u2,0
 ,
and, in particular, when the same number of knots is used in all margins,
κIMSE,0 =
⌈(
2m
∑
u1,u2∈ΛmBu1,u2,0
dV0
) 1
2m+d
n
1
2m+d
⌉
Data-driven versions of this IMSE-optimal choice, and extensions to deriva-
tive estimation, are discussed in the SA (§SA-8) and fully implemented in
our companion general-purpose R package lspartition [14]. While beyond
the scope of this paper, it would be of interest to study the theoretical
properties of cross-validation methods as an alternative way of constructing
IMSE-optimal tuning parameter selectors for partitioning-based estimators.
4.2. Convergence Rates. Theorem 4.1 immediately delivers the L2 con-
vergence rate for the point estimator ∂̂qµ0(x). For completeness, we also
establish its uniform convergence rate. Recall that ν > 0.
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Theorem 4.3 (Convergence Rates). Let Assumptions 1, 2 and 3 hold.
Assume also that supx∈X |∂qµ(x) − ∂qs∗(x)| . hm−[q] with s∗ defined in
Assumption 4. Then, if logn
nhd
= o(1),∫
X
(
∂̂qµ0(x)− ∂qµ(x)
)2
w(x) dx .P
1
nhd+2[q]
+ h2(m−[q])
If, in addition,
(i) supx∈X E[|εi|3 exp(|εi|)] <∞ and (logn)
3
nhd
. 1, or
(ii) supx∈X E[|εi|2+ν ] <∞ and n
2
2+ν (logn)
2ν
4+2ν
nhd
. 1,
then
sup
x∈X
∣∣∣∂̂qµ0(x)− ∂qµ(x)∣∣∣2 .P log nnhd+2[q] + h2(m−[q]).
This theorem, proven in the SA, §SA-10.11, shows that the partitioning-
based estimators can attain the optimal L2 and uniform convergence rate [35]
by proper choice of partitioning scheme, under our high-level assumptions.
(The full force of Assumption 4 is not needed for this result.) [13] were
the first to show existence of a series estimator (in particular, piecewise
polynomials) attaining the optimal uniform convergence rate, a result that
was later generalized to other series estimators in [3, 15].
5. Pointwise Inference. We give pointwise inference based on classi-
cal undersmoothing and all three bias correction methods. All four point
estimators take the form ∂̂qµj(x) = γ̂q,j(x)
′En[Πj(xi)yi], where j = 0 cor-
responds to the conventional partitioning estimator, and j = 1, 2, 3 refer to
the three distinct bias correction strategies. Infeasible inference would be
based on the standardized t-statistics
Tj(x) =
∂̂qµj(x)− ∂qµ(x)√
Ωj(x)/n
, Ωj(x) = γq,j(x)
′Σjγq,j(x),
where, for each j = 0, 1, 2, 3, γq,j(x) are defined as γ̂q,j in (3.1), (3.4), (3.5),
and (3.6), respectively, but with sample averages and other estimators re-
placed by their population counterparts, and Σj := E[Πj(xi)Πj(xi)′σ2(xi)].
These t-statistics are infeasible, but they nonetheless capture the additional
variability introduced by the bias correction approach when j = 1, 2, 3, the
key idea behind robust bias-corrected inference [8, 6]. We also discuss below
Studentization, that is, replacing Ωj(x) with a consistent estimator.
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5.1. Distributional Approximation. Our first result establishes the limit-
ing distribution of the standardized t-statistics Tj(x).
Theorem 5.1 (Asymptotic Normality). Let Assumptions 1, 2, 3, and 4
hold. Assume supx∈X E[ε2i1{|εi| > M}|xi = x]→ 0 as M →∞, and lognnhd =
o(1). Furthermore, for j = 0, assume nh2m+d = o(1); and for j = 1, 2, 3,
assume Assumption 5 holds and nh2m+d . 1.
Then, for each j = 0, 1, 2, 3 and x ∈ X , supu∈R |P[Tj(x) ≤ u] − Φ(u)| =
o(1), where Φ(u) denotes the cumulative distribution function of N(0, 1).
This theorem, proven in the SA, §SA-10.9, gives a valid Gaussian ap-
proximation for the t-statistics Tj(x), pointwise in x ∈ X . The regularity
conditions imposed are extremely mild, and in perfect quantitative agree-
ment with those used in [3] for j = 0 (undersmoothing). For j = 1, 2, 3
(robust bias correction), the result is new and the restrictions are in quali-
tative agreement with those obtained for kernel-based nonparametrics.
5.2. Implementation. To make the results in Theorem 5.1 feasible, we
replace Ωj(x) with a consistent estimator. Specifically, we consider the four
feasible t-statistics, j = 0, 1, 2, 3,
T̂j(x) =
∂̂qµj(x)− ∂qµ(x)√
Ω̂j(x)/n
, Ω̂j(x) = γ̂q,j(x)
′Σ̂jγ̂q,j(x),
Σ̂j = En[Πj(xi)Πj(xi)′ε̂2i,j ], ε̂i,j = yi − µ̂j(xi),
(5.1)
Once the basis functions and partitioning schemes are chosen, the statis-
tic T̂j(x) is readily implementable. The following theorem gives sufficient
conditions for valid pointwise inference.
Theorem 5.2 (Variance Consistency). Let Assumptions 1, 2, 3, and 4
hold. If j = 1, 2, 3, also let Assumption 5 hold. In addition, assume one of
the following holds:
(i) supx∈X E[|εi|2+ν ] <∞ and n
2
2+ν (logn)
2ν
4+2ν
nhd
= o(1), or
(ii) supx∈X E[|εi|3 exp(|εi|)] <∞ and (logn)
3
nhd
= o(1).
Then, for each j = 0, 1, 2, 3, |Ω̂j(x)− Ωj(x)| = oP(h−d−2[q]).
This result, proven in the SA, §SA-10.12, together with Theorem 5.1,
delivers feasible inference. Valid 100(1−α)%, α ∈ (0, 1), confidence intervals
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for ∂qµ(x) are formed in the usual way:[
∂̂qµj(x)± Φ−1(1− α/2) ·
√
Ω̂j(x)/n
]
, j = 0, 1, 2, 3.
For j = 1, 2, 3, the IMSE-optimal partitioning scheme choice derived in
Section 4 can be used directly, while for j = 0 the partitioning has to be
undersmoothed (i.e., made finer than the IMSE-optimal choice) in order
to obtain valid confidence intervals. Our results generalize, under weaker
conditions, prior work on univariate regression splines [42, 43, 27].
6. Uniform Inference. We next give a valid distributional approxi-
mation for the whole process {T̂j(x) : x ∈ X}, for each j = 0, 1, 2, 3. We
establish this approximation using two distinct coupling strategies. We then
propose a simulation-based feasible implementation of the result. We close
by applying our results to construct valid confidence bands for ∂qµ(·).
6.1. Strong Approximations. The stochastic processes {T̂j(x) : x ∈ X}
are not asymptotically tight, and therefore do not converge weakly in L∞(X ),
where L∞(X ) denotes the set of all (uniformly) bounded real functions on
X equipped with uniform norm. Nevertheless, their finite sample distribu-
tion can be approximated by carefully constructed Gaussian processes (in a
possibly enlarged probability space).
We first employ the following lemma to simplify the problem. Recall that
rn is some non-vanishing positive sequence and ν > 0.
Lemma 6.1 (Hats Off). Let Assumptions 1, 2, 3, and 4 hold. Assume
one of the following holds:
(i) supx∈X E[|εi|2+ν |xi = x] <∞ and n
2
2+ν (logn)
2+2ν
2+ν
nhd
= o(r−2n ); or
(ii) supx∈X E[|εi|3 exp(|εi|)|xi = x] <∞ and (logn)
4
nhd
= o(r−2n ).
Furthermore, if j = 0, assume nhd+2m = o(r−2n ); and, if j = 1, 2, 3, assume
Assumption 5 holds and nhd+2m+2% = o(r−2n ). Then
sup
x∈X
∣∣∣T̂j(x)− tj(x)∣∣∣ = oP(r−1n ), tj(x) = γq,j(x)′√
Ωj(x)
Gn[Πj(xi)εi].
Lemma 6.1 requires that the estimation and sampling uncertainty of γ̂q,j
and Ω̂j(x), as well as the smoothing bias of ∂̂qµj(x), be negligible uniformly
over x ∈ X . The proof is given in §8.2 and relies on a new technical lemma
stated in §8.1. This technical approximation step allows us to focus on devel-
oping a distributional approximation for the infeasible stochastic processes
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{tj(x) : x ∈ X}, j = 0, 1, 2, 3. We make precise our uniform distributional
approximation in the following definition.
Definition 6.1 (Strong Approximation). For each j = 0, 1, 2, 3, the
law of the stochastic process {tj(x),x ∈ X} is approximated by that of a
Gaussian process {Zj(x),x ∈ X} in L∞(X ) if the following condition holds:
in a sufficiently rich probability space, there exists a copy t′j(·) of tj(·) and
a standard Normal random vector NKj ∼ N(0, IKj ) with Kj = dim(Πj(x))
such that
sup
x∈X
∣∣∣t′j(x)− Zj(x)∣∣∣ = oP(r−1n ), Zj(x) = γq,j(x)′Σ1/2j√
Ωj(x)
NKj .
This approximation is denoted by tj(·) =d Zj(·) + oP(r−1n ) in L∞(X ). 
This definition gives the precise meaning of uniform distributional approx-
imation of tj(·) by a Gaussian process Zj(·), and also provides the explicit
characterization of such Gaussian process. We establish this strong approxi-
mation in two distinct ways. For d = 1, we develop a novel two-step coupling
approach based on the classical Komlo´s-Major-Tusna´dy (KMT) construction
[28, 29]. For d > 1, we apply an improved version of the classical Yurinskii
construction [38].
6.1.1. Unidimensional Regressor. Let d = 1. The following theorem gives
a valid distributional approximation for {T̂j(x) : x ∈ X} using the Gaussian
process {Zj(x) : x ∈ X}, for j = 0, 1, 2, 3, in the sense of Definition 6.1.
Theorem 6.1 (Strong Approximation: KMT). Let the assumptions and
conditions of Lemma 6.1 hold with d = 1. If j = 2, 3, also assume (logn)
3/2√
nh
=
o(r−2n ). Then, for each j = 0, 1, 2, 3, tj(·) =d Zj(·)+oP(r−1n ) in L∞(X ), where
Zj(·) is given in Definition 6.1.
The proof of this result, in §8.3, employs a two-step coupling approach:
Step 1. On a sufficiently rich probability space, there exists a copy t′j(·)
of tj(·), and an i.i.d. sequence {ζi : 1 ≤ i ≤ n} of standard Normal
random variables, such that
sup
x∈X
∣∣∣t′j(x)− zj(x)∣∣∣ = oP(r−1n ), zj(x) = γq,j(x)′√
Ωj(x)
Gn[Πj(xi)σ(xi)ζi].
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Step 2. On a sufficiently rich probability space, there exists a copy z′j(·) of
zj(·), and the standard Normal random vector NKj from Definition
6.1 such that z′j(·) =d Z¯j(·) conditional on X, where
Z¯j(x) =
γq,j(x)
′Σ¯1/2j√
Ωj(x)
NKj , Σ¯j := En[Πj(xi)Πj(xi)
′σ2(xi)],
and
sup
x∈X
∣∣∣Z¯j(x)− Zj(x)∣∣∣ = oP(r−1n ).
These two steps summarize our strategy for constructing the uncondition-
ally Gaussian process {Zj(x), x ∈ X} approximating the distribution of the
whole t-statistic processes {tj(x) : x ∈ X}: we first couple tj(·) to the pro-
cess zj(·), which is Gaussian only conditionally on X but not unconditionally
(Step 1), and we then show that the unconditionally Gaussian process Zj(·)
approximates the distribution of zj(·) (Step 2).
To complete the first coupling step, we employ a version of the classi-
cal KMT inequalities that applies to independent but non-identically dis-
tributed random variables [33, 34]. We do this because the processes {tj(x) :
x ∈ X} are characterized by a sum of independent but not identically dis-
tributed random variables conditional on X. This part of our proof is in-
spired by, but is distinct from, the one given in [23, Chapter 22], where a
conditional strong approximation for smoothing splines is established. Our
proof relies instead on the new general coupling Lemma 8.2 in §8.3.
The intermediate coupling result in Step 1 has the obvious drawback that
the process {zj(x) : x ∈ X} is Gaussian only conditionally on X but not
unconditionally. Step 2 addresses this shortcoming by establishing an un-
conditional coupling, that is, approximating the distribution of the stochas-
tic process zj(·) by that of the (unconditional) Gaussian process Zj(·). As
shown in §8.3, verifying the second coupling step boils down to controlling
the supremum of a Gaussian random vector of increasing dimension, and
in particular the crux is to prove precise (rate) control on
∥∥Σ¯1/2j − Σ1/2j ∥∥,
j = 0, 1, 2, 3. Both Σ¯j and Σj are symmetric and positive semi -definite. Fur-
ther, for j = 0, 1, λmin(Σj) & hd for generic partitioning-based estimators
under our assumptions, and therefore we use the bound
(6.1) ‖A1/21 −A1/22 ‖ ≤ λmin(A2)−1/2‖A1 −A2‖,
which holds for symmetric positive semi-definite A1 and symmetric positive
definite A2 [4, Theorem X.3.8]. Using this bound we obtain unconditional
coupling from conditional coupling without additional rate restrictions.
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However, for j = 2, 3 the bound (6.1) cannot be used in general because
p and p˜ are typically not linearly independent, and hence Σj will be singu-
lar. To circumvent this problem, we employ the weaker bound [4, Theorem
X.1.1]: if A1 and A2 are symmetric positive semi-definite matrices, then
(6.2) ‖A1/21 −A1/22 ‖ ≤ ‖A1 −A2‖1/2.
This bound can be used for any partitioning-based estimator, with or with-
out bias correction, at the cost of slowing the approximation error rate rn
when constructing the unconditional coupling, and hence leading to the
stronger side rate condition as shown in the Theorem 6.1 below. When
rn = 1, there is no rate penalty, while the penalty is only in terms of log n
terms when rn =
√
log n (as in Theorem 6.4 further below). Furthermore,
for certain partitioning-based series estimators it is still possible to use (6.1)
even when j = 2, 3, as the following remark discusses.
Remark 6.1 (Square-root Convergence and Improved Rates). The addi-
tional restriction imposed in Theorem 6.1 for j = 2, 3, that (log n)3/2/
√
nh =
o(r−2n ), can be dropped in some special cases. For some bases it is possible
to find a transformation matrix Υ, with ‖Υ‖∞ . 1, and a basis pˇ, which
obeys Assumption 3, such that (p(·)′, p˜(·)′)′ = Υpˇ(·). In other words, the
two bases p and p˜ can be expressed in terms of another basis pˇ without lin-
ear dependence. Then, a positive lower bound holds for λmin(Σj), j = 2, 3,
implying that the bound (6.1) can be used instead of (6.2). For example,
for piecewise polynomials and B-splines with equal knot placements for p
and p˜, a natural choice of pˇ is simply a higher-order polynomial basis on the
same partition. Since each function in p and pˇ is a polynomial on each δ ∈ ∆
and nonzero on a fixed number of cells, the “local representation” condition
‖Υ‖∞ . 1 automatically holds. See the SA (§SA-6) for more details. 
An alternative unconditional strong approximation for general series esti-
mators was obtained by [3] for the case of undersmoothing inference (j = 0).
Their proof employs the classical Yurinskii’s coupling inequality that con-
trols the convergence rate of partial sums in terms of Euclidean norm, lead-
ing to the rate restriction r6nK
5/n → 0, up to log n terms, which does not
depend on ν > 0. In contrast, Theorem 6.1 employs a (conditional) KMT-
type coupling and then a second (unconditional) coupling approximation,
and make use of the banded structure of the Gram matrix formed by local
bases, to obtain weaker restrictions. Under bounded polynomial moments,
we require only r6nK
3/n3ν/(2+ν) → 0, up to log n terms. For example, when
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ν = 2 and rn =
√
log n this translates to K2/n→ 0, up to log n terms, which
is weaker than previous results in the literature. Under the sub-exponential
conditional moment restriction, the rate condition can be relaxed all the way
to K/n → 0, up to log n terms, which appears to be a minimal condition.
This is for the entire t-statistic process. In addition, Theorem 6.1 gives novel
strong approximation results for robust bias-corrected t-statistic processes.
Remark 6.2 (Strong Approximation: KMT for Haar Basis). Our two-
step coupling approach builds on the new coupling Lemma 8.2, which ap-
pears to be hard to extend to d > 1, except for the important special case
the undersmoothed (j = 0) t-statistic process {T̂0(x) : x ∈ X} constructed
using Haar basis, which is a spline, wavelet, and piecewise polynomial with
m = 1. In the SA, §SA-5.1, we establish t0(·) =d Z0(·) + oP(r−1n ) in L∞(X )
for any d ≥ 1 under the same conditions of Lemma 6.1. 
6.1.2. Multidimensional Regressors. Let d ≥ 1. The method of proof
employed to establish Theorem 6.1 does not extend easily to multivariate
regressors (d > 1) in general. Therefore, we present an alternative strong ap-
proximation result based on an improved version of the classical Yurinskii’s
coupling inequality, recently developed by [2].
Theorem 6.2 (Strong Approximation: Yurinskii). Let the assumptions
and conditions of Lemma 6.1 hold. Furthermore, assume ν ≥ 1 and (logn)4
nh3d
=
o(r−6n ). Then, for each j = 0, 1, 2, 3, tj(·) =d Zj(·)+oP(r−1n ) in L∞(X ), where
Zj(·) is given in Definition 6.1.
This strong approximation result, proven in §8.4, does not have optimal
(i.e. minimal) restrictions, but nonetheless improves on previous results by
exploiting the specific structure of the partitioning-based estimators, while
also allowing for any d ≥ 1. Specifically, the result sets ν = 1 and requires
r6nK
3/n→ 0, up to logn terms. While not optimal when ν > 3 (see Remark
6.2 for a counterexample), it improves on the condition r6nK
5/n → 0, up
to log n terms, mentioned previously. In addition, Theorem 6.2 gives novel
strong approximation results for robust bias-corrected t-statistic processes.
6.2. Implementation. We present a simple plug-in approach that gives a
(feasible) approximation to the infeasible standardized Gaussian processes
{Zj(x) : x ∈ X}, in order to conduct inference using the results in Theorem
6.1 or Theorem 6.2. In the SA (§SA-5.2), we also give another plug-in ap-
proach and one based on the wild bootstrap. The following definition gives
a precise description of how the approximation works.
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Definition 6.2 (Simulation-Based Strong Approximation). Let P∗[·] =
P[·|y,X] denote the probability operator conditional on the data. For each
j = 0, 1, 2, 3, the law of the Gaussian process {Zj(x) : x ∈ X} is approxi-
mated by a (feasible) Gaussian process {Ẑj(x) : x ∈ X}, with known distri-
bution conditional on the data (y,X), in L∞(X ), if the following condition
holds: on a sufficiently rich probability space there exists a copy Ẑ ′j(·) of
Ẑj(·) such that Ẑ ′j(·) =d Zj(·) conditional on the data, and
P∗
[
sup
x∈X
|Ẑ ′j(x)− Zj(x)| ≥ ηr−1n
]
= oP(1), ∀η > 0,
where, for a NKj ∼ N(0, IKj ) with Kj = dim(Πj(x)),
Ẑj(x) =
γ̂q,j(x)
′Σ̂1/2j√
Ω̂j(x)
NKj , x ∈ X , j = 0, 1, 2, 3.
This approximation is denoted by Ẑj(·) =d∗ Zj(·) + oP∗(r−1n ) in L∞(X ). 
From a practical perspective, Definition 6.2 implies that sampling from
Ẑj(·), conditional on the data, is possible and provides a valid distributional
approximation of Zj(·), for each j = 0, 1, 2, 3. The feasible process Ẑj(·) relies
on a direct plug-in approach, where all the unknown quantities are replaced
by consistent estimators already used in forming T̂j(x). Resampling is from
a multivariate standard Gaussian of dimension Kj , not n.
Theorem 6.3 (Plug-in Approximation). Let the assumptions and con-
ditions of Lemma 6.1 hold. Furthermore, for j = 2, 3:
(i) when supx∈X E[|εi|2+ν |xi = x] < ∞, assume n
1
2+ν (logn)
4+3ν
4+2ν√
nhd
= o(r−2n );
or
(ii) when supx∈X E[|εi|3 exp(|εi|)|xi = x] <∞, assume (logn)
5/2√
nhd
= o(r−2n ).
Then, for each j = 0, 1, 2, 3, Ẑj(·) =d∗ Zj(·) + oP∗(r−1n ) in L∞(X ), where
Ẑj(·) is given in Definition 6.2.
This result, proven in §8.5, strengthens the rate condition for j = 2, 3
compared to Theorems 6.1 (d = 1) and 6.2 (d ≥ 1) only by logarithmic
factors when rn =
√
log n. Moreover, if the structure discussed in Remark
6.1 holds, then this additional condition can be dropped.
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6.3. Application: Confidence Bands. A natural application of Theorems
6.1, 6.2 and 6.3 is to construct confidence bands for the regression function
or its derivatives. Specifically, for j = 0, 1, 2, 3 and α ∈ (0, 1), we seek a
quantile qj(α) such that
P
[
sup
x∈X
|T̂j(x)| ≤ qj(α)
]
= 1− α+ o(1),
which then can be used to construct uniform 100(1− α)-percent confidence
bands for ∂qµ(x) of the form[
∂̂qµj(x)± qj(α)
√
Ω̂j(x)/n : x ∈ X
]
.
The following theorem, proven in §8.6, establishes a valid distributional
approximation for the suprema of the t-statistic processes {T̂j(x) : x ∈
X} using [18, Lemma 2.4] to convert our strong approximation results into
convergence of distribution functions in terms of Kolmogorov distance.
Theorem 6.4 (Confidence Bands). Let the conditions of Theorem 6.1
or Theorem 6.2 hold with rn =
√
log n. If the corresponding conditions of
Theorem 6.3 hold for each j = 0, 1, 2, 3, then
sup
u∈R
∣∣∣∣P [sup
x∈X
|T̂j(x)| ≤ u
]
− P∗
[
sup
x∈X
|Ẑj(x)| ≤ u
]∣∣∣∣ = oP(1).
[17, 18] recently showed that if one is only interested in the supremum
of an empirical process rather than the whole process, then the sufficient
conditions for distributional approximation could be weakened compared to
earlier literature. Their result applied Stein’s method for Normal approxi-
mation to show that suprema of general empirical processes can be approx-
imated by a sequence of suprema of Gaussian processes, under the usual
undersmoothing conditions (i.e., j = 0). They illustrate their general results
by considering t-statistic processes for both kernel-based and series-based
nonparametric regression: [18, Remark 3.5] establishes a result analogous to
Theorem 6.4 under the side rate condition K/n1−2/(2+ν) = o(1), up to log n
terms (with q = 2 + ν in their notation). In comparison, our result for j = 0
and d = 1 in Theorem 6.4, under the same moment conditions, requires ex-
actly the same side condition, up to log n terms. Theorems 6.1 and 6.4 show
that the whole t-statistic process for partitioning-based series estimators,
and not just the suprema thereof, can be approximated under the same weak
conditions when d = 1. The same result holds for sub-exponential moments,
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where the rate condition becomes minimal: K/n = o(1), up to log n fac-
tors. In addition, Theorem 6.4 gives new inference results for bias-corrected
estimators (j = 1, 2, 3).
For the case of special univariate regression splines, [42] constructs conser-
vative confidence bands under the assumption of normal errors and the rate
restriction K2/n = o(1). In comparison, the confidence band constructed
using Theorem 6.4 has asymptotically exact coverage rate, and requires sub-
stantially weaker tuning parameter rate restrictions.
7. Simulations. We conducted a Monte Carlo investigation of the finite
sample performance of our methods. Only a summary is given here, while
the SA (§SA-9) contains complete results and details.
We considered three univariate (d = 1), two bivariate (d = 2), and two
trivariate (d = 3) data generating processes. We shall summarize one uni-
variate design here for brevity. We set µ(x) = sin(pix − pi/2)/(1 + 2(2x −
1)2(sign(2x− 1) + 1)), with sign(·) denoting the sign function. We generate
samples {(yi, xi) : i = 1, . . . , n} from yi = µ(xi) + εi, where xi ∼ U[0, 1]
and εi ∼ N(0, 1), independent of each other. We consider 5, 000 simulated
datasets with n = 1, 000 each. Results based on splines and wavelets are
presented. We use linear splines or Daubechies (father) wavelets of order
2 (m = 2) to form the point estimator µ̂0(x), and quadratic splines or
Daubechies wavelets of order 3 (m˜ = 3) for bias correction, on the same
evenly spaced partitioning for point estimation and bias correction (∆ = ∆˜).
Table 1 reports (simulated) root mean squared error for point estimators
(column “RMSE”), coverage rate and average interval length of pointwise
95% nominal confidence intervals at x = 0.5 (columns “CR” and “AL”),
and analogous uniform inference results (columns under “Uniform”). For B-
splines, κ is set using either an infeasible IMSE-optimal choice (κIMSE), a rule-
of-thumb estimate (κˆROT), or a direct plug-in estimate (κˆDPI). For wavelets,
the tuning parameter is instead the resolution level (resp., sIMSE, sˆROT, or
sˆDPI), which is the logarithm of the number of subintervals (to base 2).
Finally, Table 1 reports all four (estimation and) inference methods discussed
in this paper (j = 0, 1, 2, 3), except for wavelets with plug-in bias correction
(j = 3) because of the lack of smoothness of low-order wavelet bases.
Numerical findings are consistent with our theoretical results. Robust bias
correction seems to perform quite well, always delivering close-to-correct cov-
erage, both pointwise and uniformly. In addition, our rule-of-thumb (ROT)
and direct plug-in (DPI) knot selection procedures for tensor-product par-
titions exhibited good numerical performance.
8. Main Technical Lemmas and Proofs.
PARTITIONING-BASED SERIES ESTIMATORS 25
8.1. Technical Lemma. Let Q̂m = En[p(xi)p(xi)′], Q̂m˜ = En[p˜(xi)p˜(xi)′],
Qm = E[p(xi)p(xi)′], and Qm˜ = E[p˜(xi)p˜(xi)′].
Lemma 8.1. Let Assumptions 1, 2, 3, and 5 hold. If logn
nhd
= o(1), then:
(i) ‖Q̂m−Qm‖ .P hd
√
logn
nhd
, ‖Q̂m−Qm‖∞ .P hd
√
logn
nhd
; (ii) ‖Q̂m‖ .P hd,
‖Q̂−1m ‖∞ .P h−d; (iii) for each j = 0, 1, 2, 3, supx∈X ‖γq,j(x)′‖∞ . h−d−[q],
supx∈X ‖̂γq,j(x)′−γq,j(x)′‖∞ . h−d−[q]
√
logn
nhd
, infx∈X ‖γq,j(x)′‖ & h−d−[q];
and (iv) for j = 0, 1, 2, 3, supx∈X Ωj(x) . h−d−2[q] and infx∈X Ωj(x) &
h−d−2[q].
Proof: SA, Section SA-10.
These results for Q̂m and Qm also hold for Q̂m˜ and Qm˜ under Assumption
5. See the SA (§SA-2) for details and other related results.
8.2. Proof of Lemma 6.1. First, suppose condition (i) holds. Theorem
SA-4.2 of the SA shows supx∈X
∣∣Ω̂0(x)−Ω0(x)∣∣ .P n− 12h− 3d2 −2[q][(log n) 12 +
n
1
2+ν (log n)
ν
4+2ν +
√
nh
d
2
+m
]
and, for j = 1, 2, 3, supx∈X
∣∣Ω̂j(x)−Ωj(x)∣∣ .P
n−
1
2h−
3d
2
−2[q][(log n) 12+n 12+ν (log n) ν4+2ν +√nh d2+m+%]. Then, for j = 0, 1, 2, 3,
supx∈X |(∂̂qµj(x)−∂qµ(x))/
√
Ωj(x)/n−(∂̂qµj(x)−∂qµ(x))/
√
Ω̂j(x)/n| .P√
nh3d/2+3[q] supx∈X
∣∣∂̂qµj(x)− ∂qµ(x)∣∣ supx∈X ∣∣Ω̂j(x)− Ωj(x)∣∣ = oP(r−1n ),
where the result follows from Lemma 8.1, Theorem SA-4.1, the uniform
convergence rate of Ω̂j(x), and the rate conditions imposed.
The result under the conditions in (ii) follows similarly.
8.3. Proof of Theorem 6.1. We first prove the following general lemma.
Let TVX (g(·)) denote the total variation of g(·) on X ⊆ R.
Lemma 8.2 (Kernel-Based KMT Coupling). Suppose {(xi, εi) : 1 ≤ i ≤
n} are i.i.d., with xi ∈ X ⊆ R and σ2i := σ2(xi) = E[ε2i |xi]. Let {A(x) :=
Gn[K (x, xi)εi], x ∈ X} be a stochastic process with K (·, ·) : R × R 7→ R
an n-varying kernel function possibly depending on X. Assume one of the
following holds:
(i) supx∈X E[|εi|2+ν |xi = x] <∞, for some ν > 0, and
sup
x∈X
max
1≤i≤n
|K (x, xi)| = oP(r−1n n−
1
2+ν
+ 1
2 ),
sup
x∈X
TVX (K (x, ·)) = o(r−1n n−
1
2+ν
+ 1
2 ); or
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(ii) supx∈X E[|εi|3 exp(|εi|)|xi = x] <∞ and
sup
x∈X
max
1≤i≤n
|K (x, xi)| = oP(r−1n (log n)−1
√
n),
sup
x∈X
TVX (K (x, ·)) = o(r−1n (log n)−1
√
n).
Then, on a sufficiently rich probability space, there exists a copy A′(·) of
A(·), and an i.i.d. sequence {ζi : 1 ≤ i ≤ n} of standard Normal random
variables such that A(x) =d Gn
[
K (x, xi)σiζi
]
+ oP(r
−1
n ) in L∞(X ).
Proof. Suppose condition (i) holds. Let {x(i) : 1 ≤ i ≤ n} be the order
statistics of {xi : 1 ≤ i ≤ n} such that x(1) ≤ x(2) ≤ · · · ≤ x(n), which
also induces the concomitants {ε[i] : 1 ≤ i ≤ n} and {σ2[i] = σ2(x(i)) :
1 ≤ i ≤ n}. Conditional on X, {ε[i] : 1 ≤ i ≤ n} is an independent
mean zero sequence with V[ε[i]|X] = σ2[i]. By [34, Corollary 5], there ex-
ists a sequence of i.i.d standard normal random variables {ζ[i] : 1 ≤ i ≤
n} such that max1≤l≤n |Sl,n| .P n
1
2+ν , where Sl,n :=
∑l
i=1(ε[i] − σ[i]ζ[i]).
Then, using summation by parts, supx∈X |
∑n
i=1K (x, x(i))(ε[i] − σ[i]ζ[i])| =
supx∈X |K (x, x(n))Sn,n−
∑n−1
i=1 Si,n
(
K (x, x(i+1))−K (x, x(i))
) | ≤ (supx∈X
max1≤i≤n |K (x, xi)|+supx∈X
∑n−1
i=1 |K (x, x(i+1))−K (x, x(i))|) max1≤l≤n |Sl,n|.
Since
∑n−1
i=1
∣∣K (x, x(i+1))−K (x, x(i))∣∣ ≤ TVX (K (x, ·)), we have A(x) =d
Gn[K (x, xi)σiζi] + oP(r−1n ).
When (ii) holds, the proof is the same except that under the stronger
moment restriction, max1≤l≤n |Sl,n| .P log n by [33, Theorem 1].
To prove Theorem 6.1, for each j = 0, 1, 2, 3, letK (x, u) = γq,j(x)′Πj(u)/√
Ωj(x) and observe that supx∈X supu∈X |K (x, u)| . h−d/2. By Lemma 8.1,
the uniform bound on the total variation of K (x, u) can be verified easily.
Alternatively, simply note that
∣∣∑n−1
i=1 Si,n
(
K (x, x(i+1))−K (x, x(i))
) ∣∣ ≤∥∥γq,j(x)′/√Ωj(x)∥∥∞∥∥∑n−1i=1 Si,n(Πj(x(i+1))−Πj(x(i)))∥∥∞. By Assumption
3 and Lemma 8.1, supx∈X ‖γq,j(x)′/
√
Ωj(x)‖∞ . h−d/2. Denote the lth ele-
ment of Πj(·) by pij,l(·). Then, max1≤l≤Kj
∣∣∑n−1
i=1
(
pij,l(x(i+1))−pij,l(x(i))
)
Sl,n
∣∣
≤ max1≤l≤Kj
∑n−1
i=1
∣∣pij,l(x(i+1))−pij,l(x(i))∣∣max1≤`≤n ∣∣S`,n∣∣. By Assumption
3 and 5, max1≤l≤Kj
∑n−1
i=1 |pij,l(x(i+1))− pij,l(x(i))| . 1. Thus, using Lemma
8.2, under the corresponding moment conditions and rate restrictions, there
exists an independent standard normal sequence {ζi : 1 ≤ i ≤ n} such that
Gn[K (x, xi)εi] =d zj(x) + oP(r−1n ).
Next, note that zj(x) =d|X γq,j(x)′Σ
1/2
j NKj/
√
Ωj(x) + γq,j(x)
′(Σ¯1/2j −
Σ
1/2
j
)
NKj/
√
Ωj(x) where NKj is a Kj-dimensional standard normal vec-
tor (independent of X) and “=d|X” denotes that two processes have the
PARTITIONING-BASED SERIES ESTIMATORS 27
same conditional distribution given X. For the second term, by the Gaus-
sian maximal inequality [21, Lemma 13], E
[∥∥(Σ¯1/2j − Σ1/2j )NKj∥∥∞ ∣∣X] .√
log n
∥∥Σ¯1/2j −Σ1/2j ∥∥. By the same argument as that in the proof of Lemma
SA-2.1 in §SA-10.1, ∥∥Σ¯j − Σj∥∥ .P hd(log n/(nhd))1/2. Then by [4, Theo-
rem X.1.1],
∥∥Σ¯1/2j −Σ1/2j ∥∥ .P hd/2(log n/(nhd))1/4. For j = 0, 1, a sharper
bound is available: by [4, Theorem X.3.8] and Lemma 8.1, ‖Σ¯1/2j −Σ1/2j ‖ ≤
λmin(Σj)
−1/2‖Σ¯j − Σj‖ .P hd/2
√
logn
nhd
. Thus, E
[
supx∈X
∣∣γq,j(x)′(Σ¯1/2j −
Σ
1/2
j
)
NKj/
√
Ωj(x)
∣∣ ∣∣X] .P h− d2√log n ∥∥Σ¯1/2j − Σ1/2j ∥∥ = oP(r−1n ). The re-
sults now follow from Markov inequality and Dominated Convergence.
8.4. Proof of Theorem 6.2. It suffices to verify the conditions in Lemma
39 of [2]. For j = 0, 1, 2, 3, let ξi =
1√
n
Πj(xi)εi. {ξi : 1 ≤ i ≤ n} is an
i.i.d. sequence ofKj-dimensional random vectors, and
∑n
i=1 E[‖ξi‖2‖ξi‖∞] =
E
[∥∥Πj(xi)εi∥∥2∥∥Πj(xi)εi∥∥∞]/√n . E[Πj(xi)′Πj(xi)|εi|3]/√n . n−1/2 by
Assumption 3, the moment condition imposed, and Lemma 8.1. On the
other hand, let {gi : 1 ≤ i ≤ n} be a sequence of independent Gaussian
vectors with mean zero and variance Σj/n. By properties of Gaussian ran-
dom variables and Lemma 8.1, (E[‖gi‖2∞])1/2 .
√
logn
n ,
∑n
i=1(E[‖gi‖4])1/2 .
trace
(∑n
i=1 E[ξiξ′i]
)
. 1, and thus Ln :=
∑n
i=1 E[‖ξi‖2‖ξi‖∞]+
∑n
i=1 E[‖gi‖2
‖gi‖∞] .
√
logn
n . Then, there exists a Kj-dimensional normal vector NKj
with variance Σj such that for any t > 0, P
(‖∑ni=1 ξi−NKj‖∞ > 3r−1n h d2 t) ≤
minτ≥0
(
2P(‖Z‖∞ > τ) + h− 3d2 t−3r3nLnτ2
)
. t−3r3n(log n)
3
2 /
√
nh3d where
Z is a Kj-dimensional standard Gaussian vector, and the second inequal-
ity follows by setting τ = C
√
log n for a sufficiently large C > 0. Using
supx∈X ‖γq,j(x)′/
√
Ωj(x)‖∞ . h−d/2 again, the result follows.
8.5. Proof of Theorem 6.3. For each j = 0, 1, 2, 3,
Ẑj(x)− Zj(x) =
(
γ̂q,j(x)
Ω̂
1/2
j (x)
− γq,j(x)′
Ω
1/2
j (x)
)
Σ̂
1/2
j NKj +
γq,j(x)
′√
Ωj(x)
[Σ̂
1/2
j −Σ1/2j ]NKj .
Each term on the RHS is a mean-zero Gaussian process conditional on the
data. The desired results then follow by Lemma 8.1, Theorem SA-4.2 in
§SA-4, and applying the Gaussian maximal inequality to each term as in
Section 8.3.
8.6. Proof of Theorem 6.4. By Theorem 6.1 or Theorem 6.2, there ex-
ists a sequence of constants ηn such that ηn = o(1) and P(| supx∈X |T̂j(x)| −
supx∈X |Zj(x)|| > ηn/rn) = o(1). Therefore, for any u ∈ R, P
[
supx∈X |T̂j(x)| ≤
28 CATTANEO, FARRELL, AND FENG
u
] ≤ P[{supx∈X |T̂j(x)| ≤ u}∩{| supx∈X |T̂j(x)|−supx∈X |Zj(x)|| ≤ ηn/rn}]+
P
[{| supx∈X |T̂j(x)|−supx∈X |Zj(x)|| > ηn/rn}] ≤ P [supx∈X |Zj(x)| ≤ u+ ηn/rn]+
o(1) ≤ P [supx∈X |Zj(x)| ≤ u] + Cr−1n ηnE[supx∈X |Zj(x)|] + o(1) for some
constant C > 0, where the last inequality holds by the anti-concentration in-
equality due to [18]. By the Gaussian maximal inequality, E[supx∈X |Zj(x)|] .√
log n. Since rn =
√
log n, the second term on the right of the last in-
equality is o(1). The reverse of the inequality follows similarly, and thus
supu∈R
∣∣P[ supx∈X |T̂j(x)| ≤ u] − P[ supx∈X |Zj(x)| ≤ u]∣∣ = o(1). In addi-
tion, by Theorem 6.3, Ẑj(·) is approximated by the same Gaussian process
conditional on the data. The result then follows by the same argument.
9. Conclusion. We presented new asymptotic results for partitioning-
based least squares regression estimators. The first main contribution gave
a general IMSE expansion for the point estimators. The second set of contri-
butions were pointwise and uniform distributional approximations, with and
without robust bias correction, for t-statistic processes indexed by x ∈ X ,
with improvements in rate restrictions and convergence rates. For the case of
d = 1, our uniform approximation results rely on a new coupling approach,
which delivered seemingly minimal rate restrictions. Furthermore, we apply
our general results to three popular special cases: B-splines, compactly sup-
ported wavelets, and piecewise polynomials. Finally, we provide a general
purpose R package lspartition [14].
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SUPPLEMENTARY MATERIAL
Supplement A: Additional Technical Results, Omitted Proofs,
Implementation Details, and Further Simulation Results
(http://arxiv.org/pdf/1804.04916). The SA gives omitted proofs and addi-
tional technical results that may be of independent interest, including point-
wise and uniform stochastic linearization useful in semiparametric settings
(§SA-4; see, in particular, Remark SA-4.1), theoretical comparisons between
bias correction approaches, and a discussion of the relationship between B-
Splines and polynomials. Details on implementation, specific examples, and
further simulation evidence are also reported.
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Table 1
Simulation Evidence
(a) B-Splines (m = 2, m˜ = 3, ∆ = ∆˜, Evenly Spaced Partition)
Pointwise Uniform
κ RMSE CR AL UCR AW
j = 0
κIMSE 3.0 0.046 91.6 0.328 79.9 0.384
κˆROT 4.1 0.002 94.9 0.254 90.1 0.433
κˆDPI 4.7 0.008 93.8 0.311 91.6 0.460
j = 1
κIMSE 3.0 0.003 94.8 0.226 93.8 0.426
κˆROT 4.1 0.008 94.8 0.297 93.5 0.473
κˆDPI 4.7 0.007 94.9 0.294 93.2 0.497
j = 2
κIMSE 3.0 0.004 94.7 0.268 94.1 0.443
κˆROT 4.1 0.008 94.8 0.312 93.4 0.497
κˆDPI 4.7 0.004 94.8 0.330 93.6 0.526
j = 3
κIMSE 3.0 0.016 90.0 0.320 89.0 0.413
κˆROT 4.1 0.007 94.2 0.275 93.0 0.463
κˆDPI 4.7 0.005 94.2 0.322 93.2 0.490
(b) Wavelets (m = 2, m˜ = 3, ∆ = ∆˜, Evenly Spaced Partition)
Pointwise Uniform
s RMSE CR AL UCR AW
j = 0
sIMSE 3.0 0.002 94.2 0.476 91.1 0.509
sˆROT 2.0 0.002 94.2 0.476 91.1 0.509
sˆDPI 2.8 0.002 94.2 0.476 91.1 0.509
j = 1
sIMSE 3.0 0.036 93.6 0.449 89.9 0.504
sˆROT 2.0 0.036 93.6 0.449 89.9 0.504
sˆDPI 2.8 0.036 93.6 0.449 89.9 0.504
j = 2
sIMSE 3.0 0.009 94.2 0.523 91.4 0.576
sˆROT 2.0 0.009 94.2 0.523 91.4 0.576
sˆDPI 2.8 0.009 94.2 0.523 91.4 0.576
Notes:
(i) Pointwise = pointwise inference at x = 0.5, Uniform = uniform inference.
(ii) RMSE = root MSE of point estimator, CR = coverage rate of 95% nominal
confidence intervals, AL = average interval length of 95% nominal confidence intervals.
(iii) UCR = uniform coverage rate of 95% nominal confidence band, AW = average
width of 95% nominal confidence band.
(iv) κIMSE and sIMSE = infeasible IMSE-optimal number of partitions, κˆROT and sˆROT =
feasible rule-of-thumb (ROT) implementation of κIMSE, κˆDPI and sˆDPI = feasible direct
plug-in (DPI) implementation of κIMSE. See §SA-8 and §SA-9 in supplemental appendix
for more details.
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SA-1. Setup and Assumptions. For a d-tuple q = (q1, . . . , qd) ∈ Zd+, define
[q] =
∑d
`=1 q`, x
q = xq11 x
q2
2 · · ·xqdd , q! = q1! · · · qd! and ∂qµ(x) = ∂[q]µ(x)/∂xq11 . . . ∂xqdd .
Unless explicitly stated otherwise, whenever x is a boundary point of some closed
set, the partial derivative is understood as the limit with x ranging within it. Let
0 = (0, · · · , 0)′ and 1 = (1, · · · , 1)′ be the length-d vectors of zeros and ones respec-
tively. The tensor product or Kronecker product operator is ⊗, and the entrywise
division operator (Hadamard division) is . The smallest integer greater than or
equal to u is due.
We use several norms. For a column vector v = (v1, . . . , vM )
′ ∈ RM , we let ‖v‖ =
(
∑M
i=1 v
2
i )
1/2, ‖v‖∞ = max1≤i≤M |vi| and dim(v) = M . For a matrix A ∈ RM×N ,
‖A‖1 = max1≤j≤N
∑M
i=1 |aij |, ‖A‖ = maxi σi(A) and ‖A‖∞ = max1≤i≤M
∑N
j=1 |aij |
for operator norms induced by L1, L2, and L∞ norms respectively, where σi(A) is
the i-th singular value of A. λmax(A) and λmin(A) denote the maximum and mini-
mum eigenvalues of A. For a real-valued function g(x), ‖g‖Lp(X ) = (
∫
X |g(x)|p dx)1/p
and ‖g‖L∞(X ) = ess supx∈X |g(x)|, and let Cs(X ) denote the space of s-times con-
tinuously differentiable functions on X .
We also use standard empirical process notation: En[g] = En[g(xi)] = 1n
∑n
i=1 g(xi),
E[g] = E[g(xi)], and Gn[g] = Gn[g(xi)] = 1√n
∑n
i=1(g(xi)− E[g(xi)]). For sequences
of numbers or random variables, we use an . bn to denote lim supn |an/bn| is finite,
and an .P bn or an = OP(bn) to denote lim sup→∞ lim supn P[|an/bn| ≥ ] = 0.
an = o(bn) implies an/bn → 0, and an = oP(bn) implies that an/bn →P 0 where →P
denotes convergence in probability. an  bn implies that an . bn and bn . an.  
denotes convergence in distribution, and for two random variables X and Y , X =d Y
implies that they have the same probability distribution.
We set µ(x) := ∂0µ(x) and likewise µ̂j(x) := ∂̂0µj(x) for j = 0, 1, 2, 3. Let
X = [x1, . . . ,xn]
′. Finally, let C,C1, C2, . . . denote universal constants which may
be different in different uses.
SA-1.1. Setup. As a complete reference, this section repeats the setup, assump-
tions, and notation used in the main paper.
We study the standard nonparametric regression setup, where {(yi,x′i), i = 1, . . . n}
is a random sample from the model
(SA-1.1) yi = µ(xi) + εi, E[εi|xi] = 0, E[ε2i |xi] = σ2(xi),
for a scalar response yi and a d-vector of continuously distributed covariates xi =
(x1,i, . . . , xd,i)
′ with compact support X . The object of interest is the unknown
regression function µ(·) and its derivatives.
We focus on partitioning-based, or locally-supported, series (linear sieve) least
squares regression estimators. Let ∆ = {δl : 1 ≤ l ≤ κ¯} be a collection of open
and disjoint subsets of X such that the closure of their union is X . Every δl ∈ ∆ is
restricted to be polyhedral. An important special case is tensor-product partitions,
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in which case the support of the regressors is of tensor product form and each
dimension of X is partitioned marginally into intervals.
Based on a particular partition, the dictionary of K basis functions, each of order
m (e.g., m = 4 for cubic splines) is denoted by
xi 7→ p(xi) := p(xi; ∆,m) = (p1(xi; ∆,m), · · · , pK(xi; ∆,m))′.
For a point x ∈ X and q = (q1, . . . , qd)′ ∈ Zd+, the partial derivative ∂qµ(x) is
estimated by least squares regression
∂̂qµ(x) = ∂qp(x)′β̂, β̂ ∈ arg min
b∈RK
n∑
i=1
(yi − p(xi)′b)2,
Our assumptions will guarantee that the sample matrix En[p(xi)p(xi)′] is nonsin-
gular with probability approaching one in large samples, and thus we write the
estimator as
∂̂qµ0(x) := γ̂q,0(x)
′En [Π0(xi)yi] , where
γ̂q,0(x)
′ := ∂qp(x)′En[p(xi)p(xi)′]−1 and Π0(xi) := p(xi).
(SA-1.2)
The order m of the basis is usually fixed in practice, and thus the tuning parameter
for this class of nonparametric estimators is ∆. As n→∞, κ¯→∞, and the volume
of each δl shrinks proportionally to h
d, where h = max{diam(δ) : δ ∈ ∆}.
SA-1.2. Assumptions. We list our main assumptions for completeness. Detailed
discussion can be found in the main paper. The first assumption concerns the data
generating process.
Assumption SA-1 (Data Generating Process).
(a) {(yi,x′i) : 1 ≤ i ≤ n} are i.i.d. satisfying (SA-1.1), where xi has compact
connected support X ⊂ Rd and an absolutely continuous distribution function.
The density of xi, f(·), and the conditional variance of yi given xi, σ2(·), are
bounded away from zero and continuous.
(b) µ(·) is S-times continuously differentiable, for S ≥ [q], and all ∂ςµ(·), [ς] = S,
are Ho¨lder continuous with exponent % > 0.
Assumption SA-2 (Quasi-Uniform Partition). The ratio of the sizes of inscribed
and circumscribed balls of each δ ∈ ∆ is bounded away from zero uniformly in δ ∈ ∆,
and
max{diam(δ) : δ ∈ ∆}
min{diam(δ) : δ ∈ ∆} . 1,
where diam(δ) denotes the diameter of δ. Further, for h = max{diam(δ) : δ ∈ ∆},
assume h = o(1).
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The next assumption requires that the basis is locally supported. We employ the
notion of active basis: a function p(·) on X is active on δ ∈ ∆ if it is not identically
zero on δ.
Assumption SA-3 (Local Basis).
(a) For each basis function pk, k = 1, . . . ,K, the union of elements of ∆ on which
pk is active is a connected set, denoted by Hk. For all k = 1, . . . ,K, both the
number of elements of Hk and the number of basis functions which are active
on Hk are bounded by a constant.
(b) For any a = (a1, · · · , aK)′ ∈ RK ,
a′
∫
Hk
p(x; ∆,m)p(x; ∆,m)′ dx a & a2khd, k = 1, . . . ,K.
(c) Let [q] < m. For an integer ς ∈ [[q],m), for all ς, [ς] ≤ ς,
h−[ς] . inf
δ∈∆
inf
x∈clo(δ)
‖∂ςp(x; ∆,m)‖ ≤ sup
δ∈∆
sup
x∈clo(δ)
‖∂ςp(x; ∆,m)‖ . h−[ς]
where clo(δ) is the closure of δ, and for [ς] = ς + 1,
sup
δ∈∆
sup
x∈clo(δ)
‖∂ςp(x; ∆,m)‖ . h−ς−1.
We remind readers that Assumption SA-2 and SA-3 implicitly relate the number
of approximating series terms, the number of cells in ∆, and the maximum mesh
size: K  κ¯  h−d.
The next assumption gives an explicit high-level expression of the leading approx-
imation error which is needed for bias correction and integrated mean squared error
(IMSE) expansion. To simplify notation, for each x ∈ X define δx as the element of
∆ whose closure contains x and hx for the diameter of this δx.
Assumption SA-4 (Approximation Error). Let S ≥ m. For all ς satisfying
[ς] ≤ ς in Assumption SA-3, there exists s∗ ∈ S∆,m, the linear span of p(x; ∆,m),
and
Bm,ς(x) = −
∑
u∈Λm
∂uµ(x)h
m−[ς]
x Bu,ς(x)
such that
(SA-1.3) sup
x∈X
|∂ςµ(x)− ∂ςs∗(x) +Bm,ς(x)| . hm+%−[ς]
and
(SA-1.4) sup
δ∈∆
sup
x1,x2∈clo(δ)
|Bu,ς(x1)−Bu,ς(x2)|
‖x1 − x2‖ . h
−1
where Bu,ς(·) is a known function that is bounded uniformly over n, and Λm is a
multi-index set, which depends on the basis, with [u] = m for u ∈ Λm.
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Our last assumption concerns the basis used for bias correction. Specifically, for
some m˜ > m, let p˜(x) := p˜(x; ∆˜, m˜) be a basis of order m˜ defined on a partition
∆˜ with maximum mesh h˜. Objects accented with a tilde always pertain to this
secondary basis and partition for bias correction. See the main text for complete
discussion.
Assumption SA-5 (Bias Correction). The partition ∆˜ satisfies Assumption SA-
2, with maximum mesh h˜, and the basis p˜(x; ∆˜, m˜), m˜ > m, satisfies Assumptions
SA-3 and SA-4 with ς˜ = ς˜(m˜) ≥ m in place of ς. Let ρ := h/h˜, which obeys ρ→ ρ0 ∈
(0,∞). In addition, for j = 3, either (i) p˜(x; ∆˜, m˜) spans a space containing the
span of p(x; ∆,m), and for all u ∈ Λm, ∂up(x; ∆,m) = 0; or (ii) both p(x; ∆,m)
and p˜(x; ∆˜, m˜) reproduce polynomials of degree [q].
SA-2. Technical Lemmas. We present a series of technical lemmas that will
be used for pointwise and uniform analysis. To begin with, we introduce additional
notation to simplify our expressions. The following are frequently used outer-product
matrices:
Qm = E[p(xi)p(xi)′], Q̂m = En[p(xi)p(xi)′],
Qm˜ = E[p˜(xi)p˜(xi)′], Q̂m˜ = En[p˜(xi)p˜(xi)′],
Qm,m˜ = E[p(xi)p˜(xi)′], Q̂m,m˜ = En[p(xi)p˜(xi)′].
In the main paper, we define four partitioning-based nonparametric estimators,
numbered as j = 0, 1, 2, 3, which can be written in exactly the same form:
∂̂qµj(x) := γ̂q,j(x)
′En[Πj(xi)yi].
We summarize the definitions of these quantities here. For j = 0 (classical estimator
without bias correction),
(SA-2.1) γ̂q,0(x)
′ := ∂qp(x)′Q̂−1m and Π0(xi) := p(xi).
For j = 1 (high-order-basis bias correction),
(SA-2.2) γ̂q,1(x)
′ := ∂qp˜(x)′Q̂−1m˜ , and Π1(xi) := p˜(xi).
For j = 2 (least squares bias correction),
γ̂q,2(x)
′ :=
(
γ̂q,0(x)
′,−γ̂q,0(x)′Q̂m,m˜Q̂−1m˜ + γ̂q,1(x)′
)
and Π2(xi) :=
(
p(xi)
′, p˜(xi)′
)′
.
(SA-2.3)
For j = 3 (plug-in bias correction),
γ̂q,3(x)
′ =
(
γ̂q,0(x)
′,
∑
u∈Λm
{
γ̂u,1(x)
′hm−[q]x Bu,q(x)
− γ̂ ′q,0En[p(xi)hmxiBu,0(xi)γ̂u,1(xi)′]
})
,
and Π3(xi) :=
(
p(xi)
′, p˜(xi)′
)′
.
(SA-2.4)
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For j = 0, 1, 2, 3, γq,j(x) is defined as γ̂q,j(x) in (SA-2.1), (SA-2.2), (SA-2.3)
and (SA-2.4) but with sample averages replaced by their population counterparts.
Finally, define
Σj = E[Πj(xi)Πj(xi)′σ2(xi)], Σ¯j = En[Πj(xi)Πj(xi)′σ2(xi)]
Σ̂j = En[Πj(xi)Πj(xi)′ε̂2i,j ], ε̂i,j = yi − µ̂j(xi),
Ωj(x) = γq,j(x)
′Σjγq,j(x), and Ω̂j(x) = γ̂q,j(x)′Σ̂jγ̂q,j(x).
(SA-2.5)
The next lemma establishes the rate of convergence and boundedness for Q̂m
and other relevant matrices, which will be crucial for both pointwise and uniform
analysis. Since the orders of bases used to construct bias corrected estimators are
fixed and mesh size ratio ρ→ ρ0 ∈ (0,∞) by Assumption SA-5, the same conclusions
also apply to Q̂m˜, Qm˜ and other related quantities, though we do not make it explicit
in the statement.
Lemma SA-2.1. Under Assumptions SA-1–SA-3,
hd . λmin(Qm) ≤ λmax(Qm) . hd, ‖Q−1m ‖∞ . h−d.
Moreover, when logn
nhd
= o(1), we have
‖Q̂m −Qm‖∞ .P hd
√
log n
nhd
= oP(h
d), ‖Q̂m −Qm‖ .P hd
√
log n
nhd
= oP(h
d),
‖Q̂m‖ .P hd, ‖Q̂−1m ‖ .P h−d, ‖Q̂−1m ‖∞ .P h−d,
‖Q̂−1m −Q−1m ‖∞ .P h−d
√
log n
nhd
= oP(h
−d),
‖Q̂−1m −Q−1m ‖ .P h−d
√
log n
nhd
= oP(h
−d), and
‖Σ¯0 −Σ0‖ .P hd
√
log n
nhd
= oP(h
d).
The next lemma shows that the asymptotic error expansion specified in Assump-
tion SA-4 translates into the bias expansion for the classical point estimator ∂̂qµ0(·),
which is (partly) reported in Lemma 3.1 of the main paper. Importantly, the follow-
ing lemma also gives a uniform bound on the conditional bias which is crucial for
least squares bias correction (j = 2) and uniform inference.
Lemma SA-2.2 (Conditional Bias). Let Assumptions SA-1–SA-4 hold. If logn
nhd
=
o(1), then,
E[∂̂qµ0(x)|X]− ∂qµ(x) = Bm,q(x)− γ̂q,0(x)′En[Π0(xi)Bm,0(xi)] +OP(hm+%−[q]),
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and
sup
x∈X
∣∣∣E[∂̂qµ0(x)|X]− ∂qµ(x)∣∣∣ .P hm−[q].
Moreover, if the following condition is also satisfied,
(SA-2.6) max
1≤k≤K
∫
Hk
pk(x; ∆,m)Bm,0(x) dx = o(h
m+d),
then ‖γ̂q,0(x)′En[Π0(xi)Bm,0(xi)]‖L∞(X ) = oP(hm−[q]).
Equation (SA-2.6) implies that the leading approximation error is approximately
orthogonal to p(·), in which case the L∞ approximation error coincides with the
leading smoothing bias of ∂̂qµ0(·).
The next lemma shows that γ̂q,j(x) in (SA-2.1), (SA-2.2), (SA-2.3), and (SA-2.4)
converge to their population counterpart γq,j(x) in a proper sense, and all the γq,j(x)
are sufficiently controlled in terms of both L∞- and L2-operator norms.
Lemma SA-2.3. Let Assumptions SA-1, SA-2, SA-3, and SA-5 hold. If logn
nhd
=
o(1), then,
sup
x∈X
‖γq,j(x)′‖∞ . h−d−[q], sup
x∈X
‖γ̂q,j(x)′ − γq,j(x)′‖∞ .P h−d−[q]
√
log n
nhd
,
sup
x∈X
‖γq,j(x)′‖ . h−d−[q], inf
x∈X
‖γq,j(x)′‖ & h−d−[q], and
sup
x∈X
‖γ̂q,j(x)′ − γq,j(x)′‖ .P h−d−[q]
√
log n
nhd
.
The last lemma in this section proves that the asymptotic variance of classical
and bias-corrected estimators is properly bounded. Importantly, we need not only
an upper bound, but also a lower bound since the variance term appears in the
denominator of t-statistics.
Lemma SA-2.4. Let Assumptions SA-1, SA-2, SA-3, and SA-5 hold. If logn
nhd
=
o(1),
sup
x∈X
Ωj(x) . h−d−2[q] and inf
x∈X
Ωj(x) & h−d−2[q].
This lemma also implies that bias correction does not change the asymptotic order
of the variance.
SA-3. Integrated Mean Squared Error. We now state an integrated mean
squared error (IMSE) result that specializes Theorem 4.1 in the main paper to the
case of general tensor-product partitions but is less restricted than Theorem 4.2. In
particular, we allow for any q and do not rely on Assumption 6(c). This result gives
the key ingredient for characterizing the limit V∆,q and B∆,q in some generality.
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To be specific, throughout this section, we assume the support of the regressors
is of tensor-product form, that each dimension of X is partitioned marginally into
intervals, and ∆ is the tensor product of these intervals. Let X` = [x`, x`] be the
support of covariate ` = 1, 2, . . . , d, and partition this into κ` disjoint subintervals
defined by {x` = t`,0 < t`,1 < · · · < t`,κ`−1 < t`,κ` = x`}. If this partition of X`
is ∆`, then a complete partition of X can be formed by tensor products of the
one-dimensional partitions: ∆ = ⊗d`=1∆`, with κ = (κ1, κ2, . . . , κd)′ collecting the
number of subintervals in each dimension of xi, and κ¯ = κ1κ2 · · ·κd. A generic cell
of this partition is the rectangle
(SA-3.1) δl1...ld = {x : t`,l` < x` < t`,l`+1, 0 ≤ l` ≤ κ` − 1 1 ≤ ` ≤ d}.
Assumption SA-2 can be verified by choosing the knot positions appropriately, often
dividing X` uniformly or by quantiles.
As before, δx is the subrectangle in ∆ containing x, and we write bx for the vector
collecting the interval lengths of δx (as defined in Assumption 6). t
L
x denotes the
start point of δx. For ` = 1, . . . , d, for a generic cell δl1...ld as in (SA-3.1), we write
b`,l` = t`,l`+1 − t`,l` , l` = 0, . . . , κ` − 1, b` = max0≤l`≤κ`−1 b`,l` and b = max1≤`≤d b`
(b  h by Assumption SA-2).
Theorem SA-3.1 (IMSE for Tensor-Product Partitions). Suppose that the con-
ditions in Theorem 4.1 and Assumptions 6(a)–(b) hold. Then, for any arbitrary
sequence of points {τk}Kk=1 such that τk ∈ supp(pk(·)) for each k = 1, . . . ,K,
V∆,q = Vκ,q + o(h
−d−2[q]) and B∆,q = Bκ,q + o(h2m−2[q]), with
Vκ,q = κ
1+2q
K∑
k=1
[σ2(τk)w(τk)
f(τk)
d∏
`=1
g`(τk)
]
e′kH
−1
0 Hqek vol(δτk)  h−d−2[q],
Bκ,q =
∑
u1,u2∈Λm
κ−(u1+u2−2q)
{
Bu1,u2,q + v
′
u1,0H
−1
0 HqH
−1
0 vu2,0 − 2v′u1,qH−10 vu2,0
}
. h2m−2[q],
where the K-dimensional vector ek is the k-th unit vector (i.e., ek has a 1 in the
k-th position and 0 elsewhere), g(x) = (g1(x), . . . , gd(x))
′ is discussed below,
Hq = κ
−2q
∫
[0,1]d
∂qp(x)∂qp(x)′dx,
Bu1,u2,q = ηu1,u2,q
∫
[0,1]d
∂u1µ(x)∂u2µ(x)
g(x)u1+u2−2q
w(x)dx,
and the K-dimensional vector vu,q has k-th typical element√
w(τk)∂
uµ(τk)
κqg(τk)u−q
∫
X
h
m−[q]
x
bu−qx
∂qpk(x)Bu,q(x)dx.
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This theorem takes advantage of the assumed tensor-product structure of the
partition ∆ to express the leading bias and variance as proportional to the number
of subintervals used for each regressor. The accompanying constants are expressed
as sums over the local contributions of the basis function p(·) used, and are easy to
be shown bounded in general (they may still not converge to any well-defined limit
at this level of generality).
Assumption 6(a) used in Theorem SA-3.1 (and in Theorem 4.2) slightly strength-
ens the quasi-uniform condition imposed in Assumption SA-2. It can be verified
by choosing knot positions appropriately. Specifically, let ∆ be a tensor-product
partition (see Equation (SA-3.1)) with (marginal) knots chosen as
t`,l = G
−1
`
(
l
κ`
)
, l = 0, 1, . . . , κ`, ` = 1, 2, . . . , d,
where G`(·) is a univariate continuously differentiable distribution function and
G−1` (v) = inf{x ∈ R : G`(x) ≥ v}. In this case the function g`(·) in Assumption
6(a) is simply the density of G`(·). Two examples commonly used in practice are:
(i) evenly-spaced partitions, denoted by ∆ES, where G`(x) = x and g`(x) = 1, and
(ii) quantile-spaced partitions, denoted by ∆QS, where G`(x) = F̂`(x) with F̂`(x)
the empirical distribution function for the `-th covariate, ` = 1, 2, . . . , d. For the
case of quantile-spaced partitioning, if F̂`(x) convergences to F`(x) = P[x` ≤ x] in
a suitable sense, g`(x) = dF`(x)/dx, i.e., the marginal density of x`. See [1] and [2]
for a slightly more high-level condition in the context of univariate B-splines.
Assumption 6(b) in Theorem SA-3.1 (and in Theorem 4.2) involves a scaling
factor h
2m−2[q]
x
b
u1+u2−2[q]
x
. In Section SA-1 we do not add specific restrictions on the shape
of cells in ∆ and thus the diameter of a cell is used to conveniently express the
order of approximation error (denoted by h), but for tensor-product partitions the
approximation error is usually characterized by the lengths of intervals on each axis
(denoted by bx), as illustrated in Section SA-6. Therefore, the scaling factor makes
the above theorem immediately apply to the three leading examples in Section SA-
6 based on tensor-product partitioning schemes (splines, wavelets, and piecewise
polynomials).
Using Theorem SA-3.1, the IMSE-optimal tuning parameter selector for partitioning-
based series estimators becomes
κIMSE,q = arg min
κ∈Zd++
{
1
n
Vκ,q +Bκ,q
}
,
which is still given in implicit form because the leading constants are not known to
converge at this level of generality. It follows that κIMSE,q = (κIMSE,q,1, . . . , κIMSE,q,d)
′
with κIMSE,q,`  n
1
2m+d , ` = 1, 2, · · · , d.
SA-4. Rates of Convergence. In this section, we discuss rates of convergence
for the classical estimator and three bias-corrected estimators. Some results, such
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as the L2 and uniform convergence rates for ∂̂qµ0(x), are also reported in Theorem
4.3 of the main paper.
To begin with, we first report pointwise linearization which is an important inter-
mediate step towards pointwise asymptotic normality.
Lemma SA-4.1 (Pointwise Linearization). Let Assumptions SA-1–SA-5 hold. If
logn
nhd
= o(1), then for each x ∈ X and j = 0, 1, 2, 3,
∂̂qµj(x)− ∂qµ(x) = γq,j(x)′En[Πj(xi)εi] +R1n,q(x) +R2n,q(x), where
R1n,q(x) :=
(
γ̂q,j(x)− γq,j(x)′
)
En[Πj(xi)εi] .P
√
log n
nhd+[q]
,
R2n,q(x) := E[∂̂qµj(x)|X]− ∂qµ(x) .P hm−[q].
Furthermore, for j = 1, 2, 3, R2n,q(x) .P hm+%−[q].
We can use Lemma SA-4.1 to establish the limiting distribution of the standard-
ized t-statistics as given in Theorem 5.1 of the main paper. The proof is available
in Section SA-10.9.
Remark SA-4.1. The term denoted by R2n,q(x) captures the conditional bias of
the point estimator. We establish a sharp bound on it by applying Bernstein’s max-
imal inequality to control the largest element of En[Π0(xi)Bm,0(xi)] and employing
the bound on the uniform norm of Q̂−1m derived in Lemma SA-2.1. This result im-
proves on previous results in the literature and, in particular, confirms a conjecture
posed by [4, Comment 4.2(ii), p. 352], for partitioning-based series estimation in
general. To be precise, in their setup, `kck can be understood as an uniform bound
on the L2 approximation error (orthogonal to the approximating basis). Thus, using
our results, we obtain
p(x)′(Q̂−1 −Q−1)Gn[p(xi)`kck] .P
√
log n
nhd
·
√
log n
hd
`kck,
which coincides with Equation (4.15) of [4], up to a normalization, thereby improving
on the approximation established in their Equation (4.12). See our proof of Lemmas
SA-2.2 and SA-4.1 for more details. 
For uniform convergence, we need to upgrade the above lemma to a uniform
version at the cost of some stronger conditions:
Lemma SA-4.2 (Uniform Linearization). Let Assumptions SA-1–SA-5 hold. For
each j = 0, 1, 2, 3, define R1n,q(x) and R2n,q(x) as in Lemma SA-4.1. Assume one
of the following holds:
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(i) E[|εi|2+ν ] <∞ for some ν > 0, and n
2
2+ν (logn)
2ν
4+2ν
nhd
. 1; or
(ii) E[|εi|3 exp(|εi|)] <∞, and (logn)
3
nhd
. 1.
Then, supx∈X |R1n,q(x)| .P lognnhd+[q] =: R¯1n,q. For j = 0, supx∈X |R2n,q(x)| .P
hm−[q] =: R¯2n,q, and for j = 1, 2, 3, supx∈X |R2n,q(x)| .P hm+%−[q] =: R¯2n,q.
Given Lemma SA-4.1 and SA-4.2, we are ready to derive the desired rates of
convergence.
Theorem SA-4.1 (Convergence Rates). Let Assumption SA-1, SA-2, and SA-
3 hold. Also assume that supx∈X |∂qµ(x) − ∂qs∗(x)| . hm−[q] with s∗ defined in
Assumption SA-4. Then, if logn
nhd
= o(1),∫
X
(
∂̂qµ0(x)− ∂qµ(x)
)2
w(x)dx .P
1
nhd+2[q]
+ h2(m−[q]).
In addition, under the conditions of Lemma SA-4.2, for each j = 0, 1, 2, 3,
sup
x∈X
∣∣∣∂̂qµj(x)− ∂qµ(x)∣∣∣ .P h−(d/2+[q])√ log nn + R¯1n,q + R¯2n,q =: Rucq,j
where R¯1n,q and R¯2n,q are defined in Lemma SA-4.2.
Relying on the uniform convergence results, we can further show the consistency
of variance estimates Ω̂j(x) defined in Section SA-2. The results in the following
theorem are partly reported in Theorem 5.2 in the main paper.
Theorem SA-4.2 (Variance Estimate). Let Assumptions SA-1–SA-5 hold.
(i) Assume that E[|εi|2+ν ] <∞ for some ν > 0, and n
2
2+ν (logn)
2ν
4+2ν
nhd
= o(1). Then
for each j = 0, 1, 2, 3,
‖Σ̂j −Σj‖ .P hd
(
Ruc0,j +
n
1
2+ν (log n)
ν
4+2ν√
nhd
)
= oP(h
d), and
sup
x∈X
∣∣∣Ω̂j(x)− Ωj(x)∣∣∣ .P h−d−2[q]
(
Ruc0,j +
n
1
2+ν (log n)
ν
4+2ν√
nhd
)
= oP(h
−d−2[q])
where Ruc0,j is the uniform convergence rate given in Theorem SA-4.1 with
q = 0.
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(ii) Assume that E[|εi|3 exp(|εi|)] < ∞, and (logn)
3
nhd
= o(1). Then for each j =
0, 1, 2, 3,
‖Σ̂j −Σj‖ .P hd
(
Ruc0,j +
(log n)3/2√
nhd
)
= oP(h
d), and
sup
x∈X
∣∣∣Ω̂j(x)− Ωj(x)∣∣∣ .P h−d−2[q]
(
Ruc0,j +
(log n)3/2√
nhd
)
= oP(h
−d−2[q]).
SA-5. Uniform Inference.
SA-5.1. Strong Approximation. Now we move on to uniform inference. The fol-
lowing t-statistic processes are of interest:
T̂j(x) =
∂̂qµj(x)− µ(x)√
Ω̂j(x)/n
, x ∈ X , j = 0, 1, 2, 3.
Let rn be a positive non-vanishing sequence, which will be used to denote the
approximation error rate in the following analysis. As the first step, we employ
Lemma SA-2.3 and Theorem SA-4.2 to show that the sampling and estimation
uncertainty of γ̂q,j(x) and Ω̂j(x) are negligible uniformly over x ∈ X . Specifically,
define
tj(x) =
γq,j(x)
′√
Ωj(x)
Gn[Πj(xi)εi], x ∈ X , j = 0, 1, 2, 3.
The following lemma, which appears as Lemma 6.1 in the main paper, shows that
T̂j(·) can be approximated by tj(·) uniformly.
Lemma SA-5.1 (Hats Off). Let Assumptions SA-1–SA-5 hold. Assume one of
the following holds:
(i) E[|εi|2+ν ] <∞ for some ν > 0, and n
2
2+ν (logn)
2+2ν
2+ν
nhd
= o(r−2n ); or
(ii) E[|εi|3 exp(|εi|)] <∞, and (logn)
4
nhd
= o(r−2n ).
Furthermore, for j = 0, assume nhd+2m = o(r−2n ); and for j = 1, 2, 3, assume
nhd+2m+2% = o(r−2n ). Then for each j = 0, 1, 2, 3, supx∈X |T̂j(x)− tj(x)| = oP(r−1n ).
The proof can be found in Section 8.2 of the main paper. Now our task reduces
to construct valid distributional approximation to tj(·) for each j = 0, 1, 2, 3, in
a proper sense. Specifically, we want to show that on a sufficiently rich enough
probability space there exists a copy t′j(·) of tj(·) and a Gaussian process Zj(·)
such that supx∈X |t′j(x) − Zj(x)| = oP(r−1n ). When such a construction is possible,
we can use Zj(·) to approximate the distribution of tj(·), as well as T̂j(·) in view
of Lemma SA-5.1. To save our notation, we denote this strong approximation by
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T̂j(·) =d Zj(·) + oP(r−1n ) in L∞(X ) where L∞(X ) refers to the set of all uniformly
bounded real functions on X equipped with uniform norm.
We will show in the following that there exists an unconditional Gaussian approx-
imating process
Zj(x) =
γq,j(x)
′Σ1/2j√
Ωj(x)
NKj , x ∈ X , for j = 0, 1, 2, 3,
where NKj is a Kj-dimensional standard Normal vector with Kj = dim(Πj(·)).
As discussed in the main paper, we may have two strategies to construct strong
approximations. The next theorem employs KMT coupling techniques.
Theorem SA-5.1 (Strong Approximation: KMT Coupling). Let the conditions
of Lemma SA-5.1 hold, and for j = 2, 3, also assume that (logn)
3/2√
nhd
= oP(r
−2
n ). In
addition, assume one of the following holds:
(i) supx∈X E[|εi|2+ν¯ |xi = x] <∞ for some ν¯ > 0, and n
2
2+ν¯
nhd
= o(r−2n );
(ii) supx∈X E[|εi|3 exp(|εi|)|xi = x] <∞.
Then for d = 1 and j = 0, 1, 2, 3, T̂j(·) =d Zj(·) + oP(r−1n ) in L∞(X ). When d > 1
and p(·) is a Haar basis, the same result still holds for j = 0.
Unfortunately, extending this to general multi-dimensional cases needs some non-
trivial results which are not available in current strong approximation literature, to
the best of our knowledge. Thus, when d ≥ 2, we employ an improved version of
Yurinskii’s inequality due to [3], which allows us to replace the Euclidean norm in
the original version of Yurinskii’s inequality by a sup-norm. Since basis functions
considered in this paper are locally supported, a metric of distance between random
vectors in terms of sup-norm leads to a weaker rate restriction than that previously
used in literature, though still stronger than what we obtained in Theorem SA-
5.1. The result is reported in Theorem 6.2 of the main paper. We restate it in the
following for completeness. The proof can be found in Section 8.4 of the main paper.
Theorem SA-5.2 (Strong Approximation: Yurinskii’s coupling). Let the condi-
tions of Lemma SA-5.1 hold. In addition, assume that supx∈X E[|εi|3|xi = x] < ∞
and (logn)
4
nh3d
= o(r−6n ). Then for j = 0, 1, 2, 3, T̂j(·) =d Zj(·) + oP(r−1n ) in L∞(X ).
SA-5.2. Implementation. {Zj(x) : x ∈ X} is still an infeasible approximation
of {T̂j(x) : x ∈ X}. Our next objective is to construct practicably feasible distri-
butional approximations. To be precise, we construct Gaussian processes {Ẑj(x) :
x ∈ X}, with distributions known conditional on the data (y,X), and there exists a
copy Ẑ ′j(·) of Ẑj(·) in a sufficiently rich probability space such that (i) Ẑ ′j(·) =d Ẑj(·)
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conditional on the data (y,X) and (ii) for some positive non-vanishing sequence rn
and for all η > 0,
P∗
[
sup
x∈X
|Ẑ ′j(x)− Zj(x)| ≥ ηr−1n
]
= oP(1),
where P∗[·] = P[·|y,X] denotes the probability operator conditional on the data.
When such a feasible process exists, we write Ẑj(·) =d∗ Zj(·) + oP∗(r−1n ) in L∞(X ).
From a practical perspective, sampling from Ẑj(·), conditional on the data, is pos-
sible and provides a valid distributional approximation.
Our first construction is a direct plug-in approach using the conclusion of Theo-
rem SA-5.1 and SA-5.2. All unknown objects are replaced by consistent estimators
already used in the feasible t-statistics:
Ẑj(x) =
γ̂q,j(x)
′Σ̂1/2j√
Ω̂j(x)
NKj , x ∈ X , j = 0, 1, 2, 3
The validity of this method is shown in Theorem 6.3 of the main paper. We restate
it in the following whose proof is available in Section 8.5 of the main paper.
Theorem SA-5.3 (Plug-in Approximation). Let the conditions in Lemma SA-
5.1 hold. Furthermore, for j = 2, 3,
(i) when E[|εi|2+ν ] <∞ for some ν > 0, assume that n
1
2+ν (logn)
4+3ν
4+2ν√
nhd
= o(r−2n );
(ii) when E[|εi|3 exp(|εi|)] <∞, assume that (logn)
5/2√
nhd
= o(r−2n ).
Then for each j = 0, 1, 2, 3, Ẑj(·) =d∗ Zj(·) + oP∗(r−1n ) in L∞(X ).
Our second construction, which is not reported in the main paper, is inspired by
the intermediate approximation in Lemma 8.2 of the main paper. Again, γq,j(x) and
Ωj(x) can be simply replaced by their sample analogues, and ζi’s can be generated by
sampling from an n-dimensional standard Gaussian vector independent of the data.
The key unknown quantity is the conditional variance function σ2(x) = E[ε2i |xi = x].
If the errors are homoskedastic, one can simply let σ2(·) = 1. If not, we need an
estimator σ̂(·) of the conditional variance satisfying a mild condition on uniform
convergence, and then we can construct
ẑj(x) =
γ̂q,j(x)
′√
Ω̂j(x)
Gn[Πj(xi)ζiσ̂(xi)], x ∈ X , j = 0, 1, 2, 3.
In practice one may simply construct a nonparametric estimator of σ2(·) by using,
for example, regression splines or smoothing splines. See [14, Chapter 22.4] for more
details. We do not elaborate on this issue, but the next theorem shows the validity
of this approach.
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Theorem SA-5.4. Let the conditions in Lemma SA-5.1 hold, and σˆ2(·) is an
estimator of σ2(·) such that max1≤i≤n |σˆ2(xi) − σ2(xi)| = oP(r−1n (log n)−1/2). For
j = 2, 3, further assume (logn)
3/2√
nhd
= o(r−2n ). Then for each j = 0, 1, 2, 3, ẑj(·) =d∗
Zj(·) + oP∗(r−1n ) in L∞(X ).
Our third approach to approximating the infeasible Zj(·) employs an easy-to-
implement wild bootstrap procedure. Specifically, for i.i.d. bounded random vari-
ables {ωi : 1 ≤ i ≤ n} with E[ωi] = 0 and E[ω2i ] = 1 independent of the data, we
construct bootstrapped t-statistics:
ẑ∗j (x) =
γ̂q,j(x)
′√
Ω̂∗j (x)
Gn[Πj(xi)ωiε̂i,j ], x ∈ X , j = 0, 1, 2, 3,
where ε̂i,j is defined in (SA-2.5), and the bootstrap Studentization Ω̂
∗
j (x) is con-
structed using Σ̂∗j = En[Πj(xi)Πj(xi)′ω2i ε̂2i,j ].
In comparison with previous plug-in approximations, the bootstrap method re-
quires an additional Gaussian approximation step as in either Theorem SA-5.1 or
Theorem SA-5.2 (conditional on the data). These results are stated in the following
two theorems. E∗[·] denotes the expectation conditional on the data.
Theorem SA-5.5 (Wild Bootstrap: KMT). Let the conditions of Lemma SA-5.1
hold. In addition,
(i) when E[|εi|2+ν ] <∞ for some ν > 0, assume that for j = 2, 3, n
1
2+ν (logn)
4+3ν
4+2ν√
nhd
=
o(r−2n );
(ii) when E[|εi|3 exp(|εi|)] < ∞, assume that there exists some constant C > 0
such that for 1 ≤ i ≤ n,
CE∗[|εiωi|3 exp(|εiωi|)] ≤ E∗[|εiωi|2] a.s.,
and for j = 2, 3, (logn)
5/2√
nhd
= o(r−2n ).
Then for each j = 0, 1, 2, 3, ẑ∗j (·) =d∗ Zj(·) + oP∗(r−1n ) in L∞(X ).
The additional condition in (ii) of the above theorem is generally difficult to
verify in practice unless some restrictive conditions, e.g. bounded support of εi, are
imposed.
Theorem SA-5.6 (Wild Bootstrap: Yurinskii). Let the conditions in Theorem
SA-5.2 hold. In addition, for j = 2, 3,
(i) when E[|εi|2+ν ] <∞ for some ν > 0, assume that n
1
2+ν (logn)
4+3ν
4+2ν√
nhd
= o(r−2n );
(ii) when E[|εi|3 exp(|εi|)] <∞, assume that (logn)
5/2√
nhd
= o(r−2n ).
Then for each j = 0, 1, 2, 3, ẑ∗j (·) =d∗ Zj(·) + oP∗(r−1n ) in L∞(X ).
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SA-5.3. Application: Confidence Bands. An immediate application of Theorems
SA-5.1–SA-5.6 is to construct confidence bands for the regression function or its
derivatives. Specifically, for j = 0, 1, 2, 3, and α ∈ (0, 1), we seek a quantile qj(α)
such that
P
[
sup
x∈X
|T̂j(x)| ≤ qj(α)
]
= 1− α+ o(1),
which then can be used to construct uniform 100(1 − α)-percent confidence bands
for ∂qµ(x) of the form[
∂̂qµj(x)± qj(α)
√
Ω̂j(x)/n : x ∈ X
]
.
The following theorem establishes a valid distributional approximation for the suprema
of the t-statistic processes {T̂j(x) : x ∈ X} using [9, Lemma 2.4] to convert our
strong approximation results into convergence of distribution functions in terms of
Kolmogorov distance.
Theorem SA-5.7 (Confidence Band). Let the conditions of Theorem SA-5.1 or
Theorem SA-5.2 hold with rn =
√
log n. If the corresponding conditions of Theorem
SA-5.3 for each j = 0, 1, 2, 3 hold, then
sup
u∈R
∣∣∣∣P [sup
x∈X
|T̂j(x)| ≤ u
]
− P∗
[
sup
x∈X
|Ẑj(x)| ≤ u
]∣∣∣∣ = oP(1).
If the corresponding conditions in Theorem SA-5.4 hold for each j = 0, 1, 2, 3, then
sup
u∈R
∣∣∣∣P [sup
x∈X
|T̂j(x)| ≤ u
]
− P∗
[
sup
x∈X
|ẑj(x)| ≤ u
]∣∣∣∣ = oP(1).
If the corresponding conditions in Theorem SA-5.5 or SA-5.6 hold for each j =
0, 1, 2, 3, then
sup
u∈R
∣∣∣∣P [sup
x∈X
|T̂j(x)| ≤ u
]
− P∗
[
sup
x∈X
|ẑ∗j (x)| ≤ u
]∣∣∣∣ = oP(1).
SA-6. Examples. We now illustrate how Assumptions SA-3, SA-4, and SA-5
are verified for popular basis choices, including B-splines, wavelets, and piecewise
polynomials, and show when (SA-2.6) holds. Note well that even in the cases where
(SA-2.6) holds, we will not make use of this property neither herein nor in our soft-
ware implementation [8], since both bias terms of Lemma SA-2.2 may be important
in finite samples.
The first three subsections illustrate each of these assuming rectangular support,
X = ⊗d`=1X` ⊂ Rd, and correspondingly use tensor-product partitions. We note that
these three in fact overlap in the special cases of m = 1 on a tensor-product partition
(see Equation SA-3.1), leading to so-called zero-degree splines, Haar wavelets, and
regressograms (piecewise constant). The final subsection considers a general parti-
tion. Recall that whenever ∆ covers only strict subset of X , all our results hold on
that subset; the first three subsections may also be interpreted in this light.
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SA-6.1. B-Splines on Tensor-Product Partitions. A univariate spline is a piece-
wise polynomial satisfying certain smoothness constraints. For some integer m` ≥ 1,
let S∆`,m` be the set of splines of order m` with univariate partition ∆`, i.e.,
S∆`,m` =
{
s ∈ Cm`−2(X`) : s(x) is a polynomial of degree (m`−1) on each [t`,l` , t`,l`+1]
}
.
If m` = 1, it is interpreted as the set of piecewise constant functions that are
discontinuous on ∆`. S∆`,m` is a vector space and can be spanned by many equivalent
representing bases. B-splines as a local basis are well studied in literature and enjoy
many nice properties [20, 23].
Define an extended knot sequence ∆`,e such that
t`,−m`+1 = t`,−m`+2 = · · · = t`,0 < t`,1 < · · · < t`,κ`−1 < t`,κ` = · · · = t`,κ`+m`−1,
Then, the m`-th order B-spline with knot sequence ∆`,e is
pl`,m`(x`) = (t`,l`−t`,l`−m`)[t`,l`−m` , · · · , t`,l` ]t(t−x`)m`−1+ , l` = 1, . . . ,K` = κ`+m`−1,
where (a)+ = max{a, 0} and [t1, t2, · · · , tl]t µ(t, x) denotes the divided difference of
µ(t, x) with respect to t, given a sequence of knots t1 ≤ t2 ≤ · · · ≤ tl.
When there is no chance of confusion, we shall write pl`(x`) instead of pl`,m`(x`).
Accordingly, the space of tensor-product polynomial splines of order m = (m1, . . . ,md)
with partition ∆ is spanned by tensor products of univariate B-splines
S∆,m = ⊗d`=1S∆`,m` = span{pl1(x1)pl2(x2) · · · pld(xd)}K1,...,Kdl1=1,...,ld=1.
We have a total of K =
∏d
`=1K` basis functions. The order of univariate basis could
vary across dimensions, but for simplicity we assume that m1 = · · · = md = m and
hence write S∆,m = S∆,m. Also, let pl1...ld(x) = pl1(x1) · · · pld(xd) to further simplify
notation.
Arrange this set of basis functions by first increasing ld from 1 to Kd with other
l`’s fixed at 1 and then increasing l` sequentially. As a result, we construct a one-
to-one correspondence ϕ mapping from {(l1, . . . , ld) : 1 ≤ l` ≤ K`, ` = 1, . . . , d} to
{1, . . . ,K}. Then, we can write pk(x) = pϕ−1(k)(x), k = 1, . . . ,K, which is consistent
with our notation in Section SA-1.
The following lemma shows that Assumptions SA-3 and SA-4 hold for B-splines.
Lemma SA-6.1 (B-Splines Estimators). Let p(x) be a tensor-product B-Spline
basis of order m, and suppose Assumptions SA-1 and SA-2 hold with m ≤ S. Then:
(a) p(x) satisfies Assumption SA-3.
(b) If, in addition,
(SA-6.1) max
0≤l`≤κ`−2
|b`,l`+1 − b`,l` | = O(b1+%), ` = 1, . . . , d,
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then Assumption SA-4 holds with ς = m− 1 and
Bm,ς(x) = −
∑
u∈Λm
∂uµ(x)h
m−[ς]
x
(u− ς)!
bu−ςx
h
m−[ς]
x
BSu−ς
(
(x− tLx) bx
)
where Λm = {u ∈ Zd+ : [u] = m, and u` = m for some 1 ≤ ` ≤ d} and
BSu(x) is the product of univariate Bernoulli polynomials; that is, B
S
u(x) :=∏d
`=1Bu`(x`) with Bu`(·) being the u`-th Bernoulli polynomial and BSu(·) = 0
if u contains negative elements. Furthermore, Equation (SA-2.6) holds.
(c) Let p˜(x) be a tensor-product B-Spline basis of order m˜ > m on the same
partition ∆, and assume m˜ ≤ S. Then Assumption SA-5 is satisfied.
Equation (SA-6.1) gives a precise definition of the strong quasi-uniform condition
on the partition scheme. Assumption SA-2 requires that the volume of all cells vanish
at the same rate but allows for any constant proportionality between neighboring
cells. Presently, cells are further restricted to be of the same volume asymptotically,
and further, a specific rate is required that is related to the smoothness of µ(·). Note
that, for example, equally spaced knots satisfy this conditional trivially. For other
schemes, additional work may be needed. Under (SA-6.1), [2] obtained an expression
of the leading asymptotic error of univariate splines, which was later used by [27] and
[28], among others. Lemma SA-6.1 extends previous results to the multi-dimensional
case, in addition to showing that the high-level conditions in Assumption SA-3 and
SA-4 hold for B-Splines.
When (SA-6.1) fails, it may be possible to obtain results, but additional cumber-
some notation would be needed and the results may be less useful. However, it is
straightforward to verify that without (SA-6.1), there still exists s∗ ∈ S∆,m such
that for all [ς] ≤ ς,
(SA-6.2) sup
x∈X
|∂ςµ− ∂ςs∗| . hm−[ς],
where recall that S∆,m denotes the linear span of p(x; ∆,m). However, this result
does not allow for bias correction or IMSE expansion.
Finally, Λm contains only the multi-indices corresponding to m-th order partial
derivatives of µ(x). This is due to the fact that, as a variant of polynomial ap-
proximation, the total order of tensor-product B-splines is not fixed at m, i.e. some
higher-order components are retained that approximate terms with m-th order cross
partial derivatives. This feature distinguishes tensor-product splines from multivari-
ate splines which do control the total order of bases.
SA-6.2. Wavelets on Tensor-Product Partitions. Our results apply to compactly
supported wavelets, such as Cohen-Daubechies-Vial wavelets [12]. For more back-
ground details see [19, 17, 11], and references therein.
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To describe these estimators, we first introduce the general definition of wavelets
and then show that a large class of orthogonal wavelets satisfy our high-level as-
sumptions. For some integer m ≥ 1, we call φ a (univariate) scaling function or
“father wavelet” of degree m − 1 if (i) ∫R φ(x`) dx` = 1, (ii) φ and all its deriva-
tives up to order m − 1 decrease rapidly as |x`| → ∞, and (iii) {φ(x` − l) : l ∈ Z}
forms a Riesz basis for a closed subspace of L2(R). A real-valued function ψ is
called a (univariate) “mother wavelet” of degree m− 1 if (i) ∫R xv`ψ(x`)dx` = 0 for
0 ≤ v ≤ m− 1, (ii) ψ and all its derivatives decrease rapidly as |x`| → ∞, and (iii)
{2s/2ψ(2sx` − l) : s, l ∈ Z} forms a Riesz basis of L2(R).
We restrict our attention to orthogonal wavelets with compact support. The father
wavelet φ and the mother wavelet ψ are both compactly supported, and for any
integer s0 ≥ 0, any function in L2(R) admits the following (m− 1)-regular wavelet
multiresolutional expansion:
µ(x`) =
∞∑
l=−∞
as0lφs0l(x`) +
∞∑
s=s0
∞∑
l=−∞
bslψsl(x`), x` ∈ R, where
asl =
∫
R
µ(x`)φsl(x`)dx`, φsl(x`) = 2
s/2φ(2sx` − l),
bsl =
∫
R
µ(x`)ψsl(x`)dx`, ψsl(x`) = 2
s/2ψ(2sx` − l),
and {φs0l, l ∈ Z;ψsl, s ≥ s0, l ∈ Z} is an orthonormal basis of L2(R). Accordingly,
to construct an orthonormal basis of L2([0, 1]), one can pick those basis functions
supported in the interior of [0, 1] and add some boundary correction functions. For
details of construction of such a basis see, for example, [12]. With a slight abuse
of notation, in what follows we write {φs0l, l ∈ Ls0 ;ψsl, s ≥ s0, l ∈ Ls} for an
orthonormal basis of L2([0, 1]) rather than L2(R) where Ls0 and Ls are some proper
index sets depending on s0 and s respectively. Again, we use tensor product to form
a multidimensional wavelet basis, and then it fits into the context of our analysis.
The compactness of the father wavelet is needed to verify Assumption SA-3. To
see this, consider a standard multiresolutional analysis setting. A large space, say
L2([0, 1]), is decomposed into a sequence of nested subspaces {0} ⊂ · · · ⊂ V−1 ⊂ V0 ⊂
V1 · · · ⊂ L2([0, 1]). Generally, {φsl, l ∈ Ls} constitutes a basis for Vs, and {ψsl, l ∈
Ls} forms a basis for the orthogonal complement Ws of Vs in Vs+1. Since the support
of φ is compact and {φsl} is generated simply by dilation and translation of φ, [0, 1]
can be viewed as implicitly partitioned. Specifically, by increasing the resolution level
from s to s + 1, the length of the support of φsl is halved. Hence, it is equivalent
to placing additional partitioning knots at the midpoint of each subinterval. In
addition, as the sample size n grows, we allow the resolution level s to increase
(thus written as sn when needed), but each basis function φsnl is supported by only
a finite number of subintervals since the generating scaling function is compactly
supported.
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The above discussion associates the generating process of wavelets at different
levels with a partitioning scheme. It is easy to see that Assumption SA-2 is automat-
ically satisfied in this case, and given a resolution level sn, the mesh width b = 2
−sn .
On the other hand, given a starting level s0, {φs0l, l ∈ Ls0 ;ψsl, s0 ≤ s ≤ sn, l ∈ Ls}
does not satisfy Assumption SA-3, since some functions in such a basis have in-
creasing supports as the resolution level sn →∞. Nevertheless, they span the same
space as {φsn,l, l ∈ Lsn} and hence there exists a linear transformation that connects
the two equivalent bases. Least squares estimators are invariant to such a transfor-
mation. Therefore, we will focus on the following tensor-product (father) wavelet
basis
(SA-6.3) p(x) := ⊗d`=12−sn/2φsn(x`)
where φsn is a vector containing all functions in {φsn,l, l ∈ Lsn}. By multiplying
the basis by 2−sn/2, we drop the normalizing constants that originally appear in
the construction of orthonormal basis. As the next lemma shows, this large class of
orthogonal wavelet bases satisfy our assumptions.
Lemma SA-6.2 (Wavelets Estimators). Let φ and ψ be a scaling function and
a wavelet function of degree m − 1 with q + 1 continuous derivatives, p(x) be the
tensor-product orthogonal (father) wavelet basis of degree m− 1 generated by φ, and
suppose Assumption SA-1 holds with m ≤ S.
(a) p(x) satisfies Assumption SA-3.
(b) Assumption SA-4 holds with ς = q and
Bm,ς(x) = −
∑
u∈Λm
∂uµ(x)hm−[ς]
u!
bm−[ς]
hm−[ς]
BWu,ς(x/b)
where Λm = {u ∈ Zd+ : [u] = m, and u` = m for some 1 ≤ ` ≤ d} and
BWu,ς(x) =
∑
s≥0 ∂
ςξu,s(x) converges uniformly, with ξu,s(·) being a linear com-
bination of products of univariate father wavelet φ and the mother wavelet ψ;
its exact form is notationally cumbersome and is given in Equation (SA-10.14).
Furthermore, Equation (SA-2.6) holds.
(c) Let φ˜ be a scaling function of degree m˜−1 with m+1 continuous derivatives for
some m˜ > m, p˜(x) be the tensor-product orthogonal wavelet basis generated
by φ˜ that has the same resolution level as p(x), and assume m˜ ≤ S. Then
Assumption SA-5 is satisfied.
In addition to verifying that our high-level assumptions hold for wavelets, this
result gives a novel asymptotic error expansion for multidimensional compactly sup-
ported wavelets. Our derivation employs the ideas in [24] and exploits the tensor-
product structure of the wavelet basis. The end result is similar to tensor-product
splines, in the sense that the total order of the approximating basis is not fixed at
m and thus Λm is the same as that for B-splines.
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SA-6.3. Generalized Regressograms on Tensor-Product Partitions. To construct
the generalized regressogram, we first define the piecewise polynomials. What will
distinguish these from splines is that (i) each polynomial is supported on exactly
one cell, and relatedly (ii) no continuity is assumed between cells. First, for some
fixed integer m ∈ Z+, let r(x`) = (1, x`, . . . , xm−1` )′ denote a vector of powers up to
degree m− 1. To extend it to a multidimensional basis, we take the tensor product
of r(x`), denoted by a column vector R(x). The total order of such a basis is not
fixed, and its behavior is more similar to tensor-product B-splines. Following [7, and
references therein], we exclude all terms with degree greater than m − 1 in R(x).
Hence the remaining elements in R(x) are given by xα = xα11 · · ·xαdd for a unique
d-tuple α such that [α] ≤ m − 1. Then we “localize” this basis by restricting it to
a particular subrectangle δl1···ld . Specifically, we write pl1...ld(x) = 1δl1...ld (x)R(x),
where 1δl1...ld (x) is equal to 1 if x ∈ δl1...ld and 0 otherwise. Finally, we rotate the
basis by centering each basis function at the start point of the corresponding cell
and scale it by interval lengths. We can arrange the basis functions according to
a particular ordering ϕ: first order the subrectangles the same way as that for B-
splines, and then within each subrectangle δl1...ld the basis functions in R(x) are
ordered ascendingly in α and ` = 1, . . . , d. Using the same notation as in Section
SA-1, we still write the basis as p(x) = (p1(x), · · · , pK(x))′.
The following lemma shows that Assumptions SA-3 and SA-4 hold for generalized
regressograms.
Lemma SA-6.3 (Generalized Regressograms). Let p(x) be the rotated piecewise
polynomial basis of degree m − 1 based on Legendre polynomials, and suppose that
Assumptions SA-1 and SA-2 hold with m ≤ S. Then,
(a) p(x) satisfies Assumption SA-3.
(b) Assumption SA-4 holds with ς = m− 1 and
Bm,ς(x) = −
∑
u∈Λm
∂uµ(x)h
m−[ς]
x
(u− ς)!
bu−ςx
h
m−[ς]
x
BPu−ς
(
(x− tLx) bx
)
,
where Λm = {u : [u] = m} and
BPu(x) :=
d∏
`=1
(
2u`
u`
)−1
Pu`(x`),
with Pu`(·) being the u`-th shifted Legendre polynomial orthogonal on [0, 1], and
BPu(·) = 0 if u contains negative elements. Furthermore, Equation (SA-2.6)
holds.
(c) Let p˜(x) be a piecewise polynomial basis of degree m˜−1 on the same partition
∆ for some m˜ > m, and assume m˜ ≤ S. Then Assumption SA-5 is satisfied.
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The leading asymptotic error obtained in Lemma SA-6.3 differs from the one in [7]
because it is expressed in terms of orthogonal polynomials. Here we employ Legendre
polynomials P¯m(x) orthogonal on [−1, 1] with respect to the Lebesgue measure, and
then shift them to Pm(x) = P¯m(2x− 1). Thus the shifted Legendre polynomials are
orthogonal on [0, 1]. Further, we allow for more general partitioning schemes.
SA-6.4. Generalized Regressograms on General Partitions. Moving away from
tensor-product partitions will impede verification of Assumption SA-4 in general. A
more typical result, such as Equation (SA-6.2) can be more easily proven in gener-
ality. In practice, however, many data-driven partitioning selection procedures, such
as those induced by regression trees, do not necessarily lead to a tensor-product
partition. There is also a large literature in approximation theory discussing bases
constructed on triangulations or other general partition schemes [e.g., 20]. To demon-
strate the power of our theory, we show presently that for the generalized regresso-
gram we can obtain concrete results on general partitions.
The basis is as described above, but now allowing for cells of general shape. Let
X be convex and tδ be an arbitrary point in each δ ∈ ∆. Hence, tδx is simply a
point in the cell containing x. Construct the rotated piecewise polynomial basis as
in Section SA-6.3, but centering the basis at tδ and rescaling it by the diameter of
δ.
Lemma SA-6.4. Let p(x) be the rotated piecewise polynomial basis of degree
m− 1 on a general partition ∆, and suppose that Assumptions SA-1 and SA-2 hold
with m ≤ S. Then,
(a) p(x) satisfies Assumption SA-3.
(b) Assumption SA-4 holds with ς = m− 1 and
Bm,ς(x) = −
∑
u∈Λm
∂uµ(x)h
m−[ς]
x
(u− ς)!
(x− tδx
hx
)u−ς
1(u ≥ ς),
where Λm = {u : [u] = m} and u ≥ ς ⇔ u1 ≥ ς1, · · · , ud ≥ ςd.
(c) Let p˜(x) be a piecewise polynomial of degree m˜ − 1 on the same partition ∆
for some m˜ > m, and assume m˜ ≤ S. Then Assumption SA-5 is satisfied.
It is a challenging task to construct orthogonal polynomial bases on non-rectangular
domains, which makes Equation (SA-2.6) hard to be satisfied when employing par-
titioning estimators on general partitions. Thus, our more general characterization
(and correction) of the bias is quite useful in this case.
SA-7. Discussion and Extensions.
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SA-7.1. Connecting Splines and Piecewise Polynomials. There is an important
connection between splines and piecewise polynomial bases. Essentially, the former
can be viewed as a piecewise polynomial basis with certain continuity restrictions.
Therefore, the estimators based on the two bases are linked by utilizing the well-
known results about regressions with linear constraints. See [6] for an illustration of
cubic splines as a special case of restricted least squares.
Formally, let us start with the (rotated) piecewise polynomials p discussed in
Section SA-6. For expositional simplicity, we only discuss tensor-product partitions
here. Clearly, p spans a vector space P containing all “piecewise” polynomials with
degree no greater than m− 1 on X :
P :=
{
s(·) : s(·) =
K∑
k=1
akpk(·), ak ∈ R
}
.
Functions in this space are continuous within each subrectangle, but might have
“jumps” along boundaries of cells. Then by imposing certain continuity restrictions
on functions in P, we can construct a subspace S ⊂ P
S :=
{
s(·) : s(·) =
K∑
k=1
akpk(·), ak ∈ R, and ∂ςs(·) ∈ C(X ), ∀[ς] ≤ ι
}
.
where ι ≤ m− 2 is a positive integer that controls the smoothness of the basis (and
thus the smoothness of the estimated function). Since the derivatives of polynomials
are linear in coefficients, the continuity constraints are linear.
Now consider the following restricted least squares:
β̂r = arg min
b∈RK
‖y −Pb‖2 s.t. Rb = 0
where P = (p(x1), . . . ,p(xn))
′ and R is a ϑι × K restriction matrix. ϑι denotes
the number of restrictions depending on the required smoothness ι. If there are no
redundant constraints, R has full row rank. It is well known that given the restriction
matrix R, the least squares estimator can be written as
β̂r = [I− (P′P)−1R′(R(P′P)−1R′)−1R](P′P)−1P′y.
Since the unrestricted least squares estimator β̂ur = (P
′P)−1P′y, the above equation
implies that β̂r = [I− (P′P)−1R′(R(P′P)−1R′)−1R]β̂ur =: (I−U)β̂ur. Therefore,
(SA-7.1) µ̂r(x) = p(x)
′(I−U)β̂ur = µ̂ur(x)− p(x)′Uβ̂ur
where µ̂ur(x) := p(x)
′β̂ur is the unrestricted estimator. With this relation we can
derive expressions of bias and variance for the restricted estimator. Clearly, the
conditional variance V[µ̂r(x)|X] = p(x)′(I − U)V[µ̂ur(x)|X](I − U)′p(x). On the
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other hand, as shown in Lemma SA-6.3, there exists s∗(x) := p(x)′β∗ such that
‖µ− s∗ +Bm,0‖L∞(X ) = o(hm). Hence
E[µ̂r(x)|X]− µ(x)
= p(x)′(I−U)(P′P)−1P′[Pβ∗ −Bm,0 + o(hm)]− µ(x)
= Bm,0(x)− p(x)′(I−U)(P′P)−1P′[Bm,0 + o(hm)]− p(x)′Uβ∗ + o(hm)
whereBm,0 = (Bm,0(x1), . . . ,Bm,0(xn))′. p(x)′Uβ∗ can be viewed as a measure of
to what extent the continuity constraints are satisfied. When s∗(x) is continuous up
to order ι, Rβ∗ is exactly 0 and thus this term vanishes.
To repeat the previous analysis for such a restricted estimator, the main challenge
is to analyze the asymptotic properties of the outer product of the restriction matrix.
Once we know its limiting eigenvalue distributions (e.g., bounds on extreme eigenval-
ues), U can be properly bounded, and then the conclusions in previous sections may
be established with similar proofs. Unfortunately, for general multidimensional cases,
it is difficult and tedious to specify a non-redundant set of continuity constraints
and analyze the eigenvalue distributions of RR′, thus damping the usefulness of
such a method, whereas when d = 1, the restriction matrix is quite straightforward
and well bounded.
Formally, let R be a restriction matrix corresponding to ι¯ = ι+ 1 continuity con-
straints at each partitioning knot, implying that s ∈ S has ι continuous derivatives.
We write the `th restriction at the kth knot as rk`, corresponding to the requirement
that the (`− 1)th derivatives of functions in S are continuous. Explicitly, the entire
restriction matrix admits the following structure:
(SA-7.2) R =

r′11
...
r′1ι¯
...
r′κ1
...
r′κι¯

Restrictions at the 1st knot
Restrictions at the κth knot
As κ increases, the dimension of R also grows. Moreover, ι cannot exceed m − 2
since when m continuity constraints are imposed, S degenerates to the space of
global polynomials of degree no greater than m− 1.
The asymptotic behavior of the restricted estimator is closely related to the ex-
treme eigenvalues of RR′. For a general restriction matrix R with fixed dimensions,
if it contains non-redundant constraints only, the minimum eigenvalue of RR′ is
nonzero. When the number of constraints ϑι → ∞, however, the limit of the mini-
mum eigenvalue does not have to be nonzero, and its limiting behavior depends on
the specific structure of constraints. The next lemma shows that for the particular
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restricted estimators considered here, the eigenvalues of RR′ are indeed bounded
and bounded away from zero uniformly over the number of knots for ι ≤ m− 2.
Lemma SA-7.1 (Restriction Matrix). Let R be the restriction matrix described
as (SA-7.2) with ι ≤ m− 2. Then
1 . λmin(RR′) ≤ λmax(RR′) . 1.
The proof of this lemma employs the specific structure of the restriction matrix.
Generally, the outer product of R takes the following form:
(SA-7.3) RR′ =

A B 0 · · · 0
B′ A B · · · 0
...
. . .
...
0 · · · B′ A B
0 · · · B′ A

where
A =

r′11r11 r′11r12 · · · r′11r1ι¯
r′12r11 r′12r12 · · · r′12r1ι¯
... · · · ...
r′1ι¯r11 r′1ι¯r12 · · · r′1ι¯r1ι¯
 , B =

r′11r21 r′11r22 · · · r′11r2ι¯
r′12r21 r′12r22 · · · r′12r2ι¯
... · · · ...
r′1ι¯r21 r′1ι¯r22 · · · r′1ι¯r2ι¯
 .
Importantly, the form described in (SA-7.3) is usually referred to as a (tridiagonal)
block Toeplitz matrix, meaning that it is a tridiagonal block matrix containing
blocks repeated down the diagonals. It is well known that its asymptotic eigenvalue
distribution is characterized by the Fourier transform
T ι¯(ω) = A + (B + B
′) cosω, ω ∈ [0, 2pi].
As κ→∞, λmin(RR′) converges to the minimum attained by the minimum eigen-
value of T ι¯(ω) as a function of ω on [0, 2pi]. Similarly, the limit of λmax(RR′) is the
maximum attained by the maximum eigenvalue of T ι¯(ω).
SA-7.2. Comparison of Bias Correction Approaches. We make some comparison
of the three bias correction approaches considered in this paper.
First, the higher-order correction (j = 1) and least squares correction (j = 2) are
closely related. Let P = (p(x1), . . . ,p(xn))
′ and P˜ = (p˜(x1), . . . , p˜(xn))′. Clearly,
µ̂2(x) = µ̂1(x) + p(x)
′(P′P)−1P′(I− P˜(P˜′P˜)−1P˜)y
= µ̂1(x) + p(x)
′(P′P)−1P′Mp˜y
where Mp˜ := I− P˜(P˜′P˜)−1P˜′. Importantly, when p and p˜ generate nested models,
i.e., there exists a transformation matrix Υ such that p(·) = Υp˜(·), it is easy to see
28 CATTANEO, FARRELL, AND FENG
that Mp˜P = 0. Thus the higher-order and least squares bias correction approaches
are equivalent. When p˜ and p are not nested bases, the two methods will typically
differ in variance and bias.
To compare their variance, we generally have
V[µ̂2(x)|X] = V[µ̂1(x)|X] + V[p(x)′(P′P)−1P′Mp˜y|X]
+ 2Cov[p˜(x)′(P˜′P˜)−1P˜y, p(x)′(P′P)−1P′Mp˜y|X].
When σ2(x) = σ2, the covariance term is 0, and thus µ̂2 has variance no less than
that of µ̂1. The same conclusion is true for asymptotic variance as shown in the
proof of Lemma SA-2.4.
Regarding their bias, let Bm˜,0(x) = E[µ̂1(x)|X] − µ(x) denote the conditional
bias of µ̂1(x), and Bm˜,0 := (Bm˜,0(x1), . . . ,Bm˜,0(xn))
′. Then E[µ̂2(x)|X] − µ(x) =
Bm˜,0(x) − p(x)′(P′P)−1P′Bm˜,0. Clearly, the second term will asymptotically get
close to the projection of Bm˜,0(x) onto the space spanned by p:
Lp[Bm˜,0](x) := p(x)
′(E[p(x)p(x)′])−1E[p(x)Bm˜,0(x)]
whereLp[·] denotes the projection operator. Therefore, when p and p˜ are not nested
bases, we typically have the bias of µ̂2 no greater than that of µ̂1 in terms of ‖ ·
‖F,L2(X ), where for a real-valued function g(·) on X , ‖g‖F,L2(X ) = (
∫
X |g(x)|2dF (x))1/2.
According to the discussion above, the higher-order and least squares bias correc-
tion approaches do not dominate each other in general, and whether one is preferred
to the other depends on the data generating process and the relation between the two
approximation spaces (or more precisely, the approximation power of p˜ for functions
in the linear span of p). Then a natural question follows: is there an optimal weight-
ing scheme when p and p˜ are not nested? Again, assume εi’s are homoskedastic for
simplicity, and we take a weighted average of µ̂1 and µ̂2: µ̂w,bc := wµ̂2 + (1− w)µ̂1
where w ∈ [0, 1]. Then using a conclusion in the proof of Lemma SA-2.4, the change
in the integrated asymptotic variance (weighted by the design density f(x)) is
w2σ2
∫
X
p(x)′Q−1m (Qm −Qm,m˜Q−1m˜ Q′m,m˜)Q−1m p(x)f(x)dx =: w2V¯ .
On the other hand, by the property of projection operator, the change in the inte-
grated squared bias (weighted by the design density f(x)) is
(w2 − 2w)
∫
X
(Lp[Bm˜,0](x))
2 f(x)dx =: (w2 − 2w)B¯.
It is easy to see the optimal weight is w∗ = B¯/(B¯ + V¯ ). Clearly, when variance is
very small (e.g., σ2 is small), w∗ is close to 1 and µ̂2 is preferred, whereas when bias
is small, w∗ is close to 0 and one may want to use µ̂1.
Next, the comparison of plug-in bias correction with the other two is more compli-
cated since µ̂3 generally cannot be viewed as a regression estimator with additional
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covariates, and the covariance between µ̂0 and the estimated bias does not vanish.
For piecewise polynomials, however, all three bias correction approaches are simply
equivalent under certain conditions.
To see this, suppose p and p˜ are constructed on the same partitioning scheme
∆, but the order of basis increases from m to m + 1. µ̂0 and µ̂1 are linked by
(SA-7.1) since µ̂0 can be viewed as a restricted regression estimator compared with
µ̂1. Specifically, one can construct a polynomial series of order m + 1 (with degree
no greater than m) within each cell δ ∈ ∆, and then implement a local regression
restricting the coefficients of the polynomial terms of degree m to be 0. Then the
restriction matrix in this case can be written as R = [0 Iϑ] where ϑ denotes the
number of polynomial terms of degree m and R is a ϑ×K˜ matrix. Plug it in (SA-7.1),
and then use the formula for matrix inverse in block form to obtain (P˜′P˜)−1. It is
easy to see that the second term on the RHS of (SA-7.1), p(x)′Mβˆur, is exactly
the same as the leading bias derived in [7] (see their proof of Theorem 3) with the
mth derivative estimated by piecewise polynomials of order m+ 1. As explained in
the proof of Lemma SA-6.3, the leading approximation error can be alternatively
expressed in terms of Legendre polynomials. Asymptotically, the two expressions are
equivalent since the “locally” orthogonalized polynomials of degree m will converge
to the mth Legendre polynomials given by Lemma SA-6.3.
For splines or wavelets, we do not have the above equivalence in general, since
bases of different orders do not generate nested spaces, and the relative performance
of the three approaches depends on the relation between these approximation spaces.
SA-8. Implementation Details. In this section, we briefly discuss implemen-
tation details about choosing the IMSE-optimal tuning parameters. We restrict our
attention to tensor-product partitions with the same number of knots used in ev-
ery dimension. Thus the tuning parameter reduces to a scalar κ which denotes the
number of subintervals used in every dimension. Also, we let the weighting function
w(x) be the density of xi. We offer two approaches: rule-of-thumb (ROT) and direct
plug-in (DPI).
SA-8.1. Rule-of-Thumb Choice. The rule-of-thumb choice is based on the special
case considered in Theorem 4.2 of the main paper. Specifically, assume q = 0 and
knots are evenly spaced. The implementation steps are summarized as follows.
• Preliminary regression. Implement a preliminary regression to estimate
µ(·) by a global polynomial of order (m+ 2). Denote this estimate by µˆpre(·).
• Bias constant: Use this preliminary regression to obtain an estimate of the
mth derivatives of µ(·), i.e., ∂̂uµ(·) = ∂uµ̂pre(·), for each u ∈ Λm. Then an
estimate of the bias constant is
B̂u1,u2,0 = ηu1,u2,0 ×
1
n
n∑
i=1
∂̂u1µ(xi)∂̂u2µ(xi).
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• Variance constant. Implement another regression using a global polynomial
of order (m + 2) to estimate E[y2i |xi = x]. Combining it with µˆpre(·), we
can obtain an estimate of the conditional variance function, denoted by σˆ2(·),
since σ2(x) = E[y2i |xi = x]− (E[yi|xi = x])2. Then an estimate of the variance
constant is
V̂0 =
{
1
n
∑n
i=1 σˆ
2(xi) for splines and wavelets,(
d+m−1
m−1
)× 1n∑ni=1 σˆ2(xi) for piecewise polynomials.
• Rule-of-thumb κˆROT. Using the above results, a simple rule-of-thumb choice
of κ is
κˆROT =
⌈(
2m
∑
u1,u2∈Λm B̂u1,u2,0
dV̂0
) 1
2m+d
n
1
2m+d
⌉
.
Rather than assume a uniform design and evenly-spaced partition, one may use a
trimmed-from-below Gaussian reference model to estimate the density of xi and
adjust the variance and bias constants based on Theorem 4.2. Clearly, this choice
of κ is derived based on simplifying assumptions, but it still has the correct rate
( n 12m+d ) even in other cases.
SA-8.2. Direct Plug-in Choice. A direct plug-in (DPI) procedure is summarized
in the following.
• Preliminary choice of κ: Implement the ROT procedure to obtain κˆROT.
• Preliminary regression. Given the user-specified basis (splines, wavelets, or
piecewise polynomials), knot placement scheme (“uniform” or “quantile”) and
rule-of-thumb choice κˆROT, implement a series regression of order (m + 1) to
obtain derivative estimates for every u ∈ Λm. Denote this preliminary estimate
by ∂̂uµpre(·).
• Bias constant. Construct an estimate B̂m,q(·) of the leading error Bm,q(·)
simply by replacing ∂uµ(·) by ∂̂uµpre(·). B̂m,0(·) can be obtained similarly.
Then we use the pre-asymptotic version of the conditional bias to estimate the
bias constant:
B̂κ,q =
1
n
n∑
i=1
(
B̂m,q(xi)− γ̂q,0(xi)′En[Π0(xi)B̂m,0(xi)]
)2
.
• Variance constant. Implement a series regression of order m with κ = κˆROT,
and then use the pre-asymptotic version of the conditional variance to obtain
an estimate of the variance constant. Specifically,
V̂κ,q =
1
n
n∑
i=1
γ̂q,0(xi)
′Σ̂0γ̂q,0(xi), Σ̂0 = En[Π0(xi)Π0(xi)′ε̂2i,0],
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where ε̂i,0’s are regression residuals. Different weighting schemes for residuals
may be used, leading to various heteroskedasticity-consistent variance esti-
mates.
• Direct plug-in κˆDPI. Combining these results, a direct plug-in choice of κ is
κˆDPI =
⌈(
2(m− [q])κ2(m−[q])ROT B̂κ,q
(d+ 2[q])κ
−(d+2[q])
ROT V̂κ,q
) 1
2m+d
n
1
2m+d
⌉
.
SA-9. Simulations. In this section, we present detailed simulation results. We
consider the following regression functions:
Model 1: µ(x) = sin
(pi
2
(2x− 1)
)
/(1 + 2(2x− 1)2(sign(2x− 1) + 1))
Model 2: µ(x) = sin
(
3pi
2
(2x− 1)
)
/(1 + 18(2x− 1)2(sign(2x− 1) + 1))
Model 3: µ(x) = 2x− 1 + 5φ(20x− 10)
Model 4: µ(x) = sin(5x1) sin(10x2)
Model 5: µ(x) = (1− (4x1 − 2)2)2 sin(5x2)/5
Model 6: µ(x) = (1− (4x1 − 2)2)2(2x2 − 1)(x3 − 0.5)
Model 7: µ(x) = τ(x1)τ(x2)τ(x3)
where sign(x) = −1, 0, or 1 if x < 0, x = 0, or x > 0 respectively, φ(·) is the standard
Normal density function, and τ(x) = (x− 0.5) + 8(x− 0.5)2 + 6(x− 0.5)3 − 30(x−
0.5)4 − 30(x− 0.5)5.
Given each regression function, we generate (yi,xi)i=1,...,n by yi = µ(xi) + εi
where xi ∼ i.i.d.U[0, 1]d and εi ∼ i.i.d.N(0, 1). For each model, we generate 5, 000
simulated datasets with n = 1, 000.
We first present results for (tensor-product) spline regressions in Tables SA-1–
SA-23. For each model, we use linear splines (m = 2) to form the classical point
estimates. For robust inference, we use quadratic splines (m˜ = 3) to implement
bias correction. Both evenly-spaced and quantile-spaced knot placements are con-
sidered, and for simplicity point estimators and bias correction employ the same
knot placements (∆ = ∆˜).
For each model, we present three sets of simulation evidence. First, for three fixed
points, we calculate the (simulated) root mean squared error (RMSE), coverage rate
(CR) and average confidence interval length (AL). The nominal coverage is set to be
95%. Second, to evaluate the performance of our rule-of-thumb (ROT) and direct
plug-in (DPI) knot selection procedures, we show some basic summary statistics
(mean, median, standard deviation, etc.) of the selected number of knots (κˆROT and
κˆDPI). Third, for uniform confidence bands, we calculate: the proportion of values
covered with probability at least 95% (CP), average coverage errors (ACE), and
average width of confidence band (AW), and uniform coverage rate (UCR). The
32 CATTANEO, FARRELL, AND FENG
quantile estimation based on the plug-in and bootstrap methods uses 1000 random
draws conditional on the data for each simulated dataset.
Next, we evaluate the performance of (Daubechies) wavelet regressions. Several
distinctive features of wavelets should be noted. First, the tuning parameter of
wavelets (s) is referred to as “resolution level”, which relates to the number of knots
κ by κ = 2s. Thus, as s increases, the number of series terms grows very fast. This
issue is even more severe for tensor-product wavelets. Given our relatively small
sample size, we restrict the wavelet-based simulations to Model 1-5. Second, due
to the lack of smoothness of low-order wavelet basis, the plug-in bias correction
approach (j = 3) is not feasible unless very high-order wavelet basis is used to
estimate the derivatives in the leading bias, which may not be of practical interest.
Thus, we only report results based on higher-order and least-squares bias correction
(as well as classical estimators).
Results for wavelets are reported in Table SA-24–SA-34, where Daubechies (fa-
ther) wavelets of order 2 (m = 2) are used to form classical estimators, and Daubechies
wavelets of order 3 (m˜ = 3) for bias correction. In addition, as explained above, the
IMSE-optimal resolution level is related to the number of knots by sIMSE = log2 κIMSE.
Similarly, for the estimated resolution levels, sˆROT = log2 κˆROT, and sˆDPI = log2 κˆDPI.
Our simulation results show that the bias correction methods perform generally
well in both pointwise and uniform inference. The following are some practical guid-
ance and caveats. First, as discussed in Section SA-7, no bias correction approach
among the three dominates the others in general. When high-order bias is large,
their differences may be more pronounced. Second, our simulation shows that when
d > 1, our estimators still perform relatively well if a small number of knots are used.
If not, as expected, their performance could be poor since the number of regressors
explodes in such cases. Third, the ROT selection procedure used in the simulation
study employs a global polynomial regression of degree m+ 2 to form the estimates
of derivatives in the leading bias, which may be too conservative for highly nonlin-
ear models. In such cases, a higher-order global polynomial regression may offer a
better initial choice of the tuning parameter and improve the performance of DPI
selection.
In the end, we present a figure (see Figure SA-1) as a visual illustration, which
compares confidence bands based on different estimators suggested in our paper. We
use Model 1 to generate a simulated dataset, and both plug-in approximation and
wild bootstrap are used in constructing bands.
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SA-10. Proofs.
SA-10.1. Proof of Lemma SA-2.1.
Proof. We first prove the boundedness of the eigenvalues of Qm. We use the fact
that λmax(Qm) = maxa′a=1 a
′Qma and λmin(Qm) = mina′a=1 a′Qma. By definition
of Qm,
a′Qma = a′E[p(xi)p(xi)′]a =
∫
X
( K∑
k=1
akpk(x)
)2
f(x) dx =: ‖s(x)‖2F,L2(X )
where s(x) =
∑K
k=1 akpk(x). By Assumption SA-1, ‖s(x)‖2L2(X ) . ‖s(x)‖2F,L2(X ) .
‖s(x)‖2L2(X ). By Assumption SA-3(a), the number of basis functions in p(·) which
are active on a generic cell δl, l = 1, . . . , κ¯, is bounded by a constant. Denoted them
by (p¯l,1, · · · , p¯l,Ml)′, where Ml may vary across l. It follows from Assumption SA-
3(c) that s(x)2 = (
∑Ml
k=1 akp¯l,k(x))
2 .
∑Ml
k=1 a
2
k for all x ∈ δl. Taking integral and
summing over all δl, we have ‖s(x)‖2L2(X ) . hd, and the upper bound on λmax(Qm)
follows. On the other hand, by Assumption SA-3(b), ‖s(x)‖2L2(Hk) & a2khd. Then
taking sum over allHk, ‖s(x)‖2L2(X ) & hd, and the lower bound on λmin(Qm) follows.
To derive the convergence rate of Q̂m, let αk,l =
1
n
∑n
i=1 αk,l(i) be the (k, l)th
element of (Q̂m−Qm), where αk,l(i) := pk(xi)pl(xi)−E[pk(xi)pl(xi)]. It follows from
Assumption SA-1 and SA-3 that αj,l is the sum of n independent random variables
with zero means, |αk,l(i)| . 1 uniformly over i, k and l, and thus V[αk,l(i)] . hd/n.
By Bernstein’s inequality, for every ϑ > 0,
P(|αk,l| > ϑ) ≤ 2 exp
(
− ϑ
2/2
C1hd/n+ C2ϑ/(3n)
)
.
By Assumption SA-3, (Q̂m −Qm) only has a finite number of nonzeros in any row
or column, and thus for every ϑ > 0,
P(max
k,l
|αk,l| > ϑ) ≤ 2CK exp
(
− ϑ
2/2
C1hd/n+ C2ϑ/(3n)
)
.
Then maxk,l |αk,l| .P hd
√
log n/(nhd), which suffices to show that
‖Q̂m −Qm‖∞ .P hd
√
log n/(nhd) and ‖Q̂m −Qm‖1 .P hd
√
log n/(nhd).
By the relation between induced operator norms, ‖Q̂m −Qm‖ .P hd
√
log n/(nhd).
Hence when log n/(nhd) = o(1), ‖Q̂m −Qm‖ = oP(hd). Notice that for any vector
a ∈ RK such that a′a = 1,
‖Q̂m −Qm‖ ≥ |a′(Q̂m −Qm)a| = |a′Q̂ma− a′Qma|.
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Since hd . a′Qma . hd, this suffices to show that ‖Q̂m‖ .P hd, and with probability
approaching one, λmin(Q̂m) & hd.
Next, we show ‖Q̂−1m ‖∞ .P h−d. In the univariate case, it is easy to see that by
Assumption SA-3, Q̂m is a banded matrix with a finite bandwidth (independent of
n). In the multidimensional case Q̂m will take a “multi-layer” block banded matrix
form. Specifically, let Akl be the generic (k, l)th block of Q̂m. Akl = 0 if |k−l| > L for
some integer L > 0, with each nonzero Akl banded (“two layers”) or taking another
block banded structure (“more than two layers”). To see this, we first arrange the
ordering of basis functions appropriately by “rectangularizing” the partition ∆. By
Assumption SA-2, ∆ is quasi-uniform and there exists a universal measure of mesh
size h. Construct an initial rectangular partition covering X , which is formed as
tensor products of intervals of length h. A generic cell in this partition is indexed by
a d-tuple (l1, . . . , ld). Then for each cell in this partition, take its intersection with
X and exclude all cells outside of X . Thus we construct a “trimmed” tensor-product
partition ∆rec = {δrecl1...ld}. Clearly, each element δ ∈ ∆ is covered by a finite number
of cells in ∆rec. On the other hand, each δrec ∈ ∆rec is also overlapped with a finite
number of cells in ∆ (if not, cells in ∆ overlapping with δrec cannot be covered by a
ball of radius 2h). Arrange these cells by first increasing ld with other l`’s fixed at the
lowest values and then increasing l`’s sequentially. Then arrange the basis functions
in p(·) according to their supports. Specifically, start with basis functions that are
active on the first cell, and then arrange those functions that are active on the
second and have not been included yet. Continue this procedure until the functions
active on the last cell have been included. According to this particular ordering, the
Gram of this basis has the same banded structure as that of tensor-product local
basis on tensor-product partitions. The nested banded structure involves at most d
layers. The bandwidth at each layer may be different, but is bounded by a universal
constant L¯ by Assumption SA-3.
In the one-dimensional case, it follows from [13, Theorem 2.2] that ‖Q̂−1m ‖∞ .P
h−1. In the multidimensional case the original proof needs to be slightly modified.
We only prove for the case when Q̂m is block banded with banded blocks (two layers
of banded structures). The general case follows similarly.
For universal constants C1 and C2, with probability approaching one, λmin(Q̂m) ≥
C1h
d and λmax(Q̂m) ≤ C2hd. Hence for any vector a ∈ RK such that a′a = 1, there
are some constants C3, C4 and C5 such that with probability approaching one,
0 < C3 ≤ a
′Q̂ma
C5hd
≤ C4 < 1.
Hence Ψ := IK−Q̂m/(C5hd) is a block banded matrix with banded blocks satisfying
‖Ψ‖ < 1 with probability approaching one. Therefore, we can write C5hdQ̂−1m =∑∞
l=1 Ψ
l. The (s, t)th entry of Q̂−1m , denoted by αs,t, is an element of
∑∞
l=1 Ψ
l.
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Hence,
|αs,t| ≤
∞∑
l=χ(s,t,L¯)
‖Ψl‖ = ‖Ψ‖
χ(s,t,L)
1− ‖Ψ‖
where χ(s, t, L¯) is a number depending on the row index s, column index t and the
upper bound on bandwidths L¯. We further denote the block row index and column
index of αs,t as rs and rt, and the row index and column index within the block
containing it as ιs and ιt. |rs− rt| and |ιs− ιt| measure how far away αs,t is from the
diagonals of the entire matrix and the block it belongs to. As in the one-dimensional
case, the first few products of Ψ do not contribute to off-diagonal blocks of the
inverse matrix. As |rs − rt| increases, χ(s, t, L¯) also gets larger. Meanwhile, since
each block of Q̂m is also banded, χ(s, t, L¯) also increase with |ιs − ιt|. By the same
argument as in [13], |αs,t| ≤ (1 − ‖Ψ‖)−1‖Ψ‖|rs−rt|/C6+|ιs−ιt|/C6 where C6 is some
constant depending on L¯. Thus αs,t exponentially decays when |rs − rt| or |ιs − ιt|
becomes large. By convergence of geometric series, ‖Q̂−1m ‖ .P h−d. ‖Q−1m ‖∞ . h−d
follows similarly.
Finally, the above results immediately imply that
‖Q̂−1m −Q−1m ‖∞ ≤ ‖Q̂−1m ‖∞‖Q̂m −Qm‖∞‖Q−1m ‖∞ .P h−d
√
log n/(nhd), and
‖Q̂−1m −Q−1m ‖ ≤ ‖Q̂−1m ‖‖Q̂m −Qm‖‖Q−1m ‖ .P h−d
√
log n/(nhd).
The bound on ‖En[p(xi)p(xi)′σ2(xi)]−E[p(xi)p(xi)′σ2(xi)]‖ follows similarly, since
σ2(x) . 1 uniformly over x ∈ X .
SA-10.2. Proof of Lemma SA-2.2.
Proof. We first prove the uniform bound on the conditional bias. By Assumption
SA-4 we can find s∗ ∈ S∆,m such that supx∈X |∂qµ(x)− ∂qs∗(x)| . hm−[q]. Since
E[∂̂qµ0(x)|X]− ∂qµ(x) = ∂qp(x)′Q̂−1m En[p(xi)µ(xi)]− ∂qµ(x)
= ∂qp(x)′Q̂−1m En[p(xi)(µ(xi)− s∗(xi))] + ∂qs∗(x)− ∂qµ(x),
it suffices to show that the first term in the second line is properly bounded uniformly
over x ∈ X . It follows from Lemma SA-2.1 and Assumption SA-3 that
sup
x∈X
∣∣∣∂qp(x)′Q̂−1m En[p(xi)(µ(xi)−s∗(xi))]∣∣∣ .P h−[q]−d‖En[p(xi)(µ(xi)−s∗(xi))]‖∞.
By Assumption SA-3 and SA-4, max1≤k≤K |E[pk(xi)(µ(xi) − s∗(xi))]| . hm+d,
V[pk(xi)(µ(xi) − s∗(xi))] . hd+2m, and supx∈X |pk(x)(µ(x) − s∗(x))| . hm. By
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Bernstein’s inequality, for any ϑ > 0,
P
(
max
1≤k≤K
∣∣∣En[pk(xi)(µ(xi)− s∗(xi))]− E[pk(xi)(µ(xi)− s∗(xi))]∣∣∣ > ϑ)
≤
K∑
k=1
P
(∣∣∣En[pk(xi)(µ(xi)− s∗(xi))]− E[pk(xi)(µ(xi)− s∗(xi))]∣∣∣ > ϑ)
≤ 2K exp
( −ϑ2/2
C1hmϑ/(3n) + C2h2m+d/n
)
.
Therefore,
max
1≤k≤K
∣∣∣En[pk(xi)(µ(xi)− s∗(xi))]− E[pk(xi)(µ(xi)− s∗(xi))]∣∣∣ .P hm+d√ log n
nhd
,
which suffices to prove the desired uniform bound since logn
nhd
= o(1).
Next, we prove the leading bias expansion. By Assumption SA-4, we can find
s∗ ∈ S∆,m such that supx∈X |∂qµ(x) − ∂qs∗(x) +Bm,q(x)| . hm+%−[q]. Then the
conditional bias can be expanded as follows:
E[∂̂qµ0(x)|X]− ∂qµ(x) = ∂qp(x)′Q̂−1m En[p(xi)µ(xi)]− ∂qµ(x)
= ∂qp(x)′Q̂−1m En[p(xi)µ(xi)]− ∂qs∗(x) +Bm,q(x) +O(hm+%−[q])
=Bm,q(x) + ∂
qp(x)′Q̂−1m En[p(xi)(µ(xi)− s∗(xi))] +O(hm+%−[q]).
The second term in the last line can be further written as
∂qp(x)′Q̂−1m En[p(xi)(µ(xi)− s∗(xi))]
= −∂qp(x)′Q̂−1m En [p(xi)Bm,0(xi)]
+ ∂qp(x)′Q̂−1m En
[
p(xi)(µ(xi)− s∗(xi) +Bm,0(xi))
]
.
By the same argument used to bound ‖En[p(xi)(µ(xi)− s∗(xi))]‖∞,
max
1≤k≤K
∣∣∣En[pk(xi)(µ(xi)− s∗(xi) +Bm,0(xi))]∣∣∣ .P hm+%+d.
Then by Assumption SA-3 and Lemma SA-2.1,
‖∂qp(x)′Q̂−1m En[p(xi)(µ(xi)− s∗(xi) +Bm,0(xi))]‖L∞(X ) .P hm+%−[q],
which suffices to show the desired bias expansion.
Suppose that Equation (SA-2.6) holds. Then by Lemma SA-2.1 and Assumption
SA-3, the second term in the bias expansion is oP(h
m−[q]). Thus the leading bias is
further reduced to Bm,q(x). The proof of Lemma SA-2.2 is complete.
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SA-10.3. Proof of Lemma SA-2.3.
Proof. For j = 0, 1, the results immediately follow from Assumption SA-3, SA-5
and Lemma SA-2.1. For j = 2,
sup
x∈X
‖γq,2(x)′‖∞ ≤ sup
x∈X
‖γq,0(x)′‖∞ + sup
x∈X
‖γq,0(x)′Qm,m˜Q−1m˜ ‖∞ + sup
x∈X
‖γq,1(x)′‖∞
. h−d−[q] + h−d−[q]‖Qm,m˜‖∞‖Q−1m˜ ‖∞.
By Assumptions SA-5, both p(·) and p˜(·) are local bases. Then Qm,m˜ has a finite
number of nonzero elements in any row or column, and all elements in Qm,m˜ are
bounded by Chd for some universal constant C. Thus ‖Qm,m˜‖∞ . hd, ‖Qm,m˜‖1 .
hd and ‖Qm,m˜‖ . hd. Then ‖γq,2(x)′‖∞ . h−d−[q]. Similarly, ‖γq,2(x)‖ . h−d−[q].
The lower bound on the L2-norm follows by Assumption SA-3. Moreover, note that
‖γ̂q,2(x)′ − γq,2(x)′‖∞
≤‖γ̂q,0(x)′ − γq,0(x)′‖∞ + ‖γ̂q,0(x)′Q̂m,m˜Q̂−1m˜ − γq,0Qm,m˜Q−1m˜ ‖∞
+ ‖γ̂q,1(x)′ − γq,1(x)′‖∞
≤‖(γ̂q,0(x)′ − γq,0(x)′)Q̂m,m˜Q̂−1m˜ ‖∞ + ‖γq,0(x)′(Q̂m,m˜ −Qm,m˜)Q̂−1m˜ ‖∞
+ ‖γq,0(x)′)Qm,m˜(Q̂−1m˜ −Q−1m˜ )‖∞ + h−d−[q]
√
log n/(nhd),
where the last line uses the results for j = 0, 1. Using the sparsity of (Q̂m,m˜−Qm,m˜)
and the same argument for Lemma SA-2.1, ‖Q̂m,m˜ −Qm,m˜‖∞ .P hd
√
log n/(nhd).
Then the desired uniform bound follows from Lemma SA-2.1 and Assumption SA-3.
The L2-bound follows similarly.
For j = 3, notice that
‖γq,3(x)′‖∞ ≤‖γq,0(x)′‖∞ +
∑
u∈Λm
∥∥∥γu,1(x)′hm−[q]x Bu,q(x)∥∥∥∞
+
∑
u∈Λm
∥∥∥γq,0(x)′E[p(xi)hmxiBu,0(xi)∂up˜(xi)′]Q−1m˜ ∥∥∥∞
By Assumption SA-4 and SA-5, both p(·) and p˜(·) are locally supported and all
elements in p(xi)h
m
xiBu,0(xi)∂
up˜(x)′ are bounded by a universal constant. Using
the argument given in Lemma SA-2.1,
‖E[p(xi)hmxiBu,0(xi)∂up˜(xi)′]‖ . hd and
‖En[p(xi)hmxiBu,0(xi)∂up˜(xi)′ − E[p(xi)hmxiBu,0(xi)∂up˜(xi)′]‖ .P hd
√
log n
nhd
.
Then the desired results follow from Assumption SA-3 and Lemma SA-2.1.
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SA-10.4. Proof of Lemma SA-2.4.
Proof. For j = 0, 1, the results directly follow from Assumption SA-1, SA-3 and
Lemma SA-2.1. The proof for j = 2, 3 is divided into three steps.
Step 1: We first establish the upper bounds on Ωj(x). By Assumption SA-1,
Σj = E[ε2iΠj(xi)Πj(xi)′] . E[Πj(xi)Πj(xi)′].
To bound ‖Σj‖, it suffices to give an upper bound on E[Πj(xi)Πj(xi)′]. By As-
sumption SA-5 and the same argument used in the proof of Lemma SA-2.1, we have
‖E[Πj(xi)Πj(xi)]‖ . hd. By Lemma SA-2.3, supx∈X ‖γq,j(x)′‖ . h−d−[q]. Thus
supx∈X Ωj(x) . h−d−2[q].
Step 2: Next, we show the lower bound on Ω2. Since σ
2(x) & 1 uniformly over
x ∈ X , we have Ω2(x) & γq,2(x)′E[Π2(xi)Π2(xi)′]γq,2(x). Expanding the expression
on the RHS of this inequality, we have a trivial lower bound:
γq,2(x)
′E[Π2(xi)Π2(xi)′]γq,2(x)
= ∂qp(x)′Q−1m ∂
qp(x) + (γq,0(x)
′Qm,m˜ − ∂qp˜(x)′)Q−1m˜ (γq,0(x)′Qm,m˜ − ∂qp˜(x)′)′
− 2∂qp(x)′Q−1m Qm,m˜Q−1m˜ (γq,0(x)′Qm,m˜ − ∂qp˜(x)′)′
= ∂qp˜(x)′Q−1m˜ ∂
qp˜(x) +
[
∂qp(x)′Q−1m (Qm −Qm,m˜Q−1m˜ Q′m,m˜)Q−1m ∂qp(x)
]
.
By properties of projection operator, (Qm−Qm,m˜Q−1m˜ Q′m,m˜) is positive semidefinite.
By Assumption SA-5 and Lemma SA-2.1, ∂qp˜(x)′Q−1m˜ ∂
qp˜(x) & h−d−2[q], and thus
the desired lower bound is obtained.
Step 3: Now let us bound Ω3(x) from below. Suppose condition (i) in Assump-
tion SA-5 holds. Then there exists a linear map Υ such that Π3(·) = Υp˜(·). By
Lemma SA-2.1 and Assumption SA-1, Ω3(x) & γq,3(x)′ΥE[p˜(xi)p˜(xi)′]Υ′γq,3(x) &
hdγq,3(x)
′ΥΥ′γq,3(x). Define v(x)′ := γq,3(x)′Υ. Notice that for any function
s(x) ∈ span(p(·)), there exists some c ∈ RK˜ such that s(x) = p˜(x)′c. It follows
that v(x)′E[p˜(xi)s(xi)] = ∂qs(x). Then we have
‖v(x)‖ ≥ ‖v(x)
′E[p˜(xi)s(xi)]‖
‖E[p˜(xi)s(xi)]‖ =
‖∂qs(x)‖
‖E[p˜(xi)s(xi)]‖ .
Since the choice of s(x) is arbitrary within the span of p, by Assumption SA-3(c)
we can take a function in p(x) to be s(x) such that ‖∂qs(x)‖ ≥ Ch−[q]| where C
is a constant independent of x and n. Also, ‖E[p˜(xi)s(xi)]‖ . hd. Hence h−[q]−d .
infx∈X ‖v(x)‖. The desired bound follows.
Step 4: Now suppose that condition (ii) in Assumption SA-5 holds. Again, since
σ2(x) & 1 uniformly over x ∈ X , Ω3(x) & γq,3(x)′E[Π3(xi)Π3(xi)′]γq,3(x).
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Define Kh(x,x1) := γq,3(x)
′Π3(x1). It suffices to bound Ex1 [Kh(x,x1)2], where
Ex1 denotes the expectation with respect to the distribution of x1. We write
〈g1, g2〉U :=
∫
U
g1(x1)g2(x1)f(x1)dx1
for the inner product of g1(·) and g2(·) with respect to the probability measure of
x1 on U ⊂ X . Clearly, 〈g1, g2〉X = E[g1(x1)g2(x1)]. By Cauchy-Schwartz inequality,
for g ∈ L2(U),
〈Kh(x,x1), g(x1)〉2U ≤ 〈Kh(x,x1),Kh(x,x1)〉U · 〈g(x1), g(x1)〉U .
Given an evaluation point x ∈ X , choose a polynomial ϕh(x1; x) := (x1−x)
q
h[q]
. Clearly,
∂qϕh(x1; x) = h
−[q]. By Assumption SA-5, the operator 〈Kh(x,x1), ·〉X reproduces
the qth derivative of ϕh(x1; x) at x, i.e. 〈Kh(x,x1), ϕh(x1; x)〉X = h−[q].
In addition, we rectangularize ∆ as described in the proof of Lemma SA-2.1. Then
for each x ∈ X , we can choose a rectangular region that contains x and consists
of a fixed number of subrectangles in ∆rec. Thus, the size of this region shrinks as
n→∞. Specifically, let
Wx := {xˇ : t`,x − L ≤ xˇj ≤ t`,x + L, ` = 1, . . . , d} ,
where t`,x is the closest point in ∆
rec that is no greater than x`, and L is some fixed
number to be determined which only depends on d, m and m˜. If such a region spans
outside of X , take its intersection with X . Then, 〈ϕh(x1; x), ϕh(x1; x)〉Wx . hd, and
〈Kh(x,x1),Kh(x,x1)〉X ≥ 〈Kh(x,x1),Kh(x,x1)〉Wx & h−d 〈Kh(x,x1), ϕh(x1; x)〉2Wx .
It suffices to show |〈Kh(x,x1), ϕh(x1; x)〉X\Wx | can be made sufficiently small such
that
|〈Kh(x,x1), ϕh(x1; x)〉Wx | & h−[q].
By Lemma SA-2.1, the elements of hdQ−1m and hdQ
−1
m˜ exponentially decays when
they get far away from the (block) diagonals. In view of Assumption SA-5, with x
fixed, Kh(x,x1) also exponentially decays as ‖x1 − x‖ increases. Formally, write
K (x,x1) = ∂
qp(x)′Q−1m p(x1) +
∑
u∈Λm
∂up˜(x)′hm−[q]x Bu,q(x)Q−1m˜ p˜(x1)
− ∂qp(x)′Q−1m E
[
p(xi)h
u
xiBu,0(xi)∂
up˜(xi)
′
]
Q−1m˜ p˜(x1).
(SA-10.1)
We temporarily change the meaning of subscripts of subrectangles in ∆rec: let
δrecl1...ld := {xˇ : t`,l` ≤ xˇ` ≤ t`,l`+1, ` = 1, . . . , d}
with δrec0 denoting the subrectangle where x is located, and index other subrectangles
with δrec0 regarded as the “origin”. First notice that for any given point x0 ∈ X ,
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p(x0) and p˜(x0) are two vectors containing a fixed number of nonzeros and all
their elements are bounded by some universal constant. Their nonzero elements
are obtained by evaluating those basis functions with local supports covering x0.
Moreover, h−dE[p(xi)hmxiBu,0(xi)∂
up˜(xi)
′] also admits a block banded structure in
the sense that only the products of basis functions with overlapping supports are
nonzero, and all elements in this matrix is bounded by some universal constant.
Hence for
r1(x)
′ = h[q]∂qp(x)′Q−1m E
[ ∑
u∈Λm
p(xi)Bu,0(xi)∂
up˜(xi)
′
]
and
r2(x1)
′ = hdp˜(x1)′Q−1m˜ ,
we can find another two vectors r¯1(x) and r¯2(x1) with strictly positive elements
that are greater than the absolute values of the corresponding elements in r1(x) and
r2(x1), i.e., r¯1(x) and r¯2(x1) are element-wise bounds on r1(x) and r2(x1). Moreover,
the elements of r¯1(x) and r¯2(x1) are decaying exponentially with some rates ϑ1, ϑ2 ∈
(0, 1) when they get far away from the positions of those basis functions in p(·) and
p˜(·) whose supports are around x and x1 respectively. Notice that for some constant
ϑ ∈ (0, 1), {∑∞l=i ϑl}∞i=1 is also a geometric sequence. Therefore, the inner product
between r¯1(x) and r¯2(x1), i.e., the third term in (SA-10.1), exponentially decays as
‖x1−x‖ increases. Similarly, the inner product between ∂qp(x) and Q−1m p(x1) and
that between
∑
u∈Λm ∂
up˜(x)h
m−[q]
x Bu,q(x) and Q
−1
m˜ p˜(x1) have the same property.
Given these results, we have for some ϑ ∈ (0, 1),
‖h[q]+dKh(x, ·)‖L∞(δl1...ld ) ≤ Cϑ
∑d
`=1 |l`|.
Meanwhile, ‖ϕh(·; x)‖L∞(δrecl1...ld ) . (|l1|+ 1)
q1 · · · (|ld|+ 1)qd . Let l = (l1, · · · , ld) and
1 = (1, · · · , 1). Denote |l| = (|l1|, . . . , |ld|). The above results imply
|〈Kh(x,x1), ϕh(x1; x)〉δrecl1...ld | . h
−[q](|l|+ 1)qϑ[|l|].
Then the desired result follows from the fact that
∑∞
[|l|]=0(|l|+1)qϑ[|l|] exists. There-
fore, we can choose L large enough which is independent of x and n such that
|〈Kh(x,x1), ϕh(x1; x)〉Wx | & h−[q]. Then the proof is complete.
SA-10.5. Proof of Theorem 4.1. In this section, we provide the proof of Theorem
4.1 in the main paper.
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Proof. Regarding the integrated conditional variance,∫
X
V[∂̂qµ0(x)|X]w(x) dx =
1
n
trace
[
Σ0
∫
X
γq,0(x)γq,0(x)
′w(x) dx
]
+ oP
( 1
nhd+2[q]
)
≤ 1
n
λmax
(
Q−1m E[p(xi)p(xi)′σ2(xi)]Q−1m
)
trace
[ ∫
X
∂qp(x)∂qp(x)′w(x)dx
]
+ oP
( 1
nhd+2[q]
)
. 1
nhd
trace
[ ∫
X
∂qp(x)∂qp(x)′w(x)dx
]
. 1
nhd+2[q]
,
where the first line holds by Lemma SA-2.1, the second by Trace Inequality, and the
last by the continuity of w(·) and Lemma SA-2.1. Since σ2(·) and w(·) are bounded
away from zero, the other side of the bound follows similarly.
Regarding the integrated squared bias, we have∫
X
(
E[∂̂qµ0(x)|X]− ∂qµ(x)
)2
w(x)dx
=
∫
X
(
Bm,q(x)− γq,0(x)′E[p(xi)Bm,0(xi)]
)2
w(x)dx + oP(h
2m−2[q])
=
∫
X
Bm,q(x)
2w(x)dx +
∫
X
(
γq,0(x)
′E[p(xi)Bm,0(xi)]
)2
w(x)dx
− 2
∫
X
Bm,q(x)γq,0(x)
′E[p(xi)Bm,0(xi)]w(x)dx + oP(h2m−2[q])
= : B1 + B2 − 2B3 + oP(h2m−2[q]).(SA-10.2)
Let hδ be the diameter of δ and t
∗
δ be an arbitrary point in δ. Then
B1 =
∑
u1,u2∈Λm
∫
X
[
∂u1µ(x)∂u2µ(x)h
2m−2[q]
x Bu1,q(x)Bu2,q(x)
]
w(x)dx
=
∑
u1,u2∈Λm
∑
δ∈∆
∫
δ
[
h
2m−2[q]
δ ∂
u1µ(t∗δ)∂
u2µ(t∗δ)Bu1,q(x)Bu2,q(x)
]
w(t∗δ)dx + o(h
2m−2[q])
=
∑
u1,u2∈Λm
∑
δ∈∆
{
h
2m−2[q]
δ ∂
u1µ(t∗δ)∂
u2µ(t∗δ)w(t
∗
δ)
∫
δ
Bu1,q(x)Bu2,q(x)dx
}
+ o(h2m−2[q])
.h2m−2[q]
where the third line holds by the continuity of ∂u1µ(·), ∂u2µ(·), and w(·), and the
last by Assumption SA-2 and SA-4.
B2 = trace
[
Q−1m E[p(xi)Bm,0(xi)]E[p(xi)′Bm,0(xi)]Q−1m
∫
X
∂qp(x)∂qp(x)′w(x)dx
]
. h−d−2[q] trace
[
E[p(xi)Bm,0(xi)]E[p(xi)′Bm,0(xi)]
]
. h2m−2[q]
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where the first inequality holds by Trace Inequality, Lemma SA-2.1, and Assumption
SA-3, and the second by Assumption SA-3 and SA-4. Finally,
|B3| ≤
∥∥∥∫
X
Bm,q(x)∂
qp(x)′w(x)dx
∥∥∥
∞
∥∥∥Q−1m ∥∥∥∞∥∥∥E[p(xi)Bm,0(xi)]∥∥∥∞ . h2m−2[q]
where the last inequality follows from Assumption SA-3 and Lemma SA-2.1.
SA-10.6. Proof of Theorem SA-3.1.
Proof. We divide the proof into two steps.
Step 1: For the integrated variance, first define operators M (·) and M q(·) as
follows:
M (φ) :=
∫
X
p(x)p(x)′φ(x)dx, and M q(φ) :=
∫
X
∂qp(x)∂qp(x)′φ(x)dx.
Then,∫
X
V[∂̂qµ0(x)|X]w(x)dx
=
1
n
trace
[
Q−1m E[p(xi)p(xi)′σ(xi)2]Q−1m
∫
X
∂qp(x)∂qp(x)′w(x) dx
]
+ oP
( 1
nhd+2[q]
)
=
1
n
trace
[
M (f)−1M (σ2f)M (f)−1M q(w)
]
+ oP
( 1
nhd+2[q]
)
.
Moreover, define another operator D (·): D (φ) := diag{φ(τ1), φ(τ2), · · · , φ(τK)}. Re-
call that τk is an arbitrary point in supp(pk), for k = 1, . . . ,K. Then we can write
(SA-10.3) M (φ) =M (1)D (φ)− E (φ)
where E (φ) can be viewed as errors defined by Eq. (SA-10.3). Similarly, write
M q(φ) =M q(1)D (φ)− E q(φ).
Then it directly follows that
M (f)−1M (σ2f) = [I−U (f)]−1[D (f)−1D (σ2f)−L (f, σ2f)], and
M (f)−1M q(w) = [I−U (f)]−1[D (f)−1M (1)−1M q(1)D (w)−L q(f, w)]
where
U (φ) := D (φ)−1M (1)−1E (φ),
L (φ, ϕ) := D (φ)−1M (1)−1E (ϕ), and
L q(φ, ϕ) := D (φ)
−1M (1)−1E q(ϕ).
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The number of nonzeros in any row or any column of E (φ) (and E q(φ)) is bounded
by some constant. In fact, as explained in the proof of Lemma SA-2.1, it takes a
(multi-layer) banded structure. If supp(pk) ∩ supp(pl) 6= ∅, then by Assumption
SA-3 and the continuity of f , the (k, l)th element ofM (f) can be approximated as
follows: ∫
X
pk(x)pl(x)f(x)dx =f(τk)
∫
X
pk(x)pl(x)dx + o(h
d)
=f(τl)
∫
X
pk(x)pl(x)dx + o(h
d).
(SA-10.4)
Moreover, since X is compact, f is uniformly continuous, and then ‖E (f)‖1 =
o(hd), ‖E (f)‖∞ = o(hd), and ‖E (f)‖ = o(hd). Since ‖D (f)−1‖ . 1 and ‖M (1)−1‖ .
h−d, we conclude ‖U (f)‖ = o(1). For K large enough, we can make ‖U (f)‖ < 1,
and thus
[I−U (f)]−1 = I +U (f) +U (f)2 + · · · = I +W (f)
where W (f) :=
∑∞
l=1U (f)
l. Now we can write
trace
[
M (f)−1M (σ2f)M (f)−1M q(w)
]
= trace
[(
I +W (f)
)(
D (f)−1D (σ2f)−L (f, σ2f)
)(
I +W (f)
)
×
(
D (f)−1M (1)−1M q(1)D (w)−L q(f, w)
)]
= trace
[(
D (f)−1D (σ2f) + E1
)(
D (f)−1M (1)−1M q(1)D (w) + E2
)]
= trace
[
D (f)−1D (σ2f)D (f)−1M (1)−1M q(1)D (w)+
E1D (f)
−1M (1)−1M q(1)D (w) +D (f)−1D (σ2f)E2 + E1E2
]
where
E1 = −L (f, σ2f) +W (f)D (f)−1D (σ2f)−W (f)L (f, σ2f),
E2 = −L q(f, w) +W (f)D (f)−1M (1)−1M q(1)D (w)−W (f)L q(f, w).
By assumptions in the theorem, vol(δx) =
∏d
`=1 bx,` =
∏d
`=1 κ
−1
` g`(x)
−1 + o(hd).
Hence
trace
[
D (f)−1D (σ2f)D (f)−1M (1)−1M q(1)D (w)
]
=
d∏
`=1
κ` trace
[
D (f)−1D (σ2f)D (f)−1M (1)−1M q(1)D (w)D
( d∏
`=1
g`
)
D
( d∏
`=1
g`
)−1 d∏
`=1
κ−1`
]
= κ1+2q
(
K∑
k=1
[σ2(τk)w(τk)
f(τk)
d∏
`=1
g`(τk)
]
e′kM (1)
−1κ−2qM q(1)ek vol(δτk)
)
+ o(κ1+2q)
44 CATTANEO, FARRELL, AND FENG
By Assumptions SA-2, SA-3 and Lemma SA-2.1, the summation in parenthesis is
bounded from above and below. It remains to show all other terms are of smaller
order. It directly follows from the same argument as that in the proof of [1, Theorem
6.1] that the trace of the remaining terms is o(κ1+2q).
Step 2: For the integrated squared bias, consider the three leading terms B1, B2
and B3 defined in Equation (SA-10.2). For B1, by assumption in the theorem
Bm,q(x) = −
∑
u∈Λm
∂uµ(x)
( d∏
`=1
κ−u`+q`` g`(x)
−u`+q`
)
b−u+qx h
m−[q]
x Bm,q(x)+o(h
m−[q]).
Recall that κ = (κ1, . . . , κd). Define g(x) := (g1(x), . . . , gd(x)). Using the above fact
and the same notation as in the proof of Theorem 4.1, we have
B1 =
∑
u1,u2∈Λm
∫
X
[
∂u1µ(x)∂u2µ(x)
h
2m−2[q]
x Bu1,q(x)Bu2,q(x)
κu1+u2−2qg(x)u1+u2−2qbu1+u2−2qx
]
w(x)dx + o(h2m−2[q])
=
∑
u1,u2∈Λm
κ−(u1+u2−2q)
(∑
δ∈∆
[
∂u1g(t∗δ)∂
u2g(t∗δ)w(t
∗
δ)
g(t∗δ)u1+u2−2q
]
×
[
h
2m−2[q]
x
bu1+u2−2qx
∫
δ
Bu1,q(x)Bu2,q(x)dx
])
+ o(h2m−2[q])
=
∑
u1,u2,∈Λm
κ−(u1+u2−2q)ηu1,u2,q
∫
X
∂u1µ(x)∂u2µ(x)w(x)
g(x)u1+u2−2q
dx + o(h2m−2[q])
where the last line holds by the integrability of ∂u1µ(x)∂u2µ(x)w(x)/g(x)u1+u2−2q
over X .
For B2, first notice that∥∥∥E[p(xi)Bm,0(xi)]+ ∑
u∈Λm
κ−u
∫
X
(
p(x)∂uµ(x)g(x)−ub−ux h
m
x Bm,0(x)f(x)
)
dx
∥∥∥
∞
= o(hm+d),
implying that the errors given rise to by approximating bx are of smaller order. The
integral in this approximation is a vector with typical elements given by∫
X
(
pk(x)∂
uµ(x)g(x)−ub−ux h
m
x Bm,0(x)f(x)
)
dx
= ∂uµ(τk)g(τk)
−uf(τk)
∫
X
pk(x)b
−u
x h
m
x Bm,0(x)dx + o(h
d).
Recall that vu,q defined in the theorem has the kth element equal to
∂uµ(τk)
√
w(τk)
κqg(τk)u−q
∫
X
∂qpk(x)b
−(u−q)
x h
m−[q]
x Bu,q(x)dx.
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Given these results and Lemmas SA-2.1, it follows that
B2 = trace
[
Q−1m E[p(xi)Bm,0(xi)]E[p(xi)′Bm,0(xi)]Q−1m
∫
X
∂qp(x)∂qp(x)′w(x)dx
]
=
∑
u1,u2,∈Λm
κ−(u1+u2−2q) trace
(
Q−1m D (f/
√
w)vu2,0v
′
u1,0D (f/
√
w)Q−1m κ
−2qM q(w)
)
+ o(h2m−2[q])
=
∑
u1,u2,∈Λm
κ−(u1+u2−2q)
(
v′u1,0D (f/
√
w)(I +W )D (f)−1M (1)−1κ−2qM q(w)
×M (1)−1D (f)−1(I +W )′D (f/√w)vu2,0
)
+ o(h2m−2[q])
=
∑
u1,u2,∈Λm
κ−(u1+u2−2q)
(
v′u1,0D (1/
√
w)M (1)−1κ−2qM q(1)D (w)
×M (1)−1D (1/√w)vu2,0
)
+ o(h2m−2[q])
It should be noted that (SA-10.4) implies that the approximation given by (SA-10.3)
is still valid if M (1) is pre-multiplied by D (φ) instead of being post-multiplied if
φ(·) is continuous. Therefore, we can repeat the argument in Step 1 and further
write the term in parenthesis in the last line as:
v′u1,0D (1/
√
w)M (1)−1κ−2qM q(1)D (w)M (1)−1D (1/
√
w)vu2,0
= v′u1,0D (1/
√
w)
(
D (1/
√
w)M (1)
)−1
κ−2qM q(1)
(
M (1)D (1/
√
w)
)−1
D (1/
√
w)vu2,0 + o(1)
= v′u1,0H
−1
0 HqH
−1
0 vu2,0 + o(1)
where |v′u1,0H−10 HqH−10 vu2,0| . 1 by Assumption SA-2, SA-3 and Lemma SA-2.1.
Finally, for B3, notice that∥∥∥∫
X
Bm,q(x)∂
qp(x)′w(x)dx +
∑
u∈Λm
∫
X
(
∂uµ(x)w(x)
κu−qg(x)u−q
· h
m−[q]
x ∂
qp(x)′Bu,q(x)
bu−qx
)
dx
∥∥∥
∞
= o(hm+d−2[q]).
Thus repeating the argument for B2, we have
B3 =
(∫
X
Bm,q(x)∂
qp(x)′w(x)dx
)
Q−1m E[p(xi)Bm,0(xi)]
=
∑
u1,u2∈Λm
κ−(u1+u2−2q)v′u1,qD (
√
w)H−10 D (f)
−1D (f/
√
w)vu2,0 + o(h
2m−2[q])
=
∑
u1,u2∈Λm
κ−(u1+u2−2q)v′u1,qH
−1
0 vu2,0 + o(h
2m−2[q])
where |v′u1,qH−10 vu2,0| . 1 by Assumption SA-2, SA-3 and Lemma SA-2.1. Then
the proof is complete.
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SA-10.7. Proof of Theorem 4.2.
Proof. Continue the calculation in the proof of Theorem SA-3.1. For the inte-
grated variance, when q = 0 and p generates J complete covers, M (1)−1M q(1) =
IK and hence
trace
[
D (f)−1D (σ2f)D (f)−1D (w)
]
=
d∏
`=1
κ`×J
∫
X
σ2(x)w(x)
f(x)
d∏
`=1
g`(x) dx+o(
d∏
`=1
κ`).
For the integrated squared bias, since the approximate orthogonality condition holds,
both B2 and B3 are of smaller order, and the leading term in the integrated squared
bias reduces to B1 only.
SA-10.8. Proof of Lemma SA-4.1.
Proof. For j = 0, 1, the results directly follow from Assumption SA-5, Lemma
SA-2.2, and [4, Lemma 4.1]. For j = 2, 3, conditional on X, R1n,q(x) has mean zero,
and its variance can be bounded as follows:
V[R1n,q(x)|X] . 1
n
[
γ̂q,j(x)
′ − γq,1(x)′
]
E[Πj(xi)Πj(xi)′] [γ̂q,j(x)− γq,j(x)]
. 1
n
‖γ̂q,j(x)′ − γq,j(x)′‖2‖E[Πj(xi)Πj(xi)′]‖
.P
1
n
h−2[q]−2d
log n
nhd
hd =
log n
n2h2d+2[q]
,
where the third line holds by Lemma SA-2.3 and the fact that E[Πj(xi)Πj(xi)′] . hd
shown in the proof of Lemma SA-2.4. Then by Chebyshev’s inequality we conclude
that R1n,q(x) .P
√
logn
nhd+[q]
.
For the conditional bias R2n,q(x), we analyze the least squares bias correction and
plug-in bias correction separately. For j = 2, by construction,
E[∂̂qµ2(x)|X]− ∂qµ(x) =
(
E[∂̂qµ1(x)|X]− ∂qµ(x)
)
− ∂qp(x)′Q̂−1m En[p(xi)Bm˜,0(xi)]
=OP(h
m+%−[q])− ∂qp(x)′Q̂−1m En[p(xi)Bm˜,0(xi)]
where Bm˜,0(xi) = E[µ̂1(xi)|X]− µ(xi) is the conditional bias of µ̂1(xi) and the last
line follows from Lemma SA-2.2.
Since ‖En[p(xi)Bm˜,0(xi)]‖∞ ≤ supx∈X |Bm˜,0(x)| ‖En[|p(xi)|]‖∞, using the same
proof strategy as that for Lemma SA-2.2, we have ‖En[|p(xi)|]‖∞ .P hd. Also, by
Lemma SA-2.2, supx∈X |Bm˜,0(x)| .P hm+%. Then by Lemma SA-2.3, the conditional
bias of ∂̂qµ2(x) is OP(h
m+%−[q]).
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Next, for j = 3, using Lemma SA-2.2, we have
E[∂̂qµ3(x)|X]− ∂qµ(x)
=E
[
∂̂qµ0(x) +
∑
u∈Λm
∂̂uµ1(x)h
m−[q]
x Bu,q(x)
+ ∂qp(x)′Q̂−1m En[p(xi)B̂m,0(xi)
∣∣∣X]− ∂qµ(x)
=
∑
u∈Λm
h
m−[q]
x Bu,q(x)E[∂̂uµ1(x)− ∂uµ(x)|X]
+ ∂qp(x)′Q̂−1m En
[
p(xi)
(
E[B̂m,0(xi)|X]−Bm,0(xi)
)]
+OP(h
m+%−[q])
= ∂qp(x)′Q̂−1m En
[
p(xi)
(
E[B̂m,0(xi)|X]−Bm,0(xi)
)]
+OP(h
m+%−[q]),
where B̂m,0(x) = −
∑
u∈Λm ∂̂
uµ1(x)h
m
x Bu,0(x), and the last line follows from As-
sumption SA-4, SA-5 and Lemma SA-2.2. Also by Lemma SA-2.2 and the fact that
Bu,0(·) is bounded, supx∈X |E[B̂m,0(x)|X]−Bm,0(x)| .P hm+%. The desired result
immediately follows by the same argument as for j = 2.
SA-10.9. Proof of Theorem 5.1.
Proof. For j = 0, the result directly follows from [4, Theorem 4.2] combined
with our Lemma SA-4.1. For j = 1, 2, 3, by Lemma SA-2.4 and Lemma SA-4.1, it
suffices to show that γq,j(x)
′Gn[Πj(xi)εi]/
√
Ωj(x) weakly converges to the standard
Normal distribution. First, by construction
V
[ γq,j(x)′√
Ωj(x)
Gn[Πj(xi)εi]
]
= 1.
Next, we write ani :=
γq,j(x)
′Πj(xi)√
Ωj(x)
. For all ϑ > 0,
n∑
i=1
E
[
a2ni
ε2i
n
1{|aniεi/
√
n| > ϑ}
]
≤ E
[
E
[
a2niε
2
i1{|εi| > ϑ
√
n/|ani|}
∣∣∣xi]]
≤ E[a2ni] · sup
x∈X
E
[
ε2i1{|εi| > ϑ
√
n/|ani|}
∣∣∣xi = x]
. h
−2[q]−2dhd
h−d−2[q]
sup
x∈X
E
[
ε2i1{|εi| > ϑ
√
n/|ani|}
∣∣∣xi = x]
. sup
x∈X
E
[
ε2i1{|εi| > ϑ
√
n/|ani|}
∣∣∣xi = x] ,(SA-10.5)
where the third line follows from Lemma SA-2.3 and Lemma SA-2.4. Since |ani| .
h−d/2 and log n/(nhd) = o(1), it follows that
√
n/|ani| → ∞ as n → ∞. By the
moment condition in the theorem, the upper bound in Eq. (SA-10.5) goes to 0 as
n→∞, which completes the proof.
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SA-10.10. Proof of Lemma SA-4.2.
Proof. Consider the conditions in (i) hold. The proof is divided into two steps.
Step 1: We first bound supx∈X |R1n,q(x)| for j = 0, 1, 2, 3. To simplify notation, we
write Πj(xi) = (pi1(xi), . . . , piKj (xi)
′ where Kj = dim(Πj(·)). We truncate the errors
by an increasing sequence of constants {ϑn : n ≥ 1} such that ϑn 
√
nhd/ log n.
Let Hik = pik(xi)(εi1{|εi| ≤ ϑn}−E[εi1{|εi| ≤ ϑn|xi}]) and Tik = pik(xi)(εi1{|εi| >
ϑn} − E[εi1{|εi| > ϑn|xi}]). Regarding the truncated term, it follows from the
truncation strategy, Assumption SA-3, and SA-5 that |Hik| ≤ ϑn and E[H2ik] . hd.
By Bernstein’s inequality, for every t > 0,
P
(
max
1≤k≤Kj
|En[Hik]| > hd
√
log n/(nhd) t
)
≤ 2
Kj∑
k=1
exp
{
− n
2h2dh−d log nt2/n
C1nhd + C2ϑnnhd
√
log n/(nhd)t
}
≤C exp
{
log n
(
1− t
2
C1 + C2ϑn
√
log n/(nhd) t
)}
,(SA-10.6)
which is arbitrarily small for t large enough by the truncation strategy. By Lemma
SA-2.3,
sup
x∈X
∣∣∣(γ̂q,j(x)′ − γq,j(x)′)En[Πj(xi)(εi1{|εi| ≤ ϑn} − E[εi1{|εi| ≤ ϑn|xi}])]∣∣∣
≤ sup
x∈X
‖γ̂q,j(x)′ − γq,j(x)′‖∞‖En[Πj(xi)(εi1{|εi| ≤ ϑn} − E[εi1{|εi| ≤ ϑn|xi}])]‖∞
.P h−[q]−d
√
log n/(nhd)hd
√
log n/(nhd) = h−[q] log n/(nhd).
Regarding the tails, let Kji(x) := (γ̂q,j(x)′ − γq,j(x)′)Πj(xi). By Lemma SA-
2.3 and Assumption SA-3, we have supx∈X |Kji(x)| .P h−d−[q]
√
log n/(nhd). Let
An(M) denote the event on which supx∈X |Kji(x)| ≤ Mh−d−[q]
√
log n/(nhd) for
some M > 0, and 1An(M) be an indicator function of An(M). Then by Markov’s
inequality, for any t > 0,
P
(
sup
x∈X
∣∣∣En[1An(M)Kji(εi1{|εi| > ϑn} − E[εi1{|εi| > ϑn|xi}])]∣∣∣ > t log nnhd+[q])
. Mh
−d−[q]√log n/(nhd)E[|εi|1{|εi| > ϑn}]
th−[q] log n/(nhd)
≤ M
√
n
t
√
hd log n
E[|εi|2+ν ]
ϑ1+νn
(SA-10.7)
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which is arbitrarily small for t/M large enough by the additional moment condition
specified in the lemma and the rate restriction. Since P(An(M)c) = o(1) as M →∞,
simply let t = M2 and M →∞, then the desired conclusion immediately follows.
Step 2: Next, we bound supx∈X |R2n,q(x)|. For j = 0, 1, the result directly follows
from Lemma SA-2.2. For j = 2, notice that the proof of Lemma SA-4.1 essentially
establishes a bound on the uniform norm of ∂qp(x)′Q−1m En[p(xi)Bm˜,0(xi)]. The
bound on (E[∂̂qµ(x)|X] − ∂qµ(x)) follows from Lemma SA-2.2. Then the desired
bound on R2n,q(x) is obtained.
For j = 3, notice that by Assumption SA-4 we can write R2n,q(x) explicitly as
γ̂q,0(x)
{
En[p(xi)(µ(xi)− s∗(xi))]− En
[
p(xi)
∑
u∈Λm
hmxiBu,0(xi)E
[
∂̂uµ1(xi)
∣∣∣X]]}
+ ∂qs∗(x)− ∂qµ(x)−Bm,q(x)
+Bm,q(x) +
∑
u∈Λm
h
m−[q]
x Bu,q(x)∂
up˜(x)′Q̂−1m˜ En[p˜(xi)µ(xi)].
The second line is uniformly bounded by Assumption SA-4: supx∈X |∂qs∗(x) −
∂qµ(x)−Bm,q(x)| . hm+%−[q]. The third line can be written as
Bm,q(x) +
∑
u∈Λm
h
m−[q]
x Bu,q(x)∂
up˜(x)′Q̂−1m˜ En[p˜(xi)µ(xi)]
=
∑
u∈Λm
h
m−[q]
x Bu,q(x)
(
∂up˜(x)′Q̂−1m˜ En[p˜(xi)µ(xi)]− ∂uµ(x)
)
.
By Assumption SA-4, supx∈X |Bu,q(x)| . 1. Moreover, as we have shown in the
proof of Lemma SA-2.2, supx∈X |∂up˜(x)′Q̂−1m˜ En[p˜(xi)µ(xi)] − ∂uµ(x)| .P hm˜−[u]
which suffices to show that the third line is OP(h
m+%−[q]).
In addition, using the proof strategy for Lemma SA-2.2, we have
sup
x∈X
∣∣∣γ̂q,0(x)′En[p(xi)(µ(xi)− s∗(xi) +Bm,0(xi))]∣∣∣ .P hm+%−[q], and
sup
x∈X
∣∣∣γ̂q,0(x)′En[p(xi)hmxiBu,0(xi)(E[∂̂uµ1(xi)|X]− ∂uµ(xi))]∣∣∣ .P hm+%−[q].
Finally, if the conditions in (ii) hold, then it suffices to adjust the proof for
R1n,q(x). We still use the same proof strategy, but let ϑn = log n. For the truncated
term, it can be seen from Bernstein’s inequality (Equation SA-10.6) that the upper
bound can be made arbitrarily small for t large enough when (log n)3/(nhd) . 1.
On the other hand, when applying Markov’s inequality to control the tail (Equation
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(SA-10.7)), we employ the exponential moment condition:
P
(
sup
x∈X
∣∣∣En[1An(M)Kji(εi1{|εi| > ϑn} − E[εi1{|εi| > ϑn|xi}])]∣∣∣ > t log nnhd+[q]
)
. M
√
n
t
√
hd log n
E[|εi|1{|εi| > ϑn}] ≤ M
√
n
t
√
hd log n
E[|εi|3 exp(|εi|)]
ϑ2n exp(ϑn)
≤ M
t(log n)5/2
√
nhd
E[|εi|3 exp(|εi|)]
which is arbitrarily small for t/M large enough. Thus the same bound on R1n,q is
established. Then the proof is complete.
SA-10.11. Proof of Theorem SA-4.1.
Proof. Regarding the L2 convergence, by Lemma SA-2.2,∫
X
(
∂̂qµ0(x)− ∂qµ(x)
)2)
w(x)dx
=
(
En[Π0(xi)εi]′
)(∫
X
γ̂q,0(x)γ̂q,0(x)
′w(x)dx
)(
En[Π0(xi)εi]
)
+OP(h
2(m−[q])).
Notice that in the proof of Lemma SA-2.2, the uniform bound on the conditional bias
does not require explicit expression of leading approximation error. Then by Lemma
SA-2.1, we have
∫
X γ̂q,0(x)γ̂q,0(x)
′w(x)dx . h−d−2[q]. Also, E[‖En[Π0(xi)εi]‖2] .
E[Π0(xi)′Π0(xi)/n] . 1/n. The desired L2-convergence rate follows.
Regarding the uniform convergence, consider the case when the conditions of
Lemma SA-4.2 hold. We use the same truncation strategy. Specifically, separate εi
into
εi1{|εi| ≤ ϑn} − E[εi1{|εi| ≤ ϑn}|xi] and εi1{|εi| > ϑn} − E[εi1{|εi| > ϑn}|xi],
where ϑn 
√
nhd/ log n. By Lemmas SA-2.3, supx∈X |γq,j(x)′Πj(xi)| .P h−d−[q].
Then repeating the argument given in the proof of Lemma SA-4.2 for the truncated
and tails respectively, we have
sup
x∈X
|γq,j(x)′En[Πj(xi)εi]| .P h−[q]
√
log n/(nhd).
Moreover, R¯1n,q = o(h
−d/2−[q]√log n/n) since log n/(nhd) = o(1). In view of these
bounds and Lemma SA-4.2, the desired rate of uniform convergence follows.
Finally, the same results can be proved under the conditions in (ii) of Lemma
SA-4.2 if we let ϑn = log n and assume (log n)
3/(nhd) . 1.
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SA-10.12. Proof of Theorem SA-4.2.
Proof. First consider the conditions in part (i) hold. Notice that for j = 0, 1, 2, 3,
(SA-10.8) Σ̂j −Σj = En[(ε̂2i,j − ε2i )Πj(xi)Πj(xi)′] +
(
En[ε2iΠj(xi)Πj(xi)′]−Σj
)
.
We then divide our proof into four steps.
Step 1: For ‖En[Πj(xi)Πj(xi)′]‖, by Assumption SA-3, SA-5, and the same argu-
ment used in the proof of Lemma SA-2.1, ‖E[Πj(xi)′Πj(xi)′]‖ . hd, and
‖En[Πj(xi)Πj(xi)′]− E[Πj(xi)Πj(xi)′]‖ .P hd
√
log n/(nhd).
By the triangle inequality and the fact that logn
nhd
= o(1), ‖En[Πj(xi)Πj(xi)′] .P hd.
Step 2: Next, we bound the second term in Equation (SA-10.8). To simplify our
notations, let Lj(xi) := W
−1/2
j Πj(xi) be the normalized basis, where Wj = Qm
for j = 0, Wj = Qm˜ for j = 1, and Wj = diag{Qm,Qm˜} for j = 2, 3. Introduce a
sequence of positive numbers: M2n  K
1+1/νn1/(2+ν)
(logn)1/(2+ν)
. Then, we write
Hj(xi) = ε
2
iLj(xi)Lj(xi)
′1{‖ε2iLj(xi)Lj(xi)′‖ ≤M2n},
and
Tj(xi) = ε
2
iLj(xi)Lj(xi)
′1{‖ε2iLj(xi)Lj(xi)′‖ > M2n}.
Clearly,
En[Lj(xi)Lj(xi)′ε2i ]− E[Lj(xi)Lj(xi)′ε2i ]
= (En[Hj(xi)]− E[Hj(xi)]) + (En[Tj(xi)]− E[Tj(xi)]).
For the truncated terms, by definition, ‖Hj(xi)‖ ≤M2n. By the triangle inequality
and Jensen’s inequality, ‖Hj(xi)− E[Hj(xi)]‖ ≤ 2M2n. Also, by Assumption SA-1,
E[(Hj(xi)− E[Hj(xi)])2] ≤ E[ε4i ‖Lj(xi)‖2Lj(xi)Lj(xi)′1{‖ε2iLj(xi)Lj(xi)′‖ ≤M2n}]
≤M2nE[ε2iLj(xi)Lj(xi)′1{‖ε2iLj(xi)Lj(xi)′‖ ≤M2n}]
.M2nE[Lj(xi)Lj(xi)′],
where the inequalities are understood in the sense of semi-definite matrices. Thus
‖E[(Hj(xi)−E[Hj(xi)])2]‖ .M2n. Let ϑn =
√
(log n)
ν
2+ν /(n
ν
2+ν hd). By an inequality
of [25] for independent matrices, for all t > 0,
P
(∥∥∥En[Hj(xi)]− E[Hj(xi)]∥∥∥ > ϑnt)
≤ exp
(
log n− ϑ
2
nt
2/2
M2n/n+M
2
nϑnt/(3n)
)
≤ exp
{
log n
(
1− t
2/2
M2n log nϑ
−2
n n−1(1 + ϑnt/3)
)}
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where M2n log nϑ
−2
n n
−1  (log n) 12+ν /(n 12+ν hd/ν) = o(1) and ϑn = o(1). Hence∥∥∥En[Hj(xi)]− E[Hj(xi)]∥∥∥ .P ϑn = o(1).
Regarding the tails, it directly follows from Lemma SA-2.1 that ‖Tj(xi)‖ .
h−dε2i1{ε2i & M2nhd}. Then by the triangle inequality, Jensen’s inequality, and the
assumption that (2 + ν)th moment of εi is bounded,
E
[∥∥∥En[Tj(xi)]− E[Tj(xi)]∥∥∥] . 2h−dE[ε2i1{|εi| &Mn√hd}]
. 2h
−d(1+ν/2)E[|εi|2+ν1{|εi| &Mn
√
hd}]
Mνn
. ϑn.
By Markov’s inequality, ‖En[Tj(xi)− E[Tj(xi)]]‖ .P ϑn. Since ‖W1/2j ‖ . hd/2 and
‖W−1/2j ‖ . h−d/2, we conclude that ‖En[Πj(xi)Πj(xi)′ε2i ]−Σj‖ .P hdϑn = oP(hd).
Step 3 : The first term in Equation (SA-10.8) satisfies
‖En[(ε̂2i,j − ε2i )Πj(xi)Πj(xi)′]‖
≤‖En[(µ(xi)− µ̂j(xi))2Πj(xi)Πj(xi)′]‖+ 2‖En[(µ(xi)− µ̂j(xi))εiΠj(xi)Πj(xi)′]‖
≤ max
1≤i≤n
|µ(xi)− µ̂j(xi)|2‖En[Πj(xi)Πj(xi)′]‖+
max
1≤i≤n
|µ(xi)− µ̂j(xi)|
(‖En[Πj(xi)Πj(xi)′]‖+ ‖En[Πj(xi)Πj(xi)′ε2i ]‖)
where the last line follows from the fact that 2|a| ≤ 1 + a2. By Theorem SA-4.1 and
the results proved in Step 1 and 2, we have max1≤i≤n |µ(xi)−µ̂j(xi)| = Ruc0,j = oP(1),
‖En[Πj(xi)Πj(xi)′]‖ .P hd and ‖En[Πj(xi)Πj(xi)′ε2i ]‖ .P hd. Hence
(SA-10.9) ‖Σ̂j −Σj‖ .P hd(Ruc0,j + ϑn) = oP(hd)
Step 4: Using all above results, we have∣∣∣Ω̂j(x)− Ωj(x)∣∣∣ = ‖γ̂q,j(x)′Σ̂jγ̂q,j(x)− γq,j(x)′Σjγq,j(x)‖
≤ ‖(γ̂q,j(x)′ − γq,j(x))′Σ̂jγ̂q,j(x)‖+ ‖γq,j(x)′(Σ̂j −Σj)γ̂q,j(x)‖
+ ‖γq,j(x)′Σj(γ̂q,j(x)− γq,j(x))‖
By Lemma SA-2.3 and Equation (SA-10.9), we have
sup
x∈X
∣∣∣Ω̂j(x)− Ωj(x)∣∣∣ .P h−d−2[q](Ruc0,j + ϑn) = oP(h−d−2[q]).
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Finally, when the conditions in part (ii) hold, we only need to adjust the proof
in Step 2. Apply the same proof strategy with Mn =
√
Ch−d log n and ϑn =√
(logn)3
nhd
. For the truncated term, since M2n log n/(ϑ
2
nn) . 1, by Bernstein’s inequal-
ity, ‖En[Hj(xi)] − E[Hj(xi)]‖ .P ϑn = oP(1). On the other hand, when applying
Markov’s inequality to bound the tail, we employ the stronger moment condition:
E
[
‖En[Tj(xi)]− E[Tj(xi)]‖
]
. 2h−dE[ε2i1{|εi| ≥Mn/
√
Ch−d}]
. h
−3d/2
Mn exp(Mn/
√
Ch−d)
E[|εi|3 exp(|εi|)] . ϑn = o(1).
Then the proof is complete.
SA-10.13. Proof of Theorem SA-5.1.
Proof. By Lemma SA-5.1, the remainders in the linearization of T̂j(·) is oP(r−1n )
in L∞(X ), and hence we only need to show that Zj(·) approximates tj(·).
Suppose that the conditions in (i) hold. As a first step, we define K (x,xi) :=
γq,j(x)
′Πj(xi)√
Ωj(x)
for each j = 0, 1, 2, 3, and will construct conditional coupling for tj(·).
One can verify conditions in Lemma 8.2 of the main paper (see Section 8.3) by using
the properties of local bases considered in this paper, but here we directly follow
the strategy given in the proof of Lemma 8.2, which will unify the proofs for d = 1
and Haar basis with d > 1.
We need to construct a rearranged sequence {xi,n}ni=1 of {xi}ni=1. If d = 1, we
order them from the smallest to the largest: x1,n ≤ · · · ≤ xn,n (which are simply
order statistics as in the proof of Lemma 8.2 of the main paper). For Haar basis
with d > 1 and j = 0, we first classify {xi}ni=1 into κ¯ groups so that the points
in the same group belong to the same cell (recall that κ¯ is the number of cells
in ∆). Number the cells in an arbitrary way. Under the new ordering, the points
in the first group is followed by the second, then the third, and so on. Ordering
within each group is arbitrary. {σi}ni=1 and {εi}ni=1 are rearranged as {σi,n}ni=1 and
{εi,n}ni=1 accordingly. Again, the ordering strategies described above only depend
on the values of {xi}ni=1, and thus conditional on X, the new sequence {εi,n}ni=1 is
still independent. As explained in the proof of Lemma 8.2, we can find a sequence of
i.i.d standard normal random variables {ζi,n}ni=1 such that max1≤l≤n |Sl,n| .P n
1
2+ν¯
where Sl,n =
∑l
i=1(εi,n − σi,nζi,n). We will write {ζi}ni=1 for the sequence of ζi,n’s
rearranged based on the original ordering of {xi}ni=1. Using summation by parts,
sup
x∈X
∣∣∣ n∑
i=1
K (x,xi,n)(εi,n − σi,nζi,n)
∣∣∣
= sup
x∈X
∣∣∣K (x,xn,n)Sn,n − n−1∑
i=1
Si,n (K (x,xi+1,n)−K (x,xi,n))
∣∣∣
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≤ sup
x∈X
max
1≤i≤n
|K (x,xi)||Sn,n|+ sup
x∈X
∣∣∣ γq,j(x)′√
Ωj(x)
n−1∑
i=1
Si,n(Πj(xi+1,n)−Πj(xi,n))
∣∣∣
≤ sup
x∈X
max
1≤i≤n
|K (x,xi)||Sn,n|+ sup
x∈X
∥∥∥∥ γq,j(x)′√Ωj(x)
∥∥∥∥
∞
∥∥∥∥ n−1∑
i=1
Si,n(Πj(xi+1,n)−Πj(xi,n))
∥∥∥∥
∞
.
By Assumption SA-3, Lemma SA-2.3, and SA-2.4, supx∈X max1≤i≤n |K (x,xi)| .
h−d/2 and
(SA-10.10) sup
x∈X
∥∥∥∥ γq,j(x)′√Ωj(x)
∥∥∥∥
∞
. h−d/2.
Also, if we write the lth element of Πj(·) as pij,l(·), then
max
1≤l≤Kj
∣∣∣ n−1∑
i=1
(
pij,l(xi+1,n)− pij,l(xi,n)
)
Sl,n
∣∣∣
≤ max
1≤l≤Kj
n−1∑
i=1
∣∣∣pij,l(xi+1,n)− pij,l(xi,n)∣∣∣ max
1≤`≤n
∣∣∣S`,n∣∣∣ .P n 12+ν¯ ,
where the last inequality follows from [22, Corollary 5], the ordering of {xi,n}ni=1,
Assumption SA-3 and the fact that when d > 1, each pij,l(·) is a Haar basis function.
This shows that there exists independent standard Normal random variables {ζi}ni=1
such that
Gn[K (x,xi)εi] =d zj(x) + oP(r−1n ) where zj(x) := Gn[K (x,xi)σiζi].
Next, we convert the conditional coupling to an unconditional one. Notice that
zj(x) =d|X
γq,j(x)
′√
Ωj(x)
Σ¯
1/2
j NKj =
γq,j(x)
′√
Ωj(x)
Σ
1/2
j NKj +
γq,j(x)
′√
Ωj(x)
(
Σ¯
1/2
j −Σ1/2j
)
NKj
where Σ¯j := En[Πj(xi)Πj(xi)′σ2(xi)], NKj is a Kj-dimensional standard Normal
vector (independent of X) and “=d|X” denotes that two processes have the same
conditional distribution given X. For the second term, we already have Equation
(SA-10.10), and by the Gaussian maximal inequality (see [10, Lemma 13]),
E
[∥∥∥(Σ¯1/2j −Σ1/2j )NKj∥∥∥∞ ∣∣∣X] .√log n ∥∥∥Σ¯1/2j −Σ1/2j ∥∥∥ .
By the same argument given for Theorem SA-4.2,
∥∥∥Σ¯j −Σj∥∥∥ .P hd√log n/(nhd).
Then it follows from [5, Theorem X.1.1] that
∥∥∥Σ¯1/2j −Σ1/2j ∥∥∥ .P hd/2( log nnhd
)1/4
.
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For j = 0, 1, a sharper bound is available: by Theorem X.3.8 of [5] and Lemma
SA-2.1,
‖Σ¯1/2j −Σ1/2j ‖ ≤
1
λmin(Σj)1/2
‖Σ¯j −Σj‖ .P hd/2
√
log n/(nhd).
Thus using all these results, we have
E
[
sup
x∈X
∣∣∣ γq,j(x)′√
Ωj(x)
(
Σ¯
1/2
j −Σ1/2j
)
NKj
∣∣∣ ∣∣∣X] .P h−d/2√log n ∥∥∥Σ¯1/2j −Σ1/2j ∥∥∥ = oP(r−1n ),
where the last equality holds by the additional rate restriction given in the theorem
(for j = 0, 1, no additional restriction is needed). By Markov inequality, this suffices
to show that for any ϑ > 0,
P
(
sup
x∈X
∣∣∣zj(x)− Zj(x)∣∣∣ > ϑ ∣∣∣X) = oP(r−1n ).
Since the conditional probability is bounded, by dominated convergence theorem,
the desired result immediately follows.
When the conditions in (ii) hold, the proof remains the same except that we
employ [21, Theorem 1] to construct strong approximation to the partial sum process
of {εi,n}ni=1.
SA-10.14. Proof of Theorem SA-5.4.
Proof. Suppose that the conditions in (i) of Lemma SA-5.1 hold. The other case
follows similarly. Let zj(x) := Gn[K (x,xi)σiζi]. First notice that for j = 0, 1, 2, 3,
sup
x∈X
|ẑj(x)− zj(x)| = sup
x∈X
∣∣∣∣ γ̂q,j(x)′
Ω̂j(x)1/2
Gn[Πj(xi)ζiσˆ(xi)]− γq,j(x)
′
Ωj(x)1/2
Gn[Πj(xi)ζiσ(xi)]
∣∣∣∣
=: sup
x∈X
|Dn(x)|.
Conditional on the data, {Dn(x),x ∈ X} is a Gaussian process with zero means. Let
E∗ denote the expectation with respect to the distribution of {ζi}ni=1. For notational
simplicity, define a norm ‖ · ‖n,2 by ‖a‖2n,2 = n−1
∑n
i=1 a
2
i for a ∈ Rn. Then by
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Cauchy-Schwarz inequality,
E∗[Dn(x)2] =
1
n
n∑
i=1
[
γ̂q,j(x)
′
Ω̂j(x)1/2
Πj(xi)σˆ(xi)− γq,j(x)
′
Ωj(x)1/2
Πj(xi)σ(xi)
]2
=
1
n
n∑
i=1
{
γ̂q,j(x)
′ − γq,j(x)′
Ω̂j(x)1/2
Πj(xi)σˆ(xi)
+ γq,j(x)
′(Ω̂j(x)−1/2 − Ωj(x)−1/2)Πj(xi)σˆ(xi)
+
γq,j(x)
′
Ωj(x)1/2
Πj(xi)(σˆ(xi)− σ(xi))
}2
.
∥∥∥∥ γ̂q,j(x)′ − γq,j(x)′
Ω̂j(x)1/2
Πj(xi)σˆ(xi)
∥∥∥∥2
n,2
+
∥∥∥γq,j(x)′(Ω̂j(x)−1/2 − Ωj(x)−1/2)Πj(xi)σˆ(xi)∥∥∥2
n,2
+
∥∥∥ γq,j(x)′
Ωj(x)1/2
Πj(xi)(σˆ(xi)− σ(xi))
∥∥∥2
n,2
.
By Lemmas SA-2.3 and SA-2.4, Theorem SA-4.2, and max1≤i≤n |σˆ2(xi)−σ2(xi)| =
oP(1/(rn
√
log n)),
sup
x∈X
E∗[Dn(x)2] .P
log n
nhd
+
(n 22+ν (log n) ν2+ν
nhd
+ an
)
+ ( max
1≤i≤n
|σˆ(xi)− σ(xi)|)2
= oP
( 1
r2n log n
)
where an = h
2m for j = 0 and an = h
2m+2% for j = 1, 2, 3. Moreover, using the fact
that for x, xˇ ∈ X ,
(E∗[(Dn(x)−Dn(xˇ))2])1/2
.
∥∥∥∥( γ̂q,j(x)q,j(x)′
Ω̂j(x)1/2
− γ̂q,j(xˇ)
′
Ω̂j(xˇ)1/2
)
Πj(xi)σˆ(xi)
∥∥∥∥
n,2
+
∥∥∥∥( γq,j(x)′Ωj(x)1/2 − γq,j(xˇ)
′
Ωj(xˇ)1/2
)
Πj(xi)σ(xi)
∥∥∥∥
n,2
,
we will show later in the proof that supδ∈∆ supx,xˇ∈clo(δ)(E∗[(Dn(x)−Dn(xˇ))2])1/2 .P
h−1‖x− xˇ‖. Since supδ∈∆ vol(δ) . hd, and the number of cells in ∆ is κ¯  h−d, we
apply Dudley’s inequality (see the proof of [4, Lemma 4.2] for more details of this
inequality) to obtain E∗
[
supx∈X |Dn(x)|
]
= oP(r
−1
n ), which suffices to show for any
t > 0, P∗(supx∈X |Dn| > tr−1n ) = oP(1) by Markov inequality. Then, to show zj(·) is
approximated by Zj(·), we only need to repeat the argument given in the proof of
Theorem SA-5.1.
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In the end, we establish the desired Lipschitz bound on the basis and variance.
For any x, xˇ ∈ δ, by Assumption SA-3, there are only a finite number of basis
functions in p and p˜ which are active on δ, and hence it follows from Lemma SA-2.1
that there exists some universal constant C1 > 0 such that ‖γq,j(x) − γq,j(xˇ)‖ ≤
C1h
−[q]−1h−d‖x− xˇ‖. Similarly, by Lemma SA-2.3 and Theorem SA-4.2, ‖γ̂q,j(x)−
γ̂q.j(xˇ)‖ .P h−[q]−1h−d‖x− xˇ‖, |Ωj(x)−Ωj(xˇ)| . h−d−2[q]−1‖x− xˇ‖, and |Ω̂j(x)−
Ω̂j(xˇ)| .P h−d−2[q]−1‖x− xˇ‖. Then the proof is complete.
SA-10.15. Proof of Theorem SA-5.5.
Proof. Let E∗ be the expectation conditional on the data. Clearly, E∗[∂̂qµ
∗
j (x)] =
∂̂qµj(x). Therefore,
∂̂qµ
∗
j (x)− ∂̂qµj(x)
(Ω̂∗j (x)/n)1/2
=
γ̂q,j(x)
′
Ω̂∗j (x)1/2
Gn[Πj(xi)ωiε̂i,j ].
Note that ε̂i,j = yi − µ̂j(xi) = µ(xi)− µ̂j(xi) + εi. Then
∂̂qµ
∗
j (x)− ∂̂qµj(x)
(Ω̂∗j (x)/n)1/2
=
γq,j(x)
′
Ωj(x)1/2
Gn[Πj(xi)ε̂i,jωi] + oP(r−1n )
=
γq.j(x)
′
Ωj(x)1/2
Gn[Πj(xi)εiωi]+
γq,j(x)
′
Ωj(x)1/2
Gn[Πj(xi)(µ(xi)− µ̂j(xi))ωi] + oP(r−1n )
=
γq,j(x)
′
Ωj(x)1/2
Gn[Πj(xi)εiωi] + oP(r−1n ) in L∞(X ),(SA-10.11)
where the first and second equalities follow from a similar argument for Theorem
SA-5.4, and the last line uses the rate of uniform convergence given in Theorem
SA-4.1. Note that we employ different rate restrictions given in the theorem: for
j = 1, 2, 3, hm+%
√
log n . √nhd/2+m+% = o(r−1n ), whereas for j = 0, hm
√
log n .
√
nhd/2+m = o(r−1n ). Moreover, either
logn√
nhd
. n
1
2+ν (logn)
1+ν
2+ν√
nhd
= o(r−1n ), or
logn√
nhd
.
(logn)2√
nhd
= o(r−1n ). Simply notice that Mn .P 1 means P(|Mn| > ϑn) = o(1) for any
ϑn →∞. By Markov inequality, it immediately follows that P∗(|Mn| > ϑn) = oP(1).
Thus the above derivation still holds in P -probability if we replace P by P∗.
Then we only need to construct strong approximation to the leading term in
Equation (SA-10.11). Repeat the argument for Theorem SA-5.1 conditional on the
data. Regarding the conditional coupling step, we still rearrange terms according to
the values of {xi}ni=1 as described in the proof of Theorem SA-5.1. Now if (2 + ν)th
moment of εi is bounded, then conditional on the data, {εi,nωi,n}ni=1 is independent
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and En[E∗[|εiωi|2+ν ]] .P 1. Thus, strong approximation to the partial sum process
{∑li=1 εi,nωi,n : 1 ≤ l ≤ n} can be obtained by using [22, Corollary 5]. When the
conditions in (ii) of the theorem hold, [21, Theorem 1] can be employed to construct
the strong approximation to this partial sum process. Thus, conditional on the data,
there exists a Kj-dimensional standard Normal vector NKj such that
ẑ∗(·) =d∗ γq,j(·)
′
Ωj(·)1/2
(
En[Πj(xi)Πj(xi)′ε2i ]
)1/2
NKj + oP∗(r
−1
n ).
By Theorem SA-4.2 and the argument given in the proof of Theorem SA-5.1, we
can further show that the conditional Gaussian process on the RHS is further ap-
proximated by Zj(·). Then the proof is complete.
SA-10.16. Proof of Theorem SA-5.6.
Proof. The proof is exactly the same as that for Theorem SA-5.5 except that we
apply the improved Yurinskii’s inequality as in Theorem SA-5.2 conditional on the
data. The conditions needed for coupling can be easily verified since ω is assumed
to be independent of the data and bounded.
SA-10.17. Proof of Theorem SA-5.7.
Proof. The proof is similar to that given in Section 8.6 of the main paper, and
thus omitted here.
SA-10.18. Proof of Lemma SA-6.1.
Proof. (a): Assumption SA-3(a) directly follows from the construction of tensor-
product B-splines. Assumption SA-3(b) follows from [23, Theorem 12.5]. To show
Assumption SA-3(c), note that for a univariate B-spline basis p˘`(x`) = (p˘1(x`), · · · ,
p˘K`(x`))
′, there exists a universal constant C > 0 such that for any ς` ≤ m, 1 ≤ l` ≤
K`, and δ ∈ ∆, ‖dς` p˘l`(x`)/dxς`` ‖L∞(clo(δ)) . h−ς` . Since there are only a fixed number
of nonzero elements in p, we have for [ς] ≤ m, supδ∈∆ supx∈clo(δ) ‖∂ςp(x)‖ . h−[ς].
To derive the other side of the bound, notice that the proof of [28, Lemma 5.4]
shows that for the univariate B-spline basis p˘`(x`), for any ς` ≤ m − 1, x` ∈ X`,
‖dς`p˘`(x`)/dxς`` ‖ & h−ς` . Since for any x`, there are only m nonzero elements in
p˘`(x`), this suffices to show that for any x` ∈ X`, there exists some p˘l`(x`) such that
|dς`pl`(x`)/dxς`` | & h−ς` . Then the lower bound directly follows from the construction
of tensor-product B-splines.
(b): The proof of orthogonality between the constructed leading error and B-
splines can be found in [2]. Regarding the bias expansion, we first consider ς = 0.
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Noticing that
Bm,0(x) = −
d∑
`=1
∂mµ(tLx)
∂xm`
bm`,l`
m!
Bm
(x` − t`,l`
b`,l`
)
+O(hm+%) for x ∈ δl1...ld
where Bm(·) is the mth Bernoulli polynomial, we only need to focus on the first
term on the RHS, denoted by B¯m(x). By construction, B¯m(x) is continuous on
the interior of each subrectangle δl1...ld , and the discontinuity only takes place at
boundaries of subrectangles. Let J0 denote the magnitude of a (generic) jump of
B¯m(x). By Assumption SA-1, J0 is also a jump of µ¯ := µ+ B¯m. We first bound it
as [2] did in their proof. We introduce the following notation:
i. τ := (τ1, · · · , τd) is a point on the boundary of a generic rectangle δl1...ld ;
ii. τ− := (τ−1 , · · · , τ−d ) and τ+ := (τ+1 , · · · , τ+d ) are two points close to τ but
belong to two different subrectangles δ−l1...ld := {x : t
−
`,l`
≤ x` < t−`,l`+1} and
δ+l1...ld := {x : t
+
`,l`
≤ x` < t+`,l`+1};
iii. tL− and tL+ are the starting points of δ
−
l1...ld
and δ+l1...ld ;
iv. (b1,−, · · · , bd,−) and (b1,+, · · · , bd,+) are the corresponding mesh widths of δ−l1...ld
and δ+l1...ld ;
v. Ξ := {` : τ−` − τ` and τ+` − τ` differ in signs}.
In words, the index set Ξ indicates the directions in which we cross boundaries
when we move from τ−` to τ
+
` . To further simplify notation, we write µ¯(τ
−) :=
limx→τ ,x∈δ−l1...ld
µ¯(x) and µ¯(τ+) := limx→τ ,x∈δ+l1...ld
µ¯(x). Then we have
J0 = |µ¯(τ+)− µ¯(τ−)| =
∣∣∣B¯m(τ+)− B¯m(τ−))∣∣∣
=
∑
`∈Ξ
(Bm(0)|/m!)
∣∣∣∂mµ(tL+)
∂xm`
bm`,+ −
∂mµ(tL−)
∂xm`
bm`,−
∣∣∣
=
∑
`∈Ξ
(Bm(0)|/m!)
∣∣∣(∂mµ(tL+)
∂xm`
− ∂
mµ(tL−)
∂xm`
)
bm`,+ +
∂mµ(tL−)
∂xm`
(bm`,+ − bm`,−)
∣∣∣
≤
∑
`∈Ξ
(Bm(0)|/m!)
[
O(hm+%) + Chm−1|b`,+ − b`,−|
]
≤
∑
`∈Ξ
(Bm(0)|/m!)
[
O(hm+%) + Chm−1O(h1+%)
]
,
where the fourth line follows from Assumption SA-1, and the last from the stronger
quasi-uniformity condition specified in the Lemma. This suffices to show that J0 is
O(hm+%).
Then we mimic the proof strategy used in [23, Theorem 12.7]. By [23, Theorem
12.6], we can construct a bounded linear operator L [·] mapping L1(X ) onto S∆,m
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with L [s] = s for all s ∈ S∆,m. Specifically, L [·] is defined as
L [µ](x) :=
K1∑
l1=1
· · ·
Kd∑
ld=1
(ψl1...ldµ)pl1...ld(x)
where {ψl1...ld}K1,...,Kdl1=1,...,ld=1 is the dual basis defined in [23, Equation (12.24)]. By
multi-dimensional Taylor expansion, there exists a polynomial ϕl1...ld such that ‖µ¯−
ϕl1...ld‖L∞(δl1...ld ) . h
m+%, and the degree of ϕl1...ld is no greater than m − 1. Since
L reproduces polynomials, we have
‖µ¯−L [µ¯]‖L∞(δl1...ld ) ≤ ‖µ¯− ϕl1...ld‖L∞(δl1...ld ) + ‖L [µ¯− ϕl1...ld ]‖L∞(δl1...ld )
≤ C‖µ¯− ϕl1...ld‖L∞(δl1...ld ) . h
m+%.
Taking account of the jumps of µ¯ along boundaries, the approximation error of L [µ¯]
is still O(hm+%). Evaluating the L∞ norm on all subrectangles, we conclude that
there exists some s∗ ∈ S∆,m such that ‖µ+ B¯m − s∗‖L∞(X ) . hm+%.
For other ς, we only need to show that the desired result holds for s∗ = L [µ¯]. By
construction of L ,
(SA-10.12)
|∂ς(L [µ¯])| ≤
m+κ1∑
l1=1
· · ·
m+κd∑
ld=1
|ψl1...ld µ¯||∂ςpl1...ld(x)| ≤ Ch−[ς]‖µ¯‖L∞(δl1...ld )
where the last line follows from [23, Theorem 12.5]. Then we have
‖∂ςµ+ ∂ςB¯m − ∂ς(L [µ¯])‖L∞(δl1...ld ) ≤ ‖∂
ςµ+ ∂ςB∗m − ∂ςϕl1...ld‖L∞(δl1...ld )
+ ‖∂ς(L [µ¯− ϕl1...ld ])‖L∞(δl1...ld )
≤ O(hm+%−[ς]) + Ch−[ς]‖µ¯− ϕl1...ld‖L∞(δl1...ld )
. hm+%−[ς]
where the second inequality follows from Taylor expansion and Equation (SA-10.12).
Moreover, by an argument similar to that for J0, the jump of ∂
ςB¯m is O(hm+%−[ς]).
(c): By construction of p˜, ρ = 1. By the same argument as in part (a) and (b), p˜
satisfies Assumption SA-3 and SA-4. Finally, by definition of tensor-product splines,
both p and p˜ reproduce polynomials of degree no greater than m−1. Then the proof
is complete.
SA-10.19. Proof of Lemma SA-6.2.
Proof. (a): Assumption SA-3(a) holds by the fact that the father wavelet is
compactly supported and {φsl} is generated by translation and dilation. Assumption
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SA-1(b) follows from the fact that {φsl} is an orthonormal basis with respect to the
Lebesgue measure. For Assumption SA-3(c), notice that
dς`φ(2sx` − l`)
dxς``
= 2sς`
dς`φ(z)
dzς`
∣∣∣
z=2sx`−l`
= b−ς`
dς`φ(z)
dzς`
∣∣∣
z=2sx`−l`
.
Since the wavelet basis reproduces polynomials of degree no greater than m− 1 and
φ is assumed to have q + 1 continuous derivatives, the desired bounds follow.
(b): We employ the strategy used in [24], but extend their proof to the multidi-
mensional case. First, we denote by V `s the closure of the level-s subspace spanned
by {φsl(x`)}, and let W `s be the orthogonal complement of V `s in V `s+1. Then we write
Vs := ⊗d`=1V `s for the space spanned by the tensor-product level-s father wavelets,
and Ws denotes the orthogonal complement of Vs in Vs+1. We use the fact that
Ws = ⊕2d−1i=1 Ws,i, where ⊕ denotes “direct sum”, and each Ws,i takes the following
form: Ws,i = ⊗d`=1Z`s. Each Z`s is either V `s or W `s , but {Z`s}d`=1 cannot be identical
to {V `s }d`=1. There are in total (2d−1) such subspaces. Accordingly, a typical element
of a basis vector for Ws can be written as
ψ¯slα(x) =
d∏
`=1
[α`φsl`(x`) + (1− α`)ψsl`(x`)]
where l = (l1, . . . , ld) and α` = 0 or 1, but α = (α1, . . . , αd) 6= (1, . . . , 1). Then it
directly follows from the properties of wavelet basis that for ψ¯slα, s ≥ m,
(SA-10.13)
〈xς , ψ¯slα(x)〉 :=
∫
X
xς ψ¯slα(x)dx = 0, for ς such that [ς] ≤ m, and ς` 6= m ∀`.
Denote by Ls[·] the orthogonal projection operator onto Ws. Then the approxi-
mation error of the tensor-product wavelet space Vsn can be written as
∞∑
s=sn
Ls[µ](x) =
∞∑
s=sn
∑
α
∑
l
〈µ(xˇ), ψ¯slα(xˇ)〉ψ¯slα(x)
=
∞∑
s=sn
∑
α
∑
l
〈 ∑
[ς]≤m
∂ςµ(x)
(xˇ− x)ς
ς!
+ ϑn(xˇ,x), ψ¯slα(xˇ)
〉
ψ¯slα(x)
where ϑn(xˇ,x) . ‖xˇ − x‖m+%, and the inner product in the above equations are
taken with respect to xˇ in terms of the Lebesgue measure. The index sets where α
and l live are described in Section SA-6 and the proof, and omitted in the above
derivation for simplicity. By Assumption SA-1 and Assumption SA-3,
sup
x∈X
∣∣∣ ∞∑
s=sn
∑
α
∑
l
〈
ϑn(xˇ,x), ψ¯slα(xˇ)
〉
ψ¯slα(x)
∣∣∣
= sup
x∈X
∣∣∣ ∞∑
s=sn
( b
2s−sn
)m+%∑
α
∑
l
〈
ϑn(xˇ,x)2
s(m+%), ψ¯slα(xˇ)
〉
ψ¯slα(x)
∣∣∣ . bm+%.
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Recall that b = 2−sn .
Regarding the leading terms
∞∑
s=sn
∑
α
∑
l
〈 ∑
[ς]≤m
∂ςµ(x)
(xˇ− x)ς
ς!
, ψ¯slα(xˇ)
〉
ψ¯slα(x),
it is clear that the coefficients of the wavelet basis can be viewed as a linear com-
bination of the inner products of monomials and the mother wavelets themselves,
and thus by Equation (SA-10.13), the leading error is of order bm and can be char-
acterized as
Bm,0(x) = −
∑
u∈Λm
bm
u!
∂uµ(x)BWu,0(x/b).
BWu,0 is referred to as “monowavelet” in [24]. Here we extend it to the multidimen-
sional case. Specifically, define a mapping
ϕ : Λm → {1, . . . , d}
u 7→ `
such that ϕ(u)th element of u is nonzero. We denote l−` := (l1, . . . , l`−1, l`+1, . . . , ld)
and L−`s :=
{
l−` : l`′ ∈ Ls, j′ = {1, · · · , d} \ {`}
}
. Then define
$u,s(x) =
∑
lϕ(u)∈Ls
∑
l−ϕ(u)∈L−ϕ(u)s
cmψ(2
sxϕ(u) − lϕ(u))
∏
`=1,...d
6`=ϕ(u)
φ(2sx` − l`)
where cm :=
∫ 1
0 x
mψ(x) dx. Then BWu,0(·) can be expressed as
(SA-10.14) BWu,0(x) =
∞∑
s=0
2−sm$u,s(x) =:
∞∑
s=0
ξu,s(x).
Moreover, since the series in Equation (SA-10.14) converges uniformly and for
s ≥ sn, $∗u,s(x) is orthogonal to the tensor-product wavelet basis p with respect
to the Lebesgue measure, by Dominated Convergence Theorem, the approximate
orthogonality condition holds.
For other ς, let
Bm,ς(x) = −
∑
u∈Λm
bm−[ς]
u!
∂uµ(x)BWu,ς(x/b)
where BWu,ς(x) = ∂
ςBWu,0(x). Since for ς such that [ς] ≤ ς, ∂ςφ and ∂ςψ are contin-
uously differentiable,
∑∞
s=0 2
−sm∂ς$u,s(x) converges uniformly, and hence we can
interchange the differentiation and infinite summation. Therefore, BWu,ς(·) is well
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defined and continuously differentiable. Then the lipschitz condition on BWu,ς(·) in
Assumption SA-4 holds.
Let s∗ be the orthogonal projection of µ onto Vsn . To complete the proof of part
(b), it suffices to show ‖∂ςµ − ∂ςs∗ +Bm,ς‖L∞(X ) . bm+%−[ς]. Given a resolution
level sn,
∞∑
s=sn
∑
α
∑
l
〈µ(xˇ), ψ¯slα(xˇ)〉∂ς ψ¯slα(x)
=
∞∑
s=sn
∑
α
∑
l
〈 ∑
[u]≤m
∂uµ(x)
(xˇ− x)u
u!
+ ϑn(xˇ,x), ψ¯slα(xˇ)
〉
∂ς ψ¯slα(x)
= bm−[ς]
∞∑
s=sn
2[ς](sn−s)
2m(s−sn)
∑
α
∑
l
2sd
2−sm
〈 ∑
[u]≤m
∂uµ(x)
(xˇ− x)u
u!
+ ϑn(xˇ,x),
2−sd/2ψ¯slα(xˇ)
〉
∂ς
(
2−sd/2ψ¯slα(x)
)
By changing variables, the vanishing moments of the wavelet function, and the
fact that geometric series converges, the last line uniformly converges to the ςth
derivative of the approximation error of Vsn , Bm,ς(·) is the leading error and the
remainder is O(bm+%−[ς]).
(c): By construction of p˜, ρ = 1. By the same argument as that for part (a)
and (b), p˜ satisfies Assumption SA-3 and SA-4. Finally, both p and p˜ reproduce
polynomials of degree no greater than m − 1. Thus Assumption SA-5 holds. The
proof is complete.
SA-10.20. Proof of Lemma SA-6.3.
Proof. (a): By construction, each basis function pk(x) is supported by only one
subrectangle, and there are only a fixed number of pk(x)’s which are not identically
zero on each subrectangle. Thus Assumption SA-3(a) is satisfied. In addition, given
a generic subrectangle δl1...ld , store all basis functions supported on δl1...ld in a vec-
tor pl1...ld . By [7, Lemma A.3], Ql1...ld := E[pl1...ld(xi)pl1...ld(xi)′]  Idim(R(·)), where
Idim(R(·)) is an identity matrix of size dim(R(·)). In fact,
∫
δl1...ld
pl1...ld(x)pl1...ld(x)
′ dx
is a finite-dimensional matrix with the minimum eigenvalue bounded from below by
Chd for some C > 0. Hence for any a ∈ Rdim(R(·)),
a′
∫
δl1...ld
pl1...ld(x)pl1...ld(x)
′ dx a ≥ Chda′a
which suffices to show Assumption SA-3(b).
To show Assumption SA-3(c), simply notice that given any x ∈ X , there are only
a fixed number of nonzero elements in ∂qp(x), and for any k = 1, . . . ,K,
sup
δ∈∆
sup
x∈clo(δ)
|∂ςpk(x)| . h−[ς] max
[α]=m−1
α!
(α− ς)! .
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Moreover, for any x ∈ X , there exists some pk in p such that for [ς] ≤ m − 1,
|∂ςpk(x)| & h−[ς].
(b): The result directly follows from the proofs of Lemma A.2 and Theorem 3 in
[7]. The only difference is that we use shifted Legendre polynomials to re-express the
approximating function s∗(x) = p(x)′β∗ and the leading error. Clearly, β∗ is just a
linear combination of coefficients of power series basis defined in their paper. The
orthogonality between the approximation basis and the leading error holds by the
property of Legendre polynomials and the fact that every basis function is locally
supported on only one cell.
(c): By construction of p˜, ρ = 1. By the same argument as that for part (a) and
(b), p˜ satisfies Assumption SA-3 and SA-4. Finally, when the degree of piecewise
polynomials is increased, p˜ spans a larger space containing the span of p, and both
bases reproduce polynomials of degree no greater than m − 1. Thus Assumption
SA-5 holds.
SA-10.21. Proof of Lemma SA-6.4.
Proof. Assumption SA-3(a), SA-3(c) and SA-4 directly follow from the construc-
tion of this basis and Taylor expansion restricted to a particular cell. For Assumption
SA-3(b), given a generic cell δ, by Assumption SA-2, we can find an inscribed ball
of diameter `1 that is proportional to hx. Thus we can further find an inscribed
rectangle with lengths equal to `2 that is also proportional to hx. Thus, by chang-
ing variables and the same argument as that for the basis defined on rectangular
cells, we have Assumption SA-3(b) holds. The properties of p˜ follow similarly as in
Lemma SA-6.3.
SA-10.22. Proof of Lemma SA-7.1.
Proof. For the upper bound on the maximum eigenvalue, simply notice that all
elements in R is bounded by some constant C, and the number of nonzeros in any
row or column of R is bounded by some constant L. Then for any α ∈ Rϑι such
that ‖α‖ = 1, α′RR′α ≤ L2C2‖α‖2 . 1.
For the other side of the bound, since RR′ is a symmetric block Toeplitz matrix,
Szego¨’s theorem and its extensions state that the asymptotic behavior of Toeplitz or
block Toeplitz matrices is characterized by the corresponding Fourier transformation
of their entries. See [16] for more details. Specifically, RR′ is transformed into the
following matrix
T ι¯(ω) =
 r
′
11r11 + 2r
′
11r21 cosω · · · r′11r1ι¯ + (r′11r2ι¯ + r′1ι¯r21) cosω
.
..
. . .
...
r′1ι¯r11 + (r
′
1ι¯r21 + r
′
11r2ι¯) cosω · · · r′1ι¯r1ι¯ + 2r′1ι¯r2ι¯ cosω
 ,
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Using the representation of RR′ given in the discussion after the lemma, we can
concisely write T ι¯(ω) = A + (B + B′) cosω. By [15, Equation (7)], we have
λmin(RR
′)→ min
ω∈[0,2pi]
λmin(T ι¯(ω)) as κ→∞.
The minimum of the minimum eigenvalue function of T ι¯(ω) is attainable since
each entry of T ι¯(ω) is a linear function of cosω, and thus each coefficient of the cor-
responding characteristic polynomial is a continuous function of cosω. By Theorem
3.9.1 of [26], there exist ι¯ continuous functions of cosω such that they are the roots
of the characteristic polynomial, and thus the minimum eigenvalue is a continuous
function of cosω. In addition, since RR′ is positive semidefinite, this function is
nonnegative over [−1, 1].
By construction, RR′ is a real symmetric positive semidefinite matrix, and thus
its eigenvalues are real and nonnegative. Moreover, given any fixed κ, RR′ is positive
definite since the restrictions specified in R are non-redundant. Therefore, it suffices
to show that the limit of the minimum eigenvalue sequence is bounded away from
zero. The original problem is transformed into showing that the minimum eigenvalue
of a finite-dimensional matrix T ι¯(ω) is strictly positive for any ω ∈ [0, 2pi].
The next critical fact we employ is that the smallest eigenvalue as a function of
a real symmetric matrix is concave [see 18, Property 2.1]. In our case, each entry is
a linear function of cosω, and thus λmin(T ι¯(ω)) is concave with respect to cosω.
Therefore, the minimum of the smallest eigenvalue function could be attained only
at two endpoints, i.e., when cosω = 1 or cosω = −1.
We start with the case in which (m − 1) continuity constraints are imposed at
each knot, i.e., ι¯ = m − 1. Since each knot is treated the same way, the restriction
matrix R can be fully characterized by ι¯ row vectors. A typical restriction that the
ςth derivative (0 ≤ ς ≤ ι¯ − 1) is continuous at a knot can be represented by the
following vector(
P¯
(ς)
0 (1), . . . , P¯
(ς)
m−1(1)︸ ︷︷ ︸
left interval
, −P¯ (ς)0 (−1), . . . ,−P¯ (ς)m−1(−1)︸ ︷︷ ︸
right interval
)
where we omit all zero entries and P¯
(ς)
l (x), 0 ≤ l ≤ m−1, denotes the ςth derivative
of the normalized Legendre polynomial of degree l. Generally, Legendre polynomial
Pl(x) can be written as
Pl(x) =
1
2l
l∑
i=0
(
l
i
)2
(x− 1)l−i(x+ 1)i,
and they have the following properties: for any l, l′ ∈ Z+
Pl(1) = 1, Pl(−x) = (−1)lPl(x),
∫ 1
−1
Pl(x)Pl′(x) dx =
2
2l + 1
δll′
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where δll′ is the Kronecker delta. Therefore, P¯l(x) =
√
2l+1√
2
Pl(x).
Using these formulas,
P
(ς)
l (1) = 2
−ςς!
(
l
ς
)(
l + ς
ς
)
= 2−ς
(l + ς)(l + ς − 1) · · · (l − ς + 1)
ς!
.
Therefore, P¯
(ς)
l (1) =
√
2l+1√
2
2−ςς!
(
l
ς
)(
l+ς
ς
)
. In addition, since Legendre polynomials are
symmetric or antisymmetric, we have P¯
(ς)
l (−1) = (−1)l+ς P¯ (ς)l (1). Thus we obtain
an explicit expression for R.
Next, RR′ can be fully characterized by two matrices A and B as in (SA-7.3). In
what follows we use A[ς, `] to denote the (ς, `)th element of A. The same notation
is used for B and T ι¯(ω). If we arrange restrictions by increasing ς (here we allow
row and column indices to start from 0), then we have
A[ς, ς] =
ι¯∑
u=ς
(2u+ 1)2−2ς
[
ς!
(
u
ς
)(
u+ ς
ς
)]2
,
and for ς > `
A[ς, `] =
{
0 ς + ` is odd∑ι¯
u=ς(2u+ 1)2
−ς−`ς!`!
(
u
ς
)(
u+ς
ς
)(
u
`
)(
u+`
`
)
ς + ` is even
.
B can be expressed explicitly as well:
B[ς, ς] =
ι¯∑
u=ς
(−1)u+ς+1 2u+ 1
2
2−2ς
[
ς!
(
u
ς
)(
u+ ς
ς
)]2
, and
B[ς, `] =
{∑ι¯
u=ς(−1)u+ς+1 2u+12 2−ς−`ς!`!
(
u
ς
)(
u+ς
ς
)(
u
`
)(
u+`
`
)
ς > `
(−1)`+ςB[`, ς] ς < ` .
Therefore, (ς, `)th element of T ι¯(ω) is
Tι¯(ω)[ς, `] =
{
0 `+ ς is odd
A[ς, `] + 2B[ς, `] cosω `+ ς is even
.
When `+ ς is even, the corresponding entry of T ι¯(ω) is nonzero. In addition, the
summands in A[ς, `] and 2B[ς, `] are the same in terms of absolute values and only
differ in signs. Consider the case when cosω = 1 and ς ≥ `. There are several cases:
(i) ι¯ is even, ς is even
Tι¯(ω)[ς, `] =
(ι¯−2)/2∑
u=ς/2
(
2(2u+ 1) + 1
)
2−ς−`+1ς!`!
(2u+ 1
ς
)(2u+ 1 + ς
ς
)(2u+ 1
`
)(2u+ 1 + `
`
)
;
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(ii) ι¯ is even, ς is odd
Tι¯(ω)[ς, `] =
ι¯/2∑
u=(ς+1)/2
(
2(2u) + 1
)
2−ς−`+1ς!`!
(2u
ς
)(2u+ ς
ς
)(2u
`
)(2u+ `
`
)
;
(iii) ι¯ is odd, ς is even
Tι¯(ω)[ς, `] =
(ι¯−1)/2∑
u=ς/2
(
2(2u+ 1) + 1
)
2−ς−`+1ς!`!
(2u+ 1
ς
)(2u+ 1 + ς
ς
)(2u+ 1
`
)(2u+ 1 + `
`
)
;
(iv) ι¯ is odd, ς is odd
Tι¯(ω)[ς, `] =
(ι¯−1)/2∑
u=(ς+1)/2
(
2(2u) + 1
)
2−ς−`+1ς!`!
(2u
ς
)(2u+ ς
ς
)(2u
`
)(2u+ `
`
)
.
When ι¯ is odd, T ι¯(ω) can be written as a Gram matrix T ι¯(ω) = GG
′ where
G =

P¯1(1) 0 P¯3(1) · · · 0 P¯m−1(1)
0 P¯
(1)
2 (1) 0 · · · P¯ (1)m−2(1) 0
0 0 P¯
(2)
3 (1) · · · 0 P¯ (2)m−1(1)
...
...
...
...
...
0 0 0 · · · 0 P¯ (m−2)m−1 (1)
 .
Clearly, it is a row echelon matrix and has full row rank. Thus, the minimum eigen-
value of T ι¯(ω) is strictly positive.
When ι¯ is even, T ι¯(ω) can be written as GG
′ where
G =

P¯1(1) 0 P¯3(1) · · · P¯m−2(1) 0
0 P¯
(1)
2 (1) 0 · · · 0 P¯ (1)m−1(1)
0 0 P¯
(2)
3 (1) · · · P¯ (2)m−2(1) 0
...
...
...
...
...
0 0 0 · · · 0 P¯ (m−2)m−1 (1)
 .
The case of cosω = −1 can be proved the same way. This suffices to show that the
minimum eigenvalue of T ι¯(ω) as a function of cosω is strictly positive at the two
endpoints, 1 and -1, thus completing the proof for ι¯ = m− 1.
To complete the proof of the lemma, it remains to extend this result to the case
in which fewer constraints are imposed. Compared with the case when (m − 1)
constraints are imposed, some rows in the bigger restriction matrix are removed, and
accordingly, RR′ is a principle submatrix of the original one. By Cauchy Interlacing
Theorem, the smallest eigenvalue of the principle submatrix must be no less than
the smallest eigenvalue of the original matrix. Combining this fact with the results
proved for ι¯ = m− 1, we have the minimum eigenvalue of RR′ uniformly bounded
away from 0 when fewer restrictions are imposed, and then the proof is complete.
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Table SA-1
Pointwise Results, Model 1, Spline, Evenly-spaced, n = 1000, 5000 Replications
x = 0.2 x = 0.5 x = 0.8
κ RMSE CR AL RMSE CR AL RMSE CR AL
j = 0
1.0 0.084 56.4 0.185 0.057 84.9 0.249 0.069 69.3 0.185
2.0 0.055 79.0 0.190 0.045 82.3 0.175 0.002 94.5 0.190
κIMSE 3.0 0.006 94.9 0.251 0.046 91.6 0.328 0.036 90.9 0.251
4.0 0.028 93.8 0.376 0.004 94.7 0.222 0.022 94.0 0.376
5.0 0.003 94.9 0.320 0.018 94.4 0.399 0.002 94.8 0.320
κˆROT 4.1 0.023 94.5 0.359 0.002 94.9 0.254 0.019 95.0 0.359
κˆDPI 4.7 0.010 94.9 0.337 0.008 93.8 0.311 0.007 94.7 0.337
j = 1
1.0 0.032 90.8 0.205 0.030 90.3 0.186 0.056 80.8 0.205
2.0 0.026 93.3 0.269 0.013 94.1 0.251 0.033 92.4 0.269
κIMSE 3.0 0.002 95.3 0.305 0.003 94.8 0.226 0.001 94.8 0.304
4.0 0.003 95.2 0.279 0.008 94.7 0.309 0.010 94.4 0.278
5.0 0.001 94.7 0.296 0.008 94.8 0.268 0.009 94.7 0.296
κˆROT 4.1 0.002 95.2 0.283 0.008 94.8 0.297 0.009 94.5 0.283
κˆDPI 4.7 0.001 95.2 0.297 0.007 94.9 0.294 0.009 94.6 0.296
j = 2
1.0 0.029 91.4 0.205 0.018 93.4 0.194 0.054 82.1 0.205
2.0 0.032 92.4 0.270 0.013 94.2 0.251 0.038 91.3 0.270
κIMSE 3.0 0.002 95.1 0.315 0.004 94.7 0.268 0.002 94.8 0.315
4.0 0.004 94.5 0.314 0.009 94.8 0.311 0.001 94.9 0.314
5.0 0.000 94.4 0.311 0.001 94.5 0.340 0.006 94.8 0.311
κˆROT 4.1 0.003 94.7 0.313 0.008 94.8 0.312 0.000 94.7 0.313
κˆDPI 4.7 0.002 94.6 0.318 0.004 94.8 0.330 0.002 95.1 0.318
j = 3
1.0 0.045 85.1 0.198 0.018 33.9 0.268 0.037 88.7 0.197
2.0 0.005 94.9 0.223 0.012 94.1 0.198 0.042 87.9 0.223
κIMSE 3.0 0.005 95.0 0.248 0.016 90.0 0.320 0.036 90.7 0.248
4.0 0.003 94.8 0.351 0.008 94.4 0.250 0.021 93.6 0.351
5.0 0.002 95.0 0.319 0.003 94.0 0.390 0.003 94.8 0.320
κˆROT 4.1 0.004 94.7 0.339 0.007 94.2 0.275 0.019 94.1 0.339
κˆDPI 4.7 0.002 94.9 0.329 0.005 94.2 0.322 0.003 94.8 0.329
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Table SA-2
Pointwise Results, Model 2, Spline, Evenly-spaced, n = 1000, 5000 Replications
x = 0.2 x = 0.5 x = 0.8
κ RMSE CR AL RMSE CR AL RMSE CR AL
j = 0
5.0 0.065 86.9 0.321 0.082 87.1 0.402 0.001 94.9 0.320
6.0 0.043 90.6 0.278 0.095 69.9 0.263 0.004 94.8 0.277
κIMSE 7.0 0.008 94.8 0.290 0.077 89.6 0.462 0.006 94.8 0.290
8.0 0.018 93.8 0.375 0.046 90.4 0.297 0.002 94.8 0.375
9.0 0.026 93.9 0.513 0.060 91.9 0.515 0.004 94.8 0.514
κˆROT 6.1 0.040 90.4 0.279 0.083 71.8 0.277 0.003 95.0 0.278
κˆDPI 7.8 0.014 93.6 0.361 0.008 93.2 0.360 0.003 94.3 0.361
j = 1
5.0 0.065 85.7 0.297 0.098 69.9 0.268 0.048 89.9 0.297
6.0 0.001 94.0 0.360 0.020 94.1 0.363 0.027 93.7 0.360
κIMSE 7.0 0.009 94.2 0.396 0.032 92.9 0.307 0.005 94.5 0.396
8.0 0.011 94.2 0.382 0.019 94.2 0.411 0.001 94.8 0.382
9.0 0.002 94.4 0.351 0.007 94.6 0.343 0.000 94.9 0.351
κˆROT 6.1 0.000 94.2 0.362 0.016 94.0 0.359 0.025 93.3 0.362
κˆDPI 7.8 0.011 94.3 0.384 0.006 92.6 0.376 0.000 95.0 0.384
j = 2
5.0 0.045 91.2 0.311 0.014 94.3 0.340 0.027 93.5 0.311
6.0 0.005 94.3 0.362 0.024 93.9 0.367 0.031 93.5 0.362
κIMSE 7.0 0.014 94.3 0.403 0.001 94.4 0.398 0.013 94.5 0.403
8.0 0.001 94.5 0.413 0.022 94.4 0.416 0.015 94.3 0.414
9.0 0.001 94.3 0.434 0.002 94.3 0.446 0.002 94.7 0.435
κˆROT 6.1 0.005 94.4 0.365 0.022 93.9 0.369 0.027 93.1 0.365
κˆDPI 7.8 0.004 94.7 0.412 0.015 94.3 0.413 0.012 94.4 0.412
j = 3
5.0 0.074 84.8 0.321 0.044 67.9 0.393 0.002 94.7 0.320
6.0 0.019 93.9 0.302 0.041 91.3 0.298 0.013 94.7 0.302
κIMSE 7.0 0.001 94.4 0.325 0.035 86.0 0.452 0.007 94.8 0.325
8.0 0.018 93.9 0.374 0.009 94.5 0.337 0.002 94.8 0.374
9.0 0.024 92.9 0.492 0.023 90.5 0.504 0.003 94.9 0.493
κˆROT 6.1 0.017 93.6 0.304 0.035 90.9 0.309 0.013 94.7 0.304
κˆDPI 7.8 0.016 93.7 0.368 0.003 93.0 0.382 0.003 94.6 0.369
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Table SA-3
Pointwise Results, Model 3, Spline, Evenly-spaced, n = 1000, 5000 Replications
x = 0.2 x = 0.5 x = 0.8
κ RMSE CR AL RMSE CR AL RMSE CR AL
j = 0
10.0 0.002 94.5 0.423 0.487 0.04 0.343 0.002 94.4 0.423
11.0 0.003 94.5 0.357 0.233 63.40 0.566 0.003 94.5 0.357
κIMSE 12.0 0.004 94.1 0.368 0.349 3.88 0.366 0.003 94.9 0.368
13.0 0.005 94.6 0.466 0.229 68.30 0.611 0.004 94.6 0.467
14.0 0.003 94.1 0.625 0.251 28.10 0.389 0.001 94.5 0.627
κˆROT 3.7 0.209 31.9 0.342 1.010 0.00 0.294 0.207 32.0 0.342
κˆDPI 7.6 0.011 92.8 0.375 0.467 19.70 0.371 0.011 93.1 0.376
j = 1
10.0 0.000 94.3 0.398 0.035 93.40 0.454 0.000 94.8 0.399
11.0 0.029 93.5 0.466 0.281 17.90 0.383 0.028 94.1 0.467
κIMSE 12.0 0.005 94.0 0.490 0.010 93.90 0.493 0.004 94.7 0.491
13.0 0.002 93.9 0.459 0.176 60.80 0.410 0.001 94.5 0.460
14.0 0.004 94.2 0.423 0.025 93.70 0.530 0.004 94.8 0.423
κˆROT 3.7 0.101 71.5 0.290 0.823 0.00 0.310 0.100 73.4 0.290
κˆDPI 7.6 0.032 91.8 0.371 0.304 31.90 0.382 0.032 90.8 0.371
j = 2
10.0 0.001 94.1 0.433 0.037 93.40 0.460 0.000 94.8 0.434
11.0 0.036 93.4 0.474 0.046 92.50 0.490 0.035 93.6 0.475
κIMSE 12.0 0.009 94.1 0.500 0.019 93.90 0.500 0.008 94.7 0.501
13.0 0.012 94.0 0.503 0.030 93.70 0.528 0.014 94.4 0.505
14.0 0.002 94.2 0.540 0.037 93.40 0.538 0.004 94.1 0.541
κˆROT 3.7 0.104 64.7 0.320 0.733 0.00 0.326 0.102 65.2 0.320
κˆDPI 7.6 0.007 90.5 0.405 0.204 53.90 0.412 0.006 90.5 0.405
j = 3
10.0 0.002 94.3 0.420 0.280 19.30 0.386 0.002 94.3 0.421
11.0 0.007 94.3 0.393 0.066 91.30 0.551 0.007 94.2 0.393
κIMSE 12.0 0.006 94.2 0.409 0.171 63.40 0.413 0.005 94.7 0.410
13.0 0.005 94.7 0.465 0.069 91.10 0.595 0.004 94.7 0.467
14.0 0.005 94.4 0.608 0.103 83.30 0.440 0.001 94.6 0.610
κˆROT 3.7 0.249 20.0 0.327 0.902 0.00 0.312 0.250 19.5 0.326
κˆDPI 7.6 0.024 93.1 0.379 0.366 28.40 0.392 0.024 93.6 0.380
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Table SA-4
Pointwise Results, Model 4, Spline, Evenly-spaced, n = 1000, 5000 Replications
x = (0.5, 0.5) x = (0.1, 0.5) x = (0.1, 0.1)
κ RMSE CR AL RMSE CR AL RMSE CR AL
j = 0
2.0 0.515 0.0 0.267 0.405 1.68 0.384 0.087 89.4 0.574
3.0 0.320 69.4 0.877 0.133 87.80 0.694 0.116 85.3 0.556
κIMSE 4.0 0.182 57.4 0.402 0.141 78.30 0.470 0.074 90.3 0.550
5.0 0.187 90.0 1.300 0.107 91.40 0.882 0.034 93.4 0.596
6.0 0.070 91.5 0.564 0.045 93.60 0.648 0.003 93.6 0.740
κˆROT 2.9 0.266 65.1 0.839 0.100 81.80 0.675 0.115 85.7 0.558
κˆDPI 4.0 0.182 57.4 0.402 0.141 78.30 0.470 0.074 90.3 0.550
j = 1
2.0 0.026 93.8 0.510 0.000 95.10 0.516 0.006 94.5 0.526
3.0 0.164 66.4 0.417 0.119 85.70 0.516 0.077 92.3 0.636
κIMSE 4.0 0.042 93.2 0.774 0.035 94.20 0.820 0.039 93.5 0.869
5.0 0.024 93.9 0.585 0.012 94.30 0.828 0.013 93.5 1.170
6.0 0.013 93.8 1.070 0.023 93.40 1.240 0.006 93.0 1.440
κˆROT 2.9 0.155 67.9 0.423 0.111 87.10 0.516 0.072 92.2 0.628
κˆDPI 4.0 0.042 93.2 0.774 0.035 94.20 0.820 0.039 93.5 0.869
j = 2
2.0 0.027 93.7 0.510 0.001 95.20 0.520 0.000 94.4 0.538
3.0 0.029 93.8 0.658 0.035 94.60 0.597 0.072 92.3 0.641
κIMSE 4.0 0.052 93.2 0.780 0.041 94.30 0.826 0.040 93.6 0.873
5.0 0.017 94.0 1.060 0.004 94.10 0.955 0.014 93.6 1.180
6.0 0.014 94.4 1.090 0.025 93.90 1.260 0.007 93.4 1.480
κˆROT 2.9 0.030 93.7 0.648 0.032 94.80 0.592 0.068 92.2 0.634
κˆDPI 4.0 0.051 93.2 0.780 0.041 94.30 0.826 0.040 93.6 0.873
j = 3
2.0 0.254 27.8 0.390 0.190 59.60 0.434 0.028 94.3 0.549
3.0 0.146 86.5 0.834 0.054 92.10 0.693 0.063 93.2 0.625
κIMSE 4.0 0.044 93.1 0.564 0.028 95.00 0.685 0.039 93.8 0.815
5.0 0.057 93.9 1.260 0.043 94.10 0.962 0.023 93.6 0.998
6.0 0.006 94.1 0.790 0.007 94.20 0.901 0.020 93.4 1.030
κˆROT 2.9 0.120 82.9 0.806 0.039 88.10 0.677 0.061 93.1 0.620
κˆDPI 4.0 0.044 93.1 0.564 0.028 95.00 0.685 0.039 93.8 0.815
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Table SA-5
Pointwise Results, Model 5, Spline, Evenly-spaced, n = 1000, 5000 Replications
x = (0.5, 0.5) x = (0.1, 0.5) x = (0.1, 0.1)
κ RMSE CR AL RMSE CR AL RMSE CR AL
j = 0
2.0 0.129 47.8 0.251 0.035 93.1 0.386 0.068 91.3 0.561
3.0 0.086 92.2 0.870 0.178 82.7 0.701 0.083 89.5 0.555
κIMSE 4.0 0.021 94.0 0.399 0.082 89.4 0.471 0.074 90.4 0.551
5.0 0.022 94.2 1.300 0.087 92.3 0.882 0.055 92.5 0.596
6.0 0.014 93.9 0.563 0.025 94.4 0.648 0.034 93.6 0.740
κˆROT 3.0 0.086 92.0 0.868 0.177 82.7 0.700 0.083 89.5 0.555
κˆDPI 3.9 0.015 94.0 0.434 0.088 88.9 0.488 0.074 90.4 0.551
j = 1
2.0 0.028 93.7 0.509 0.062 92.2 0.517 0.066 91.9 0.526
3.0 0.016 94.1 0.414 0.015 95.3 0.512 0.026 94.5 0.634
κIMSE 4.0 0.001 93.9 0.773 0.000 95.0 0.820 0.010 93.7 0.868
5.0 0.006 94.4 0.585 0.013 94.3 0.828 0.003 93.6 1.170
6.0 0.000 93.9 1.070 0.019 93.4 1.240 0.004 93.0 1.440
κˆROT 3.0 0.016 94.1 0.415 0.015 95.3 0.513 0.026 94.5 0.635
κˆDPI 3.9 0.001 94.0 0.746 0.001 95.0 0.798 0.010 93.7 0.851
j = 2
2.0 0.031 93.7 0.510 0.060 92.7 0.520 0.060 92.4 0.537
3.0 0.015 94.0 0.657 0.016 94.7 0.596 0.025 94.4 0.639
κIMSE 4.0 0.001 94.0 0.780 0.000 95.2 0.826 0.009 93.9 0.872
5.0 0.004 94.0 1.060 0.014 93.9 0.955 0.004 93.6 1.180
6.0 0.000 94.5 1.090 0.020 94.0 1.260 0.005 93.4 1.480
κˆROT 3.0 0.015 94.0 0.657 0.016 94.7 0.597 0.025 94.4 0.639
κˆDPI 3.9 0.000 93.9 0.771 0.002 95.2 0.809 0.010 93.9 0.855
j = 3
2.0 0.064 88.8 0.373 0.011 95.1 0.422 0.045 93.3 0.541
3.0 0.056 93.6 0.831 0.053 93.6 0.693 0.030 94.4 0.623
κIMSE 4.0 0.002 94.1 0.562 0.011 95.3 0.683 0.024 94.1 0.815
5.0 0.002 94.2 1.260 0.012 94.1 0.962 0.019 93.6 0.998
6.0 0.003 93.9 0.790 0.001 94.1 0.901 0.018 93.3 1.030
κˆROT 3.0 0.056 93.6 0.830 0.053 93.6 0.693 0.030 94.3 0.623
κˆDPI 3.9 0.001 94.2 0.581 0.014 95.4 0.684 0.024 94.0 0.801
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Table SA-6
Pointwise Results, Model 6, Spline, Evenly-spaced, n = 1000, 5000 Replications
x = (0.5, 0.5, 0.5) x = (0.1, 0.1, 0.5) x = (0.1, 0.1, 0.1)
κ RMSE CR AL RMSE CR AL RMSE CR AL
j = 0
1.0 0.002 94.9 1.000 0.003 93.4 1.030 0.152 88.0 1.16
2.0 0.001 94.7 0.363 0.005 91.8 0.816 0.231 79.8 1.33
κIMSE 3.0 0.004 93.8 2.410 0.014 89.4 1.500 0.274 73.7 1.28
κˆROT 2.1 0.003 94.8 0.570 0.006 91.5 0.887 0.236 79.3 1.33
κˆDPI 3.0 0.003 93.8 2.400 0.014 89.5 1.500 0.274 73.7 1.28
j = 1
1.0 0.001 94.7 0.433 0.005 91.4 0.807 0.195 78.9 1.19
2.0 0.000 95.5 1.090 0.010 91.7 1.110 0.130 84.1 1.25
κIMSE 3.0 0.002 96.3 0.842 0.014 91.7 1.300 0.081 85.5 2.09
κˆROT 2.1 0.000 95.3 1.070 0.010 91.9 1.130 0.121 84.1 1.33
κˆDPI 3.0 0.002 96.3 0.845 0.014 91.7 1.300 0.081 85.5 2.09
j = 2
1.0 0.000 95.0 0.563 0.006 92.1 0.856 0.118 85.4 1.27
2.0 0.001 95.4 1.090 0.010 92.0 1.130 0.124 86.4 1.35
κIMSE 3.0 0.008 94.8 1.850 0.014 91.7 1.440 0.083 87.4 2.22
κˆROT 2.1 0.000 95.2 1.170 0.009 92.2 1.170 0.116 86.4 1.43
κˆDPI 3.0 0.008 94.8 1.850 0.015 91.7 1.440 0.084 87.4 2.22
j = 3
1.0 0.001 95.7 1.020 0.008 92.7 1.210 0.132 87.0 1.18
2.0 0.001 95.3 0.860 0.004 93.3 0.952 0.077 89.3 1.31
κIMSE 3.0 0.006 94.7 2.380 0.014 93.5 1.860 0.033 91.5 2.28
κˆROT 2.1 0.000 95.4 1.010 0.005 93.3 1.050 0.076 89.6 1.38
κˆDPI 3.0 0.006 94.7 2.380 0.014 93.5 1.900 0.033 91.5 2.31
74 CATTANEO, FARRELL, AND FENG
Table SA-7
Pointwise Results, Model 7, Spline, Evenly-spaced, n = 1000, 5000 Replications
x = (0.5, 0.5, 0.5) x = (0.1, 0.1, 0.5) x = (0.1, 0.1, 0.1)
κ RMSE CR AL RMSE CR AL RMSE CR AL
j = 0
1.0 0.002 95.0 0.999 0.004 93.6 0.992 0.003 92.8 0.99
κIMSE 2.0 0.004 94.6 0.362 0.004 92.4 0.789 0.003 89.5 1.15
3.0 0.003 93.8 2.410 0.014 89.1 1.490 0.007 85.8 1.21
κˆROT 2.1 0.003 94.6 0.512 0.004 92.3 0.839 0.003 89.1 1.15
κˆDPI 3.0 0.002 93.8 2.400 0.014 89.1 1.490 0.002 85.8 1.23
j = 1
1.0 0.004 94.6 0.432 0.005 91.8 0.783 0.001 88.8 1.06
κIMSE 2.0 0.000 95.4 1.090 0.010 91.5 1.100 0.006 86.5 1.24
3.0 0.002 96.3 0.842 0.014 91.7 1.300 0.038 85.7 2.08
κˆROT 2.1 0.000 95.4 1.070 0.010 91.5 1.120 0.001 86.2 1.31
κˆDPI 3.0 0.002 96.3 0.844 0.015 91.7 1.300 0.018 85.8 2.28
j = 2
1.0 0.004 95.1 0.562 0.005 92.7 0.838 0.001 90.8 1.12
κIMSE 2.0 0.001 95.4 1.090 0.010 92.1 1.130 0.004 89.0 1.34
3.0 0.008 94.8 1.850 0.014 91.7 1.440 0.039 87.6 2.22
κˆROT 2.1 0.001 95.4 1.150 0.010 92.0 1.160 0.003 88.9 1.41
κˆDPI 3.0 0.008 94.8 1.850 0.015 91.6 1.440 0.018 87.6 2.44
j = 3
1.0 0.006 95.6 1.020 0.007 93.1 1.160 0.001 92.0 1.07
κIMSE 2.0 0.003 95.2 0.859 0.004 93.5 0.946 0.000 90.7 1.27
3.0 0.005 94.6 2.380 0.014 93.5 1.860 0.023 91.7 2.27
κˆROT 2.1 0.005 95.3 0.970 0.004 93.5 1.020 0.004 90.6 1.33
κˆDPI 3.0 0.005 94.6 2.370 0.012 93.5 2.030 0.224 91.7 21.30
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Table SA-8
Pointwise Results, Model 1, Spline, Quantile-spaced, n = 1000, 5000 Replications
x = 0.2 x = 0.5 x = 0.8
κ RMSE CR AL RMSE CR AL RMSE CR AL
j = 0
1.0 0.084 56.5 0.185 0.046 87.6 0.240 0.068 69.6 0.185
2.0 0.054 79.0 0.190 0.045 81.9 0.176 0.003 94.2 0.190
κIMSE 3.0 0.006 94.8 0.252 0.036 92.1 0.308 0.036 90.8 0.253
4.0 0.021 94.3 0.352 0.003 94.5 0.225 0.018 94.0 0.352
5.0 0.003 94.6 0.322 0.013 94.5 0.364 0.001 94.9 0.321
κˆROT 4.1 0.018 94.5 0.341 0.001 94.6 0.250 0.016 95.0 0.340
κˆDPI 4.7 0.008 94.9 0.328 0.006 94.0 0.299 0.006 94.6 0.327
j = 1
1.0 0.032 90.7 0.205 0.030 89.5 0.187 0.056 80.7 0.205
2.0 0.025 93.3 0.269 0.012 94.2 0.251 0.033 92.3 0.269
κIMSE 3.0 0.002 95.4 0.303 0.004 94.6 0.228 0.001 94.8 0.303
4.0 0.003 95.1 0.281 0.008 94.6 0.307 0.010 94.4 0.280
5.0 0.001 94.7 0.298 0.008 94.7 0.274 0.008 94.7 0.298
κˆROT 4.1 0.002 95.1 0.285 0.008 94.6 0.297 0.009 94.5 0.285
κˆDPI 4.7 0.001 95.1 0.298 0.007 94.7 0.295 0.009 94.6 0.299
j = 2
1.0 0.029 91.2 0.205 0.019 93.1 0.194 0.054 82.0 0.206
2.0 0.031 92.4 0.270 0.013 94.2 0.251 0.038 91.2 0.270
κIMSE 3.0 0.002 95.0 0.314 0.004 94.5 0.264 0.001 94.8 0.313
4.0 0.003 94.6 0.310 0.009 94.6 0.310 0.000 95.0 0.310
5.0 0.000 94.3 0.314 0.002 94.5 0.329 0.005 94.8 0.314
κˆROT 4.1 0.002 94.7 0.311 0.008 94.7 0.309 0.001 95.0 0.311
κˆDPI 4.7 0.001 94.4 0.318 0.004 94.6 0.324 0.002 95.2 0.318
j = 3
1.0 0.046 85.0 0.198 0.022 35.5 0.253 0.037 88.5 0.197
2.0 0.005 94.9 0.223 0.012 93.9 0.199 0.043 87.6 0.223
κIMSE 3.0 0.005 94.9 0.249 0.012 89.9 0.299 0.037 90.7 0.249
4.0 0.000 94.8 0.340 0.008 94.7 0.251 0.005 93.7 0.341
5.0 0.002 94.8 0.324 0.003 93.8 0.355 0.004 94.9 0.324
κˆROT 4.1 0.002 94.5 0.332 0.007 94.4 0.269 0.006 94.3 0.331
κˆDPI 4.7 0.001 94.8 0.327 0.005 94.1 0.307 0.001 94.7 0.326
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Table SA-9
Pointwise Results, Model 2, Spline, Quantile-spaced, n = 1000, 5000 Replications
x = 0.2 x = 0.5 x = 0.8
κ RMSE CR AL RMSE CR AL RMSE CR AL
j = 0
5.0 0.058 87.7 0.323 0.039 88.5 0.367 0.003 94.3 0.321
6.0 0.041 90.7 0.282 0.087 72.0 0.271 0.003 94.8 0.281
κIMSE 7.0 0.009 94.2 0.296 0.036 91.1 0.409 0.006 94.6 0.297
8.0 0.015 94.2 0.377 0.037 90.7 0.313 0.001 94.6 0.380
9.0 0.014 94.0 0.456 0.026 92.5 0.443 0.001 94.7 0.456
κˆROT 6.1 0.039 90.5 0.284 0.080 73.2 0.281 0.002 95.1 0.282
κˆDPI 7.8 0.010 94.0 0.365 0.017 91.6 0.350 0.002 94.4 0.367
j = 1
5.0 0.060 86.6 0.298 0.091 71.2 0.274 0.046 90.3 0.299
6.0 0.001 94.1 0.357 0.014 93.4 0.358 0.026 93.8 0.358
κIMSE 7.0 0.008 94.1 0.391 0.026 92.6 0.319 0.004 94.7 0.391
8.0 0.009 94.3 0.380 0.014 93.6 0.401 0.001 94.8 0.379
9.0 0.002 94.3 0.364 0.002 94.2 0.362 0.000 94.7 0.364
κˆROT 6.1 0.001 94.2 0.359 0.012 93.3 0.355 0.023 93.4 0.360
κˆDPI 7.8 0.009 94.4 0.381 0.006 93.0 0.377 0.000 94.9 0.381
j = 2
5.0 0.040 91.2 0.314 0.020 93.0 0.329 0.027 93.2 0.314
6.0 0.004 94.0 0.361 0.022 93.9 0.365 0.028 93.5 0.362
κIMSE 7.0 0.012 94.2 0.400 0.002 94.4 0.382 0.012 94.3 0.400
8.0 0.000 94.4 0.413 0.020 94.3 0.412 0.013 94.2 0.414
9.0 0.001 94.2 0.422 0.004 93.9 0.427 0.001 94.7 0.423
κˆROT 6.1 0.004 94.3 0.364 0.020 94.0 0.366 0.025 93.0 0.365
κˆDPI 7.8 0.002 94.7 0.411 0.014 94.4 0.406 0.010 94.4 0.411
j = 3
5.0 0.077 83.1 0.326 0.010 71.0 0.358 0.001 94.7 0.324
6.0 0.019 93.7 0.305 0.040 90.1 0.300 0.012 94.5 0.305
κIMSE 7.0 0.002 94.4 0.327 0.012 87.7 0.400 0.008 94.7 0.327
8.0 0.016 93.9 0.379 0.008 93.7 0.344 0.001 94.4 0.381
9.0 0.004 93.6 0.445 0.010 91.4 0.437 0.002 95.0 0.446
κˆROT 6.1 0.018 93.5 0.307 0.038 89.6 0.308 0.012 94.5 0.307
κˆDPI 7.8 0.013 94.0 0.373 0.004 92.4 0.367 0.003 94.6 0.374
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Table SA-10
Pointwise Results, Model 3, Spline, Quantile-spaced, n = 1000, 5000 Replications
x = 0.2 x = 0.5 x = 0.8
κ RMSE CR AL RMSE CR AL RMSE CR AL
j = 0
10.0 0.002 94.1 0.426 0.396 10.8 0.367 0.001 94.6 0.424
11.0 0.002 94.4 0.376 0.028 70.6 0.477 0.002 94.5 0.375
κIMSE 12.0 0.003 94.5 0.389 0.250 32.2 0.403 0.003 94.5 0.391
13.0 0.004 94.5 0.466 0.017 74.7 0.502 0.003 94.5 0.470
14.0 0.003 93.9 0.526 0.154 56.7 0.440 0.001 94.8 0.527
κˆROT 3.7 0.186 38.8 0.326 1.020 0.0 0.290 0.186 38.7 0.327
κˆDPI 7.7 0.010 92.6 0.364 0.487 23.1 0.363 0.011 92.9 0.364
j = 1
10.0 0.001 94.1 0.400 0.096 80.2 0.441 0.001 94.4 0.402
11.0 0.022 93.7 0.455 0.218 43.2 0.408 0.022 94.5 0.457
κIMSE 12.0 0.007 94.1 0.476 0.049 87.3 0.472 0.006 94.6 0.476
13.0 0.004 93.9 0.459 0.120 75.7 0.443 0.003 94.3 0.459
14.0 0.003 94.4 0.450 0.027 90.7 0.501 0.002 94.4 0.452
κˆROT 3.7 0.102 68.6 0.292 0.826 0.0 0.311 0.100 69.7 0.291
κˆDPI 7.7 0.032 91.7 0.374 0.322 26.1 0.383 0.032 90.6 0.374
j = 2
10.0 0.007 94.0 0.439 0.053 90.5 0.455 0.007 94.6 0.440
11.0 0.029 93.6 0.471 0.065 89.7 0.469 0.028 94.1 0.472
κIMSE 12.0 0.009 94.1 0.495 0.004 93.5 0.494 0.007 94.4 0.496
13.0 0.007 94.3 0.507 0.030 93.1 0.506 0.009 94.5 0.508
14.0 0.000 94.0 0.520 0.010 93.3 0.530 0.003 94.5 0.521
κˆROT 3.7 0.111 62.8 0.317 0.740 0.0 0.324 0.109 63.4 0.317
κˆDPI 7.7 0.016 89.3 0.403 0.220 50.5 0.406 0.016 89.3 0.404
j = 3
10.0 0.005 94.4 0.429 0.259 29.3 0.395 0.004 94.4 0.428
11.0 0.005 94.3 0.404 0.083 79.5 0.471 0.005 94.3 0.404
κIMSE 12.0 0.005 94.6 0.420 0.150 68.2 0.430 0.005 94.6 0.421
13.0 0.004 94.3 0.474 0.051 87.2 0.499 0.002 94.5 0.478
14.0 0.004 94.3 0.522 0.085 85.5 0.465 0.001 95.1 0.523
κˆROT 3.7 0.156 36.5 0.318 0.923 0.0 0.306 0.152 37.4 0.319
κˆDPI 7.7 0.021 93.1 0.371 0.399 22.5 0.379 0.020 93.7 0.372
78 CATTANEO, FARRELL, AND FENG
Table SA-11
Pointwise Results, Model 4, Spline, Quantile-spaced, n = 1000, 5000 Replications
x = (0.5, 0.5) x = (0.1, 0.5) x = (0.1, 0.1)
κ RMSE CR AL RMSE CR AL RMSE CR AL
j = 0
2.0 0.511 0.0 0.269 0.402 2.16 0.385 0.087 89.2 0.573
3.0 0.214 79.5 0.774 0.081 91.00 0.652 0.115 85.4 0.556
κIMSE 4.0 0.174 61.3 0.414 0.136 79.40 0.477 0.073 90.2 0.552
5.0 0.113 91.8 1.080 0.062 93.30 0.807 0.034 93.5 0.602
6.0 0.062 92.0 0.600 0.039 93.70 0.673 0.003 93.9 0.755
κˆROT 2.9 0.168 74.4 0.742 0.051 85.00 0.635 0.114 85.8 0.558
κˆDPI 4.0 0.174 61.3 0.414 0.135 79.40 0.478 0.073 90.2 0.552
j = 1
2.0 0.030 93.5 0.509 0.002 95.00 0.516 0.005 94.2 0.527
3.0 0.158 68.5 0.426 0.115 86.20 0.522 0.077 92.0 0.637
κIMSE 4.0 0.038 93.6 0.764 0.031 94.30 0.814 0.039 93.7 0.870
5.0 0.020 93.7 0.611 0.008 94.40 0.844 0.013 93.5 1.170
6.0 0.011 93.6 1.040 0.020 93.90 1.220 0.006 93.1 1.430
κˆROT 2.9 0.150 69.8 0.431 0.107 87.50 0.521 0.072 91.9 0.630
κˆDPI 4.0 0.038 93.6 0.764 0.031 94.30 0.814 0.039 93.7 0.870
j = 2
2.0 0.030 93.6 0.509 0.003 95.20 0.519 0.000 94.5 0.538
3.0 0.041 93.2 0.611 0.040 94.30 0.589 0.073 92.2 0.642
κIMSE 4.0 0.048 93.4 0.773 0.040 94.30 0.822 0.040 93.8 0.874
5.0 0.013 94.0 0.938 0.001 94.30 0.943 0.013 93.7 1.180
6.0 0.013 94.3 1.070 0.023 94.10 1.240 0.006 93.1 1.460
κˆROT 2.9 0.041 93.2 0.604 0.037 94.50 0.585 0.068 92.1 0.636
κˆDPI 4.0 0.048 93.4 0.773 0.039 94.30 0.822 0.040 93.8 0.874
j = 3
2.0 0.257 26.6 0.388 0.191 58.70 0.435 0.029 94.5 0.550
3.0 0.070 90.0 0.741 0.022 93.00 0.646 0.064 92.9 0.625
κIMSE 4.0 0.045 93.0 0.560 0.028 95.10 0.680 0.040 94.0 0.812
5.0 0.026 93.9 1.050 0.024 94.20 0.869 0.024 93.5 0.985
6.0 0.005 93.9 0.783 0.008 94.50 0.891 0.020 93.4 1.020
κˆROT 2.9 0.049 85.8 0.719 0.009 88.90 0.633 0.062 92.8 0.621
κˆDPI 4.0 0.045 93.0 0.561 0.028 95.10 0.681 0.040 94.0 0.812
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Table SA-12
Pointwise Results, Model 5, Spline, Quantile-spaced, n = 1000, 5000 Replications
x = (0.5, 0.5) x = (0.1, 0.5) x = (0.1, 0.1)
κ RMSE CR AL RMSE CR AL RMSE CR AL
j = 0
2.0 0.128 48.4 0.253 0.036 93.0 0.387 0.068 91.2 0.561
3.0 0.063 92.8 0.768 0.162 83.0 0.658 0.083 89.4 0.555
κIMSE 4.0 0.020 94.1 0.411 0.082 89.1 0.479 0.074 90.6 0.553
5.0 0.010 94.1 1.080 0.078 92.7 0.808 0.055 92.2 0.603
6.0 0.012 94.0 0.599 0.025 94.2 0.673 0.034 93.6 0.755
κˆROT 3.0 0.063 92.7 0.766 0.161 83.0 0.658 0.083 89.4 0.555
κˆDPI 3.9 0.016 94.3 0.437 0.087 88.7 0.491 0.074 90.6 0.553
j = 1
2.0 0.027 93.7 0.507 0.061 92.3 0.516 0.066 91.8 0.527
3.0 0.015 94.3 0.423 0.015 95.4 0.518 0.026 94.4 0.636
κIMSE 4.0 0.000 93.7 0.764 0.000 95.1 0.814 0.010 93.8 0.869
5.0 0.005 94.2 0.611 0.014 94.3 0.844 0.004 93.6 1.170
6.0 0.001 93.7 1.040 0.018 93.8 1.220 0.004 93.1 1.430
κˆROT 3.0 0.015 94.3 0.424 0.015 95.4 0.519 0.026 94.4 0.636
κˆDPI 3.9 0.000 93.7 0.739 0.002 95.2 0.793 0.011 93.9 0.852
j = 2
2.0 0.030 93.7 0.508 0.059 92.8 0.520 0.060 92.3 0.538
3.0 0.015 94.1 0.610 0.016 95.0 0.589 0.025 94.5 0.640
κIMSE 4.0 0.000 94.0 0.772 0.000 95.4 0.821 0.010 93.9 0.873
5.0 0.004 94.2 0.938 0.014 94.2 0.943 0.004 93.6 1.180
6.0 0.001 94.2 1.070 0.019 94.2 1.240 0.004 93.1 1.460
κˆROT 3.0 0.015 94.1 0.610 0.016 95.0 0.589 0.025 94.5 0.641
κˆDPI 3.9 0.000 94.0 0.761 0.002 95.3 0.805 0.011 93.9 0.856
j = 3
2.0 0.065 88.9 0.371 0.011 95.0 0.423 0.045 93.4 0.541
3.0 0.038 93.6 0.738 0.044 94.1 0.646 0.031 94.2 0.623
κIMSE 4.0 0.002 94.3 0.558 0.011 95.2 0.679 0.025 94.2 0.811
5.0 0.003 94.4 1.050 0.010 94.4 0.869 0.019 93.7 0.985
6.0 0.004 94.3 0.782 0.001 94.5 0.891 0.017 93.4 1.020
κˆROT 3.0 0.038 93.5 0.737 0.044 94.1 0.646 0.031 94.2 0.623
κˆDPI 3.9 0.001 94.3 0.571 0.014 95.2 0.676 0.025 94.2 0.797
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Table SA-13
Pointwise Results, Model 6, Spline, Quantile-spaced, n = 1000, 5000 Replications
x = (0.5, 0.5, 0.5) x = (0.1, 0.1, 0.5) x = (0.1, 0.1, 0.1)
κ RMSE CR AL RMSE CR AL RMSE CR AL
j = 0
1.0 0.001 95.0 0.899 0.004 93.4 0.995 0.153 88.1 1.16
2.0 0.001 94.5 0.367 0.005 91.8 0.818 0.230 79.6 1.33
κIMSE 3.0 0.001 93.9 1.990 0.014 89.4 1.410 0.270 73.9 1.27
κˆROT 2.1 0.002 94.6 0.534 0.006 91.4 0.878 0.235 79.1 1.32
κˆDPI 3.0 0.001 93.9 1.990 0.014 89.4 1.410 0.270 73.9 1.27
j = 1
1.0 0.001 94.5 0.438 0.005 91.4 0.809 0.195 79.2 1.19
2.0 0.000 95.4 1.080 0.010 91.6 1.110 0.129 84.2 1.25
κIMSE 3.0 0.001 96.3 0.869 0.016 91.9 1.310 0.075 85.5 2.03
κˆROT 2.1 0.000 95.4 1.060 0.010 92.0 1.130 0.120 84.2 1.33
κˆDPI 3.0 0.001 96.3 0.871 0.016 91.9 1.310 0.076 85.5 2.04
j = 2
1.0 0.000 95.1 0.542 0.006 92.2 0.855 0.118 85.3 1.27
2.0 0.000 95.5 1.090 0.010 92.1 1.130 0.122 86.6 1.35
κIMSE 3.0 0.005 94.5 1.600 0.016 91.9 1.440 0.077 87.5 2.16
κˆROT 2.1 0.000 95.2 1.140 0.009 92.2 1.170 0.115 86.6 1.43
κˆDPI 3.0 0.005 94.5 1.600 0.016 91.8 1.440 0.078 87.5 2.17
j = 3
1.0 0.001 95.4 0.948 0.000 92.6 1.140 0.133 87.1 1.18
2.0 0.001 95.2 0.849 0.004 93.2 0.954 0.076 89.4 1.31
κIMSE 3.0 0.000 94.5 1.980 0.015 92.7 1.730 0.043 91.7 2.10
κˆROT 2.1 0.003 95.2 0.966 0.006 93.2 1.040 0.075 89.7 1.38
κˆDPI 3.0 0.000 94.5 2.000 0.018 92.8 2.160 0.043 91.7 2.13
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Table SA-14
Pointwise Results, Model 7, Spline, Quantile-spaced, n = 1000, 5000 Replications
x = (0.5, 0.5, 0.5) x = (0.1, 0.1, 0.5) x = (0.1, 0.1, 0.1)
κ RMSE CR AL RMSE CR AL RMSE CR AL
j = 0
1.0 0.001 95.1 0.895 0.004 93.6 0.956 0.003 92.9 0.989
κIMSE 2.0 0.004 94.5 0.367 0.004 92.3 0.790 0.003 89.6 1.150
3.0 0.001 93.7 1.990 0.014 89.4 1.400 0.005 85.6 1.210
κˆROT 2.1 0.003 94.6 0.486 0.004 92.1 0.833 0.003 89.2 1.150
κˆDPI 3.0 0.001 93.7 1.990 0.014 89.4 1.400 0.003 85.7 1.220
j = 1
1.0 0.003 94.6 0.437 0.005 91.9 0.785 0.001 88.9 1.060
κIMSE 2.0 0.000 95.4 1.080 0.010 91.4 1.100 0.006 86.9 1.240
3.0 0.001 96.3 0.869 0.016 91.8 1.310 0.033 85.8 2.030
κˆROT 2.1 0.000 95.4 1.070 0.010 91.5 1.120 0.000 86.6 1.300
κˆDPI 3.0 0.001 96.3 0.870 0.016 91.7 1.310 0.012 85.8 2.080
j = 2
1.0 0.003 95.1 0.541 0.005 92.7 0.837 0.001 91.0 1.120
κIMSE 2.0 0.001 95.5 1.090 0.010 91.9 1.130 0.003 88.9 1.340
3.0 0.005 94.4 1.600 0.016 91.9 1.440 0.034 87.7 2.160
κˆROT 2.1 0.001 95.3 1.120 0.010 92.0 1.160 0.002 88.7 1.400
κˆDPI 3.0 0.005 94.5 1.600 0.016 91.9 1.440 0.012 87.7 2.220
j = 3
1.0 0.004 95.4 0.943 0.002 93.3 1.090 0.001 92.1 1.070
κIMSE 2.0 0.003 95.2 0.848 0.003 93.4 0.948 0.000 90.6 1.270
3.0 0.000 94.4 1.980 0.015 92.8 1.730 0.012 91.9 2.090
κˆROT 2.1 0.003 95.2 0.931 0.005 93.4 1.000 0.002 90.6 1.320
κˆDPI 3.0 0.000 94.4 1.980 0.014 92.8 1.750 0.014 91.9 2.790
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Table SA-15
Tuning parameters, Spline, Evenly-spaced, n = 1000, 5000 Replications
Min. 1st qu. Median Mean 3rd qu. Max. Std. dev.
Model 1, κIMSE = 3.4
κˆROT 3 4 4 4.07 4 5 0.45
κˆDPI 3 4 5 4.67 5 7 0.72
Model 2, κIMSE = 7.2
κˆROT 5 6 6 6.07 6 7 0.26
κˆDPI 6 7 8 7.79 8 10 0.57
Model 3, κIMSE = 11.9
κˆROT 3 3 4 3.68 4 4 0.47
κˆDPI 5 7 8 7.65 8 9 1.09
Model 4, κIMSE = 4.4
κˆROT 2 3 3 2.94 3 3 0.24
κˆDPI 4 4 4 4.00 4 5 0.02
Model 5, κIMSE = 4.2
κˆROT 2 3 3 3.00 3 4 0.06
κˆDPI 3 4 4 3.93 4 4 0.26
Model 6, κIMSE = 3.3
κˆROT 2 2 2 2.10 2 3 0.31
κˆDPI 3 3 3 3.00 3 4 0.04
Model 7, κIMSE = 2.3
κˆROT 2 2 2 2.07 2 3 0.26
κˆDPI 2 3 3 3.00 3 4 0.05
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Table SA-16
Tuning parameters, Spline, Quantile-spaced, n = 1000, 5000 Replications
Min. 1st qu. Median Mean 3rd qu. Max. Std. dev.
Model 1, κIMSE = 3.4
κˆROT 3 4 4 4.07 4 5 0.45
κˆDPI 3 4 5 4.69 5 7 0.72
Model 2, κIMSE = 7.2
κˆROT 5 6 6 6.07 6 7 0.26
κˆDPI 6 7 8 7.84 8 10 0.58
Model 3, κIMSE = 11.9
κˆROT 3 3 4 3.68 4 4 0.47
κˆDPI 5 7 8 7.66 8 9 1.05
Model 4, κIMSE = 4.4
κˆROT 2 3 3 2.94 3 3 0.24
κˆDPI 4 4 4 4.00 4 5 0.03
Model 5, κIMSE = 4.2
κˆROT 2 3 3 3.00 3 4 0.06
κˆDPI 3 4 4 3.93 4 4 0.26
Model 6, κIMSE = 3.3
κˆROT 2 2 2 2.10 2 3 0.31
κˆDPI 3 3 3 3.00 3 4 0.04
Model 7, κIMSE = 2.3
κˆROT 2 2 2 2.07 2 3 0.26
κˆDPI 2 3 3 3.00 3 4 0.04
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Table SA-17
Uniform Results, Model 1, Spline, n = 1000, 5000 Replications.
Evenly-spaced Quantile-spaced
CP ACE AW UCR CP ACE AW UCR
Plug-in, j = 0
κIMSE 0.92 0.017 0.384 79.9 0.92 0.017 0.383 80.0
κˆROT 1.00 0.008 0.433 90.1 1.00 0.008 0.433 89.9
κˆDPI 1.00 0.006 0.460 91.6 1.00 0.006 0.460 91.6
Plug-in, j = 1
κIMSE 1.00 0.005 0.426 93.8 1.00 0.005 0.426 93.5
κˆROT 1.00 0.005 0.473 93.5 1.00 0.005 0.473 93.4
κˆDPI 1.00 0.004 0.497 93.2 1.00 0.004 0.498 93.2
Plug-in, j = 2
κIMSE 1.00 0.005 0.443 94.1 1.00 0.005 0.443 94.0
κˆROT 1.00 0.004 0.497 93.4 1.00 0.004 0.497 93.5
κˆDPI 1.00 0.004 0.526 93.6 1.00 0.004 0.527 93.6
Plug-in, j = 3
κIMSE 1.00 0.008 0.413 89.0 1.00 0.008 0.413 88.8
κˆROT 1.00 0.005 0.463 93.0 1.00 0.005 0.463 92.7
κˆDPI 1.00 0.004 0.490 93.2 1.00 0.004 0.490 93.3
Bootstrap, j = 0
κIMSE 0.92 0.017 0.382 79.7 0.92 0.017 0.382 79.6
κˆROT 1.00 0.008 0.431 89.7 1.00 0.008 0.430 89.6
κˆDPI 1.00 0.006 0.457 91.1 1.00 0.006 0.456 91.0
Bootstrap, j = 1
κIMSE 1.00 0.005 0.424 93.7 1.00 0.005 0.423 93.5
κˆROT 1.00 0.005 0.469 92.9 1.00 0.005 0.469 92.9
κˆDPI 1.00 0.004 0.493 92.6 1.00 0.004 0.493 92.5
Bootstrap, j = 2
κIMSE 1.00 0.005 0.440 94.0 1.00 0.005 0.440 93.8
κˆROT 1.00 0.005 0.494 93.3 1.00 0.005 0.493 93.3
κˆDPI 1.00 0.004 0.522 93.0 1.00 0.004 0.522 93.2
Bootstrap, j = 3
κIMSE 1.00 0.008 0.411 88.5 1.00 0.008 0.411 88.5
κˆROT 1.00 0.005 0.460 92.5 1.00 0.005 0.460 92.3
κˆDPI 1.00 0.004 0.486 92.9 1.00 0.004 0.487 92.8
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Table SA-18
Uniform Results, Model 2, Spline, n = 1000, 5000 Replications.
Evenly-spaced Quantile-spaced
CP ACE AW UCR CP ACE AW UCR
Plug-in, j = 0
κIMSE 0.95 0.013 0.556 68.8 0.95 0.014 0.554 68.7
κˆROT 0.92 0.016 0.520 64.9 0.89 0.020 0.518 60.0
κˆDPI 0.97 0.007 0.585 81.8 0.98 0.008 0.585 81.0
Plug-in, j = 1
κIMSE 1.00 0.004 0.588 91.9 1.00 0.004 0.588 90.8
κˆROT 1.00 0.008 0.553 82.1 0.98 0.008 0.553 81.5
κˆDPI 1.00 0.004 0.616 90.4 1.00 0.004 0.617 90.4
Plug-in, j = 2
κIMSE 1.00 0.003 0.632 92.4 1.00 0.003 0.631 92.2
κˆROT 1.00 0.005 0.592 89.4 1.00 0.005 0.591 89.6
κˆDPI 1.00 0.003 0.664 92.3 1.00 0.003 0.665 92.3
Plug-in, j = 3
κIMSE 1.00 0.006 0.588 84.6 1.00 0.006 0.586 84.6
κˆROT 0.99 0.007 0.551 79.9 1.00 0.008 0.550 78.9
κˆDPI 1.00 0.004 0.617 89.9 1.00 0.004 0.618 89.0
Bootstrap, j = 0
κIMSE 0.95 0.014 0.551 67.5 0.95 0.015 0.549 67.2
κˆROT 0.91 0.017 0.515 63.4 0.88 0.021 0.514 58.6
κˆDPI 0.97 0.008 0.579 80.6 0.98 0.008 0.578 79.6
Bootstrap, j = 1
κIMSE 1.00 0.004 0.581 91.2 1.00 0.005 0.581 89.9
κˆROT 0.99 0.009 0.548 80.7 0.98 0.009 0.547 80.5
κˆDPI 1.00 0.005 0.608 89.5 1.00 0.004 0.610 89.3
Bootstrap, j = 2
κIMSE 1.00 0.004 0.624 91.6 1.00 0.004 0.623 91.4
κˆROT 1.00 0.005 0.585 88.6 1.00 0.005 0.585 88.7
κˆDPI 1.00 0.003 0.655 91.6 1.00 0.003 0.656 91.3
Bootstrap, j = 3
κIMSE 1.00 0.007 0.581 83.4 1.00 0.007 0.580 83.6
κˆROT 0.99 0.008 0.546 79.1 1.00 0.009 0.544 77.9
κˆDPI 1.00 0.004 0.609 88.8 1.00 0.004 0.610 88.2
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Table SA-19
Uniform Results, Model 3, Spline, n = 1000, 5000 Replications.
Evenly-spaced Quantile-spaced
CP ACE AW UCR CP ACE AW UCR
Plug-in, j = 0
κIMSE 0.88 0.033 0.731 9.3 0.87 0.027 0.726 26.2
κˆROT 0.24 0.445 0.437 0.0 0.22 0.439 0.436 0.0
κˆDPI 0.61 0.157 0.588 24.3 0.59 0.155 0.585 11.5
Plug-in, j = 1
κIMSE 1.00 0.003 0.755 91.0 1.00 0.006 0.754 81.4
κˆROT 0.18 0.365 0.472 0.0 0.15 0.365 0.472 0.0
κˆDPI 0.63 0.075 0.614 36.3 0.58 0.089 0.615 19.4
Plug-in, j = 2
κIMSE 1.00 0.002 0.822 91.6 1.00 0.003 0.820 90.3
κˆROT 0.12 0.360 0.495 0.0 0.12 0.363 0.495 0.0
κˆDPI 0.84 0.033 0.660 46.8 0.79 0.037 0.660 43.7
Plug-in, j = 3
κIMSE 0.92 0.011 0.766 61.3 0.94 0.010 0.761 65.5
κˆROT 0.24 0.401 0.469 0.0 0.16 0.397 0.468 0.0
κˆDPI 0.63 0.140 0.619 18.5 0.63 0.133 0.619 11.4
Bootstrap, j = 0
κIMSE 0.88 0.035 0.719 7.7 0.85 0.029 0.713 24.2
κˆROT 0.24 0.446 0.435 0.0 0.22 0.440 0.434 0.0
κˆDPI 0.61 0.159 0.582 23.8 0.57 0.157 0.579 11.2
Bootstrap, j = 1
κIMSE 1.00 0.003 0.741 89.8 1.00 0.006 0.741 79.3
κˆROT 0.18 0.368 0.469 0.0 0.15 0.367 0.469 0.0
κˆDPI 0.62 0.077 0.607 35.5 0.56 0.092 0.608 18.6
Bootstrap, j = 2
κIMSE 1.00 0.003 0.806 90.2 1.00 0.003 0.804 88.9
κˆROT 0.12 0.363 0.492 0.0 0.12 0.365 0.492 0.0
κˆDPI 0.82 0.035 0.651 45.4 0.77 0.039 0.651 42.4
Bootstrap, j = 3
κIMSE 0.91 0.013 0.751 57.0 0.90 0.011 0.747 62.4
κˆROT 0.24 0.403 0.466 0.0 0.14 0.399 0.465 0.0
κˆDPI 0.62 0.142 0.612 17.9 0.61 0.136 0.611 10.6
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Table SA-20
Uniform Results, Model 4, Spline, n = 1000, 5000 Replications.
Evenly-spaced Quantile-spaced
CP ACE AW UCR CP ACE AW UCR
Plug-in, j = 0
κIMSE 1.00 0.007 1.085 58.3 0.98 0.008 1.096 52.3
κˆROT 0.52 0.055 0.890 5.0 0.53 0.059 0.895 7.6
κˆDPI 1.00 0.007 1.085 58.3 0.98 0.008 1.096 52.4
Plug-in, j = 1
κIMSE 1.00 0.002 1.257 86.5 1.00 0.002 1.253 87.0
κˆROT 0.96 0.011 1.028 44.1 0.95 0.012 1.028 44.4
κˆDPI 1.00 0.002 1.257 86.5 1.00 0.002 1.253 87.0
Plug-in, j = 2
κIMSE 1.00 0.002 1.356 87.9 1.00 0.002 1.357 88.0
κˆROT 1.00 0.004 1.092 76.3 1.00 0.004 1.094 75.2
κˆDPI 1.00 0.002 1.356 87.9 1.00 0.002 1.357 88.1
Plug-in, j = 3
κIMSE 1.00 0.003 1.131 80.4 1.00 0.003 1.157 78.8
κˆROT 0.82 0.023 0.972 58.7 0.79 0.025 0.977 51.0
κˆDPI 1.00 0.003 1.131 80.5 1.00 0.003 1.157 78.8
Bootstrap, j = 0
κIMSE 0.98 0.009 1.041 48.8 0.95 0.011 1.052 43.1
κˆROT 0.50 0.059 0.866 3.4 0.50 0.064 0.870 5.9
κˆDPI 0.98 0.009 1.041 48.8 0.95 0.011 1.053 43.2
Bootstrap, j = 1
κIMSE 1.00 0.003 1.213 82.1 1.00 0.003 1.209 82.6
κˆROT 0.95 0.014 1.004 38.1 0.94 0.014 1.003 38.8
κˆDPI 1.00 0.003 1.213 82.1 1.00 0.003 1.210 82.5
Bootstrap, j = 2
κIMSE 1.00 0.002 1.305 83.0 1.00 0.002 1.305 83.9
κˆROT 1.00 0.005 1.061 71.1 1.00 0.005 1.063 69.5
κˆDPI 1.00 0.002 1.305 83.0 1.00 0.002 1.305 83.8
Bootstrap, j = 3
κIMSE 1.00 0.004 1.092 74.7 1.00 0.004 1.117 72.3
κˆROT 0.79 0.025 0.948 53.7 0.79 0.028 0.953 46.1
κˆDPI 1.00 0.004 1.092 74.8 1.00 0.004 1.117 72.3
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Table SA-21
Uniform Results, Model 5, Spline, n = 1000, 5000 Replications.
Evenly-spaced Quantile-spaced
CP ACE AW UCR CP ACE AW UCR
Plug-in, j = 0
κIMSE 1 0.003 1.081 80.9 1 0.003 1.092 80.6
κˆROT 1 0.006 0.896 69.5 1 0.006 0.900 66.9
κˆDPI 1 0.003 1.068 79.8 1 0.003 1.078 79.0
Plug-in, j = 1
κIMSE 1 0.001 1.256 90.1 1 0.001 1.251 90.2
κˆROT 1 0.001 1.033 91.4 1 0.001 1.033 91.3
κˆDPI 1 0.001 1.240 90.2 1 0.001 1.235 90.4
Plug-in, j = 2
κIMSE 1 0.001 1.355 90.5 1 0.001 1.356 90.2
κˆROT 1 0.001 1.101 91.1 1 0.001 1.103 90.9
κˆDPI 1 0.001 1.336 90.5 1 0.001 1.337 90.3
Plug-in, j = 3
κIMSE 1 0.001 1.127 89.4 1 0.001 1.153 89.3
κˆROT 1 0.002 0.976 85.1 1 0.002 0.981 84.3
κˆDPI 1 0.001 1.116 89.3 1 0.001 1.140 89.3
Bootstrap, j = 0
κIMSE 1 0.004 1.038 75.1 1 0.004 1.049 74.5
κˆROT 1 0.007 0.871 63.4 1 0.008 0.875 61.2
κˆDPI 1 0.004 1.025 73.9 1 0.004 1.036 72.9
Bootstrap, j = 1
κIMSE 1 0.002 1.212 86.9 1 0.002 1.208 86.8
κˆROT 1 0.002 1.009 89.0 1 0.002 1.008 88.9
κˆDPI 1 0.002 1.197 87.0 1 0.002 1.194 87.1
Bootstrap, j = 2
κIMSE 1 0.002 1.304 86.9 1 0.002 1.304 86.3
κˆROT 1 0.002 1.070 88.3 1 0.002 1.071 88.3
κˆDPI 1 0.002 1.287 87.1 1 0.002 1.287 86.5
Bootstrap, j = 3
κIMSE 1 0.002 1.089 85.7 1 0.002 1.114 85.6
κˆROT 1 0.003 0.951 81.8 1 0.003 0.956 80.7
κˆDPI 1 0.002 1.078 85.6 1 0.002 1.102 85.7
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Table SA-22
Uniform Results, Model 6, Spline, n = 1000, 5000 Replications.
Evenly-spaced Quantile-spaced
CP ACE AW UCR CP ACE AW UCR
Plug-in, j = 0
κIMSE 1.00 0.003 1.723 75.4 1.00 0.003 1.745 75.0
κˆROT 0.95 0.010 1.227 38.8 0.95 0.010 1.236 39.3
κˆDPI 1.00 0.003 1.726 75.3 1.00 0.003 1.747 75.0
Plug-in, j = 1
κIMSE 1.00 0.002 2.715 81.1 1.00 0.002 2.698 81.4
κˆROT 1.00 0.002 1.865 87.1 1.00 0.002 1.861 87.4
κˆDPI 1.00 0.002 2.716 81.1 1.00 0.002 2.699 81.4
Plug-in, j = 2
κIMSE 1.00 0.002 2.860 84.1 1.00 0.002 2.851 84.1
κˆROT 1.00 0.001 1.939 87.9 1.00 0.001 1.937 87.9
κˆDPI 1.00 0.002 2.861 84.1 1.00 0.002 2.853 84.0
Plug-in, j = 3
κIMSE 1.00 0.001 2.172 89.3 1.00 0.001 2.225 89.1
κˆROT 1.00 0.002 1.571 84.3 1.00 0.002 1.592 84.5
κˆDPI 1.00 0.001 2.579 89.3 1.00 0.001 2.387 89.1
Bootstrap, j = 0
κIMSE 1.00 0.005 1.618 63.9 1.00 0.005 1.639 64.4
κˆROT 0.94 0.013 1.175 29.6 0.94 0.013 1.183 30.3
κˆDPI 1.00 0.005 1.621 63.8 1.00 0.005 1.641 64.4
Bootstrap, j = 1
κIMSE 1.00 0.004 2.503 66.6 1.00 0.004 2.489 67.6
κˆROT 1.00 0.003 1.772 80.3 1.00 0.002 1.768 80.9
κˆDPI 1.00 0.004 2.504 66.6 1.00 0.004 2.490 67.6
Bootstrap, j = 2
κIMSE 1.00 0.003 2.645 72.1 1.00 0.003 2.637 72.2
κˆROT 1.00 0.002 1.836 81.8 1.00 0.002 1.835 81.4
κˆDPI 1.00 0.003 2.647 72.1 1.00 0.003 2.639 72.2
Bootstrap, j = 3
κIMSE 1.00 0.002 2.042 81.9 1.00 0.002 2.092 82.0
κˆROT 1.00 0.003 1.504 77.8 1.00 0.003 1.525 78.0
κˆDPI 1.00 0.002 2.427 81.9 1.00 0.002 2.242 82.0
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Table SA-23
Uniform Results, Model 7, Spline, n = 1000, 5000 Replications.
Evenly-spaced Quantile-spaced
CP ACE AW UCR CP ACE AW UCR
Plug-in, j = 0
κIMSE 0.99 0.004 1.153 69.2 0.99 0.004 1.160 69.7
κˆROT 0.99 0.004 1.195 70.1 0.99 0.004 1.203 70.5
κˆDPI 1.00 0.003 1.721 78.6 1.00 0.003 1.741 78.9
Plug-in, j = 1
κIMSE 1.00 0.001 1.766 88.6 1.00 0.001 1.763 88.5
κˆROT 1.00 0.001 1.836 88.4 1.00 0.001 1.832 88.3
κˆDPI 1.00 0.002 2.714 81.2 1.00 0.002 2.697 81.1
Plug-in, j = 2
κIMSE 1.00 0.001 1.831 88.6 1.00 0.001 1.830 88.6
κˆROT 1.00 0.001 1.907 88.4 1.00 0.001 1.906 88.4
κˆDPI 1.00 0.002 2.860 84.1 1.00 0.002 2.851 84.1
Plug-in, j = 3
κIMSE 1.00 0.001 1.491 88.8 1.00 0.001 1.508 89.4
κˆROT 1.00 0.001 1.541 89.2 1.00 0.001 1.560 89.6
κˆDPI 1.00 0.001 2.199 89.7 1.00 0.001 2.227 89.7
Bootstrap, j = 0
κIMSE 0.99 0.005 1.108 62.0 0.99 0.005 1.115 62.8
κˆROT 0.99 0.005 1.145 62.7 0.99 0.005 1.153 63.5
κˆDPI 0.99 0.004 1.615 68.4 0.99 0.004 1.635 68.2
Bootstrap, j = 1
κIMSE 1.00 0.002 1.685 82.8 1.00 0.002 1.683 82.9
κˆROT 1.00 0.002 1.746 81.9 1.00 0.002 1.743 82.1
κˆDPI 1.00 0.004 2.503 66.9 1.00 0.004 2.488 67.6
Bootstrap, j = 2
κIMSE 1.00 0.002 1.741 83.0 1.00 0.002 1.741 83.0
κˆROT 1.00 0.002 1.808 82.3 1.00 0.002 1.807 82.1
κˆDPI 1.00 0.003 2.646 72.1 1.00 0.003 2.638 72.1
Bootstrap, j = 3
κIMSE 1.00 0.002 1.433 84.6 1.00 0.002 1.449 85.0
κˆROT 1.00 0.002 1.478 84.8 1.00 0.002 1.496 85.2
κˆDPI 1.00 0.002 2.066 82.9 1.00 0.002 2.093 82.9
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Table SA-24
Pointwise Results, Model 1, Wavelet, n = 1000, 5000 Replications
x = 0.2 x = 0.5 x = 0.8
κ RMSE CR AL RMSE CR AL RMSE CR AL
j = 0
sIMSE 3.0 0.003 94.3 0.339 0.002 94.2 0.476 0.022 92.7 0.203
4.0 0.002 94.3 0.365 0.003 94.1 0.662 0.002 94.3 0.592
5.0 0.001 94.3 0.563 0.002 93.7 0.911 0.001 94.3 0.698
6.0 0.003 92.8 1.140 0.004 92.5 1.240 0.001 94.4 0.742
sˆROT 2.0 0.003 94.3 0.339 0.002 94.2 0.476 0.022 92.7 0.203
sˆDPI 2.8 0.003 94.3 0.339 0.002 94.2 0.476 0.022 92.7 0.203
j = 1
sIMSE 3.0 0.002 95.0 0.370 0.036 93.6 0.449 0.034 90.5 0.230
4.0 0.002 94.0 0.534 0.001 94.1 0.664 0.002 94.6 0.312
5.0 0.003 93.8 0.595 0.003 93.9 0.933 0.001 94.2 0.569
6.0 0.001 93.1 0.938 0.003 92.7 1.300 0.001 93.2 1.000
sˆROT 2.0 0.002 95.0 0.370 0.036 93.6 0.449 0.034 90.5 0.230
sˆDPI 2.8 0.002 95.0 0.370 0.036 93.6 0.449 0.034 90.5 0.230
j = 2
sIMSE 3.0 0.002 94.5 0.393 0.009 94.2 0.523 0.031 91.4 0.237
4.0 0.002 94.2 0.542 0.003 94.0 0.733 0.000 94.3 0.581
5.0 0.002 94.0 0.625 0.001 93.8 1.030 0.000 94.2 0.635
6.0 0.002 92.5 1.060 0.005 92.8 1.430 0.001 93.4 1.030
sˆROT 2.0 0.002 94.5 0.393 0.009 94.2 0.523 0.031 91.4 0.237
sˆDPI 2.8 0.002 94.5 0.393 0.009 94.2 0.523 0.031 91.4 0.237
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Table SA-25
Pointwise Results, Model 2, Wavelet, n = 1000, 5000 Replications
x = 0.2 x = 0.5 x = 0.8
κ RMSE CR AL RMSE CR AL RMSE CR AL
j = 0
sIMSE 3 0.029 93.0 0.340 0.109 84.8 0.479 0.038 88.6 0.203
4 0.008 94.3 0.365 0.012 93.9 0.662 0.003 94.4 0.592
5 0.001 94.3 0.563 0.003 93.7 0.911 0.001 94.3 0.698
6 0.002 92.8 1.140 0.004 92.5 1.240 0.001 94.4 0.742
sˆROT 3 0.029 93.0 0.340 0.109 84.8 0.479 0.038 88.6 0.203
sˆDPI 3 0.029 93.1 0.340 0.106 85.0 0.484 0.037 88.6 0.213
j = 1
sIMSE 3 0.030 93.7 0.370 0.250 42.6 0.454 0.116 50.2 0.231
4 0.005 94.1 0.534 0.039 93.3 0.664 0.004 94.8 0.312
5 0.002 93.9 0.595 0.003 93.8 0.933 0.001 94.2 0.569
6 0.001 93.1 0.938 0.002 92.7 1.300 0.001 93.2 1.000
sˆROT 3 0.030 93.7 0.370 0.250 42.6 0.454 0.116 50.2 0.231
sˆDPI 3 0.027 93.6 0.374 0.245 43.8 0.460 0.113 51.8 0.234
j = 2
sIMSE 3 0.037 92.9 0.394 0.100 87.8 0.524 0.087 70.2 0.237
4 0.004 94.2 0.542 0.022 94.1 0.734 0.000 94.3 0.581
5 0.001 93.9 0.625 0.003 93.8 1.030 0.000 94.2 0.635
6 0.002 92.5 1.060 0.004 92.8 1.430 0.001 93.4 1.030
sˆROT 3 0.037 92.9 0.394 0.100 87.8 0.524 0.087 70.2 0.237
sˆDPI 3 0.035 92.7 0.398 0.098 87.9 0.529 0.084 71.0 0.246
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Table SA-26
Pointwise Results, Model 3, Wavelet, n = 1000, 5000 Replications
x = 0.2 x = 0.5 x = 0.8
κ RMSE CR AL RMSE CR AL RMSE CR AL
j = 0
3.0 0.002 94.3 0.339 0.056 86.2 0.497 0.023 92.3 0.204
sIMSE 4.0 0.001 94.3 0.365 0.218 73.6 0.669 0.000 94.3 0.592
5.0 0.002 94.3 0.563 0.109 90.8 0.914 0.001 94.3 0.698
6.0 0.003 92.8 1.140 0.026 92.4 1.240 0.001 94.4 0.742
sˆROT 2.0 0.002 94.3 0.339 0.056 86.2 0.497 0.023 92.3 0.204
sˆDPI 3.1 0.002 94.3 0.343 0.017 82.0 0.521 0.023 92.5 0.260
j = 1
3.0 0.000 95.1 0.370 0.009 94.2 0.453 0.153 26.5 0.232
sIMSE 4.0 0.002 94.1 0.534 0.196 77.3 0.668 0.001 94.6 0.312
5.0 0.003 93.8 0.595 0.036 93.6 0.933 0.001 94.2 0.569
6.0 0.001 93.1 0.938 0.001 92.7 1.300 0.001 93.2 1.000
sˆROT 2.0 0.000 95.1 0.370 0.009 94.2 0.453 0.153 26.5 0.232
sˆDPI 3.1 0.002 95.0 0.393 0.021 90.1 0.483 0.129 35.9 0.244
j = 2
3.0 0.006 94.5 0.393 0.115 85.5 0.525 0.135 39.8 0.238
sIMSE 4.0 0.002 94.2 0.542 0.217 77.5 0.739 0.001 94.3 0.581
5.0 0.002 94.0 0.625 0.040 93.5 1.030 0.000 94.2 0.635
6.0 0.002 92.5 1.060 0.002 92.8 1.430 0.001 93.4 1.030
sˆROT 2.0 0.006 94.5 0.393 0.115 85.5 0.525 0.135 39.8 0.238
sˆDPI 3.1 0.004 94.7 0.414 0.129 84.3 0.555 0.113 47.2 0.288
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Table SA-27
Pointwise Results, Model 4, Wavelet, n = 1000, 5000 Replications
x = (0.5, 0.5) x = (0.1, 0.5) x = (0.1, 0.1)
κ RMSE CR AL RMSE CR AL RMSE CR AL
j = 0
sIMSE 3.0 0.252 89.9 1.88 0.167 90.3 1.79 0.051 90.6 1.72
4.0 0.056 87.1 4.06 0.064 88.0 3.01 0.013 88.0 2.19
sˆROT 1.9 0.252 89.9 1.88 0.167 90.3 1.79 0.051 90.6 1.72
sˆDPI 2.0 0.252 89.9 1.88 0.167 90.3 1.79 0.051 90.6 1.72
j = 1
sIMSE 3.0 0.202 90.5 1.66 0.148 91.3 1.31 0.015 92.8 1.05
4.0 0.017 88.9 4.16 0.001 90.0 4.04 0.030 88.8 5.08
sˆROT 1.9 0.202 90.5 1.66 0.148 91.3 1.31 0.015 92.8 1.05
sˆDPI 2.0 0.202 90.5 1.66 0.148 91.3 1.31 0.015 92.8 1.05
j = 2
sIMSE 3.0 0.020 93.5 2.17 0.066 92.4 1.78 0.005 92.0 1.46
4.0 0.025 89.5 5.01 0.002 89.7 4.40 0.026 88.7 5.07
sˆROT 1.9 0.020 93.5 2.17 0.066 92.4 1.78 0.005 92.0 1.46
sˆDPI 2.0 0.020 93.5 2.17 0.066 92.4 1.78 0.005 92.0 1.46
SUPPLEMENTAL: PARTITIONING-BASED SERIES ESTIMATORS 95
Table SA-28
Pointwise Results, Model 5, Wavelet, n = 1000, 5000 Replications
x = (0.5, 0.5) x = (0.1, 0.5) x = (0.1, 0.1)
κ RMSE CR AL RMSE CR AL RMSE CR AL
j = 0
sIMSE 3 0.034 93.3 1.87 0.015 91.8 1.79 0.007 90.6 1.72
4 0.021 87.0 4.06 0.011 88.2 3.01 0.015 88.1 2.19
sˆROT 2 0.034 93.3 1.87 0.015 91.8 1.79 0.007 90.6 1.72
sˆDPI 2 0.034 93.3 1.87 0.015 91.8 1.79 0.007 90.6 1.72
j = 1
sIMSE 3 0.099 92.6 1.65 0.017 93.8 1.30 0.014 92.8 1.05
4 0.018 88.9 4.16 0.001 90.0 4.04 0.029 88.9 5.08
sˆROT 2 0.099 92.6 1.65 0.017 93.8 1.30 0.014 92.8 1.05
sˆDPI 2 0.099 92.6 1.65 0.017 93.8 1.30 0.014 92.8 1.05
j = 2
sIMSE 3 0.009 93.6 2.16 0.016 92.3 1.78 0.009 92.0 1.46
4 0.026 89.5 5.01 0.002 89.7 4.40 0.025 88.7 5.07
sˆROT 2 0.009 93.6 2.16 0.016 92.3 1.78 0.009 92.0 1.46
sˆDPI 2 0.009 93.6 2.16 0.016 92.3 1.78 0.009 92.0 1.46
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Table SA-29
Tuning parameters, Wavelets, n = 1000, 5000 Replications
Min. 1st qu. Median Mean 3rd qu. Max. Std. dev.
Model 1, sIMSE = 2.4
sˆROT 2 2 2 2.00 2 3 0.05
sˆDPI 2 3 3 2.81 3 3 0.39
Model 2, sIMSE = 3.5
sˆROT 3 3 3 3.00 3 3 0.00
sˆDPI 3 3 3 3.03 3 4 0.16
Model 3, sIMSE = 4.2
sˆROT 2 2 2 2.00 2 2 0.00
sˆDPI 3 3 3 3.15 3 4 0.35
Model 4, sIMSE = 2.7
sˆROT 1 2 2 1.85 2 2 0.35
sˆDPI 2 2 2 2.00 2 2 0.00
Model 5, sIMSE = 2.6
sˆROT 1 2 2 1.99 2 2 0.09
sˆDPI 2 2 2 2.00 2 2 0.00
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Table SA-30
Uniform Results, Model 1, Wavelet, n = 1000, 5000 Replications.
Evenly-spaced
CP ACE AW UCR
Plug-in, j = 0
sIMSE 1 0.005 0.509 91.1
sˆROT 1 0.005 0.509 91.1
sˆDPI 1 0.005 0.509 91.1
Plug-in, j = 1
sIMSE 1 0.006 0.504 89.9
sˆROT 1 0.006 0.504 89.9
sˆDPI 1 0.006 0.504 89.9
Plug-in, j = 2
sIMSE 1 0.004 0.576 91.4
sˆROT 1 0.004 0.576 91.4
sˆDPI 1 0.004 0.576 91.4
Bootstrap, j = 0
sIMSE 1 0.005 0.505 90.6
sˆROT 1 0.005 0.505 90.6
sˆDPI 1 0.005 0.505 90.6
Bootstrap, j = 1
sIMSE 1 0.006 0.500 89.4
sˆROT 1 0.006 0.500 89.4
sˆDPI 1 0.006 0.500 89.4
Bootstrap, j = 2
sIMSE 1 0.005 0.569 90.4
sˆROT 1 0.005 0.569 90.4
sˆDPI 1 0.005 0.569 90.4
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Table SA-31
Uniform Results, Model 2, Wavelet, n = 1000, 5000 Replications.
Evenly-spaced
CP ACE AW UCR
Plug-in, j = 0
sIMSE 0.77 0.054 0.511 4.1
sˆROT 0.77 0.054 0.511 4.1
sˆDPI 0.77 0.053 0.518 6.0
Plug-in, j = 1
sIMSE 0.69 0.095 0.507 0.5
sˆROT 0.69 0.095 0.507 0.5
sˆDPI 0.70 0.093 0.513 2.5
Plug-in, j = 2
sIMSE 0.97 0.012 0.576 71.2
sˆROT 0.97 0.012 0.576 71.2
sˆDPI 0.97 0.012 0.584 71.7
Bootstrap, j = 0
sIMSE 0.77 0.056 0.507 3.4
sˆROT 0.77 0.056 0.507 3.4
sˆDPI 0.77 0.054 0.513 5.3
Bootstrap, j = 1
sIMSE 0.67 0.098 0.502 0.3
sˆROT 0.67 0.098 0.502 0.3
sˆDPI 0.69 0.095 0.508 2.3
Bootstrap, j = 2
sIMSE 0.96 0.013 0.569 69.3
sˆROT 0.96 0.013 0.569 69.3
sˆDPI 0.96 0.013 0.576 69.7
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Table SA-32
Uniform Results, Model 3, Wavelet, n = 1000, 5000 Replications.
Evenly-spaced
CP ACE AW UCR
Plug-in, j = 0
sIMSE 0.96 0.019 0.781 13.9
sˆROT 0.72 0.175 0.517 0.0
sˆDPI 0.73 0.150 0.555 2.6
Plug-in, j = 1
sIMSE 0.99 0.006 0.777 70.4
sˆROT 0.66 0.122 0.507 0.0
sˆDPI 0.67 0.102 0.546 8.9
Plug-in, j = 2
sIMSE 0.99 0.004 0.868 80.1
sˆROT 0.70 0.052 0.577 11.0
sˆDPI 0.73 0.042 0.619 21.2
Bootstrap, j = 0
sIMSE 0.95 0.021 0.765 11.6
sˆROT 0.71 0.176 0.513 0.0
sˆDPI 0.73 0.152 0.549 2.3
Bootstrap, j = 1
sIMSE 0.99 0.007 0.761 67.0
sˆROT 0.65 0.125 0.502 0.0
sˆDPI 0.67 0.105 0.540 8.5
Bootstrap, j = 2
sIMSE 0.99 0.005 0.846 77.3
sˆROT 0.69 0.055 0.570 9.8
sˆDPI 0.71 0.045 0.610 19.5
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Table SA-33
Uniform Results, Model 4, Wavelet, n = 1000, 5000 Replications.
Evenly-spaced
CP ACE AW UCR
Plug-in, j = 0
sIMSE 0.93 0.032 1.499 2.0
sˆROT 0.93 0.032 1.499 2.0
sˆDPI 0.93 0.032 1.499 2.0
Plug-in, j = 1
sIMSE 0.92 0.019 1.392 17.1
sˆROT 0.92 0.019 1.392 17.1
sˆDPI 0.92 0.019 1.392 17.1
Plug-in, j = 2
sIMSE 0.98 0.006 1.726 60.4
sˆROT 0.98 0.006 1.726 60.4
sˆDPI 0.98 0.006 1.726 60.4
Bootstrap, j = 0
sIMSE 0.91 0.040 1.394 0.6
sˆROT 0.91 0.040 1.394 0.6
sˆDPI 0.91 0.040 1.394 0.6
Bootstrap, j = 1
sIMSE 0.91 0.024 1.320 9.8
sˆROT 0.91 0.024 1.320 9.8
sˆDPI 0.91 0.024 1.320 9.8
Bootstrap, j = 2
sIMSE 0.96 0.009 1.612 44.3
sˆROT 0.96 0.009 1.612 44.3
sˆDPI 0.96 0.009 1.612 44.3
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Table SA-34
Uniform Results, Model 5, Wavelet, n = 1000, 5000 Replications.
Evenly-spaced
CP ACE AW UCR
Plug-in, j = 0
sIMSE 0.97 0.009 1.491 50.5
sˆROT 0.97 0.009 1.491 50.5
sˆDPI 0.97 0.009 1.491 50.5
Plug-in, j = 1
sIMSE 0.99 0.005 1.387 69.2
sˆROT 0.99 0.005 1.387 69.2
sˆDPI 0.99 0.005 1.387 69.2
Plug-in, j = 2
sIMSE 1.00 0.003 1.725 75.8
sˆROT 1.00 0.003 1.725 75.8
sˆDPI 1.00 0.003 1.725 75.8
Bootstrap, j = 0
sIMSE 0.95 0.013 1.387 35.7
sˆROT 0.95 0.013 1.387 35.7
sˆDPI 0.95 0.013 1.387 35.7
Bootstrap, j = 1
sIMSE 0.98 0.007 1.315 59.1
sˆROT 0.98 0.007 1.315 59.1
sˆDPI 0.98 0.007 1.315 59.1
Bootstrap, j = 2
sIMSE 1.00 0.005 1.610 62.3
sˆROT 1.00 0.005 1.610 62.3
sˆDPI 1.00 0.005 1.610 62.3
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Fig SA-1: Confidence Bands, Model 1, Spline
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Note: “P.j” denotes the confidence band based on plug-in approximation using the
jth estimator, and “W.j” based on wild bootstrap. j = 0: the classical estimator;
j = 1: higher-order bias correction; j = 2: least-squares bias correction; j = 3:
plug-in bias correction.
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