Developmental dyslexia is a multifaceted disorder of learning primarily manifested by difficulties in reading, spelling, and phonological processing. Neural studies suggest that phonological difficulties may reflect impairments in fundamental cortical oscillatory mechanisms. Here we examine cortical mechanisms in children (6-12 years of age) with or without dyslexia (utilising both age-and reading-level-matched controls) using electroencephalography (EEG). EEG data were recorded as participants listened to an audio-story. Novel electrophysiological measures of phonemic processing were derived by quantifying how well the EEG responses tracked phonetic features of speech. Our results provide, for the first time, evidence for impaired low-frequency cortical tracking to phonetic features during natural speech perception in dyslexia. Atypical phonological tracking was focused on the right hemisphere, and correlated with traditional psychometric measures of phonological skills used in diagnostic dyslexia assessments. Accordingly, the novel indices developed here may provide objective metrics to investigate language development and language impairment across languages.
Introduction
Developmental dyslexia (hereafter dyslexia) is a learning disorder manifested in difficulties in the acquisition of reading and spelling that affects 5-10% of school-aged children and that can arise despite an adequate learning environment and otherwise normal intellectual and sensory functioning (Snowling, 2000) . Children affected by dyslexia usually perform poorly in tests of phonological awareness, verbal short-term memory, and lexical-access (e.g., rapid naming), highlighting the relationship between this disorder and linguistic components involved in reading (Vellutino et al., 2004) . Dyslexia can impact other spheres of a person's life, such as substantially higher rates of depression and anxiety, juvenile delinquency, school dropout, and a lower chance of future employment (Baker and Ireland, 2007; Brooks, 2014; Daniel et al., 2006; McNulty, 2003; Sabornie, 1994; Wiener and Schneider, 2002) . The identification of the root causes of dyslexia could better inform the necessary conditions for environmental enrichment and improve the development of clinical tools for its early diagnosis. This, in turn could benefit the education and future employment of millions of children (Goswami, 2014) .
A rich literature indicates a link between dyslexia and sensory dysfunctions in both the visual and auditory domains Gori and Facoetti, 2015; McArthur and Bishop, 2001; Rosen, 2003; Schulte-K€ orne and Bruder, 2010; Valdois et al., 2004) . However, it has been argued that such a link does not necessarily inform us about the root cause of dyslexia, which is currently under debate (Goswami, 2014 ). One reason is that learning to read moulds the brain by training its sensory and attentional neural networks, so sensory dysfunctions may be a result of diminished reading experience, rather than being directly linked with dyslexia (Bishop et al., 2012) . This poses an additional challenge for the study of potential sensory causes of dyslexia, and highlights the importance of including a typically-developing control group matched in reading achievement to the children with dyslexia (the 'reading-level-match' research design, to control for the effects of reading experience on the brain). One area of relative agreement concerns the hypothesis that a proximal cause of dyslexia is a behavioural 'phonological deficit', encompassing all levels of phonology (prosody, syllables, rhymes, and the short categorical speech units reflected by the alphabet, phonemes) (Clark et al., 2014; Goswami, 2014 Goswami, , 2011 Goswami and Leong, 2013; Lehongre et al., 2013; Richlan, 2012) . Further, it is generally agreed that the speech processing mechanisms that yield these phonological units are underpinned by a hierarchical system, whose critical mechanisms lie in the infrastructure provided by neuronal oscillations (Giraud and Poeppel, 2012; Leong and Goswami, 2014) . It is possible that phonological deficits associated with dyslexia stem from an impairment in these fundamental mechanisms related to neuronal oscillations, such as the temporal sampling of the auditory input (temporal sampling framework, Goswami, 2011 ).
Stimulus-induced modulations in delta-, theta-, and gamma-bands (1-4 Hz, 4-8 Hz, and >25 Hz respectively) have been shown to reflect successful speech comprehension and processing related to different speech units (e.g., phrasal, syllabic, phonemic) (Ghitza, 2011; Poeppel, 2003) . Furthermore, recent studies have demonstrated links between dyslexia and anomalies in specific neural oscillations. For example, deficits in the processing of slow temporal modulations (e.g., <8 Hz) have been related to difficulties in perceiving both syllable stress and the phonemic constituents of syllables, difficulties which would likely impair the development of well-specified phonological representations of words (Goswami, 2011; Molinaro et al., 2016; Poeppel, 2003; Power et al., 2016) . In addition, another factor that has been linked with dyslexia is working memory, the temporary storage system necessary for a wide range of complex cognitive activities, including speech and language processing (Baddeley, 2003) . Recent research has shown stronger cortical entrainment for high-frequency oscillations (>40 Hz) in adults with dyslexia (Lehongre et al., 2011) and it has been suggested that this is due to oversampling of speech information, causing an excessive demand on working memory, and consequent impairment of its related cortical functions (Giraud and Poeppel, 2012) .
These and other studies with both adults and children using both speech and non-speech stimuli have demonstrated differences in both amplitude and hemispheric bias between individuals with dyslexia and control groups (Abrams et al., 2009; Cutini et al., 2016; Goswami, 2011; Heim et al., 2003; Peter et al., 2016; Vanvooren et al., 2014) . However, the root causes of such processing biases remain unclear. One reason for this lack of clarity is that most studies did not control for differences in reading skills via a reading-level-match control group and, therefore, did not provide the conditions necessary to assess possible causality regarding dyslexia (Goswami, 2014) . A second reason for this lack of clarity is that, although dyslexia has been shown to affect phonological skills regardless of age, different phonological skills may be affected in different age-groups, which would likely be reflected in the neural responses to speech (Miller-Shaul, 2005) . A third reason is that neurophysiological studies have usually been conducted using non-naturalistic stimuli such as isolated syllables (Power et al., 2013) , modulated noise (Lehongre et al., 2011) , and noise-vocoded speech (Power et al., 2016) .
While a tailored experimental design is sufficient to overcome the first two limitations, the use of more naturalistic stimuli in neurophysiological studies is less straightforward. Indeed, the ability to derive objective neural measures of phonological processing using natural speech could be key to clarifying the cortical underpinnings of dyslexia and, in particular, of the corresponding phonological deficit. The complexity of natural speech and associated cortical responses poses a challenge that has only been tackled quite recently. Specifically, recent research has demonstrated that cortical oscillations track the lowfrequency rhythms of incoming speech stimuli. In a growing body of literature this entrainment phenomenon is being investigated by focusing on the mapping between the temporal envelope of speech and neurophysiological recordings such as electroencephalography (EEG; Aiken and Picton, 2008; Ding et al., 2017) , magnetoencephalography (MEG; Ahissar et al., 2001) , and electrocorticography (ECoG; Pasley et al., 2012) . To date, low-frequency cortical oscillatory mechanisms have been thought primarily to aid syllable parsing and the identification of stressed syllables. However, recent research from Di Liberto and colleagues has demonstrated that low-frequency EEG signals track also phoneme categories. This provides us for the first time with a methodology to isolate quantitative measures of children's phoneme-level processing using natural continuous speech (Crosse et al., 2016; Di Liberto et al., 2015) .
Here we used this novel methodology to objectively measure whether impaired cortical tracking of the temporal envelope of speech directly affects the representation of phoneme-level units in dyslexia. We investigated this in dyslexic and non-dyslexic school-aged children using EEG, controlling for the effects of age and reading level. In addition, correlational analyses were conducted between the neural measures at individual scalp electrodes and the results of a standard battery of behavioural tests of language skills, memory capacity, and attention used in dyslexia diagnosis.
Material and methods
Seventy children (26 female) aged between 6 and 12 years (mean ¼ 8.6 years, SD ¼ 1.5), who were monolingual speakers of Australian English, participated in the experiment. The ethics committee for Human Research at Western Sydney University (Approval Number H9660) approved all the experimental methods used in the study. Informed consent was obtained from the parents of all the participants. Children also gave verbal assent for the study.
Participants
Children were grouped into: 25 participants with dyslexia (DX; 8 female) and 45 control participants (CTR; 20 female). Children were recruited in Sydney via advertisements in local media or via a database of families who previously expressed an interest in participating in infancy and child research. All participants reported having no hearing difficulties. Families' socio-economic statuses were calculated based on the average household weekly income for their area of residence (Australian Bureau of Statistics). All families came from middle or higher middle socio-economic backgrounds.
An additional grouping was carried out to allow the comparison of a DX group with two control groups: one matched by age (CA) and the other by reading-level (RL). DX, CA, and RL were composed of 13, 13, and 32 children respectively. The additional 12 DX children were not included as their reading-levels were too low compared to the rest of the participants.
Behavioural measurements
Group assignment (DX vs CTR) was determined based on the children's performance on tests from a screening battery that included measures of language, memory, intelligence, and attention (please refer to Supplementary Table 1 for detailed behavioural scores for these groups). Children were assigned to the DX group if A) they obtained a score of 1.5*SD (standard deviation) below the age-appropriate mean in one or more phonological processing tasks and at least one reading task, and if B) they had average scores (within 1*SD from the age appropriate mean) on the grammatical competence test, and C) they had average nonverbal IQ score and no indications of Autism Spectrum Disorder (ASD) or Attention Deficit Hyperactivity Disorder (ADHD). Children were assigned to the control group if they obtained average scores (within 1*SD) on all the tasks of the screening battery and had no indications of ASD or ADHD. The specific psychometric measures are described below:
Word and non-word reading: The sight word efficiency and the phonemic encoding efficiency sub-tests of the Test of Word Reading Efficiency (TOWRE; Torgesen et al., 2012) were administered. The TOWRE consists of two lists, one of 66 words and another of 66 non-words. These are tested in two separate trials and in each children are required to read as many items as possible in 45 s. A standardised score (M ¼ 100, SD ¼ 10) is computed based on how many words are read accurately in this time for each test.
Phonological processing: (1) Phonological awareness: Four sub-tests of the phonological awareness battery of the Comprehensive Test of Phonological Processing (CTOPP; Wagner et al., 2013) were administered. A) Elision -children were required to pronounce a word while omitting one of its component sounds, e.g. "say cup without/k/". B) Blending words -children were required to hear two parts of a word and were asked to combine them and produce the resulting word, e.g., "/pen/and/səl/make pencil". C) Sound matching -in this test, children saw two images of objects and were required to point to the object whose label contained a target sound, e.g., when shown the objects sun and ball, the child is asked to show the one that starts with/s/. D) Phoneme isolation -children are required to listen to a word and identify one of its component sounds, e.g., "what is the second sound of the word train". A composite standardised score for phonological awareness is then computed (M ¼ 100, SD ¼ 10). (2) Phonological short-term memory (PTSM): all children completed the digit and non-word repetition subtests of the CTOPP (Wagner et al., 2013) . Children were presented with sequences of digits or non-words that increased with complexity after each trial and were required to repeat them in the same order as they were presented. This yields a composite standardised score for phonological memory (M ¼ 100, SD ¼ 10).
Rapid Symbolic Naming: The rapid digit naming and rapid letter naming subtests of the CTOPP were administered. Children were presented with a list of 36 items (digits or letters respectively) on a card and required to name as many as possible in the period of 2 min. The number of accurately named items in that time is used to calculate a standardised composite rapid symbolic naming score (M ¼ 100, SD ¼ 10).
Working memory: Children completed the forward and backward number repetition subtests of the Clinical Evaluation of Language Fundamentals test (CELF; Semel et al., 2006) . A composite standardised working memory score was obtained based on the number of items that the child could successfully recall in each subtest (M ¼ 10, SD ¼ 3).
Grammatical competence: The Recalling Sentences subtest of the CELF (Semel et al., 2006) was administered. Children heard a sentence and were required to repeat it verbatim. Responses are scored according to the number of errors made in each repetition, and used to compute a standardised score for this subtest (M ¼ 10, SD ¼ 3).
Non-Verbal Intelligence: Children completed the matrices subtest of the Kaufman Brief Intelligence Test (KBIT; Kaufman and Kaufman, 2004) . The number of matrices completed correctly out of a maximum of 46 items is used to compute a standardised non-verbal intelligence score (M ¼ 100, SD ¼ 10). It must be noted that even though children in the DX group had significantly lower non-verbal intelligence scores than controls (Supplementary Table 1) , their scores fell within the normal range, thus satisfying our selection criteria for that group.
Parental questionnaires: In addition to the screening battery, children's parents completed the Children's Communication Checklist (CCC-2; Bishop, 2003) and the Swanson, Nolan, and Pelham rating scale (SNA-P-IV; Swanson, 1992) . The CCC-2 is used to assess children's general communicative abilities and identify communicative deficits characteristic of SLI (CCC-GCC) or Autism Spectrum Disorder (ASD) (CCC-SIDI). The SNAP-IV is used to identify behavioural patterns characteristic of ADHD or other behavioural disorders. No children who were included in the final sample showed any indications of ASD or ADHD.
EEG experimental procedure
Participants were presented for 9 min with an audio-story read by a female Australian English speaker. The stimulus was presented monophonically at a sampling rate of 44,100 Hz using loudspeakers while participants watched a cartoon corresponding to the story. Note that the visual input only generally matched the events narrated in the audiostory, such that there was correspondence in the general meaning but not in the detailed temporal events such as speech. High density EEG was recorded using 129-channel Hydrocel Geodesic Sensor Net (HCGSN), NetAmps 300 amplifier and NetStation 4.5.7 software (EGI Inc.) at a sampling rate of 1 kHz. The electrode impedances were kept below 50 kΩ.
EEG data preprocessing
Data were analysed offline using MATLAB software (The Mathworks Inc.). EEG electrodes that were positioned at the jaw, mastoids, and forehead were removed from the analysis because of their excessive noise. EEG signals from the remaining 93 channels were digitally filtered in three frequency-bands: delta-band (1-4 Hz), theta-band (4-8 Hz), and 1-8 Hz, using Chebyshev Type 2 filter in both the forwards and backwards directions to remove phase-distortion. Data were re-referenced to the average of all channels. In order to reduce processing time, data were down-sampled to 100 Hz. EEG channels with variance that exceeded three times that of the surrounding channels were labelled as bad channels, and replaced by an estimate calculated using spline interpolation (EEGLAB; Delorme and Makeig, 2004) .
Model evaluation
This study builds on a framework recently introduced by our group (Di Liberto et al., 2015; Di Liberto and Lalor, 2017 ) that uses forward encoding models to predict EEG responses to natural speech. Specifically, that model-based analysis was conducted to quantify how well the EEG signal reflects the encoding of different features of speech (Fig. 1A) . The present study focuses on three speech representations:
1 The spectrogram (S) was obtained by partitioning the speech signal into 16 frequency-bands logarithmically spaced between 250 and 8000 Hz according to Greenwood's equation (Greenwood, 1961) , and computing the amplitude envelope for each band, which was calculated as Env ¼ ðx a ðtÞÞ; x a ðtÞ ¼ xðtÞ þ jb xðtÞ, where x a ðtÞ is the complex analytic signal obtained by the sum of the original speech xðtÞ and its Hilbert transform b xðtÞ: 2 The phonetic-features (F) representation was computed using the Prosodylab-Aligner software (Gorman et al., 2011) which, given the speech file and its orthographic transcription, automatically partitions each word into phonemes from the American English International Phonetic Alphabet (IPA) and performs forced-alignment, returning the starting and ending time-points for each phoneme. Dimensionality reduction was performed by mapping each phoneme to a correspondent set of 18 phonetic features, which was based on the University of Iowa's phonetics project. In particular, the chosen features are related to the manner of articulation (plosive, fricative, nasal, liquid, and glide), to the place of articulation (bilabial, labio-dental, lingua-dental, lingua-alveolar, lingua-palatal, lingua-velar, and glottal), to the voicing of a consonant (voiced and voiceless), and to the backness of a vowel (front, central, and back). Also, a specific feature was reserved for diphthongs. As a result, this procedure produced a multivariate time-series composed of 18 phonetic features, which describe specific articulatory and acoustic properties of the speech phonetic content and whose possible combinations uniquely correspond to valid phoneme categories.
3 Finally, we built a representation that combined F and S (FS) by applying a concatenation of the two sets of features. The idea of this combined representation is that the above S and F representations are highly mutually redundant. This is because each phoneme has a particular characteristic spectrotemporal profile. So if each phoneme were always spoken in the same way, then the two representations would be equivalent. However, in natural speech this is not the case, with significant variation in the spectrotemporal profile of a given phoneme across instances. So one might thus expect an EEG model based on the acoustic spectrogram would better reflect the cortical correlates of those acoustic differences than a categorical phonetic features model, which is ignorant of these variations. However, it is also true that human listeners categorically perceive phonemes despite spectrotemporal variations, a fact that is presumably underpinned by consistent neural responses to those phonemes (Okada et al., 2010; Peelle et al., 2010) . Such consistent responses would be captured by our F-model, and underrepresented by our S-model because the latter is ignorant of the categorical nature of these utterances. As such, we contend that an EEG encoding model based on the concatenated representation, FS, should capture responses to both variable low-level acoustic fluctuations and categorical higher-level phonemes (described using combinations of phonetic features).
The S and F representations and, consequently, the corresponding speech-EEG models, are highly correlated by nature. For this reason, the F representation, which explicitly describes phoneme-level information, will produce F-models that are "contaminated" by EEG responses to the speech acoustics. A solution to this issue that we have previously suggested is to attempt to isolate the unique contribution that derives from phoneme-level processing by subtracting the performance of the S-model from that of the FS-model (i.e., FS-S; Di Liberto et al., 2015; Di Liberto and Lalor, 2017) .
Linear regression models were fit separately for S, F, and FS to describe the forward mapping from each speech representation to the corresponding EEG and then to test that model by seeing how accurately it can predict EEG from a new trial (Crosse et al., 2016) . For a given speech representation, the result of the linear regression consists of a set of weights referred to as multivariate temporal response functions (TRFs). An mTRF can be interpreted as a filter that describes the brain's linear mapping of a continuous stimulus feature, S(t), to the corresponding continuous neural response R(t), i.e.,
where '*' represents the convolution operator. The mTRFs were calculated by performing ridge regression between the stimulus features and the corresponding EEG. This approach allows for the use of a regularization parameter (λ), which can improve the quality of fit (in the case of noisy data) and controls overfitting by assuming a certain level of temporal smoothness (Crosse et al., 2016) .
One previous finding that motivated this approach is that combining speech acoustics and phonemes (FS) improves our ability to predict the EEG compared to when only acoustic (S) or phonetic features corresponding to phoneme categories (F) are used. This is true both when phonemes are described using one indicator variable for each category (P; sequences of zeroes and ones, with ones indicating the intervals of occurrence for that phoneme) and when they are represented using a set of corresponding phonetic features (F). F was chosen over P because it describes the same phonemic information using fewer dimensions. In fact, while F uses features that are indeed phonetic, these occur only in combinations that map uniquely to valid English phonemes, making this simply a different way to represent phoneme-level information.
The improved performance of the FS-model over both S and F is evidence for the encoding of both acoustic and phoneme-level features in the EEG responses. However, the three speech representations S, F, and FS were constructed using different numbers of free parameters. In general, this factor alone could lead to differences between the models because of either better encoding (in the case of additional meaningful features) or stronger overfitting (in the case of meaningless or unrelated features). A previous study from our group demonstrated that this is not the case (Di Liberto et al., 2015) . First, several other high-dimensional models (e.g., the phoneme model P, with 35 dimensions) were used to verify that increasing the number of features without adding (or removing) meaningful information did not produce measurable changes in EEG predictability. In addition, the advantage of combining acoustic and phoneme-level features (FS) disappeared when participants listened to speech that was not intelligible due to being time-reversed (please see Di Liberto et al., 2015 for further details). Together, these results suggest that the greater number of parameters in the FS-model does not explain the increased EEG predictability, which we attribute instead to the additional encoding of responses to phonemes.
EEG and speech data were partitioned into 9 subsets, each 1 min long. EEG predictions were derived for each speech representation using k-fold Fig. 1 . Assessing the encoding of speech features in EEG. (A) 128-channel EEG data were recorded while participants listened to continuous, natural speech consisting of a female speaker reading a story. We used linear regression to fit multivariate temporal response functions (mTRFs) between the low-frequency (1-8 Hz) EEG and three different representations of the speech. Each mTRF model was then tested at each scalp location for its ability to predict EEG using leave-one-out cross-validation and Pearson's correlation measures. (B) Withingroup approach: EEG prediction accuracies for a participants are calculated using mTRF models fit using the other participants of the same group. This approach allows comparison of models and EEG predictions between groups. To this end, comparisons with the dyslexia group (DX) were performed for control groups (CTR) that were matched either by age (CA) or reading-level (RL). (C) Cross-group approach: Control participants were randomly partitioned into 2 groups (CTR1 and CTR2). EEG prediction accuracies for a participant (either in CTR2 or DX) are calculated using the mTRF models fit using a sample set of control participants (CTR1). This procedure was then repeated for a model fit on CTR2.
cross validation (k ¼ 9). Because only 9 min of data were available for each participants, prediction correlations were derived using a generic modelling approach, which has been shown to improve the robustness of the EEG predictability measures (Di Liberto and Lalor, 2017) . Such an approach entails the averaging of mTRFs within specific participants groups and, therefore, it assumes a certain degree of homogeneity for each group.
The analysis was conducted using two different approaches that use generic models. a) Within-group approach (Fig. 1B) : Given two participants groups A and B, mTRF models are trained for every participants in each group and EEG prediction correlations are calculated using a cross-validated generic modelling approach within each group. A and B can be compared both in terms of their mTRFs and prediction correlation values. This approach allows for the explicit comparison of DX with CA and RL at each EEG electrode ( Fig. 2 and Supplementary Fig. 1 ). However, this analysis is constrained by the specific criteria used to group the participants. While this allows evaluation of group differences, such an approach cannot be used to study the interaction between EEG and continuous psychometric variables because EEG prediction correlations are derived using various TRF models (one for each group) that, therefore, may link differently to the various psychometric measures. To avoid this confound, we introduced a second approach (cross-group approach) that allows investigation of the interaction between EEG predictability and continuous psychometric measures (as opposed to discrete participants groups) using only TRFs fit on the control group. b) Cross-group approach (Fig. 1C) : This approach, which was previously suggested by Di Liberto et al. (Di Liberto and Lalor, 2017) , consists of deriving an average model using a sample from a group of participants (training stage), and then testing whether the EEG responses of a new participant can be predicted by using that average model (testing stage). The training stage produces a template of the brain responses for that specific group of participants (generic model). This means that the EEG responses of a participant belonging to the same group should be predictable, while weaker predictions could be produced for participants who do not belong to that group i.e., participants with (at least partially) different EEG responses to the same stimuli. To test this, the control participants-group (CTR) is randomly split into two partitions of equal size: CTR-1 and CTR-2. mTRF models are fit for each participants in CTR-1. A single generic model is obtained by averaging models for all participants in this group. This model is then used to predict the EEG of all other participants (here CTR-2 and DX). The rationale is that CTR-2 should be homogeneous with CTR-1, therefore the EEG responses of its participants should be predictable. In contrast, a group like DX may be underpinned by a different response pattern, which would make the EEG less (or not) predictable using a model trained on control participants. The procedure is then repeated using CTR-2, providing prediction values for CTR-1. Prediction values for non-control participants using models fit on CTR-1 and CTR-2 were averaged. Mean prediction accuracies were derived by averaging all EEG electrodes. Results were averaged over 100 repetitions of this procedure, which used random binary partitioning of the CTR group. One advantage of this method over the within-group approach is that the test stage does not impose any grouping for the test participants i.e., dyslexia and control participants are treated in the same way. This gives us the opportunity to explore the continuous space of the several behavioural measures, rather than only the binary comparison between the two participants groups as in the previous analysis approach. Specifically, correlations between these EEG predictability indices and psychometric behavioural measurements were evaluated using the Pearson's correlation index (Table 1 ). This analysis was also conducted at each individual scalp electrode (Fig. 3) .
To optimise performance, we conducted a parameter search (over the range 10 (B) EEG predictability was compared between DX and the two control groups, for each model and scalp electrode using a paired Wilcoxon test. Coloured areas indicate EEG channels that showed significant effects between participants groups (cluster-based nonparametric statistics, p < 0.05). Direct effects of dyslexia were disentangled from other indirect effects (such as contrasts due to differences in reading skills or age) by identifying electrodes that showed significant differences between DX and both control groups ((DX -CA) \ (DX -RL)), which are indicated in yellow (yellow for control > DX; yellow with black diagonal lines for control < DX). The group differences emerged for the EEG frequency-band 1-8 Hz were shown to be mainly (but not uniquely) driven by effects in delta-band. controlled for overfitting and prevented bias toward the test data used for quantifying the prediction accuracies. The mTRF mapping from speech to EEG signals is sensitive to the selection of the particular time window. This time-window specifies the time-lags between speech and EEG that are considered for the model fit. The basic rationale is that an unpredictable stimulus (delivered at timelag zero) induces a cortical response that begins after lag zero and may continue for a certain length of time, which is of the order of hundreds of milliseconds and depends on the complexity of the related cortical process. For this purpose, a time-lag window between 0 and 350 ms was selected, as it produced the best EEG prediction accuracies for all speech models.
Statistical analyses
Unless otherwise stated, all statistical analyses were performed using non-parametric Wilcoxon signed rank tests, while non-paired comparisons were conducted using two-tailed Wilcoxon rank sum tests. For tests involving all scalp electrodes, a cluster-mass non-parametric analysis was conducted, with two as the minimum cluster size (Maris and Oostenveld, 2007) . This statistical test takes into consideration the scalp distribution of the measure of interest by performing a permutation test on the cluster of electrodes with the highest score, i.e., the most important cluster according to the metric of interest. Please note that this analysis takes into account the sign of the contrast between groups, i.e. if two groups A and B are compared, clusters with A > B and A < B will always be treated as distinct, even when spatially contiguous. This approach provides a solution to the multiple comparison problem by including biophysically-motivated constraints that increase the sensitivity of this statistical test in comparison with a standard Bonferroni correction. Also, the false discovery rate (FDR) method (Benjamini and Yekutieli, 2001 ) was used to assess significance in analyses that involved multiple comparisons of a neural index with the several psychometric measures.
Results 70 children (6-12 years of age) undertook a standard battery of behavioural tests of phonological and language skills, memory capacity, IQ, and attention. These behavioural tests identified 25 participants with the typical symptoms of dyslexia (DX group). In a separate session, 129-channel EEG was recorded as participants listened to an audio-story for 9 min, while watching the corresponding cartoon. Scalp electrical signals were analysed to test the hypothesis that dyslexia is linked to an impairment in speech processing at the phoneme-level, and that such a deficit is linked to the mechanisms of low-frequency cortical entrainment to the speech input. To this end, measures of cortical tracking of acoustic (S) and phonological (F) features were derived by investigating mappings between different representations of the continuous speech stimuli and the low-frequency EEG (1-8 Hz; Fig. 1 ). Specifically, we did this by using a recent approach from our group that uses linear regression to model the relationship between each speech representation and the electrical patterns at each EEG channel (Di Liberto et al., 2015) . These models, which are here referred to as multivariate temporal response functions (mTRF; Crosse et al., 2016) , can be used to estimate the encoding of each stimulus representation in the EEG signal. This was done by quantifying how well the EEG could be predicted for the various speech representation models using Pearson's correlations. This provided us with separate topographical patterns of EEG prediction for the speech acoustic spectrogram (S-model), for phonetic features (F-model), and for a combination of the two (FS-model). In addition, the contrast between the FS and S measures has been suggested to provide an isolated measure of low-frequency cortical tracking of phonemic units (FS-S) (Di Liberto and Lalor, 2017), a mechanism not yet tested in children. Comparing children with and without dyslexia on these measures allowed us to test for specific links between this developmental disorder and the low-frequency cortical tracking of the continuous speech at the phonological level.
Atypical EEG predictability patterns in dyslexia
Participants were grouped into 13 participants with dyslexia (DX), 32 age-matched control participants (CA), and 13 reading-level matched control participants (RL). mTRF models were fit for each of the three groups (within-group analysis) and for each of the three speech representations separately (S, F, and FS). Participants groups were then compared in terms of how well acoustic information and phonemes are reflected by the EEG signal. Measures of EEG predictability (Pearson's r) were derived for each speech representation. These indices quantify the cortical entrainment to the corresponding features of speech (spectral, phoneme-level, or both) and are related to the concept of phase-locking, as stronger stimulus-EEG phase-locking corresponds to better EEG prediction correlations (Supplementary Fig. 2 ). Qualitatively similar patterns emerged for the two control groups, while noticeably different scalp distributions resulted for participants with dyslexia ( Fig. 2A) . The neural indices, averaged across electrodes, showed an overall reduction for dyslexia compared to both control groups for all speech models (Wilcoxon Rank-Sum Tests: DX versus RL, p ¼ 0.027, p ¼ 0.014, p ¼ 0.009 for S, F, and FS respectively; DX versus CA, p ¼ 0.027, p ¼ 0.011, p ¼ 0.021 for S, F, and FS respectively). Fig. 2B depicts scalp areas that showed significant differences (p < 0.05) between DX and the control groups. Importantly, this effect was not due to group-differences in EEG power that, in fact, did not show any significant effects for any of the frequencybands of interest (p > 0.05).
Effects in the EEG delta-band (1-4 Hz) involved broader scalp areas than in the theta-band (4-8 Hz; significant-area delta-band /significantarea theta-band ¼ 2.64, 1.49, and 11.33 for S, F, and FS respectively, where area was calculated as [DX versus CA] [ [DX versus RL]), with the combination of both bands (1-8 Hz) producing the most widespread differences. Specifically, differences between DX and both control groups, which reflect effects of dyslexia that are not due to reduced reading skills (Goswami, 2014) , were most pronounced for the FS-model in the combined 1-8 Hz band. Such effects emerged in three contiguous scalp regions (corresponding to the areas coloured in yellow in Fig. 2B ): a frontal area ROI-Fr; a region in the right hemisphere ROI-RH; and an occipital area ROI-Occ. Importantly, two separate clusters emerged within ROI-RH, one more frontal and the other central, which exhibited significant suppression and enhancement due to dyslexia respectively (see Fig. 2A ). Significance also emerged for an isolated electrode in the posterior-right region, which was not associated with any ROI as a Fig. 3 . Topographic specificity to language skills of the effects of dyslexia. Correlations (Pearson's r) between EEG predictability measures and all psychometric measures are reported for all scalp locations using all participants. Significant correlations were identified by using cluster-based nonparametric statistics (p < 0.05; FDR correction for multiple comparisons was applied for each electrode and neural index, α ¼ 0.05). Grey areas indicate scalp areas that did not reach significance. Scalp areas that showed a significant effect of dyslexia for the FS-model (see Fig. 2B , 1-8 Hz) are indicated by black contours (ROI-Fr, ROI-RH, and ROI-Occ). The neural measure FS-S, which was suggested to represent an isolated index of phoneme-level processing, correlates with behavioural measures of phonological skills specifically for ROI-RH. minimum cluster size of 2 was used for the cluster statistics.
Significant effects of dyslexia using the FS and F speech representations involved broader scalp areas than for the purely acoustic representation S (area (FS)/area(S) ¼ 3.52; area(F)/area(S) ¼ 2.61), suggesting that the group differences were related more to cortical responses to phoneme-level information (F) than to cortical responses to spectral features (S). The same group-level approach was utilised on the neural index FS-S, which is defined as the (linear) contrast between the EEG predictability (Pearson's r) for FS-and S-models and isolates phonemic encoding. The comparison between participant groups on FS-S, which was calculated with the same procedure used for the individual speech-EEG models (i.e., [DX versus CA] [ [DX versus RL]), showed again an effect of dyslexia on a cluster of electrodes in the right hemisphere (EEG frequency-band 1-8 Hz; Supplementary Fig. 1 ). This further supports the link between the effect of dyslexia and cortical responses that are specific to phonemes.
Cortical entrainment to speech correlates with linguistic skills
The previous section showed that cortical entrainment to acoustic and phoneme-level features of natural speech is different in dyslexia, and that this is not due to differences in either age or reading ability. However, the precise factors that underpin these group effects remain unclear. Specifically, are they related to a phonological impairment, or do they reflect some other factors, such as an attentional deficit? We sought to answer this question by assessing correlations between our EEG predictability scores and psychometric measures.
In this case, the within-group analysis used in the previous section, where both mTRF models and EEG predictions were built for each participants group separately, would not be optimal. This is due to the fact that just because dyslexia produces different cortical patterns from controls, it does not necessarily follow that those patterns will be less predictable. In other words, being dyslexic could produce both an increase and a decrease in EEG predictability. Since our spatial resolution is limited to 129 scalp electrodes, it is possible that counteracting effects might be captured by the same EEG channel, potentially confounding a correlational analysis between neural and behavioural measures.
For this reason, a different approach was used to investigate neuralbehavioural interactions. The 70 participants were partitioned into 3 groups: 25 participants with dyslexia (DX) and two age-matched control groups (CTR-1 and CTR-2) composed of 23 and 22 participants respectively. The linear mapping from speech representations to the EEG signals was estimated only for the control groups. Specifically, mTRFs fit on CTR-1 were used to predict the EEG signals of the CTR-2 and DX groups (cross-group approach). Because CTR-1 and CTR-2 constitute a random partition within a relatively homogeneous control group, the mTRF for CTR-1 was expected to be a good predictor of the EEG signals of CTR-2 participants, while lower EEG prediction correlations were expected for a non-homogeneous group, such as DX. Results were averaged over 100 repetitions of this procedure in which the partitioning of the control group was randomised. This gave us an average EEG prediction score for every participants in the study, which enabled us to check for any crossparticipants correlations between EEG predictions and the abovementioned behavioural scores. Table 1 reports the correlations between EEG predictability using both FS and FS-S (after averaging across all scalp electrodes) and all behavioural scores. As will be recalled, the FS predictability measure combines the acoustic and phonetic features, while the FS-S predictability measure isolates the unique contribution of phoneme-level processing.
Across participants (all CTR and DX participants), significant positive correlations emerged for both FS and FS-S measures and measures of phonological awareness, phonological memory, digit span, and recalling sentences. In addition FS-S correlated with word and nonword reading and also the general communication measure (all FDR corrected, α ¼ 0.05). In general, these relations would be expected if the FS and FS-S measures are tapping individual differences between children in the precision of real-time speech processing. Equally, significant correlations between the FS and FS-S measures and general cognitive ability or inattention/hyperactivity would not be predicted, and indeed none were found. Note however that, differently from the within-group analysis in Fig. 2 and Supplementary Fig. 1 , this analysis does not exclude potential effects of reading-skills (an issue that will be addressed in the following section). This is because the cross-group analyses were performed with all participants, with no distinction between age-matched and reading-level matched groups.
These results were obtained in the continuous space of behavioural and EEG measures, which means that significant correlations could reflect both a direct consequence of dyslexia and a more general between-participant variability in low-frequency oscillatory mechanisms in all children (not only in dyslexia). This hypothesis of a more general phenomenon contributing to the EEG predictability measures finds some support in the within-group variability (coefficient of variability, CV: std/ mean), which was considerably smaller for the control group CA compared to the RL and DX groups (the CVs using FS-models were 0.54, 0.91, and 0.99 respectively; similar results emerged for S, F, and FS-S). Together, the results of the cross-group analysis indicate that there is a link, either direct or indirect, between EEG predictability measures and standard psychometric measures of language skills.
Topographic specificity of the effects of dyslexia
The correlations in Table 1 were obtained by averaging the neural measures across all scalp electrodes and groups. Accordingly, this analysis does not identify any loci specific to phonological skills from loci also related to other measures of language, reading, and attention. In this context, it is possible that phonemic effects in dyslexia arise at a subset of distinct scalp locations, for example a subset of the right-hemisphere biased loci revealed in Fig. 2 and Supplementary Fig. 1 . In particular, we hypothesised that electrodes that were sensitive to the effects of dyslexia ( Fig. 2B ; ROI-Fr, ROI-RH, and ROI-Occ) would show correlations with the most specific psychometric measures of phonological abilities in our battery (phonological awareness and phonological memory). Fig. 3 shows the correlations of cortical entrainment measures for FS-S, FS, S, and F with six of our psychometric measures of phonological, reading, and memory skills. Firstly, the FS-S metric (the measure of the unique contribution of phoneme-level processing) produced significant positive correlations with the measures 'phonological awareness' and 'phonological memory' that emerged only in the right hemisphere and that covered entirely ROI-RH. ROI-RH showed also a correlation between FS-S and 'Digit span', a measure that has been linked to both phonological short-term memory and also long-term memory (Jones and Macken, 2015) . Finally, no significant correlation with 'reading words', 'reading non-words', and 'sentence recall' emerged in any ROI for the FS-S metric.
The same correlational analysis was conducted for FS, F, and S independently. EEG prediction scores for the F-model, which is based on phonetic features, were similar to the results for FS-S, with the exception of 'phonological awareness' that did not show a significant correlation in ROI-RH. The S-model, which is based on speech acoustics, did not show significant correlations with psychometric measures in any ROI, with the exception of a single electrode in ROI-RH. In addition, as hypothesised, FS scores (FS concatenates the acoustic and phonetic features) positively correlated with 'phonological awareness' and 'phonological memory' in ROI-RH, and also with 'sentence recall' and 'digit span'. These results are consistent with the behavioural deficits in both phonological awareness and phonological memory skills typically found in individuals with dyslexia, but are novel in suggesting major loci related to these deficits in the right hemisphere.
It is already known that several of the psychometric measures used here are also typically correlated with each other, for example phonological awareness and digit span ( Supplementary Fig. 3 ). For this reason, despite the use of cluster statistics that include correction for multiple comparisons, the correlational analyses may also reveal spurious correlations, thereby challenging the identification of loci specifically related to phonological processing. On the other hand, despite the pair-wise correlations between behavioural measures shown in Supplementary  Fig. 3 , spurious correlations do not necessarily occur. For example, the 'IQ' score correlated with most measures of language skills, but it showed no significant interactions with any of the neural measures of interest ( Supplementary Fig. 4 ). Nevertheless, a more stringent set of individual electrode correlations were computed between behavioural and neural measures in Fig. 3 and Supplementary Fig. 4 , using a partial correlational analysis that excluded possible interactions with IQ and age of the participants. This more conservative analysis confirmed the correlation between FS-S with 'phonological awareness' and 'digit span' scores in ROI-RH, while correlations with FS in that same region emerged only for the behavioural measure 'recalling sentences', a task that taxes both phonological and memory skills.
Discussion
This study investigated the cortical underpinnings of developmental dyslexia, a developmental disorder of learning whose root causes remain debated, but with a reasonable consensus around impairments in phonological processing (Snowling, 2000) . Recently, it has been suggested that phonological impairments in individuals with dyslexia may relate to atypical function of the cortical oscillatory mechanisms of temporal sampling and phase-locking at <10 Hz that underpin continuous speech comprehension (Goswami, 2011 ). This temporal sampling theory (Goswami, 2014 (Goswami, , 2011 links atypical low-frequency cortical processes primarily to prosodic and syllable-level phonological difficulties, assuming a knock-on effect on the development of phoneme perception via the linguistic hierarchy. However, we have recently demonstrated that low-frequency cortical entrainment to speech directly reflects phoneme-level processing (Di Liberto et al., 2015) . To test the hypothesis that atypical low-frequency cortical oscillatory processes would also relate to impaired phoneme perception in dyslexia, novel objective measures of acoustic and phonemic cortical tracking were derived at the individual participant level from EEG data recorded while participants listened to 9 min of an audio-story. Participants with dyslexia showed atypical low-frequency cortical tracking of speech features when compared to both age-matched and reading-level matched typically-developing groups. Furthermore, these low-frequency cortical effects were mainly in the right hemisphere, a finding that is inconsistent with many fMRI studies of phoneme-level phonological processing in dyslexia (e.g., Richlan, 2012, for review) , but that aligns well with the few MEG and EEG studies exploring temporal sampling (Cutini et al., 2016; Lizarazu et al., 2015; Molinaro et al., 2016) . Crucially, a right central-frontal scalp area that distinguished dyslexic children from both age-matched and reading-level-matched controls showed significant correlations between the neural measures of phonological tracking and the psychometric measures of phonological awareness, phonological memory, and digit span, establishing a link between these novel neural correlates and the behaviourally-measured phonological deficit.
Our findings have important implications for current theories of the proximal causes of dyslexia that adopt a phonological perspective (Clark et al., 2014; Goswami, 2014 Goswami, , 2011 Goswami and Leong, 2013; Lehongre et al., 2013; Molinaro et al., 2016; Richlan, 2012) . In line with the initial hypothesis, a group-level analysis indicated that the cortical entrainment to acoustic and phoneme-level features of speech was different in dyslexia. Previous research has shown that our EEG predictability measures constitute a reliable indicator of cortical tracking of acoustic and phoneme-level speech features (Di Liberto et al., 2015) . In this context, the overall reduction in EEG predictability measures in DX may reflect impairment in the low-frequency cortical mechanisms of phase-locking to speech that contribute not only to prosodic and syllabic perception but to phoneme perception also. The linguistic hierarchy (stressed syllable, syllable, onset-rime, phoneme) is naturally a cognitively integrated system (for example, phonemes are perceived better in stressed than in unstressed syllables). Nevertheless, ours is the first study to show that atypical low-frequency cortical oscillatory processes relate directly to impaired phoneme perception in dyslexia.
The ability to model and predict the EEG responses to specific speech features is certainly related to how strongly such signals emerge compared to the unrelated components of the EEG (i.e., signal-to-noise ratio). While a reduction in the strength of the EEG responses to speech would explain the reduced EEG predictability, another possible factor could be an increased temporal imprecision of the cortical responses to speech. Prior data primarily support a role for temporal imprecision. In the Power et al. (2013, EEG) analysis of low-frequency cortical entrainment to syllable repetition in dyslexia, the preferred phase of the deltaband response in DX differed by 12.8 ms compared to CA controls. In the Power et al. (2016, EEG) analysis of the precision of encoding of lowfrequency speech envelope information, encoding precision was significantly poorer in the delta-band (0-2 Hz) in DX compared to both CA and RL controls. These prior data are in line with our interpretation of reduced EEG predictability as an index of atypical low-frequency tracking to phoneme-level features. Nevertheless, the reduction in EEG predictability could also be explained by a lower homogeneity in the EEG responses within the DX group compared to CA and RL. This would affect the analysis procedure at the model fit stage, which requires averaging across participants (generic modelling approach; Di Liberto and Lalor, 2017). Contrary to this explanation, the significant differences found for children with dyslexia were not uniform across the scalp and emerged as a consequence of both increased and decreased EEG predictability (Fig. 2) , indicating that dyslexia affects the topographic patterns of cortical entrainment rather than just its overall magnitude. Accordingly, we contend that our data demonstrate atypical phase-locking in dyslexia that selectively affects specific cortical areas, notably in the right hemisphere.
The correlational analysis in Fig. 3 and Supplementary Fig. 4 demonstrates a variety of scalp distributions for different psychometric measures and indicate a prominent role for phonological skills in the same ROIs that were shown to be affected by dyslexia status in the grouplevel analysis. While the demonstration that EEG predictability correlates with psychometric measures is not surprising per se, this latter analysis was conducted to identify the specific psychometric measures that were involved and whether these exhibited topographic specificity. Strong correlations emerged specifically between behavioural markers of phonological awareness and memory and the neural measures. In addition, this interaction emerged selectively in ROI-RH (the largest scalp area distinguishing DX from both CA and RL controls) for the isolated measure of phonological entrainment FS-S, the measure isolating the unique contribution of phoneme-level processing. Accordingly, this correlational analysis adds an important puzzle piece to the 'phonological deficit' theory of dyslexia and extends the links between behavioural research and neurophysiology, as it indicates that the behaviourallymeasured phonological deficit at the phoneme level in dyslexia is linked to this atypical cortical oscillatory mechanism.
Together, these findings support the hypothesis that dyslexia is underpinned by a phonological deficit that stems from atypical temporal sampling mechanisms, and indicate a right hemisphere specificity of this deficit. The right hemisphere location for a phoneme-level deficit appears to contradict recent literature on speech perception that hypothesises hemispheric specialisation to speech features at different temporal rates (Poeppel, 2003) . According to this processing scheme, the "asymmetric sampling in time" (AST) hypothesis, right hemisphere processes relate to the processing of longer speech units such as syllables (which are more extended in time than phonemes), while processing of faster-occurring speech units, such as phonemes, should be bilateral. Given the correspondence between the present results and previous studies that showed effects of dyslexia in the right hemisphere (Cutini et al., 2016; Peter et al., 2016) and prior findings regarding hemispheric asymmetry in dyslexia (Abrams et al., 2009; Heim et al., 2003) , we propose that temporal sampling of phonological units is altered in dyslexia and that this phenomenon is specifically due to atypical low-frequency cortical oscillatory entrainment in the right hemisphere. This atypical right hemisphere processing appears to affect phonological representation at many grain sizes simultaneously (stressed syllables, syllables, phonemes). In the current study, we were able to isolate, for the first time, the relationship between low-frequency oscillatory entrainment and phonemic processing.
Interestingly, no correlations emerged for ROI-Fr and ROI-Occ from the individual electrode analysis. Indeed, this may be the consequence of a limited sensitivity of this analysis, possibly because of the low SNR of EEG, or it may be due to those regions being affected by multiple complementary factors that do not emerge for pair-wise interactions. One possibility is that the effects seen for the occipital region ROI-Occ relate to differences in the processing of visual cues. However, this is unlikely because auditory and visual inputs were related semantically but not at the level of speech acoustics and phonemics, while the TRF analysis extracted specific responses to such low-level features of speech. Another explanation could relate to the fact that a group difference does not necessarily reflect a linear gradient corresponding to some behavioural measures of language skills. For example, a sharper sigmoid-like relationship could underpin such a relationship. However, post-hoc investigation using multiple kernels would be too sensitive to false-positives in our analyses here, thus future studies will require precise prior hypotheses regarding such interaction. Other significant correlations emerged for electrodes not belonging to any ROI. This was the case for the reading level measure, indicating that this factor is not a main contributor to the atypical cortical entrainment to speech found here in dyslexia. Nevertheless, this result confirms the strong relationship between reading-level and the cortical oscillatory mechanisms studied here; hence, we believe that future research should include reading level control groups when investigating dyslexia.
Here, we provide new insights into the neural underpinnings of dyslexia by revealing a link between atypical low-frequency cortical entrainment mechanisms and phonemic processing in dyslexia, supporting theories that put a phonological deficit at the core of dyslexia. In doing so, we have established that novel measures of acoustic-and phonological (phoneme-level) speech processing can be derived using 9 min of EEG data recorded while participants watch a cartoon. Our methods offer a novel way to investigate dyslexia using objective measures of cortical entrainment derived using natural stimuli and EEG, which could be used to investigate speech processing in dyslexia in any language. In particular, the strong correlations with psychometric measures that are integral components of the diagnostic assessment of dyslexia may indicate a potential complementary role for these neural measures at the diagnosis stage. All this is possible with just 9 min of EEG recording, and so there are potential clinical applications. Moreover, it may well provide a tool for deriving objective measures in young patients, at an age when diagnosis is currently extremely difficult or even impossible.
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