This paper tests factors thought to be important in explaining the choices people make in where they spend time. Three aggregate locations are analyzed: outdoors, indoors, and in-vehicles for two different sample groups: a year-long (longitudinal) sample of one individual and a cross-sectional sample of 169 individuals from the US Environmental Protection Agency's Consolidated Human Activity Database (CHAD). The cross-sectional sample consists of persons similar to the longitudinal subject in terms of age, work status, education, and residential type. The sample groups are remarkably similar in the time spent per day in the tested locations, although there are differences in participation rates: the percentage of days frequenting a particular location. Time spent outdoors exhibits the most relative variability of any location tested, with in-vehicle time being the next. The factors found to be most important in explaining daily time usage in both sample groups are: season of the year, season/temperature combinations, precipitation levels, and daytype (work/nonwork is the most distinct, but weekday/weekend is also significant). Season, season/temperature, and day-type are also important for explaining time spent indoors. None of the variables tested are consistent in explaining in-vehicle time in either the cross-sectional or longitudinal samples. Given these findings, we recommend that exposure modelers subdivide their population activity data into at least season/temperature, precipitation, and day-type ''cohorts'' as these factors are important discriminating variables affecting where people spend their time.
Introduction
All human exposure assessments of environmental contaminants require that human activity/location data in one form or another be conflated with environmental concentration estimates or measures. Time series exposure models of the type used by the US Environmental Protection Agency (EPA) requires that activity/location data be available on a daily basis and that the daily sequence of an individual's activities and locations be preserved. This type of information is called ''activity pattern'' data. To meet this need, EPA has developed the Consolidated Human Activity Database (CHAD) that combines in one file all of the publiclyavailable activity pattern data that exist in this country . A major problem with activity pattern data is that most of it is cross-sectional in nature, usually consisting of only 1 day of information from a single individual, although some studies in CHAD have up to 3 days of information per person. This contrasts with the practice of human exposure modeling, which is longitudinal in nature. Regulatory agencies are interested in understanding the health impacts of being exposed repeatedly to a contaminant over time: months, years, or even lifetimes. Thus, exposure modelers have to utilize cross-sectional activity pattern data to mimic longitudinal activity patterns, which themselves are unknown.
The overall approach used to address this problem is to use modeling ''decision rules'' to allocate cross-sectional human activity data into ''cohorts'' of similar people that hopefully minimizes intraindividual variability while maintaining inherent interindividual variability in human activities (Xue et al., 2003) . However, there has been little testing of these decision rules due to the dearth of longitudinal human activity pattern studies available for comparison. In fact, there have been very few analyses undertaken of the decision rules themselves to determine if they are theoretically sound or if they actually can explain differences in how people spend their time. We attempt to do this in our paper, to determine if there are factors or attributes that are available in CHAD activity/location data that can explain differences in time patterns. We call these ''discriminating factors''.
Probably the most extensive analyses to date of possible discriminating factors have been undertaken by exposure assessors developing and using EPA's Office of Air Quality Planning and Standards (OAQPS) exposure models. These analyses are contained primarily in consultant reports or conference proceedings that are not widely available (Johnson et al., 1992 . Factors evaluated in those studies include various meteorological/weather conditions relating to temperature, cloud cover, relative humidity, wind chill, and wind speed, as well as information on activityspecific breathing rates, season of the year, work and/or school day-types, and time-of-day. Using regression analyses, the analysts found that factors related to the time-ofday, work/school status, and season were good predictors of time/activity patterns (Johnson et al., 1992) , as were gender, ethnicity, income level . Weather variables, while statistically significant F probably primarily due to the large sample size of the analyses F explained very little variance in time spent in five general locations. Based upon these analyses, many of the factors noted above have been used to define population cohorts in OAQPS models designed to estimate exposures associated with alternative air quality standards. See Johnson (1995) and McCurdy (1995) for a discussion of these models.
Methods
In this paper, we explore further the issue of how best to define cohorts used for exposure modeling. We start theoretically by evaluating the literature from various disciplines regarding causal factors thought to be important in affecting human activities. This is summarized in tabular form in Table A1 , which is divided into four categories reflecting the disciplines that investigate human activity from different perspectives. These disciplines are: physical activity epidemiology (including exercise), leisure-time studies, human activity (time budget) sociology, and exposure-related surveys of activities of importance. There is a varying amount of analytical support for each causal factor as a review of the ''General Relationships'' column of Table A1 indicates. There is a relatively strong relationship between activity choices and age, gender, seasons of the year, degree of urbanization, health status (particularly obesity), and ''life stages'' considerations. There is a mixed and complex relationship between activity and heredity, socioeconomic status (SES), aspects of which are education, occupation, and income; race/ethnicity; day-of-the-week; and geographic region. There is a minor effect overall of parental values on children/adolescent activity choices, but a major effect for some families.
Organizing the factors and considerations used in Table A1 into an ''activity factors typology'' indicates that 11 identifiable, but not independent, factors are thought to significantly affect an individual's choices regarding the type and amount of activity she/he engages in. They are:
External considerations
1. Season of the year, climate/weather 2. Day-of-the-week 3. Region of the country, degree of urbanization Individual, intrinsic biological factors 4. Age, gender, growth and development stage 5. Race, ethnicity, genetic makeup/inheritance 6. Health considerations, disability, obesity, pregnancy Individual, situational/social factors 7. SES, income, and/or education 8. Employment status, occupational type, vacation period 9. Activity lifestyle (e.g., an exerciser or a ''couch potato'') 10. Home type (single-family residence, apartment, etc.) 11. Life stage: marital status, family values and responsibilities
Only some of these factors are considered in most exposure modeling efforts. Usually, the population of interest is subdivided by age and gender (activity factors typology #4) and by season of the year (#1) factors. Some models consider daily weather (#1), day-of-the-week (#2), region of the country (#3, but only in a general sense), employment status (#8), and home-type characteristics (#10) (Johnson, 1995; McCurdy, 1995) . There are only a few modeling efforts that focus on the health status (#6) of a modeled population that we could find; two are EPA's analyses of (1) ''jogging asthmatics'' exposed to sulfur dioxide (Biller et al., 1984) and (2) persons with pre-existing cardiovascular disease exposed to carbon monoxide (Johnson et al., 1999) . Even then, activity patterns used in those assessments were not specific to the compromised health groups of interest, but were abstracted from similar age/gender activity data using nonhealth decision rules. We could find no time-series exposure modeling effort that disaggregated activities by race or ethnicity (#5), by SES (#7), by activity lifestyle'' (#9), or by family life stages (#10). These intuitively are important factors in modeling what people do during their daily life, and not considering them in exposure modeling efforts is a shortcoming of our nascent discipline.
Can the items contained in the above typology indeed act as ''discriminating factors'' to explain differences in the amount of time spent in locations by different cohorts? If so, then they should be used to the extent possible in defining exposure modeling cohorts. We address this question by coevaluating the factors in two different activity databases: a year-long diary kept by a single individual, and a crosssectional database obtained from CHAD for people similar to that individual in terms of age, work status, education, and residential type. We realize that only generalizations can be made from a longitudinal sample of one; however, there is a need for exposure modelers to understand how well the cross-sectional cohort-approach using CHAD diaries actually represents a ''real'' individual that the cohort is supposed to represent. Our literature review indicates that this has never been done before. A second paper in this series (Graham and McCurdy, 2003) expands the goal of evaluating the activity typology to the entire CHAD database, covering all ages and both genders.
Development of exposure-relevant locational metrics
In order to develop research hypotheses that can be tested, the area of interest was narrowed toward variables that are currently available in CHAD. The unit of analysis is an exposure event, which occurs when a human receptor inhabits a specific location having a uniform pollutant concentration for a specified time period (termed a ''microenvironment''). During that event, the exposed person undertakes some type of activity at a specific physiological level. If the microenvironmental concentration, location, or activity/activity level changes, a new exposure event occurs. While a receptor's activity itself sometimes affects a microenvironmental concentration, such as cooking or vacuuming, in this paper we focus on the locational aspects of human activity data.
The longitudinal-diary subject used 124 location codes at least once over the diary year (and 86 activity codes), but only two to 16 unique location codes were used on any one day. The median number of unique codes used per day was 8. While this number seems low, in order to reduce subject burden and increase subject compliance, the time spent in rooms within a building was generally not coded. It was sufficient to note that the subject was ''at work'', and not that he was in his office rather than a colleague's, or in a hallway or restroom, etc. If the subject went to an office in another building, of course, it was coded as another office. Likewise, rooms within the home typically were not distinguished except for the bathroom and the basement, but even then use of individual room codes was inconsistent. For purposes of this paper, the home location includes all rooms within the house, even if more detail is noted in the diary.
The cross-sectional data are treated in the same manner: all rooms in most buildings are treated as a single aggregated location. (In fact, only aggregated location data are available for most of the studies contained in CHAD.) On this basis, the cross-sectional database of similar people (described below) had between two and 15 unique aggregated location codes per day, with the same median (i.e., 8) as the longitudinal sample. Thus, the number of major locations that are normally visited by an individual on a given day is not large, due in part to combining all rooms within a building into one locational code. Since not all of the studies in CHAD collect data for even the same set of aggregate locations, we had to first undertake a comprehensive analysis of the cross-sectional data set to identify the locational codes that are used universally in all CHAD studies. These ''common-denominator'' codes then become the locational indicators used later for statistical comparison of the activity information.
An initial attempt focused on seven indoor and five outdoor locations, with motor vehicles considered as a separate category due to their high air exchange rate and proximity to roadway pollutants.
2 Upon inspection, however, not all of these aggregated locational codes were used by all studies in CHAD. Problem locations were: work, office, yard (own), other's yard, and park. These problem locations subsequently affect the two locational categories that aggregate all other indoor and outdoor locations. Thus, the original 13 location categories were aggregated up to the following six categories:
Residences (own & other's) All other indoor locations Total indoors (summation of the above) Motor vehicles (usually a privately owned-vehicle (POV), occasionally a bus or plane) Gas stations Outdoor locations (except for gas stations)
All of the comparative analyses discussed here are performed using them; the categories are similar to those used by Johnson et al. (1995) for their analyses.
Development of the cross-sectional sample
Given the information in Table A1 , at the minimum, the cross-sectional sample should contain similar age/gender characteristics as the individual with longitudinal data. After that, what additional factors or considerations should be used to subdivide the available activity data into logical categories for rigorous comparison? The subject of the yearlong activity pattern diary study is a Caucasian male aged 58 years at the start of the study with a post-graduate college education, who is employed full-time performing sedentary desk work. By most SES schema, he is middle-class with a moderate income. He lives and works in a rapidly growing Southeastern USA Metropolitan Statistical Area (MSA), and lives in a suburban single-family detached house with about a 25 min commute to work by automobile. He is married and an ''empty-nester'' (lifestyle characteristics). Therefore, for the cross-sectional comparison, all records available for similar individuals were extracted from CHAD. There were immediate difficulties in trying to obtain a sufficient sample size for the analysis as described below. It was not considered appropriate to relax the age/gender or educational criteria significantly as they are known to affect quantitatively activities undertaken, particularly physical activity.
3 Therefore, to increase sample size but still maintain cohesiveness, the age/gender selection criteria were restricted to 57-60-year-old males (1 year on both sides). Within that cohort, we found that there was no effect of age on the number of events recorded in the diaries, educational level, or the physical activity level (PAI) of subjects in the final sample; thus, it appeared that relaxing the age range to increase the sample size was reasonable and probably would not significantly bias our results.
There are seven studies in CHAD containing activity information for that cohort of interest. Two of them are slightly different versions (for air and water) of the National Human Activity Pattern Survey (NHAPS), which is a national telephone random probability survey of the prior day's activities (Klepeis et al., , 2001 . Another is the California Air Resources Board (CARB) state-level random probability telephone survey of yesterday's activities (Wiley et al., 1991) . Three studies in CHAD are random probability concurrent-diary studies for specific MSA's: Cincinnati (Johnson, 1989) , Denver (Johnson, 1984; Akland et al., 1985) , and Washington DC (Hartwell et al., 1984; Akland et al., 1985) . The final study in CHAD that contains information on the cohort of interest is the diary panel study undertaken in Valdez, Alaska in 1990 -1991 (Goldstein et al., 1992 .
There are 289 daily CHAD activity records for 57-60-year-old males in these seven studies; 195 Caucasians, 24 other specified ethnic/racial groups, and 70 (24% of the sample) unspecified ethnic/race categories. A preliminary analysis of race/ethnicity did not indicate any significant differences in the time spent in indoor and outdoor locations; therefore, race/ethnicity was dropped from further analysis. There was a problem with educational level, as it was missing for 31 person-days of data and there were not many respondents who were college graduates (37), had some grad school (10), or had a graduate/professional degree (28), three of the educational categories used in CHAD that relate to our longitudinal subject. 4 To match the longitudinal diary subject's educational level exactly would reduce the sample size to only 28 days, which is too small for meaningful comparative analyses. Because of this, the educational requirement was weakened to having at least a high school education. Some implications of this relaxation are noted below.
After these adjustments, a sample size of 245 person-days was obtained. However, not all of them were usable for comparisons of interest (see Table A2 ). Since CHAD data have a prescribed clock hour subdivision, making 24 events/ day (d) the minimum number possible, diaries with fewer than 30 daily event records (25% more than the minimum possible) were thought to under-report activities. This figure was turned into an acceptance criterion, and 32 records were removed that had o30 events for a day. Outdoor workers or deliverymen (truck drivers, etc.) in the sample also were removed (15 person-days of data) due to their workplace location (mostly a motor vehicle) that would have distorted the time spent in that location compared with an indoor worker. Eight subjects were removed because they worked on weekends or at home on weekdays, unlike the longitudinal subject. An additional 11 person-days of data were removed because they were missing both educational and occupational data, precluding any type of SES analyses for them. Finally, there were 8 days of ''grossly'' incompatible activity and location data and 2 days of ''unusual'' diary data that were also removed from the analysis data set; see Table A2 . The remaining 169 person-days of data constitute the crosssectional data set. The two NHAPS studies provided 110 days of data (65% of the total), while CARB and Cincinnati each provided 26 additional days (15% each). The remainder (7 person-days) came from Denver and Washington, DC. None of the Valdez data survived the vetting process.
Analysis of the cross-sectional (C/S) sample by study 5 A modeler generally combines data from all appropriate studies when defining a cohort for exposure assessment, but the practical impacts of combining activity pattern data from different studies usually are not evaluated. We perform such an evaluation. Since the three MSA-specific studies are very small, they are combined into a single category F called the ''MSA studies'' F and compared to the three recall studies treated separately. Thus, there are four study types used to determine if the study type itself affects locational choices.
For evaluating categorical variables, a contingency table approach and a w 2 test statistic were utilized to determine if a ''study effect'' existed. More formally, the test, or null, hypothesis (H 0 ) is that there is no statistically significant difference (at a ¼ 0.05) among studies with respect to a particular activity typology characteristic; for example, educational level or day-type. The analyses indicated that 3. Physical activity (PA) is a broad term in the exercise physiology/ nutrition literatures. It is any movement of the body produced by skeletal muscles that results in an expenditure of energy (Kohl et al., 1988) . Exercise is one component of physical activity. PA basically is everything that a human does, including all energy expended except that needed for sleeping, basal metabolism, digestion, or growth (retained energy) and reproduction. A marker of daily PA is the physical activity index (PAI). It basically is the total energy expended for a day divided by the person's basal metabolism. See McCurdy (2000) for more information on these subjects. 4. Other educational categories used in CHAD are: none; some elementary; elementary school graduate; some high school; high school graduate; some college; missing; and ''any,'' which includes all categories, including missing.
The PC-based Statgraphics
s and SAS s statistical packages were used for all analyses in this paper. Most of the analyses were conducted using SAS version 8.2.
H 0 could not be rejected (alternatively, we could not demonstrate a relationship between a study and a factor) for the following factors:
Age of the subject (w 2 ¼ 6.8, 9 df, p ¼ 0.65; df ¼ degrees of freedom) Educational level of the subject (w 2 ¼ 9.7, 8 df, p ¼ 0.28); for the three recall surveys only(no educational data exists for the MSA studies) Day-of-the-week for the diary (w 2 ¼ 18.7, 18 df,
There were too many zero cells to test H 0 for the subject's type of residence, occupation, or the month of the activity data gathering.
With respect to observed continuous variables, a Kolmogorov-Smirnov (K-S) test was used to determine if the study made a difference in a variable's data distribution. The maximum daily temperature of the activity day was significantly different only for the CARB-MSA pair of studies (
. This is understandable because the three MSA studies were conducted in northern climates during nonsummer months (March, September, December-February), while the California study was year-round. The modeling implication of this is that if maximum daily temperature cutpoints are used to define a population cohort in an exposure modeling exercise F which is followed in some models (e.g., APEX, HAPEM, pNEM 8 ) F then there will be a less-thanproportionate probability of picking a day from the various studies in CHAD for a particular temperature classification.
Evaluating the number of recorded activity-location events/d, the MSA studies ( X X ¼ 48.179.0; range ¼ 33-69) 9 had significantly more events (at P-values o0.001) than the CARB survey ( X X ¼ 41.077.7; 30-64), each of which in turn had more than the two NHAPS surveys, which could not be distinguished apart ( particularly important for modeling the exposure and dose profile of a population, possible reasons for the differences among studies were explored. There were no significant differences among attributes of the studies, such as the respondent's state of residence, educational level, day-of-theweek, day-type, or temperature/precipitation level. By deduction, then, differences in the number of events recorded among the studies are likely due to the format used to gather activity information. Basically, the diary format provides more information than the recall format. Johnson et al. (1995) found the same result. While logical, this does not explain why the CARB study has significantly more recorded events than the two NHAPS studies (D N ¼ 0.55; w 2 42.2, po0.001) since all three were telephone recall surveys and used many of the same questions (Tsang and Klepeis, 1997) .
One activity that is recorded in the MSA diary studies that is not generally mentioned in the telephone recall studies is time spent in a ''travel transition,'' the time it takes to go from one location to another via a third location. Examples are (1) going from home to work via a car or other vehicle, and (2) going from an office to the car via a parking lot. 6. A categorization of the activity day into four day-types: ''working'' (income-producing) weekday; nonworking weekday; Saturday, and Sunday. Nine different day-types are used for the longitudinal data set, as described below, but the finer distinctions could not be made for the C/S data. Day-type subsequently was reduced to two categories: working weekdays and all-other days. 7. Precipitation is in inches of water measured; there was no distinction made in the data available to us between rain and snow events. 8. These are all OAQPS models. APEX stands for Air Pollution Exposure Model; HAPEM is the Hazardous Air Pollution Exposure Model; pNEM is the Probabilistic NAAQS Exposure Model. 9. The standard deviation (SD) of the sample is shown by the 7 symbol. Subsequent citations to the range drop the word ''range'' and only show it as a set of figures separated by a dash; X X =Mean.
studies. The CARB study was even less specific on this point: only one of the 26 CARB respondents in our sample (3.8%) mentioned even one travel transition in his diary. Thus, if multimodal exposures are of concern in a particular assessment, it is suggested that only activity data from one or more of the MSA-specific diary studies in CHAD should be used. The results of these study comparisons within the crosssectional data set indicate that there are some ''structural'' differences among the four studies and that they are associated with the data gathering process itself. The next step was to test if time spent in the six aggregated locations was different among the four studies. Using the two-sample K-S test at a ¼ 0.05, H 0 was not rejected for any of the indoor locations: a residence; a nonresidence; and indoorstotal. Thus, the four studies are not different in the amount of time their participants spend in these locations. The H 0 of no-study differences in time spent outdoors can be rejected for all possible pairs of the studies (D N ¼ 0.32-0.38, w 2 ¼ 1.47-1.77, p ¼ 0.004-0.020). Participants in the NHAPS-Air survey reported the most time in min/d outdoors ( X X ¼ 1387184; 0-698) and NHAPS-Water the least ( X X ¼ 947127; 0-475). The values for California ( X X ¼ 1077122; 0-325) and the MSAs ( X X ¼ 1317177; 0-777) fell in between. These differences are not necessarily limited to survey design differences. Much of the statistical difference can be attributed to the unequal distribution of day-type, season, and weather parameters among the studies, resulting in a ''study-effect'' being noticed here (ANOVA not shown). This is an unavoidable impact of combining data from different sources.
The H 0 of no-study differences in the amount of time spent per day in motor vehicles could only be rejected at a ¼ 0.05 for study-pairs involving the CARB California survey. The time spent in motor vehicles for participants in that study was much higher ( X X ¼ 1507110; 20-520) than any of the others (NHAPS-Water was the next highest at X X ¼ 957105; 0-655 min/d). There was no statistically significant difference among non-CARB studies: the lowest K-S test p-value for these study-pairs was 0.813. Finally, there were too many zero entries for time spent in gas stations to test for differences among the studies.
To summarize, the four studies differed in two of the tested locational categories: outdoors and motor vehicles (CARB study only). These differences among studies, even for highly aggregated locational categories, raise a cautionary note to users who combine data from them without fully assessing the impacts of doing so.
Evaluation of the activity factors typology in the crosssectional sample
Statistics for time spent in the aggregated locations for habitue`s (people who occupy a particular location for 40 min/d) are depicted in Table 1 for both the crosssectional and longitudinal samples. Besides the six aggregated categories, some data are provided for specialized locations, but these are only of real interest for the longitudinal analysis.
Averaging over all individuals, about 1224 min/d (85% of the day) is spent in indoor locations, but this varies from 570 to 1440 min/d (40-100% of the day) across the sample. Everyone in the cross-sectional sample spends some time indoors, as might be expected; we call this the participation rate in Table 1 . Note that 100% of the sample is in a residence on their diary day, either their own or somebody else's. About 72% of the individuals spend some time outdoors and for them it is 160 min/d on average (about 11% of the day), with a range of between 3 and 777 min (o1-54% of the day). This is not the case for the longitudinal sample. The longitudinal sample person spends less time outdoors per day on average, 118 min/d, but is outside some time almost every day (98.6% of the days). In general, the two samples track each other fairly closely with respect to temporal averages, but less so for the participation rates. The longitudinal results in Table 1 , and the K-S tests of differences in the longitudinal and crosssectional samples, are discussed in more detail in the next section.
For those factors that could be tested in the cross-sectional sample, we explored if individual items in the typology affected the time spent per day in the six locations using twosample K-S tests. Table 2 depicts those factors having a statistically significant relationship (a ¼ 0.05) with the time spent outdoors for habitue´s in the cross-sectional sample; Table 3 contains significant results for the total-indoors and motor vehicle microenvironments. As can be seen in Table 2 , many of the typology factors relate significantly to the time spent in the outdoor location. Season of the year, particularly winter, is important, using either months or combined monthly metrics; see Figure 2 . The month entry in Table 2 needs some explanation. The first entry, 1:5-1:10, means that each of the comparisons for month 1 (January) with month 5 (May) through month 10 (October), by pairs, are significantly different with respect to time spent outdoors; the K-S statistics for individual month-pairs vary within the ranges shown. Thus, January and May are statistically different with respect to time spent outdoors, as are January and June (1:6); January and July (1:7), etc. The same is true for month-pairs involving September and February (9:2), September and March (9:3), and so forth through the September and June (9:6) pair. The September and July (9:7) pair is not statistically different with respect to time spent outdoors, and thus is not shown in Table 2 , but the September and August (9:8), September and November (9:11), and September and December (9:12) pairs are statistically different. The rest of Table 2 is read the same way, as is Table 3 . Pairs not shown F for any of the factors listed in Table 2 F are not statistically different for the tested metric.
When individual days were tested for their impact on the amount of time spent outdoors by habitue´s, the K-S statistics showed no impact, but when days were combined into weekday and weekend categories, the importance of day-ofthe-week on locational decisions is significant. ''Day-type'', another day-of-the-week metric, relates even more closely to the time spent outdoors; it basically distinguishes among working (paid workday) and nonworking weekdays, Saturday, and Sunday. As seen in Table 2 , no significant differences can be found in the time spent outdoors among nonworking weekdays and weekend days (i.e., between 2:3 and 2:4 under day-type). The highest w 2 statistics are obtained when a distinction is made only between working weekdays and all other days (1:2+) F see the ''recoded day-type'' metric F possibly due to the larger sample size (n) for each of these day-types. Since the longitudinal sample subject did not do paid work on weekends, we could not analyze this factor further.
Precipitation category in Table 2 (none versus 40.5 00 ) negatively relates to the time spent outdoors, as expected (0:2 metrics). This is one of the surrogate measures of weather that was tested; the other is daily temperature. Two types of temperature metrics were used: a two-category metric that disaggregated temperature into two classes by season (four combined temperature/season classes). This approach mimics that long used by OAQPS in its exposure modeling work (McCurdy, 1995) .
The other temperature metric is a continuous variable, and so it could not be tested via a K-S approach. It was used in a series of regression equations to determine if it F along with certain other variables F could predict habitue´time spent outdoors. To determine if the basic assumptions for regression analyses were met, all variables of interest were tested for normality using a K-S test of parameters of the distribution at a ¼ 0.05. If not, alternative distributions were tested. Time spent outdoors is log-normally distributed in the cohort; temperature and PAI are normally distributed. None of the standard distributions fit any of the other variables in this dataset, so they are used nontransformed in the regression analyses. It must be recognized, however, that having non-normally distributed independent variables violates one of the assumptions of multiple regression; thus, these results should be viewed with some caution.
10
The overall conclusion from the regression analyses is that the most robust equation (i.e., lowest standard error (SE Est ) and having significant independent variables at a ¼ 0.05) for ''explaining'' time spent in outdoor locations contains the following independent variables: temperature, precipitation, Participation rates or percent of sample days in the study spending some time (>0 min/day) in the location (habitue´s/total sample days).
d
The two-sample Kolmogorov-Smirnov (K-S) test H 0 is that the distribution of variable 1 is the same as variable 2, using a w 2 test statistic at a=0.050.
10. A dimensional assessment of the maximum possible impact on the results predicted by Eq. (1) indicates that non-normally distributed variables account for 20-26% of the variance in ln(OUT). The actual impact would be much less than that in practice. The note applies to all tested pairs within the tested metric. PAI, and the dichotomous day-type (the original four-part day-type metric also works well in regression analyses). On the other hand, for the indoor, nonresidential indoor, and motor vehicle locations the only significant independent variable is day-type for any metric formulation (results not shown The note applies to all tested pairs within the tested metric. Notice that removing PAI results in the constant term becoming statistically significant, which is not desired. It is done for comparison with the longitudinal sample later. Returning to Table 2 , although there are noticeable differences in the time spent outdoors by region, the H o of no regional differences cannot be rejected at po0.05. Possibly the small sample sizes do not allow definitive conclusions to be drawn concerning this variable. The same is true for age, since there is very little age variability in the sample used. Educational level is the only item in the SES/ Income category that could be tested, but the cross-sectional sample only contains high school graduates or above. It appears that educational level can account for differences in the time spent outdoors for persons with post-undergraduate college education F their time spent outdoors is about onethird that of people with lower educational levels (61 versus 176-209 min/d) F but not for other possible educational levels. Education is not highly correlated with any other aggregated location category either (not shown). Home-type does not affect outdoor time nor is it significantly correlated with any other location. Finally, due to lack of information, we could not test whether health considerations or family role/life stage affects the time spent in the outdoor F or any other F location. Table 3 indicates that fewer of the activity typology factors significantly affect time spent indoors or in a motor vehicle. Season and temperature classes have some impact on these locations, but precipitation does not. Day-type metrics affect time spent indoors but not in-vehicle time.
Most of the activity typology factors are weakly to moderately related with time spent in outdoor locations and to the other aggregate locations that were tested. Analyses of the entire CHAD database provide even more support for this conclusion (Graham and McCurdy, 2003) . Exposure modelers should consider these factors, particularly age, gender, season of the year, temperature, precipitation, and day-type (or at least a weekday/weekend breakdown) when choosing activity patterns for modeling purposes. While this seems to be an obvious conclusion, there has been limited testing of these factors with respect to their use in framing exposure modeling efforts; the Johnson et al. citations (1992 Johnson et al. citations ( , 1995 are exceptions to this finding. Many of the factors found to be important here are considered in the APEX, HAPEM, pNEM, and more recently, the Stochastic Human Exposure and Dose Simulation (SHEDS) exposure models, but in a different formulation. The authors know of no other models that do so.
Development of the longitudinal sample
The longitudinal sample consists of 368 days of activity data (out of 369 days 11 ) from a male who was aged between 57 and 58 years at the time of the survey. The diary used in the study is depicted in Figure 3 . It is a revision of the one used in the Cincinnati study discussed earlier. Every time there was a change in any item on the form (location, activity, activity level, the opening or closing of windows, smoking situation, combustion status, or solvent usage), the subject was instructed to fill out a new diary page. Compliance by the motivated subject, the first author, was excellent; there was less than 0.5% missing data for any item on the form. In addition to the diary data, the subject for each day recorded daily maximum temperature, if it rained or snowed, and if he had to alter any activity that day due to sickness, injury, or some other specified reason.
The paper diary data were put into a Lotus 1-2-3 s file, and a number of quality control checks were made to ensure that the data were entered correctly. Activity start/stop times were checked to make sure they were not juxtaposed. Activity and location codes were checked to ascertain that they were within the range of usable CHAD codes, and a number of logic checks were made to ensure that the coded activity was not obviously incompatible with a coded location. Finally, coded total daily time was checked to ascertain that it equaled 1440 min each day. If any of these checks uncovered a problem for a day, every entry for that day was compared to the filled-out diary and corrected if needed. Finally, some day-types of interest were 100% reviewed even if they passed all of the above checks. These included: weekdays-not-at- 11. The subject lost a diary about 20.00 h on day #358, February 14, 2000, in snow covering an airport parking lot as he was loading luggage into a car. The ''penalty'' for this noncompliance was carrying the diary for 3 additional days, which is why n ¼ 368 rather than 365.
work, vacation days, work-related trip days, sick/injury days, and ''regional disaster'' days when all highway travel was officially banned in the subject's MSA (Hurricane Floyd: 1 day; a major snowstorm: 4 days). The day-types originally used in the longitudinal study are depicted in Table A3 . For comparison with the crosssectional (C/S) analyses, day-type 1 is the same for both samples, as is nonvacation Saturday and Sunday (#s 7 and 8 in the table). C/S day-type 2: weekday, not at work is roughly equivalent to day-types 3-5 in Table A3 , but there is no C/S equivalency for longitudinal day-types 2, 6, 9, and 10. While ''real'', these day-types, constituting 35 days (9.5% of the sample), cannot be modeled using CHAD or any other known activity database since activity data normally are gathered only when subjects are at home and can be contacted. We combine some of the day-types, and ignore ''work-related trip days'' and ''regional disaster days'', when considering day-types to be compatible with the cross-sectional sample. However, from an exposure modeling perspective these day-types should not be ignored in future activity data-gathering surveys.
Summary descriptive statistical data for the longitudinal habitue´sample are depicted in Table 1 for the same locations used in the cross-sectional sample. While the mean time spent in the six aggregated locations is similar for the two samples, as are the COVs and ranges, K-S tests indicate that their 1. Activities of interest include: cooking with a gas burner/oven heating with a kerosene heater using a fireplace using a gas stove to heat the house 2. Solvents of interest include: insect repellents spray or other paints floor or furniture wax or polishes hair sprays/cooking sprays deodorants If this is the last activity in the day, go to the "day sheet" and start at midnight. Fill out a new set of diary pages for each day (midnight-to-midnight). distributions are statistically different at a ¼ 0.05 for all six categories. In addition, there are some large disparities in participation rates (number of days in a location C total sample days) between the two samples, particularly for gas stations, outdoor locations, and outdoors-own yard (a ''specialized'' location). Descriptive statistics for the time spent in outdoor, indoor, and in-vehicle locations are depicted in Tables 4-6 for the longitudinal sample for those days with 40 min time in a location. The data are disaggregated by day-types (four categories), precipitation category (three categories), and temperature/season classes (four categories). As mentioned, the temperature-by-season class approach is that used by OAQPS in its exposure modeling work, based upon analyses of weather effects on human locational decisions undertaken by Johnson et al. (1992 Johnson et al. ( , 1995 .
The four classes are:
There are fairly large differences in all of the descriptive statistics shown in the outdoor and in-vehicle locations (Tables 4 and 6 ), respectively. There is much less difference shown in the indoor locations (Table 5 ). This corresponds to the cross-sectional sample findings.
Also shown in the table are the distributions that best ''fit'' the data 12 using the K-S test; four distributions were evaluated: normal (N), lognormal (L), exponential (E), and Weibull (W). The distributions are listed in the order of best fit. If none of the four distributions fit the data, it is designated ''nf.'' In general, the lognormal and exponential fit the data best.
Evaluating the activity factors typology in the longitudinal sample
Not many of the items in the activity factors typology can be evaluated with the longitudinal sample, since many of them are keyed to subject characteristics that do not vary in the longitudinal study. We were able to test for the day-type, temperature, and precipitation factors, using the two-sample K-S test discussed above. With respect to time spent outdoors (Table 4) , the K-S test indicates that all the possible day-type pairs F there are six of them F except the Weekend/Holiday and Vacation pair (the 2:3 pair) can be rejected at a ¼ 0.05. This indicates that those two day-types can safely be combined without loss of discrimination for this parameter, but that the other day-types should be accounted for. For the three possible precipitation pairs, the only one that can be rejected is the No/Measurable precipitation (0:2), just as was determined for the cross-sectional sample. None versus trace and trace versus measurable precipitation cannot be distinguished for the time spent outdoors by the longitudinal sample. With respect to the six possible temperature-by-season categories, only two pairs can be marginally distinguished: H:NC (D N ¼ 0.20; w 2 ¼ 1.36; p ¼ 0.049) and NH:NC (D N ¼ 0.27; w 2 ¼ 1.40; p ¼ 0.041). When day-type is considered, there are no longer any significant differences in the K-S test, and we attribute the differences to a disproportionate amount of vacation days in the NC grouping, which makes for a high mean/standard deviation for time spent outdoors for that season/temperature class. See also Figure 4 .
Information for indoor locations appears in Table 5 . With respect to day-type, more time is spent indoors when sick than for any other type of day, as expected (and it is spent at home, data not shown). The least amount of time spent indoors is on vacation, another expected result. All of the day-type pairs can be distinguished by the K-S test, except the Sick/Workday pair (0:1), and we believe that this is due to sick time being, in essence, substituted for work time. Precipitation class affects time spent indoors for at least the ''Measurable'' category, with 1274 min/d, and this category can be distinguished from the no-precipitation class using the K-S test, but not from the ''Trace'' amount class. This result is the same as was found for the precipitation impact on outdoor time. Indoor and outdoor results are very different with respect to K-S testing of the temperature/season categories. For indoor time, three pairs have statistically different distributions: H:NH during the ''summer'' season and the two ''cross-season'' pairs: H:NC and NH:NC. The reasons for these differences are the ''mirror image'' of those noted above for time spent outdoors.
These findings probably are most efficiently depicted by bar charts that show the interaction of day-type with season/ temperature and precipitation for time spent outdoors per day. This is shown in Figures 4 and 5 for nonzero time days only. There is an interaction in structure by both weather factors, and sometimes the differences for the various joint sets are significant. For instance, time spent outdoors per day is less on workdays (day-type 4 in Figure 4 ) than any other day-type, with hardly any season/temperature variability. This is expected. The most time spent outdoors is during vacation (#2) and weekend/holiday (#3) days, and of these day-types the maximum corresponds to the NH (d) and NC (c) days. This again is expected. With respect to Figure 5 , more time is spent outdoors on vacation and during weekend/holiday days when it is not appreciably raining than on other day-types, another logical finding.
Also shown on the two figures are codes above individual bars that represent the other cases that have significantly different distributions of the time spent outdoors than the case depicted (using the K-S test). However, we evaluated these differences only for cases within the same day-type 12. Actually, the H 0 is that the data fit the stated distribution using a w 2 approximation to a large-sample K-S statistic at ¼ 0.05.
Analysis of discriminating factors in human activity data
McCurdy and Graham ''column'' or within the same season/temperature ''row''; in other words, we did not use the K-S test for cases on the diagonal. As one example, the 4a case (outdoor time on workdays during the cold period [a] ) is significantly different than the 2a and 3a cases: vacation time and weekend/holiday day-types in the October-June o551F class. The absence of any day-type four codes above the 4a bar means that time spent outdoors on workdays is not significantly affected by season/temperature classes. This, too is a logical finding. All of the ''super-scripted'' values noted in Figures  4 and 5 should be read in the manner just described; remember, diagonal cases were not evaluated for statistical difference. The in-vehicle data are depicted in Table 6 . The mean time spent per day in a motor vehicle is significantly more on vacation days than for any other day-type. A K-S test of motor vehicle time indicates that (1) it is significantly different with respect to day-type for all possible combina- In addition to the data shown here (habitue´s only) there were a few days where time spent outdoors was zero (0); for day n=4; precipitation n=5; temperature n=5. c 0=Sick; 1=Work Week; 2=Weekend/Holiday; 3=Vacation. d 0=none; 1=trace; 2=measurable. e C=October to June o551F; NC=October to June >=551F; NH=July to September o841F; H=July to September >= 841F. There were no data containing zero (0) time spent indoors.
Analysis of discriminating factors in human activity data McCurdy and Graham tions except sick-workday and sick-weekend/holiday pairs, and (2) it is not significantly different for any of the possible precipitation or temperature pairs. Thus, weather conditions do not affect the longitudinal subject's time spent per day in a motor vehicle, but this may be a peculiarity of the subject himself. Weather conditions may very well affect the time spent in motor vehicles for persons with more discretionary time or those not on a ''fixed'' time schedule, such as the elderly, unemployed individuals, and retirees.
An analysis of variance was undertaken for outdoor data in the longitudinal data set; results of this analysis appear in Table 7 . For this assessment, only a two-class precipitation variable was used: none+trace and measurable. All other variables are defined as above, and they all are statistically significant in explaining total model variance, itself accounting for about 56% of total sample variance in the time spent outdoors per day. It should be noted that day-type accounts for most of variance explained and that there is interaction between day-type and (1) temperature and (2) precipitation that accounts for more variance than temperature or precipitation alone. This finding suggests that using a combination of some of the original typology factors relating to day-of-the-week and weather considerations may be important in developing more relevant cohorts for exposure modeling purposes.
A regression analysis of the longitudinal time spent outdoors, similar to that carried out for the cross-sectional sample, was undertaken using the same variable definitions. PAI data were not available for the longitudinal study 
These regression parameters and statistics are almost identical to those of the cross-sectional sample. The longitudinal equation is marginally better at explaining variance in outdoor time (R a 2 ¼ 0.40, SE Est ¼ 0.94), probably because a single individual is involved instead of disparate individuals with different lifestyles, etc. On the other hand, it is remarkable that the equations are so similar. This hints that day-to-day variability within an individual approaches that found between kindred individuals of like age/gender/ education/work status.
Finally, we evaluated the day-to-day correlation structure that exists in the longitudinal sample for time spent outdoors. We looked at all-possible day-of-week combinations, such as Monday/Tuesday, Monday/Wednesday, and so forth, making 21 unique pairs total. We did this for all day-types as well as specific day-types, such as workdays and non-workdays. For all day-types, one-third of the possible daily pairs are significantly correlated: the highest r is 0.56 ( po0.001) for Saturday/Sunday. The six other significant correlations follow: In addition to the data shown here (habitues only) there were a few days where time spent in autos was zero (0); for day n=44; precipitation n=42; temperature n=42. Therefore, while some adjacent day-pairs are significantly correlated with respect to the time spent outdoors by day, others are not. None of the r's are particularly high, even though they are significantly different than 0.0 at a ¼ 0.05. The correlations are worse when the data are subdivided by day-type. For nonworkdays, only three of the 21 possible day pairs are significantly related F and one is Saturday/ Sunday, which is identical to the data used above. With respect to workdays, the only significant pair out of the 20 possible F Saturday/Sunday drops out F is Wednesday/ Friday (r ¼ 0.54; P ¼ 0.001), but this could very well be an artifact. 13 We also looked at day-pair correlations for the time spent indoors by day-type, but there are very few significant r's among the possible day-pairs. There were none for indoors for workdays and four for nonworkdays (out of 21). We think that the main reason for these results is that there is not much daily variability in time spent in aggregate locations for a single individual; hence, there is not much variance to ''work with'' for the correlations. This problem is exacerbated when the data are divided into common day-type categories, where you also run into small sample size problems. The analyses indicate that high day-to-day correlations in the time spent in even aggregated locations by an individual do not exist in general, contrary to what might be expected. While this may be a peculiar finding of the individual being analyzed, it is consistent with other correlation analyses seen in the literature (Schwab et al., 1990 (Schwab et al., , 1991 (Schwab et al., , 1992 MacIntosh, 2001; Xue et al., 2003) .
Summary and Conclusions
An activity-factor typology was developed based upon factors thought by various social science disciplines to affect human activity choices. Some of these factors are used in a few exposure modeling efforts, but the practice is not standardized. Each of the explanatory factors that could be evaluated was statistically tested against location data contained in two samples of data: (1) a year-long longitudinal pattern from one individual, and (2) a cross-sectional data set of similar individuals selected from CHAD. The tests used aggregated (common denominator) locations for the most part: time spent per day in the outdoors, indoors, and in-vehicles. More detailed locational analyses were not possible due to lack of consistency in coding locations in the various studies comprising the CHAD database.
Many of the factors in the activity typology could not be tested. Data simply are not available in CHAD for all of these factors for all of the studies. These are called ''structural differences'' in the studies. Combining a study that contains data for a particular factor with one that does not obviously biases downward aggregated statistics developed for the set as a whole. It also makes it difficult to obtain a large and representative sample size for exposure modeling of exposures experienced in specific locations, such as alongside-theroad and in parking lots. Making a transition between travel locations was used as an example of a specific location with data from only a few surveys.
On the other hand, in the sample evaluated, there were no significant differences among the CHAD studies for many of the activity factors deemed important in affecting human choices. Included were age, educational level, day-of-the week of the diary, type-of-day (weekend/weekday), and precipitation amount. Thus, there is a mixed message here, and it is an important one: a modeler has to be very careful in combining CHAD studies when developing an input file of human activity data. For the precipitation parameter there were 2 levels; ''no precipitation'' was combined with trace level since there was no significant difference between the two (0 to trace level); measurable amounts constituted the second level.
13. With a ¼ 0.05, you could expect one out of 20 correlations to be significant by chance, even if there is no actual correlation.
The time spent per day outdoors exhibited the greatest relative variability of the locations investigated, with in-vehicle time being next. With respect to factors in the typology, the cross-sectional sample indicates that time spent outdoors is significantly affected by seasons (and months), precipitation (none versus measurable amounts only), temperature, seasonal/ temperature combinations, day-type (various coding schemes tested), education, and relative physical activity level. Factors not found to be important are age (likely due to the narrow age range tested), race, and type of residence. Statistical testing indicates that only season, season/temperature class, and daytype significantly affect the time spent indoors. With respect to in-vehicle time, there were few significant activity factors that affected this location: one season-pair and two season/ temperature classes. The remaining typology factors were not important distinguishing variables or they could not be tested for total indoor or in-vehicle time.
The impact of the activity typology factors on time allocation in the longitudinal sample was also tested to the extent possible. The findings for this sample were quite similar to those for the cross-sectional sample. For outdoor time, most day-type categories provided statistically different time per day estimates, as did no versus measurable precipitation levels, and some season/temperature classes. Only day-type significantly affected the amount of time spent in a vehicle for the longitudinal sample.
A series of multiple regressions of the time spent outdoors were undertaken for the two samples. The structure of the best-performing cross-sectional equation was then used for the longitudinal sample. Estimated parameters of the two, admittedly modest, regressions were remarkably similar in both cases. Statistically significant explanatory variables found in both samples were temperature, precipitation, and day-type. We recommend that exposure modelers use these factors to subdivide their activity days into bins or ''cohorts'' from which to sample human activity data, as they are important discriminating variables affecting people's choices in spending time in aggregate locations. Weak-to-moderate relationship in general (for numerous age groups even over many years), and it is stronger for vigorous activities (where measured) Anderssen et al. (1996) ; Atkins et al. (1997) ; Bijnen et al. (1998); Hovell et al. (1999) ; Kelder et al. (1994) 30-35% remain in lowest (sedentary) and highest (exercisers) quintiles over 7 years (random would be B20%)
Fortier et al. (2001)
A 4-year study of middle-age people found: 60% sedentary both times; 12% were ''PAmaintainers;'' 16% m PA, and 12% k PA Eaton et al. (1993) Rank cc.'s for PA over two 10-year periods (and for the entire per.) E0.35-0.40 Lee et al. (1992) PA (h week À1 ) cc's not significant over an 8-year period Andersen and Haraldsdo´ttir (1993) PA decreases in late adolescence E(16-19) for most individuals Andersen (1994) Intra-individual COV E9-11% via ''objective'' measures & 39% by self-report Levin et al. (1999) Sources of variability in PA over a year period (using 15 daily surveys), using multiple measures: Matthews et al. (2001) Intra-individual: 50-60% Inter-individual: 20-30% Seasonal differences: 6% Day-of-week: 15% Over a 3-year period, a PA Index had 1-3 year r s 's E0.5-0.6 Pate et al. (1996) 34% had stable PA over a 7-year period (vs. 23%k & 43%k, which was expected, as PA generally k with aging in adults) Sternfeld et al. (1999) The mean within-subject COV (4 times over a year) for low-EE activities E4-7% and 9-14% for high-EE activities Rieper et al. (1993) Within-subject COV due to physical activity alone E7%; individual studies show 3-9% Schoeller and Fjeld (1991) ; Schoeller and Hnilicka (1996) Cross-sectionally, weekly TDEE is higher & varies less in ath. Schwab et al. (1992) #=Male;~=female. a Usually shown to be statistically significant in quantitative analyses, but often is used simply as a qualitative descriptor of organized data (without being tested for statistical difference). b This is not a comprehensive compilation of available sources, but is a sample of important and/or early sources of information on the topic. For the most part, exercise epidemiology studies are not cited, nor are ''exercise-intervention'' studies. Studies focused on ''validating'' (evaluating) objective or subjective (questionnaire) measuring instruments also are not used here. ''In vitro'' (experimental) studies are also not reported, only ''in vivo'' or ''free-ranging'' studies are of interest. Psychological factors, such as depression and ''social physique anxiety'' also affect PA participation rates, but these are ignored here. There are a number of studies that look at PA as the independent variable in chronic disease formation (particularly chronic heart conditions or disease); since this reverses the causal order of interest here, they too are ignored. Studies that obtained longitudinal data using a multi-year retrospective (recall) survey instrument are not included here. e Life cycle is defined as a composite variable functionally combining biological characteristics (age, gender, health, physical vigor) with social role characteristics (marital status, presence of children, occupational pattern) and social-psychological orientations/motivational structures (Zuzanek and Smale, (1992) . Five dimensions of life cycle are generally emphasized: age, gender, martial status, presence of children, and employment status. Studies used in the comparative analyses are all contained in CHAD; they are described in McCurdy et al. (2000) . More than 4 h with missing or blatantly incompatible location and activity codes (e.g., 4 h of child care in a garage; no sleep (all activities inside the home were coded as: ''general household activities,'' and similar problems). Activity coding problems played a part in this winnowing procedure because eventually this sample will be used to estimate dose received from an exposure, and that is greatly affected by activity-level, itself directly related to the activity being undertaken. See McCurdy (2000) for an in-depth discussion of this point. 
