Abstract-This paper presents distributed output feedback control of a class of distributed linear parameter varying systems with a parameter-dependent time-varying delay. A delaydependent bounded-real lemma approach, based on parameterdependent Lyapunov-Krasovskii functionals, is used to formulate the synthesis condition in terms of linear matrix inequalities. We demonstrate the efficacy of our result by applying it to formation control of multi-agent nonholonomic mobile robots.
I. INTRODUCTION
Distributed system is defined as a swarm of subsystems that are interconnected by fictitious or physical interconnections with each subsystem having information of the interconnection topology. There is no necessary condition on dynamical similarity of these subsystems. Automatic control of distributed systems is gaining attention in recent years due to their vast applications that include unmanned aerial vehicles ( [2] , [24] ), large segmented telescopes [14] , car platooning [15] , and spacecrafts [20] .
Decomposable systems is a subclass of distributed systems with identical subsystems interacting in a well-defined pattern modeled by a matrix called the pattern matrix. The framework of decomposable systems for control theoretic applications is proposed in [19] . The definition of the pattern matrix comes from the well known graph theory. In the graph theory paradigm, the subsystems can be represented as nodes of the graph and interconnections can be represented as edges. The Laplacian matrices or graph-adjacency matrices can be used as generalizations of the graph pattern matrix; see [3] and [8] for more details on pattern matrix representations for control theoretic applications. Decomposable systems are ubiquotous in models resulting from the discretization of partial differential equations [5] , satellite formation problem [6] , paper machine problem [27] , and vehicle platooning problem [29] .
Time delay appears naturally in applications where there is a non-ideal exchange of the information. A number of contributions in the literature are dedicated to study the effect of time delay in communication networks and how to mitigate it; see, e.g., [1] , [12] , [13] , [16] , [17] , [21] , [22] , [23] , [25] , [26] , [28] , and [30] . On the other hand, LPV systems can be used to model many real-world applications. Distributed control of decomposable LPV systems has been studied in [9] using full block S-procedure for distributed controller synthesis. In [9] , distributed output feedback controller is synthesized for heterogeneously scheduled decomposable LPV systems in linear fractional (LFT) representation. An application of LPV methods for spatially interconnected systems has been discussed in [7] and [18] ; see also [11] and [19] for distributed control of decomposable LTI systems.
In this paper, we study distributed output feedback control of a broad class of decomposable LPV systems with parameter-dependent time-varying communication delay complementing the work of [10] , where distributed output feedback control of decomposable LTI systems is discussed with a constant and identical time delay throughout the communication network. In comparison with the global controller design presented in [32] , our controller synthesis approach preserves the sparsity structure of the distributed system necessary for a distributed architecture while reducing the computational complexity at the same time. However, our distributed controller architecture comes at the cost of suboptimality as compared to global controller design. To the authors' knowledge, distributed output feedback control of decomposable LPV systems with a parameter-dependent time-varying delay is studied for the first time in this paper. We use a delay-dependent bounded-real lemma approach based on Lyapunov-Krasovskii functionals for formulating synthesis conditions in terms of linear matrix inequalities, ensuring stability and a prescribed level of performance for the decomposable LPV system with parameter-dependent time-varying delay. We also discuss a practical problem of formation control of multi-agent nonholonomic mobile robots to illustrate the effectiveness of our result.
We use standard notation, in which the dimensions of our Euclidean spaces are arbitrary unless otherwise noted, and which will be simplified whenever no confusion would arise. We use | · | to denote the usual Euclidean norm and the induced matrix norm, I n is the identity matrix of dimension n, O n is the null matrix of dimension n, and ⊗ is the Kronecker product. Let R represent the set of real numbers, let R n×m denote real matrices of dimension n × m, and let M −T denote the inverse of the matrix M T . Given any constant τ > 0, we let C ([−τ, 0], R n ) denote the set of all continuous R n -valued functions that are defined on [−τ, 0]. We call it the set of all initial functions. Also, for any continuous function x : [−τ, ∞) → R n and all t ≥ 0, we define x t by x t (θ) = x(t + θ) for all θ ∈ [−τ, 0], i.e., x t ∈ φ is the translation operator. Let S n be the set of real symmetric matrices of dimension n × n, S n ++ be the set of real symmetric positive definite matrices of dimension n×n, and S n + be the set of real symmetric semi-positive definite matrices of dimension n × n.
II. PROBLEM FORMULATION
Consider an N n − th order interconnected LPV system with parameter-dependent delay consisting of N subsystemṡ
where x ∈ R N n , w ∈ R N nw , u ∈ R N nu , z ∈ R N nz , and y ∈ R N ny are the state, exogenous input, control input, regulated output, and measured output, respectively. We assume that the exogenous input w is of finite energy in the space L 2 [0 ∞), and we assume an initial condition in
We assume that the time-varying parameter ρ belongs to a set
where s is the size of parameter varying vector and P is a compact subset of R s . We assume that the parameter varying delay τ is differentiable and it belongs to a set T defined as T = {τ ∈ C (R s , R) : 0 ≤ τ (t) <τ < ∞, ∀t ∈ R + }. As in [32] , we define the worst case performance cost for system (1) from w to z with u ≡ 0 as J = sup
for all ρ ∈ F v P . The superscript a represents the decentralized part and superscript b represents the interconnected part. Moreover, if such a matrix P is also symmetric, we call the matrix M (ρ) symmetric decomposable.
Assumption 1: We assume that all the system matrices of (1) can be written in the form of (3) for all ρ ∈ F v P and for the same P where P is an orthogonal and diagnolizable matrix (U U T = I N ) with real U and Λ. We provide some preliminary results that will be used to prove our main result in the next section; see [11] and [19] for LTI corollaries of these results.
Lemma 1: Consider a decomposable matrix M (ρ) of the form (3) as given in Definition 1, then the matrix
is block diagonal and has the following structure
where each of the block has the form
where λ i is the i-th eigenvalue of the matrix P. Moreover, for every matrix M † (ρ) with the structure given
The proof follows straightforwardly using Kronecker product properties.
Theorem 1: If the N n-th order LPV system given in (1) satisfies Assumption 1 then it is equivalent to N independent modal subsystems each of order n given bẏ
ny are the state, exogenous input, control input, regulated output, and measured output of the i-th modal subsystem, respectively. Moreover, the matrices A †
where λ i is the i-th eigenvalue of the matrix P.
Proof: The proof follows using similar arguments found in [11] , [19] , and [32] along with the following similarity transformations
and Lemma 1. In the next section, we drop the dependence on ρ in the notation for the sake of simplicity of the presentation.
III. DELAY-DEPENDENT DISTRIBUTED CONTROLLER

SYNTHESIS
In this section, we design distributed output feedback controller for decomposable LPV systems with a parameterdependent time-varying delay using the idea of [32] . Our aim is to synthesize output feedback controller in the following distributed architecture forṁ
where x k is valued in R N n , and
Since the controller has a distributed architecture, we can use similar arguments as in the proof of Theorem 1 to decompose the controller given in (7) into N controllers: one corresponding to each modal subsystem in (5). The structure of the controller corresponding to the i th modal subsystem in (5) is given aṡ
for i = 1, 2, . . . , N .
Assumption 2: We assume thatD
This assumption is made to avoid multiplication of λ i 's in constructing the controller parameters. This is a widely used assumption in the literature for full-order output feedback control of decomposable systems; see [10] , [11] , and [19] .
Theorem 2: Assume that the interconnected LPV system with a parameter-dependent time-varying delay described by (1) satisfies Assumptions 1 and 2. A sufficient condition for the existence of a distributed dynamic output feedback controller that guarantees asymptotic stability of the closedloop system and minimizes the performance cost i.e., J < γ is that the set of LMIs ( ) are satisfied for i = 1, 2, . . . , N and some continuously differentiable matrix functions X, Y :
++ are constant matrices, A a ,Â b ,B,Ĉ a ,Ĉ b and R are ρ-dependent matrices, and γ > 0 is a scalar. Moreover, if LMIs have feasible solutions, the controller matrices appearing in (7) and (8) are given bȳ
T . The proof of Theorem 2 follows directly from our journal version [31] .
IV. FORMATION CONTROL OF NONHOLONOMIC MOBILE ROBOTS
To illustrate the efficacy of our result, we provide a practical example of formation control of multi-agent nonholonomic mobile robots. Consider a multi-agent formation setting where we have N = 4 nonholonomic mobile robots (agents) each of order n = 2 such that each agent can communicate with its adjacent agent on both of its side as depicted in Figure 1 . We assume that these agents are uniformly distributed in a circular manner and our aim is to design a distributed LPV controller that minimizes the error on their relative positions under the performance criterion given by (2) . Moreover, we consider a parameter-dependent time-varying communication delay τ (ρ) among these agents. The distributed controller will stabilize the system with these patterns while minimizing the following relative position error
for j = 1, . . . , n and i = 1, 2, . . . , N . As there is no dynamic interaction among these agents, all matrices in (1) will be block diagonal except C 12 which has the structure P ⊗C b 12 . We can represent the multi-agent non-holonomic system as the following delayed decomposable LPV systeṁ
with x, w, u, z, and y all valued in R 8 , ρ = [ρ 1 , ρ 2 ], and the system matrices are given by The controller is designed such that the agents reach a consensus by solving the LMIs in ( ). The parameter space is [ρ 1,min ρ 1,max ] × [ρ 2,min ρ 2,max ] where ρ 1,min = −5, ρ 1,max = 5, ρ 2,min = 0, and ρ 2,max = 1. The time delay τ varies from 0 toτ = 0.09, and the condition dτ /dt < 1 holds except for a countable number of points. Moreover, |dρ 1 /dt| ≤ 5 and |dρ 2 /dt| ≤ 5, hence the controller does not depend on future value of the parameters. Since the system matrix A 1 (ρ) has affine dependence on only ρ 1 and A 2 (ρ) = O 2 , we can design LPV controller (7) for the system (12) in polytopic form using two vertices of ρ 1 i.e., [ρ 1,min ρ 1,max ]. The matricesM a andM b in (8) are given bȳ 2 illustrates the stability and consensus of all four agents in closed-loop configuration for different initial conditions under a step disturbance. The simulations corroborate overall system stability under parameter-dependent timevarying delay.
V. CONCLUSIONS
We proposed synthesis conditions for distributed dynamic output feedback controller for a broad class of decomposable LPV systems with a parameter-dependent time-varying delay which ensures asymptotic stability as well as satisfactory performance. We also provided the application of our result to formation control of multi-agent nonholonomic mobile robots. Many extensions of our result are possible; for instance, extension to switching and time varying topologies, extension to other families of distributed systems and coordination patterns, and extension to the case where the parameter variation is stochastic as in [4] .
