Abstract-Random forest is an often used ensemble technique, renowned for its high predictive performance. Random forests models are, however, due to their sheer complexity inherently opaque, making human interpretation and analysis impossible. This paper presents a method of approximating the random forest with just one decision tree. The approach uses oracle coaching, a recently suggested technique where a weaker but transparent model is generated using combinations of regular training data and test data initially labeled by a strong classifier, called the oracle. In this study, the random forest plays the part of the oracle, while the transparent models are decision trees generated by either the standard tree inducer J48, or by evolving genetic programs. Evaluation on 30 data sets from the UCI repository shows that oracle coaching significantly improves both accuracy and area under ROC curve, compared to using training data only. As a matter of fact, resulting single tree models are as accurate as the random forest, on the specific test instances. Most importantly, this is not achieved by inducing or evolving huge trees having perfect fidelity; a large majority of all trees are instead rather compact and clearly comprehensible. The experiments also show that the evolution outperformed J48, with regard to accuracy, but that this came at the expense of slightly larger trees.
I. INTRODUCTION
Predictive classification maps each instance x to one of the predefined class labels. The target attribute C (the class label) is a discrete attribute and restricted to values in a predefined set {c 1 , . . . , c n }. A predictive classification model must be able to assign every possible input vector to one of the predefined classes, so the classes have to be nonoverlapping and exhaustive; i.e., the model partitions the input space. The classification model represents patterns in historical data learnt by the specific algorithm in use. More technically, a machine learning algorithm uses a set of pre-classified training instances, each consisting of an input vector x i and a corresponding target value c i to learn the function C = f(x; θ). During training, the parameter values θ are optimized, based on a score function. When sufficiently trained, the classification model is able to predict a class value C, when presented with a novel (test) instance x.
Normally, the primary goal for classification is to obtain high accuracy, when the developed model is applied to novel data. A well-established finding in the machine learning community is that the use of ensembles (i.e., collections of models combined using some scheme) all but guarantees improved predictive performance, compared to single models. The main reason for this is that uncorrelated errors made by ensemble members tend to be neutralized by the other members [1] .
One specific, often employed, ensemble method is Random forests [2] . The base classifiers in a random forest are decision trees (called random trees), and the forest prediction is simply the mode of the predictions made by the individual trees. In order to introduce the necessary diversity among the members, the method uses both instance and attribute resampling. More specifically, each random tree is trained using a bootstrap of the available training data, and only a randomly chosen subset of the attributes are used when calculating the best split in each node. Although the random forest method is quite straightforward and the training is exceptionally fast, the resulting ensembles are remarkably accurate. As a matter of fact, random forests often compare favorably to ensembles built using more elaborate schemes or consisting of more complex base classifiers (like neural networks), with regard to predictive performance.
Random forests are, however, just like most ensemble models inherently opaque. Even though each random tree is in principle transparent, the overall forest, typically consisting of hundreds of random trees, is of course totally incomprehensible. Whether this is problematic or not depends on the application, but it is safe to say that most human decision makers would require at least a basic understanding of a predictive model to use it for decision support [3] . It must be noted, however, that comprehensible predictive models make it possible to not only trace the logic behind a prediction but also, on another level, to assess the potential knowledge represented by the model.
In practice, when models need to be comprehensible, accuracy is often sacrificed by using simpler, but transparent models; most typically decision trees like C4.5/C5.0 [4] or CART [5] . This tradeoff between predictive performance and interpretability is normally referred to as the accuracy vs. comprehensibility tradeoff. The most straightforward way of obtaining transparent models is of course to build decision trees or induce rule sets directly from the training data, but another option is to generate a transparent model based on the corresponding opaque predictive model. This process, which consequently is aimed at explaining individual predictions and/or making predictive models available for human analysis, is normally referred to as rule extraction. Until recently, rule extraction has been used mainly on ANN models, for an introduction and a good survey of traditional methods, see [6] , but now rule extraction is regularly applied to all kinds of opaque predictive models, most typically ensembles.
When it comes to model learning, rule extraction actually has an often overlooked advantage, compared to standard induction, since the highly accurate but opaque model is available. Generally, the opaque model is of course a very good representation of the underlying relationship, so it could be used by the rule extraction algorithm for different purposes, most typically to label unlabeled instances, thus yielding additional training instances for the rule extractor. Depending on the situation, those unlabeled instances could be regular training data that, for some reason, could not be labeled initially, or artificially generated instances, as used by the rule extraction algorithm TREPAN [7] . But the opaque model could also be used to label the test instances, i.e., the instances that later will be used for the actual prediction. We have recently suggested a procedure called oracle coaching [8] where a strong classifier, referred to as the oracle (here the opaque ensemble model), is used to label test instances that are used when extracting the interpretable model.
In oracle coaching, any strong classifier could be used as the oracle, and any learning technique producing transparent models could be used for generating the final, interpretable, model. In this paper, we look specifically at random forest ensemble models, investigating how well a single, interpretable, decision tree can approximate a highly accurate random forest. In addition, we compare two totally different techniques for the actual tree learning; the standard tree inducer C4.5 and the procedure of evolving decision trees in a genetic programming framework.
II. BACKGROUND
The generation of a decision tree is done recursively by splitting the data set on the independent variables. Each possible split is evaluated by calculating the resulting purity gain if it was used to divide the data set D into the new subsets {D 1 , . . . , D n }. The purity gain ∆ is the difference in impurity between the original data set and the subsets as defined in equation (1) below, where I(·) is impurity measure of a given node and P (D i ) is the proportion of D that is placed in D i . Naturally, the split resulting in the highest purity gain is selected, and the procedure is then repeated recursively for each subset in this split.
Different decision tree algorithms apply different impurity measures. C4.5 uses entropy; see equation (2) while CART, and hence the random trees in Breiman's original implementation, optimizes the gini index, see equation (3) . Here, c is the number of classes and p(i|t) is the the fraction of instances belonging to class i at the current node t.
Decision trees are very popular since they produce transparent yet fairly accurate models. Furthermore, they are relatively fast to train and require a minimum of parameter tuning. It must be noted, however, that any top-down decision tree algorithm working greedily as described above, must in fact be inherently suboptimal since each split is optimized only locally, without considering the global model; see [9] .
Although evolutionary algorithms may be used mainly for optimization, Genetic Programming (GP) has also been proven capable of producing accurate classifiers. In this context, GP's key asset is probably the very general and quite efficient global search strategy. In addition, it is quite straightforward to specify an appropriate representation for the task at hand, just by tailoring the function and terminal sets. Remarkably, GP classification results are normally, at the very least, comparable to results obtained by the more specialized machine learning techniques. In particular, several studies show that evolved decision trees often are more accurate than trees induced by standard decision tree algorithms; see e.g., [10] and [11] .
When using tree-based GP to evolve decision trees, each individual in the population is of course a direct representation of a decision tree. Technically, available functions and terminals constitute the literals of the representation language. Functions will typically be logical or relational operators, i.e., the operators in the splits, while the terminals are input variables or constants. Naturally, each leaf would represent a specific classification. Normally, GP classification tries to explicitly optimize accuracy; i.e, the fitness function minimizes some error metric directly related to accuracy. The most obvious choice would be to minimize the number of misclassificatons on the training set, or on a specific validation set. Often, the fitness function also contains a length penalty, in order to put pressure on the evolution by rewarding smaller and thus more comprehensible trees.
As mentioned in the introduction, rule extraction is the process of generating a transparent model based on a corresponding opaque predictive model. Craven and Shavlik [12] used the term extraction strategy to describe the transforming process. Historically, there are two fundamentally different extraction strategies, decompositional (open-box or white-box) and pedagogical (black-box). Decompositional approaches extract rules at the level of individual units within a trained neural network, making them too specialized to perform rule extraction from general opaque models. Pedagogical algorithms, on the other hand, disregard the actual architecture of the opaque model, which is used only to produce predictions. Black-box rule extraction is, consequently, an instance of predictive modeling, where each input-output pattern consists of the original input vector x i and the corresponding prediction f (x; θ) from the opaque model. Two typical and well-known black-box rule extraction algorithms are TREPAN [7] and VIA [13] .
Naturally, extracted models must be as similar as possible to the opaque models. This criterion, called fidelity, is therefore a key part of the optimization function in most rule extracting algorithms. For classification problems, fidelity is normally measured as the percentage of instances classified identically to the opaque model by the extracted model.
A. Related work
Several machine learning schemes employ ideas related to the oracle coaching concept, most notably semi-supervised, transductive and active learning.
The basic idea of semi-supervised learning (SSL) is that both labeled and unlabeled data are used when building models. Several standard SSL algorithms first build a model using only labeled data, and then use this model to label unlabeled instances, thus creating more labeled training instances. The final classifier is normally trained using a majority of initially unlabeled instances. SSL classification is still inductive, since a model is ultimately built that can be used for classifying instances in the entire input space.
In contrast to inductive learning, transductive learning focuses on accurately classifying the test instances only, rather than aiming for accurate classification of all possible instances. There is, however, no crisp border between transductive and semi-supervised methods, as the former often result in models that may be used for classifying the entire input space, while methods of the latter type can be used also in the transductive setting; see e.g., [14] . In practice, the term transductive learning is often used to characterize an algorithm utilizing both labeled and unlabeled data to obtain high accuracy on specific production instances; see e.g. [15] .
In active learning, the learner obtains labels for selected instances by asking an oracle. The key ingredient in active learning is that the learner has to decide which unlabeled instances to query the oracle about. For a comprehensive survey of active learning, see [16] .
Similar to active learning, our oracle coaching approach also relies on an oracle. There are, however, some important differences. First of all, the targeted situation is radically different; active learning is very general since it applies to any kind of predictive model, while oracle coaching assumes that the problem requires the final model to be interpretable. Second, the key part of active learning, i.e., the intelligent choice of instances to query the oracle about, is not part of the oracle coaching procedure. Here, the oracle is queried only about classifying the actual test instances. Finally, the setting is more fixed; the oracle is assumed to be a strong (typically opaque) classifier generated from training data, while the final model is a transparent (typically weaker) classifier, generated from a training set including oracle labeled test data.
We have previously suggested a GP-based rule extraction algorithm called G-REX (Genetic Rule EXtraction) [17] . Since G-REX is a black-box rule extraction algorithm, it is able to extract rules from arbitrary opaque models, including ensembles. For a summary of the G-REX technique and a number of previous rule extraction studies, see [18] . Although G-REX was initially devised for rule extraction, it has evolved into a more general GP data mining framework see [19] . Naturally, this includes the ability to evolve classifiers, in a wide variety of representation languages including decision trees and decision lists, directly from the data.
The oracle coaching concept was first introduced in the rule extraction setting, using G-REX as the rule extractor, see [20] . Recently, we extended the suggested methodology to the more general predictive classification task, using well-known and readily available classifiers; see [8] .
III. METHOD As described in the introduction, the overall purpose is to investigate how well a highly accurate but opaque random forest can be approximated by an interpretable decision tree. Specifically, we evaluate oracle coaching and we compare using the standard tree inducer C4.5 to the GP-based method G-REX for the model learning.
When using oracle coaching the random forest is first generated using training data only. The forest (the oracle) is then applied to the test instances, creating test predictions. The true target values of the test instances are of course not used at any time during oracle coaching. This results in two different data sets:
• The training data: this is the original training data set, i.e., original input vectors with corresponding correct target values.
• The oracle data: this is the test instances with corresponding predictions from the random forest as target values. In the experimentation, these data sets are evaluated both when used on their own and when used in combination as input for the techniques producing transparent models. In practice, this means that the tree inducer and G-REX will optimize different combinations of training accuracy, training fidelity and test fidelity. These combinations are:
• Induction (I): Standard induction using original training data only. This maximizes training accuracy.
• Extraction (E): Standard rule extraction using original training data only. This maximizes training fidelity.
• Explanation (X): Uses only oracle data, i.e., maximizes test fidelity.
• Indanation 1 (IX): Uses training data and oracle data, i.e., maximizes training accuracy and test fidelity. For simplicity, and to allow easy replication of the experiments, the Weka workbench [21] was used. The random forests used as oracles contained 100 random trees 2 , and the Weka implementation of C4.5 called J48 was used. All Weka settings were left at the default values, with the exception that J48 was restricted to binary splits. The reason for this was to make sure that G-REX and J48 would have identical representation languages. The G-REX representation language is presented using Backus-Naur form in Figure 1 below. For the actual evolution, G-REX used a recently introduced variant, called decision tree injection, which not only automatically adjusts the size punishment to an appropriate level, but also guides the GP process towards good solutions in the case of an impractically large search space, for details see [22] . GP parameters are presented in Table I below. Obviously, a decision tree can, in theory, be grown until it classifies every instance correctly, which in the rule extraction setting would translate to perfect fidelity, but using default settings for J48 and auto adjusting length penalties for G-REX should result in less specialized and more reasonably sized trees.
A. Experimental setup
J48 and G-REX are used for building the final, interpretable, model in experiments 1 and 2, respectively. For evaluating the predictive performance, accuracy and area under the ROC curve (AUC) are used. In addition, since the overall purpose is to see how well a random forest can be approximated by just one tree, model sizes (number of nodes) are also reported. For the evaluation, 10x10-fold cross-validation is used. The 30 data sets used are all well-known and publicly available from the UCI Repository [23] . Table II below shows accuracy and AUC results for J48. Starting with accuracies, a first observation is that the random forest (RF) obtained higher accuracy compared to standard J48 (I) on a huge majority of the data sets (25 of 30), although the difference in mean is just over 3 percentage points. The difference between I and E (using J48 as the rule extractor) is marginal, on most data sets. Looking at the oracle coached models, X (using only oracle data) does obtain higher accuracies than I, but the differences are often fairly small. Overall, X accuracies are, however, much closer to I than to the RF, which may be slightly discouraging. J48 trees trained on both training data and oracle data (IX), on the other hand, obtained higher accuracies than I on most data sets. As a matter of fact, IX mean accuracy is almost identical to the mean accuracy obtained by the random forest, i.e., when considering the test instances, the single tree produced by J48 using oracle coaching is as accurate as the 100 tree random forest.
IV. RESULTS
Turning to AUC results, the most important difference is that when using AUC, the random forest clearly outperforms all the single tree models. This is not surprising, since a more complex model should be able to perform a more detailed ranking. Looking at the single tree models, it is interesting to see that IX clearly outperforms I, E and X, also with regard to AUC. To determine statistically significant differences, we compare mean ranks and use the statistical tests recommended by Demšar [24] for comparing several classifiers over a number of data sets, i.e., a Friedman test [25] , followed by a Nemenyi post-hoc test [26] . With four classifiers (excluding the random forest from this analysis) and 30 data sets, the critical distance (for α = 0.05) is 0.86. So based on these tests, the IX models are significantly more accurate, and have a significantly higher AUC, than I, E or X. On the test instances, both techniques using oracle data have very high fidelities. IX has a mean test fidelity of .968, of course saying that almost 97% of all test instances are predicted identically by IX and the random forest. Somewhat surprising, X (only targeting test fidelity) actually has significantly lower mean test fidelity than IX. The reason is probably that the inner workings of J48, not explicitly optimizing accuracy (here fidelity), will result in less specialized models, when having fewer instances to work with. I and E have mean test fidelities of about 87%, so even without oracle coaching, a single tree agrees with the random forest almost 9 times out of 10. I and E often have identical training fidelities, which is due to the fact that the random forest often is perfect on the training data. An interesting observation is, however, that IX has slightly higher training fidelties. This indicates that it is actually beneficiary also for the training accuracy, to include the test instances, even if their targets are not necessarily correct. Finally, X obviously has the worst training fidelity on all data sets, which is as expected since X models are built using only the 10% of the data currently in the test fold. Sumarizing fidelities, IX had significantly higher test fidelity than all other setups, while X had significantly higher test fidelity than I and E. I, E and IX all had significantly higher training fidelities than X.
Looking at model sizes, in Table IV below, the results are as expected, i.e., more training instances results in larger J48 trees. Specifically, building the tree based on test instances only always resulted in the smallest tree. On average, the trees that are produced by X are less than one fifth of the size of the trees induced by I. So, if the purpose is to understand the random forest predictions, trees induced using X could provide very compact explanations. Looking at the mean ranks, X produced significantly smaller trees than all other setups, while I and E trees were significantly smaller than IX trees. Comparing absolute numbers, however, the difference in comprehensibility between I, E and IX, is actually marginal, on most data sets. In addition, it is fair to say that for a number of data sets (e.g. cmc, credit-g, cylinder-bands and vehicle) the trees built using I, E or IX are probably too complex to be deemed comprehensible. Still, a large majority of all J48 models built must be considered compact enough to allow human understanding and analysis.
Experiment 1 is summarized in Table V below, where a + (-) for a pair of methods indicates a statistically significant difference in favor of the row (column) method. The first impression is probably that the results are very similar to the first experiment. There is, however, one major difference; the results obtained by X are here more like IX than I and E. The explanation is that G-REX actually optimizes accuracy (here fidelity), while J48 optimizes the information gain. IX is, however, still more accurate and has higher AUC than X. Overall, X and IX are significantly more accurate than I and E, so the oracle coaching pays off also when evolving the decision tree. Again, IX mean test accuracy is actually higher than the accuracy obtained by the random forest. IX AUC is again significantly higher than I and E, while X has significantly higher AUC than I. A quick comparison between J48 and G-REX results (this is analyzed in more detail later in the paper) shows that the predictive performance is comparable, with the exception of the X setup, where G-REX is clearly better.
Looking at the G-REX fidelities in Table VII below, the most striking result is that X now obtains over 98% test fidelity, which is even higher than IX. This coupled with the quite low training fidelitys, clearly show that X by focusing solely on high test fidelity, produces very specialized models. All in all, X obtained significantly higher test fidelity than all other setups, while IX, at the same time, had significantly higher test fidelity than I and E. Comparing training fidelities, E has the highest overall mean, even if the results for I of course are identical on many data sets. The only statistically significant differences are, however, that all other setups have higher training fidelity than X. So, even if the differences often are small, the effects of G-REX targeting fidelity more directly, are obvious in the results. Model sizes for G-REX follow the same pattern as for J48, i.e., X models are significantly more compact than all other setups, see Table VIII below. Overall, G-REX models are actually slightly larger than corresponding J48 models, especially for the X setup. Figure 2 below shows pair-wise comparisons between J48 and G-REX, for all setups. Bars show the number of data sets where J48 outperform G-REX, with regard to that specific metric. With 30 data sets, a standard sign test requires 21 wins, so bars higher than 21 indicate a significant difference in favor of J48, while bars lower than 9 are significant in favor of G-REX. There are a number of interesting observations in this chart. First of all, it is obvious that oracle coached G-REX models clearly outperform their J48 counterparts, with regard to accuracy. Looking specifically at the X setup, G-REX models are significantly more accurate, due to a significantly higher test fidelity. J48, on the other hand, obtain generally higher AUCs (with the exception of standard rule induction I), and produces significantly more compact models, for all setups. Summarizing this comparison, G-REX would be the choice of technique for the oracle coaching (X and IX), if accuracy is prioritized and the slightly larger models are acceptable. For the most basic task (inducing or evolving trees directly from the data set) the techniques win 15 data sets each, with regard to accuracy. G-REX trees have, however, significantly higher AUCs, but are also significantly larger. When used as rule extractors (E) finally, there are only small differences in accuracy and AUC, but the the small advantage for J48 is due to higher test fidelity, which probably is the result of smaller trees, generalizing better to the unseen data; i.e., the larger G-REX trees have overfit the training data slightly.
In order to understand how the oracle coached single tree models are able to obtain accuracies comparable to the random forest, without producing gigantic trees with perfect fidelities, a deepened analysis is necessary. For this analysis we define the following measures:
• Correct fidelity is the proportion of production instances correctly predicted by the oracle that was also correctly predicted by the coached model.
• Incorrect fidelity is the proportion of production instances that was initially wrongly predicted by the oracle, and then also incorrectly predicted by the coached model.
• Correct infidelity is the proportion of production instances that was initially wrongly predicted by the oracle, but then correctly predicted by the coached model.
• Incorrect infidelity is the proportion of production instances that was initially correctly predicted by the oracle, but then incorrectly predicted by the coached model. Table X below shows correct fidelities (CF) and correct infidelities (CI), as defined above, for the X and IX setups. The correct fidelity scores show that the vast majority of all instances correctly classified by the random forest are also correctly classified by the coached model. When averaging over all data sets, all setups except J48(X) have a correct fidelity rate of over 97%. An even more interesting, and somewhat surprising, result is that as many as 10% of the instances where the random forrest is wrong, are still predicted correctly by both J48 setups and G-REX(IX). As a matter of fact, the correct infidelities of both IX setups often more than compensates for the incorrect fidelities, producing single tree models that actually have higher accuracies than the random forest. So, the overall conclusion is that oracle coaching is able to mimic the performance of the random forest, not by explicitly copy its every prediction, but by using the oracle for building a fairly compact yet very accurate model.
V. CONCLUSION
We have in this paper shown that it is often possible to approximate a random forest, with good precision, using just one decision tree. From the results, it is obvious that the oracle coaching produced very accurate models, clearly comparable to the the random forest, on the specific test data. Models evolved using only oracle data were very compact and extremely accurate, thus providing comprehensible explanations of the predictions. The best results overall were, however, obtained by combining training and oracle data, resulting in models significantly more accurate than models induced or evolved directly from the data. As demonstrated, most extracted models were not overly complex, indicating that the oracle data was not severely overfit. This was also verified when the analysis found the number of correct infidelities to be considerable, on many data sets. Comparing J48 and G-REX, most differences were, in absolute numbers, fairly small. Still, in the oracle coaching setting, G-REX produced significantly more accurate models, compared to J48. Regarding model sizes, J48 models were, on the other hand, generally more compact than the corresponding G-REX models. More importantly, though, almost all models were compact enough to be considered comprehensible. Based on this, we conclude that oracle coaching is a powerful tool for providing explanations of ensemble predictions, and for enabling human analysis of complex ensemble models.
