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动态加权非参数判别分析
高云龙1†, 王志豪1, 丁 柳1, 潘金艳2, 王德鑫1
(1. 厦门大学航空航天学院，福建厦门 361102；2. 集美大学信息工程学院,福建厦门 361021)
摘 要: LDA是最经典的子空间学习和有监督判别特征提取方法之一.受到流形学习的启发,近年来众多基
于LDA的改进方法被提出.尽管出发点不同,但这些算法本质上都是基于欧氏距离来度量样本的空间散布度.欧氏
距离的非线性特性带来了如下两个问题:一、算法对噪声和异常样本点敏感;二、算法对流形或者是多模态数据
集中局部散布度较大的样本点过度强调,导致特征提取过程中数据的本质结构特征被破坏.为了解决这些问题,本
文提出了一种新的基于NDA的维数约减方法,叫作动态加权非参数判别分析(Dynamic Weighted Nonparametric
Discriminant Analysis, DWNDA). DWNDA采用动态加权距离来计算类间散布度和类内散布度,不仅能够保留多模
态数据集的本质结构特征,还能有效地利用边界样本点对之间的判别信息.因此,DWNDA在噪声实验中展现了对
噪声和异常样本的强鲁棒性.此外,我们还在人脸和手写体数据库上进行实验,DWNDA方法均取得了优异的实验
结果.
关键词: 非参数判别分析；特征提取；动态加权距离；局部散布度；判别信息；鲁棒性
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Dynamic Weighted Nonparametric Discriminant Analysis
GAO Yun-long1†, WANG Zhi-hao1, DING Liu1, PAN Jin-yan2, WANG De-xin1
(1. College of Aeronautics and Astronautics，Xiamen University，Xiamen 361102，China；2. College of Information
Engineering, Jimei University，Xiamen 361021，China)
Abstract: Linear Discriminant Analysis (LDA) is one of the most classical subspace learning and supervised learning
methods. Inspired by manifold learning, many improved methods based on LDA have been proposed in recent years.
Although the motivations of these methods are different, they are all based on the Euclidean distance to measure the
spatial dispersion of the samples. The non-linear characteristic of Eucilidean distance brings about two problems: first,
these methods are too sensitive to noise and outlier; second, the essential structure would be destructed, due to the
overemphasis of the points which has a large local dispersion in manifold or multimodal datasets. To solve these
problems, a new dimension reduction method based on nonparametric discriminant analysis (NDA) is proposed, called a
dynamic weighted nonparametric discriminant analysis (DWNDA). DWNDA uses the dynamic weighted distance to
caluculate the within-class and between-class scatters. It can not only retain the essential geometrical structure of
multimodal datasets, but also make better use of the discriminant information between marginal point pairs. Hence,
DWNDA shows better robustness to noise and outlier than ohter methods, which is also demonstrated in experiments.
Besides, DWNDA also shows excellent performance for face and handwrting classification.
Keywords: Nonparametric discriminant analysis；Feature extraction；Dynamic weighted distance；Local dispersion；
Discriminative information；Robustness
0 引 言
随着信息技术的迅速发展,获取的数据往往具有
数量大,维数高等特点.针对这些海量的高维数据,如
何从中有效提取所需信息,发现其内在规律,是模式
识别等领域所面临的基本问题,而维数约简成为解决
此类问题的有效方法之一.
线性判别分析(Linear Discriminant Analysis,
LDA)是最经典的有监督维数约简方法.LDA通过最
大化Rayleigh商的方式,实现最大化类间散布度,实现
类间可分性强,且最小化类内散布度,从而使得投影
空间中内聚程度大.这种基于Rayleigh商的特征提取
方法能够突出数据集之间的判别信息,因此在众多模
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式识别问题上取得了优异的性能.但LDA在计算类内
散布度的过程中,存在全局正态分布的模型假设,而
当数据集不符合正态分布时,算法的性能将受到极大
影响.
为了解决这个问题,近年来不同学者提出了大量
的改进算法,例如: RLDA[1],OCM[2],LBMMC[3],NM-
FDA[4],KLDA[5],HMLDA[6]等等.此外,文献[7]考虑了
同类样本的多模态分布特征,而不依赖于全局高斯
分布的模型假设;文献[8,9]在考虑同类样本多模态分
布特征的基础上,突出了边缘样本的影响,以提高不
同类的样本之间的可分性.文献[10]在文献[8]的基础
上,将模型从处理二分类问题扩展为多分类问题.算
法[11-14]在处理含复杂分布模态的数据集上性能优
异,对判别信息的提取能力强,因而受到了广泛的关
注.
上述算法都是基于流行学习的方法.在特征提取
过程中,这些算法考虑了数据的局部结构特征保留
能力,因此对流形数据和多模态数据展现出很好的性
能.但是,这些方法都是基于欧氏距离来度量样本的
空间散布度,其非线性变化特征会带来两个问题:一
是对大距离样本点对的过度强调作用会造成算法对
噪声和异常样本点敏感;二是对于流形或者是多模
态数据集,欧氏距离对局部散布度较大的数据过度强
调,导致特征提取过程中数据簇本质结构特征遭到破
坏.
为了解决这些问题,本文在NDA[10]的基础
上,提 出 了 一 种 动 态 加 权 非 参 数 判 别 分 析
方法(Dynamic Weighted Nonparametric Discriminant
Analysis，DWNDA),该算法在计算类内散布度的过
程中,考虑了同类样本的分布模态,以便于提取同类
样本的内在几何结构特征;而在计算类间散布度的过
程中,算法突出了边缘样本点对的影响力,从而降低
噪声样本的影响.
本文在第一节中介绍了LDA等相关算法,在第
二节中提出了动态加权非参数判别分析模型,在
第三节给出了模型对应的求解算法,在第四节给出
了DWNDA的实验结果及分析,最后在第五节中给出
了本文的结论.
1 相关算法
1.1 线性判别分析(LDA)
LDA是一种有监督维数约简方法,目的是寻找低
维线性投影子空间,使投影后样本的类间散布度和类
内散布度的比值达到最大.LDA的模型如下所示:
maxW JLDA (W ) =
tr
(
W TSbW
)
tr (W TSwW )
s.t. W TW = I
(1)
而类间散布度和类内散布度则分别为:
Sb =
∑C
j=1
nj(uj − u)(uj − u)T (2)
Sw =
∑C
j=1
∑nj
i=1
(xi − uj)(xi − uj)T (3)
其中,W为投影矩阵,C为数据集中的类别数,
u= 1
n
∑n
i=1 xi为n个样本点的均值,uj =
1
nj
∑nj
i=1 x
j
i为
第j个类别的nj个样本的均值.根据拉格朗日乘子法
可得,W的最优解为矩阵S−1w Sb的前d(d为降维后数
据集的新维度)个最大的特征值对应的特征向量所组
成的矩阵.
LDA通过最大化类间散布度,最小化类内散布度
的方式来构建投影空间,保证了子空间中的不同类
别具有较强的可分性,但LDA对数据集存在高斯分布
的模型假设,因而在处理非高斯分布的数据集时,算
法性能较差;其次,数据经LDA投影后的数据集维度
至多只能是C − 1维(C为类别数).这使得在处理高
维数据时,算法可能会丢失一些重要特征.而对于高
维小样本数据集而言,类内散布度矩阵往往不能满
秩;并且,在计算类间散布度时LDA只考虑了各类的
中心,未能有效地利用不同类别边界样本之间的判
别信息.针对这些问题,众多改进算法被提出,其中非
参数判别分析(Nonparametric Discriminant Analysis,
NDA)在处理上述问题时表现优异,因而受到了广泛
的关注.
1.2 非参数判别分析(NDA)
NDA与LDA的差异主要体现在类内散布矩阵和
类间散布矩阵的计算方式上.在NDA中,类内和类间
非参数散布矩阵被定义为:
Sw=
C∑
j=1
nj∑
i=1
k1∑
p=1
(
xji−Np
(
xji , j
))(
xji−Np
(
xji , j
))T
(4)
Sb =
C∑
j=1
C∑
q=1
q 6=j
k2∑
p=1
nj∑
i=1
{w (j, q, p, i)
∗
(
xji −Np
(
xji , q
))(
xji −Np
(
xji , q
))T
}
(5)
其中,
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w (j, q, p, i) =
min
{
da
(
xji , Np
(
xji , j
))
, da
(
xji , Np
(
xji , q
))}
da
(
xji , Np
(
xji , j
))
+ da
(
xji , Np
(
xji , q
))
(6)
上面公式中k1,k2分别为类内和类间的kNN参
数,用来确定样本点的局部邻域包含的样本点个
数;Np(x
j
i , j)表示从第j类中第i个样本x
j
i在第j类中
的第p近邻样本点;d(x1, x2)表示x1,x2之间的欧氏距
离.w(j, q, p, i)为加权函数.为了突出边缘样本点对
之间的判别信息,w(j, q, p, i)随着样本点到边界距离
的增加,具有快速衰减特性.在公式(6)中通过引入参
数a(a ≥ 0)),来调节w(j, q, p, i)的快速衰减特性.
与LDA相比,NDA在计算Sw时不存在假设分布
先验,引入了数据分布的局部结构特征,有利于算法
提取流形数据集中复杂的几何结构.同时,NDA在计
算Sb时突出了边缘样本点对之间的可分性,这一措施
提高了子空间中不同类别间的可分性.
在实际应用中,NDA依然存在一些缺点,表现在
以下两个方面:1、NDA在降维过程中无法有效挖
掘数据的本质结构.例如:对于样本空间中两个具
有相同几何结构,不同尺度的数据簇,式(4)和(5)定义
的Sw和Sb,尺度较大的数据簇对尺度较小的数据簇
占优势地位.这一特点导致NDA在降维过程中无法
有效挖掘数据的本质结构.2、NDA对判别信息的提
取极易受到边缘噪声样本的影响.式(6)给出的加权
方式使得边界样本点对之间的判别信息得到强调,但
同时也增大了边缘噪声样本的影响.
2 动态加权非参数判别分析建模
在实际应用中,数据集复杂的分布特征往往难以
被提取.维数约简算法对数据集的模型假设使得算法
在处理相应的数据集(数据集的分布基本符合模型假
设)时具有较好的表现,但同时也使得算法在处理其
它数据集时性能明显下降,算法的实用性不足.为了
解决这一问题,我们把思路从”对样本点按所属类别
的分布特征进行归一化”,转化为”对样本点按局部分
布特征进行归一化”.基于上述分析,为了有效地提取
流形数据的本质结构特征,在计算类内、类间散布度
的过程中,我们按照样本点的局部分布特征进行归一
化,建立自适应类内、类间散布度计算方式.这里的
自适应性主要体现在样本点之间的距离计算方式随
着样本点的局部分布特征而自适应调整.
对于每个样本点xji ,从第j类中选择x
j
i的前k个
近邻样本组成局部邻域{Nj (xci , c) |j = 1, · · · , k},
而Np
(
xji , j
)
为xji的在第j类的第p近邻样本点.局部
邻域半径rxji
可以采用下面公式(7)计算.
rxji
= d
(
Np
(
xji , j
)
, xji
)
(7)
基于kNN概率密度估计,样本点xji的概率密度为:
P̂kNN
(
xji , k
)
=
k
nj · Vk
(
xji
) (8)
其中nj为第j类样本点的个数;Vk(x
j
i )为x
j
i的k个近邻
样本点组成局部邻域的超球体的体积,其计算公式
为Vk(x
j
i ) =
π
d′/2
Γ(d′/2+1)
rd
′
xci
,其中d′为数据的维度.从公
式(8)可以看出xji的概率密度与r
d′
xji
成反比.因此对于
同一个数据簇,可以用1/rd
′
xci
代替样本点的先验概率.
基于r2
xji
,本文的动态加权类内散布度和类间散
布度分别定义为:
Sw=
C∑
j=1
nc∑
i=1
k1∑
p=1
1
r2
xji
(
xji−Np
(
xji , j
))(
xji−Np
(
xji , j
))T
(9)
Sb=
C∑
j=1
C∑
q=1
q 6=j
k2∑
p=1
nc∑
i=1
{w (j, q, p, i)
r2
xji
∗
(
xji−Np
(
xji , q
))(
xji−Np
(
xji , q
))T
}
(10)
其中w(j, q, p, i)按式(6)定义. 基于(8)和(9)本文的动
态加权非参数判别分析(DWNDA)建模为:
maxW JDWNDA (W ) =
tr
(
W TSbW
)
tr (W TSwW )
s.t. W TW = I
(11)
基于上述分析,本文提出一种新的维数约简方
法,叫作动态加权非参数判别分析(Dynamic Weighted
Nonparametric Discriminant Analysis, DWNDA).通过
利用动态加权距离来计算类内和类间散布
度,DWNDA不仅能够降低稀疏区域样本点的作用
力,从而降低噪声样本点的影响,同时DWNDA还能降
低不同类交界处样本点的作用力,减弱不同模态间的
相互作用力,增大不同类间的可分性,从而提高算法
对数据本质结构的识别能力.
3 算法求解
本文将DWNDA建模为式(10)所示的迹比优化
问题.针对这一问题,本文建立如下的构造辅助函数
的方法求解优化问题(10):
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H (λ) = maxW tr
(
W TSbW − λW TSwW
)
s.t. W TW = I
(12)
令(11)式中λ = λt,对于任意给定的Wt,令
λt =
tr
(
W Tt SbWt
)
tr
(
W Tt SwWt
) (13)
如果问题(11)存在一个Wt+1满足:
 tr
(
W Tt+1SbWt+1 − λtW Tt+1SwWt+1
)
≥ 0
W Tt+1Wt+1 = I
(14)
其中Sw为半正定矩阵,即对于任意W有:
tr
(
W TSwW
)
≥ 0 (15)
结合(14)与(15)有
tr
(
W Tt+1SbWt+1
)
tr
(
W Tt+1SwWt+1
) ≥ λt (16)
通过当前的Wt来确定出当前的λt,构造新的辅
助函数,再求解出新的投影矩阵Wt+1. DWNDA正是
通过这种迭代的方式,求解出原始模型的最终解投影
矩阵W ∗.上述分析指出,模型可以通过构造辅助函数
的方式,迭代求解原模型的极值点.这里存在三个问
题:1.解的存在性问题; 2.辅助函数法求解; 3.算法的
收敛性问题.
3.1 解的存在性问题
令优化问题(10)对应的最优解为W ∗,其对应的
目标函数值为λ∗,则有
max
W
JDWNDA (W ) =
tr
(
W ∗TSbW
∗)
tr
(
W ∗TSwW ∗
) = λ∗ (17)
那么对于任意满足约束条件W TW = I的W有:
tr
(
W TSbW
)
tr (W TSwW )
≤ λ∗ (18)
因为Sw为半正定矩阵,则有:
tr
(
W TSbW
)
− λ∗tr
(
W TSwW
)
≤ 0 (19)
由此得到如下三个结论:
(I) 当λt ≤ λ∗,优化问题(11)至少存在一个Wt+1满足
约束(14).此时有:
max
W
tr
(
W TSbW − λtW TSwW
)
≥ 0
(II)当λt=λ∗,优化问题(11)存在Wt+1且Wt+1 =W ∗满
足约束(14),此时有:
max
W
tr
(
W TSbW − λtW TSwW
)
= 0
(III) 当λt > λ∗,满足约束条件(14)的Wt+1不存在,此
时有:
max
W
tr
(
W TSbW − λtW TSwW
)
< 0
上述三个结论中,结论(I)给出了优化问题(11)至
少存在一个Wt+1 = W
∗满足约束条件(14)的前提条
件.该条件对下文设计优化算法的初始解的选择具
有指导意义:结论(II)给出了原始模型取到最优解的
必要条件;结论(III)给出了利用辅助函数求解原模型
时,算法迭代的终止判断条件.
3.2 辅助函数法求解
对于任意λt ≤ λ∗,通过构造辅助函数的方式和
拉格朗日乘子法,原模型优化问题转化为:
L (W,Λ)= tr
(
W TSbW−λtW TSwW
)
+
〈
W TW−I,Λ
〉
(20)
将式子分别对W ,Λ求导有

∂L (W,Λ)
∂W
= (Sw − λtSb)W + ΛW
∂L (W,Λ)
∂Λ
= W TW − I
(21)
令一阶导数为零,W的极值点可以通过对矩
阵Sw−λtSb进行特征分解求得.不妨设新求得的解
为Wt+1.基于结论(I)有:
tr
(
W Tt+1SbWt+1 − λW Tt+1SwWt+1
)
≥ 0.
可得λt+1 = tr
(
W Tt+1SbWt+1
)
/tr
(
W Tt+1SwWt+1
)
就是
优化问题(11)中比λt更优的解.
3.3 收敛性问题
对于优化问题(11),取当前迭代解λ= λt,不妨设
极优值在W =Wt+1处取到.根据结论(II),原模型的最
优解在H(λ)=0处取到.对在λ=λt,即W =Wt+1处线
性近似为:
H ′ (λ) = tr
(
W Tt+1SbWt+1 − λW Tt+1SwWt+1
)
(22)
基于牛顿迭代法,对于线性近似函数,令H ′ (λ) = 0有:
tr
(
W Tt+1SbWt+1 − λW Tt+1SwWt+1
)
= 0
⇒λ =
W Tt+1SbWt+1
W Tt+1SwWt+1
(23)
根据牛顿法可得,优化问题(11)在极值点附近具有平
方收敛性.
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基于上述分析,DWNDA的迭代优化算法步骤如
下所示:
Step 1:初始化动态加权类内散布矩阵SW ,动态
加权类间散布矩阵Sb,最大迭代次数tmax和目标函数
收敛阈值ε,令迭代次数t = 0;
Step 2:通过式(13)更新辅助参数λt;
Step 3:对矩阵Sw−λtSb进行特征分解,并将前d大
的特征值对应的特征向量组成的矩阵作为Wt+1;
Step 4:若max
W
tr
(
W TSbW − λtW TSwW
)
< ξ,
且t < tmax,则令t = t + 1,返回到步骤2,反之算法迭
代停止.
4 实验分析
4.1 图像识别
实验选用Yale A、Yale B、Fei和Umist四个人脸
数据集,将图像大小调成为32*32像素,并采用PCA降
维到原始信息的95%.每个数据集均随机选取一部
分图片作为训练样本,其余的图片作为测试样本.选
用PCA、LDA、MFA [15]、NDA [10]以及KLDA [5]作为
比较算法,用kNN算法对训练样本进行分类.为了降
低随机取样带来的影响,每组重复试验100次,计算
平均识别准确率.各算法的最优参数设置如表1所
示.表2给出了六种算法在各数据集上的平均最优识
别率和对应的特征维数.图1、2、3、4分别给出了六
种算法在四个数据集上的识别率与投影维度数的变
化曲线.
表 1 各算法参数
算法 参数 Yale A数据库 Yale B数据库 Fei数据库 Umist数据库
MFA
k1 3 5 3 2
k2 9 10 6 6
NDA
k(k1 = k2) 2 5 3 3
a 0.13 0.17 0.13 0.14
DWNDA
k(k1 = k2) 2 5 2 3
a 0.07 0.3 0.08 0.22
表 2 各算法最优识别准确率
算法 Yale A数据库 Yale B数据库 Fei数据库 Umist数据库 平均最优识别率
PCA 79.43(39) 59.73(70) 81.44 (72) 88.49(70) 77.27
LDA 84.38(13) 85.47(36) 89.04 (38) 95.56(13) 88.61
MFA 86.10(14) 83.66(67) 87.28 (41) 95.17(31) 88.05
NDA 90.86(22) 86.20(60) 88.68 (33) 95.73(14) 90.37
KLDA 91.81(15) 87.81(33) 89.24 (44) 95.73(14) 91.15
DWNDA 93.33(27) 90.03(54) 90.60(36) 96.89(26) 92.71
图 1 不同算法在Yale A数据库的识别准确率 图 2 不同算法在Yale B数据库的识别准确率
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图 3 不同算法在Fei数据库的识别准确率
图 4 不同算法在Umist数据库的识别准确率
如表2所示,在各个数据集上DWNDA的识别准
确率都远远高于PCA与LDA.这是因为PCA和LDA对
数据分布存在模型假设,当假设不成立时候,算法的
性能会大大下降.
此外,DWNDA在各数据集上的识别准确率均高
于NDA与MFA.数据分布的复杂多样造成采取固定
的参数模型(如:kNN,高斯函数)对数据分布的本质
结构特征的提取能力不足.NDA和MFA算法正是通
过固定的参数模型来构建流型数据集的图描述,因
而它们的性能不如DWNDA.另外,与这两种算法相
比,DWNDA利用了数据的局部特征,动态地调整局部
邻域内样本点之间的距离度量,有效提地高了算法对
分布特征的描绘能力,同时降低了边缘噪声样本和分
布稀疏区域样本点的影响力,因而拥有更优的性能.
KLDA采用了核校准的方法,使得在投影空间
中不同类别的样本分布在不同区域,即维数约简过
程突出了不同类别间的可分性.如表2所示KLDA在
四个数据集上都取得了比PCA、LDA、MFA三种
算法更高的识别精度,而与NDA相比,除了在Umist数
据集上两种算法效果基本一致,在其他三个数据集
上,KLDA算法的识别精度都高于NDA.而DWNDA算
法在四个数据集上的识别准确率均优于KLDA.
4.2 手写体识别
为验证算法的鲁棒性与抗噪能力,本实验
选取BinAlpha和MNIST两个数据集中的”C”、 ”P”、
”X”、”Z”、”0”和”3”六类数据.此外,我们还在训练
集中添加了噪声样本.实验采用PCA预处理数据
集,将各类数据约简到统一维度.在进行维数约简
时,算法从各类随机选择20个样本作为训练集,其
余19个样本则作为测试样本.
表 3 鲁棒性测试-算法识别准确率的比较
准确率 PCA+LDA PCA+NDA PCA+DWNDA
不含噪声(%) 84.21 85.09 86.84
包含噪声(%) 75.44 78.07 81.58
性能下降(%) 8.77 7.02 5.26
表3则给出了LDA、NDA和DWNDA三种算法
在含噪声和不含噪声的数据集上的测试结
果.在不含噪声的情况下NDA较LDA有0.88%的性
能提升,而DWNDA较LDA有2.63%的性能提升.因为
数据集在样本空间中不具有多模态分布,所
以NDA和DWNDA在计算类内散布度的过程中
所采取的一些措施对算法性能的提升影响
不大.但与LDA相比,NDA和DWNDA依然具有性能
上的优势,这说明边缘样本点对之间的可分性
对算法的性能影响极大.而DWNDA所采取的类
间散布度计算方式在突出小距离边缘样本
点对之间影响力的同时,降低了边缘噪声样
本点的影响.因此DWNDA较LDA与NDA对具有更
好的表现.另外在含噪声的情况下,LDA、 NDA、
DWNDA都具有一定程度的性能下降,其中LDA下
降8.77%,NDA下 降7.02%,DWNDA下 降5.26%.这 从
侧面显示DWNDA的强鲁棒性与抗噪能力.
4.3 深度学习实验对比
为验证DWNDA算法的实用性,实验采用人
脸分类网络模型facenet [16],分别对原数据和经
过DWNDA降维后的数据进行分类处理,对比两种
分类效果.实验结果表明,DWNDA能有效地提高网络
训练的效率.
表 4 有/无DWNDA预处理的最终准确率(%)比较图
数据集 non-DWNDA DWNDA 差异
Fei 98.917 98.950 +0.033
Umist 96.197 96.183 -0.014
YaleA 96.150 96.183 +0.033
YaleB 98.100 98.017 -0.083
1.模型的分类能力不受影响.实验采用相同的
网络,迭代过程均取80个epoch,共1600个step.从表4可
见,DWNDA预处理并没有导致分类网络的性能下
降.原数据集和经DWNDA降维后的数据集分别作为
网络输入时,网络在测试集上的分类准确率基本相
同.这说明DWNDA能在大幅减少输入数据的维度,减
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少网络所需神经元,缩小网络规模的同时,能保留数
据的本质特征,体现了DWNDA算法对数据本质结构
特征的提取能力.
表 5 有/无DWNDA预处理的单步迭代平均用
时(秒/step)比较
数据集 non-DWNDA DWNDA 减少时间量 比值
Fei 0.420 0.142 0.278 33.8%
Umist 0.405 0.137 0.268 33.8%
YaleA 0.388 0.155 0.233 39.9%
YaleB 0.440 0.138 0.302 31.4%
2.加快迭代过程.如表5所示,经DWNDA预处理
后,网络的单步迭代过程所需时间下降60%以上.迭代
过程加速明显.
3.优化效果增强.图5、6、7、8分别展示了,在四
个人脸数据库上未使用预处理和使用DWNDA将数
据集分别降低到20、40、60、80维的情况下,网络识
别准确率的迭代变化图.从图中可看出,经DWNDA处
理的Fei、 Umist、 YaleA数据集用于迭代,准确率
提升效果十分出色,优于未经DWNDA处理的数
据集;经DWNDA处理的YaleB前期收敛较慢,后期
网络优化明显,同步到达最大准确率.同时,使
用DWNDA算法处理样本集,在合适的维度内,维度
下降得越多,优化效果越明显.这证明高维样本经
过DWNDA降维后再进行深度学习训练,将从整体上
提升优化能力,加速网络的收敛.
图 5 不同算法在Yale A数据库的识别准确率
图 6 不同算法在Yale B数据库的识别准确率
图 7 不同算法在Fei数据库的识别准确率
图 8 不同算法在Umist数据库的识别准确率
5 结论
本文根据局部领域半径提出了基于动态加权距
离的方式计算类内、类间散布度,并基于此提出了一
种新的维数约简算法,叫作动态加权非参数判别分析
算法(DWNDA).此外,本文还给出了DWNDA相应的
迭代优化算法.DWNDA在计算类内散布矩阵时,考虑
了不同模态的分布特征的差异性,根据样本点的局部
邻域半径动态地进行调整,从而有效地提取数据分布
的本质结构特征;在计算类间散布矩阵时,通过分析
边缘样本点局部散布度,动态地降低边缘噪声样本的
影响,进而提高算法的分类性能和提取的特征结构的
泛化性能.DWNDA在人脸和手写体数据集上的实验
结果证明了算法的有效性和实用性.
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