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We prove a Fredholm criterion for singular integral operators with piecewise 
continuous coefficients on L, spaces with the weight p satisfying the Hunt- 
Muckenhoupt-Wheeden condition. The proof is based on the case of power weight 
p(t)= II II- ‘,I” that was investigated by Gohberg and Krupnik more than 20 
years ago. 0 1992 Academic Press, Inc. 
0. INTRODUCTION 
Let r be a closed smooth curve dividing the plane into the domains 
?3’( 30) and W( 3 co). Let us denote by the L,,,, 1 <p < co, the class of 
all complex valued functions f that are summable in pth power with the 
weight p: 
L,,,= (f: Pf+J 
with the natural norm 
Ilf II L,., = II Pf IIL,. 
Let us also denote by W, the class of all weights p such that a singular 
integral operator S with the Cauchy kernel, given by 
is bounded in L,,,. 
For GEL, an operator R, in L,,, is defined by the formula 
(0.1) 
where P, = (l/2)(1+ S). 
129 
0022-1236192 $3.00 
Copyright <cj 1992 by Academic Press. Inc. 
All rights of reproducuon in any form reserved. 
130 ILYA SPITKOVSKY 
A lot of papers are devoted to the question when operator RG 
is Fredholm or semi-Fredholm’ and to the evaluation of ind RG. 
Corresponding references and the history of the problem may be found in 
Cl, Chaps. 4 and 5; 7, Chapts. 3, 9, 131. 
Let us restrict ourselves in the paper to the case G E PC, where PC is the 
subalgebra of L, generated by piecewise continuous functions. Our aim 
is to obtain the Fredholmness criterion for R, in this case when p is 
an arbitrary element of W,. The corresponding result is contained in 
Section 2 (Theorem 2.1). The case of the power weight p was considered by 
I. Gohberg and N. Krupnik, and their result for convenience of the reader 
is formulated as Theorem 2.0 below. The proof of Theorem 2.1 is based on 
Theorem 2.0 as well as on the local principle and well known connections 
between Fredholmness of the operator RG and factorization of the function 
G. These preliminary results are formulated and explained in Section 1. The 
final Section 3 is devoted to the matrix case. 
The author thanks the Referee for his useful remarks, which helped, in 
particular, to simplify the Proof of Theorem 2.2. 
1. PRELIMINARIES 
The power weight 
N 
p(t)= n Jr - tjlfi, tj E z- 
j=l 
belongs to W, if and only if ([ 1; !], see also Cl, p. 2191) 
(1.1) 




> 0 j 
l/q 
sup )II 
b(t)1 p I4 , , b(t)1 --4 14 < a 
(see [9] for the circle, and [lo] for smooth contours), where sup is taken 
over all arcs Z of the curve Z, )I( is a length of I. 
’ Note that a linear operator A acting from Banach space X into Banach space Y is semi- 
Fredholm if Im A is closed in Y and at least one of the so-called defect numbers 
a(A) =dim Ker A, /?(A) = codim Im A is finite. The semi-Fredholm operator is Fredholm if 
both of a(A), P(A) are finite; in this case the difference a(A)- p(A) is denoted by ind A and 
is called the index of operator A. The properties of (semi-) Fredholm operators are discussed 
in [7, Chap. 4; 11, Chap. 41 and many other monographs. 
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In particular, 
for every p E Wp. 
PELp and p--l EL, (1.2) 
In the case p E W, the space L,,, can be represented as a direct sum 
where Eptp=P+LP,P,~.p,p=P-LLp.p, and P, = (l/2)(1+ S) are the projec- 
tions associated with the singular integral operator S. Functions from EL,, 
(Z?;,) are the boundary values of functions analytic in 9 + (W, and 
vanishing at infinity). In the case p = 1 let us redenote the subspaces El, 
and gPp,r by El and &; . Ez stands for the class of boundary values of 
functions, analytic and bounded in 5S *. Finally, E; = 8; + @. 
Let o be a conformal mapping of the unit disk onto 5S +. According to 
(l-2), the function X= p 0 o has the property 
X.&ALP, x-’ qG-TELy. (1.3) 
In particular, loglX\ E L, , and, consequently, there exists an outer 
function X, such that 
W+(f)l = I-vt)l a.e. on {t: ItI = 1). 
Due to (1.3), 
X, (/i&H,, and X-’ @E H,. 
According to [6, p. 1691 it means that the function p+ =X+ oco ’ 
possesses properties p+ E E: , p ;’ E EC. At the same time Ip +) = J pI a.e. 
on IY 
The same way it can be constructed a function p- such that p _ E E, , 
~I’EE;, and lp-l=lpl a.e. on r. 
By the properties mentioned above, the functions p+ are defined up to 
the constant unimodular multiple. Actually we need a weaker condition 
(I.41 
instead of jp+l =JpJ. Then p_+ are defined up to the invertible in E .$ 
multiple. 
Directly from the definitions it follows that operator 
V=p+P+.f+p-P-f 
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is an isomorphism from L,, onto L,, and 
TE+ =E+ 
P.P P ’ 
T&p-p = 8, 
According to the commutative diagram 







images of operators Ro on L,, and RGp+lp- on Lp are closed simul- 
taneously and their corresponding defect numbers coincide. This simple 
observation yields the following useful proposition, proved for power 
weight p in [14]. 
THEOREM 1.1. Let GEL,, pi W,, and p* are defined by conditions 
P+ +.?, P;’ E Ed, and (1.4). Then operator R, is Fredholm on L,, if and 
only if operator RGp+lp_ is Fredholm on L,, and their defect numbers and 
indices coincide. 
Theorem 1.1 can be used to transfer some properties of operators Ro in 
L, to the case of weight space L,,. Let us mention the ones we shall need 
later. 
THEOREM 1.2. Let GEL,, p E Wp. Operator R, is Fredholm on L,, 
with the index K if and only if G admits a representation 
G(t)=G+(t) t”G:‘(t) a.e. on r, (l-5) 
wherep+G,EEd, (pkG,)P’~Ez,andpG,~Wp. 
In the case p = 1 Theorem 1.2 is proved in [15], the case of power 
weight (1.1) is considered in [7, Theorem 3.1 in Chap. 81. The representa- 
tion (1.5) is called a @-factorization of G in L,,. 
THEOREM 1.3. Let GEL,, p E W,. If operator Ro is semi-Fredholm on 
L p,p, then G-’ EL,. 
Again the case p 3 1 is considered in [ 151. 
THEOREM 1.4. Let GEL, be not identically zero, p E W,. Then 
min{a(&), P&)) =O. 
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The case p - 1 is considered by L. Coburn [3], see also [ 1, p. 69; 13, 
p. 85-J. 
THEOREM 1.5 (The Local Principle). Let G E L, , p E W,. Then R, is 
Fredholm on L,,, tf and only if for all points z E r there is a function G, E L, 
such that lim, j ~ (G,(t) - G(t)) = 0 and R,? is Fredholm on L,,,,. 
For the history of localization technique and a proof see [ 1, Chap. 12; 
4, Chap. 9; 5, p. 199; 7; 13, p. 1251. 
THEOREM 1.6 (The Separation Singularities Principle). Let 
G= g, . ..g.f, 
where f is a continuous nonsingular function, gj is continuous on r\{ zj>, and 
all the points T,, . . . . z, are distinct. If all the operators Rg,, . . . . Rgn are 
Fredholm in L,,,, p E W,, then operator RG is also Fredholm, and 
ind R, = ind R,, + ... +ind R,+& {Arg f(t)},. (1.6) 
If n = 1, operators RG and R,, are simultaneously semi-Fredholm or not, 
For the proof in the case of power weight p see [7, Theorem 3.1 in 
Chap. 71. 
2. FREDHOLMNESS OF R, FOR GE PC 
The criterion of Fredholmness for GE PC in the case of power weight 
(1.1) can be formulated in the following way (see Chapter 9 of [7] for the 
proof and history of this topic). 
THEOREM 2.0. Let GE PC. Then operator R, is Fredholm in the space 
L,,, with the weight (1.1) ifand only if: 
(i) G(t+O)#O and (ii) arg 
for all t E K 
Here and below arg is picked out of the interval [IO, 27c), 
/3,(t)=fi, for t= tj, and P,(t)=0 for t$ {t,, . . . . tN}. 
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If conditions (i), (ii) are satisfied, rl, . . . . z, are all the discontinuities of G, 
and rl, . . . . f,,, is the set of arcs into which the contour r is divided by 
71,-Y m, 7 then 
ind&=& 
G(T.+ 0) 
f (argG(r)jG+fargG(r:-O) -I, 
1 1 J 
where I is a number of discontinuities at which 
G(Tj+O) 
arg G(zj - 0) 
Unfortunately, one can’t obtain the Fredholmness criterion for RG in 
the case G E PC, p E W, directly from Theorems 1.1 and 2.0, because 
multiplication by p + /p _ leads out the PC class. So we have to use some 
additional concepts. 
To begin with, let us introduce for p E W,, and 7 E r the set 
T,= {c&l& (z-t(“p(t)~ W,}. 
LEMMA 2.1. T, is an open interval with the length not greater than 1. 
Proof: As is shown in [9], the class Wp has the following properties: 
(a) for every 0~ W, there exists such E> 0 that #E W, for all 
XE(l-&, l+E) 
(b) if (rl, (r2 E W,, then for every SE (0, l), .;cr-‘~ W,. 
If tC,,a2ETT, then (7--tlil’p~ W,, 17-40L2p~ Wp, and applying (b) in the 
case aj= lz-tt(“~p (j= 1, 2) we find 
IT - 4 ws+d--s) p E w,* 
It means that T, is connected. As 0 E T,, it implies automatically that with 
every point a the set T, contains also its nearest o 0 half-neighborhood. To 
prove that another half-neighborhood is also contained in T,, let us 
consider XE (1, 1 + E) where E is as in (a) for (T = 17 - tla p. Then let 
(r,=c, $=1/x, a,=lr-tlB with BE(-l/p,l-l/p), and sign/?=signcr. 
According to (b), 
that is, 
I7 - 4 a+(l-s)BpE WP’ 
So the set T, is open. 
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At last, if ) T,( > 1 then there exists ~1~ E T, such that a, + 1 E T,. Applying 
(1.2) to the weights (r - t)ao p, (z - t)nofl p we find that (z - t)“” p E L,, 
((t-tp+‘p)-‘ELq. So (z - tl -’ E L, which is a contradiction. The 
lemma is proved. 
Let us denote T, by (-v_(z), 1 -v+(t)). Then 
EXAMPLE 1. Let p be a power weight (1.1). Then o(t)=lz-tl”p(t) 
also is a power weight with Z?,(t) = P,(t) for r # r and pII = u + p,(z). So 
rr E W, if and only if a + p,(z) E (- l/p, 1 - l/p). In other words, for this p 
-$-S,,(T), 1 -$-b,(r) (2.1) 
The length of T, is equal to 1, and v*(z) = l/p + /?JT). 
EXAMPLE 2. Let T = ( - v ~, 1 - v + ) be an arbitrary open interval of the 
length less than 1 containing 0. Then I= v _ f T = (0, 1 - (v + - v ~ )) c 
(0, l), and as is shown in [2, Theorem 6.21 there exists a function a such 
that operator R, is Fredholm in L, if and ,only if l/p E 2. This function a 
can be chosen smooth on Z except one point T and such that u* ’ E PQC. 
Here PQC is a subalgebra of L, generated by PC and QC = (Ez + C) n 
(E; + C). According to Theorem 3.2 of [2 J, operator R, is Fredholm in 
the weighted space L,,, with 
if and only if l/p + ZJ E I. As shown in Proposition 4.3 of [2], there exists 
the same @factorization 
a=a+Pa 
of the function a, corresponding to all these spaces. Due to Theorem 1.2 it 
means that a + 1 t - z[ fi E Wp if and only if l/p -t- ~1 EI. In other words, for 
p= (a+( .(5--l”--]@ 
pit--ZJIE w, if and only if a E T. 
So, for this p T, = T. The function p is continuous on T\{r }, so 
T, = (-l/p, 1 - l/p) for t f z. Of course, for any N distinct point z,, . . . . zN 
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and containing zero open intervals T,, . . . . TN of length less than 1, one 
can construct corresponding weights p, , . . . . pN. Then for p = p1 . . . pN, 
Tr, = T. (j= 1, . . . . N) and T, = ( - l/p, 1 - l/p) when t $ {r,, . . . . zN}. 
THEOREM 2.1. Let GE PC. Then the operator R, is Fredholm in 
the space L,,, with p E W, zf and only if: (i) G(t +O) #O, and (ii) 
arg(G(t+O)/G(t-O))$[v-(t),v+(t)] for all ~EI. 
If conditions (i), (ii) are satisfied, t,, . . . . T,,, are all the discontinuities of G, 
and 11, . . . . I,,, is the set of arcs into which the contour I is divided by 
71 7 *.., z, 3 then 
G(z.+O) 
ind&=&(f {Arg W)),+i arg G(z/-O) (2.2) 
1 1 J 
where 1 is a number of discontinuities at which 
G(z, +0) arg G(Tj _ 0) ’ 2nv +(tj). 
Let’s mention that according to Example 1 in the case of power weight 
p Theorem 2.1 turns into Theorem 2.0. 
Proof of Theorem 2.1. Let’s consider the special case of the function 
G(t) = tY continuous on T\(to}, where Re y E (0,l). Then arg(G(tO + O)/ 
G( to - 0)) = 274 1 - Re y). 
Accordingly to Theorem 1.1, one can consider an operator R,,, on the 
space L, instead of R,, on L,, , where E = p + /p - . 
(a) Let arg(G(r,+O)/G(T,-0))<27rv_(t,). Then O>Rey- l> 





p+ .(t-t(#-’ E Wr. It means that (2.3) is a @-factorization of the function 
EG in L,. According to Theorem 1.2, operator R,, is Fredholm in L,, and 
ind REG= 1. Due to Theorem 1.1 it means that Ro is Fredholm in L,,, with 
the index 1. 
(b) For arg(G(t,+O)/G(tO-0)) 2 > rrv + (to) the inequality (0 -C ) 
Re y -C 1 - v + ( to) holds. So 
P+(t--cJYE wp, 
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delivers a @-factorization of the function EG in L,. Using Theorems 1.1 and 
1.2 as in (a) we find that operator R, is Fredholm in L,,, with the index 
0. In the cases (a), (b) in the right-hand side of (2.2), m = 1, rl = f \{ to}, 
and the expression in the brackets coincides with 
1= 0 in the case (a) and f = 1 in the case (b). So formula (2.2) is proved for 
the particular choice G(t) = tY. 
(c) Suppose now that operator R, is Fredholm in L,,, for G(t) = t’ 
with 
YE Cl - v+(kd, 1 - v-(~,)I. (2.5) 
Let us denote k = ind R,. Then operator R,, is Fredholm in the space L, 
with the same index k. According to Theorem 1.2, 
E(?) G(t)=X+(t) t”X:‘(t), (2.6) 
where X, E Et, XI’ E EZ, and X, E W,. Suppose k> 1. Then, com- 
paring (2.6) with (2.4), 
(2.7) 
As p+ EE;, X$EE;, and y > 0, the left-hand side of (2.7) belongs to 
ET. The analogous reasons show that the right-hand side belongs to tkE; . 
It is possible only in the case when both of them coincide with the poly- 
nomial h. As X-, p _, and (1 - to/t)-’ have nonzero limits in the infinity, 
the degree of h coincides with k. 
All k zeros of h have to lie on r, because the left (right)-hand side of 
(2.7) is nonvanishing in 9 + (9 ~ ). Further, 
(t - to)” -=p;‘x+~E;. 
h(t) 
In particular, the function (r - t$ h-‘(t) has to be summable along r. But 
it is possible only in the case when there are no zeros of h on r except the 
point t,, and the last zero is a simple one. In other words, k = 1, and 
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h(z) is a constant multiple of z-to. Then X, is a constant multiple 
of #0+(t- Q-i, and as y - 1 ,< -v_ (to) it contradicts the assumption 
x, E w,. 
If k = 0 then both sides of (2.7) have to be equal to nonzero constant c. 
so 
x, =c-‘p+(t-lto)Y. 
The inequality y 2 1 - v+(t) yields a contradiction with the condition 
X+EWp. 
Finally, the case k< 0 is also impossible because then both sides of (2.7) 
are identically zero. 
It means that for y satisfying (2.5) operator RG is not Fredholm in L,,,. 
So condition (ii) is necessary and sufficient for operator R, to be Fredholm 
in the special case G(t) = P. 
In the general case GE PC, condition (i) is equivalent to the restric- 
tion G-’ EL, that is necessary for Fredholmness of operator RG 
(Theorem 1.3). When (i) is satisfied, for every t,~ r there exists yro such 
that Re y,,, E (0, 1) and G(tO f 0) = (to + O)% Due to Theorem 1.5, operator 
RG is Fredholm in L,,, if and only if all operators RIYIO are Fredholm, 
t, E l-‘. It remains to mention that the proved above criterion of Fredholm- 
ness for power functions tY is equivalent to (ii). 
At last, when (i) and (ii) are satisfied and the number of discontinuities 
is finite, function G can be represented as 
G=G,p . . . fYm, 
where Go is continuous and nonsingular, and power functions P’J have 
discontinuities in the distinct point rj. According to the formula (1.6) 
ind R,=& {Arg G,(t)},+ 2 ind R,,. 
J=l 
Due to the Theorem 2.1 
ind R,yj=& (Arg tYJ},,(,) +w----- 
where 
0, if arg G( Tj + 0) 
lj = 
G(T,-0) 
< 27cv _ ( Tj) 
1, 
G(q + 0) 
arg G(T~-0) 
> 2m + (T,J. 
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so, 
ind R,=k {Arg G,(t)},+ f {Arg P’}.,,+) 
( j= I 
+ f arg 
j= 1 
~~~~~i)- f lj 
j= I 
=&(I WxGo(Olrk+~ Wgt%) 
k 1.k 
+Carg Gbj+O)-1 G(ti - 0) 
The theorem is proved. 
The natural question is which condition of Fredholmity fails when (i) or 
(ii) is not satisfied. The answer is contained in the next theorem. 
THEOREM 2.2. Let GE PC and G is not identically zero. Then conditions 
(i) and (ii) of Theorem 2.1 are necessary and sufficient for operator R, to 
have closed range in L,,. 
Proof Sufficiency follows from Theorem 2.1. When G is not identically 
zero, at least one of defect numbers u(Ra) and P(RG) is zero (Theorem 1.4). 
So, operator RG has closed range if and only if it is semi-Fredholm. 
According to Theorem 1.3 for every G E L, condition G - ’ E L, is 
necessary for semi-Fredholmity of Ra. 
Let us suppose now that condition (i) is satisfied. Then, according to 
Theorem 2.0, the set 
{p~(l, co): RG is not Fredholm in L,,} 
has no limit points except possibly 1 and co. Therefore for every 8> 0 it is 
possible to find 6 E (0, 5) such that R, is Fredholm in L, + 6. From another 
point of view, according to [9] it is possible to choose d such that 
L l+x~L,.p. Therefore, L, + 6 =, L,,,, and 
dimKerR,(L,,,<dimKerR,(L,+,< +oo. 
The same arguments applied to adjoint operators show that 
Co dim Im RG ( L,, < + CO. 
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If condition (ii) is not satisfied, then according to Theorem 2.1, operator 
R, is not Fredholm. As oz(Ro) -C cc and B(Ro) < co, it means that Im R, 
is not closed. 
The theorem is proved. 
3. THE MATRIX CASE 
Let us consider now the matrix case. Thus, G is an n x n matrix function 
given on Z; L;,,(E;;$ ) is a direct sum of n copies of L,, (correspondingly, 
E&J. Operators S and P, = (l/2)(1+ S) are defined element wise, and R, 
is defined by the same formula (1.5). The Theorems 1.1, 1.3, 1.5, and 1.6 
remain valid; the last summand in (1.6) has to be substituted by 
{Aus det fb 
THEOREM 3.1. Let G be n x n matrix function with the elements in PC. 
Then operator Ro is semi-Fredholm in the space L,., with the weight p E W, 
tf and only tf: 
(i) det G(t&O)#O, 
and 
(ii) arglj(t)$ [v-(t), v+(t)] (j= 1, . . . . n) 
for all teZ. Here A,(t), . . . . n,,(t) are all the eigenvalues of the matrix 
G-‘(t-O)G(t+O). 
Zf conditions (i), (ii) are satisfied, then Ro is actually a Fredholm operator 
in Li,e. Zf, in addition, G has only finite number of discontinuities, t , . . . . z, 
are all of them, Zl, . . . . Z,,, is the set of arcs into which the contour Z is 
divided by zl, . . . . T,,,, then 
ind &- = & f {Arg det G},, + f (3.1) 
1 j=l k=l 
where I is the number of all summands arg n&j) (j= 1, . . . . m; k = 1, . . . . n) 
such that 
arg nk(zj) > 2zv + (rj). (3.2) 
Proof: Necessity of (i) follows from Theorem 1.3. 
Let us suppose now that condition (i) is fulfilled. If G has only finite 
number of discontinuities--r i, . . . . T,,, then it can be represented ([S], see 
also [4, p. 1713 or [13, p. 1993) as a product 
G = BXA, (3.3) 
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where the matrices A, B are continuous and nonsingular on r, X is upper- 
triangular with diagonal elements x, , . . . . x, continuous on rj, X(rj - 0) = Z, 
and x,(rj+ 0) = &(rj) (k = 1, . . . . n). 
Due to (3.3) the operators RG and R, are simultaneously semi-Fredholm 
or not. 
If R, (and so R,) has closed image and finite a(RG), the same is true for 
the operator R,,, acting in L,,, [16]. According to Theorems 2.1, 2.2 it 
means that operator R,, is Fredholm. Then [16] operator R,,,, is semi- 
Fredholm, where X, L ) is the (n - 1) x (n - 1) triangular matrix obtained 
from X by deleting its first column and row. Repeating this procedure IZ 
times, one can show that all the operators R,,, . . . . Rx” are Fredholm. 
The same is true when P(RG) < co, one need only to begin with the 
element x, instead of x,. 
Operator R, is Fredholm together with ail the operators R,,, . . . . R,” 
[16]. So we have proved that semi-Fredholmness of R, (and so R,) is 
equivalent to its Fredholmness. 
Moreover, both of them are equivalent to Fredholmness of R,,, . . . . R,“. 
Applying Theorem 2.1 to scalar functions x1, . . . . x, we find that under the 
assumption (i) Fredholmness of all the operators R,,, . . . . R,” is equivalent 
to (ii). 
Finally, according to Theorem 1.6, ind R, = (1/2x){ Arg det AR} r + 
ind R,, and due to [ 161, ind R, = ind R,, + . . f ind R.+. 
Applying formula (2.2) to evaluate ind R,, (.j= I, . . . . n), we find 
indR,=-& {ArgdetA},-+(ArgdetB),- 
( 
+ i f? Vwxkb,+ i f arg &(T~) -I 
k=l ,=, k=l ,=I > 
Arg{det Ajr+ {Argdet B}, 
+,c, F-g det -Vr, + i 
k=l ,=I 
=&(F (ArgdetG},,+ f: f arg&(Tj))-/, 
J k=l j=l 
that coincides with the desired formula (3.1). 
It remains to show that when (i) is satisfied and G has infinitely many 
discontinuities then (ii) is a necessary and sufficient condition of semi- 
Fredholmity (and Fredholmness) of R,. 
If R, is semi-Fredholm then according to the stability theorem all 
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operators R, are also semi-Fredholm for FE L, sufficiently close to G. In 
particular one can choose a matrix FE PC such that for given t E r 
G(t f 0) = F(t + 0). The condition (ii) has to be satisfied for F, and so it is 
satisfied also for G (at the chosen point t E r, and so everywhere on r). 
Conversely, if (i), (ii) are satisfied, then for every t E r one can find 
matrix G, continuous and nonsingular on r\{ t} and such that 
G,(t f. 0) = G(t +_ 0). In view of the already proved part of the theorem, the 
operator R,( is Fredholm in LXp. According to Theorem 1.5, operator R, 
is also Fredholm. 
The theorem is proved. 
In the case of the power weight (1.1) according to (2.1) condition (ii) has 
to be substituted by 
arg &AT,) > 2nPp(tj). 
In this case Theorem 3.1 turns into the well-known matrix analog of 
Theorem 2.0, that was obtained in [8] (see also [4, p. 171; 13, p. 1981). 
Theorems 2.1 and 3.1 can be used to find a Fredholmness criterion in 
L,,, spaces for operators of the type (0.1) with more general coefficients 
(such as semi-almost periodic G) or for more general operators with 
PC coefficients (such as operators from the algebra generated by 
{R,: GE PC}). Th e author is going to consider these possibilities in 
successive publications. 
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