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Monitoring the membrane potential of individual
neurons has uncovered how single-cell properties
contribute to network processing across different
brain states in neocortex. In contrast, the subthresh-
old modulation of hippocampal neurons by brain
state has not been systematically characterized.
To address this, we combined whole-cell record-
ings from dentate granule cells and CA1 pyramidal
neurons with multisite extracellular recordings and
behavioral measurements in awake mice. We show
that the average membrane potential, amplitude of
subthreshold fluctuations, and distance to spike
threshold are all modulated by brain state. Further-
more, even within individual states, rapid variations
in arousal are reflected in membrane potential fluctu-
ations. These factors produce depolarizing ramps in
the membrane potential of hippocampal neurons
that precede ripples and mirror transitions to a
network regime conducive for ripple generation.
These results suggest that there are coordinated
shifts in the subthreshold dynamics of individual neu-
rons that underlie the transitions between distinct
modes of hippocampal processing.INTRODUCTION
The hippocampus plays a critical role in spatial navigation and
the encoding, consolidation, and retrieval of new episodic mem-
ories (Squire, 1992). Importantly, distinct brain states are thought
to contribute differentially to each process. Because of this,
state-dependent patterns of spiking and local field potential
(LFP) oscillations have been studied extensively in the hippo-
campal formation (Vanderwolf, 1969, 1971; O’Keefe and Nadel,
1978; Buzsa´ki et al., 1983, 1992; Wilson and McNaughton,
1994; Lubenov and Siapas, 2009; Kay et al., 2016; Shan et al.,
2016). Duringwakefulness, periods of locomotion are associated
with robust theta (5–12 Hz) and gamma (30–80 Hz) oscillations in
the LFP. In this state, individual principal neurons, known as136 Cell Reports 18, 136–147, January 3, 2017 ª 2017 The Author(s)
This is an open access article under the CC BY-NC-ND license (http://place cells, fire at particular spatial locations and are largely silent
otherwise (O’Keefe, 1976). It has been hypothesized that mem-
ory encoding preferentially occurs during this state (Buzsa´ki,
1989). During periods of low arousal, the hippocampal LFP is
characterized by large irregular activity (LIA), during which trains
of sharp waves often co-occur with high-frequency (80–250 Hz)
ripple oscillations (Vanderwolf, 1969; O’Keefe, 1976; Buzsa´ki,
1986). Sharp-wave/ripples (SWRs) are associated with popula-
tion bursts that ‘‘replay’’ previously experienced spatial trajec-
tories (Lee and Wilson, 2002; Foster and Wilson, 2006; Diba
and Buzsa´ki, 2007). These replay events are hypothesized to
contribute to the consolidation and retrieval of newly formed
episodic memories (Carr et al., 2011). In addition to the theta
and LIA states, a third state of intermediate arousal exists,
during which LFPs show a decline in broadband power. This
state is termed ‘‘small irregular activity’’ (SIA) (Vanderwolf,
1971; O’Keefe and Nadel, 1978; Jarosiewicz and Skaggs,
2004b; Kay et al., 2016), though other terms have also been
used (Lapray et al., 2012; Katona et al., 2014). During periods
of SIA, most principal cells stop firing, while a small subset fires
robustly andmay code for spatial position in the absence of loco-
motion (Jarosiewicz et al., 2002; Jarosiewicz and Skaggs,
2004b; Kay et al., 2016). In addition to principal cells, recent
work also finds strong state-dependent firing patterns in identi-
fied hippocampal interneurons during LIA, SIA, and theta (Somo-
gyi et al., 2013).
The ability of brain circuits to generate such distinct activity
patterns has been hypothesized to rely upon state-dependent
modulations in single-cell properties, such as the resting mem-
brane potential, distance to spike threshold, and synaptic effi-
cacy (Winson and Abzug, 1977; Getting, 1989; Hasselmo,
1999; Harris and Thiele, 2011; Lee and Dan, 2012; Marder,
2012; Marder et al., 2014). Despite this, the subthreshold modu-
lation of hippocampal neurons by brain state has not been sys-
tematically characterized. Recent studies in neocortex have
found rapid brain state changes in awake animals with behavior-
ally relevant effects on the spiking patterns and encoding
abilities of sensory and motor regions (Niell and Stryker, 2010;
Vyazovskiy et al., 2011; Reimer et al., 2014; McGinley et al.,
2015b; Vinck et al., 2015). Importantly, intracellular recordings
of subthreshold activity during behavior have been instrumental
in elucidating the cellular mechanisms contributing to the emer-
gence of these network activity patterns in neocortex (Steriade.
creativecommons.org/licenses/by-nc-nd/4.0/).
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Figure 1. The Subthreshold Activity of Hippocampal Principal Cells Varies with Brain State in Awake Mice
(A) Schematic of a mouse on the spherical treadmill. The approximate whole-cell (red dot) and LFP (black dot) recording locations are marked over dorsal
hippocampus (blue).
(B) Fluorescent image of a 100-mm-thick coronal section of dorsal hippocampuswith two stained dentate granule cells (green) and immunohistochemistry against
calbindin (gray) illustrating the placement of the multisite silicon probe and patch pipette. Scale bar, 500 mm.
(legend continued on next page)
Cell Reports 18, 136–147, January 3, 2017 137
et al., 2001; Poulet and Petersen, 2008; Polack et al., 2013;
McGinley et al., 2015a; Schiemann et al., 2015). However,
the nature of the observed effects depends on the neocortical
area and cell type investigated, resulting in at least three
distinct models of subthreshold modulation by arousal/state:
the binary, sigmoidal, and U models (McGinley et al., 2015b).
According to the binary and sigmoidal models, the membrane
potential should depolarize with increasing arousal, as low-
frequency (<10 Hz) activity is replaced by gamma oscillations.
According to the U model, the membrane potential should be
most hyperpolarized at intermediate levels of arousal, when
low-frequency activity and gamma oscillations are minimal.
Given the diversity of findings in neocortex, predicting how
hippocampal subthreshold activity depends on brain state is
difficult, underscoring the importance of this measurement. In
addition, the circuit mechanisms underlying this state depen-
dence in neocortex need not be the same as those in the hippo-
campus, which possesses its own characteristic architecture
and neuromodulatory influences.
Furthermore, the impact of fluctuations in arousal within
particular brain states on hippocampal network activity remains
poorly understood. Previous neocortical studies in rodents
have divided wakefulness into ‘‘quiet’’ and ‘‘active’’ periods
based on the presence or absence of overt exploratory
behavior, such as whisking and locomotion. However, such a
coarse division may neglect functionally important network
fluctuations occurring within states. Over the past 5 decades,
primate studies have measured fluctuations in pupil diameter
to track arousal-associated state changes during awake
behavior (Hess and Polt, 1960, 1964; Wilhelm et al., 2001; Krist-
jansson et al., 2009; McGinley et al., 2015b). Similarly, a recent
experiment in mouse neocortex found that, even within periods
of quiet wakefulness, there exist fast fluctuations in arousal,
assessed through pupillometry, that modulate neocortical sub-
threshold activity (Reimer et al., 2014). Together, these studies
establish pupil diameter as a particularly important behavioral
measurement, since it tracks changes in the mouse’s level of
arousal, even in the absence of overt exploratory behavior (Re-
imer et al., 2014, 2016; McGinley et al., 2015b; Vinck et al.,
2015). However, whether fluctuations in pupil diameter during
quiet wakefulness are mirrored in hippocampal subthreshold
activity remains unknown.
Here, we performed in vivo whole-cell recordings of the mem-
brane potential (Vm) from identified dentate granule cells and
CA1 pyramidal neurons during LIA, SIA, and theta states in
awake mice. Using this approach, we demonstrate that the
membrane potential statistics (mean, variability, and distance
to threshold) of hippocampal neurons are approximately
U-shaped functions of arousal. In addition, we observe rapid
fluctuations in pupil diameter within sustained periods of LIA(C) Confocal image from section in (B) showing the two biocytin-stained dentate g
(red) and calbindin (gray). Scale bar, 100 mm.
(D) Example of simultaneous intracellular (blue), multisite LFP (black), locomotor ve
measurements during a period with LIA, SIA, and theta. The legend lists each state
pyramidal cell layer showing LFP ripple oscillations. The blue dot marks an LFP
Example pupil fits are shown below.
See also Figure S1 and Movie S1.
138 Cell Reports 18, 136–147, January 3, 2017that are reflected in subthreshold activity changes. Finally,
many neurons exhibit ramps in the membrane potential starting
approximately 1 s before ripples, reflecting transitions to a
network regime conducive for ripple generation.
RESULTS
Differences in Membrane Potential Statistics across
Brain States
To investigate how hippocampal subthreshold activity changes
with brain state, we combined whole-cell recordings from iden-
tified dentate granule cells and CA1 pyramidal neurons with
simultaneous LFP measurements from a nearby multisite silicon
probe in awake, head-fixed mice that were free to walk on a
spherical treadmill (Figures 1A–1C; Movie S1) (Hulse et al.,
2016). Concurrently, the mouse’s behavioral level of arousal
was tracked by measuring locomotor velocity, whisking activity,
and pupil diameter. LFP sites spanned neocortex, hippocampal
area CA1 and the dentate gyrus (DG), and parts of the thalamus.
We identified periods of wakefulness as LIA (37%), SIA (6%), or
theta (6%) based on the spectral content of hippocampal LFPs,
leaving the remaining 51% unlabeled (Figures S1 and S2B; see
Experimental Procedures). The objective was to identify proto-
typical segments of sufficient duration as opposed to providing
an exhaustive brain state assignment over the whole recording
period. We then studied changes in subthreshold activity and
behavior during transitions to and within periods of LIA, SIA,
and theta.
Figure 1D shows an example whole-cell recording from a den-
tate granule cell with simultaneous LFP and behavioral measure-
ments during a period with LIA, SIA, and theta. Notice that,
during periods of LIA, the pupil is constricted (or constricting),
whisking and locomotor activity are low, and the hippocampal
LFP shows trains of large-amplitude sharp waves often co-
occurring with high-frequency ripple oscillations in the CA1 pyra-
midal cell layer. The membrane potential appears depolarized
and has large-amplitude fluctuations, occasionally exceeding
spike threshold. In this example, LIA was interrupted by two brief
(1 s) periods of SIA that were associated with whisking bouts
and a microdilation of the pupil. During these SIA epochs, the
Vm appears hyperpolarized. The segment ends with a period
of theta oscillations associated with locomotion, high whisking
activity, and a dilated pupil. During this period, the membrane
potential was at an intermediate level of depolarization and vari-
ability, compared to LIA and SIA. In order to investigate how gen-
eral these trends were across neurons, we recorded dentate
granule cells (n = 20) and CA1 pyramidal neurons (n = 31) across
a total of 13.4 hr of spontaneous activity and studied the behav-
ioral variables and Vm during transitions to LIA, SIA, and theta
(Figures 2, 3, and S2).ranule cells (green) with combined immunohistochemistry against parvalbumin
locity (magenta), whisking (Whisk.; green), and pupil diameter (Pupil Dia.; cyan)
’s coloring in the LFP plot below. The red dot marks the channel within the CA1
channel in the DG. Blue vertical lines below LFPs indicate ripple occurrence.
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Figure 2. LIA Is Associated with a Depolarized Membrane Potential and Large Subthreshold Fluctuations
(A) Top panel shows a spectrogram of the average LFP power (Z score by frequency) triggered on transitions to LIA, which occur at time 0. Bottom panels show
the average velocity (Vel.), whisking (Whisk.), and pupil diameter (Pupil Dia.) (shaded regions mark mean ±SEM). Note that transitions to LIA were associated with
an increase in delta (0.5–3.5 Hz) and beta (10–20 Hz) LFP power.
(B) Scatterplots of median velocity, whisking, and pupil diameter before (Pre-LIA) and after the transition (LIA). Each point comes from a single transition. The axis
labels list the time windows used for computing median values. Locomotor velocity (n = 2,729 transitions), whisking (n = 2,695 transitions), and pupil diameter
(n = 973 transitions) all showed a significant decrease across transitions to LIA (p < 0.001, Wilcoxon signed-rank tests).
(C) Left panel shows the membrane potential of granule cells triggered on transitions to LIA. Each row corresponds to a single transition, with Vm normalized by
subtracting themean from2 to 0 s. White lines on the right separate different single neurons. The rows were sorted by each neuron’s average Vm change during
transitions to LIA. The right panel shows the same for CA1 pyramidal neurons.
(D) The top left panel shows the average Vm in red (black shaded region marks mean ± SEM) triggered on transitions to LIA for a single neuron marked by the red
square in (C). Grey Vm traces come from two example transitions. The top right panel shows the average Vm from the same neuron but zoomed in to better
illustrate the change occurring during LIA transitions. Two other example neurons are shown below.
(E) The left panel shows a scatterplot of mean Vm before (Pre-LIA) versus after (LIA) transitions to LIA. Each point is the average from a single neuron. Dentate
granule cells are colored blue, with filled circles marking neurons with significant changes in Vm. CA1 pyramidal neuron averages are marked in red. Similarly, the
right panel shows the mean SD of the Vm (high-pass filtered above 5 Hz) before and after transitions to LIA. Axis labels list the time windows used for computing
means.During transitions to LIA, most hippocampal neurons depo-
larized, and the amplitude of their subthreshold fluctuations
increased (Figure 2). To assess the significance of these
changes, we compared the average Vm before and after tran-
sitions to LIA for each neuron individually. Most neurons signif-
icantly depolarized during transitions to LIA (n = 19/20 DG;
n = 22/31 CA1), and a small subset significantly hyperpolarized
(for DG, n = 1/20; for CA1, n = 2/31; p < 0.05, Wilcoxon signed-
rank tests). In order to assess the magnitude of subthreshold
fluctuations, we first computed the SD of the membrane po-
tential regardless of brain state. By this measure, granule cells
had a larger total Vm variability (6.3 mV ± 0.9 mV) than CA1 py-
ramidal neurons had (4.7 mV ± 0.6 mV), but these values
include contributions from state-dependent shifts in the
average Vm, in addition to subthreshold fluctuations. To isolate
the subthreshold fluctuations from slower changes in the
average Vm, we high-pass filtered the membrane potentialand compared the SD of the filtered trace before and after
transitions to LIA. Similar to the average Vm, most neurons
showed a significant increase in Vm variability after transitions
to LIA (for DG, n = 17/20; for CA1, n = 25/31), while one
showed a significant decrease (for DG, n = 0/20; for CA1,
n = 1/31; p < 0.05, Wilcoxon signed-rank tests). We also found
notable differences between CA1 pyramidal neurons and DG
granule cells. Specifically, during LIA, dentate granule cells
were more hyperpolarized and had larger Vm fluctuations
(Vm = 58.1 mV ± 0.9 mV; s = 3.0 mV ± 0.1 mV) compared
to CA1 pyramidal cells (Vm = 53.6 mV ± 0.5 mV; s =
1.9 mV ± 0.1 mV; p < 0.001). Across transitions to LIA, granule
cells depolarized more than CA1 pyramidal neurons (DG
DVm = 2.5 mV ± 0.5 mV; CA1 DVm = 1.2 mV ± 0.3 mV; p <
0.05), with a similar increase in Vm variability (DG Ds =
0.4 mV ± 0.05 mV; CA1 Ds = 0.4 mV ± 0.07 mV; p = 0.60,
Mann-Whitney U tests).Cell Reports 18, 136–147, January 3, 2017 139
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Figure 3. SIA Is Associated with a Hyperpolarized Membrane Potential and Small Subthreshold Fluctuations
(A) The top panel shows a spectrogram of the average LFP power (Z score by frequency) triggered on transitions to SIA, which occur at time 0. The bottom panels
show the average velocity (Vel.), whisking (Whisk.), and pupil diameter (Pupil Dia.) (shaded regions mark mean ± SEM). Note that transitions to SIA are associated
with a broadband decrease in LFP power.
(B)Scatterplotsofmedianvelocity,whisking,andpupil diameterbefore (Pre-SIA)compared toafter (SIA) the transition.Eachpoint comes fromasingle transition, and
axis labels list the time windows used for computing median values. Locomotor velocity (n = 1,856 transitions, mostly reflecting postural adjustments), whisking
(n = 1,825 transitions), and pupil diameter (n = 558 transitions) all showed a significant increase across transition to SIA (p < 0.001, Wilcoxon signed-rank tests).
(C) The left panel shows the membrane potential of granule cells triggered on transitions to SIA. Each row corresponds to a single transition, and Vm was
normalized by subtracting the mean from2 to 0 s. White lines on the right separate different single neurons. The rows were sorted by each neuron’s average Vm
change during transitions to SIA. The right panel shows the same for CA1 pyramidal neurons.
(D) The top left panel shows the average Vm in blue (black shaded regionmarksmean ±SEM) triggered on transitions to SIA for a single neuronmarked by the blue
circle in (C). Gray Vm traces come from two example transitions. The top right panel shows the average Vm from the same neuron but zoomed in to better illustrate
the change occurring during SIA transitions. Two other example neurons are shown below.
(E) The left panel shows a scatterplot of the mean Vm before (Pre-SIA) compared to after (SIA) transitions to SIA. Each point is the average from a single neuron.
Dentate granule cells are colored blue, with filled circles marking neurons with significant changes in Vm. CA1 pyramidal neuron averages are marked in red.
Similarly, the right panel shows themean SD of the Vm (high-pass filtered above 5 Hz) before and after transitions to SIA. Axis labels list the timewindows used for
computing means.
See also Figure S2.Changes in Vm across transitions to SIA were largely opposite
to those associated with transitions to LIA (Figure 3). Overall,
most neurons significantly hyperpolarized across transitions to
SIA (for DG, n = 17/20; for CA1, n = 20/31), but a few significantly
depolarized (for DG, n = 1/20; for CA1, n = 2/31; p < 0.05, Wil-
coxon signed-rank tests). Similarly, most neurons showed a
significant decrease in Vm variability (for DG, n = 14/20; for
CA1, n = 22/31; p < 0.05). During SIA, dentate granule cells
were more hyperpolarized and had larger Vm fluctuations
(Vm = 62.5 mV ± 1.0 mV; s = 2.4 mV ± 0.1 mV) compared
to CA1 pyramidal neurons (Vm = 55.9 mV ± 0.6 mV; s =
1.2 mV ± 0.1 mV; p < 0.001). Across transitions to SIA, dentate
granule cells hyperpolarized more than CA1 pyramidal neurons
did (DG DVm = 3.3 mV ± 0.6 mV; CA1 DVm = 1.2 mV ±
0.3 mV; p < 0.002), with a similar decrease in Vm variability
(DG Ds = 0.5 mV ± 0.07 mV; CA1 Ds = 0.6 mV ± 0.07 mV;140 Cell Reports 18, 136–147, January 3, 2017p = 0.13, Mann-Whitney U tests). In addition, the more a neuron
hyperpolarized across transitions to SIA, the more it tended to
depolarize across transitions to LIA (R2 = 0.78, p < 0.001;
Figure S2C).
While transitions to theta were associated with an increase
in locomotor velocity, whisking, and pupil diameter, there
were no significant changes in Vm or its variability across the
transitions (Figure S2A). Since theta periods tended to occur
away from identified LIA and SIA epochs, the resting Vm and
the amplitude of subthreshold fluctuations during theta may
still be quite different from those of LIA and SIA. To assess
this, we compared these quantities for the subset of dentate
granule cells (n = 14/20) and CA1 pyramidal neurons (n = 25/
31) that we recorded during all three states (LIA, SIA, and
theta). As shown in Figure 4A, most neurons were more depo-
larized during LIA and theta compared to SIA and tended to be
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(A1–A4) In (A1), a scatterplot showing the average Vm during LIA compared to SIA. Each point is the average from a single neuron. Dentate granule
cells are colored in blue, with filled circles marking neurons with significant changes in Vm. CA1 pyramidal neuron averages are marked in red. (A2)
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(B) Same as in (A) but for Vm variability.
(C) Same as in (A) but for distance to spike threshold. The distance to spike threshold was computed as the average spike threshold across LIA, SIA, and theta
epochs minus the membrane potential from each state.more depolarized during LIA than theta. Similarly, Vm vari-
ability was significantly larger during LIA, compared to theta
and SIA, and tended to be higher during theta than SIA (Fig-
ure 4B). Because the behavioral level of arousal increases
from LIA to SIA to theta, these results demonstrate that hippo-
campal subthreshold activity is an approximately U-shaped
function of arousal.
Such modulations in resting membrane potential and the
amplitude of subthreshold fluctuations may affect the amount
of depolarization needed to bring neurons to spike threshold.
To measure this, we subtracted each neuron’s average spike
threshold, which did not depend on brain state, from its
state-specific average membrane potential. As shown in Fig-
ure 4C, most hippocampal principal cells were significantlycloser to spike threshold during LIA compared to SIA and
tended to be closer during theta than SIA. In addition, the spike
threshold of dentate granule cells (42.3 mV ± 0.6 mV) was
significantly more positive than that of CA1 pyramidal neurons
(46.3 mV ± 0.6 mV; p < 0.002, Mann-Whitney U test). Due to
their higher spike threshold and hyperpolarized resting mem-
brane potential, dentate granule cells were two times farther
from spike threshold compared to CA1 pyramidal neurons dur-
ing LIA, SIA, and theta, which likely explains the sparse activity
of granule cells in vivo. Together, these results indicate how co-
ordinated modulations of membrane potential statistics may
contribute to state-dependent network activity by controlling
the amount of depolarization needed to bring neurons to spike
threshold.Cell Reports 18, 136–147, January 3, 2017 141
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Figure 5. Transitions to LIA Contribute to Pre-ripple Ramps in the Membrane Potential.
(A) The top panel displays the average ripple-triggered LFP from 100 to 100 ms showing the average ripple in the CA1 cell layer. The middle panel shows the
average LFP power (Z score by frequency) from 3 s to 3 s triggered on ripples, which occur at time 0. The bottom panels show the average velocity (Vel.),
whisking (Whisk.), and pupil diameter (Pupil Dia.) around ripple onset (shaded regions mark mean ± SEM).
(B) Scatterplots of median velocity before (Baseline) compared to after (Post-Ripple) ripples and whisking and pupil diameter well before (Baseline) compared to
just before (Pre-Ripple) ripples. Each point comes from a single ripple and the axis labels list the time windows used for computing median values. Ripples were
preceded by a significant decline in whisking activity (n = 3,705 ripples) and pupil diameter (n = 1,835 ripples; p < 0.001, Wilcoxon signed-rank tests).
(C) Ripple-triggered averages of the subthreshold Vm for individual dentate granule cells that show significant pre-ripple ramps (blue). The average Vm using only
ripples occurring 3 s into an LIA epoch are shown in purple. Blue and purple shaded regions mark the 95% confidence intervals for each sample. The gray band
marks themean confidence intervals of the pre-ripple Vm (from3 to2 s) using all ripples (from the blue trace). The average Vm from this same interval ismarked
by the black line. The number of ripples entering each average is reported in the legends. The inset illustrates how ramp amplitude (red bar) was computed.
(D) Same as in (C) but for three neurons showing smaller ramps that were not statistically significant.
(E) Scatterplot of the amount each granule cell depolarizes during transitions to LIA (x axis) versus the amplitude of its ramp (y axis).
(F) Scatterplot showing the amplitude of the ramps using all ripples (x axis) compared to using only ripples occurring greater than 3 s into an LIA epoch (y axis).
See also Figure S3.Origins of Pre-ripple Ramps in the Membrane Potential
of Hippocampal Neurons
In a previous study, we found that a subset of CA1 pyramidal
neurons (n = 5/30) shows depolarizing and hyperpolarizing
ramps in their Vm starting approximately 1 s before ripple onset
(Hulse et al., 2016). Can changes in membrane potential associ-
ated with transitions to LIA contribute to these ramps? To assess
this, we first triggered the LFP and behavioral measures of
arousal on ripples detected in the CA1 pyramidal cell layer (Fig-
ure 5A). Consistent with SWRs preferentially occurring during the142 Cell Reports 18, 136–147, January 3, 2017LIA state (Figure S3A), delta and beta power in the hippocampal
LFP were high around ripples, while whisking activity and pupil
diameter showed a significant decline preceding SWRs (Figures
5A and 5B). Furthermore, 48% of SWRs occurred within 3 s
following transitions to LIA (Figure S3B). These findings demon-
strate that transitions to LIA are indeed a factor contributing to
pre-ripple ramps in the Vm. They also make two specific predic-
tions. First, similar ramps should be present in DG granule cells,
since these cells also depolarize across transitions to LIA.
Indeed, half of the dentate granule cells showed significant
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Figure 6. Fluctuations in Pupil Diameter during LIA Are Reflected in the Subthreshold Dynamics of Individual Neurons
(A) Example of correlated changes in pupil diameter (Pupil Dia.), LFPs, and subthreshold activity during a period of LIA. The top panel shows pupil diameter, with
the gray box marking the period of dilation. The middle panel shows four LFPs around the CA1 cell layer (marked by red dot). Blue ticks indicate time of ripple
occurrence. The bottom panel shows subthreshold activity from a dentate granule cell. Notice that pupil dilation is associated with a flattening of the LFP and a
hyperpolarized Vm with low variability.
(B) Same as in (A) but for a period of LIA with two dilation periods and subthreshold activity from a CA1 pyramidal cell.
(C) Histogram showing the difference in ripple rates for constriction (Constrict) compared to dilation (Dilate) across LIA epochs. Positive values indicate a higher
ripple rate during constriction relative to dilation. Epochs of LIA with no ripples were excluded. Periods of pupil dilation had significantly lower ripple rates (n = 855
LIA epochs; p < 0.001).
(D) Scatterplot showing the SD of the LFP from the stratum radiatum of CA1 (bottom LFP channel in A/B), where sharp waves occur, during periods of constriction
compared to periods of dilation. Each dot represents one LIA epoch. Periods of pupil dilation had significantly smaller LFP fluctuations (n = 855 LIA epochs;
p < 0.007).
(E) Scatterplot showing the average Vm in LIA during periods of constriction compared to periods of dilation. Each dot represents one LIA epoch, and dots are
color coded by cell type (blue for DG; red for CA1). Periods of pupil dilation were associated with significantly more hyperpolarized Vm (DG: n = 10 granule cells
from n = 539 LIA epochs, p < 0.007; CA1: n = 9 CA1 pyramidal neuron from n = 319 LIA epochs, p < 0.001).
(F) Same as in (E) but for the SD of the Vm. Periods of pupil dilation had significantly smaller Vm fluctuations (DG: n = 10 granule cells from n = 539 LIA epochs,
p < 0.001; CA1: n = 9 CA1 pyramidal cells from n = 319 LIA epochs, p < 0.001; p values are from Wilcoxon signed-rank tests).depolarizing ramps in their pre-ripple Vm, and while not statisti-
cally significant, many others showed smaller ramps (Figures 5C
and 5D). Second, the magnitude of the ramps should correlate
with the change in membrane potential associated with LIA tran-
sitions. Indeed, neurons that depolarized more across transi-
tions to LIA had larger depolarizing ramps, both in the dentate
gyrus (Figure 5E; R2 = 0.7, p < 0.001) and in the area CA1 (Fig-
ure S3E; R2 = 0.66, p < 0.001).
Are transitions to LIA the sole driver of pre-ripple ramps? To
answer this question, we restricted our analysis to ripples occur-
ring at least 3 s into a period of LIA (Figure S3). Interestingly, both
whisking and pupil diameter still showed significant declines pre-
ceding ripples (Figure S3D), suggesting that arousal decreases
leading up to ripples evenwithin the LIA state. In addition, though
smaller, Vm ramps were still observed for ripples occurring at
least 3 s into a period of LIA (Figure 5F). These findings suggest
that a reduction in arousal preceding ripples within LIA epochs
also contributes to pre-ripple Vm ramps. Importantly, they also
suggest that behavioral state changes within LIA may affect
network activity.
While previous studies have largely considered LIA to be a
homogeneous state, our results suggest that fluctuations
in arousal within LIA may affect network activity. To inves-
tigate this directly, we divided LIA epochs into periods whenthe pupil was constricting (72.2% of time) or dilating (27.8% of
time) and compared ripple rate, the amplitude of LFP fluctua-
tions, mean Vm, and the amplitude of Vm fluctuations (Figure 6).
Figure 6A shows a clear example in which a brief microdilation
during an LIA epoch is associated with a desynchronization of
the LFP and a hyperpolarization and reduction in Vm variability.
Consistent with this example, periods of pupil dilation during
LIA had significantly lower ripple rates, lower amplitude LFP fluc-
tuations, a more hyperpolarized Vm, and smaller amplitude Vm
fluctuations (Figures 6C–6F). These results demonstrate that
LIA is not a homogeneous state. Instead, constant fluctuations
in the level of arousal drive changes in subthreshold dynamics
and network activity.
DISCUSSION
By combining in vivo whole-cell recordings from identified den-
tate granule cells and CA1 pyramidal neurons with multisite
LFP and behavioral measurements in awakemice, we character-
ized how hippocampal subthreshold activity is modulated by
brain and behavioral state. We show that the membrane po-
tential of most hippocampal neurons is depolarized and has
large amplitude fluctuations during LIA. In contrast, SIA is asso-
ciated with a hyperpolarized membrane potential and smallerCell Reports 18, 136–147, January 3, 2017 143
subthreshold fluctuations. During theta oscillations, the Vm has
intermediate levels of depolarization and subthreshold fluctua-
tions. In agreement with these changes, the distance to spike
threshold depends upon the state of the network. In addition,
many hippocampal cells begin to depolarize approximately 1 s
before ripple onset. These Vm ramps correlate with brain state
transitions to LIA as well as smaller fluctuations in arousal within
sustained periods of LIA. Finally, our results provide evidence
that rapid fluctuations in pupil diameter during periods of LIA
mirror modulations in ripple rate and subthreshold activity.
Previous studies in neocortex have observed state-dependent
modulations in subthreshold activity, but the nature of the effects
depends upon the brain area and cell type investigated. To ac-
count for these findings in neocortex, three models have been
proposed: the binary, sigmoidal, and U models (McGinley
et al., 2015b). Our results suggest that Vm and its variability
are approximately U-shaped functions of arousal at the input
(dentate gyrus) and output (area CA1) stages of the hippocampal
formation.
However, we found a subset of hippocampal neurons (approx-
imately two CA1 pyramidal neurons and one granule cell) that
shows the opposite trend. These neurons tend to hyperpolarize
across transitions to LIA (Figure 2), depolarize across transitions
to SIA (Figure 3), and hyperpolarize around ripples (Figures 5E
and S3E). The activity of these neurons is consistent with that re-
ported in previous studies that have described a subset of prin-
cipal neurons showing a robust increase in activity during SIA
that may code for spatial position in the absence of locomotion
and associated theta oscillations (Jarosiewicz et al., 2002; Jaro-
siewicz and Skaggs, 2004a, 2004b; Kay et al., 2016).
The statistics of the Vm reflect a combination of synaptic input
patterns and single-cell properties. There is a wealth of evidence
from extracellular recordings that spiking patterns, both within
the hippocampus and its input areas, strongly depend on brain
state (O’Keefe, 1976; O’Keefe and Nadel, 1978; Buzsa´ki et al.,
1983; Wilson and McNaughton, 1994; Chrobak and Buzsa´ki,
1996; Jarosiewicz et al., 2002; Lee and Wilson, 2002; Hafting
et al., 2005; Foster andWilson, 2006; Kay et al., 2016; O´lafsdo´ttir
et al., 2016). Furthermore, previous studies have suggested that
single-cell properties, such as membrane conductances or syn-
aptic efficacy,may also bemodulated by brain state (Winson and
Abzug, 1977, 1978; Hasselmo, 1999). However, these properties
have been much harder to study in vivo. Our results provide ev-
idence that, in addition to input patterns, single-cell properties
are, indeed, modulated by brain state, altering the characteris-
tics of hippocampal neurons.
In particular, the gradual membrane potential depolarization
starting approximately 1 s before ripple onset in both dentate
granule cells and CA1 pyramidal neurons is difficult to account
for based on the known firing properties of hippocampal neurons
around ripples (O’Keefe and Nadel, 1978; Buzsa´ki, 1986; Buz-
sa´ki et al., 1992; Wilson and McNaughton, 1994). The predomi-
nant view is that the major source of excitatory drive during
ripples is the firing of CA3 pyramidal cells (Buzsa´ki, 2015). While
the spiking properties of these neurons have been extensively
studied (Csicsvari et al., 2000), there is no evidence that activity
in CA3 ramps up as early as 1 s before ripples. In fact, there is no
evidence indicating that the spiking output of any excitatory or144 Cell Reports 18, 136–147, January 3, 2017inhibitory neuron within the hippocampal formation can be the
source of synaptic input accounting for the pre-ripple ramps in
the membrane potential.
Instead, the observed Vm rampsmost likely reflect shifts in the
properties of single hippocampal neurons, presumablymediated
by state-dependent changes in the neuromodulatory environ-
ment (Kale´n et al., 1989; Kametani and Kawamura, 1990; Park
et al., 1999; Lee and Dan, 2012; Marder et al., 2014). There are
two observations in our data that support this interpretation.
First, the amplitude of each neuron’s Vm ramp is highly corre-
latedwith its change in averagemembrane potential across tran-
sitions to LIA. Hence, these transitions, which are known to be
associated with a shift in the neuromodulatory environment
(Marrosu et al., 1995), are a significant factor contributing to
Vm ramps. Second, pupil diameter, which reflects fluctuations
in brain state and arousal (Reimer et al., 2014; McGinley et al.,
2015b), decreases starting approximately 1 s before ripple
onset, mirroring the Vm ramps. This suggests that fluctuations
in the neuromodulatory environment within LIA may be a second
significant factor contributing to Vm ramps. Consistent with this
interpretation, a recent study identified a subset of median raphe
neurons that ramp down their firing a second or so before ripple
onset, representing one potential source of this neuromodula-
tory influence (Wang et al., 2015).
Since neuromodulators are expected to act globally on the
circuit, the resulting coordinated depolarization of most hippo-
campal neurons may reflect the network entering a regime
conducive to ripple generation and transmission. Specifically,
the population burst nucleated within CA3 should be able to
effectively drive the CA1 network, largely in the absence of ento-
rhinal input. One mechanism that has been suggested to enable
this is an increase in the efficacy of the Schaffer collaterals during
LIA (Winson and Abzug, 1977, 1978; Hasselmo, 1999; Hasselmo
and McGaughy, 2004). The large subthreshold fluctuations that
we observed during LIA may reflect this increase in synaptic ef-
ficacy. Our results also show that the membrane depolarization
associated with LIA brings neurons closer to spike threshold,
which represents an additional mechanism that may enable
the effective transmission of ripples. We speculate that a depo-
larized and highly variable membrane potential may support the
nucleation of ripples in CA3 by affecting the probability that a
subset of neurons is coactive. Shifts toward this regime occur
not only during transitions to LIA but also, importantly, during
smaller fluctuations in brain state (‘‘microstates’’) within sus-
tained periods of LIA. Seen in this light, pre-ripple ramps in the
membrane potential reflect the network entering a state capable
of generating ripples, while the intracellular depolarization and
ripple oscillations observed during SWRs reflect mechanisms
specific to the generation process (Ylinen et al., 1995; Hulse
et al., 2016).
By combining in vivo whole-cell recordings with multisite LFP
and behavioral measurements, we show that the subthreshold
dynamics of hippocampal neurons are strongly modulated by
brain state. These fundamental measurements reveal several
features of hippocampal processing. First, the distance to spike
threshold is state dependent. This will affect the recruitment
of neurons to network patterns by determining the amount of
depolarization needed to reach spike threshold. Second, many
hippocampal neurons show depolarizing ramps in their mem-
brane potential starting approximately 1 s before ripple onset.
These ramps reflect coordinated shifts in subthreshold activity
toward a state conducive for ripple generation. Finally, even
within well-characterized brain states such as LIA, rapid fluctua-
tions in arousal mirror modulations in the membrane potential
of hippocampal neurons. This suggests that fast modulations
of arousal are reflected in coordinated shifts in hippocampal
subthreshold activity. These results support a dynamic view of
waking brain states, whereby coordinated fluctuations of sin-
gle-cell properties contribute to the emergence of network pat-
terns in the hippocampus. Furthermore, they provide a basis
for future work dissecting the cellular and modulatory mecha-
nisms supporting brain-state-dependent processing in the
hippocampus.
EXPERIMENTAL PROCEDURES
Awake, In Vivo Recordings
Male mice (C57BL/6-E; Strain Code 475; Charles River Laboratories) were
head-fixed on a spherical treadmill and allowed to run and walk freely. A
potentiometer connected to the axis of the treadmill allowed for behavioral
readout of locomotor velocity. To measure pupil diameter and whisker
movements, the mouse was illuminated with an infrared (850 nm) LED
(M85OL3, Thorlabs) and imaged with a charge-coupled device (CCD) cam-
era (scA640-70fm, Basler; with a Nikon AF Micro-Nikkor 105-mm f/2.8 lens)
positioned 60 from the midline (mouse’s left) and 30 down from the hori-
zontal plane (Sakatani and Isa, 2004). To record LFPs, a single-shank, 32-
site silicon probe with 100-mm site spacing was inserted in the coronal
plane to a depth of 2,600–3,000 mm. The probe was adjusted so that a
recording site was positioned in the CA1 pyramidal cell layer for reliably
recording LFP ripple oscillations. Whole-cell recording pipettes were filled
with an internal solution containing (in millimolar): 115 K-gluconate, 10
KCl, 10 NaCl, 10 HEPES, 0.1 EGTA, 10 Tris-phosphocreatine, 5 KOH,
13.4 biocytin, 5 Mg-ATP, and 0.3 Tris-GTP. The internal solution had an
osmolarity of 300 mOsm and a pH of 7.27 at room temperature. The mem-
brane potential was not corrected for the liquid junction potential. Whole-
cell recordings were obtained ‘‘blind,’’ according to previously described
methods (Margrie et al., 2002). Capacitance neutralization was set prior to
establishing the gigaohm seal. Access resistance was estimated online by
fitting the voltage response to hyperpolarizing current steps. Recordings
were aborted when the access resistance exceeded 120 MU or the action
potential peak dropped below 0 mV. All animal procedures were performed
in accordance with NIH guidelines and with the approval of the Caltech
Institutional Animal Care and Use Committee.
Brain State Identification
Brain state identification was carried out in four stages. First, the hippocampal
LFPs were subdivided in contiguous 500-ms segments and represented as
points in a six-dimensional feature space based on their spectral content. Sec-
ond, a subset of the points was labeled as theta or LIA using a semi-automated
approach. Third, these labeled examples were used to initialize a K-means
classifier that categorized all segments as LIA, theta, or unlabeled. Fourth, un-
labeled segments with low broadband power were categorized as SIA (Fig-
ure S1). The length of the window chosen for brain state identification is based
on the notion that brain states persist for periods longer than 500 ms.
Quantification and Statistical Analysis of Behavioral Variables and
Subthreshold Activity
To quantify the change in behavioral variables and subthreshold activity upon
transitions into LIA, SIA, and theta (Figures 2, 3, and S2), we compared the
average values in pre- and post-transition time windows. Similarly, to quantify
changes in behavioral variables around ripples (Figures 5 and S3), we
compared their median activity in time windows that reflect each signal’sdynamics around ripples. Wilcoxon signed-rank tests were used to assess
significant differences in the aforementioned values. Mann-Whitney U tests
were used to assess differences between states for each individual neuron
(indicated by fill of circles in Figures 4A1–4A3, 4B1–4B3, and 4C1–4C3), and
Wilcoxon signed-rank tests were used to test for significant difference across
all neuron averages (Figures 4A4, 4B4, and 4C4).
To assess the significance of pre-ripple ramping in the neuron-averaged,
ripple-triggered Vm traces (Figures 5C and 5D), 95% confidence intervals on
the subthreshold Vm were constructed at each sample from 3 s to 3 s.
Pre-ripple confidence intervals were computed as the average of the upper/
lower 95% confidence intervals from 3 to 2 s. Neurons were considered
to have significant ramps if their average Vm spent at least 150 ms continu-
ously above or below the 95% baseline confidence intervals at least 100 ms
before the ripple.
In order to evaluate the effect of pupil diameter on neuronal activity during
LIA (Figure 6), we divided every LIA epoch into periods where the pupil was
constricting and periods where the pupil was dilating. LIA epochs that did
not contain both periods of constriction and dilation were excluded (31% of
LIA epochs). Next, we compared the average ripple rate, LFP amplitude (SD
of the LFP from the channel 200 mm below the CA1 pyramidal cell layer, where
sharp waves occur), mean subthreshold Vm, and Vm variability for periods
of pupil constriction and dilation. Wilcoxon signed-rank tests were used to
assess the significance of differences in neuronal activity between pupil states.
A more detailed description of all experimental procedures is provided in the
Supplemental Information.
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