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One of the main challenges of quantum information is the reliable verification of quantum en-
tanglement. The conventional detection schemes require repeated measurement on a large number
of identically prepared systems. This is hard to achieve in practice when dealing with large-scale
entangled quantum systems. In this letter we formulate verification as a decision procedure, i.e.
entanglement is seen as the ability of quantum system to answer certain “yes-no questions”. We
show that for a variety of large quantum states even a single copy suffices to detect entanglement
with a high probability by using local measurements. For example, a single copy of a 16-qubit
k-producible state or one copy of 24-qubit linear cluster state suffices to verify entanglement with
more than 95% confidence. Our method is applicable to many important classes of states, such as
cluster states or ground states of local Hamiltonians in general.
INTRODUCTION
A main focus of modern practical quantum information
research is on the generation of large-scale quantum en-
tanglement involving many particles with the goal of
achieving real applications of quantum technologies [1, 2].
Recent quantum experiments dealing with a large num-
ber of particles, such as optical lattice simulations involv-
ing 103 − 104 atoms [3–6], experiments with hundreds
of trapped ions [7] or thousands of qubits in D-Wave
systems [8], show the real potential for applications of
quantum technologies in the near future. An important
instance of this challenge is the verification problem, i.e.
how to reliably detect the presence of quantum resources,
in particular quantum entanglement. The plausibility of
standard verification schemes is questionable, since they
require repeated measurement on large ensemble of iden-
tically prepared copies, which is highly demanding to
achieve in practice.
One way of detecting quantum entanglement is to per-
form full quantum state tomography [9] (see also [10, 11])
from which one can extract full information about the
quantum state preparation (one can recover the entire
density matrix). However, the full tomography becomes
an unrealistic task already for a moderate size of quan-
tum systems as the number of required measurement
settings grows exponentially fast with the size of sys-
tem. Luckily, in many cases, the knowledge of the entire
quantum state is not needed, i.e. one can witness the
presence of entanglement by measuring the mean values
or the higher moments of a moderate number of physi-
cal quantities (observables). This is the groundwork for
detection methods based on witness operators [12–17],
non-linear entanglement witnesses [18–20], Bell’s inequal-
ities [21, 22], quantum Fisher information [23–26] and
random correlations [27–29]. These methods have been
proven extremely useful for many practical situations and
they have been extensively developed for the detection of
a variety of quantum states and adapted to various sce-
narios (see review articles [30–32]). Nevertheless, all
of the existing detection schemes are based on an ideal-
ized situation which requires repeated measurements on a
large ensemble of independent and identically distributed
(i.i.d.) copies of a quantum state.
The typical detection procedure involves the extraction
of the mean value of a certain witness operator W =∑
iWi, by measuring the means of the local observables
Wi = A1 ⊗ · · · ⊗ AN (N is the size of system). There-
fore, in order to detect entanglement, one has to conduct
different experiments (different measurement settings for
each Wi), each of which requires a large number of iden-
tically prepared copies such that the sample averages are
close to the real mean values. However, as any practical
situation deals with a finite amount of data generated by
a quantum measurement, the presence of entanglement
can be verified only with a certain level of confidence,
thus an adequate statistical analysis is necessary [33–35].
Moreover, it is very hard to fulfil these requirements when
dealing with large-scale entangled systems as only a lim-
ited (rather low) number of instances of a given quantum
resource is available, due to various technical challenges,
such as the lack of a good control and manipulation.
As an example, one can take a recent experiment done
with single photons [36] where a 10-photon coincidence
was registered every five minutes in average. With the
same technology, that is by using the parametric down-
conversion and postselection techniques, every additional
photon pair (e.g. 12, 14, . . . photons) would reduce the
count rate by at least one order of magnitude, conse-
quently making the duration of the experiment (to verify
entanglement) months or even years longer. In such situ-
ations, where only a limited number of resources is avail-
2able, the main question arises whether it is still possible
to reliably and efficiently certify the presence of quantum
entanglement? This question is not only interesting from
the theoretical point of view, it is also of great impor-
tance for practical quantum information.
In recent years we have seen several works that go beyond
i.i.d. scenario, in the context of quantum state tomogra-
phy [37] and reliable entanglement verification [20, 35].
Although the techniques and methods developed there
are quiet generic, they still require a large sample sizes to
verify entanglement with high confidence. On the other
hand, in situations where only a low number of instances
of a given quantum resource are available it appears natu-
ral to employ random sampling techniques [38] for reliable
detection. The advantage of such methods comes from
simplicity of the data analysis, since minimal prior knowl-
edge of the global population is needed. In the quan-
tum scenario, random sampling has been proven very
useful for quantum communication complexity [39, 40],
tomography via compressed sensing [41], fidelity estima-
tion [42], self-testing methods [43–48], quantum state
certification [49, 50], quantum secret sharing [51] and
verification of quantum computing [52]. Some of these
methods can be used to verify entanglement probabilis-
tically as demonstrated in [53, 54]. In the same spirit,
we shall incorporate random sampling methods together
with techniques of quantum communication complex-
ity [39, 40] to propose entanglement verification scheme
in the form of a quantum information task. Unlike focus-
ing on a large ensemble of i.i.d. copies, our main target
here is a single experimental run, i.e. the central quantity
for entanglement detection is the probability of success to
perform certain binary task, given that the state was en-
tangled/separable. Therefore, our scheme is designed to
detect entanglement probabilistically. This framework
has two main advantages as compared to conventional
detection schemes:
a) it promises a dramatic reduction of the resources
needed for reliable verification in large quantum
systems, and
b) it provides a simple tool for reliable statistical anal-
ysis of errors and confidence intervals.
Most importantly, we show that in many situations the
probability of success (to accomplish certain binary task)
decreases exponentially fast with the size of system for
all separable input states, whereas it approaches cer-
tainty if a particular entangled state (the target state)
was prepared. Thus, even a single experimental run (sin-
gle copy) can reveal the presence of entanglement with
high accuracy. To our best knowledge, this is the first
demonstration of entanglement detection in a single-copy
regime (apart from the well-studied example of an i.i.d.
state ρ⊗N , see example of k-producible state bellow).
We explicitly construct the detection procedure for k-
producible states [55] and cluster states [56]. We show
that, for example, one copy of a 16-qubit k-producible
state or a single-copy of 24-qubit linear cluster state suf-
fices to certify entanglement with more than 95% con-
FIG. 1. Probabilistic entanglement detection. A single-
copy of N-partite quantum state is prepared. The sequence of
measurement settings {m1, . . . ,mN} is randomly drawn from
distribution Π(m1, . . . ,mN). Each mk is locally executed on
kth subsystem and the set of outcomes {i1, . . . , iN} is ob-
tained. The value of binary cost function F[N] = F
i1...iN
m1...mN
prescribes either “success” (F[N] = 1) or “failure” (F[N] = 0)
to the experimental run.
fidence. Thus, our method is applicable for quantum
experiments involving tens of entangled qubits with the
promise of a dramatic reduction of the resources needed
for reliable entanglement detection (as compared to stan-
dard methods). Furthermore, the method developed for
k-producible states can be used to naturally embed the
standard techniques based on entanglement witnesses
into our framework, meaning the statistical analysis of
confidence intervals and errors simple and straightfor-
ward. Finally, we develop a general method for entan-
glement detection in ground states of local Hamiltonians
(that exhibit the so-called entanglement gap [16]). These
include many important classes of quantum states, such
as the matrix product states [57] and projected-entangled
pair states [58] as they can be seen as unique ground
states of the so-called parent Hamiltonians [57, 59]. At
the end, we analyze the noise effect and we show that our
probabilistic detection is very robust against the noise
modeled by an arbitrary separable state.
RESULTS
Detection framework
Our method relies on a decision procedure where entan-
glement is seen as the ability of quantum systems to an-
swer certain “yes-no questions”. The main figure of merit
is the probability of success that a certain binary cost
function F evaluates to 1, i.e. P [F = 1]. The main goal
is to provide examples of quantum states where P de-
3creases exponentially fast to zero as the size of system
grows for all separable states, whereas it approaches cer-
tainty (P = 1) if a particular entangled state (the target
state) was prepared. Therefore, one can verify the pres-
ence of quantum entanglement with high probability even
by measuring a single copy of a large quantum system.
In order to explain how our scheme works we consider
a quantum system composed of N subsystems each re-
siding in a finite-dimensional Hilbert space of dimension
d. We usually assume N is large, although all the for-
mulas derived hold for general N . To each subsystem
we associate a certain set of possible measurements that
can be performed locally. For example, in the case of
qubits we may chose to measure each of them in com-
plementary bases (such as X and Z measurement). In
the general case, we shall include the most general quan-
tum measurements (POVMs). Thus to each subsystem
we associate a set of M different measurement settings
defined by the set of positive semidefinite operators E
(k)
mi ,
where
∑
iE
(k)
mi = 1 and m = 1 . . .M . Here k labels the
subsystem, m the measurement setting and i labels the
measurement outcome.
Given a single-copy of an N -partite quantum system, the
detection procedure consists of the following four steps
(see Figure 1):
1. A sequence of measurement settings
{m1,m2, . . . ,mN} is randomly generated from the
probability distribution of settings Π(m1, . . . ,mM ),
2. The measurements are locally executed on each
subsystem and the set of outcomes {i1, . . . , iN} is
obtained,
3. A certain binary (0/1) cost function of settings and
outcomes F[N ] = F
i1...iN
m1...mN is computed,
4. If F[N ] = 0/1 we associate “success/failure” to the
experimental run.
This is the way to establish the probabilistic framework
for entanglement detection trough the probability of suc-
cess P [F[N ] = 1]. Our goal here is to choose the cost
functions such that the probability of success vanishes
exponentially fast in N for all separable states ρsep
Pρsep [F[N ] = 1] ≤ exp[−Nc], (1)
where c > 0 is some constant. On the other hand, the
cost function F[N ] is chosen such that there is an en-
tangled state for which Pρent [F[N ] = 1] ≈ 1, meaning
that whenever the state ρent (target state) has been pre-
pared, the detection scheme works even in a single-copy
scenario. An explicit bound on the probability of success
for concrete examples will be derived.
Example of k-producible state
A good example to start with is that of the k-producible
entangled state [55], i.e. |φ1〉|φ2〉 . . . |φm〉, where the
products |φs〉 involve at most k parties. For simplicity, we
chose the target state to be the product of quantum sin-
glets |ψ0〉 = |ψ−〉⊗N , where |ψ−〉 = 1√2 (|01〉 − |10〉) [60].
We consider the set of {X,Y, Z} measurement settings
for each qubit, meaning that the measurement is per-
formed in the eigenbasis of Pauli operators with the set
of binary outcomes i = 0, 1. The quantum singlet is the
unique state for which X ⊗X = Y ⊗ Y = Z ⊗ Z = −1,
meaning that the measurement of X ⊗ X , Y ⊗ Y , and
Z ⊗ Z reveals perfect anticorrelations. Let us introduce
the projectors on the outcome−1 for the correlation mea-
surement
Q =
1 −X ⊗X
2
(2)
W =
1 − Y ⊗ Y
2
(3)
R =
1 − Z ⊗ Z
2
. (4)
To these projectors we associate three measurement set-
tings S = {XX,Y Y, ZZ}. Although, the projectors are
commutative, there is no separable state for which the
measurement reveals Q = W = R = 1 simultaneously
(this is a property of the singlet state only). Therefore,
if we pick one of the settings from S randomly (with
probability 1/3), there is a chance of at most 2/3 to get
the outcome 1 for all separable inputs. More precisely,
in such a case, the probability of success
Pρsep = 〈
1
3
(Q +W +R)〉 ≤
2
3
, (5)
for all separable two-qubit states ρsep. Here 〈·〉 = Tr(·)ρ
denotes the mean value. This observation clearly sug-
gests a detection scheme. We shall divide the set of
2N qubits into consecutive pairs and for every individ-
ual pair we pick one of the settings from S randomly
(with probability 1/3) and perform the corresponding
correlation measurement (2)-(4). For separable inputs,
the bound (5) suggests that the relative frequency of the
outcome 1 cannot significantly exceed the value of 2/3
(provided that N is large). Formally, we define the fre-
quency R[N ] =
∑N
k=1 Fk, where Fk is the outcome of the
correlation measurement on individual pairs
Fk =
1
2
(
1− (−1)ik+jk
)
. (6)
Here ik, jk = 0, 1 label the single-qubit measurement out-
comes for the kth pair. The cost function is defined as
F[N ] =
{
1, R[N ] ≥ (
2
3 + δ)N ;
0, R[N ] < (
2
3 + δ)N ,
(7)
where δ > 0 is some constant we keep at the moment as
a free parameter. In other words, we associate “success”
to the run if the number of local successes Fk exceeds
4certain threshold of (23 + δ)N . The overall probability of
success reads
Pρ[F[N ] = 1] = Pρ
[
F1 + · · ·+ FN ≥
(
2
3
+ δ
)
N
]
, (8)
and we recognize in the last equation the probability that
the sum of random variables F1 + · · · + FN exceeds the
value of (23 + δ)N . If the input state is a product state
ρprod = ρ1 ⊗ · · · ⊗ ρ2N , the random variables Fk are
independent with 〈Fk〉 ≤
2
3 . For such a case the bound
on (8) is well studied in classical probability theory and
the results are known as the Chernoff bounds [61]. We
show in the Appendix that
Pρprod [F[N ] = 1] ≤ e
−D( 23+δ|| 23 )N , (9)
where D(x||y) = x log xy + (1 − x) log
1−x
1−y ≥ 0 is the
Kullback–Leibler divergence. Furthermore, if the bound
holds for all product states, it also holds for their mix-
tures, i.e. it holds for all separable states. We see that
the probability of success vanishes exponentially fast in
N , for all δ > 0. This is quite convenient, as we do not
have to fix δ in advance. Once the experiment has been
performed, we can calculate directly from the experimen-
tal data F1, F2, . . . FN how much the frequency deviates
from 2N/3, i.e. we set δ = (F1 + · · · + FN )/N − 2/3,
and consequently calculate the bound on probability of
success for separable states by using (9). For the case
of |ψ0〉 = |ψ−〉⊗N input state, each local cost function
Fk = 1 deterministically, thus we get δ = 1/3. The
bound (9) reduces to
Pρsep [F[N ] = 1] ≤
(
2
3
)N
. (10)
If N is sufficiently large, a single-copy of |ψ0〉 suffices to
certify presence of entanglement with high probability.
For example, if we want to have a detection probability
of at least 95% (i.e. we want to be sure that no sepa-
rable state has a probability of success more than 5%)
in a single-shot experiment, we get the minimal number
Nmin = 8, which is a remarkably low number.
The present example shows how the standard detection
of entanglement in quantum singlet based on the wit-
ness operator 13 (Q+W +R) can be naturally embedded
in our framework. Conventionally, one has to measure
Q, W and R in three separate experiments by using an
i.i.d. ensemble of qubit pairs ρ⊗N12 in order to estimate
the mean values 〈Q〉, 〈W 〉 and 〈R〉. However, the i.i.d.
assumption is difficult to justify operationally, hence the
statistical analysis involving many experiments is non-
trivial. Furthermore, if the number of singlet pairs is
low, it not clear how to actually pursue the detection
scheme. For example, imagine a situation where only
N = 8 pairs are available. The question is how to di-
vide the pairs and perform the corresponding measure-
ments. We may use the first three copies to measure
Q, the second three to measure W , and the last two
for the measurement of R. However, if the order is
known and fixed in advance, than the following prod-
uct state (|x+〉|x−〉)⊗3(|y+〉|y−〉)⊗3(|z+〉|z−〉)⊗2 gives
exactly the same result as the i.i.d. state |ψ−〉⊗8. Thus,
we cannot conclude the presence of entanglement or we
may even wrongly claim its presence. Certainly, a cor-
rect statement requires a proper statistical analysis. On
the other hand, one of the key procedures in our method
is the random sampling of measurement settings, which
provides us a simple tool to analyze the errors and confi-
dence intervals trough the probability of success. There-
fore, there is a clear separation between the state |ψ−〉⊗8
and the product state given above, as the later has
only the chance of (2/3)8 ≈ 0.039 to reveal the result
F1 + · · ·+ F8 = 8.
In general, any detection based on witness operator can
be incorporated in our framework, with the goal to
achieve more resource-efficient entanglement detection.
For a witness W =
∑
iWi, one has to sample the mea-
surements of Wi’s randomly every single experimental
run. The bound similar to (9) can be easily derived.
Nevertheless, one may object that in such a case, one still
requires many copies for reliable detection (i.e. N copies
of k-partite state |ψ〉 folded into a single multipartite
copy |ψ〉⊗N ). In the next examples we will unambigu-
ously show that, indeed, one can certify entanglement by
measuring only a single-copy.
Example of cluster states
Another example we present here is that of cluster
states [56]. In contrast to the previous example of k-
producible states, cluster states contain genuine multi-
partite entanglement [62] and they are known to be a
universal resource for measurement-based quantum com-
putation [63]. For the sake of simplicity, we shall ex-
plain how the single-copy detection scheme works for the
case of linear cluster states (LCS). The generalization to
higher dimensions is straightforward and we briefly dis-
cuss it at the end of this section. The N -qubit LCS is
uniquely defined by the set of 2N stabilizers, i.e.
Gq1...qN |LCS〉 = G
q1
1 . . . G
qN
N |LCS〉 = +1|LCS〉, (11)
where Gk = Zk−1XkZk+1 and qk = 0, 1. Here
{Xk, Yk, Zk} represent the set of standard Pauli ma-
trices acting on kth qubit and, for simplicity, we have
chosen the cluster state with periodic boundaries, i.e.
ZN+1
def
= Z1 and XN+1
def
= X1. We consider the set of
{X,Y, Z} measurement settings for each qubit, meaning
that the measurement is performed in the eigenbasis of
Pauli operators with the set of binary outcomes i = 0, 1.
We start with a simple analysis by considering a small
subset (cluster) of four qubits, let say {1, 2, 3, 4} with the
corresponding stabilizers G2 = Z1X2Z3, G3 = Z2X3Z4
and G2G3 = Z1Y2Y3Z4 acting solely on it. Although,
all three stabilizers are commutative, they are not locally
5compatible (in a sense that there is no local measurement
of all three of them simultaneously), therefore there is no
product (separable) state for which all three observables
can take the same value, i.e. G2 = G3 = G2G3 = +1,
simultaneously. For that reason, if we randomly chose
(with probability 1/3) to measure one of the stabilizers
there is only a chance of 2/3 to get the result +1, for
all separable inputs (similar to the previous example of
singlet state). This is the key observation that enables
our detection method to work. Our main idea is to show
that if we pick a random partition of the set of N qubits
into 4-qubit clusters and subsequently on each of them
randomly measure one of the corresponding stabilizers,
the relative frequency of the outcome +1 cannot signifi-
cantly exceed the value of 2/3. More formally, we start by
introducing partitions of N qubits into 4-qubit clusters
{ct1 , ct2 , . . . ctL}, where cts is the cluster involving the se-
quence of four qubits cts = {ts, ts + 1, ts + 2, ts + 3}.
Furthermore, we see from the previous analysis that
the border qubits in each cluster are always measured
in the Z-basis (when measuring the corresponding sta-
bilizer). Thus, we shall allow for possible overlap be-
tween neighbouring clusters on border qubits. More
precisely, we say that the partition is regular if the
neighbouring clusters overlap on at most one (border)
qubit, i.e. ts+1 − ts ≥ 3. For example, the partition
{. . . , {7, 8, 9, 10}, {10, 11, 12, 13}, . . .} is considered regu-
lar, whereas {. . . , {7, 8, 9, 10}, {9, 10, 11, 12}, . . .} is irreg-
ular, as the two clusters in partition overlap on qubits 9
and 10 (see SI for more examples). We denote the set of
all regular partitions of size L by CL. We shall think of L
as being large, e.g. on the same scale as O(N) with the
number of qubits and, at the same time, we shall choose
L such that the set CL is large in size as well. The clusters
in the partition serve as the building-blocks for the con-
struction of the cost function F[N ]. For every cluster cts
in the partition there are three stabilizers associated to
it: Gts+1 = ZtsXts+1Zts+2, Gts+2 = Zts+1Xts+2Zts+3
and Gts+1,ts+2 = Gts+1Gts+2 = ZtsYts+1Yts+2Zts+3. To
each of them we associate three projectors
Qts =
1 +Gts+1
2
, (12)
Wts =
1 +Gts+2
2
, (13)
Rts =
1 +Gts+1Gts+2
2
, (14)
that project on the +1 outcome. We associate the fol-
lowing measurement settings with each projector
{ZXZZ,ZZXZ,ZY Y Z}, (15)
and we assign “success” to the cluster measurement only
if the outcome +1 (for the value of measured stabilizer)
occurs. Formally speaking, for every cluster we define
the following local cost function
Fs = F
i1i2i3i4
m =
1
2
+
1
2


(−1)i1+i2+i3 , m = ZXZZ;
(−1)i2+i3+i4 , m = ZZXZ;
(−1)i1+i2+i3+i4 , m = ZY Y Z,
(16)
where s = 1 . . . L. Finally, for a given partition
{ct1 , ct2 , . . . , ctL} the overall cost function is defined in
the following way
F[N ] =
{
1, F1 + · · ·+ FL ≥ (
2
3 + δ)L;
0, F1 + · · ·+ FL < (
2
3 + δ)L,
(17)
where δ > 0 is some constant we keep at the moment
as a free parameter. In other words, we associate the
“success” to the run if the number of local successes ex-
ceeds a certain threshold of (23 + δ)L. We have defined
all we need to set-up the detection procedure. Firstly, a
particular partition {ct1 , ct2 , . . . , ctL} is randomly gener-
ated from the set CL (with probability 1/|CL|). Secondly,
for each cluster in the partition we pick randomly (with
probability 1/3) one setting from the set (15) and execute
the corresponding measurement. The experimental run
reveals the sequence of results F1, F2, . . . , FL from which
we evaluate F[N ] by using (17).
Now, we will show that the probability of success
vanishes exponentially fast for all separable states as
the number of qubits grows. Firstly, for a fixed
partition {ct1 , ct2 , . . . , ctL} it is clear that product
states fail to satisfy Fs = 1 for all three settings
{ZXZZ,ZZXZ,ZYY Z}, because XZ,ZX, Y Y are lo-
cally incompatible on a second and third cluster qubit.
Thus, if the settings are uniformly distributed (with
probability of 1/3), on can easily show that the prob-
ability of success for individual clusters
Pρprod [Fs = 1] = 〈Fs〉 =
1
3
〈Qts +Wts +Rts〉 ≤
2
3
, (18)
for all product states ρprod = ρ1 ⊗ · · · ⊗ ρN . Further-
more, if the input state is a product state, the local cost
functions Fs can be seen as independent binary (“0/1”)
random variables with 〈Fs〉 ≤ 2/3 for all s = 1 . . . L. The
overall probability of success reads
Pρprod [F[N ] = 1] = Pρprod
[
F1 + · · ·+ FL ≥
(
2
3
+ δ
)
L
]
,
(19)
and we recognize in the last equation the probability that
the sum of independent random variables F1 + · · · + FL
exceeds the value of (23 + δ)L. As 〈Fs〉 ≤ 2/3 we expect
that the sum F1 + · · · + FL cannot exceed 2/3L signifi-
cantly. Similar to the previous example (of singlet state),
the Chernoff bound holds (see Appendix for the proof),
i.e.
Pρprod [F[N ] = 1] ≤ e
−D( 23+δ|| 23 )L, (20)
where D(x||y) is the Kullback–Leibler divergence. Fur-
thermore, if the bound holds for all product states, it
also holds for their mixtures, i.e. it holds for all separa-
ble states. Thus, as long as L grows with N (for example
we can set L = [N/5], where [.] denotes the integer part)
the probability of success vanishes exponentially fast, for
all δ > 0. As before, we do not have to fix δ in advance.
Once the experiment has been performed, we can calcu-
late directly from the experimental data F1, F2, . . . how
much the sum of results deviates from 2L/3, i.e. we set
6δ = (F1 + · · ·+ FL)/L− 2/3, and consequently calculate
the bound on probability of success for separable states
by using (20). For the case of cluster state preparation
|LCS〉, each local cost function Fs = 1 deterministically,
thus we get δ = 1/3. The bound (20) reduces to
Pρsep [F[N ] = 1] ≤
(
2
3
)L
. (21)
If the number of qubits is sufficiently large, even a single-
copy of LCS suffices to certify presence of entanglement
with high probability. For example, if we want to have a
detection probability of at least 95% (i.e. we want to be
sure that no separable state has a probability of success
more than 5%) in a single-shot experiment, we get the
minimal number of clusters Lmin = 8. The lowest num-
ber of qubits with such support is N = 24. Nevertheless,
in such a case the set of all partitions CL reduces to three
only, and for the reason explained bellow (see discussion
at the end of this section), one may want to have |CL|
significantly larger. For example, already N = 25 has
|CL| = 25, for N = 26 we get |CL| = 117 etc.
The scheme can be used not only to detect entanglement,
it can be also used to certify the presence of LCS. To see
this, note that Pρ[F[N ] = 1] = Tr ρΠ, where
Π =
1
|CL|
∑
{ct1 ,...,ctL}∈CL
L∏
s=1
1
3
(Qts +Wts +Rts). (22)
Clearly LCS is the eigenstate Π|LCS〉 = 1|LCS〉 for the
maximal eigenvalue. Now, the operator Π can be ex-
panded in terms of stabilizers Gq1...qN defined by the
equation (11). If the set CL is sufficiently large the expan-
sion will include all 2N stabilizers. Since the LCS is the
only state with Gq1...qN |LCS〉 = +1|LCS〉 for all stabiliz-
ers, we conclude that LCS is a unique eigenstate of Π for
eigenvalue 1. Thus, the LCS state is the only state with
the maximal probability of success, i.e. P [F[N ] = 1] = 1.
We shall briefly comment on the type of entanglement
certified by the single-copy detection scheme. Firstly, if
we are willing to detect multipartite entanglement, it is
very important that the set CL is large in size. Recall,
that the bound (20) holds for arbitrary partition from the
set CL for all separable states. Therefore, if the partition
{ct1 , . . . , ctL} is fixed and known in advance, the bound
(20) still holds. Nevertheless, for such a case, the fol-
lowing 4-producible state |φ〉 = |ψ〉1|ψ〉2 . . . |ψ〉L, where
|ψ〉s is the common eigenstate for all three projectors
Qts , Wts and Rts (for eigenvalue 1), reveals Fs = 1 de-
terministically for every cluster. Consequently we have
P [F[N ] = 1] = 1 for |φ〉 being the input state. Such a
state contains localized entanglement on individual clus-
ters (blocks of entanglement). To prevent |φ〉 maximizing
the probability of success, a random choice of partition
from a large set CL is necessary. For example, already in-
cluding additional partition {ct1+1, . . . , ctL+1} obtained
by shifting one qubit to the right, prevents |φ〉 to be the
common eigenstate of Qts , Wts , Rts and Qts+1, Wts+1,
Rts+1. On the other hand, if we want F[N ] = 1 deter-
ministically for both partitions, entanglement between
neighbouring clusters is needed. Thus, if all partitions of
large CL are included, the only way to have non-trivial
probability of success is to input delocalized entangle-
ment.
Finally, let us briefly explain the generalization to the
higher dimensional case. Take an example of a 2D cluster
state (known to be universal for quantum computation).
Here, one can introduce partitions into 4×4 qubit clusters
with the corresponding stabilizer projectors (in analogy
to Qts , Wts and Rts for LCS) and define the local cost
functions. In complete analogy to the 1D case, the 2D
detection scheme consists of drawing a random partition
followed by a random measurement of local projectors on
individual clusters. The separable bound similar to (20)
can be derived. On the other hand, if the 2D cluster state
has been prepared, the probability of success is 1.
Ground states of local Hamiltonians
One of the reasons that single-copy entanglement detec-
tion works for cluster states can be associated to the ro-
bustness of entanglement with respect to local perturba-
tions. For example, if we measure one or even a group
of localized qubits in cluster state, entanglement remains
present between the rest qubits. Ground states of local
Hamiltonians are believed to share this property (robust-
ness of entanglement) [64], therefore we can expect that
they are also amendable to single-copy verification. Here
we show that indeed this is the case.
Consider a L-local Hamiltonian on some graph of N par-
ticles H =
∑N
k=1H
(k), where H(k) acts on at most L
subsystems (L is fixed and independent of N). For sim-
plicity reason, we assume the number of local terms H(k)
to match the number of particles N (this is common for
many physical situations, see for example [65]). One may
consider a more general case where the number of lo-
cal terms grows as a polynomial function of N . Never-
theless, the detection scheme shall work the same way.
Let |ψ0〉 is the ground state H |ψ0〉 = Nǫ0|ψ0〉, where
E0 = Nǫ0 is the ground-state energy. We are interested
in Hamiltonians that exhibit the so-called entanglement
gap gE = ǫs−ǫ0 > 0 [16], where ǫs =
1
N minρsep TrHρsep
is the minimal achievable energy (per particle) by a
separable state. Furthermore, we assume gE to be fi-
nite and non-zero in the thermodynamical limit, i.e.
0 < limN→∞ gE < +∞. To summarize, we are inter-
ested in Hamiltonians where the mean energy 〈H〉 can
serve as the entanglement witness, i.e. 〈H〉 ≥ Nǫs for
all separable states, whereas at least the ground state
violates this bound.
We shall develop a general scheme that works for ar-
bitrary local Hamiltonian. For that reason we intro-
duce a set of tomographically complete measurements
for each particle. For example, in the case of qubits,
a natural choice are the three complementary measure-
ments defined by X , Y and Z Pauli operators. Thus,
the set of measurement operators E
(k)
mi forms a com-
7plete basis in the space of observables, i.e. any observ-
able A(k) acting on kth subsystem can be decomposed as
A(k) =
∑
mi amiE
(k)
mi . Here m = 1 . . .M and i = 1 . . .D,
where M is the number of settings and D is the number
of outcomes. Furthermore, in order to simplify the no-
tation, we introduce a new variable xk = (mk, ik) which
labels a pair of measurement setting and outcome, hence
E
(k)
xk refers to E
(k)
mkik
. Note that
∑
xk
E
(k)
xk =M1
(k).
For a given local Hamiltonian H =
∑N
k=1H
(k), oper-
ator H(k) acts on at most L neighbouring subsystems
(neighbours of k including k itself). It is convenient
to introduce the N × L “neighbouring” matrix nk,l,
where nk,1, . . . nk,L is a sequence of integers labeling all
the neighbours of kth subsystem (including kth subsys-
tem itself) on which the local operator H(k) acts. The
“neighbouring” matrix can be seen as the list of neigh-
bourhoods (N (1), . . . ,N (N)), where N (k) denotes the
set of all neighbours of k. For example, the notation
{n3,1, n3,2, n3,3} = {2, 3, 4} means that H(3) acts on sub-
systems 2, 3 and 4. Because the set of measurement op-
erators is tomographically complete, each H(k) can be
decomposed into the sum of products of local measure-
ment operators
H(k) =
∑
x1...xL
h(k)x1...xLE
(nk,1)
x1 . . . E
(nk,L)
xL . (23)
The operator H(k) can be completely identified with the
tensor h(k) = h
(k)
x1...xL . Similarly, the full Hamiltonian H
reads
H =
∑
x1...xN
Hx1...xNE
(1)
x1 . . . E
(N)
xN , (24)
where we set MN−LHx1...xN =
∑N
k=1 h
(k)
xnk,1 ...xnk,L
(the factor MN−L comes because of the normalization∑
xEx = M1 ). Now we can set-up the detection pro-
cedure. Firstly, we pick measurement settings for indi-
vidual subsystems randomly (i.e. with probability 1/M)
and generate the sequence {m1, . . . ,mN}. The measure-
ments are executed on local subsystems and the set of
outcomes {i1, . . . , iN} is obtained. Equivalently, we say
that the sequence of random variables {x1, . . . , xN} is
generated, where xk = (mk, ik). Now, we shall de-
fine the cost function F[N ]. It is convenient to define
H[N ] = M
NHx1...xN = M
L
∑N
k=1 h
(k). A straightfor-
ward inspection shows 〈H[N ]〉 = Tr ρH = 〈H〉, thus the
classical random variable H[N ] can serve to extract the
mean value of Hamiltonian 〈H〉. Since 〈H〉 ≥ Nǫs holds
for all separable states, it is natural to chose the following
cost function
F[N ] =
{
1, H[N ] ≤ N(ǫs − δ);
0, H[N ] > N(ǫs − δ),
(25)
where 0 < δ < ǫs − ǫ0 = gE is constant we keep at the
moment as a free parameter. Since the random variable
H[N ] completely captures properties of Hamiltonian, we
expect H[N ] not to precede the separable bound Nǫs sig-
nificantly in a single-shot experiment (provided that N
is large). Indeed, in the Appendix we show that for all
separable states ρsep the following bound holds
Pρsep [F[N ] = 1] ≤ exp
[
−Nκ2δ2
]
, (26)
where κ > 0 is constant. Thus, the probability of suc-
cess vanishes exponentially fast with N for all separable
inputs. On the other hand, if the ground state |ψ0〉 is
prepared, we show in the Appendix that the probability
of success reaches 1 in the thermodynamical limit, i.e.
Pψ0 [F[N ] = 1] ≥ 1−
β2
N(gE − δ)2
, (27)
where β > 0 is constant. In other words, if N is suffi-
ciently large, the probability of success is close to 1.
There are several points worth of mentioning here.
Firstly, the previous example of cluster states can be
incorporated in the present scheme, since cluster states
can be seen as unique ground-states of local Hamilto-
nians [66]. Nevertheless, the detection scheme intro-
duced in the previous section is more resource-efficient
for cluster states for the following reasons: a) the bound
(20) is more tight than (26), and b) the probability of
success evaluates to 1 (for the cluster-state input), in
contrast to (27) which reaches 1 asymptotically. On
the other hand, the ground-state detection method has
certain practical advantages. Namely, one of the cru-
cial elements for detection is the use of tomographi-
cally complete set of measurements. In principle, they
can be substituted by a single informationally complete
POVM (ICPOVM) [67]. More precisely, instead of a
set of tomographically complete measurements, a sin-
gle POVM with the measurement operators Ei form-
ing a complete basis in the space of observables, can
be used. Thus, an N -partite Hamiltonian can be ex-
pressed as H =
∑D
i1...iN=1
hi1...iNE
(1)
i1
. . . E
(N)
iN
, where
ik = 1 . . .D labels the measurement outcome. The prop-
erties of Hamiltonian are fully captured by the classical
random variable H[N ] = hi1...iN (function of the mea-
surement outcomes i1, . . . , iN). Now, there is no ran-
dom sampling of measurement settings, there is only one
measurement (ICPOVM) for each particle. The variable
H[N ] is calculated from the set of measurement outcomes
{i1, . . . , iN}. The cost function is defined as (25), and
derivation of bounds (20) and (26) is essentially the same
as before. Formally, both methods are equivalent. Nev-
ertheless, practical advantage of using ICPOVM com-
pared to random sampling of measurement settings can
be significant in certain cases, conditioned on the physi-
cal implementation of POVM. For example, if ICPOVM
is implemented by using additional degrees of freedom
(e.g. for the case of single-photons by combining the
path and polarization degree of freedom [68]), than, the
same, single measurement setting is applied on every lo-
cal subsystem. This is very convenient when dealing with
large-scale quantum systems, for which full manipulation
8and addressability of individual particles is demanding to
achieve.
Tolerance to noise
Here we analyze the effects of noise on probabilistic en-
tanglement detection. Consider anN -partite target state
ρ0 with the probability of success p0 > 0, i.e. there is a
chance of p0 to get success (detect entanglement) in a sin-
gle experimental run (if the state ρ0 has been prepared).
This means that in practice, one needs in average 1/p0
copies of ρ0 in order to detect entanglement (if the prob-
ability of success is p0 than 1/p0 experiential runs are
needed in average to get “success”). Furthermore, let the
separable bound (1) hold, i.e. the probability of success
is exponentially small in N for all separable inputs. Now,
consider a mixture ρ = λρsep + (1 − λ)ρ0, where ρsep is
an arbitrary separable state and 0 < λ < 1 quantifies the
amount of noise. For example, in many cases the noise
can be modeled via the white noise ρsep = 1 /d
N (here
d is the dimension of local Hilbert space) or the product
colored noise ρsep = ρ1⊗ . . . ρN [69, 70]. The probability
of success for such a state is a mixture of probabilities, i.e.
Pρ = λPρsep +(1−λ)Pρ0 ≈ (1−λ)p0, as long as (1−λ)p0
is significantly larger than Pρsep = O(exp[−Nc]). This
means that noise affects detection by suppressing the
probability of success by the factor 1 − λ, for any type
of separable noise (i.e. modeled by a separable state).
Therefore, one needs in average 1(1−λ)p0 experimental
runs in order to verify the presence of entanglement. This
a strong resistance to noise, as if (1−λ)p0 is not exponen-
tially small in N (for example, we consider (1−λ)p0 > 0
constant and independent of N), entanglement can be
verified with the constant cost in terms of resources
(number of copies). On the other hand, the situation
with standard detection methods is very different. Typ-
ically, a witness tolerates noise bellow a certain critical
point, i.e. λ < λc. Thus, if noise passes the threshold,
the scheme does not work even if an infinite number of
resources is available.
To illustrate our findings, let us examine the example of
a linear cluster state mixed with the white noise ρLCS =
λ1 /2N + (1− λ)|LCS〉〈LCS|, where |LCS〉 is the linear
cluster state defined by the equation (11). The presence
of entanglement can be detected via the following set of
witness operators [71]
Wk = 1 −Gk −Gk+1, (28)
where the generatorsGk are defined by the equation (11).
One can easily show that 〈Wk〉sep ≥ 0 for all separable
states. In contrast, for the linear cluster state prepara-
tion we have 〈Wk〉LCS = −1, therefore the witness de-
tects entanglement for λ ≤ 1/2 [71]. On the other and,
if our scheme is applied (see section “Example of clus-
ter states”), the separable bound is given by the equa-
tion (20), where δ > 0 is a free parameter. As before,
we set δ = 1/3 and we get the probability of seccess
Psep ≤ (
2
3 )
L (see equation (21)), where L is the size
of partitions. For N (and consequently L) being suffi-
ciently large, Psep ≈ 0 is negligible. On the contrary, if
the state ρLCS is prepared, the probability of success is
lower bounded by Pρ = λP1 /2N +(1−λ)P|LCS〉 ≥ 1−λ,
where we used P|LCS〉 = 1. This means that 1/(1 − λ)
copies are sufficient in average in order to get success.
For example, if we set λ = 1/3, we need three copies (in
average) to detect entanglement, whereas in such a case,
the witness (28) will fail to detect entanglement even if
an infinite number of copies is supplied.
DISCUSSION
We introduced a probabilistic technique for resource-
efficient entanglement detection in large-scale multiparti-
cle quantum systems. We have shown that for variety of
quantum states, probability to detect entanglement (as
quantified by the probability of success) approaches one
exponentially fast with the size of system, implying that
even a single copy suffices to verify entanglement with
high probability. Our method promises a dramatic re-
duction of the resource needed for reliable entanglement
verification, therefore it has great potential for practi-
cal applications in current and near future experiments
aiming at generation and manipulation of massive entan-
glement.
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Appendix A: Proof of the separable bounds (9) and (20)
As it has been elaborated in the main text, if the input state is a product state ρprod = ρ1 ⊗ · · · ⊗ ρN , the local cost
functions Fs can be seen as the independent binary (0/1) random variables with 〈Fs〉 = ps ≤ p. We set s = 1 . . .K.
We proceed by the standard method for proving the Chernoff bound, i.e. by applying the Markov’s inequality [72]
P [X ≥ X0] ≤
〈X〉
X0
, (A1)
where X is a positive random variable and X0 > 0. We set X = F1 + · · · + FK and X0 = (p + δ)K = qK. For any
t > 0 we have
Pρprod [F[N ] = 1] = Pρprod [X ≥ X0] = Pρprod [e
tX ≥ etX0 ] ≤
〈etX〉
etX0
.
Thus
Pρprod [F[N ] = 1] ≤
K∏
s=1
〈etFs〉
etq
=
K∏
s=1
(
1− ps + pset
etq
)
≤
(
1− p+ pet
etq
)K
, (A2)
where the last inequality follows from ps ≤ p, i.e. 1 − ps + pse
t ≤ 1 − p + pet, for all s = 1 . . .K. The function
f(t) = 1−p+pe
t
etq attains the minimal value for tm = log
(1−p)q
(1−q)p or equivalently e
tm = (1−p)q(1−q)p . If we substitute e
tm in the
right hand side of (A2) we get
Pρprod [F[N ] = 1] ≤ e
−D(q||p)K = e−D(p+δ||p)K . (A3)
The bound holds for any product states ρprod. For a separable state ρsep =
∑
k λkρ
(k)
prod we have
Pρsep [F[N ] = 1] =
∑
k
λkPρ(k)
prod
[F[N ] = 1] ≤ e
−D(p+δ||p)K ,
(A4)
which follows directly from (A3). The bound (9) is obtained for K = N and p = 23 , whereas (20) follows for K = L
and p = 23 .
Appendix B: Proof of the separable bound (26) and the entanglement bound (27)
Firstly, let us analyze the case of a product input state ρprod = ρ1 ⊗ · · · ⊗ ρN . The probability of success reads
Pρprod [F[N ] = 1] = Pρprod [H[N ] ≤ N(ǫs − δ)] = Pρprod [h
(1) + · · ·+ h(N) ≤ K], (B1)
where we recognize the probability that the sum of random variables h(1) + · · · + h(N) precedes certain bound of
K = NML (ǫs − δ) with 0 < δ < ǫs − ǫ0 = gE. Unlike the case of cluster states, the variables h
(k) are not independent
(for the case of product inputs), therefore the straightforward application of Chernoff bound is not possible. However,
as all h(k) depend only on finite number of L “neighboring” variables, we expect to obtain the bound similar to (9).
In order to prove (26), we will use the help of the McDiarmid’s inequality [73]:
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Theorem 1. Let x1, . . . , xN be independent random variables taking values in the set X . Further, let the function
S[N ] : X
N 7→ R satisfies ∣∣∣Sx1...xk...xN − Sx1...x′k...xN
∣∣∣ ≤ αk (B2)
for all x1, . . . , xN , x
′
k ∈ X , than
P [S[N ] − 〈S[N ]〉 ≥ Q] ≤ exp
[
−2Q2∑N
k=1 α
2
k
]
, (B3)
for all Q > 0.
Firstly, note that for the case of product inputs, the random variables {x1, . . . , xN} are independent because the
probability distribution
Px1...xN =
1
MN
Tr ρprodE
(1)
x1 . . . E
(N)
xN (B4)
is factorizable. We set S[N ] = −(h
(1) + · · · + h(N)). Furthermore, we label N (k) = {nk,1, . . . , nk,L} the set of all
neighbors of k and we put |h
(k)
x1...xL | ≤ hmax for all k and all xk. Since we are dealing with the finite-dimensional
Hilbert spaces, hmax is always finite and well defined. We apply the condition for the McDiarmid’s theorem and we
get ∣∣∣Sx1...xk...xN − Sx1...x′k...xN
∣∣∣ =
∣∣∣∣∣∣−
∑
l∈N (k)
h(l)xnl,1 ...xnl,L
+ h
(l)
x′nl,1
...x′nl,L
∣∣∣∣∣∣ (B5)
≤
∑
l∈N (k)
∣∣∣h(l)xnl,1 ...xnl,L
∣∣∣+
∣∣∣∣h(l)x′nl,1 ...x′nl,L
∣∣∣∣ (B6)
≤ 2Lhmax, (B7)
thus αk = 2Lhmax. The inequality (B3) reads
Pρprod [S[N ] − 〈S[N ]〉 ≥ Q] ≤ exp
[
−Q2
2NL2h2max
]
, (B8)
for all product states ρprod and all Q > 0. Now, we shall obtain the bound on probability of success (B1). We have
Pρprod [F[N ] = 1] = Pρprod [h
(1) + · · ·+ h(N) ≤ K]
= Pρprod [S[N ] − 〈S[N ]〉 ≥ −K − 〈S[N ]〉]
≤ exp
[
−(K + 〈S[N ]〉)
2
2NL2h2max
]
≤ exp
[
−(K − NML ǫs)
2
2NL2h2max
]
= exp
[
−Nκ2δ2
]
, (B9)
where κ2 = 1/(2M2LL2h2max) and δ > 0. The second inequality follows from the separable bound 〈S[N ]〉 ≤ −
N
ML ǫs.
On the other hand, if the ground state of H is prepared, we show that (26) holds. Recall that H[N ] =M
L
∑N
k=1 h
(k),
thus 〈H[N ]〉 =M
L
∑N
k=1〈h
(k)〉. We start by showing that the variance Var[H[N ]] grows linearly with N . By definition
Var[H[N ]] = 〈H
2
[N ]〉−〈H[N ]〉
2 which we transform into Var[H[N ]] = 〈H
2
[N ]〉−〈H
2〉+ 〈H[N ]〉
2−〈H〉2+Var[H ]. Because
〈H[N ]〉 = 〈H〉 and Var[H ] = 0 (the state |ψ0〉 is the ground-state of H), we get Var[H[N ]] = 〈H
2
[N ]〉 − 〈H
2〉. The
expression for the variance reads
Var[H[N ]] = 〈H
2
[N ]〉 − 〈H
2〉 (B10)
=M2L
〈(
N∑
k=1
h(k)
)2〉
− 〈H2〉 (B11)
=
N∑
j,k=1
M2L〈h(j)h(k)〉 − 〈H(j)H(k)〉 (B12)
=
∑
j,k∈∗
M2L〈h(j)h(k)〉 − 〈H(j)H(k)〉, (B13)
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where ∗ refers to the set of “crossing terms” only, i.e. those pairs (j, k) that satisfy j ∈ N (k) or k ∈ N (j) (j is in
the “neighborhood” of k or k is in the “neighborhood” of j). For “non-crossing terms”, we have M2L〈h(j)h(k)〉 =
M2L〈h(j)〉〈h(k)〉 = 〈H(j)〉〈H(k)〉 = 〈H(j)H(k)〉, thus the sum vanishes. Note that the total number of “crossing terms”
is at most 2NL, i.e.
∑
j,k∈∗ 1 ≤ 2NL. We can bound particular terms in the sum as
|〈h(j)h(k)〉| = |
1
MN
〈ψ0|
∑
x1...xN
h(j)xnj,1 ,...,xnj,L
h(k)xnk,1 ,...,xnk,L
E(1)x1 . . . E
(N)
xN |ψ0〉| (B14)
≤
1
MN
∑
x1...xN
|h(j)xnj,1 ,...,xnj,L ||h
(k)
xnk,1 ,...,xnk,L
|〈ψ0|E
(1)
x1 . . . E
(N)
xN |ψ0〉 (B15)
≤
A2
MN
∑
x1...xN
〈ψ0|E
(1)
x1 . . . E
(N)
xN |ψ0〉 = A
2, (B16)
where A = maxk,xs |h
(k)
xnk,1 ,...,xnk,L
|. Here we used
∑
xk
E
(k)
xk =
∑
mk,ik
E
(k)
mk,ik
= M1 (k). Furthermore, if we set
B = maxk |〈ψ0|H(k)|ψ0〉|, we get |〈H(j)H(k)〉| ≤ B2, by the Cauchy-Schwarz inequality. Finally, we apply the
inequality |a− b| ≤ |a|+ |b| and by using the expression for variance given above we get
Var[H[N ]] =
∣∣∣∣∣∣
∑
j,k∈∗
M2L〈h(j)h(k)〉 − 〈H(j)H(k)〉
∣∣∣∣∣∣ (B17)
≤
∑
j,k∈∗
M2L|〈h(j)h(k)〉|+ |〈H(j)H(k)〉| (B18)
≤
∑
j,k∈∗
M2LA2 +B2 (B19)
≤ 2NL(M2LA2 +B2) = β2N, (B20)
(B21)
with β2 = 2L(M2LA2 +B2).
Finally, the probability of success reads
Pψ0 [F[N ] = 1] = Pψ0 [H[N ] ≤M
LK] (B22)
= Pψ0 [H[N ] − 〈H[N ]〉 ≤ N(ǫs − ǫ0 − δ)] (B23)
= Pψ0 [H[N ] − 〈H[N ]〉 ≤ N(gE − δ)] (B24)
≥ Pψ0 [H[N ] − 〈H[N ]〉 < N(gE − δ)] (B25)
= 1− Pψ0 [H[N ] − 〈H[N ]〉 ≥ N(gE − δ)] (B26)
≥ 1− Pψ0 [H[N ] − 〈H[N ]〉 ≥ N(gE − δ)]− Pψ0 [H[N ] − 〈H[N ]〉 ≤ −N(gE − δ)] (B27)
= 1− Pψ0 [|H[N ] − 〈H[N ]〉| ≥ N(gE − δ)] (B28)
≥ 1−
Var[H[N ]]
N2(gE − δ)2
(B29)
≥ 1−
β2
N(gE − δ)2
. (B30)
The second last inequality follows from the Chebyshev’s inequality [72].
Appendix C: Example of the set of regular partitions for L = 2 and N = 6, 7, 8
Here we list the set of all regular partitions (see main text) for the case L = 2 and N = 6, 7, 8, with |C2| = 2, 4, 12,
respectively:
N = 6 : C2 ={{1, 2, 3, 4}, {4, 5, 6, 1}}, {{2, 3, 4, 5}, {5, 6, 1, 2}}, (C1)
N = 7 : C2 ={{1, 2, 3, 4}, {4, 5, 6, 7}}, {{2, 3, 4, 5}, {5, 6, 7, 1}}, {{3, 4, 5, 6}, {6, 7, 1, 2}}, (C2)
{{4, 5, 6, 7}, {7, 1, 2, 3}},
N = 8 : C2 ={{1, 2, 3, 4}, {5, 6, 7, 8}}, {{2, 3, 4, 5}, {6, 7, 8, 1}}, {{3, 4, 5, 6}, {7, 8, 1, 2}}, (C3)
{{4, 5, 6, 7}, {8, 1, 2, 3}}, {{1, 2, 3, 4}, {4, 5, 6, 7}}, {{2, 3, 4, 5}, {5, 6, 7, 8}},
{{3, 4, 5, 6}, {6, 7, 8, 1}}, {{4, 5, 6, 7}, {7, 8, 1, 2}}, {{5, 6, 7, 8}, {8, 1, 2, 3}},
{{6, 7, 8, 1}, {1, 2, 3, 4}}, {{7, 8, 1, 2}, {2, 3, 4, 5}}, {{8, 1, 2, 3}, {3, 4, 5, 6}}.
