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Abstract
We study the thermodynamic properties of spin chains of Haldane–Shastry type associated with
the AN−1 root system in the presence of a uniform external magnetic field. To this end, we exactly
compute the partition function of these models for an arbitrary finite number of spins. We then
show that these chains are equivalent to a suitable inhomogeneous classical Ising model in a
spatially dependent magnetic field, generalizing the results of Basu-Mallick et al. for the zero
magnetic field case. Using the standard transfer matrix approach, we are able to compute in
closed form the free energy per site in the thermodynamic limit. We perform a detailed analysis
of the chains’ thermodynamics in a unified way, with special emphasis on the zero field and zero
temperature limits. Finally, we provide a novel interpretation of the thermodynamic quantities
of spin chains of Haldane–Shastry type as weighted averages of the analogous quantities over an
ensemble of classical Ising models.
Keywords: Spin chains of Haldane–Shastry type, vertex models, transfer matrix method,
thermodynamic limit
1. Introduction
In this paper we study a class of su(m) spin chains whose Hamiltonian can be collectively
written as
H =
∑
16i< j6N
Ji j(1 − S i j) −
m−1∑
α=1
BαS α , (1.1)
where the Bα’s are real constants and the interactions Ji j are chosen as described below (see
Eqs. (1.7)). In the previous formula, the operators S i j act on a state
|s1, . . . , sN〉 , si ∈ {1, . . . ,m} ,
of the canonical spin basis by permuting the i-th and j-th spins:
S i j|s1, . . . , si, . . . , s j, . . . , sN〉 = |s1, . . . , s j, . . . , si, . . . , sN〉 .
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The permutation operators S i j can be expressed in terms of the (Hermitian) su(m) spin operators
Tαk with the normalization tr(T
α
k T
β
k ) = 2δ
αβ (where the subindex k labels the chain sites) as [1]
S i j =
1
m
+
1
2
m2−1∑
α=1
Tαi T
α
j . (1.2)
Let S αk denote the operator whose action on the canonical spin basis is given by
S αk |s1, . . . , sN〉 = (δαsk − δmsk )|s1, . . . , sN〉 , α = 1, . . . ,m − 1 , (1.3)
so that the operators iS αk span the standard Cartan subalgebra of su(m). The operators S
α are
then defined by
S α =
N∑
i=1
S αi , α = 1, . . . ,m − 1 . (1.4)
Thus the second sum in Eq. (1.1) can be interpreted as arising from the interaction with a uniform
external su(m) “magnetic” field1 of strengths (B1, . . . , Bm−1). Note that in the case m = 2 (i.e.,
for spin 1/2) we can take {T 1k ,T 2k ,T 3k } = {σxk , σyk, σzk} and S 1k = σzk, where σνk is a Pauli matrix
acting on the k-th spin’s Hilbert space. Hence Eq. (1.2) adopts the more familiar form
S i j = 12 (1 + σi · σ j) , (1.5)
and the Hamiltonian (1.1) reduces to
H =
∑
16i< j6N
Ji j
2
(
1 − σi · σ j) − B N∑
i=1
σzi , (1.6)
with B ≡ B1. In particular, the last term represents the interaction with a uniform magnetic field
parallel to the z axis with strength (proportional to) B.
The three models we shall study are defined by the following choice of the interaction
strengths Ji j:
• The Haldane–Shastry (HS) chain [2, 3]:
Ji j =
J
2 sin2(ξi − ξ j)
, ξk =
kpi
N
. (1.7a)
• The Polychronakos–Frahm (PF) chain [4, 5]:
Ji j =
J
(ξi − ξ j)2 , (1.7b)
1The most general su(m) magnetic field term is of the form T =
∑N
i=1 Ti, where
Ti ≡
m2−1∑
α=1
bαTαi
is a traceless Hermitian matrix acting on the internal space of the i-th spin. By performing a rotation in this internal space
we can diagonalize the matrix Ti, effectively replacing it by a traceless diagonal matrix. The latter matrix can in turn be
expressed in the form
∑m−1
α=1 BαS
α
i , which yields the last term in Eq. (1.1).
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where ξk is the k-th root of the Hermite polynomial of degree N.
• The Frahm–Inozemtsev (FI) chain [6]:
Ji j =
J
2 sinh2(ξi − ξ j)
, (1.7c)
where e2ξk is the k-th root of the generalized Laguerre polynomial Lα−1N with α > 0. In all
three cases, J is a real constant whose sign determines the model’s ferromagnetic (J > 0) or
antiferromagnetic (J < 0) character. Note that, while the sites of the HS chain are equispaced2,
this is not the case for the PF or FI chains.
We shall denote by
H0 =
∑
16i< j6N
Ji j(1 − S i j) (1.8)
the Hamiltonian of the chains (1.1) in the absence of a magnetic field. Following standard ter-
minology, we shall collectively refer to the chains (1.7)-(1.8) as spin chains of Haldane–Shastry
type. They are all associated with the root system AN−1, in the sense that the interactions Ji j
depend only on the differences of the site coordinates ξk. Although several generalizations of
these chains to the BCN and DN root systems have been considered in the literature [7–11], in
this paper we shall restrict ourselves to the above AN−1-type models.
Spin chains of HS type are the simplest models in condensed matter physics exhibiting frac-
tional statistics [12]. Historically, the HS chain (1.7a)-(1.8) was introduced as a simplified ver-
sion of the one-dimensional Hubbard model with long-range hopping, from which it can be
obtained in the half-filling regime when the on-site interaction tends to infinity [13]. Soon after
its introduction, it was shown that this chain is completely integrable, in the sense that one can
explicitly construct N − 1 mutually commuting integrals of motion [14, 15]. As first observed by
Polychronakos [4], these integrals of motion can be obtained from those of the dynamical spin
Sutherland model [16] by means of the so-called “freezing trick”. In fact, the freezing trick can
also be applied to derive the PF and FI chains from the Calogero [17] and Inozemtsev [18] spin
dynamical models. In particular, these two chains are also completely integrable. Apart from
their integrable character, spin chains of HS type appear in many areas of current interest in both
physics and mathematics, such as quantum chaos [19, 20], supersymmetry [21, 22], conformal
field theory [23–25], the AdS-CFT correspondence [26, 27], one-dimensional anyons [28] and
Yangian quantum groups [15, 29–31].
The partition functions of all three chains of HS type in the absence of a magnetic field, which
have been computed in closed form using again the freezing trick [32–34], can be expressed in a
unified way by the formula
Z0(q) =
∑
k∈PN
r∏
i=1
(
m+ki−1
ki
)
· q∑r−1i=1 JE(Ki) N−r∏
i=1
(1 − qJE(K′i )) . (1.9)
2In fact, if 2ξk is interpreted as an angular coordinate, then the HS chain describes an array of spins equispaced on
the unit circle, with long-range pairwise interactions inversely proportional to the square of the chord distance between
the spins.
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Here q ≡ e−1/(kBT ), k ≡ (k1, . . . , kr) is an element of the set PN of partitions of N with order taken
into account, and the numbers Ki,K′j ∈ {1, . . . ,N −1} in Eq. (1.9) are positive integers defined by
Ki =
i∑
j=1
k j, {K′1, . . . ,K′N−r} = {1, . . . ,N − 1} \ {K1, . . . ,Kr−1} . (1.10)
Remarkably, the partition functionZ0 of the chains (1.7)-(1.8) depends on the chain under con-
sideration only through its dispersion relation
E(i) =

i(N − i) , for the HS chain
i , for the PF chain
i(α + i − 1) , for the FI chain.
(1.11)
Using the previous expression for the partition function, Basu-Mallick et al. [35] showed that
the spectrum of the spin chains of HS type is given by
E0(n) = J
N−1∑
i=1
δ(ni, ni+1)E(i) , n ≡ (n1, . . . , nN) , (1.12)
where
δ( j, k) =
1 , j > k0 , j 6 k , (1.13)
and the quantum numbers ni independently take the values 1, . . . ,m. The vectors δ(n) ∈ {0, 1}N−1
with components δi(n) = δ(ni, ni+1) are in fact the celebrated motifs introduced by Haldane
et al. [36]. As pointed out in Ref. [35], Eq. (1.12) defines a classical inhomogeneous one-
dimensional vertex model with bonds n1, . . . , nN each taking m possible values, where the con-
tribution of the k-th vertex is given by3 Jδ(nk−1, nk)E(k − 1). We shall show that this connection
between spin chains of HS type and vertex models still holds in the presence of a nonzero su(m)
magnetic field. This is indeed the key result on which we shall base our unified approach to the
analysis of the thermodynamics of all three chains of HS type (1.1).
The study of the thermodynamic properties of spin chains of HS type was initiated by Hal-
dane himself, who used the spinon description of the spectrum to derive an indirect expression
for the entropy of the spin 1/2 HS chain [23]. An explicit formula for the free energy of the PF
chain in the absence of a magnetic field appeared shortly afterwards without proof in Ref. [5].
In a subsequent publication [6], Frahm and Inozemtsev obtained an analogous expression for
the FI chain using the transfer matrix method, and also computed its magnetization for arbitrary
magnetic field.
In this paper we have several objectives that we shall now summarize. In the first place, we
shall compute in closed form the partition function of the HS-type chains (1.1) in the presence
of an arbitrary su(m) magnetic field (B1, . . . , Bm−1). Secondly, we shall use the expression for
the partition function to establish the equivalence of the latter chains to a suitable classical in-
homogeneous vertex model. We shall then take advantage of this connection to determine the
equilibrium thermodynamics of the spin 1/2 chains of HS type in a unified and systematic way.
3By Eq. (1.12), the first and last vertices do not contribute to the energy.
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Finally, we shall use the previous results to uncover a novel connection between spin chains of
HS type and the classical Ising model.
The paper is organized as follows. In Section 2 we compute the chains’ partition functions
in closed form by means of the freezing trick. Following the approach of Ref. [35], in Section 3
we construct a generating function for the partition function in terms of complete homogeneous
symmetric polynomials. We then define a similar function for the corresponding vertex models,
and prove that both generating functions coincide for arbitrary values of their arguments. This
shows that the energies of each of the chains (1.1) are identical to those of its associated vertex
model. Exploiting this connection, in Section 4 we use the transfer matrix method to find explicit
expressions for the thermodynamic functions of the chains (1.1) with spin 1/2. In the case of the
PF chain, we derive an exact formula for the free energy in terms of the dilogarithm function in an
arbitrary magnetic field, and show that its magnetization can be expressed in terms of elementary
functions. Section 5 is devoted to a detailed study of the zero magnetic field case. In particular,
we show that the susceptibility can be expressed for all three chains of HS type in terms of the
error function, discuss the connection of these chains with two-level systems, and derive low-
temperature asymptotic expansions the chains’ thermodynamic functions. In Section 6 we study
the zero temperature limit in the presence of an arbitrary external magnetic field in both the
ferromagnetic and antiferromagnetic regimes. We explicitly show that in both regimes there is a
phase transition, as was to be expected on general grounds [5]. In Section 7 we present a novel
interpretation of the thermodynamic quantities of spin chains of HS type as weighted averages
of the analogous quantities over an ensemble of classical Ising chains. The paper ends with a
short section where we compare our results with previous related work, and comment on possible
extensions thereof.
2. Partition functions
In this section we shall derive a closed form expression for the partition functions of the HS
chains (1.1) in the presence of a constant su(m) magnetic field. For definiteness, we shall deal
with the PF chain, whose interactions are defined by Eq. (1.7b). As we mentioned above, this
chain is obtained by applying the freezing trick to the su(m) spin Calogero model in a constant
magnetic field, whose Hamiltonian we shall take as
H = H0 − 2aJ
m−1∑
α=1
BαS α , (2.1)
where a > 1/2 and
H0 = −
N∑
i=1
∂2xi + a
2
N∑
i=1
x2i +
∑
16i, j6N
a(a − S i j)
(xi − x j)2 . (2.2)
More precisely, let
Hsc = −
N∑
i=1
∂2xi + a
2
N∑
i=1
x2i +
∑
16i, j6N
a(a − 1)
(xi − x j)2 (2.3)
denote the Hamiltonian of the scalar Calogero model [37], and define
H˜(x) =
∑
16i< j6N
1 − S i j
(xi − x j)2 −
1
J
m−1∑
α=1
BαS α , (2.4)
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so that
H = Hsc + 2a H˜(x) , H = J H˜(ξ) . (2.5)
It is well known [38] that the chain sites ξ of the PF chain are the coordinates of the unique
minimum of the scalar potential
U(x) =
N∑
i=1
x2i +
∑
16i, j6N
1
(xi − x j)2 (2.6)
in the principal Weyl chamber of AN−1 type x1 < x2 < · · · < xN , where the motion of the particles
of the Calogero model can be restricted due to the singularities of its Hamiltonian. From this fact
and Eq. (2.1) it follows that in the large a limit the eigenfunctions of the spin Calogero model
become sharply peaked around the sites of the PF chain, so that the su(m) degrees of freedom
effectively decouple from the dynamical ones. By Eq. (2.5), in this limit the energies of the
model (2.1) are approximately given by the formula
Ei j ' Esci +
2a
J
e j , (2.7)
where Ei and e j denote two arbitrary eigenvalues of Hsc and H , respectively. Although the
spectra of both the scalar and the spin Calogero models can be easily computed, the previous
formula cannot be directly used to compute the spectrum of the PF chain. Indeed, it is not
obvious a priori which energies of H and Hsc can be combined to yield an energy of the PF
chain. However, from Eq. (2.7) it is immediate to obtain the following exact relation between the
partition functions Z, Zsc andZ of the Hamiltonians H, Hsc andH :
Z(T ) = lim
a→∞
Z(2aT/J)
Zsc(2aT/J)
. (2.8)
This formula, first derived by Polychronakos [32], is the mainstay of the freezing trick method;
see [39, 40] for a rigorous proof.
We shall next evaluate both the numerator and the denominator in the previous equation. To
begin with, the partition function of the scalar Calogero model is easily computed [32], with the
result
Zsc(2aT/J) = q
JEg
2a
N∏
i=1
(1 − qiJ)−1 , (2.9)
where
Eg = a2N(N − 1) + aN (2.10)
is the ground state energy.
Let us now turn to the partition function of H. Consider, to this end, the spin functions
ψ`,s(x) = ρ(x)Λ
( N∏
i=1
x`ii |s1, . . . , sN〉
)
, (2.11)
where `i ∈ N ∪ {0}, ` = (`1, . . . , `N), s = (s1, . . . , sN),
ρ(x) = e−ar
2/2
∏
16i< j6N
|xi − x j|a , r2 ≡
N∑
i=1
x2i ,
6
is the ground state of the scalar Hamiltonian Hsc and Λ is the total symmetrizer with respect to
particle permutations. The above states are a (non-orthonormal) basis of the Hilbert space of H
provided that (for instance) `i > `i+1 for all i and si > si+1 whenever `i = `i+1. It was shown in
Ref. [41] that H0 acts triangularly on the latter basis, with eigenvalues
Eg + 2a |`| , |`| ≡
N∑
i=1
`i . (2.12)
On the other hand, from the identities
S i jS αi = S
α
j S i j , S i jS
α
j = S
α
i S i j ; S i jS
α
k = S
α
k S i j , k , i, j ,
it immediately follows that the operators S α commute with the spin permutation operators S i j,
and hence with Λ. By Eq. (1.3) we then have
S αψ`,s(x) = ρ(x)Λ
( N∏
i=1
x`ii S
α|s1, . . . , sN〉
)
= cα(s)ψ`,s ,
where the eigenvalue cα(s) is given by
cα(s) =
N∑
i=1
(
δαsi − δmsi
) ≡ #{si = α} − #{si = m} .
In the previous formula, the symbol #{si = k} denotes the number of components of the vector s
equal to k. It follows that the term
∑m−1
α=1 BαS
α in Eq. (2.1) is diagonal in the basis (2.11), with
eigenvalues
m−1∑
α=1
cα(s)Bα =
m−1∑
α=1
Bα #{si = α} − #{si = m}
m−1∑
α=1
Bα . (2.13)
In view of the latter equation, it is convenient to introduce the notation
Bm = −
m−1∑
α=1
Bα , (2.14)
so that
∑m
α=1 Bα = 0. Using this notation we can rewrite the eigenvalue (2.13) in the more
compact form
m∑
α=1
Bα #{si = α} ≡
N∑
i=1
Bsi . (2.15)
From the previous considerations and Eqs. (2.12)-(2.15) it then follows that the Hamiltonian (2.1)
acts triangularly on the basis (2.11), with eigenvalues
E`,s = Eg +
2a
J
(
J |`| −
N∑
i=1
Bsi
)
. (2.16)
Using the previous equation, it is a straightforward matter to compute the partition function
of the spin Calogero model (2.1). To this end, let us represent the multiindex ` in Eq. (2.17) as
` =
( k1︷     ︸︸     ︷
λ1, . . . , λ1, . . . ,
kr︷     ︸︸     ︷
λr, . . . , λr
)
, (2.17)
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with λ1 > λ2 > · · · > λr > 0 and (k1, . . . , kr) ≡ k ∈ PN . We then have
Z(2aT/J) = q
JEg
2a
∑
k∈PN
∑
λ1>···>λr>0
q
∑r
i=1 Jkiλi
∑
s∈`
q−
∑N
i=1 Bsi , (2.18)
where the last sum is extended to all spin quantum numbers s compatible with the multiindex
` given by Eq. (2.17), i.e., such that si > si+1 whenever li = li+1. In fact, since the latter sum
clearly depends on ` only through k, from now on we denote it by Σ(k). Clearly, by Eq. (2.17)
we have
Σ(k) =
r∏
i=1
∑
s1>···>ski
q−
∑ki
j=1 Bs j . (2.19)
With this notation, Eq. (2.18) becomes
Z(2aT/J) = q
JEg
2a
∑
k∈PN
Σ(k)
∑
λ1>···>λr>0
q
∑r
i=1 Jkiλi .
The inner sum in the RHS is easily computed by performing the change of indices νi = λi − λi+1,
where i = 1, . . . , r and λr+1 ≡ 0, since the new indices independently range from 1 − δir to ∞.
We thus obtain ∑
λ1>···>λr>0
q
∑r
i=1 Jkiλi = (1 − qNJ)−1
r−1∏
i=1
qJKi
1 − qJKi , (2.20)
and therefore
Z(2aT/J) = q
JEg
2a
∑
k∈PN
Σ(k) q
∑r−1
i=1 JKi
r∏
i=1
(1 − qJKi )−1 , (2.21)
where the positive integers Ki were defined in Eq. (1.10). From the freezing trick relation (2.8)
and Eqs. (2.9)-(2.21), we immediately obtain the following explicit expression for the partition
function of the PF chain (1.1)-(1.7b) in the presence of an arbitrary su(m) magnetic field:
Z(q) =
∑
k∈PN
Σ(k) q
∑r−1
i=1 JKi
N−r∏
i=1
(1 − qJK′i ) . (2.22)
The previous argument can be applied with minor modifications to both the HS and FI chains,
thereby obtaining the following general expression for the partition function of the HS-type
chains (1.1)-(1.7):
Z(q) =
∑
k∈PN
Σ(k) q
∑r−1
i=1 JE(Ki)
N−r∏
i=1
(1 − qJE(K′i )) . (2.23)
Note that when the magnetic field vanishes, by Eq. (2.19) Σ(k) becomes
∏r
i=1
(
m+ki−1
ki
)
, and the
previous expression forZ reduces to its zero field version (1.9).
A few remarks on the function Σ(k) are now in order. Let us first note that the latter function
can be expressed as
Σ(k) =
r∏
i=1
σ(ki) , (2.24)
8
where
σ(k) =
∑
s1>···>sk
q−
∑k
j=1 Bs j . (2.25)
The function σ(k) can be considerably simplified by noting that the summation indices s1, . . . , sk
can be expressed as
pm︷    ︸︸    ︷
m, . . . ,m ,
pm−1︷               ︸︸               ︷
m − 1, . . . ,m − 1 , . . . ,
p1︷  ︸︸  ︷
1, . . . , 1 , (2.26)
with
∑m
α=1 pα = k. Thus
k∑
j=1
Bs j =
m∑
α=1
pαBα ,
and therefore
σ(k) =
∑
p1+···+pm=k
m∏
α=1
q−pαBα . (2.27)
The latter sum can be easily evaluated by noting that
σ(k) = hk(q−B1 , . . . , q−Bm ) , (2.28)
where hk(x) denotes the complete homogeneous symmetric polynomial of degree k in m variables
(x1, . . . , xm) ≡ x, given by
hk(x) =
∑
p1+···+pm=k
xp11 · · · xpmm . (2.29)
Recalling that hk is the Schur polynomial associated with the single-row partition (k) and using
Jacobi’s definition of the latter polynomials in terms of determinants [42] we conclude that
σ(k) =
∏
16i< j6m
(q−Bi − q−B j )−1 ·
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
q−(k+m−1)B1 · · · q−(k+m−1)Bm
q−(m−2)B1 · · · q−(m−2)Bm
q−(m−3)B1 · · · q−(m−3)Bm
· · · · · · · · ·
q−B1 · · · q−Bm
1 · · · 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (2.30)
Expanding the determinant along the first row we obtain the alternative expression
σ(k) =
m∑
i=1
q−(k+m−1)Bi
m∏
j=1
j,i
(q−Bi − q−B j )−1 . (2.31)
In particular, for spin 1/2 (m = 2) we have B1 = B = −B2, and either expression for σ(k)
easily yields
σ(k) =
q(k+1)B − q−(k+1)B
qB − q−B =
sinh
(
(k + 1)βB
)
sinh(βB)
. (2.32)
The RHS of the latter formula can be conveniently expressed using the q-number notation. Re-
call, to this end, that given two real numbers x and w > 0 the symmetric w-number [[x]]w is
define by
[[x]]w =
w
x
2 − w− x2
w
1
2 − w− 12 ,
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which reduces to the ordinary number x for w = 1. We then have (in the spin 1/2 case)
σ(k) = [[k + 1]]q2B ,
so that the partition function of the spin 1/2 chains (1.1)-(1.7) can be concisely written as
Z(q) =
∑
k∈PN
r∏
i=1
[[ki + 1]]q2B · q
∑r−1
i=1 JE(Ki)
N−r∏
i=1
(1 − qJE(K′i )) . (2.33)
Note, again, that in the absence of a magnetic field the previous expression obviously reduces to
Eq. (1.9) with m = 2.
3. The associated vertex models
In this section we shall prove that the spectrum of the HS chains (1.1)-(1.7) coincides with
that of a classical inhomogeneous vertex model, which differs from the one in Eq. (1.12) by the
addition of a magnetic field term. Our approach is based on the notion of generating function for
the partition function, as used in Ref. [35] for the zero magnetic field case.
To this end, following the latter reference we define the generating function F of the zero-
field partition function (1.9) as
F (x) =
∑
k∈PN
r∏
i=1
hki (x) · q
∑r−1
i=1 JE(Ki)
N−r∏
i=1
(1 − qJE(K′i )) . (3.1)
Since
hk(1, . . . , 1) =
(
m+k−1
k
)
,
by Eq. (1.9) we haveZ0(q) = F (1, . . . , 1). More generally, substituting the expression (2.28) for
σ(k) into Eqs. (2.22)-(2.24) and using the definition of F (x) we readily obtain the identity
Z(q) = F (q−B1 , . . . , q−Bm ) . (3.2)
Similarly, the generating functionF V for the partition function of the classical vertex model (1.12)
was defined in Ref. [35] by
F V(x) =
m∑
n1,...,nN =0
xw1(n)1 · · · xwm(n)m qE0(n) , (3.3)
where the nonnegative integers wα(n) are given by
wα(n) = #{nk = α} .
Again, it is obvious that the partition function ZV0 of the model (1.12)-(1.13) is the value of its
generating function at the point (1, . . . , 1). One of the fundamental results in Ref. [35] is the fact
that the generating functions (3.1) and (3.3) are identically equal, i.e.,
F (x) = F V(x) , ∀x ∈ Rm . (3.4)
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Evaluating the previous identity at the point (1, . . . , 1) we obtain the equality of the zero-field
partition functions Z0 and ZV0 , which is in fact the main result in Ref. [35]. On the other hand,
if we evaluate the identity (3.4) at the point (q−B1 , . . . , q−Bm ) and use Eq. (3.2) we immediately
obtain
Z(q) = F V(q−B1 , . . . , q−Bm ) =
m∑
n1,...,nN =0
q−
∑m
α=1 Bαwα(n)qE0(n) . (3.5)
Taking into account that
m∑
α=1
Bαwα(n) =
N∑
i=1
Bni ,
we can rewrite Eq. (3.5) as
Z(q) =
m∑
n1,...,nN =0
qE0(n)−
∑N
i=1 Bni ≡ ZV(q) , (3.6)
where ZV denotes the partition function of the inhomogeneous classical vertex model with en-
ergies
E(n) = E0(n) −
N∑
i=1
Bni , nk ∈ {1, . . . ,m} , (3.7)
with E0(n) given by Eqs. (1.12)-(1.13). Therefore, as stated at the beginning of this section, the
spectrum of the spin chains (1.1)-(1.7) is identical to that of the classical vertex models defined
by Eq. (1.12)-(3.7).
In the spin 1/2 case, the previous equation can be simplified by noting that δ( j, k) in Eq. (1.13)
can be expressed as
δ( j, k) = ( j − 1)(2 − k) , j, k = 1, 2, (3.8)
and similarly
B j = (3 − 2 j)B , j = 1, 2. (3.9)
Introducing the spin variables σk = 3 − 2nk, Eq. (3.7) becomes
E(σ) =
J
4
N−1∑
i=1
E(i)(1 − σi)(1 + σi+1) − B
N∑
1=1
σi , σk ∈ {±1} . (3.10)
The latter equation can be alternatively written as
E(σ) = − J
4
N−1∑
i=1
E(i)(σiσi+1 − 1) −
N∑
i=1
B(i)σi , (3.11)
where
B(i) ≡ B + J
4
[E(i) − E(i − 1)] (3.12)
and we have set E(0) = E(N) = 0. The last two equations define a classical inhomogeneous
Ising model in one dimension, where the coupling between the spins i and i + 1 is proportional
to the dispersion relation E(i), and the external magnetic field (also inhomogeneous) is given by
Eq. (3.12).
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4. Thermodynamics of the spin 1/2 chains
We shall next take advantage of the representation (3.10) of the spectrum of the HS-type
chains (1.1)-(1.7) with spin 1/2 in order to determine their equilibrium thermodynamics in a
unified way. To this end, we must first normalize the Hamiltonian (1.6) to ensure that the energy
per spin is finite (and nonzero) in the thermodynamic limit. It is well known that when N  1
the mean energy of the HS-type chains is O(Nr), with r = 2 for the PF chain and r = 3 for the
HS and FI chains [19, 33, 34]. Hence from now on we shall take
J =
K/N2 , for the HS and FI chainsK/N , for the PF chain, (4.1)
where the constant K is independent of N. With this proviso, Eq. (3.10) can be rewritten in terms
of the discrete variables xi ≡ i/N ∈ (0, 1) as
E(σ) =
K
4
N−1∑
i=1
εi(1 − σi)(1 + σi+1) − B
N∑
i=1
σi , (4.2)
where
εi =

xi(1 − xi) , for the HS chain
xi , for the PF chain
xi(γN + xi) , for the FI chain,
(4.3)
and γN ≡ (α − 1)/N. We shall further assume that γN has a finite limit γ > 0 as N → ∞. With
the above notation, the partition function of the chains (1.6)-(1.7) can be collectively expressed
as
Z(q) =
∑
σ
qd(σ1,σ2)ε1−
B
2 (σ1+σ2) · · · qd(σN−1,σN )εN−1− B2 (σN−1+σN )q− B2 (σ1+σN ) , (4.4)
where
d(σ,σ′) =
K
4
(1 − σ)(1 + σ′) .
Equation (4.4) can be more concisely written as
Z(q) = tr(UT1 · · · TN−1) , (4.5)
where U and Ti are 2 × 2 matrices with elements
Uσσ′ = q−
B
2 (σ+σ
′) , (Ti)σσ′ = qd(σ,σ
′)εi− B2 (σ+σ′) ; σ,σ′ = ±1 , (4.6)
or equivalently,
U =
(
qB 1
1 q−B
)
, Ti =
(
qB qKεi
1 q−B
)
. (4.7)
The transfer matrix Ti has two distinct eigenvalues
λi,± = cosh(βB) ±
√
sinh2(βB) + e−Kβεi , (4.8)
and is therefore diagonalizable. A straightforward calculation shows that
Ti = PiDiP−1i , (4.9)
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where
Di =
(
λi,+ 0
0 λi,−
)
, Pi =
 −a + ri −a − ri
1 1
 , (4.10)
and we have set
a = sinh(βB) , ri =
√
sinh(βB)2 + e−Kβεi . (4.11)
We thus have
T1 · · · TN−1 = P1(D1C1) · · · (DN−2CN−2)DN−1P−1N−1 ,
where Ci ≡ P−1i Pi+1 is a symmetric matrix explicitly given by
Ci =
1
2ri
 ri + ri+1 ri − ri+1
ri − ri+1 ri + ri+1
 . (4.12)
The key observation at this point is that
Ci = I + O(N−1) (4.13)
as N → ∞. Indeed, note first of all that
0 6 εi 6 εmax ,
where
εmax =

1
4 , for the HS chain
1 , for the PF chain
γN + 1 , for the FI chain,
(4.14)
so that εi = O(1). On the other hand, since 0 < xi < 1 the difference
εi+1 − εi =

1
N (1 − xi − xi+1) , for the HS chain
1
N , for the PF chain
1
N (γN + xi + xi+1) , for the FI chain
is O(N−1), and hence
ri+1
ri
= 1 + O(N−1) ,
which establishes our claim.
From Eq. (4.13), it follows that when N → ∞ the leading term ofZ(q) is given by
tr
(
P−1N−1UP1D1 · · ·DN−1
)
= tr
[
P−1N−1UP1
(
λ+ 0
0 λ−
)]
,
where
λ± ≡
N−1∏
i=1
λi,± .
Note also that
lim
N→∞ ε1 = 0 , limN→∞ εN−1 = ε∞ ≡

0 , for the HS chain
1 , for the PF chain
γ + 1 , for the FI chain,
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so that the matrices P1 and PN−1 both have finite limits as N → ∞. Calling
r∞ =
√
sinh2(βB) + e−Kβε∞
we then have
lim
N→∞ P
−1
N−1UP1 =
1
2r∞
(
1 r∞ + a
−1 r∞ − a
) (
e−βB 1
1 eβB
) (
e−βB −eβB
1 1
)
=
cosh(βB)
r∞
(
r∞ + cosh(βB) 0
r∞ − cosh(βB) 0
)
, (4.15)
and therefore
tr
[
P−1N−1UP1
(
λ+ 0
0 λ−
)]
= cosh(βB)
(
1 +
cosh(βB)
r∞
)
λ+
is the leading term ofZ(q) as N → ∞. Since the first two factors in the RHS of this formula are
independent of N, in the thermodynamic limit the free energy per spin f (B,T ) is simply given
by
f (B,T ) = − lim
N→∞
logZ
Nβ
= −1
β
lim
N→∞N
−1
N−1∑
i=1
log λi,+
= −1
β
lim
N→∞N
−1
N−1∑
i=1
log
(
cosh(βB) +
√
sinh2(βB) + e−Kβε(xi)
)
, (4.16)
where the dispersion function ε(x) is defined by
ε(x) =

x(1 − x) , for the HS chain
x , for the PF chain
x(γ + x) , for the FI chain
(4.17)
(cf. Eq. (4.3)). We thus obtain the following remarkable formula for the free energy per site of
the HS-type chains (1.6)-(1.7):
f (B,T ) = −1
β
∫ 1
0
log
(
cosh(βB) +
√
sinh2(βB) + e−Kβε(x)
)
dx. (4.18)
From the latter equation it is immediate to obtain the magnetization per site:
µ(B,T ) = −∂ f (B,T )
∂B
=
∫ 1
0
sinh(βB)√
sinh2(βB) + e−Kβε(x)
dx . (4.19)
For finite temperature, the magnetic susceptibility is also easily computed from the previous
formula:
χ(B,T ) =
∂µ(B,T )
∂B
= β
∫ 1
0
cosh(βB)e−Kβε(x)(
sinh2(βB) + e−Kβε(x)
)3/2 dx . (4.20)
In the case of the FI chain, some of the above equations have previously appeared in Ref. [6].
More precisely, Eq. (4.18) with B = 0 reduces to Eq. (21) of the latter reference, while Eq. (4.19)
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for K > 0 essentially coincides with Eq. (24) of Ref. [6], which is stated without proof. As
first noted in this reference for the B = 0 case, Eqs. (4.18)–(4.20) imply that the HS chain is
thermodynamically equivalent to an FI chain with γ = −1 and K → −K.
The free energy and magnetization per spin (4.18)-(4.19) admit a simpler expression in terms
of the so-called dressed energy εdr(x) defined by
sinh(βεdr(x)) = e
Kβ
2 ε(x) sinh(βB) , (4.21)
namely,
f (B,T ) = −1
β
∫ 1
0
log
(
sinh[β(εdr(x) + B)]
sinh[βεdr(x)]
)
dx (4.22)
µ(B,T ) =
∫ 1
0
tanh(βεdr(x)) dx . (4.23)
These are the well-known expressions for the free energy (up to an additive constant depending
on the normalization of H) and magnetization per particle of a system of free bosons with one-
particle energies ε(x), x ∈ [0, 1], in the presence of a constant magnetic field B. Note in this
respect that, in contrast with the dispersion relation ε(x), the dressed energy εdr(x) depends on β,
B and K. Note also that in the case of the HS chain Eq. (4.22) is essentially equivalent to Eq. (37)
in Ref. [43], deduced by means of Haldane’s spinon gas approach [23].
For future reference, we shall also compute the internal energy and entropy per spin. To
begin with, the internal energy per spin u is given by
u(B,T ) =
∂
∂β
(
β f (B,T )
)
=
1
2
∫ 1
0
(
Kε(x) e−Kβε(x)
cosh(βB) + r(x)
− 2B sinh(βB)
)
dx
r(x)
, (4.24)
with
r(x) =
√
sinh2(βB) + e−Kβε(x) .
The entropy per spin s is then easily derived from the usual formula
s(B,T ) =
u(B,T ) − f (B,T )
T
. (4.25)
4.1. The PF chain
We have not been able to express the thermodynamic functions (4.18)–(4.25) in terms of
known special functions for arbitrary values of B and T , with the remarkable exception of the
Polychronakos–Frahm chain. Indeed, we shall now show that in this case the free and the in-
ternal energy, the entropy (and the specific heat) can be expressed in terms of the dilogarithm
function [44]
Li2(z) = −
∫ z
0
log(1 − t)
t
dt , z ∈ C \ (1,∞) , (4.26)
while the magnetization and susceptibility are elementary functions of B and T . In Eq. (4.26) log
denotes the principal value of the logarithm (i.e., −pi < Im log z < pi), and the integral is taken
along any path joining the origin with the point z that does not intersect the branch cut (1,∞).
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We start by performing the change of variable t2 = a2 +e−κx, where a = sinh(βB) and κ = Kβ,
in Eq. (4.18) for the free energy. We readily obtain
Kβ2 f (B,T ) =
∫ √a2+e−κ
c
(
1
t + a
+
1
t − a
)
log(t + c) dt ,
where c = cosh(βB). The linear change of variable
z = − t ± a
c ∓ a ≡ −e
±βB(t ± a)
makes it possible to evaluate each of the last two integrals in closed form:∫ √a2+e−κ
c
log(t + c)
t ± a dt =
∫ −e±βB(±a+√a2+e−κ)
−e±2βB
(
log(1 − z)
z
∓ βB
z
)
dz
= Li2(−e±2βB) − Li2
(
− e±βB(±a +
√
a2 + e−κ)
)
∓ βB log(±a +
√
a2 + e−κ) + β2B2 .
Taking into account the dilogarithm identity [44]
Li2(−ex) + Li2(−e−x) = −pi
2
6
− x
2
2
, (4.27)
after some straightforward algebra we finally obtain the following closed formula for the free
energy of the PF chain:
−Kβ2
(
f (B,T ) + B
)
=
pi2
6
+ 2βB log
(
sinh(βB) +
√
sinh2(βB) + e−Kβ
)
+ Li2
(
−eβB
[
sinh(βB) +
√
sinh2(βB) + e−Kβ
])
+ Li2
(
−e−βB
[
− sinh(βB) +
√
sinh2(βB) + e−Kβ
])
. (4.28)
The previous formula generalizes the analogous expression for zero magnetic field in Eq. (23)
of Ref. [5]. Equation (4.28) can be somewhat simplified by expressing the RHS in terms of the
dressed energy. Indeed, by Eq. (4.21) with ε(x) = x we have
± sinh(βB) +
√
sinh2(βB) + e−Kβ = eβ(−
K
2 ±εdr(1)) , (4.29)
and therefore
−Kβ2 f (B,T ) = pi
2
6
+ 2β2B εdr(1) + Li2
(
−eβ(B+εdr(1)− K2 )
)
+ Li2
(
−e−β(B+εdr(1)+ K2 )
)
.
From the usual formulas for the internal energy, the entropy and the specific heat (per site)
c(B,T ) =
∂u(B,T )
∂T
in terms of the free energy, it immediately follows that these functions necessarily include a
term proportional to the last two lines in Eq. (4.28), and therefore cannot be expressed purely
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in terms of elementary functions. On the other hand, since the magnetization is obtained from
the free energy by differentiating with respect to the magnetic field B, it is clear from Eq. (4.28)
that µ is an elementary function of B and T . Differentiating Eq. (4.28) with respect to B, or
simply performing the change of variables t2 = a2 + e−Kβx in Eq. (4.19), after a straightforward
calculation we obtain the remarkable formula
µ(B,T ) = 1 +
2
Kβ
[
log
(
sinh(βB) +
√
sinh2(βB) + e−Kβ
)
− βB
]
. (4.30)
Using Eq. (4.29), we can rewrite the previous formula in terms of the dressed energy as
µ(B,T ) =
2
K
(
εdr(1) − B
)
. (4.31)
Differentiating the previous expressions for µ we also obtain the following closed formulas for
the susceptibility per site:
χ(B,T ) =
2
K
 cosh(βB)√sinh2(βB) + e−Kβ − 1
 = 2K
(
tanh
(
βεdr(1)
)
tanh(βB)
− 1
)
. (4.32)
5. The zero field case
It is of interest to study the limit of the thermodynamic functions computed in the previous
section for both B → 0 and T → 0. We shall deal in this section with the first of these limits,
leaving the analysis of the zero temperature limit for the next one.
We shall start with the free energy and the internal energy per site, which can be immediately
obtained by setting B = 0 in Eqs. (4.18) and (4.24):
f (0,T ) = −1
β
∫ 1
0
log
(
1 + e−
Kβ
2 ε(x)
)
dx , (5.1)
u(0,T ) =
K
2
∫ 1
0
ε(x)
1 + e
Kβ
2 ε(x)
dx . (5.2)
From the above formulas and Eq. (4.25) it follows that the entropy per spin is given by
s(0,T )
kB
=
∫ 1
0
[
log
(
1 + e−
Kβ
2 ε(x)
)
+
1
2
Kβε(x)
1 + e
Kβ
2 ε(x)
]
dx
=
∫ 1
0
{
log
[
2 cosh
(
Kβ
4 ε(x)
)]
− Kβε(x)
4
tanh
(
Kβ
4 ε(x)
)}
dx . (5.3)
In the case of the HS chain, the latter equation is essentially equivalent to Eq. (15) in Ref. [23],
which was deduced using the equivalence of the HS chain to an ideal gas of spinons. The zero-
field specific heat
c(0,T ) ≡ ∂u(0,T )
∂T
can also be easily computed from Eq. (5.2), with the result
c(0,T )
kB
=
(Kβ
4
)2 ∫ 1
0
ε2(x) sech2
(
Kβ
4 ε(x)
)
dx . (5.4)
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Obviously, the zero-field magnetization vanishes (cf. (4.19)), while Eq. (4.20) for the suscepti-
bility reduces to
χ(0,T ) = β
∫ 1
0
e
Kβ
2 ε(x)dx . (5.5)
In fact, the zero-field susceptibility can be expressed in terms of standard special functions for all
spin chains of HS type. For the PF chain, we have already obtained a formula for χ in terms of
elementary functions for all values of B and T , cf. Eq. (4.32). For the HS chain, a straightforward
calculation shows that
χ(0,T ) =
√
2piβ
|K| e
Kβ/8 ×

erf
(√
Kβ
8
)
, K¿0
erfi
(√
|K|β
8
)
, K¡0 ,
(5.6)
where
erf(z) =
2√
pi
∫ z
0
e−t
2
dt , erfi(z) =
2√
pi
∫ z
0
et
2
dt = −i erf(iz)
denote respectively the error and the imaginary error functions [45]. Similarly, for the FI chain
we have
χ(0,T ) =
√
piβ
2|K| e
−Kβγ2/8 ×

erfi
(
(γ + 2)
√
Kβ
8
)
− erfi
(
γ
√
Kβ
8
)
, K > 0
erf
(
(γ + 2)
√
|K|β
8
)
− erf
(
γ
√
|K|β
8
)
, K < 0 .
(5.7)
From Eqs. (4.32), (5.6), and (5.7), and the well-known asymptotic formula [45]
erfi z ∼ e
z2
√
piz
; |z| → ∞ , | arg z| < pi
4
,
it follows that when K > 0 and T → 0 we have
χ(0,T ) '

√
2piβ
K e
Kβ/8 , for the HS chain
2
K e
Kβ/2 , for the PF chain
2
(γ+2)K e
(γ+1)Kβ/2 , for the FI chain .
Again, in the case of the HS chain the previous asymptotic formula was first obtained by Haldane
in Ref. [23]. From the latter equation it is apparent that the ferromagnetic zero-field susceptibility
(and hence the correlation length) is exponentially divergent as T → 0. This shows that all
ferromagnetic chains of HS type undergo a phase transition at T = B = 0, which we shall
analyze in detail in the next section.
Equations (5.3) and (5.4) imply that the zero-field entropy and specific heat are even func-
tions of the coupling constant K. This fact, which is not obvious a priori, was first noted by
Haldane [23] for the entropy of the original HS chain. Haldane also pointed out that (with an
appropriate choice of the ground state energy, which amounts to replacing 1 − S i j by S i j in
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Eq. (1.6)) the internal energy of the HS chain is again even in K. One can easily show that this
property is shared by all spin chains of HS type, since from Eq. (5.2) it readily follows that
u(0,T ; K) − u(0,T ;−K) = K
2
∫ 1
0
ε(x) dx ≡ Kε0
2
,
with
ε0 =

1
6 , for the HS chain
1
2 , for the PF chain
1
6 (3γ + 2) , for the FI chain.
(5.8)
In other words, u(0,T ) − Kε04 is an even function of K, which can be seen to be equivalent to
Haldane’s statement given our normalization of H . A similar property, proved in exactly the
same way, also holds for the free energy f (0,T ).
As we saw in the previous section, in the particular case of the Polychronakos–Frahm chain
the thermodynamic functions (5.1)–(5.4) can be expressed in closed form in terms of the diloga-
rithm function. Indeed, setting B = 0 in Eq. (4.28) we obtain the simple formula
f (0,T ) = − 2
Kβ2
(
Li2(−e−Kβ/2) + pi
2
12
)
. (5.9)
From the latter equation it is straightforward to derive similar expressions for the internal energy,
the entropy and the specific heat of the PF chain in the absence of a magnetic field, namely
u(0,T ) =
2
Kβ2
(
Li2(−e−Kβ/2) + pi
2
12
)
− 1
β
log(1 + e−Kβ/2 ) (5.10)
s(0,T )
kB
=
4
Kβ
(
Li2(−e−Kβ/2) + pi
2
12
)
− log(1 + e−Kβ/2 ) (5.11)
c(0,T )
kB
=
4
Kβ
(
Li2(−e−Kβ/2) + pi
2
12
)
− 2 log(1 + e−Kβ/2 ) − Kβ
2
(
1 + eKβ/2
) . (5.12)
5.1. Discussion
Using the previous explicit formulas, we have plotted the thermodynamic functions of the PF
chain for zero magnetic field (5.9)–(5.12) in terms of the dimensionless temperature τ = (|K|β)−1;
see Fig. 1.
It is immediately apparent the qualitative similarity of these plots with the corresponding
ones for a two-level system like, e.g., a paramagnetic spin 1/2 ion or the one-dimensional Ising
model with zero magnetic field4 [46]. In particular, the specific heat c(0,T ) clearly exhibits the
so-called Schottky anomaly, characteristic of this type of systems. The Schottky peak, which
can be numerically computed without difficulty from Eq. (5.12), is located at |K|β ' 0.127762,
with a maximum value of c(0,T ) approximately equal to 0.439229 kB. On the other hand, the
low temperature behavior of s(0,T ) and c(0,T ) markedly differs from that of a two-level system.
4For the latter model, the effective half-gap is equal to the coupling between the spins.
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Figure 1: Free and internal energy, entropy, and specific heat (all of them per site) of the PF chain with zero magnetic field
(solid blue line) and of a two-level system with half-gap ∆ = |K|/8 (dashed red line) as functions of the dimensionless
temperature τ = (|K|β)−1. In the first two plots, u0 = Kε04 (1 − sgn K) denotes the common value of u(0, 0) and f (0, 0),
cf. Eq. (5.17). Insets: low-temperature behavior of each of the above thermodynamic functions.
Indeed, from Eqs. (5.11) and (5.12) it immediately follows that
s(0,T )
kB
=
pi2
3|K|β + O(T
2) , T → 0 , (5.13)
c(0,T )
kB
=
pi2
3|K|β + O(T
2) , T → 0 . (5.14)
Hence both functions have a nonvanishing first derivative at T = 0. As is well known, the entropy
s∆(T ) and the specific heat c∆(T ) of a two-level system with energy gap 2∆ > 0 satisfy
s∆(T )
kB
= log(2 cosh(β∆)) − β∆ tanh(β∆) ∼ 2β∆ e−2β∆ , T → 0 , (5.15)
c∆(T )
kB
= (β∆)2 sech2(β∆) ∼ 4β2∆2e−2β∆ , T → 0 , (5.16)
so that the derivatives of all orders of s∆(T ) and c∆(T ) vanish at T = 0.
We shall next show that the previous analysis essentially holds for the HS and FI chains as
well. To begin with, note that from Eqs. (5.1)–(5.2) it follows that
f (0, 0) = u(0, 0) =
Kε0
4
(1 − sgn K) ≡ u0 , (5.17)
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and thus
f (0,T ) − u0 = −1
β
∫ 1
0
log
(
1 + e−
|K|β
2 ε(x)
)
dx , (5.18)
u(0,T ) − u0 = |K|2
∫ 1
0
ε(x)
1 + e
|K|β
2 ε(x)
dx . (5.19)
On the other hand, the free energy f∆ and the internal energy u∆ of a two-level system with gap
2∆, when normalized so that u∆(0) = f∆(0) = 0, are given by
f∆(T ) = −1
β
log(1 + e−2β∆) , u∆(T ) =
2∆
1 + e2β∆
. (5.20)
From the latter equation and Eqs. (5.15)–(5.16), it follows that the thermodynamic functions of
a two-level system with gap 2∆ are obtained by taking ε(x) in Eqs. (5.3)–(5.4) and (5.18)–(5.19)
as the constant
ε∆ =
4∆
|K| . (5.21)
This observation suggests that, if the ratio ∆/|K| is chosen appropriately, the thermodynamic
functions of a two-level system with gap 2∆ and those of a spin chain of HS type with coupling
K (and zero magnetic field) should behave in a qualitatively similar fashion. In order to establish
the relation between ∆ and K, we note that in the high-temperature limit one has
lim
T→∞
[
u(0,T ) − u0
]
=
|K|ε0
4
, lim
T→∞ u∆(T ) = ∆ .
For both limits to coincide, we must have
∆
|K| =
ε0
4
,
i.e, ε∆ should be equal to the average of ε(x) over the interval [0, 1]. In particular, in the case of
the PF chain we have ε0 = 1/2 (cf. Eq. (5.8)), which explains the choice ∆ = |K|/8 in Fig. 1.
As an example, we have plotted in Fig. 2 (left) the specific heat per site of the PF, HS, and FI
chains (with γ = 0, 1 in the latter case) compared to its counterpart for a two-level system with
half-gap ∆ = |K|/8. Here K denotes the coupling of the PF chain and, following the previous
analysis, we have fixed the corresponding couplings Ki of the other chains by the requirement
Ki
∫ 1
0 εi(x) dx = K
∫ 1
0 x dx = K/2.
We shall next derive the low temperature behavior of the thermodynamic functions of the HS
and FI chains in the absence of a magnetic field. Our strategy shall be to obtain an asymptotic
formula for the specific heat (5.4), which we shall then integrate to obtain similar formulas for
the remaining thermodynamic functions.
Consider first the HS chain. Since in this case ε(x) = x(1 − x) is symmetric about x = 1/2,
we can write Eq. (5.4) as
c(0,T )
kB
= 2λ2
∫ 1/2
0
ε2(x) e−λε(x)
(1 + e−λε(x))2
dx ,
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where λ ≡ |K|β/2 is a large parameter. Performing the change of variables t = λ ε(x) we imme-
diately obtain
c(0,T )
kB
=
2
λ
∫ λ/4
0
t2 e−t
(1 + e−t)2
dt√
1 − 4t
λ
=
2
λ
∫ ∞
0
t2 e−t
(1 + e−t)2
dt + O(λ−2)
(see Appendix A for the details). The last integral is easily computed:∫ ∞
0
t2 e−t
(1 + e−t)2
=
∞∑
n=1
(−1)n+1n
∫ ∞
0
t2 e−nt dt = 2
∞∑
n=1
(−1)n+1
n2
= −2 Li2(−1) = pi
2
6
(cf. Eq. (4.27)), which combined with the previous equation yields
c(0,T )
kB
=
2pi2
3|K|β + O(T
2) . (5.22)
Note that the leading term in this formula is twice that in Eq. (5.14) for the PF chain, due to
the fact that in the present case the leading contribution to the integral (5.4) comes from both
endpoints. Apart from this inessential difference, the specific heat at low temperature behaves as
its counterpart for the PF chain, i.e., it increases linearly with the temperature.
Consider next the FI chain. If γ , 0, proceeding as before we obtain
c(0,T )
kB
= λ2
∫ 1
0
ε2(x) e−λε(x)
(1 + e−λε(x))2
dx =
1
λ
∫ (γ+1)λ
0
t2 e−t
(1 + e−t)2
dt√
γ2 + 4t
λ
=
1
γλ
∫ ∞
0
t2 e−t
(1 + e−t)2
dt + O(λ−2) =
pi2
3γ|K|β + O(T
2) . (5.23)
Again, in the low temperature range the specific heat increases linearly with the temperature.
Finally, for the FI chain with γ = 0 we have
c(0,T )
kB
= λ2
∫ 1
0
x4 e−λx2
(1 + e−λx2 )2
dx =
1
2
√
λ
∫ λ
0
t3/2 e−t
(1 + e−t)2
dt
=
1
2
√
λ
∫ ∞
0
t3/2 e−t
(1 + e−t)2
dt + O(λ e−λ) ,
where the last integral can again be exactly evaluated:∫ ∞
0
t3/2 e−t
(1 + e−t)2
dt =
∞∑
n=1
(−1)n+1n
∫ ∞
0
t3/2 e−nt dt
=
∞∑
n=1
(−1)n+1
n3/2
∫ ∞
0
t3/2 e−t dt = η(3/2) Γ(5/2) =
3
√
pi
4
η(3/2) ,
where
η(z) =
∞∑
n=1
(−1)n+1
nz
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is Dirichlet’s eta function. Using the elementary relation
η(z) =
(
1 − 21−z
)
ζ(z) ,
where ζ(z) is Riemann’s zeta function, we finally obtain∫ ∞
0
t3/2 e−t
(1 + e−t)2
dt =
3
√
pi
4
(
1 − 1√
2
)
ζ(3/2) ,
and hence
c(0,T )
kB
=
3
8
(
√
2 − 1) ζ(3/2)
√
pi
|K|β + O(β e
−|K|β/2) . (5.24)
In contrast with the previous cases, the specific heat c(0,T ) has now an infinite first derivative
at T = 0; see Fig. 2 (right). Hence the FI chain with γ = B = 0 exhibits a second-order phase
transition at zero temperature.
Since asymptotic expansions can in general be integrated termwise to yield valid asymptotic
expansions [47], integrating the asymptotic formulas (5.14) and (5.22)–(5.24) we can readily
derive the low temperature behavior of the remaining thermodynamic functions of all spin chains
of HS type. Thus, for the FI chain with γ = 0 we have
f (0,T ) = u0 − 4η3 β
−3/2 + O(β−2e−|K|β/2) (5.25)
u(0,T ) = u0 +
2η
3
β−3/2 + O(β−1e−|K|β/2) (5.26)
s(0,T )
kB
= 2η β−1/2 + O(e−|K|β/2) , (5.27)
where we have set
η =
3
8
(
√
2 − 1) ζ(3/2)
√
pi
|K| ' 0.719227 |K|
−1/2 .
For all other chains of HS type, the analogous results can be concisely summarized as follows:
f (0,T ) = u0 − η pi
2
6|K|β2 + O(T
3) (5.28)
u(0,T ) = u0 +
η pi2
6|K|β2 + O(T
3) (5.29)
s(0,T )
kB
=
η pi2
3|K|β + O(T
2) , (5.30)
where now
η =

2 , for the HS chain
1 , for the PF chain
1/γ , for the FI chainwithγ , 0.
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Figure 2: Left: specific heat per site of the PF (blue), HS (light blue), and FI (γ = 1, orange; γ = 0, green) chains with
zero magnetic field and of a two-level system with half-gap ∆ = |K|/8 (dashed red line) as functions of the dimensionless
temperature τ = (|K|β)−1. Right: specific heat per site of the FI chain with γ = 0 (solid blue line) versus its low-
temperature approximation (5.24) (dashed red line).
6. The zero temperature limit
In this section we shall analyze the low temperature behavior of the thermodynamic functions
of a spin chain of HS type in the presence of a nonzero magnetic field. In the ferromagnetic case
(K > 0), we already know from the previous section that there must be a phase transition at
T = B = 0. This fact is also apparent from Eq. (4.19) for the magnetization, which for K > 0
implies that
lim
T→0
µ(B,T ) = sgn B . (6.1)
The latter result can be corroborated by a computation of the zero-temperature magnetization per
site directly from its definition. Indeed, from Eqs. (4.2)-(4.3) it follows that
µ(B, 0) = lim
N→∞
1
N
〈 N∑
i=1
σi
〉
g
, (6.2)
where 〈 · 〉g denotes the average over all ground states. When B , 0 and K > 0 the ground state
is obtained by taking σi = sgn B for all i in Eq. (3.10), and is therefore nondegenerate. Hence
for B , 0 we have
µ(B, 0) = lim
N→∞
1
N
· N sgn B = sgn B ,
as before. On the other hand, when B = 0 the ground states are obtained from sequences of the
form σ = (1, . . . , 1,−1, . . . ,−1). The average of ∑Ni=1 σi over such sequences clearly vanishes,
since the contributions of the sequences with k 1’s and N−k 1’s cancel each other. Thus µ(0, 0) =
0, again in agreement with Eq. (6.1).
In the antiferromagnetic case, it can be shown from Eq. (4.19) that there is a phase transition
at zero temperature and magnetic field B = ±Bs, where the saturation field Bs is given by
Bs =
1
2
|K| max
x∈[0,1]
ε(x) =

|K|
8 , for the HS chain
|K|
2 , for the PF chain
|K|
2 (γ + 1) , for the FI chain.
(6.3)
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Indeed, when K < 0 we can rewrite Eq. (4.19) as
|µ(B,T )| = κ
∫ 1/κ
0
[
1 + 4(1 − e−2β|B|)−2eλϕ(x)
]−1/2
dx ,
where λ = |K|β→ ∞,
κ =
1 , for the PF and FI chains2 , for the HS chain, (6.4)
and
ϕ(x) = ε(x) − 2|B||K| ≡ ε(x) − b . (6.5)
Note that the value κ = 2 for the HS chain is due to the symmetry of ε(x) = x(1 − x) about
x = 1/2 in this case. If |B| > Bs then b > max
x∈[0,1]
ε(x) = max
x∈[0,κ]
ε(x), so that for all x ∈ [0, κ] we have
ϕ(x) < 0 and eλϕ(x) → 0 as λ→ ∞. Hence
|B| > Bs =⇒ lim
T→0
|µ(B,T )| = κ
∫ 1/κ
0
dx = 1 , (6.6)
i.e, for |B| > Bs the magnetization per site saturates. On the other hand, if |B| 6 Bs we have
ϕ(x) < 0 for 0 6 x < x0 and ϕ(x) > 0 for x0 < x 6 κ, where x0 denotes the unique root in [0, κ]
of the equation ϕ(x) = 0, i.e,
ε(x0) = b , with x0 ∈ [0, κ] . (6.7)
Thus in this case we have
lim
λ→∞ e
λϕ(x) =
0 , for 0 6 x < x0∞ , for x0 < x 6 κ ,
and therefore
|B| 6 Bs =⇒ lim
T→0
|µ(B,T )| = κ
∫ x0
0
dx = κ x0 . (6.8)
Note that the RHS in both Eqs. (6.6) and (6.8) tends to 1 as |B| → Bs, since clearly x0 tends to
1/κ as |B| → Bs.
For the HS chain we have ε(x) = x(1 − x), and hence
x0 =
1
2
−
√
1
4
− b ≡ 1
2
−
√
1
4
− 2|B||K| . (6.9)
Equations (6.3) and (6.6)-(6.8) (with κ = 2) immediately yield
lim
T→0
µ(B,T ) =

sgn B
(
1 −
√
1 − 8|B||K|
)
, |B| 6 |K|8
sgn B , |B| > |K|8 ,
(6.10)
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which was first derived by Haldane using the spinon gas formalism [23]. Likewise, for the PF
chain we have κ = 1, ε(x) = x and thus x0 = b ≡ 2|B|/|K|, so that
lim
T→0
µ(B,T ) =

2B
|K| , |B| 6 |K|2
sgn B , |B| > |K|2 .
(6.11)
Finally, in the case of the FI chain κ = 1, ε(x) = x(γ + x),
x0 = −γ2 +
√
γ2
4
+ b ≡ −γ
2
+
√
γ2
4
+
2|B|
|K| , (6.12)
and thus
lim
T→0
µ(B,T ) =

1
2 sgn B
(√
γ2 + 8|B||K| − γ
)
, |B| 6 |K|2 (γ + 1)
sgn B , |B| > |K|2 (γ + 1) ,
(6.13)
in agreement with the result in Ref. [6].
From Eqs. (6.10)–(6.13) it is apparent that, although the magnetization per site is continuous
at B = ±Bs, the susceptibility χ = ∂µ∂B has a discontinuity at these points (cf. Fig. 3). Hence, in
the antiferromagnetic case all three chains of HS type present a second-order phase transition at
T = 0 and B = ±Bs, where the saturation field Bs is explicitly given in Eq. (6.3). The precise
behavior of the zero-temperature magnetization and susceptibility for |B| 6 Bs is, however, quite
different for each type of chain. Indeed, in the case of the HS chain the susceptibility is an
increasing function of B for 0 6 B < Bs, and diverges as (Bs − |B|)−1/2 when B→ ±Bs∓. On the
other hand, for both the PF and FI chains the susceptibility has only a jump discontinuity at the
critical points B = ±Bs. When 0 6 B < Bs the susceptibility is constant for the PF chain, while
for the FI chain it decreases monotonically. Finally, it should be noted that the first derivative of
the zero-temperature susceptibility has a jump discontinuity at B = 0 for the FI chain with γ > 0
and the HS chain, while it diverges as |B|−1/2 at this point for the FI chain with γ = 0 (cf. Fig. 3).
As in the ferromagnetic case, the zero-temperature magnetization can also be computed di-
rectly taking advantage of the exact knowledge of the spectrum. Indeed, consider first the PF
and FI chains. In this case the term proportional to K = −|K| in Eqs. (4.2)-(4.3) is minimized
by the sequence σ0 = (. . . ,−1, 1, . . . ,−1, 1,−1, 1), characteristic of an antiferromagnetic sys-
tem, while the term proportional to B is again minimized by the sequence with all components
equal to sgn B. It is therefore clear that the ground state is obtained by flipping the compo-
nents of σ0 equal to − sgn B starting from the left, until the resulting decrease 2|B| in the term
proportional to B in Eq. (4.2) is offset by the increase |K|εi ≡ |K|ε(xi) in the other term. Thus
if |B| > 12 |K| max16i6N ε(xi) = Bs the ground state is again obtained by taking σi = sgn B for all
i = 1, . . . ,N, and the magnetization attains its saturation value sgn B. On the other hand, when
|B| 6 Bs the ground state is obtained from the sequence
(
i︷              ︸︸              ︷
sgn B, . . . , sgn B,−1, 1,−1, 1, . . . ,−1, 1) , (6.14)
where for large N the index i is (approximately) determined by the condition
|K|ε(xi) ' 2|B| . (6.15)
26
–0.2 –0.1 0.1 0.2
–1.0
–0.5
0.5
1.0
1.5
2.0
–1.0 –0.5 0.5 1.0
–1.0
–0.5
0.5
1.0
1.5
2.0
–2 –1 1 2
–1.0
–0.5
0.5
1.0
1.5
2.0
–1.0 –0.5 0.5 1.0
–1.0
–0.5
0.5
1.0
1.5
2.0
Figure 3: Top to bottom and left to right: zero-temperature magnetization and susceptibility per site of the HS, PF, and
FI chains (with γ = 1 and γ = 0 for the latter chain) as functions of the external magnetic field B.
By Eq. (6.2), the magnetization per site is therefore given5
µ(B, 0) = sgn B · lim
N→∞
i
N
≡ sgn B · lim
N→∞ xi . (6.16)
Taking into account that lim
N→∞ xi = x0, where as before x0 is determined by Eq. (6.7) (with κ = 1),
we obtain the following formula for the zero-temperature magnetization per site for |B| 6 Bs:
µ(B, 0) = sgn B · x0 .
The latter equation clearly agrees with Eq. (6.8) with κ = 1. For the HS chain the analysis is very
similar, except that the sequence σ0 minimizing the term proportional to K in Eq. (4.2) is now of
the form
σ0 = (. . . ,−1, 1, . . . ,−1, 1,−1↓
[N/2]
, 1,−1, 1 . . . ,−1, 1, . . . ) .
This is due to the fact that in this case the dispersion relation ε(x) has a maximum at x = 1/2, is
symmetric about this point, and is monotonically increasing in the interval [0, 1/2]. For the same
5More rigorously, for large N there could be a small number of ground states with corresponding sequences almost
identical to (6.14), so that the average of
∑N
i=1 σi over these ground states is approximately equal to its value on the latter
state.
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reason, if |B| < Bs the ground state is now obtained from a sequence of the form6
(
i︷              ︸︸              ︷
sgn B, . . . , sgn B,−1, 1, . . . ,−1, 1,
i︷              ︸︸              ︷
sgn B, . . . , sgn B) , (6.17)
where i is again approximately determined by Eq. (6.15). Thus in this case Eq. (6.16) should be
replaced by
µ(B, 0) = sgn B lim
N→∞
2i
N
= 2 sgn B lim
N→∞ xi = 2 sgn B · x0 ,
which is essentially Eq. (6.8) for κ = 2.
We shall next analyze the low-temperature behavior of the thermodynamic functions of the
antiferromagnetic chains in the physically more interesting regime 0 < |B| < Bs. To this end, we
start by rewriting Eq. (4.18) for the free energy per site as
− β( f (B,T ) + |B|) =
∫ 1
0
log
[
1 + e−2β|B|
2
+
1
2
√
(1 − e−2β|B|)2 + 4 eλϕ(x)
]
dx, (6.18)
where λ ≡ |K|β → ∞ and ϕ(x) is given by Eq. (6.5). It is straightforward to show that the
function
g(x, z) = log
[
1 + z
2
+
1
2
√
(1 − z)2 + 4 eλϕ(x)
]
(6.19)
satisfies
0 6 ∂g(x, z)
∂z
6 1
2
e−
λ
2 ϕ(x) , z > 0 .
Integrating this inequality with respect to z over the interval [0, e−2β|B|] we obtain
0 6 g(x, e−2β|B|) − g(x, 0) 6 1
2
e−
1
2 λϕ(x)e−2β|B| =
1
2
e−
λ
2 ε(x)e−β|B| 6 1
2
e−β|B| .
Integrating now with respect to x over [0, 1] and taking into account Eqs. (6.18)-(6.19) we easily
arrive at the asymptotic relation
−β( f (B,T ) + |B|) =
∫ 1
0
log
1 + √1 + 4 eλϕ(x)2
 dx + O(e−β|B|)
= κ
∫ 1/κ
0
log
1 + √1 + 4 eλϕ(x)2
 dx + O(e−β|B|) , (6.20)
where we have used the notation introduced in Eq. (6.4). Since ϕ(x) is negative for 0 6 x < x0
and positive for x0 < x 6 κ, it is convenient to rewrite the latter equation as
−β
κ
(
f (B,T ) + |B| + κ|K|
2
∫ 1/κ
x0
ϕ(x) dx
)
=
∫ x0
0
log
1 + √1 + 4 eλϕ(x)2
 dx
+
∫ 1/κ
x0
log
12 e− λ2 ϕ(x) +
√
1 +
1
4
e−λϕ(x)
 dx + O(e−β|B|) . (6.21)
6As before, in general there could be a small number of ground states corresponding to sequences nearly equal to
Eq. (6.17), but this does not affect the conclusion for the reason given in the previous footnote.
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Consider now the first integral in the RHS of the previous equation. Performing the change
of variable t = −λ ϕ(x) and proceeding as in the previous section we readily obtain∫ x0
0
log
1 + √1 + 4 eλϕ(x)2
 dx = 1λ
∫ λb
0
log
1 + √1 + 4e−t2
 dt
ε′(x(t))
=
1
λε′(x0)
∫ ∞
0
log
1 + √1 + 4e−t2
 dt + O(λ−2) , (6.22)
where the error term has been estimated as in Appendix A. Note that if 0 < |B| < Bs we must
have 0 < x0 < κ, and consequently ε′(x0) > 0. Observe also that, in order for the above estimate
to be valid, we must have λb  1, or (disregarding an inessential factor of 2)
β|B|  1 .
The second integral in Eq. (6.21) can be similarly dealt with by the change of variable t = λϕ(x):∫ 1/κ
x0
log
12 e− λ2 ϕ(x) +
√
1 +
1
4
e−λϕ(x)
 dx
=
1
λ
∫ λϕ(1/κ)
0
log
12 e−t/2 +
√
1 +
1
4
e−t
 dtε′(x(t))
=
1
λε′(x0)
∫ ∞
0
log
12 e−t/2 +
√
1 +
1
4
e−t
 dt + O(λ−2) . (6.23)
This formula is correct provided that λϕ(1/κ) = β(|K|ε(1/κ) − 2|B|)  1, or equivalently (since
|K|ε(1/κ) = 2Bs),
β(Bs − |B|)  1 .
Combining Eq. (6.21) with Eqs. (6.22)-(6.23) we obtain
− β
κ
(
f (B,T ) + |B| + κ |K|
2
∫ 1/κ
x0
ϕ(x) dx
)
=
I1 + I2
λε′(x0)
+ O(λ−2) , (6.24)
where
I1 =
∫ ∞
0
log
1 + √1 + 4e−t2
 dt , I2 = ∫ ∞
0
log
12 e−t/2 +
√
1 +
1
4
e−t
 dt (6.25)
and we have omitted an exponentially small term O(e−β|B|)  O(λ−2). Using the value of these
integrals in Eqs. (B.2)-(B.4) of Appendix B we finally obtain the asymptotic formula
f (B,T ) = −|B| − κ |K|
2
∫ 1/κ
x0
ϕ(x) dx − κ pi
2
6|K|β2ε′(x0) + O(T
3) , (6.26)
provided that
1
β
 |B|  Bs − 1
β
. (6.27)
Since Eq. (6.26) is an asymptotic power series expansion in β, it may be differentiated
termwise [47] to yield corresponding expansions for the remaining thermodynamic quantities
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as T → 0. In the first place, taking into account that x0 and ϕ(x) are independent of the tempera-
ture we immediately obtain
u(B,T ) = −|B| − κ |K|
2
∫ 1/κ
x0
ϕ(x) dx +
κ pi2
6|K|β2ε′(x0) + O(T
3) , (6.28)
c(B,T )
kB
=
κ pi2
3|K|βε′(x0) + O(T
2) , (6.29)
s(B,T )
kB
=
κ pi2
3|K|βε′(x0) + O(T
2) . (6.30)
In particular, in the case of the HS chain Eq. (6.30) is in agreement with Haldane’s original
result [23].
In order to compute the asymptotic expansion of the magnetization, we observe that, by
Eq. (6.7),
∂x0
∂B
=
2 sgn B
|K|ε′(x0) ,
and, since ϕ(x0) = 0,
∂
∂B
∫ 1/κ
x0
ϕ(x) dx =
∫ 1/κ
x0
∂ϕ(x)
∂B
dx =
2 sgn B
|K|
(
x0 − 1
κ
)
.
We thus have
|µ(B,T )| = κ x0 − κ pi
2ε′′(x0)
3K2β2ε′(x0)3
+ O(T 3) . (6.31)
Note, in particular, that the leading term in the latter expansion coincides with Eq. (6.8). Using
the values of x0 and κ in Eqs. (6.9)-(6.12) and (6.4) we easily obtain
|µ(B,T )| = 1 −
√
1 − 8|B||K| +
4 pi2
3K2β2
(
1 − 8|B||K|
)−3/2
+ O(T 3) , (6.32)
for the HS chain, and
|µ(B,T )| = 1
2
√
γ2 + 8|B||K| −
γ
2
− 2 pi
2
3K2β2
(
γ2 + 8|B||K|
)−3/2
+ O(T 3) , (6.33)
for the FI chain. In the case of the PF chain the O(T 2) term in Eq. (6.31) vanishes. In fact, in this
case Eq. (4.30) more directly yields
|µ(B,T )| = 2|B||K| −
e−
β
2 (|K|−2|B|)
|K|β + O
(
1
β
e−βmin
( |K|
2 +|B|, |K|−2|B|
))
. (6.34)
The approximations (6.32)–(6.34) are in excellent agreement with the exact result (4.19) (or (4.30),
for the PF chain) provided that the magnetic field is in the range (6.27); see, e.g., Fig. 4 for the
HS and FI chains.
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Figure 4: Left: absolute value of the relative error of the approximation (6.32) for HS the chain for different values of
the dimensionless temperature. Right: similar plot for the approximation (6.33) for the FI chain with γ = 1.
7. Connection with the one-dimensional Ising model
We have seen in Section 3 that the chains (1.6)-(1.7) with spin 1/2 are isospectral to the
classical inhomogeneous Ising model in an external (also inhomogeneous) magnetic field defined
by Eqs. (3.11) and (3.12). In this section we shall exploit this fact to study the connection
between the above chains and the standard (homogeneous) Ising model, whose Hamiltonian we
shall conveniently take as
HJ = J
N∑
i=1
(1 − S iS i+1) − B
N∑
i=1
S i , S N+1 ≡ S 1 . (7.1)
With this normalization, the free energy per site in the thermodynamic limit is given by [48]
fJ(T, B) = −1
β
log
(
cosh(βB) +
√
sinh(βB)2 + e−4βJ
)
, (7.2)
which is clearly reminiscent of the analogous Eq. (4.18) for the spin chains of Haldane–Shastry
type. In fact, we can give a heuristic derivation of the latter equation from Eqs. (3.11)-(3.12) and
the previous formula for the free energy per site of the Ising model. To this end, note first of all
that the latter equations can be written as
E(σ) =
K
4
N−1∑
i=1
εi(1 − σiσi+1) −
N∑
i=1
B(i)σi ,
where
B(i) ≡ B + K
4
(
εi − εi−1) .
We saw in Section 4 that when N  1 the term εi − εi−1 is O(N−1), so that in this limit we have
E(σ) ' K
4
N−1∑
i=1
εi(1 − σiσi+1) − B
N∑
i=1
σi .
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Proceeding as in the latter section, from the previous equation we can show that when N  1 the
partition function of the chains (1.6)-(1.7) is approximately given by
Z '
N−1∏
i=1
λ+( Kεi4 ) ,
where λ+(J) denotes the largest eigenvalue of the transfer matrix the Ising model (7.1) with
coupling J. Hence, in the thermodynamic limit the free energy per site of the chains (1.6)-(1.7)
is given by
f (B,T ) = − lim
N→∞
logZ
Nβ
= − lim
N→∞
1
Nβ
N−1∑
i=1
log λ+( Kεi4 ) . (7.3)
On the other hand, when N → ∞ the partition function ZJ of the Ising model is related to the
largest eigenvalue λ+(J) of its transfer matrix by [48]
ZJ ' λ+(J)N ,
so that
fJ(B,T ) = − lim
N→∞
logZJ
Nβ
= −1
β
log λ+(J) .
Inserting this identity (with J = Kεi4 ) into Eq. (7.3) we obtain
f (B,T ) = lim
N→∞
1
N
N−1∑
i=1
f Kεi
4
(B,T ) =
∫ 1
0
f Kε(x)
4
(B,T ) dx , (7.4)
where we have used the fact that εi = ε(xi) ≡ ε(i/N). Equation (4.18) for the free energy of the
spin chains (1.6)-(1.7) readily follows from the previous equation and the formula (7.2) for fJ .
Equation (7.4) for the free energy of the Haldane–Shastry spin chains admits a statistical
interpretation that we shall discuss next. Indeed, let us first rewrite the latter equation as
f (B,T ) =
1
κ
∫ κ
0
f Kε(x)
4
(B,T ) dx ,
where κ is defined in Eq. (6.4). Since the function ε(x) is monotonically increasing in the interval
[0, κ], performing the change of variables J = Kε(x)4 in the latter integral we immediately obtain
f (B,T ) =
∫ max(0,J0)
min(0,J0)
ρ(J) fJ(B,T ) dJ , (7.5)
where
J0 =
K
4
ε(κ) =

K
16 , for the HS chain
K
4 , for the PF chain
K
4 (γ + 1) , for the FI chain ,
(7.6)
and
ρ(J) =
4
κ|K|ε′(x) . (7.7)
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Note that J0 has the sign of K, so that the integration range in Eq. (7.5) is [0, J0] in the ferromag-
netic case and [J0, 0] in the antiferromagnetic one. Furthermore, from Eq. (7.7) it immediately
follows that ∫ max(0,J0)
min(0,J0)
ρ(J) dJ =
1
κ
∫ κ
0
dκ = 1 .
Hence, by Eq. (7.5), the free energy of each of the spin chains (1.6)-(1.7) is the average of the
free energy of an ensemble of standard Ising models weighted by the function ρ(J) in Eq. (7.7).
This function, which depends on the chain under consideration through the dispersion relation
ε(x), is easily computed. Indeed, for the HS chain we have
ε(x) = x(1 − x) = 1
4
−
(
x − 1
2
)2
≡ 4J
K
,
so that
ε′(x) = 1 − 2x =
√
1 − 16J
K
.
From Eq. (7.7) with κ = 1/2 we easily obtain
ρ(J) =
2√
K
( K
16 − J
) = 12√J0(J0 − J) . (7.8)
Similarly, in the case of the PF chain ε′(x) = 1 and therefore
ρ(J) =
4
|K| =
1
|J0| (7.9)
is constant. Finally, in the case of the FI chain we have
ε(x) = x(γ + x) =
(
x +
γ
2
)2
− γ
2
4
=
4J
K
,
and therefore
ε′(x) = 2x + γ =
√
γ2 +
16J
K
.
Hence the weight function ρ(J) is given in this case by
ρ(J) =
4√
K(γ2K + 16J)
=
γ + 1√
J0
(
γ2J0 + 4(γ + 1)J
) . (7.10)
Introducing the dimensionless variables |J0|ρ(J) and j ≡ J/J0 (where j ∈ [0, 1] in the ferromag-
netic case and j ∈ [−1, 0] in the antiferromagnetic one) we can rewrite the previous formulas
as
|J0|ρ(J) =

1
2 (1 − j)−1/2 , for the HS chain
1 , for the PF chain
(γ + 1)
[
γ2 + 4(γ + 1) j
]−1/2
, for the FI chain .
(7.11)
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Figure 5: Normalized weight function |J0 |ρ(J) versus dimensionless Ising coupling j ≡ J/J0 for the HS (light blue), PF
(blue) and FI (γ = 0, green; γ = 1, orange) chains in the ferromagnetic case.
Equation (7.5) clearly implies that any thermodynamic quantity of a spin chain of HS type is
the average of this quantity over an ensemble of standard Ising models with respect to the appro-
priate weight function ρ(J) in Eqs. (7.8)–(7.10). In other words, a single spin chain of HS type is
thermodynamically equivalent to a suitably weighted ensemble of standard Ising models. From
this novel point of view, the fundamental difference between the three types of HS chains (1.6)-
(1.7) is the fact that the weight function ρ(J) increases with the Ising coupling constant J for the
HS chain, is constant for the PF chain, and decreases with J for the FI chain; cf. Fig. 5. The
study of this weight function can also uncover some unexpected relations between the different
families of chains of HS type. For instance, from Eq. (7.11) it follows that the normalized densi-
ties of the HS chain and the FI chain with γ = 0 are dual, in the sense that they are related by the
reflection j 7→ 1 − j (cf. Fig. 5).
8. Conclusions and outlook
In this paper we derive the thermodynamics of the three families of spin chains of Haldane–
Shastry type (1.6)-(1.7) in a unified way. The main idea behind our approach is to exploit the
equivalence of these chains with a corresponding family of Ising-like inhomogeneous vertex
models. In the absence of an external magnetic field, this fact had already been conjectured by
Frahm [5] and by Frahm and Inozemtsev [6], and was recently established in a rigorous way
in Ref. [35]. In this paper we generalize the results of the latter work to the case of an arbi-
trary magnetic field. Using the equivalence between spin chains of HS type and inhomogeneous
vertex models, in the case of spin 1/2 we are able to compute the large N limit of the chains’
canonical partition function by means of the transfer matrix method. We obtain in this way an
explicit unified expression of the free energy per site, which we systematically use for a de-
tailed analysis of the thermodynamic properties. In particular, we deduce asymptotic formulas
for the relevant thermodynamic quantities in both the zero magnetic field and the zero tempera-
ture limits. Finally, we use the explicit formula for the free energy to show that spin chains of
HS type are thermodynamically equivalent to a suitably weighted average of one-dimensional
(homogeneous) Ising models.
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As remarked throughout the preceding sections, some of the formulas for the thermodynamic
quantities of the HS-type chains derived in this paper have previously appeared in the literature,
especially in the case of the original Haldane–Shastry chain. It should be stressed, however, that
our approach to the thermodynamics of these chains differs from previous related work in two
essential ways. First of all, we treat all three families of spin chains of HS type in a unified way
via their dispersion relation ε(x) (cf. (4.17)). As discussed in the previous section, this is possible
due to the equivalence of these models (in the thermodynamic limit) to an inhomogeneous Ising
model with couplings proportional to the values of the dispersion relation at the points xi ≡ i/N,
1 6 i 6 N − 1. On a more technical level, our method for studying the thermodynamics of spin
chains of HS type is simply based on the evaluation of the canonical partition function in the
thermodynamic limit through the standard transfer matrix approach. We thus bypass the more
complex analysis relying on the equivalence of these models to an ideal gas of spinons used
by Haldane to compute the thermodynamic functions of the original HS chain [23, 43], which
requires the use of the grand canonical ensemble.
The results presented in this paper can be generalized in two different directions. On the
one hand, it should be possible to apply our analysis to general vertex models of the form (4.2),
in which the coupling εi between consecutive spins is an arbitrary polynomial (or even a C1
function) in the variable xi, 1 6 i 6 N − 1. These models, which have been recently studied
by Basu-Mallick and collaborators [35, 49], share certain basic properties with spin chains of
HS-type; for instance, their energies are normally distributed in the thermodynamic limit. On
the other hand, it should also be of interest to extend our results to other types of HS chains,
particularly those associated with the BCN and DN root systems (see, e.g., [8–11]). The first step
in this direction would be to ascertain whether these spin chains are isospectral to suitable vertex
models analogous to (4.2). Work on these and related topics, which is presently going on, shall
be presented in subsequent publications.
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Appendix A. Error term in the asymptotic formulas (5.22)-(5.23)
Let us start with the error term in Eq. (5.22). We must show that∫ R
0
t2 e−t
(1 + e−t)2
dt√
1 − tR
−
∫ ∞
0
t2 e−t
(1 + e−t)2
dt = O(R−1) ,
where we have set R = λ/4. Note first of all that the LHS in the previous equation can be written
as ∫ R
0
t2 e−t
(1 + e−t)2
[(
1 − t
R
)−1/2 − 1] dt − ∫ ∞
R
t2 e−t
(1 + e−t)2
dt ,
where the last term is easily seen to be O(R2 e−R). Hence we need only show that∫ R
0
t2 e−t
(1 + e−t)2
[(
1 − t
R
)−1/2 − 1] dt = O(R−1) .
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Using the identity (
1 − t
R
)−1/2 − 1 = 2R d
dt
1 − √1 − tR − t2R

and integrating by parts we obtain∫ R
0
t2 e−t
(1 + e−t)2
[(
1 − t
R
)−1/2 − 1] dt
= 2R
∫ R
0
1 − √1 − tR − t2R
 g(t) e−t dt + O(R3e−R) ,
where
g(t) =
t2 − 2t
(1 + e−t)2
− 2t
2e−t
(1 + e−t)3
.
The elementary inequality
1 − √1 − s − s
2
6 s
2
2
, 0 6 s 6 1 ,
implies that
0 6
∫ R
0
t2 e−t
(1 + e−t)2
[(
1 − t
R
)−1/2 − 1] dt 6 1
R
∫ R
0
t2g(t)e−t dt + O(R3e−R) = O(R−1) ,
since g(t) = O(t2).
Consider next the error term in Eq. (5.23). We must now show that∫ ∞
0
t2 e−t
(1 + e−t)2
dt −
∫ (γ+1)λ
0
t2 e−t
(1 + e−t)2
dt√
1 + 4t
γ2λ
= O(λ−1) ,
or equivalently that ∫ (γ+1)λ
0
t2 e−t
(1 + e−t)2
1 − (1 + 4tγ2λ
)−1/2 dt = O(λ−1) ,
since ∫ ∞
(γ+1)λ
t2 e−t
(1 + e−t)2
dt = O(λ2e−(γ+1)λ) .
Our assertion follows immediately from the elementary inequality
1 − (1 + s)−1/2 6 s
2
, s > 0 ,
which implies that
0 6
∫ (γ+1)λ
0
t2 e−t
(1 + e−t)2
1 − (1 + 4tγ2λ
)−1/2 dt 6 2γ2λ
∫ (γ+1)λ
0
t3 e−t
(1 + e−t)2
= O(λ−1)
on account of the convergent character of the integral∫ ∞
0
t3 e−t
(1 + e−t)2
dt .
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Appendix B. Computation of the definite integrals (6.25)
Consider the definite integral
I(x;α) =
∫ x
0
log
1 + √1 + 4eαt2
 dt ,
with α2 = 1. Performing the change of variable
z =
1
2
(
1 − √1 + 4eαt
)
and taking into account that
Li2
1 − √52
 = 12 log2
1 + √52
 − pi215
(cf. Ref. [44]), we readily obtain
αI(x;α) =
∫ 1
2 (1−
√
1+4eαx )
1
2 (1−
√
5 )
[
log(1 − z)
z
− log(1 − z)
1 − z
]
dz
=
1
2
log2
1 + √1 + 4eαx2
 − Li21 − √1 + 4eαx2
 − pi215 . (B.1)
Hence
I1 = I(∞;−1) = pi
2
15
. (B.2)
As to the second integral in Eq. (6.25), we first note that
I2 = lim
x→∞
(
I(x; 1) − x
2
4
)
.
From eq. (B.1) and the dilogarithm identity [44]
−Li2(1 − z) = Li2
(
1 − 1
z
)
+
1
2
log2 z
it follows that
I(x; 1) = log2
(
1 +
√
1 + 4ex
2
)
+ Li2
(
1 − 2
1 +
√
1 + 4ex
)
− pi
2
15
,
and therefore
I2 = Li2(1) − pi
2
15
+ lim
x→∞
log2(1 + √1 + 4ex2
)
− x
2
4

=
pi2
10
+ lim
x→∞
log2(1 + √1 + 4ex2
)
− x
2
4
 , (B.3)
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where we have made use of the equality Li2(1) = ζ(2) = pi2/6 (cf. Ref. [44]). Since
log
(
1 +
√
1 + 4ex
2
)
=
x
2
+ O(e−x/2) ,
the limit in Eq. (B.3) vanishes, and we finally obtain
I2 =
pi2
10
. (B.4)
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