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First chapter of this dissertation introduces the contents, related literature review and 
contributions of each chapter briefly.  
Second chapter of this dissertation presents a coordinated expansion planning for data centers in 
the data and electricity networks considering the uncertainties in the planning horizon to ensure an 
acceptable rate of service to the requests received from the end-users in the data network. The proposed 
problem addressed the uncertainties in the expansion planning of the electricity networks including the 
availability of renewable generation resources, the variations in electricity demand, the availability of 
generation and transmission components in the electricity network, and the uncertainties in the number of 
requests received by the user groups in the data network.  
The objective is to determine the location and capacity of the data centers as well as the required 
data routes while considering the imposed constraints in the electricity and data networks. The installation 
cost of data centers and data routes, as well as the expected operation cost of the data centers, are 
minimized. The problem is formulated as a mixed integer linear programming problem and Bender 
decomposition and electricity price signals are used to capture the interaction among the data and 
electricity networks. 
Third chapter proposes a framework for the expansion planning of battery energy storage in 
distribution electricity network with the data center facilities. The objective of the distribution system 
operator is to minimize the installation costs of battery energy storage as well as the operation cost of the 
distribution network. Data centers are operated by the data center operators to provide cloud-computing 
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services. Data center operators leverage the flexibility in the data center demand to minimize the energy 
costs. The coordination between data center operators and the distribution network operator would 
minimize the expansion planning costs of the battery energy storage facilities in the distribution network. 
The proposed framework leverages Benders decomposition technique to address the interactions between 
the data center and distribution network operators.  
Fourth chapter highlights the interdependence among the electricity and cloud computing 
infrastructure systems by emphasizing energy-aware cloud computing. Cloud computing, as a trending 
model for the information technology, provides unique features and opportunities including scalability, 
broad accessibility and dynamic provision of computing resources with limited capital investments.  
This Chapter presents the criteria, assets, and models for energy-aware cloud computing 
practices. Energy management practices for cloud providers at the macro and micro levels are introduced 
that improve the cost and reliability of cloud services. Moreover, fourth chapter envisions a market 
structure that addresses the impact of the quality and price of energy supply on the quality and cost of 
cloud computing services. 
Cloud computing as an emerging computing model provides computing resources as general 
utilities for the end-users through the Internet. Fifth chapter presents a market structure to address the 
competition among cloud providers in the wholesale electricity market and cloud computing market 
(CCM). The cloud providers compete to serve the customers in the CCM while they bid for the electricity 
demand in the wholesale market. The proposed market structure highlights the interdependence among 
electricity and cloud computing infrastructure systems by introducing the dynamic game with complete 
information among cloud providers in the wholesale market and the CCM. At each infrastructure system, 
the operation strategies of the market participants are determined by forming bi-level optimization 
problems in which the upper-level problem maximizes the payoff of the market participants while the 
lower-level problem represents the corresponding market settlement process. Independent system operator 
ensures the security and reliability of the network in the wholesale market while the demand and supply 
are balanced in the CCM to determine the price of the offered computing resources.  
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In sixth chapter, a stochastic operation framework is proposed to minimize the operation cost of 
the distribution networks by leveraging the demand flexibility of data centers. The emerging distribution 
networks are equipped with renewable generation resources, controllable loads and corresponding 
monitoring and control assets to regulate the aggregated demand actively in the bulk power system. The 
volume of the energy received from the bulk power system as well as the price of electricity contributes 
to the operation cost of the distribution network. Distribution system operators balance the demand and 
supply and compensate for the intermittency and variability of the local renewable generation resources 
and non-controllable loads using the controllable generation and demand assets. Data centers are large 
flexible electrical loads in distribution networks that could help the distribution system operators to 
manage the operation cost and to mitigate the imbalance between the demand and generation. The 
introduced uncertainties in the operation horizon provide economic risks in the distribution network 
operation. Hence, providing efficient measures for risk associated with the uncertainties provides an 
insight for the decision makers to avoid over conservative operation decisions. The proposed risk averse 
operation-planning framework constrains the volatility of the expected cost through the conditional value 
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1.1 A Framework for Expansion Planning of Data Centers in Electricity and Data Networks under 
Uncertainty 
Internet Data Centers (IDCs) are the physical layouts of the computing clouds that are equipped with 
thousands of devices including switches, routers and several types of servers to provide various services to 
the end-users [2.1]. Considering the massive scale of IDCs, a considerable amount of energy is consumed by 
these entities that needs to be considered in the electricity network operation planning. In 2011, the energy 
consumption of IDCs was approximately 1.5% of the total electricity consumption worldwide and was 
increased by 56% from 2005-2010 [2.2]. The challenges associated with the reliability and economics of 
energy supply for the IDCs are further highlighted with the increasing proliferation of cloud computing. 
Energy-related costs are estimated as 46% of the operation cost of an IDC [2.3]. Energy management 
solutions such as energy efficiency in chip multiprocessing [2.4], network power management [2.5], online 
control for power supply system [2.6], and storage power management [2.7] are among the major efforts to 
conserve energy in the IDCs. Virtual machine (VM) live migration technology [2.8] enables spatial shifting 
of workloads among servers through multiple VM deployments. Consequently, IDCs are envisioned as large 
and flexible electrical loads that facilitate demand response practices to reduce the total peak demand by up 
to 20% [2.9]–[ 2.14]. The study in [2.15] investigates the potential benefits of flexible IDC power 
management utilizing local fuel cell generation. Other studies investigated the benefit of spatial shifting of 
the data centers’ workloads to the locations with cheaper energy or abundant renewable resources [2.16] and 
[2.17]. There are generally two categories of workloads: delay-intolerant and delay-tolerant workloads. 
Delay-intolerant workloads such as web services have limited flexibility in temporal shifting whereas the 
delay-tolerant workloads such as CPU-intense batch computing jobs are shiftable to the periods in which the 
energy is cheaper [2.18]–[ 2.20]. Furthermore, load shedding considering the required Quality-of-Service 
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(QoS) can reduce the energy consumption and associated costs [2.21]. The research work reported in [2.22]–
[2.25] examined the coordinated operation of data centers and renewable resources to minimize the carbon 
footprint and the operation cost. The expansion planning of data centers in electricity and data networks was 
addressed in [2.26]. Here, the objective was to find a deterministic solution for the expansion planning while 
the operation cost of the data centers, as well as the uncertainty in the planning horizon were ignored. While 
the earlier research is focused on developing approaches to address the operation schedule of the IDCs in the 
electricity market, there are limited research efforts dedicated to the expansion planning of the IDCs in the 
electricity and data networks. The IDC expansion planning reported in [2.27] addresses the capacity 
allocation of the future site constructions/expansion of data centers to meet the demand in the data network. 
Such practice is important as the future data centers are expected to be established in areas with lower 
electricity prices, least cost for data routes and bandwidth capacity, and lower carbon footprint and 
environmental effects. The outdated data centers, insufficient capacity of current data centers, the adventure 
of big data, virtualization and new applications outsourced to cloud services highlight the merit of the 
expansion planning for the IDCs [2.28]. Effective expansion planning strategies are further underlined as the 
traditional perceptions of IDC facilities – that were low-density and site-constructed, with considerable 
planning lead time – were transformed toward flexible, more rapidly deployable and modular assets. 
Expanding the capacity of IDC as new demand entity in the electricity network that operates close to its 
capacity limits, will reduce the reliability and security of energy supply [2.29]. Hence, the capacity expansion 
strategies for IDCs should capture the reliability and security of energy supply as the quality of service 
provided by the IDCs to the cloud users, is affected by the quality of utilized energy. 
1.2 Network Constrained Expansion Planning of Battery Energy Storages in Distribution Network 
with Data Centers 
The growing demand for cloud computing and large investment of companies (e.g. Google, 
Microsoft, Facebook) in data centers to support cloud services will increase the electricity demand in the 
distribution networks. Data centers are composed of Information Technology (IT) equipment including 
servers, storage devices, network switches and routers that form the physical layer of the cloud computing 
architecture. In 2014, these assets consumed 70 billion kWh of energy which is approximately 1.8% of the 
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total energy consumption in the United States [3.1]. The electricity demand of data centers has increased by 
4% from 2010-2014 and it is expected that the rate of increase remains the same for 2014-2020 [3.1].  
Despite the considerable energy consumption, data centers offer a unique flexibility in how and 
when power is consumed. Geographically distributed data centers facilitate shifting the workloads spatially. 
On the other hand, the process of delay tolerant workloads allows temporal shifting while honoring 
customers’ service level agreements. Such flexibilities enable the operators to implement various energy 
management solutions with different objectives, such as reducing the energy costs and carbon footprint, and 
improving the sustainability of cloud computing services [3.2]- [ 3.4]. Furthermore, to reduce the adverse 
environmental impacts of the data centers, the cloud providers are taking various initiatives to leverage 
renewable energy resources to promote green cloud computing [3.5].  
Among renewable energy resources, solar photovoltaic (PV) generation is gaining more attention in 
distribution networks as the installation cost is decreasing due to technological advancements and subsidiary 
energy policies. The cost of solar modules has decreased by 80% since 2009, and therefore, the cost of energy 
produced by these modules has decreased by 75% from 2010 to 2017 [3.6]. While coupling these sustainable 
energy resources with data centers could improve the emission and cost measures, the intermittency and 
variability of these energy resources as well as the uncertainty in demand of data networks introduces 
operational challenges for the Data Center Operators (DCOs). DCOs operate one or more data centers in a 
distribution network and ensure the reliability and security of cloud computing services while minimizing 
the cost and/or adverse environmental impacts of the data centers [3.7]. 
Furthermore, the integration of renewable resources introduces operational challenges to the 
distribution network operators (DNOs) to maintain the stability, reliability and power quality [3.8]. The 
considerable demand of data centers along with their uncertainty and variability will further intensify these 
operational challenges. The DSO ensures the reliability and security of the distribution network by capturing 
the uncertainty in generation and demand and the availability of the distribution network assets into its 
operation planning framework. The objective of the DSO includes minimization of operating cost, network 




The peak demand of the data centers has considerable effect on the capacity expansion of 
distribution assets. The increase in the peak demand will increase the capital cost of expansion plans as the 
size of the power delivery equipment including transformers and distribution lines are dependent on the peak 
power consumption of the data centers. Furthermore, considerable energy consumption of data centers will 
increase the operating cost of the distribution network and reduce its power delivery capacity margin. It will 
also reduce the acceptable voltage margin at the distribution network buses. The DSO leverages flexible 
generation resources including distributed energy resources (DERs), battery energy storage (BES), flywheels 
and capacitors to mitigate the adverse effects of data centers’ demand as well as the variability and uncertainty 
in renewable generation assets. 
The short response time of the BES systems makes them valuable assets to improve the distribution 
network operation measures. BES could be used for energy arbitrage, increasing the capacity of renewable 
energy resources, deferring investment in the distribution network components by relieving the network 
congestions, reducing the carbon footprint, reducing the loss in the electricity network, and facilitating the 
transient and steady state voltage control. High investment costs of BES impede the wide-spread allocation 
of these resources in the distribution networks and an effective expansion planning strategy for sizing and 
siting of BES in the distribution network is crucial to maximize the benefits of this technology in the 
distribution networks.  
Earlier research in this domain is focused on the expansion planning of BES in distribution 
networks. The expansion planning of BES for energy arbitrage is addressed in [3.9], [3.10] where the BES 
systems store electricity in low-price periods and release the energy in high-price periods. Expansion 
planning of BES for congestion management in distribution feeders is proposed in [3.11]-[ 3.13]. By reducing 
the peak demand, BES reduce the power flow in distribution lines and impede congestion in distribution 
feeders. Such strategies could further defer the investments in distribution assets. The expansion planning of 
energy storage systems to improve the reliability indices was addressed in [3.14]- [ 3.16]. In [3.14]- [ 3.15], 
the expected energy not supplied was captured while in [3.16] the momentary average interruption frequency 
index was considered as the reliability index. The expansion planning of the energy storage systems to 
improve the voltage regulation is addressed in [3.15] and [3.17]. Here, the injected real and reactive power 
 5 
 
of energy storage system enables the DSOs to regulate the bus voltages to prevent voltage instability. In 
contrast to reliability indices, [3.18] and [3.19] consider expansion planning of energy storage systems to 
reduce the loss in the distribution network. This is achieved by reducing the peak demand as well as the 
power flow in the distribution lines and transformers that eventually reduce the energy loss in the distribution 
network. In [3.20]- [3.22] the objective of the expansion planning for energy storage system is to improve 
the dispatchability of the renewable resources by absorbing their surplus energy in low demand periods and 
releasing it at high demand periods. In [3.22], the joint expansion planning for energy storage systems and 
distributed generation units considers the emission cost of generation units in the objective function to 
decrease the carbon footprint in the electricity network. 
 
Figure 1-1 Distribution network with data centers 
 
Data centers are flexible electric demands as the power consumption of a data center is determined 
based on the processed workloads. The temporal shifting of the delay-tolerant workloads from peak hours to 
off peak hours will reduce the operational cost. Furthermore, shifting the data workload among the data 
centers improves the operational measures in the distribution network and minimize the mismatch between 
the demand and supply considering the imposed uncertainties in the distribution network. Figure 1-1 shows 
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the physical structure of the distribution network with the data centers. As shown in this figure, the DCO 
regulates the workload among the data centers to minimize the operational cost. The DCO collects the 
requests of the end users in the data network and distributes the requests among the data centers, considering 
the data centers’ computing resources and the network bandwidth constraints. The allocated requests are sent 
by routers and network switches to the data centers where these requests are processed by servers.  
The proposed expansion planning for energy storages in [3.9], [3.10], [3.12]-[ 3.14], [3.16]-[ 3.18], 
[3.20] and [3.22] leverage heuristic methods including genetic algorithms and particle swarm optimizations 
to solve the planning problem. Heuristic methods are based on random and iterative procedures, which may 
not guarantee the optimal solution. The problem formulation in [3.21] is MINLP, which is solved by 
CONOPT solver so the optimal solution heavily depends on the type of nonlinearity. In [3.15], a multistage 
MILP expansion planning for energy storages, conventional distributed generations (DGs) and renewable 
resources is proposed to maximize renewable integration while the power quality and stability is maintained 
within the required levels. In [3.15] the uncertainty in renewable generation and demand is addressed by 
assuming two scenarios with ±5% deviations for predicted values.  
The studies in [3.11] and [3.19] leveraged simplified AC power flow formulation. The problem 
formulation in [3.11] and [3.19] solves a linear objective function with second order cone constraints for the 
power flow to improve the accuracy of the solution. This formulation poses significant computational burden 
when applied to stochastic settings.  
The expansion planning in [3.9]-[3.14], and [3.16]-[3.22] capture the sizing and siting of energy 
storage while ignoring the installation time, and other works in [3.9]-[3.11], [3.13], [3.16], [3.17] and [3.19]-
[3.21] are focused on deterministic solution for the expansion planning problem ignoring the uncertainty in 
the planning horizon. The uncertainty in distribution network demand is addressed in [3.12] and [3.18], while 
the uncertainty in the characteristics of the batteries including the technical and economic characteristics of 




1.3 Energy-Aware Cloud Computing 
The emerging cloud-computing model facilitates access to computing resources for end users 
through the internet. Cloud computing is a model that enables on-demand access to the shared pool of 
customizable computing resources (e.g. servers, storage, networks, and applications) and services [4.1]. 
These resources can be rapidly deployed with minimal management efforts and marginal interactions with 
the service providers. Providing dynamic computing resources in the cloud computing paradigm enables 
corporations to scale up/down the provided services, considering their clients’ demand and the cost of the 
leveraged resources that contribute to the operational cost of the information technology (IT) facilities. The 
scalability of the cloud services enables smaller businesses to benefit from different categories of expensive 
computing-intensive services that were once exclusively available to large enterprises. Cloud computing 
remedies the IT barriers, especially for small and medium-sized enterprises, and provides efficient and 
economical IT solutions as the cloud providers develop tools and skills to exclusively focus on handling the 
computational and IT challenges. With marvelous effects of cloud computing on the IT industry, large 
enterprises such as Google, Amazon, and Microsoft endeavor to establish more powerful, reliable, and 
economically efficient cloud computing platforms. The backbone of cloud computing is data centers. Cloud 
computing is achieved by establishing distributed data centers that consume a significant volume of energy. 
Data centers leverage advanced energy management solutions to achieve the targeted computing reliability 
and economic efficiency. 
This chapter presents the envisioned market structure for energy-aware cloud computing that 
incorporates energy management strategies at multiple physical layers.  
1.4 Oligopolistic Competition among Cloud Providers in Electricity and Data Networks 
The advent of cloud computing increased the electricity demand of the data centers that are operated by the 
cloud providers in the power networks. Data centers enable temporal and spatial load shifting and curtailment 
in the electricity and data networks [5.1]–[5.6]. In the wholesale market, the generation companies 
(GENCOs) maximize their payoff by strategically bidding for the energy supply while the load service 
entities, load aggregators, and large customers including cloud providers bid for the consumed energy. The 
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price of electricity is procured by capturing the demand and supply bidding curves and ensuring the demand 
and supply balance. In a large-scale Internet data center with condensed server clusters, energy costs are 
approximately 41.6% of the total operation cost [5.7]. Therefore, the energy management practices in data 
centers largely impact the operation cost and revenue of the cloud providers. While earlier researches [5.8]–
[5.12] addressed the energy management in the data centers, the impact of such strategies on the price of 
electricity and the competition among the cloud providers in the wholesale market were not addressed. As 
bulk demand entities, the cloud providers bid in the wholesale market to reduce their electricity costs while 
they bid in the CCM as service providers to maximize their revenue. In the CCM, the cloud providers offer 
various pricing and contracting structures for multiple types of cloud services including infrastructure as a 
service (IaaS), platform as a service (PaaS), and software as a service (SaaS). For example, Amazon 
computing services are billed on an hourly basis, however, other Amazon services such as Simple Queue 
Service (SQS) and data storage are billed based on the input/output rate of data transfer [5.13], [5.14]. Google 
pricing schemes are determined by application on a monthly basis [5.15]. The competition among multiple 
cloud providers to provide IaaS is addressed by an analytical study on the monopoly, duopoly, and oligopoly 
competition in [5.16]. In [5.17] a three-tier model for the cloud computing is proposed to investigate the 
interaction between the end users and the cloud providers. Several studies including [5.18] and [5.19] 
addressed the strategic behavior of the cloud providers and pricing schemes in the CCMs while ignoring the 
electricity network. SHARP [5.20], Tycoon [5.21], Bellagio [5.22], and Shirako [5.23] are some of the 
research projects that proposed market structures for trading resources on networked infrastructure systems 
such as PlanetLab [5.24]. A global cloud computing market structure is proposed in [5.25] to mitigate the 
challenges that restrict the customers to switch to other cloud providers including inflexible pricing 
mechanism of the cloud providers, inaccessibility to multiple cloud providers for the same service, and 
incompatible interfaces and protocols to acquire services from the cloud providers. In the proposed global 
cloud market structure, the brokers are intermediates between the consumers and providers that lease the 
resources from the cloud providers and sub-lease them to the end-users. The cloud market is cleared in the 
market directory to maximize the well-being of all participants (i.e., social welfare maximization). 
Considering the considerable energy consumption and flexibility of the data center electricity demand, data 
center demand with associated bidding strategy of the cloud providers would impact the locational marginal 
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price (LMP) of electricity in the wholesale market. As bulk demand entities, the cloud providers bid in the 
wholesale market to reduce their electricity costs while they bid in the CCM as service providers to maximize 
their revenue. Therefore, by adjusting the bidding strategy of the cloud providers, their payoff could be 
maximized in both the CCM and the wholesale market.   
1.5 Operation of Distribution Networks with Volatile Supply and Controllable Data Center 
Demand  
The operation scheme of the distribution network is transformed from a passive management where 
the energy is solely provided from the wholesale market to active operation scheme that leverages the local 
renewable generation, distributed generation, storage, and controllable loads to improve the economics and 
security measures of the distribution networks.  
Renewable resources introduce variability and intermittency at the generation sector in the distribution 
network. This issue could further be propagated to the bulk power system and wholesale market by 
introducing fluctuation in the aggregated demand. The considerable penetration level of renewable resources 
at the distribution network increases the uncertainty in the aggregated load in the bulk power network, which 
further adds to the complexity of the cost-effective operation solutions in the bulk power network [6.1], [6.2]. 
In distribution networks, the distribution system operator (DSO) is responsible for maintaining the security 
of the network by matching the demand and supply and importing electricity from the bulk power system. 
The load service entities that represent aggregated demands in the wholesale market ensure the adequacy of 
energy supply for the distribution networks. 
The variability and uncertainty in demand imposed by the distribution networks contribute to the 
uncertainty in the aggregated demand in the wholesale market. Deploying energy storage technologies and 
demand response practices were proposed to mitigate the volatility and uncertainty in the aggregated demand 
of the distribution networks [6.3], [6.4].  
Data centers are large and flexible electrical loads. The flexibility in data centers’ demand can be leveraged 
to minimize the operation cost of the distribution network. Furthermore, data centers consume significant 
energy and their power consumption grows 10-12% per year [6.5]. The growth in the data center demand 
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makes them an important tool for balancing the demand and supply as their demand capacity increases with 
the growth in the installed capacity of the renewable resources [6.6]. The flexibility in data centers demand 
is provided by managing the workloads in the data network. Depending on the type of services provided by 
the data centers, the workloads are categorized into delay-intolerant and delay-tolerant workloads. Delay-
intolerant workloads require processing the end-user requests in limited period, examples of such workloads 
include web searches and web services. For delay-tolerant workloads, the process time is not critical for the 
end users as long as the workloads are processed before a designated deadline. 
In this chapter, a stochastic operation framework is proposed to minimize the operation cost of the distribution 




2A FRAMEWORK FOR EXPANSION PLANNING OF DATA CENTERS IN ELECTRICITY AND 
DATA NETWORKS UNDER UNCERTAINTY 
This chapter presents a coordinated expansion planning for the IDCs and data routes considering the 
operation cost of the IDC and the security of energy supply in the electricity network. This chapter is focused 
on the economic aspects of the expansion planning of IDCs in the data and electricity networks while ensuring 
the energy supply security. The proposed expansion strategies determine the location and capacity of the 
IDCs and the required data routes among the User Groups (UGs) and IDCs while ensuring the security of 
energy supply. The presented coordination between the electricity and data networks ensures the adequacy 
and security of energy supply for the IDCs. The unavailability of the generation and transmission assets, as 
well as transmission congestions in the electricity network, would impact the expansion planning strategies 
for IDCs in the data network. 
The proposed expansion-planning framework captures the uncertainties in the electricity and data networks 
including the variation in demand, the volatility of renewable energy resources, the outages in generation and 
transmission components, and the fluctuation in the number of requests received by the UGs. Several 
scenarios capture the uncertainty in the planning horizon. Figure 2-1 shows the proposed expansion planning 
framework. As the figure illustrates, the Data Center Investor (DCI) procures the expansion plan for the IDCs 
and corresponding data routes in the data network. The feasibility of such decisions in the electricity network 
is evaluated by one or multiple transmission-owning utilities (TOUs). The DCI who manages and invests on 
the IDCs determines the decisions to install the IDC modules and data routes by solving a mixed integer 
programming (MIP) problem (master problem) that captures the uncertainty in the data network. Such 
decisions are passed to the TOUs to check for the feasibility of the network considering the demand of 
proposed IDCs in multiple scenarios (feasibility sub-problems). If any infeasibility exists in each scenario, 
infeasibility cuts are generated and sent back to the master problem. In other words, the DCI sends the 
decisions on installing the IDCs with respective electricity loads to the TOU(s). The TOU(s) may accept the 
proposed installation or propose different suggestion in case there is a deficiency in the energy supply. In this 
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chapter, the TOUs send capacity signals to the DCI for revising the proposed expansion plan to satisfy the 
TOUs’ constraints [2.30]. The Benders cuts received from the TOUs are the infeasibility cuts that reflect the 
feasibility of the expansion decisions made by the DCI. Once the decisions are feasible, the network operation 
problem in multiple scenarios is solved by the Independent System Operator (ISO) considering the imposed 
demand by the IDCs. As a result, the locational marginal prices (LMPs) of electricity are passed to the DCI 
to determine the operation cost of the IDCs in different scenarios and to update the expansion decisions if 
required.  
 
Figure 2-1 The proposed framework for the IDC expansion-planning in electricity and data networks 
 
This iterative process stops once the expansion decisions are feasible and certain stopping criteria for the 
operation cost are satisfied. It is worth noting that formulating the problem as one optimization problem 
solved by system operators or DCI is not practically feasible. The system operators in the electricity network 
(TOU and ISO) neither handle the expansion planning practices for the data centers nor do have any 
information on the demand of the data network such as the rate of requests received and redirected by the 
UGs. Furthermore, DCIs have limited access to the information on the electricity network to determine the 
feasibility of the IDC expansion plans. This chapter proposed a framework to capture the interactions among 
DCI and system operators (TOU and ISO) for the expansion planning of the data centers in the electricity 
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formulation and solution methodology. Sections 2.2 and 2.3 present the case study and summary, 
respectively. 
2.1 List of Symbols 
Indices:  
𝑎, 𝑏 Index of bus 
𝑑 Index of loads other than data centers 
𝑒 Type of data route 
𝑖 Index of data center 
𝑗, 𝑟 Index of user group 
𝑙 Index of transmission line 
𝑛 Type of data center module 
𝑝 Index of periods within a year 
𝑠 Index of scenario 
𝑤 Index of wind unit 
𝑦, 𝑦′ Index of year 
𝜙 Index of thermal unit 
Integer variables:  
𝑚𝑖,𝑛
𝑝,𝑦,𝑠
 Number of active servers in a data center module of type 𝑛 
Binary variables:  
𝑘𝑖,𝑛
𝑦
 Decision variable for installing data center module of type 𝑛 
ℎ𝑖,𝑛
𝑦
 Auxiliary variable for installing data center module of type 𝑛 
𝑅(.),(.)
𝑦,𝑒
 Decision variable for installing data route of type 𝑒 
Real variables:  
𝐹𝑐(. ) Generation cost 
𝑃𝜙
𝑝,𝑦,𝑠















 Lagrange multipliers 
𝜃𝑏
𝑝,𝑦,𝑠








 Rate of the requests exchanged among the UGs [request/second] 
Parameters:  
𝐷 Desired response time [millisecond] 
𝑑𝑦 Annual discount rate 
?̂?(.)
(.)
 Decision made in the master problem for installing a data center module 
𝐿𝑗
𝑝,𝑦,𝑠
 The rate of requests received by the UG [request/second] 
𝐿𝑓,𝑏 , 𝐿𝑡,𝑏  Set of lines starting from/ending at bus 𝑏 
𝑀𝑛 Maximum number of servers in data center module of type 𝑛 
?̂?(.)
(.)
 Number of active servers determined in the master problem 
𝑁𝑒 Capacity of the data route [request/second] of type 𝑒 
𝑁𝑇 Total number of hours in a period 
𝑃𝑖𝑑𝑙𝑒  , 𝑃𝑝𝑒𝑎𝑘 Power consumption of server in idle and active modes [W] 
𝑃𝑑
𝑝,𝑦,𝑠
 Demand of consumers other than data centers in the electricity network [MW] 
𝑃𝑤
𝑓,𝑝,𝑦
 Forecasted dispatch of wind unit [MW] 
𝑃𝜙
𝑚𝑎𝑥 Maximum generation dispatch of thermal generation unit [MW] 




Availability of the electricity network components; 1 for being available and 0 
otherwise 
𝑋𝑏,𝑎 Inductance of line between buses 𝑎 and 𝑏 
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𝛽𝑛 Installation cost of data center module type 𝑛 [$] 
𝛾𝑒 Installation cost of data route type 𝑒 [$/mile] 
𝜓(.)
𝑏  
Set of components connected to bus 𝑏 
 
𝜇 Rate of request processed by each server [request/second] 
𝜌𝑠 Probability of scenario 
?̂? 




 Price of electricity [$/MWh] 
 
2.2 Problem Formulation 
The IDC expansion problem provides solutions for increasing the capacity of the IDCs and data 
routes to serve the customer demand in the data network. Each IDC module consists of several types of 
servers including web servers, application servers, and database servers. The type of requests determines the 
characteristics of the workloads and the loading pattern of the corresponding servers [2.31]. For the sake of 
simplicity in this chapter, all requests are considered to be of the same type and the workload is dependent 
on the number of requests received. The UG – also known as load balancer among a group of backend servers 
– aggregate the requests received from the end-users, re-distribute the incoming traffic among backend 
servers in the IDCs, and send the processed requests back to the end-users [2.27] and [2.32]. UGs are linked 
together by the data routes for load balancing, sharing the requests and distribute the workloads among the 
IDCs. In the proposed problem, DCI invests on expanding and allocating the IDC module and data route 
capacity to ensure the quality of service in the data network. The capacity of the IDC is determined by the 
number of installed modules on an annual basis [2.33]. The growth in the electricity demand and the number 
of requests in the data network are captured in the planning horizon. Figure 2-2 shows the structure of the 




Figure 2-2 Modular structure of data centers with USGs, and data routes. 
The figure shows that there are z UGs, each receiving the total input request rate, 𝐿𝑗
𝑝,𝑦,𝑠
 from the 
end-users in scenario s. The UGs communicate with three IDCs. Data center i, i ∈ {1, 2, 3} receives requests 
from the UGj with the rate of ∑ 𝜆𝑗,𝑖,𝑛
𝑝,𝑦,𝑠
𝑛    and the rate of exchanged requests among UGj and UGr is 𝜆𝑗,𝑟
𝑝,𝑦,𝑠
. 
Data routes leverage fiber optics technology to facilitate fast and reliable communication among the UGs and 
IDCs. The bandwidth of the data route that connects the UGs to the IDC is determined based on the rate of 
the directed requests. The number of servers that process the data is dependent on the rate of requests received 
from the UGs. The queueing model M/M/1, with Poisson arrival rate, is used to obtain the average response 
time. As shown in (1), the average response time captures the average waiting time of requests in the queue 
and the process time of the IDC. Here, D is the desired response time for the end-users; PQ is the probability 
of waiting in the queue, and PQ = 1once the large volume of data is being processed by the IDCs [2.34].  
𝑃𝑄/(𝑚𝑖,𝑛
𝑝,𝑦,𝑠𝜇 − 𝜆𝑗,𝑖,𝑛
𝑝,𝑦,𝑠)    ≤  𝐷        (2.1) 
The expansion-planning problem for DCI is an MIP problem that minimizes the expansion and 
expected operation costs of the IDC and data routes. In this problem, the binary variables are the decisions 
made to install the IDCs and data routes in the data networks, the integer variables are the number of servers 
that process the requests in each scenario. Such decisions are made based on the requested data demands by 
UGs in each scenario. In order to ensure the energy supply security for IDCs in the electricity network, DCI 
interacts with one or multiple TOUs to ensure the adequacy of energy supply for the installed IDCs. For the 
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sake of simplicity in this chapter, one TOU interacts with the DCI and Benders decomposition is used to 
capture such interactions. The TOU checks for the security of the electricity network in each scenario 
considering the imposed demand for the IDC. If the decisions made by the DCI do not ensure the energy 
security, the TOU sends the capacity signal in form of Benders cut to change the DCI decisions until the 
energy supply security is guaranteed. If the decisions made by the DCI ensures the energy security in the 
electricity network, the ISO solves the economic dispatch to procure the LMPs in each scenario. The LMP 
of electricity is used by the DCI to assess the expected operation cost of the IDCs and to update the expansion 
decisions accordingly. In the following sections, the application of Benders decomposition for solving this 
problem is described and the solution framework to solve the proposed coordinated expansion problem is 
presented. 
2.2.1 Application of Benders Decomposition 
The general form of the presented expansion planning problem is formulated in (2.2)-(2.6) as an 
MIP problem where x is the vector of integer and continuous variables and y is the vector of binary variables, 
respectively. Here, 𝑓(. ) represents the expected operation cost of the IDCs and ℎ(. ) is the installation cost 
of the IDCs and data routes. The constraints that capture the feasibility of the decisions in the electricity 
network are shown in (2.4)-(2.5) where, v is the continuous decision variable for the electricity network. 
min 𝑓(𝐱) + ℎ(𝐲)         (2.2) 
𝑠. 𝑡.    𝐀𝐱 + 𝐁𝐲 ≥ 𝐜        (2.3) 
𝐆𝐱 + 𝐇𝐯 = 𝐝          (2.4) 
𝐊𝐯 ≤ 𝐰          (2.5) 
𝐱 ≥ 𝟎, 𝐲 ∈  {0, 1}, 𝐯 ∈ Ω𝑣         (2.6) 
The problem (2.2)-(2.6) is decomposed into a master problem (2.7)-(2.10) and sub-problem (2.11)-(2.14). 
min 𝑧           (2.7) 
𝑠. 𝑡.   𝑧 ≥ 𝑓(𝐱) + ℎ(𝐲)        (2.8) 
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𝐀𝐱 + 𝐁𝐲 ≥ 𝐜         (2.9) 
 𝐱 ≥ 𝟎, 𝐲 ∈  {0, 1}         (2.10) 
In the master problem (2.7)-(2.10), the upper bound of the objective function is minimized as shown by (2.8). 
The decision variables 𝐱 and 𝐲 are determined by the DCI once (2.7)-(2.10) is solved [30]. The set of equality 
and inequality constraints shown in (2.9) captures the physical relationship among the decision variables in 
the data network. The feasibility of the decision variables in (2.7)-(2.10) is checked in (2.11)-(2.14). Here, 
the violation in (2.4) as a result of determined decision ?̂? in (2.7)-(2.10), is minimized. In order to check the 
violation of the equality constraint (2.4), the vector of slack variables 𝐭 (i.e., mismatch variables) is 
minimized. In this formulation, the set of constraints (2.12) and (2.13) captures the physical relationship 
among the decision variables in the electricity network and these constraints are not shared with the DCI. 
Therefore, (2.11)-(2.14) is solved by the TOU and if the objective function (2.11) is zero, the proposed DCI 
solution is feasible in the electricity network. Otherwise, Benders cut (2.15) will be passed to the master 
problem (2.7)-(2.10). In the next sections, the general formulation that is described above will be formulated 
for the proposed expansion planning problem. 
 𝑈(?̂?) = 𝟏𝑇𝐭          (2.11) 
𝐆?̂? + 𝐇𝐯 + 𝟏𝐭 = 𝐝     (𝛕)        (2.12) 
𝐊𝐯 ≤ 𝐰          (2.13) 
𝐭 ≥ 𝟎           (2.14) 
𝑈(?̂?) + (𝐱 − ?̂?)T 𝐆T𝛕 ≤ 0        (2.15) 
2.2.2 Master Problem –Expansion Planning in Data Networks 
The problem formulation for the coordinated expansion planning of the IDC and data route is shown 
in (2.16)-(2.25). The vectors of binary, integer and continuous variables are 𝐲 = [𝐤, 𝐑], 𝐱 = [𝐦, 𝛌] 
respectively, where 𝑅𝑗,𝑟
𝑦,𝑒 ∈  𝐑 , 𝑘𝑖
𝑦 ∈ 𝐤,  𝑚𝑖,𝑛
𝑝,𝑦,𝑠  ∈  𝐦, and  𝜆𝑗,𝑖,𝑛
𝑝,𝑦,𝑠 ∈  𝛌. The objective is to minimize the upper 
bound of the installation cost of IDCs and data routes as well as the expected operation cost of the IDCs, as 
shown in (2.17). The first term in (2.17) is the installation cost of the IDC modules as well as the capital cost 
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of the data routes that are installed between the UGs and the IDCs; the second term reflects the installation 
cost of data routes installed between the UGs and the third term is the expected operation cost of IDCs in 
which ?̂?𝑏
𝑝,𝑦,𝑠
 is the LMP of electricity. Here, the rate of requests that is received or processed is associated 
with the utilized electricity in the IDC and the presented formulation captures a snapshot for each period. As 
shown in the last term in (2.17), the total energy consumed by servers in each period to process the requests 
with given rates, is determined by the power consumption of the servers and the length of the period (NT). 
The number of active servers at each period in each scenario, is lower than the installed capacity as shown in 
(2.18). The number of requests exchanged between the UGs and IDCs in each scenario is limited by the 
installed capacity of the data routes as shown in (2.19). Similarly, the number of requests exchanged between 
the UGs in each scenario is limited by the installed capacity of the data routes as shown in (2.20). 
min 𝑍           (2.16) 








.∑ 𝑞𝑗,𝑖 ∑ 𝛾𝑒.𝑅𝑗,𝑖
𝑦,𝑒
𝑒𝑗 )





𝑞𝑗,𝑟 . ∑ 𝛾𝑒 . 𝑅𝑗,𝑟
𝑦,𝑒
𝑒 }𝑦   













𝑏𝑠  (2.17) 
𝑚𝑖,𝑛
𝑝,𝑦,𝑠 ≤ ∑ 𝑀𝑛. 𝑘𝑖,𝑛
𝑦′ 𝑦
𝑦′=1           (2.18) 
∑ 𝜆𝑗,𝑖,𝑛




       (2.19) 
|𝜆′𝑟,𝑗




𝑦′=1    𝑟 ≠ 𝑗      (2.20) 
𝑅𝑗,𝑟
𝑦,𝑒 = 𝑅𝑟,𝑗
𝑦,𝑒           (2.21) 
𝑚𝑖,𝑛
𝑝,𝑦,𝑠 ≥ (𝜇−1. ∑ 𝜆𝑗,𝑖,𝑛
𝑝,𝑦,𝑠
𝑗 ) + (𝐷. 𝜇)
−1. ℎ𝑖,𝑛
𝑦        (2.22) 
ℎ𝑖,𝑛
𝑦 ≥ 𝑄−1. ∑ 𝑘𝑖,𝑛
𝑦′ 𝑦
𝑦′=1          (2.23) 
𝐿𝑗
𝑝,𝑦,𝑠 + ∑ 𝜆′𝑟,𝑗
𝑝,𝑦,𝑠
𝑟,𝑟≠𝑗 = ∑ ∑ 𝜆𝑗,𝑖,𝑛
𝑝,𝑦,𝑠




  𝑟 ≠ 𝑗         (2.25) 
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Constraint (2.21) ensures the symmetry in the decisions to develop data route among UGs, j and r. 
The number of active servers in an IDC, to process the directed requests at each interval in each scenario is 
determined by (2.22). Here ℎ𝑖,𝑛
𝑦   is a binary variable that is calculated in (2.23), and represents the installation 
status of IDC type n until year y. Since the number of active servers is limited by the capacity of the IDC, 
ℎ𝑖,𝑛
𝑦
 will be 1 if any IDC module is constructed until year y as shown by (2.23) and Q is a large scalar. The 
requests received by each UG in each scenario are equal to the requests that are transferred to the IDC and 
the requests that are transferred to other UGs as shown in (2.24). The requests exchanged between the UGs 
are directional, as shown in (2.25). The proposed master problem (2.16)-(2.25), is an MIP problem in which 
the binary variables represent the decisions on the installation of IDC modules and data routes, the integer 
variables determine the number of active servers to serve the customers’ request, and the continuous variables 
represent the rate of requests processed by the IDC modules. The procured solution is passed to the feasibility 
check sub-problem as described in the next section. 
2.2.3 Electricity Network Security Check Sub-problem 
The network security check sub-problem is formulated as (2.26)-(2.31). The objective is to minimize 
the mismatch between the generation and demand for all buses at each period and scenario, considering the 
imposed electricity demand by the IDCs. The nodal power balance for each period and scenario in the 
electricity network is shown in (2.27). The generation dispatch of thermal and wind units in each period and 
scenario is limited to their capacity as shown in (2.28) and (2.29). The unavailability of generation unit is 
captured by a corresponding binary parameter representing the state of the unit. The dc power flow 
formulation in which the flow of the line is dependent on the difference between the voltage angles at the 
ends of the line is presented in (30). If a transmission line is unavailable (𝑈𝑙
𝑝,𝑦,𝑠 =  0) the voltage angles at 
the ends of the line are relaxed. The flow of the line is further limited by (31). If there is a mismatch in (2.26), 
the positive slack variables will be non-zero and the infeasibility Benders cut (2.32) is generated and sent to 
the master problem (2.16)-(2.25). Here ?̂?𝑝,𝑦,𝑠 is the value of the objective function. This iterative process 
continues until there is no violation in the sub-problem and the slack variables are zero. 
min 𝑊𝑝,𝑦,𝑠 = ∑ (𝑡1,𝑏
𝑝,𝑦,𝑠 + 𝑡2,𝑏
𝑝,𝑦,𝑠)𝑏          (2.26) 
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𝑠. 𝑡.  ∑ 𝑃𝜙
𝑝,𝑦,𝑠
𝜙∈𝜓𝜙
𝑏 + ∑ 𝑃𝑤
𝑝,𝑦,𝑠
𝑤∈𝜓𝑤
𝑏 − ∑ 𝑃𝑑
𝑝,𝑦,𝑠
𝑑∈𝜓𝑑










𝑏   
 +𝑡1,𝑏
𝑝,𝑦,𝑠 − 𝑡2,𝑏
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2.2.4 ISO’s Optimal Operation Problem 
Once the feasibility of the electricity network is ensured, the solution is passed to the ISO to 
determine the LMP of energy in the electricity network. This problem addresses the economic dispatch in 
the electricity network considering the imposed demand by the IDCs. The objective function is the operation 
cost of the generation units for each scenario as shown in (2.33) that is subjected to nodal generation and load 
balance (2.34), and other constraints of the electricity network (2.28)-(2.31). The Lagrange multiplier 
associated with nodal generation demand balance determines the LMP of electricity in each scenario as 
shown in (2.34).  
min ∑ ∑ ∑ ∑ 𝐹𝑐(𝑃𝜙
𝑝,𝑦,𝑠)𝜙𝑝𝑦𝑠        (2.33) 
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|1 − 𝑍𝑛𝑒𝑤 𝑍𝑜𝑙𝑑⁄ | ≤ 𝜖         (2.35) 
Once the LMPs of electricity are updated, the master problem in (2.17) is solved and the operation 
cost of the IDC and the decisions made in the master problem is updated accordingly. The updated solution 
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of the master problem is passed to the security check sub-problem to check for the feasibility of the decisions 
in the electricity network. Similarly, the LMPs of electricity will be updated with the updated decisions for 
installing the IDCs in the master problem. This iterative process could stop once the sum of the investment 
and operation costs of the IDCs and data routes is not changing as shown in (2.35) where ε is a small scalar. 
If the process does not converge in practice, the number of iterations could be limited by the number of 
interactions among the ISO(s) and DCI. 
2.3 Case Study 
In this section, a 6-bus power system and the IEEE 118-bus power system are used to evaluate the 
efficiency of the presented expansion-planning framework. The planning horizon is 20 years and the annual 
request growth rate in the data network is 10% [2.35]. The bandwidth of the fiber optics data routes is 
typically 1-6 Gbyte/sec. Here, only one type of data route with 4 Gbyte/sec bandwidths is considered [2.36], 
[2.37]. For the sake of simplicity, it is assumed that each request corresponds to 500 Kbps data transmission 
[2.38]. The cost of developing data routes to transmit 8,000 requests per second is 12,800 $/mile [2.39]. The 
installation cost of an IDC depends on several factors including the available space, capacity, cooling and the 
leveraged network technologies [2.40]. The average idle power consumption for each server is 100W (Pidle 
= 100 W), the peak power consumption for a server is 200W (Ppeak = 200 W) [2.41], and the number of hours 
in each period is 730. The expansion planning of IDC in the data network, the electricity network security 
check sub-problem, and the economic dispatch are solved using Gurobi 5.6. Scenario generation and 
reduction techniques to address the uncertainties are presented in the next section. 
2.3.1 Scenario Generation and Reduction 
The stochastic solution captures the uncertainties in the rate of requests in the data network, 
electricity demand, wind generation, and the outages in generation and transmission components in the power 
network. A large number of scenarios was generated using Monte-Carlo simulation and scenario reduction 
techniques were utilized to reduce the number of effective scenarios by eliminating the low probability 
scenarios and by bundling the comparable scenarios [2.43]. The forecast error in electricity demand and rate 
of requests for UGs are presented by Gaussian distribution function with the mean equal to the forecasted 
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electrical demand and rate of request for UG in each period and the standard deviations equal to 3% of the 
mean values. The Weibull probability distribution function is used to represent the uncertainty in the wind 
speed [2.44], [2.45] and wind generation is determined using the wind speed and wind turbine speed-power 
curve [2.46]. In this case, the uncertainties are captured by generating 3,000 scenarios and scenario reduction 
techniques including fast backward method, fast backward/forward method, and fast backward/backward 
method can be used to reduce the number of effective scenarios [2.43], [2.47]. These methods have diverse 
computational performance, and the choice of approach depends on the size of the problem and the expected 
level of solution accuracy. The fast-backward method provides the best computational performance with least 
accuracy for large scenario trees; however, the fast forward method procures more accurate results at the cost 
of longer computational time. In this chapter, the fast backward/forward method is selected to reduce the 
number of scenarios to 13. 
2.3.2 6-Bus Power System 
Figure 2-3 shows a sample 6-bus power system which represents the electricity network in this case. 
The characteristics of the generation units and transmission lines are shown in Tables 2-1 and 2-2, 
respectively. 
 


























Wind generation is located on bus 3. The annual demand growth in this network is 5%. The wind 
generation capacity is 18 MW. Here, the shape and scale parameter associated with Weibull distribution is 
set to 2.67 and 7.85, respectively [2.48].  










G1 0.79 6.6 1.4 40 
G2 1.1 7.6 1.3 30 
G3 2.5 10 1.1 20 
 
Table 2-2 Transmission lines characteristics 
Line From Bus To Bus 
Impedance 
() 
Maximum Power Flow (MW) 
1 1 2 0.17 26 
2 1 4 0.258 32 
3 2 4 0.197 16 
4 5 6 0.14 16 
5 3 6 0.018 30 
6 2 3 0.037 36 
7 4 5 0.037 26 
 
Table 2-3 Distances of UGs from buses in miles 
 B1 B2 B3 B4 B5 B6 
UG1 35 22 23 35 27 21 
UG2 26 21 35 23 23 33 
 
Table 2-4 Rate of requests for UGs in each period for the first year 































The data network consists of two UGs that receive the requests from the end users. All buses in the 
electricity network were considered as candidates for installing IDC modules. Each server in an IDC will 
process 3 requests per second. Three types of IDC modules, k1, k2, and k3, with 500, 1000, and 1500 servers 
were considered respectively. The total power consumption of a data center module type k1, k2, and k3 
considering full CPU utilization is 0.2, 0.4, and 0.6 MW and the installation cost is $0.4M, $0.64M, and 
$0.96M respectively. The length of the data routes between the UGs and IDCs are presented in Table 2-3. 
The distance between the UGs is 15 miles. The desired response time of IDCs to the received requests should 
not exceed 300 msec. For the sake of simplicity, the latency in data routes is ignored. The demand rate for 
the UGs in each period in the first year is shown in Table 2-4. The expansion planning is performed for 20 
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years and each year consists of 12 equal periods, each consists of 730 hours. The following four cases are 
considered:  
Case 1 – Deterministic solution without congestion  
Case 2 – Deterministic solution with congestion  
Case 3 – Deterministic solution with outages  
Case 4 – Stochastic solution. 
1) Case 1-Deterministic Solution without Congestion: 
Tables 2-5 and 2-6 show the installation decisions for IDC modules and data routes, respectively.  
Table 2-5 Expansion of IDCs in case 1 
Year 1 2 3 4 5 6 7 8 9 10 
Bus 2 - k3 k2 k2 k2 k2 k2 k2 k2 k2 
Bus 3 k3 k1 - - - - - - - - 
Bus 4 k3 k1 - - - - - - - - 
Bus 6 k1 k1 - - - k2 k2 k2 - - 
Year 11 12 13 14 15 16 17 18 19 20 
Bus 2 k2 k2 k2 k2 k3 k3 k3 k3 k3 k3 
Bus 3 - - - k1 - - - - - - 
 
Table 2-6 Expansions of data routes in case 1 
Year 1 2 3 4 5 6 7 8 9 10 
(UG1, bus 2) 0 0 1 0 0 0 0 0 0 1 
(UG1, bus 3) 1 0 0 0 0 0 0 0 0 0 
(UG1, bus 6) 1 0 0 0 0 0 0 0 0 0 
(UG2, bus 2) 0 1 0 0 0 0 1 0 0 0 
(UG2, bus 4) 1 0 0 0 0 0 0 0 0 0 
Year 11 12 13 14 15 16 17 18 19 20 
(UG1, bus 2) 0 0 1 0 0 0 0 1 0 1 
(UG2, bus 2) 0 0 0 0 1 0 1 0 0 0 
 
The IDC modules were built on buses 2, 3, 4, and 6. The total number of installed modules is 29; including 
5, 15, and 9 modules of type k1, k2, and k3 respectively. One data route was installed between the UGs in year 
1. As shown in Tables 2-5 and 2-6, buses that are closest to the UGs (i.e., buses 2, 3, and 6 that are close to 
UG1, and buses 2 and 4 that are close to UG2) were selected to install IDC modules. In year 1, the UGs are 
connected to exchange requests with each other. In period 4 of year 1, the rates of requests received by UG1 
and UG2 are 6875, and 5063 requests per second respectively. In this period UG1 passes 1753 requests per 
second to the UG2, and UG2 sends 6816 requests per second to the IDC at bus 4. In years 3-5 modules of type 
k2 are installed at bus 2 and the rate of requests transferred from UG1 to UG2 increased until year 6. By 
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establishing modules of type k2 at bus 6 in years 6-8, the exchange rate among the UGs decreases. The total 
cost for DCI, in this case, is $20.22M. The installation cost of IDC is $8.92M and the installation cost of data 
routes (IDR) is $1.93M, and the operational cost of data centers (OC) is $9.37M. Establishing the link 
between the UGs will save $470K in this case. In this case, the LMPs were updated 3 times by the ISO. The 
number of iterations for finding a feasible solution for the TOU in the first, second, and third iterations are 3, 
1, and 1 respectively. The interaction between DCI and TOU is shown by measuring the mismatch in the 
objective function of the electricity network security check sub-problem in Figure 2-4.  
 
Figure 2-4 Mismatch in the electricity network security-check sub-problem at each iteration 
 
Here, as the mismatch in the objective function of the sub-problem reduces to zero, the procured DCI’s 
solution will become feasible in the electricity network. As shown in this figure, for the first iteration of 
updating the LMPs, TOU can serve the IDC modules after sending Benders cuts in three iterations. The 
solution time for this case is 7207 seconds. 
2) Case 2 – Deterministic Solution with Congestion: 
  In this case, the capacity of lines “1” and “5” are reduced to 12 and 19 MW, respectively, to evaluate the 
effect of congestion in the power system. As a result, lines “1” and “5” are congested in years 15-20 and 17-
20 respectively. The outcomes are shown in Tables 2-7 and 2-8. The total number of installed modules is 31; 
which includes 5, 22 and 4 modules of type k1, k2, and k3, respectively. In this case buses 2, 3, 5, and 6 
selected to install IDC modules. Comparing with Case 1, it is seen that the number of IDC modules installed 




















installing the IDC modules at bus 3 relieves the congestion on line 5 and reduces the operation cost of the 
DCI by $30K. The total planning cost is increased to $21.11M. This cost includes the installation cost of the 
IDC ($9.24M), the IDR ($2.53M), and the OC ($9.34M). Comparing with Case 1, it is shown that the 
installation cost of IDC and IDR were increased, whereas the OC is decreased. In addition, $322K was saved 
in total expansion and operation cost because of establishing data routes between the UGs. The LMPs were 
updated 3 times by the ISO in this case. The number of iterations for finding a feasible solution in the first, 
second, and third iterations of updating the LMPs are 3, 5, and 4 respectively. The total solution time is 8025 
seconds. 
Table 2-7 Expansion of IDCs in case 2 
Year 1 2 3 4 5 6 7 8 9 10 
Bus 2 k3 k1 - - - - - - - - 
Bus 3 k3 k1 - - k2 - k2 k2 k2 k2 
Bus 5 k1 k1 - - - - - - - - 
Bus 6 k1 k2 k2 k2 - k2 - - - - 
Year 11 12 13 14 15 16 17 18 19 20 
Bus 2 - - - - - - - k2 - k2 
Bus 3 k2 k2 k2 k3 k3 k2 k2 k2 k2 k2 
Bus 5 - - - - - k2 - - - - 
Bus 6 - - - - - - k2 - k2 - 
 
Table 2-8 Expansion of data routes in case 2 
Year 1 2 3 4 5 6 7 8 9 10 
(UG1, bus 3) 1 0 0 0 1 0 1 0 1 0 
(UG1, bus 6) 1 0 0 0 0 0 0 0 0 0 
(UG2, bus 2) 1 0 0 0 0 0 0 0 0 0 
(UG2, bus 3) 0 0 0 0 0 0 0 0 0 0 
(UG2, bus 5)  1 0 0 0 0 0 0 0 0 0 
(UG2, bus 6) 1 0 0 0 0 0 0 0 0 0 
Year 11 12 13 14 15 16 17 18 19 20 
(UG1, bus 3) 0 1 0 0 0 0 0 0 1 0 
(UG2, bus 2) 0 0 0 0 0 0 0 1 0 1 
(UG2, bus 3) 0 0 0 0 1 0 0 0 0 0 
 
3) Case 3 – Deterministic Solution with Contingencies: 
In this case, the contingencies because of failures in generation and transmission components were considered 
in the proposed framework. The forced outage rate (FOR) of transmission lines and generation units are 1% 
and 4%, respectively [2.49], [2.50]. The results are presented in Tables 2-9 and 2-10. By comparing this case 
with Case 1, it is shown that the IDC modules were installed on buses 1, and 5 instead of buses 2, and 4. In 
year 1, line “2” and generator G3 are on outage in periods 3 and 7 respectively. Therefore, modules of type 
k1, and k3 were installed on buses 1 and 5 instead of bus 4 to ensure the electricity supply security for the 
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IDC modules. As a result of failures of generator G2, and transmission line “1” in periods 2, and 11 in year 
3, it is impossible to provide the required energy for the IDC modules located on bus 2. Therefore, compared 
to Case 1, IDC module of type k2 was installed at bus 5 instead of bus 2. The total cost of planning is 
$20.81M; including the installation cost of the IDC ($9.19M), the IDR ($2.18M), and the OC ($9.44M). 
Comparing with Case 1, the total cost is increased by $590K and the OC of IDCs is increased by 5.82% 
because of outages in the electricity network. Ignoring the option of establishing data routes between UG1 
and UG2 will increase the total cost to $20.93M, which shows a $120K increase in the total planning cost. 
The LMPs were updated 2 times by the ISO, and the number of iterations for finding a feasible solution in 
each iteration is one. The total solution time for this case is 5352 seconds. The total number of variables in 
the master problem for deterministic solutions, i.e., Case 1-3 is 7519 that includes 1440 integer variables, 
800 binary variables, and 5279 continuous variables. The number of continuous variables in the electricity 
network security check sub-problem is 9601. 
Table 2-9 Expansion of data centers in case 3 
Year 1 2 3 4 5 6 7 8 9 10 
Bus 1 k1 k1 - - - - - - - - 
Bus 3 k1 k1 - - - - - - - - 
Bus 5 k3 k2 k2 k2 k2 k2 k2 k2 k2 k2 
Bus 6 k3 k1 - - - - - - - - 
Year 11 12 13 14 15 16 17 18 19 20 
Bus 1 - - - k2 - - - - - - 
Bus 3 - - - - k2 - - - - - 
Bus 5 k2 k2 k2 k2 k2 k3 k3 k3 k2 k2 
Bus 6 - - - - - - - - k2 k2 
 
Table 2-10 Expansion of data routes in case 3 
Year 1 2 3 4 5 6 7 8 9 10 
(UG1, bus 3) 0 1 0 0 0 0 0 0 0 0 
(UG1, bus 5) 1 0 0 0 0 1 0 0 0 0 
(UG1, bus 6) 1 0 0 0 0 0 0 0 0 0 
(UG2, bus 1) 1 0 0 0 0 0 0 0 0 0 
(UG2, bus 5)  1 0 0 0 0 0 0 0 0 1 
Year 11 12 13 14 15 16 17 18 19 20 
(UG1, bus 5) 0 0 0 0 0 1 1 0 0 0 
(UG2, bus 5) 0 0 1 0 0 1 0 0 0 0 
(UG1, bus 6) 0 0 0 0 0 0 0 1 1 0 
 
4) Case4 – Stochastic Solution: 
In this case, the uncertainties in the demand, renewable generation, and availability of generation and 
transmission resources as well as the volatility in the rate of requests received by the UGs were considered. 
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Using scenario reduction techniques, 13 scenarios with the probabilities shown in Table 2-11 were 
considered. Tables 2-12 and 2-13 show the outcomes of the expansion planning process. In this case, 37 IDC 
modules are installed including; 12, 21, and 4 modules of type k1, k2, and k3 respectively.  
Table 2-11 Probability of scenarios 
Scenario 1 2 3 4 5 6 7 
Probability (%) 88.8 0.2 0.2 2 2.2 2 0.2 
Scenario 8 9 10 11 12 13  
Probability (%) 0.2 0.2 1.8 0.2 1.8 0.2  
 
Table 2-12 Expansion of IDCs in case 4 
Year 1 2 3 4 5 6 7 8 9 10 
Bus1 k1 - - - - - - - - - 
Bus2 k3 k1 k1 - k2 k2 - - - - 
Bus3 k3 k1 - - - - - - - - 
Bus4 k1 k2 k2 k2 - - k3 k2 k2 k2 
Bus6 k1 k1 - - - - - - - - 
Year 11 12 13 14 15 16 17 18 19 20 
Bus1 - - - k1 k1 - k2 - - - 
Bus3 - - - - - - - - k2 k2 
Bus4 k2 k2 k2 k2 k2 k2 k2 k3 k2 k2 
Bus5 - - - - - k2 k1 - - - 
Bus6 - - - k1 k1 - - - - - 
 
Table 2-13 Expansion of data routes in case 4 
Year 1 2 3 4 5 6 7 8 9 10 
(UG1, bus 1) 1 0 0 0 0 0 0 0 0 0 
(UG1, bus 3) 1 0 0 0 0 0 0 0 0 0 
(UG1, bus 4) 0 0 1 0 0 0 0 0 0 1 
(UG1, bus 6) 1 0 0 0 0 0 0 0 0 0 
(UG2, bus 2) 1 0 0 0 1 0 0 0 0 0 
(UG2, bus 4) 1 1 0 0 0 0 1 0 0 0 
Year 11 12 13 14 15 16 17 18 19 20 
(UG1, bus 1)  0 0 0 0 0 0 1 0 0 0 
(UG1, bus 3) 0 0 0 0 0 0 0 0 1 1 
(UG1, bus 4) 0 0 0 0 0 0 0 1 0 0 
(UG2, bus 4) 0 0 0 0 0 0 1 1 0 0 
(UG2, bus 5) 0 0 0 0 0 1 0 0 0 0 
 
The IDC modules are installed on all buses. The UGs are connected in years 1, and 16. The number of data 
routes installed between UG1 and the IDC modules located on buses 1, 3, 4, and 6 is 2, 3, 3, and 1 respectively. 
Similarly, 2, 5, and 1 data routes are installed between UG2 and IDC modules located at buses 2, 4, and 5 
respectively. In years 1 and 2, UG1 redirects part of the received requests to UG2 to exploit the capacity of 
installed data routes between UG2 and the IDC modules located on buses 2, and 4. In years 3-6, the IDC 
modules were installed on buses 2 and 4, where part of the requests of UG1 is redirected to the UG2. In year 
16, the IDC modules were installed on buses 4 and 5 and another data route is established between the UGs 
to accommodate the increase in the rate of requests sent from UG1 to UG2. The total cost of planning for this 
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case is increased to $22.84M compared to Case 1. The installation cost of the IDC is $10.31M; the IDR is 
$3.15M and the expected OC is $9.38M. The total number of variables in the master problem for this case is 
88159 that includes 18720 integer variables, 800 binary variables, and 68639 continuous variables. The 
number of continuous variables in the electricity network security check sub-problem is 124801. The LMPs 
are updated by the ISO in two iterations. In the first and second iterations, it takes 5 and 1 iterations to reach 
a feasible solution for the TOU respectively. The solution time is 8950 seconds. 
2.3.3 IEEE 118-Bus System 
This case captures the IEEE 118-bus system with four UGs receiving the data requests from the 
end-users in the data network. In this case study, it is assumed that only one type of IDC module could be 
installed annually. A module in an IDC consists of 3500 servers (M=3500). Hence, the total power 
consumption of an IDC module considering full CPU utilization is 1.4MW. The installation cost of the IDC 
module with such demand is $2.8M [2.42]. The candidates for installing IDC modules are 23 buses in the 
electricity network. Each server in an IDC module will process 2 requests per second and the desired response 
time of the IDC modules is less than 300 msec. The annual growth rate of electrical demand is 3%. There are 
five wind generation units, each with the generation capacity of 150 MW. Here, the shape and scale 
parameters associated with Weibull distribution are set to 2.1 and 8.3, respectively. The rates of requests 
received by UGs in each period of the first year are shown in Table 2-14. The expansion planning is 
performed for 20 years and each year consists of 4 equal periods each consists of 2190 hours. 
Table 2-14 Rate of requests received by UGs (request per second) 
Period 1 2 3 4 
UG1 6,954 14,476 20,840 24,630 
UG2 20,655 29,531 13,891 15,864 
UG3 7,518 15,428 20,459 25,767 
UG4 7,163 13,861 20,343 24,721 
 
1)   Case 1- Deterministic Solution Without Congestion: 
In this case, 119 IDC modules were installed on buses 12, 17, 32, 37, 46, 49, 54, 56, 59, 62, 68, 69, 70, 80, 
82, 86, 89, 91, 100 and 105. Moreover, 87 data routes were installed between UGs and IDCs 3 data routes 
were installed between UG1 and UG2, 3 data routes were installed between UG2 and UG3, and 1 data route 
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was installed between UG1 and UG4. The LMPs were updated 3 times by the ISO in this case. The number 
of iterations for finding a feasible solution in the first, second, and third iterations is 5, 3, and 4 respectively. 
Figure 2-5 shows the number of interactions between the DCI and TOU to ensure the energy security for the 
installed IDC modules in first iteration of updating the LMPs. As shown in this figure, the mismatch in the 
electricity network security-check sub-problem reached zero after 5 iterations. This means that after 5 
iterations, the decisions made by the DCI is feasible in the electricity network. The solution time for this case 
is 12558 seconds. 
 
Figure 2-5 Mismatch in the electricity network security-check sub-problem at each iteration 
 
2)  Case2 - Deterministic Solution with Congestion: 
In this case the capacity of the transmission lines 47, 48, 50-53, 62-64, 74-80, 82, 84-86, 104, 107, 158-160, 
163,164 and 183 are reduced. In this case, 117 IDC modules were installed on buses 5, 17, 32, 37, 46, 49, 
54, 56, 59, 62, 68, 69, 70, 80, 82, 86, 89, 91, 100 and 105. As a result of congestion, the number of modules 
installed on the buses is changed compared to Case 1. For example, the installed IDC modules on buses 37 
and 56 are reduced from 16 and 15, to 4 and 8, respectively. As a result of congestion, the total cost is 
increased by $3.41M. The IDR and the installation cost of the IDC modules are increased by $6.52M and 
$570K respectively. The OC is decreased by $3.68M. The number of installed data routes between UG1 and 
UG2, UG2 and UG3, and UG2 and UG4 are 2, 2 and 2, respectively. The LMPs were updated 3 times by the 
ISO in this case. The number of iterations for finding a feasible solution in the first, second, and third 






















3) Case3 – Deterministic Solution with Outages: 
The FOR of transmission lines and generation units for this case is 1% and 4%, respectively. In this case, 
117 IDC modules were installed at buses 12, 17, 23, 25, 32,37, 46, 49, 54, 56, 59, 62, 68, 69, 70, 80, 82, 86, 
89, 100 and 105. The total cost is increased by $5.97M compared to Case 1. In this case, the OC, and IDR, 
were increased by 2.14%, and 15.23% respectively and the installation cost of the IDC was decreased by 
1.1% compared to Case 1. In this case, 2, 3 and 3 data routes were installed between UG1 and UG2, UG2 and 
UG3 and UG2 and UG4, respectively. The LMPs were updated 3 times by the ISO in this case. The number 
of iterations for finding a feasible solution in the first, second, and third iteration of updating the LMPs is 5, 
2, and 2 respectively. The solution time is 13455 seconds. The number of variables in the master problem of 
Cases 1-3 is 72931 that includes 9440 integer variables, 14480 binary variables, and 62043 continuous 
variables. 
4) Case4 – Stochastic Solution:  
In this case, using scenario reduction techniques, 13 scenarios with the probabilities shown in Table 2-15 
were considered. Here, 134 IDC modules were constructed on buses 5, 12, 17, 23, 25, 37, 46, 49, 54, 56, 59, 
62, 68, 69, 70, 80, 82, 86, 89 and 100. The total cost is increased by $31.8M, compared to Case 1. 
Table 2-15 Probability of scenarios 
Scenario 1 2 3 4 5 6 7 
Probability (%) 79.8 2.4 1.4 1.8 1.8 1.4 1.8 
Scenario 8 9 10 11 12 13  
Probability (%) 1.8 1.6 1.8 1.4 1.4 1.6  
 
Table 2-16 Planning cost for All case 1-4 
 
Installation cost of 
IDC (M$) 
IDR (M$) OC (M$) 
Total Cost 
(M$) 
Case 1 135.84 27.44 153.72 317 
Case 2 134.43 33.30 151.55 319.28 
Case 3 134.34 31.62 157.01 322.97 
Case 4 170.16 36.40 142.24 348.80 
 
The total number of data routes is 91 and the number of data routes installed between the UGs is 8. There are 
3, 3 and 2 data routes installed between UG1 and UG2, UG2 and UG3, and UG2 and UG4, respectively. The 
outcomes of the expansion planning for all cases are summarized in Table 2-16. The LMPs were updated by 
the ISO in 2 iterations. The number of iterations for finding a feasible solution in the first, and second iteration 
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of updating the LMPs is 5, and 2 respectively. The solution time for this case is 26307 seconds. The number 
of variables in the master problem is 767971 that includes 122720 integer variables, 14480 binary variables, 
and 630751 continuous variables. 
2.4 Summary 
In this chapter, a coordinated expansion-planning framework for IDCs in electricity and data 
networks is presented. The proposed expansion planning formulation and solution methodology capture the 
uncertainties in the generation and transmission in the electricity network as well as the uncertainty of 
demand in electricity and data networks. Scenario based stochastic programming is used to solve the 
proposed problem and Benders decomposition is used to capture the interaction between the decision makers 
in the electricity network, i.e., TOU, and the investor in the data network, i.e., DCI. The objective is to 
minimize the installation and operation costs of IDCs and data routes in the electricity and data networks. 
The effect of congestion and unavailability of generation and transmission components in the electricity 
network on the expansion planning decisions in the data network was addressed in the case studies. It is 
shown that the interaction among the TOU, ISO and DCI improves the economics and energy supply security 
for the IDC modules. The congestion in the electricity network would change the expansion decisions in the 
data network because of the energy supply deficiency.  
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3NETWORK CONSTRAINED EXPANSION PLANNING OF BATTERY ENERGY STORAGES IN 
DISTRIBUTION NETWORK WITH DATA CENTERS 
This chapter proposes a framework for expansion planning of BES in the distribution network with 
PV solar generation that captures the interaction among the DCOs and the DSO. In the presented framework 
the uncertainties associated with PV generation and demand assets; as well as the availability of distribution 
network components are considered. The proposed framework minimizes the installation and operational 
cost of the distribution network while ensuring the security and reliability of the distribution network as well 
as the quality of service for the end users in the data center. The contributions of the presented research are 
as follows: 
- The expansion planning of BES in distribution network is addressed considering the 
flexible data center demands. 
- The quality of service in data network is captured by modeling the DCOs. 
- The interactions among the DSO and the DCOs are considered to ensure limited data 
sharing among the electricity and data network components. 
- A dissimilarity-based sparse subset selection (DS3) algorithm is leveraged to cluster the 
hourly data set to limited data subsets that represent the hourly data for the expansion planning study.  
- The uncertainties in the planning horizon are considered by capturing the variability in data 
network workload, electrical load and PV generation. 
The structure of this chapter is as follows: in Section 3.1, the problem formulation is presented. In 
Sections 3.2 and 3.3, the solution methodology and a case study to show the effectiveness of the proposed 






3.1 List of Symbols. 
Indices:  
𝑎, 𝑏 Index of bus 
𝑑 Index of electric load 
𝑓 Index of main distribution feeder 
𝑖 Index of distributed generation unit 
𝑙 Index of electricity distribution line 
ℎ Index of hour 
𝑡 Index of representative day 
𝑦 Index of year 
𝑠 Index of battery energy storage 
𝑛 Index of data center 
𝑝𝑣 Index of photovoltaic unit 
𝑠𝑐 Index of scenario 
Binary variables:  
𝑘𝑠
𝑏,𝑦
 Decision variable for installing battery energy storage 𝑠 of type 𝑢 
𝐼𝑠
𝑏,𝑦
 Decision variable for installation of battery energy storage s of type u 
Real variables:  
𝐸𝑠,𝑠𝑐 
ℎ,𝑡,𝑦
















 Real/reactive dispatch of the battery energy storage 
𝑝𝑛,𝑠𝑐
ℎ,𝑡,𝑦






 Real/reactive power flow of line 𝑙 
𝑉𝑏,𝑠𝑐
ℎ,𝑡,𝑦














ℎ,𝑡,𝑦 Slack variables capturing the mismatch in the data network 
𝛤𝑛,𝑠𝑐
ℎ,𝑡,𝑦
 Rate of requests allocated for each data center (requests/hour) 
𝜏, 𝜏𝑝, 𝜏𝑞, 𝜏𝑒,𝜋 Lagrange Multipliers 
Parameters:  
𝑑𝑦 Annual discount rate 
𝐼𝐶𝑠 Investment costs of storage unit 
𝐷𝑇𝑡 Number of days in a representative  
𝑁𝑌 Total number of years in planning horizon 
Ψ𝑏 Set of potential locations for installing the battery energy storages 
𝑝𝑝𝑣,𝑠𝑐
ℎ,𝑡,𝑦 




 Real/reactive electricity demand at bus b 
𝑈𝑙,𝑠𝑐
ℎ,𝑡,𝑦




 Resistance/reactance of line l between buses a and b 
𝑆𝑙 Apparent power capacity of electricity lines 
𝑉𝑏 , 𝑉𝑏 Max/min squared voltage magnitude at bus b 
𝜌𝑠𝑐 Probability of each scenario 
𝛤𝑡𝑜𝑡𝑠𝑐
ℎ,𝑡,𝑦 Total rate of requests received by the load balancer 
𝛼𝑖 , 𝛽𝑖 , 𝜔𝑖 Coefficients for the cost function of distributed generation units 
𝛾(.)
𝑏  Set of components connected to bus 𝑏 
𝐿𝑓,𝑏/𝐿𝑡,𝑏 Set of lines starting from/ending to bus 𝑏 




𝑚𝑎𝑥 Maximum requests that can be process in a data center 
𝑝𝑛
𝑚𝑎𝑥  Maximum power consumption of data center 
𝑝𝑠
𝑚𝑎𝑥/𝑞𝑠
𝑚𝑎𝑥 Real/reactive capacity of battery energy storage 
𝐸𝑠 
𝑚𝑎𝑥  Capacity of the battery energy storage 
𝑝𝑟𝑠𝑐
ℎ,𝑡,𝑦
 Price of electricity 
𝜙𝑓 Allowable power factor angle at feeder 
3.2 Problem Description and Formulation 
The proposed planning framework captures the interaction between the DCO and the DSO in the 
distribution network. The structure of the proposed framework is shown in Figure 3-1. In this figure, the DSO 
makes expansion decisions on the location, time, and type (size) of the BES units to minimize the incurred 
installation cost and operational cost of the distribution network. The DSO also checks for the feasibility of 
the procured decisions to ensure the security of the distribution network.  
 
Figure 3-1 Expansion planning of battery energy storages 
 
The DSO’s decision also includes the dedicated supply for the data centers that is feasible in the 
distribution network. The dedicated supply is passed to DCO to check for feasibility of the provided energy 
to serve the required cloud computing services in the data network. In case the dedicated electric supply is 
not feasible for the data centers, DCO passes a security signal to the DSO to update the network feasibility 
check decisions. Once the dedicated supply for DCO is feasible for providing the cloud computing services, 
the capacity signal is passed from the electricity network feasibility check to the expansion planning stage. 
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Once the DSO’s solution satisfies the electricity network constraints as well as the DCO’s data network 
constraints, the expansion plans are used to update the operational cost of the distribution network. The 
operational signals would impose further constraints in the expansion planning of BES and may update the 
expansion plans accordingly. The interactions between the DCO and the DSO continues until the solution 
procured by the DSO is feasible in the data network and the operation cost is minimum in the electricity 
network. 
In order to capture the interaction between the DCO and the DSO, Benders decomposition is used. Here 
the master problem captures the expansion planning of BES in the distribution network. The expansion 
decisions are passed to the electricity network feasibility sub-problem (sub-problem 1) in which the 
feasibility of the expansion decisions is verified. In this process, the considered demands for the data centers 
are passed to the DCO to evaluate for the feasibility of the supplied energy in the data network (sub-problem 
2). Once data centers’ power supply is feasible to serve the workloads in the data network, the infeasibility 
of the expansion decisions in the electricity network is reflected by Benders cuts to the master problem. If 
the expansion plans are feasible in the electricity network considering the data center demands for serving 
the workloads in the data network, the operational cost of the electricity network is calculated in the DSO 
optimality sub-problem and the operational cost signal is passed to the master problem to update the 
operational cost of the distribution network. The detailed problem formulation for the master problem and 
the sub-problems are presented below. 
3.2.1 Expansion Planning Problem-Master Problem (MP) 
The master problem is formulated in (3.1) -(3.4). Here, the expansion planning strategies are determined 
to minimize the installation cost of the BES systems. In (3.1), the lower bound of the solution is minimized. 
In (3.2), the lower bound of solution should be greater than or equal to the minimum installation cost of the 
BES systems considering the annual discount rate. The installation status of the BES systems satisfies (3.3), 
and (3.4) ensures that one type of storage unit will be installed at any potential location in the planning 
horizon.  
min 𝑍𝑙𝑜𝑤𝑒𝑟           (3.1) 
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𝑠. 𝑡.  
𝑍𝑙𝑜𝑤𝑒𝑟 ≥ ∑ (1 + 𝑑𝑦)
1−𝑦𝑁𝑌
𝑦=1 . (∑ ∑ 𝐼𝐶𝑠. 𝑘𝑠
𝑏,𝑦
𝑠𝑏∈Ψ𝑏




𝑏,𝑦                (3.3) 
∑ ∑ 𝑘𝑠
𝑏,𝑦
𝑠𝑦 ≤ 1       ∀𝑏 ∈ Ψ𝑏          (3.4) 
3.2.2 Security Check Sub-problem in Electricity Network (SP1) 
The solution of the master problem is sent to the security check sub-problem (SP1) shown in (3.5) 
-(3.25). In (3.5) the objective function captures the mismatches in real and reactive power between the 
demand and supply at each bus. The nodal real and reactive power balance between demand and generation 
considering the power consumption of data centers, i.e. 𝑝𝑛,𝑠𝑐
ℎ,𝑡,𝑦
, is enforced by (3.6) and (3.7), respectively. 
For the sake of simplicity, the reactive power consumption of data center is ignored considering the reactive 
power compensation assets exist in the data center facilities. In (3.8) and (3.9), the real and reactive power 
of the utility feeder are limited considering the allowable power factor at the feeder. In (3.10), the real power 
of photovoltaic units is limited to the forecasted values. In (3.11) the reactive power of photovoltaic units is 
restricted by the capacity of photovoltaic units’ inverters. In (3.12) and (3.13), the real and reactive power of 
the distributed generation units are limited by their upper and lower bounds, respectively. In (3.14), (3.15) 
and (3.16) the real and reactive power as well as the available energy in the candidate BES system are limited 
to their respective capacities if they are selected to be installed. The stored energy in BES system is enforced 
to be within the acceptable range in (3.16) where 𝜂 is the ratio of the minimum to the maximum energy 
capacity of the BES system. By (3.17) and (3.18) the stored energy in BES system at the beginning and the 
end of operating period in each day is set to be equal to the 𝜎 percent of the maximum energy of the storage 
unit. In (3.19) the charge/discharge of BES system at each hour is determined based on the amount of energy 
stored in or withdrawn from the battery during that hour. In (3.20) and (3.21) the real and reactive power 
flow in the lines under outage are forced to be zero. Constraints (3.22) -(3.25) pertain to simplified DistFlow 
model for radial distribution systems [3.23]. In (3.22) and (3.23), the difference of square values of voltage 
magnitude between the sending and receiving nodes of a line determines the real and reactive power flow of 
the line. Here, M is a large scalar. Constraint (3.24) addresses the limits of the bus voltages. In (3.25), the 
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apparent power flow through a line is limited to its maximum apparent power capacity. Constraint (3.25) is 
quadratic; therefore, the convexity set for this constraint is the area inside a circle with radius 𝑆𝑙 centered at 
the origin. Implementing the polygon-based linearization method, this circle is approximated by a convex 
polygon [3.24], with the radius 𝑆𝑙
∗ calculated in (3.26), where 𝑁, is the number of sides for alternative generic 
polygon. Assuming 𝑁 = 6, constraint (3.25) can be replaced with constraints (3.27) -(3.29). 









)ℎ𝑡𝑏𝑦𝑠𝑐       (3.5) 






𝑏 + ∑ 𝑝𝑠,𝑠𝑐
ℎ,𝑡,𝑦 
𝑠∈𝛾𝑠













ℎ,𝑡,𝑦 = ∑ 𝑝𝑙,𝑠𝑐
ℎ,𝑡,𝑦 −𝑙∈𝐿𝑓,𝑏 ∑ 𝑝𝑙,𝑠𝑐
ℎ,𝑡,𝑦
𝑙∈𝐿𝑡,𝑏






𝑏 + ∑ 𝑞𝑠,𝑠𝑐
ℎ,𝑡,𝑦 
𝑠∈𝛾𝑠












ℎ,𝑡,𝑦 −𝑙∈𝐿𝑓,𝑏 ∑ 𝑞𝑙,𝑠𝑐
ℎ,𝑡,𝑦
𝑙∈𝐿𝑡,𝑏




𝑚𝑎𝑥     ∀𝑏 ∈ 𝜂𝑏        (3.8) 
−tan(𝜙𝑓) ⋅ 𝑝𝑓,𝑏,𝑠𝑐
ℎ,𝑡,𝑦 ≤ 𝑞𝑓,𝑏,𝑠𝑐
ℎ,𝑡,𝑦 ≤ tan(𝜙𝑓) ⋅ 𝑝𝑓,𝑏,𝑠𝑐








𝑚𝑎𝑥         (3.11) 
𝑝𝑖
𝑚𝑖𝑛 ≤ 𝑝𝑖,𝑠𝑐 
ℎ,𝑡,𝑦 ≤ 𝑝𝑖
𝑚𝑎𝑥          (3.12) 
𝑞𝑖
𝑚𝑖𝑛 ≤ 𝑞𝑖,𝑠𝑐 
ℎ,𝑡,𝑦 ≤ 𝑞𝑖











     (3.14) 
−𝐼𝑠








ℎ,𝑡,𝑦      (3.15) 
𝜂 ⋅ 𝐼𝑠
𝑏,𝑦 ⋅ 𝐸𝑠 
𝑚𝑎𝑥 ≤ 𝐸𝑠,𝑠𝑐
ℎ,𝑡,𝑦 ≤ 𝐼𝑠
𝑏,𝑦 ⋅ 𝐸𝑠 




     (3.16) 
𝐸𝑠,𝑠𝑐 
1,𝑡,𝑦 = 𝐼𝑠
𝑏,𝑦 ⋅ 𝐸𝑠 
𝑚𝑎𝑥 ⋅ 𝜎              : 𝜏𝑠,𝑠𝑐
𝑡,𝑦
       (3.17) 
𝐸𝑠,𝑠𝑐 
1,𝑡,𝑦 = 𝐸𝑠,𝑠𝑐 




ℎ,𝑡,𝑦 − 𝐸𝑠,𝑠𝑐 
ℎ−1,𝑡,𝑦 = 𝑝𝑠,𝑠𝑐
ℎ,𝑡,𝑦 










        (3.21) 
𝑉𝑏,𝑠𝑐
ℎ,𝑡,𝑦 − 𝑉𝑎,𝑠𝑐




ℎ,𝑡,𝑦) + 𝑀. (1 − 𝑈𝑙,𝑠𝑐
ℎ,𝑡,𝑦)           𝑙 ∈ 𝐿𝑓,𝑎 , 𝑙 ∈ 𝐿𝑡,𝑏  (3.22) 
𝑉𝑏,𝑠𝑐
ℎ,𝑡,𝑦 − 𝑉𝑎,𝑠𝑐




ℎ,𝑡,𝑦) − 𝑀. (1 − 𝑈𝑙,𝑠𝑐
ℎ,𝑡,𝑦)           𝑙 ∈ 𝐿𝑓,𝑎 , 𝑙 ∈ 𝐿𝑡,𝑏  (3.23) 
𝑉𝑏 ≤ 𝑉𝑏,𝑠𝑐








2         (3.25) 
𝑆𝑙






)          (3.26) 
−√3. (𝑆𝑙
∗ + 𝑝𝑙,𝑠𝑐 
ℎ,𝑡,𝑦) ≤ 𝑞𝑙,𝑠𝑐
ℎ,𝑡,𝑦 ≤ −√3. (𝑝𝑙,𝑠𝑐 
ℎ,𝑡,𝑦 − 𝑆𝑙














ℎ,𝑡,𝑦 ≤ √3. (𝑝𝑙,𝑠𝑐 
ℎ,𝑡,𝑦 + 𝑆𝑙
∗)      (3.29) 
 
By solving SP1: (3.5) -(3.24), (3.27) -(3.29), if there is a mismatch in (3.5), i.e.,?̂?1 > 0, an infeasibility 
cut will be generated and added to the master problem in (1)-(4). The infeasibility cut has the following form:  



























))] ≤ 0 (3.30) 
On the other hand, if a feasible solution is identified, the corresponding amount of supply dedicated for the 
data centers is passed to subproblem SP2 to verify its feasibility with respect to the data center operations. 
We describe this subproblem next. 
3.2.3 Feasibility Check Sub-problem in Data Network (SP2) 
This section presents the security check sub-problem of the data network, which is formulated in 
(3.31) -(3.34). The objective (3.31) is to minimize the mismatches between the total received requests from 
the customers at each period and the requests dispatched by the DCO through load balancer among the data 
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centers in the distribution network. In (3.32), non-negative slack variables (i.e. 𝑍°+ and 𝑍°−) measure the 
mismatch in the data network. Constraint (3.33) ensures that the workload assigned to each data center is less 
than its computing capacity. In (3.34), the electricity demand of data centers is determined based on the 
assigned workloads for each data center. 
min 𝑊2 = ∑ ∑ ∑ ∑ (𝑍°+𝑠𝑐
ℎ,𝑡,𝑦
+ 𝑍°−𝑠𝑐
ℎ,𝑡,𝑦)ℎ𝑡𝑦𝑠𝑐       (3.31) 









ℎ,𝑡,𝑦       (3.32) 
𝛤𝑛,𝑠𝑐
ℎ,𝑡,𝑦 ≤ 𝛤𝑛







      : 𝜋𝑛,𝑠𝑐
ℎ,𝑡,𝑦
    (3.34) 
In case of any mismatch in (3.31), we compute an infeasibility cut that is added to subproblem SP1. 
This cut has the following form: 







ℎ,𝑡,𝑦)𝑠𝑐𝑛 ≤ 0      (3.35) 
The iterative process of solving SP1 to identify a feasible solution for distribution system operations 
continues until a feasible solution to the operations of data centers is identified. The feasibility of data center 
operations is indicted by slack variables taking zero values, or equivalently 𝑊2̂ = 0. 
3.2.4 Optimal Operation Sub-problem (SP3) 
This sub-problem presents the optimal operation of the distribution system. Once the solution of the MP 
is feasible to both the electricity and the data networks, the feasible solution is passed to Optimal Operation 
Sub-problem (SP3). The objective for this sub-problem is to minimize the expected operational cost of 
distributed generation units and the expected cost of electricity supplied by the main distribution feeder, as 
shown in the first and second terms in (3.36), respectively.  This sub-problem is subjected to constraints (3.8) 
-(3.24), (3.27) -(3.29) and (3.37), (3.38). Unlike (3.6) and (3.7) the power consumption for data centers are 
given in the nodal real and reactive power balance in (3.37) and (3.38). 
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min𝑊3 = ∑ 𝜌𝑠𝑐𝑠𝑐 ⋅ (∑ (1 + 𝑑𝑦)
1−𝑦














)ℎ𝑡 ]𝑦 )   (3.36) 
𝑠. 𝑡.  
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ℎ,𝑡,𝑦 = ∑ 𝑞𝑙,𝑠𝑐




           (3.38) 
Constraint (3.39) shows the optimality Benders cut, which is added to the master problem in (3.1) -(3.4) 
and updates the lower bound of the solution in the master problem. Here, 𝑊3̂  is the value of the objective 
function in (3.36). 
𝑍𝑙𝑜𝑤𝑒𝑟 ≥ ∑ (1 + 𝑑𝑦)
1−𝑦𝑁𝑌
𝑦=1 . (∑ 𝐼𝐶𝑠. 𝑘𝑠
𝑏,𝑦






















𝑡,𝑦 ⋅ 𝜎 ⋅ 𝐸𝑠 
𝑚𝑎𝑥 ⋅ (𝐼𝑠
𝑏,𝑦 − 𝐼𝑠
𝑏,𝑦)]        (3.39) 
 
3.3 Solution Methodology 
Figure 3-2 illustrates the flowchart of the solution to the proposed framework. The steps of the 
presented flowchart are as follows: 
Step a. Solve MP, which provides an initial lower bound solution as ?̂?𝑙𝑜𝑤𝑒𝑟  and set the upper bound 
solution ?̂?𝑢𝑝𝑝𝑒𝑟 to an arbitrarily large scalar; go to step b. 
Step b. Solve SP1, given the installation decisions  𝐼𝑠
𝑏,𝑦
; go to step c.  
Step c. Solve the SP2 given ?̂?𝑛,𝑠𝑐
ℎ,𝑡,𝑦
 calculated in SP1; go to step d. 
Step d. If ?̂?2 = 0,  then go to step f. Otherwise, go to step e. 
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Step e. Add feasibility Benders cut (35) to the SP1 and go to step b. 
Step f.  If ?̂?1 = 0  then go to step i. Otherwise, go to step g. 
Step g. Add feasibility Benders cut (30) to MP, go to step h. 
 
 
Figure 3-2 Flowchart for solving the proposed planning framework 
 
Step h. Solve MP and update ?̂?𝑙𝑜𝑤𝑒𝑟 . Go to step b. 
Step i. If |?̂?𝑢𝑝𝑝𝑒𝑟 − ?̂?𝑙𝑜𝑤𝑒𝑟| ≤ 𝜖, then the optimal solution is procured, and the process stops. 
Otherwise, go to step j. 




. Update the upper bound solution as shown in (3.40), and go to 
step k. 
?̂?𝑢𝑝𝑝𝑒𝑟 = ∑ (1 + 𝑑𝑦)
1−𝑦𝑁𝑌
𝑦=1 . (∑ 𝐼𝐶𝑠. ?̂?𝑠
𝑏,𝑦






















𝑏,𝑦 ) − 𝜏?̂?𝑠,𝑠𝑐
ℎ,𝑡,𝑦 ⋅ (𝜂 ⋅ 𝐸𝑠 
𝑚𝑎𝑥 ⋅
𝐼𝑠
𝑏,𝑦 )) + ?̂?𝑠,𝑠𝑐
𝑡,𝑦 ⋅ 𝜎 ⋅ 𝐸𝑠 
𝑚𝑎𝑥 ⋅ 𝐼𝑠
𝑏,𝑦]         (3.40) 
Step k. Add optimality cut presented in (39) to the master problem and start the process from step h. 
 
3.4 Case Study 
In this section, an electricity distribution network with 20 buses and 19 lines shown in Figure 3-3 is 
used to evaluate the performance of the proposed planning framework. There are 3 distributed generation 
units, 2 photovoltaic generation units and 3 data centers in the distribution network. The capacities of 
photovoltaic units are 150 kW and 300 kW at buses B10 and B20, respectively.  The capacities of data centers 
at buses 6, 13 and 18 are 100, 150 and 120 kW, respectively. Buses B2, B4, B10, B11, B13, B15 and B20 
are considered as potential locations to install BES systems. The distribution network is connected to the 
main utility grid through bus B1. Tables 3-1, 3-2, and 3-3 present the characteristics of distributed generation 
units, BES systems, and distribution network’s lines, respectively. 
 
Figure 3-3 A 20-bus distribution network with data centers and photovoltaic units 
 
 










G1 500 300 0.0001 0.004 
G2 300 200 0.0002 0.0333 






































S1 200 120 400 9000 50% 15% 
S2 100 70 300 6000 50% 15% 
S3 50 30 200 2000 50% 15% 
 










1 1 8 220 80 
2 1 10 140 120 
3 1 9 90 80 
4 6 2 110 120 
5 3 6 140 170 
6 2 4 270 120 
7 3 5 350 120 
8 5 7 300 120 
9 6 9 210 90 
10 8 19 140 120 
11 11 18 120 120 
12 11 20 110 120 
13 11 19 160 200 
14 12 13 90 80 
15 13 16 440 170 
16 12 14 280 120 
17 14 15 200 120 
18 15 17 300 120 
19 10 16 210 90 
In the proposed planning framework, loads and price of electricity are used from PJM database 
[3.25]. The solar radiation data is imported from national solar radiation database (NSRDB) [3.26]. The trend 
for rate of arrived requests for each hour is simulated according to the requests made to the 1998 soccer 
World cup between April 30, 1998 and July 26, 1998 [3.27]. The proposed planning framework requires 
hourly loads, electricity prices, workloads of end users in data network, and output power of photovoltaic 
units. Here, Dissimilarity based Sparse Subset Selection (DS3) algorithm is leveraged to cluster the hourly 
data into a few subsets, that represent the original data based on the Euclidean distances as a guide of 
dissimilarity between the data points in data set [3.28]. In (41) matrix R represents the pairwise distances 
between the data points in data set as a measure of dissimilarities; given that there are n number of data points 







        (3.41) 
The values of 𝑟𝑗,𝑘 in R indicates how well the data points at row j represents the data point of column k; 
the smaller the value of 𝑟𝑗,𝑘, the better data point in row j represents the data point at column k. In (3.42), 
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matrix M with the size of 𝑛 × 𝑛 is assigned to data set where 𝑥𝑗,𝑘 ∈ [0,1] are variables that can be interpreted 
as the probability that data point at row j represents data point of column k. Here, 𝒙𝒋
𝑻 is the jth subset (i.e. 













       (3.42) 
Mathematically, DS3 algorithm solves the minimization problem shown in (3.43) and (3.44). The objective 
of this optimization problem consists of two terms. The first term contributes to the number of the data subsets 
that should be selected, where ‖𝒙𝒋‖𝑙 is the l-norm of the j
th representative and 𝜇 is a tuning parameter, which 
affects the selected number of data subsets. Lower values of 𝜇 will lead to larger number of representatives. 
This translates to less error in representing the original data at cost of more data samples to deal with. The 
second term is the expected distance of the representatives from their corresponding data points in the original 
data set. Constraint (3.44) maps any data point of original data set to a limited number of representatives. 
Therefore, the solution of this optimization problem finds the least number of representatives that best 
represent the original data set. 
min
{𝑥𝑗,𝑘}
𝜇 ∙ ∑ ‖𝒙𝒋‖𝑙
𝑁




𝑘=1        (3.43) 
𝑠. 𝑡.  
∑ 𝑥𝑗,𝑘 = 1
𝑁
𝑗=1 , ∀𝑘         (3.44) 
The original data set for each year in our studies contains 4 × 8760 = 35040 data points including hourly 
loads, electricity prices, workloads of end users in data network, and output power of photovoltaics. 
Implementing DS3 algorithm this data set clustered into seven representative data subsets consisting of 
7 × 24 × 4 = 672 data points. Table 3-4 shows the representative days with the number of days represented 
in each year. Figure 3-4 shows the normalized output power of photovoltaic units for seven representative 
days utilized in the case studies.  
Table 3-4 Time duration of reprehensive days 
Representatives R1 R2 R3 R4 R5 R6 R7 




Figure 3-4 Normalized photovoltaic power outputs for representative days: R1-R7 
The proposed expansion planning performed for 10 years, and 
annual discount rate is 10%. The annual demand growth for data and electricity network is 5%. The 
following cases are considered: 
Case 1 – Deterministic solution  
Case 2 – Deterministic solution with contingencies 
Case 3 – Stochastic solution 
3.4.1 Case1- Deterministic Solution 
In this case, no outage is considered in the distribution network. In the first iteration, the master problem 
is solved, and the solution is passed to SP1. In solution to SP1 yields the power supply for data centers i.e. 
𝑝𝑛,𝑠𝑐
ℎ,𝑡,𝑦 = 0, which cannot serve the demand in the data network. Therefore, SP2 solved and the mismatch 
3,720 indicates the deficiency in serving the demand in data network. The feasibility cuts (3.35) are generated 
and added to SP1. The number of iterations between SP1 and SP2 is 6. At the sixth iteration, the solution is 
feasible for the data network and the solution of the MP and SP2 leads to infeasibility in the electricity 
network. Therefore, feasibility cuts (3.30) are generated and added to the master problem. The total number 
of iterations between master problem and SP1 considering the solution to SP2 is 14. Once the solution is 
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optimality cuts are generated and sent back to the master problem. After one iteration between SP3 and master 
problem, the relative gap between the upper and lower bounds of the solution i.e. ?̂?𝑢𝑝𝑝𝑒𝑟 , ?̂?𝑙𝑜𝑤𝑒𝑟  is less than 
the defined threshold 𝜖 = 0.005 and the process stops. Table 3-5 shows the results of planning for this case. 
The total cost is $1,683,497. The installation cost of BES, the operation cost of distributed generation and 
the cost of purchased power from the main utility are $1,300,630, $270,253 and $112,614 respectively.  
Table 3-5 Results of planning for Case 1 
Bus Year Storage type 
B11 9 S2 
B13 4 S2 
B15 1 S2 
B20 1 S3 
 
3.4.2 Case2- Deterministic solution with contingencies 
In this case, the outages distribution lines L1, L2, L10, and L13 are considered. Table 3-6 shows the 
outages in the lines. The expansion plans for BES systems are shown in Table 3-7. 
Table 3-6 Outages in Lines 
Line Year Representative Hour 
L1 4 R3 13:00 
L2 8 R1 18:00 
L10 5 R5 14:00 
L13 9 R3 16:00 
 
Table 3-7 Results of planning for Case 2 
Bus Year Storage type 
B10 9 S2 
B11 1 S3 
B13 5 S2 
B15 1 S2 
B20 4 S3 
 
 
Compared to Case 1, it is seen that one more storage unit installed at bus B10. The storage unit S2 
at bus B11 replaced with smaller storage unit S3 but it is installed 8 years earlier and the storage unit at bus 
B20 installed 3 years later. 
 In Case 1 the loads on buses B10, B13 and B16 are supplied from the upstream network through 
line L2 and downstream network through line L4 at hour 18:00 of the first representative day in year 8. The 
load of data center at bus B13 is 56.3 kW in Case 1. At the same period in Case 2, line L2 is on outage, the 
loads on buses B10, B13, and B16 are supplied through the BES system S2 on bus B15 and the load of data 
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center decrease to 2.6 kW in Case 2. This indicates that the DCO dispatched the workloads to other data 
centers in Case 2 because of the outage in the electricity network at this period.  
Figure 3-5a shows the power flow in the electricity network at hour 14:00 of fifth representative day 
in year 5 of planning in Case 1, whereas Figure 3-5b. shows the power flow for the same period in Case 2 
when the line L10 is on outage. As seen in Figure 3-5a, the power of BES system S3 along with the generation 
of PV unit at bus B20 supply the upstream network. The power consumption of data center at bus B18 is 
78.16 kW. As seen in Figure 3-5b, because of the outage in line L10, the power generation of PV unit is 
dedicated for charging the BES systems and the power consumption of data center reduced to 1.53 kW which 
indicates that DCO dispatches the workloads to other data centers. 
The installation cost of BES increases from $1,300,630 in Case 1 to $1,331,676 in this case. Because 
of the increase in the total capacity of the BES systems in this case compared to Case1, the contribution of 
storage units to supply the demand in the electricity network is increased. As a result, the total operation cost 
of the electricity grid is decreased from $382,867 in Case 1 to $376,727 in this case. The operation cost of 
distributed generation and the cost of purchased power from the main utility is $263,417 and $113,310 
respectively. The total cost for this case is $1,708,403 which is $24,906 higher than that in Case 1. 
 
 
Figure 3-5 Flow of power in the electricity network. (a) Case1 with no outages. (b) Case 2 with outages 
 56 
 
3.4.3 Case3- Stochastic Solution 
This case represents the stochastic solution for the presented problem that captures the uncertainties 
in the electricity network’s demand, electricity prices, the workload in the data network, generation of 
photovoltaic units. The forecast errors of distribution network demand, PV generation, the price of electricity, 
and the received workload by the DCO are captured by Gaussian distribution function. The mean values of 
the Gaussian distribution functions are equal to the forecasted values and the standard deviation is set to 3% 
of the mean values. 
Using Monte-Carlo simulation, 3000 scenarios are generated, and scenario reduction techniques were used 
to reduce the number of scenarios to 10 effective scenarios with corresponded probabilities shown in table 
3.8 [3.29], [3.30]. Table 3.9 shows the installation plan for BES systems considering the uncertainties. The 
installed capacity of BES system in Case 3 is 28% and 12.5% more compared with Case1 and Case 2, 
respectively. The installation cost of BES systems, the operation cost of distributed generation and the cost 
of purchased power from the main utility are $2,425,244, $292,870 and $105,968 respectively. The total cost 
for this case is $2,824,082 that is 40.3%, and 39.5% higher than total cost in Case 1, and Case2, respectively. 
Table 3-8 Probability of scenarios 
Scenario 1 2 3 4 5 
Probability (%) 5.17 9.08 8.93 3.53 5.23 
Scenario 6 7 8 9 10 
Probability (%) 13.13 4.03 13.43 19.17 18.3 
 
Table 3-9 Results of planning for Case 3 
Bus Year Storage type 
10 10 S3 
11 2 S2 
13 9 S2 





In this chapter, the expansion planning of BES systems in the distribution networks with data centers, and 
PV generation units is proposed. The proposed framework captures the interaction among the data center 
operator and distribution network operator to ensure the quality of service in the data network as well as the 
security of the distribution network. Benders decomposition is used to address the interaction between DCO 
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and DSO. The uncertainties in the demand in distribution network, electricity prices, workload in the data 
network, and the generation of PV units are considered. The effect of contingencies in distribution network, 
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4ENERGY AWARE CLOUD COMPUTING 
The structure of this chapter is as follows: Section 4.1 details the structure of cloud computing, 
including the various categories and layers of cloud computing, as well as different types of provided 
services. Section 4.2 surveys the impact of cloud computing on the quality and cost of the provided services 
indifferent sectors, the price of cloud computing services, and the notion of a cloud computing market. 
Section 4.3 explores energy management strategies at the macro level, including the interdependence of the 
cloud computing market and the wholesale electricity market. Energy management practices at the micro 
level, including the energy management practices in the data centers, are discussed in Section4.4. Section 4.5 
is the summary. 
4.1 Structure of Cloud Computing 
The clouds are divided into four major models with distinct operational schemes: the public cloud, 
private cloud, hybrid cloud, and community cloud. In public clouds, the cloud computing resources are 
available to the public at the cost of lower security and privacy for the end users. Such models are not utilized 
by enterprises with high reliability and security requirements. In private clouds, the cloud computing 
resources are exclusively available to a single organization where the highest degree of control over 
performance, reliability, and security is offered to the end users at considerable operational cost. In this 
model, end users benefit from most features of cloud computing. In the hybrid cloud model, private IT 
resources dedicated to an enterprise are integrated with the public cloud. In this architecture, public and 
private infrastructure systems operate independently and communicate over the encrypted connections. This 
architecture enables the companies to store the protected data on private clouds while leveraging the 
computational resources in the public cloud to run applications that rely on the stored data. Such practices 
enhance the privacy and security of the data,  as  the  data  exposure  to  public  domains  is  minimized. 
Furthermore, this architecture enables private corporations to leverage the resources of the public cloud once 
 62 
 
their computing workloads exceed the computation capacity of the private cloud. Consequently, extra 
computing capacity could be acquired when such resources are needed. In community cloud architecture, the 
cloud computing services with their corresponding costs are mutually shared between several organizations 
with common apprehensions, privacy, and security requirements within a community. Example of such 
organizations include banks and trading firms such as NYSE Capital Markets Community; government 
organizations such as organizations in the State of California that share the computing infrastructure on the 
cloud to manage state residents’ data; and the healthcare community cloud such as the QTS healthcare 
community cloud (HCC), which is designed to meet the unique needs of the healthcare industry. The structure 
of cloud computing is presented in the following four layers: (1) the hardware layer, (2) the infrastructure 
layer, (3) the platform layer, and (4) the application layer. Fig. 4-1 shows the layers of the cloud computing 
structure along with the cloud computing services provided at each layer. 
 
Figure 4-1 Structure of cloud computing 
 
 The application layer rests on the top of the cloud computing architecture. The application layer is 
the most visible layer for end users and contains the cloud’s actual applications such as Google Apps, email, 
calendaring, and office tools (e.g. Microsoft Office 365). The platform layer is where the programming-
language-level interface is supplied informs of operating systems and application frameworks to facilitate 
application deployment in cloud environments. The infrastructure layer is where virtualization technologies 
are employed to assign the required computing and storage resources dynamically. Examples of virtualization 
technologies include Xen [4.2], KVM [4.3], and VMware [4.4]. The hardware layer is established at data 
centers that consist of different physical components such as servers, routers, switches, as well as electricity 
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and cooling infrastructure. Such assets are managed and controlled by energy management systems. This 
architecture is perceived as a service-oriented model where each layer provides services to the above layer. 
In this perception, the services provided in cloud computing paradigm are categorized into three types: 
Infrastructure as a Service (IaaS), Plat-form as a Service (PaaS), and Software as a Service (SaaS). In IaaS, 
the computing resources, storage, and networking capabilities of service providers are offered to customers 
through a web-based graphical user interface. These services enable customers to leverage the required 
infrastructure for IT operation management. Amazon EC2, GoGrid, and Flexiscale are examples of IaaS 
providers. In PaaS, a platform is provided to allow customers to develop, execute, and manage applications 
without dealing with the complexities of building and maintaining the infrastructure associated with the 
development environments. Examples include Google App Engine and Microsoft Windows Azure. SaaS is 
a software licensing and delivery model in which the service providers host, manage, and offer the 
applications to customers over the internet at any time on a pay-for-use basis. SaaS eliminates the need for 
organizations to install and run applications on their own servers. Examples of SaaS providers include 
Rackspace, Hipchat, Trello, and Intercom.  
4.2 Quality and Cost of Cloud Computing Services 
In today’s fast-paced world, different industries, businesses, and sectors require high standards of 
IT performance with an escalating burden of computing capabilities to enhance the quality of their services 
and products. As it is difficult and expensive for most businesses to build and maintain their own IT assets, 
they outsource such requirements to cloud providers that handle their considerable computing needs. The 
automotive, energy, manufacturing, education, entertainment, transportation, and healthcare sectors, as well 
as financial and insurance companies, are among the businesses that have embraced cloud computing for 
their day-to-day operation. Shop Direct, one of the UK’s largest online retailers, adopts a hybrid cloud model 
to increase flexibility and reduce the response time to deliver more than 48 million products a year. Marriot 
International shifted toward cloud computing in today’s internet era to meet the needs of travelers. Energy 
companies such as Shell Oil are using cloud services to manage and analyze the massive volume of 
geographical data granted from an installed base of sensors to detect and extract oil. Another important 
application of cloud computing is smart power grids. The smart grid is a combination of power networks 
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with intelligent entities that cooperate, communicate, and interact with each other to effectively deliver 
electricity to consumers. Achieving these objectives requires advanced technology for supporting mutual 
communication between the electric utilities and customers and processing real-time data for effective energy 
management strategies. Cloud computing provides the required computation asset for managing and 
processing the data collected from millions of smart meters in secure, reliable, and scalable manner. 
Considering the trending tendency toward cloud computing in various sectors, the re-liability, security, and 
economic efficiency of cloud computing have a considerable impact on the performance and objective 
measures in these sectors and consequently the social welfare. The vulnerability and risks associated with 
cloud computing services impact the quality and reliability of the cloud services that are provided for these 
sectors. As cloud technologies continue to mature, they share the same types of issues with in-house 
computing systems. However, any failure in the cloud computing services affects a larger population of users 
and has higher visibility compared to private in-house computing infrastructure systems. For instance, in 
November 2014 the Azure storage service was hit by a massive outage as a result of software updates for 
performance improvements. The outages in cloud computing services provided to the health and energy 
sectors can result in considerable economic loss and other severe consequences. The website HealthCare.gov 
that provides the health insurance frequently crashed when first launched due to flaws in the design and lack 
of resources to handle the excessive demand. On Oct. 21, 2016, Dyn, the world’s most trusted in the DNS 
industry, suffered from a series of attacks and, as a result, dozens of websites and their businesses such as 
those of Airbnb, Twitter, Amazon, Ancestry, Netflix, and PayPal were affected. Such incidents can be 
triggered by a shortage in the energy supply or contingencies in the communication infrastructure systems, 
as the cloud computing infrastructure is heavily dependent on the reliability and security of these supporting 
systems. Furthermore, enterprises that use cloud services instead of local IT assets, have limited control over 
the quality, features, and cost of the provided services. Therefore, there is a considerable uncertainty in the 
cost, quality, and availability of the provided cloud services for such businesses that could lead to severe 
financial con-sequences for the clients that are heavily dependent on such cloud services. Another type of 
risk for adopting the cloud services is associated with the reliability of the internet connection. As cloud 
services are offered through the internet, any failure in the internet connections can cut the customers access 
to the cloud services. The DNS infrastructure is the weakness of the internet connectivity. There are 13 root 
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servers that act as a master list for the entire web’s address book, and failure of any of these servers would 
lead to an extensive outage of the web domains. Another source of failures in the cloud computing 
infrastructure pertains to the data centers. Failures in air-conditioning and data center cooling systems can 
cause overheating and damages of the data storage devices. Such damages could affect financial transactions 
worth billions of dollars, traffic routing in a busy city, and emergency service call centers. Failures in various 
components of a power network inside a data center including uninterruptible power supplies (UPSs), power 
distribution units (PDUs), transformers, and breakers can lead to power outages. In June 2008, “The Planet” 
data-center in Houston hosting 9000 servers was down for several days as a result of an explosion and fire 
that were initiated by a short circuit in the power delivery network. In October 2009, a generator failed during 
planned maintenance at IBM’s commercial data center in New Zealand, severely impacting Air New 
Zealand’s check-in systems, online bookings, and call center systems that were outsourced to IBM. Google’s 
datacenters in Belgium lost power in August 2015 after the local power grid was struck four times by 
lightning, causing outages for several days and a permanent loss of data for a small percentage of its end 
users. While most servers were supplied by redundant battery storage, 0.000001% of the disk space data was 
lost, which meant a few gigabytes for Google. Cloud providers handle various technical challenges in smart 
grids including optimizing energy management costs through monitoring and controlling the power grid 
assets, providing software applications on both the producer and consumer sides to control the power flow, 
and implementing various pricing strategies according to energy consumption, decreasing carbon emission 
by dispatching renewable energy re-sources effectively, and providing unlimited storage capacity for storing 
customers’ data. The adoption of cloud services by power grid operators would result in more efficient and 
reliable delivering of electricity. However, the reliability and security of the provided grid services would be 
heavily dependent on the data and data processing cap-abilities of the cloud providers and any failure in the 
data centers that provide the cloud computing services can lead to considerable loss in the power grid. In 
2003, the Northeast blackout was caused by a software flaw in an alarm system in a control room in Ohio 
that eventually led to a cascading failure. As a result, the energy supply was cut offto45 million people in 
eight states and 10 million people in Ontario. Cloud providers implement different pricing schemes for their 
offered services. The pricing strategy of each cloud provider is dependent on the strategies adopted by 
competitors. Offering higher prices for the same cloud service would result in losing the customers in the 
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cloud computing market. The pricing schemes for the cloud providers are divided into three categories: static, 
dynamic, and market-dependent. In the static pricing scheme, the customer pays a fixed price for the cloud 
services regardless of the volume of received services. In dynamic pricing scheme, the prices of cloud 
services vary dynamically with the service characteristics as well as customer characteristics and preferences. 
In market-dependent pricing schemes, the price of services is determined based on real-time market 
conditions including bargaining, auctioning, and demand behavior. Regardless of the choice of pricing 
scheme, the price of cloud computing services depends on several factors including the initial cost of the 
cloud resources, the quality of offered services including privacy and security, the availability of the 
resources, and operational and maintenance costs. Currently, the cloud computing market is an oligopoly 
among vendors such as Amazon, Microsoft, Google, and IBM. These cloud providers implement inflexible 
pricing schemes based on the duration of the service and usage threshold. The lack of standard application 
programming interfaces (APIs) for the provided cloud services restricts customers’ choice. An API is a set 
of clearly defined methods, protocols, and tools devised for communication between various software 
components including routines, data structures, object classes, variables, and remote calls. Adopting a unified 
interface would lead to forming a market structure in which the cloud services are treated as commodities. 
SHARP, Tycoon, Bellagio, and Shirako are some examples of re-search projects that propose a unified 
market structure for cloud services.  
4.3 Macro-level Energy Management Solutions For Cloud Service Providers 
Cloud service providers, such as Google, Amazon, and Microsoft own and operate geographically 
dispersed data centers that ensure acceptable quality of service for end-users across the globe. The ability to 
reroute applications among multiple data centers is one of the important factors to provide secure, fast, and 
more available services to end users [4.5]. A geo-distributed cloud environment that runs over distributed 
data centers enables cloud providers to foster power management techniques with heterogeneous objectives. 
While the core idea for cloud computing management relies on geographically balancing the workload by 
redirecting the received requests from end users to the data centers, the decisions made on the volume of the 
workload being processed are dependent on the energy management objectives, including energy costs, 
carbon footprint, and sustainability. For instance, in order to mitigate the cost associated with power 
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consumption, the cloud computing workload can be redirected to datacenters located in colder areas with less 
cooling requirements [4.6]. To minimize energy costs, cloud providers leverage the spatiotemporal diversity 
of electricity prices in the wholesale market [4.7] and shift the data centers’ workload to regions and periods 
with lower electricity prices. In order to produce the required electric energy for the data centers, hundreds 
of millions of tons of carbon dioxide are generated, meaning that attaining reductions in the carbon footprint 
of cloud providers is an important objective. For example, in order to supply energy to Google servers, it is 
estimated that 1.5 million tons of carbon dioxide were produced annually. For each query on the Google 
website, 0.2 g of carbon dioxide are emitted;10 min of viewing YouTube videos generates 1 g of carbon 
dioxide, a Gmail user on average produces 1.2 kg of carbon dioxide annually, and  a typical user consumes 
1.46 kg of carbon dioxide by using various Google services [4.8]. Redirecting the cloud computing workload 
to regions with abundant nuclear or renewable generation units would reduce the adverse environmental 
effects of cloud providers [4.9]. As the capacity of renewable generation is increasing in the United States, 
the intermittency and volatility in the energy supply is increasing. The Department of Energy plans to increase 
the current capacity of wind units from 5% to 20% of total U.S. electricity generation by 2030 [4.10]. While 
the generation of solar PV, biopower, geothermal, and hydropower was 11.6, 50,15, and 276 TWh in 2012, 
respectively, the energy produced from these sources is expected to increase to 234, 490, 184, and 431 TWh 
by 2030,respectively [4.11]. Data centers as large and controllable electric loads potentially can mitigate the 
intermittency of renewable generation. The data center load is flexible and shiftable in space and time and 
can be well coordinated with variable renewable generation in power networks. Despite the opportunities and 
benefits introduced by developing energy management schemes in data centers, the cloud workload 
management is a challenging task. Some cloud workloads impose data-intensive tasks for data centers that 
require operations on large datasets and use of special file systems such as the Hadoop distributed files system 
[4.12] and [4.13]. Leveraging such file systems would limit the dynamic shiftability of the workloads. The 
uncertainty in the received workloads further complicates the cloud workload management for the data 
centers and requires more complicated approaches to forecast the workloads. Cost-oriented workload 
scheduling and energy management may reduce the quality of service by increasing the latency in workload 
handling and by reducing the fault-tolerance. In order to maintain an acceptable quality of service and 
reliability, such criteria are considered as constraints in energy management practices. In order to implement 
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energy management strategies, cloud providers establish policies for workload distribution among the data 
centers. Energy management capabilities of the cloud providers promote demand response participation. The 
objective of the demand response programs is to dynamically manage the electricity demand of the consumers 
to keep the pace with supply side of the power system. Such programs can effectively reduce peak demand 
by 20% in the United States. Cloud providers can passively or actively participate in demand response 
programs. In passive participation, the data center demand is adjusted by leveraging various smart pricing 
approaches such as time-of-use pricing, peak pricing, and real-time pricing available in modern power 
systems. Cloud providers participate actively in demand response programs through bidding in different 
electricity markets (e.g. energy and ancillary service market), as well as proposing voluntary load reduction 
services to regional grid operators. Despite the opportunities for cloud providers to actively participate in 
demand response programs, there are several challenges including the immaturity of the markets and lack of 
appropriate regulations that limit their participation in the electricity markets. Participating in active demand 
response programs requires direct control load of grid opera-tors over data centers, which may degrade the 
performance of the services provided by cloud providers and result in financial losses. Consequently, 
complicated bidding and risk management strategies are required to motivate the cloud providers to 
participate in energy markets and mitigate their participation risks. 
In large-scale data centers, energy-related costs are estimated to be 41.6% of the total operational 
cost, and the price of electricity impacts the cost of cloud services. Moreover, the price of electricity in the 
wholesale electricity market is affected by the substantial demand of the data centers themselves. While 
different pricing strategies and competition among cloud providers were addressed in the literature [4.14]-
[4.16], the interdependence among the cloud computing market and the wholesale electricity market should 
be further highlighted. In [4.17], the global cloud market structure is introduced, where cloud providers offer 
their services into the cloud computing market, and end users submit their requests through brokers. The 
proposed market consists of a market directory that defines all the required cloud market rules, such as forms 
of payments, and workloads’ required processing features such as the deadline for processing the workloads, 
and processing with or without interruption. The market directory receives and manages end users’ requests 
and cloud providers’ offerings in the cloud computing market. The auctioneers are responsible for clearing 
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the market and defining the share of the participants, and the banking system facilitates the transactions and 
market settlements. The interaction among the cloud computing and electricity markets is shown in Figure 
4-2.  
 
Figure 4-2 Cloud computing and wholesale electricity market structures 
 
As shown in this figure, in cloud computing market, the cloud providers compete to offer their 
services to customers, while in the wholesale electricity market they bid for purchasing the required 
electricity to offer the cloud computing services. As the owners of data centers, the cloud providers lease 
their cloud resources to end users in the form of physical or virtual images of servers. The dynamic power 
consumption in the data centers corresponds to the CPU demand. Therefore, the volume of the processes 
performed in the data center servers would affect the required electric power for the cloud providers 
dramatically and managing these processes improves the economics and reliability of the provided services. 
The competition among the participants in each market can be perceived as a Cournot game. In the cloud 
computing market, the bidding strategy of the cloud providers could be determined by solving a bi-level 
optimization problem in which the upper-level problem maximizes their payoff while the lower-level 











Bid in Cloud Computing Market
























wholesale market, the objective of the cloud providers is to minimize their energy costs by bidding for their 
electricity demand. Similarly, the bidding strategy in the wholesale electricity market is determined by 
solving a bi-level optimization problem in which the upper-level problem maximizes the payoff while the 
lower-level problem captures the electricity market settlement performed by the in-dependent system 
operator (ISO). The ISO determines the price of electricity for the cloud providers by minimizing the 
operation cost or maximizing the social welfare. As the price of the cloud services de-pends on the price of 
electricity in the wholesale electricity market, the bidding strategy of the cloud providers in the wholesale 
electricity market affect the price of electricity and consequently the price of cloud computing services. 
Furthermore, the share of cloud providers and the price of cloud services are determined based on the bidding 
strategies of cloud providers in the cloud computing market. The share of the cloud provider in the cloud 
computing market determines the required electricity demand from the wholesale electricity market. Figure 
4-3 represents the interactions among the cloud providers in the wholesale electricity and cloud computing 
markets.  
 
Figure 4-3 Strategic behavior of participants in the wholesale electricity and cloud computing markets 
 
As shown in this figure, the cloud providers bid strategically for selling the cloud services in the 
cloud computing market, and buying the electricity from the wholesale electricity market. The bidding vector 
of the cloud providers in the cloud computing market captures the price of purchased electricity from the 
wholesale electricity market. The price of electricity is determined in the wholesale electricity market. As 
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bulk demand entities, the cloud providers also bid in the wholesale market to reduce their electricity costs. In 
this market, the generation companies along with cloud providers and other demand entities participate to 
maximize their payoffs while the ISO maximizes the social welfare. For each market participant, the bidding 
strategy could be determined by formulating a bi-level optimization problem. Implementing Karush-Kuhn-
Tucker (KKT) optimality conditions for the linear lower-level problems transforms the bi-level optimization 
problems into single-level nonlinear optimization problems also known as mathematical problems with 
equilibrium constraints (MPEC). The MPECs with common lower-level problems for each market (i.e. the 
cloud computing market or wholesale electricity market) form equilibrium problems with equilibrium 
constraints (EPEC). The solution for the EPECs is the Nash equilibrium [4.18].  
 
 
Figure 4-4 Solution framework to reach Nash equilibrium among the wholesale electricity and cloud 
computing markets  
While an equilibrium could be achieved in the wholesale electricity and cloud computing markets, 
the interactions among these markets with entities participate in both, are captured as a dynamic game. The 
strategic behavior of the cloud providers in both markets highlights the interdependence among the electricity 
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and data network operations. Figure 4-4 represents the algorithm to solve for the Nash equilibrium in these 
interdependent markets. 
 The steps in the presented algorithm are as follows: In step (1), the bidding strategy of all 
participants in both markets, the LMP in the wholesale market and electricity demand of cloud providers are 
initiated. In step (2), the bidding strategy of the cloud providers is updated by calculating the sensitivity of 
their payoff functions with respect to the chosen strategies in the cloud computing market. The cloud 
computing market is cleared and the share of cloud providers, market cleared price in the cloud computing 
market, and upper bound of the electricity demand for cloud providers are determined. In step (3), knowing 
the upper bound of electricity demand for cloud providers calculated in step (2), the decisions made by 
generation companies and cloud providers are updated similarly based on the sensitivity functions of their 
payoffs in the wholesale electricity market. The wholesale electricity market is cleared and the price of 
electricity, the lower bound for the purchased electricity of cloud providers, and the share of the generation 
companies are determined. In step (4), if the sensitivity of the market participants’ payoff with respect to the 
chosen strategies in both markets is zero, then the market participants would not change their bidding 
strategies and an equilibrium is reached. Otherwise, the algorithm continues in next iteration, starting at step 
(2).Attaining the equilibrium point entails solving two related EPEC problems in wholesale and cloud 
computing markets. In each EPEC, multiple nonconvex MPECs are solved. For this problem structure, there 
might be one solution, multiple solutions or no solution (i.e. Nash equilibrium), and the market regulations 
could impose additional bounds on the feasibility region of the presented problems that further facilitates the 
convergence and feasibility of the equilibrium [4.19], and [4.20].In the proposed solution framework in 
Figure 4-4, it is assumed the participants are rational players and each participant is aware of their opponents’ 
payoff and cost functions. Under such assumptions, the problem is perceived as a complete information game. 
Practically in the wholesale electricity and cloud computing markets, the cloud providers and GENCOs have 
full knowledge of their own payoff and cost functions. However, partial information on the payoff and cost 
functions of the market participants is attainable through published data in both markets. Therefore, in 
practice, the problem is envisioned as an incomplete information game. Categorizing opponents’ unknown 
strategies and characteristics into several “types” with respective realizations of payoff and cost functions, 
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and assigning a probability to each type will transform the incomplete information game into a complete 
game with imperfect information. In this paradigm, each participant maximizes the expected revenue 
considering different “types” of opponents with respective probability [4.21].Each cloud provider consists of 
multiple data centers distributed geographically to meet the workload of the end users, as shown in Figure 4-
5. The requests received from end users are transferred to the load balancer, where the workloads are 
distributed among the data centers. The workload distribution scheme is dependent on the objective of the 
cloud providers to minimize the cost, maximize the redundancy and reliability, or minimize the carbon 
footprint. In order to determine the effective workload dispatch, data centers provide workload and energy 
signals to the cloud providers. The cloud provider determines the workload dispatch based on the signals 
received from the data centers to achieve the operational objectives. 
 
Figure 4-5 Energy and workload management among data centers 
 
4.4 Micro-level Energy Management Strategies at Data Centers 
Data centers are embedded in the hardware layer of the cloud computing architecture. A data center 
is composed of IT equipment including servers, storage devices, networking switches, and routers. The data 
network in a data center is built upon three basic layers known as core, aggregation, and access layers that 
are connected through switches and routers, as shown in Figure 4-6.  
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Figure 4-6 The network architecture in the data center 
 
The core layer on top of the other layers serves as a gateway for connecting the data center to the 
internet and provides high-speed packet switching between the modules in the aggregation layer. The primary 
function of the aggregation layer is to aggregate thousands of packets entering or leaving the datacenter. This 
layer provides important tasks including domain and lo-cation services as well as server load balancing. At 
the access layer, the physical servers including web, application, and database servers are connected to the 
network. Besides the IT components, the data center is served by power cooling and humidification sub-
systems, as shown in Figure 4-7. The power subsystem includes electrical switches, backup generators, 
renewable resources, transformers, UPSs, and PDUs. High-voltage AC power is transferred from the grid to 
the UPS through the transformer. UPSs are kept charged continuously to ensure the adequacy of energy 
supply for the IT components in short intervals after the failure of the grid supply and before starting the 
















Figure 4-7 Energy infrastructure in the data center 
 
The PDUs regulate the voltage to meet the IT equipment requirements. The energy loss in the data 
centers dissipates as heat and the generated heat is removed by the cooling infrastructure system. The cooling 
and humidification system consists of computer room air conditioners (CRACs), humidifiers, chiller plant, 
and cooling tower. CRACs absorb the hot air in the servers’ room and blow the cold air. Humidifiers prevent 
electrostatic discharge in the servers and enable high-capacity, low-cost evaporative cooling. For the current 
data centers, the allowable range for relative humidity is 20–80% and a humidity level of 5.5 °C dew point 
to 60% relative humidity is recommended. Humidifiers are used in conjunction with free air cooling systems 
to increase the cooling capacity and to provide low-cost humidification of the air flowing through the 
ventilation system. Data centers consume a considerable volume of energy. The volume of energy consumed 
by an average-sized data center is equal to the energy consumed by 25,000 households [4.22]. The power 
consumption of data centers is approximately 50 times higher than the comparable office space. The energy 
consumption of the datacenters is a considerable portion of energy demand in the electricity network. In 
2006, 1.5% of total electricity produced in the U.S. was utilized by data centers [4.23] and the power 
consumption of data centers is growing over 9% annually. The growth in electricity demand of data centers 
in the U.S. is 10 times larger than the overall growth of electricity demand. Shifting toward cloud computing 
and the emergence of new classes of applications such as satellite navigation and electronic shipment, 
electronic transactions in financial services, and high-performance scientific computing are among the 
reasons for such considerable growth rate. In the early stages of the structure development, performance 
indicators of the data centers were the only criteria for the cloud providers; however, the energy consumption 










cloud infrastructure systems, are becoming a predominant concern in recent years. Determining an effective 
model for energy consumption of a data center, as a function of the energy consumption of the sub-
components and sub-systems, is not a straightforward process. The energy consumption of data centers 
depends on numerous factors including hardware con-figuration, cooling requirements, and types of 
applications running on servers. The energy consumed by the hardware, software, and the cooling and 
electricity infrastructure systems are all closely coupled. The energy consumption of a data center has two 
main parts: the energy consumption of IT assets such as servers, networks, and storage, and the energy usage 
by the cooling and power infrastructure systems. The volume of energy consumed by each sub-system varies 
with the design of the data centers and the energy efficiency of the subcomponents. Approximately, 60% of 
the total power consumption in a typical datacenter is associated with the IT hardware, including servers, 
storage devices, and network switches [4.24]; 30% of the total power consumption is related to the cooling 
infrastructure system, and8% of power consumption pertains to power loss in the data center power 
conditioning assets such as UPSs and PDUs. Several practices described in the following were established to 
improve the energy efficiency of the data centers. 
4.4.1 Energy-Efficient IT Assets 
The power consumption of servers has static and dynamic characteristics. The static power 
consumption captures the energy consumption of components such as memory, disk, and network interfaces, 
while the dynamic power consumption corresponds to the CPU power utilization that is further dependent on 
the operating voltage/frequency of the CPU and its utilization factor. CPUs have been regarded as the main 
contributors to the server’s power consumption. Complementary metal-oxide semiconductor (CMOS) 
technology is a popular technology as it is resilient against noise and produces less heat during its operation 
compared to other semiconductor technologies. The power consumption of CMOS circuits used in 
microprocessors is in proportion to the frequency and the square of the operating voltage. Therefore, reducing 
the processor voltage would reduce the power consumption quadratically. However, reducing the supply 
voltage has negative impacts on the execution time of CPU. Reducing the operation voltage decreases the 
clock speed, which further increases the execution time of the workloads. Consequently, there is a trade off 
between the energy consumption and performance of the CPU using voltage scaling. The voltage and 
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frequency of CPUs are adjusted jointly using dynamic voltage and frequency scaling (DVFS) [4.25]. In the 
DVFS technique, the operation voltage and frequency of CPU are adjusted based on the intensity of 
workloads assigned to the servers. Leveraging DVFS would increase the efficiency of individual servers 
when they are not fully utilized. Another effective power management technique is dynamic cluster server 
configuration (DCSC), by which total power consumption of a cluster of servers is decreased. In this method, 
the workloads are consolidated on a subset of servers within a cluster and the rest are turned off to prevent 
the unused servers from wasting energy [4.26].The second largest power consumer in a server is the memory. 
The annual growth rate for storage devices is 17–24% and the rapid increase of memory’s capacity leads to 
significant power consumption. Energy efficient approaches reduce data storage energy consumption by 
managing the storage capacity. Massive array of idle discs (MAID) is an effective power management 
solution as it saves power by shutting down idle discs and empowers the discs when an application needs to 
access data. Another tool to enhance the storage energy efficiency is automated storage provisioning. This 
storage management tool enhances the storage efficiency by detecting unused storage capacity and increasing 
the utilization of available storage devices. Another effective energy management solution is data 
compression. Data compression reduces the required capacity for storing data and further reduces the power 
consumption for storage. However, applying this method requires the data to be compressed before 
encryption on writes and decrypted before decompressing, which imposes energy overheads. Consequently, 
this storage management practice is recommended for files that are rarely accessed. It has been estimated that 
storage compression, consumes 15% to 30% less storage capacity [4.27]. Data deduplication is a fundamental 
practice in data storage that eliminates redundant data in a dataset. The volume of duplicated data in some 
enterprises reach 80% across the organization. By applying deduplication, extra copies of the same data are 
deleted, and by storing less data, fewer hardware resources consume energy. Another useful practice to 
reduce the energy consumption in memory is the storage snapshot technology. In this technique, snapshots 
taken from temporary copies of the data capture only the data changes instead of storing the complete copies 
of real-time data. Storage snapshots can save 80% to95% in energy use. Thin provisioning is another storage 
capacity management strategy that allocates the storage space centrally to the extent requested by the 
applications. Implementing this strategy will prevent over-providing of storage capacity and increases storage 
utilization from 30% to over 80%. This will reduce the required capacity of the storage devices by 40–60%. 
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Another storage management practice is to form tiered storage. In this method, data is stored on different 
disk types according to the relative demand for the data. Data with higher priority that is required to be 
accessed immediately will be stored in high-speed drives with considerable power consumption, and the low-
priority data that is rarely accessed is stored on more energy-efficient storage devices with larger capacity 
and lower operating speed. Beyond the addressed methods for data storage management, energy-efficient 
storage hardware including lower speed and solid-state drives con-tribute to decreasing the energy 
consumption of the storage facilities. The higher spinning speed in high-performance disk drives such as 15 
Krpm Serial Attached SCSI drives enables faster reading and writing at the cost of considerable power 
consumption. Using slower drives such as 7.5 K rpm Serial ATA drives reduces the energy consumption 
with negligible degradation in the performance. Implementing more expensive solid-state drives (SSDs) with 
no spinning discs improves the energy savings. Energy efficient servers leverage energy-efficient hardware 
including power supplies and fans, DC voltage regulators, and processors, as well as real-time measurement 
capabilities for power consumption, process utilization, and air temperature. These servers consume 30%less 
energy on average and deliver more processing power compared to the old technologies. Integrating more 
energy-efficient hardware will lead to less heat dissipation and consequently less energy consumption in the 
cooling infrastructure. For each watt saving in power consumption, one to two watts is saved in cooling 
power consumption. In the following, the energy efficiency in air conditioning and heat removal systems will 
be discussed. 
4.4.2 Energy-Efficient Heat Removal and Air Conditioning 
Cooling infrastructure is the second major source of energy consumption in data centers. Developing 
energy-saving strategies for the cooling systems provides considerable savings in energy consumption and 
cost. The number of servers within a rack ranges from 20 to 40. As data centers use highly dense server racks 
with 20–30 kW power demand per rack that generates 10 times more heat per square foot compared to older 
server racks, energy-efficient cooling systems play an important role in removing the dissipated heat with 
minimum energy consumption. Modifying the configuration of the servers’ room to improve the airflow, 
utilizing visualization tools such as computational fluid dynamics models to optimizing the airflow, 
leveraging variable speed fans for cooling the servers, adjusting environmental set points to allow for wider 
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range of temperature and humidity within the range given by the server manufacturers are among the efforts 
to improve the energy savings in the cooling infrastructure system. The physical layer of the cooling 
infrastructure system consists of CRACs, pumps, cooling tower, and economizers in some cases, as shown 
in Figure 4-8.  
 
Figure 4-8 Cooling infrastructure of the data center 
 
CRACs absorb heat from the servers’ room and provide cold air. According to the American Society 
of Heating, Refrigerating and Air-Conditioning Engineers (ASHRAE), 10% of data centers’ servers are too 
hot or too dry air-conditioned, and 40% of the cool air pumped into the servers’ room is wasted [4.28]. 
Therefore, airflow management strategies contribute to energy savings in the cooling systems. Using 
variable-speed fans adjusts the airflow according to the configuration of the servers in the room and the 
loading of the servers. The air conditioning fans consume 5–10% of the total energy of the datacenter and 
10% reduction in the speed of the fans would lead to 25%reduction in the fans’ energy consumption. Forming 
hot and cold aisles in the server room improves the airflow management and reduces the energy loss. In order 
to do so, the placement of the server racks is modified such that the front and the back of the servers face 
each other, respectively. This configuration will prevent the air temperature in-crease through mixing the hot 
and cold air. Implementing physical barriers in forms of containment or rigid enclosures on server racks 
further mitigates the mix of cold and hot air. The containment systems can reduce the energy expenses by 5–















with blanking plates, leveraging structured cabling systems, in-stalling grommets on the floors where cold 
air is blown are among the efforts that enhance the recirculation of cold air through the server racks and 
improve the cooling efficiency. Temperature and humidity adjustment is an important factor in the energy 
management of the cooling infrastructure. The recommended temperature in data centers has been expanded 
to 65–80 °F, from 68 to 77 °F. However, many datacenters traditionally set their temperature as low as 55 
°F. CRAC units use considerable energy to maintain the humidity; therefore, relaxing the acceptable humidity 
range would lead to considerable energy savings. Installing airside economizer enables exchanging the 
outside fresh air with inside hot air to reduce the burden on the cooling system. In a proof of concept presented 
by Intel IT, an airside economizer was utilized for cooling the servers by only using the outside air at 
temperatures of up to 90 °F and no significant difference between the failure rates of servers that were cooled 
using this technique compared to the servers that were cooled by the HVAC systems was reported. 
Datacenters in San Jose and Sacramento, Calif., reduced their cooling costs by 60% and 30% through airside 
economization, respectively [4.29]. Similarly, a waterside economizer that is integrated with chillers uses the 
evaporative capacity of the cooling tower to produce the chilled water. The economizer can substitute the 
chiller in winter to reduce the cooling cost by up to 70%. 
4.4.3 Energy-Efficient Power Distribution 
After IT assets and cooling infrastructure, power conditioning de-vices (e.g. UPSs and PDUs) are 
the main sources of energy loss. UPS improves the quality of the power during normal operation by 
mitigating the voltage sags, surges, and harmonic distortions. The main source of energy loss in UPS pertains 
to the transformer and the switching in the converters. In order to mitigate the switching losses, upgraded 
UPSs are equipped with a power management system that adjusts and optimizes the inverter’s switching 
cycles considering the load level and type. Installing upgraded UPSs reduces energy losses by30–55%. For 
a high-efficiency 1000 kVA UPS, this means up to $18,000energy savings annually. The actual efficiency of 
a UPS depends on the power consumption of the IT assets supplied by that. The efficiency of UPS decreases 
dramatically in very light loads because of the fixed losses (e.g. losses in control logic units of the inverters). 
Based on an estimation offered by DOE, improving the efficiency of UPSs from 90%to 95% in a data center 
with a 15,000-square-foot area and 100-Wpower consumption per square foot would save $90,000 annually 
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at$0.12/kWh in energy bill [4.30]. PDU transfers reliable and conditioned power from UPS to the servers, 
networking equipment, and other IT facilities that need conditioned power. Maintaining higher voltage levels 
in UPS enables the designers to locate the PDU closer to the servers and electronic components and decrease 
of the conductor length and power loss. The high-voltage power delivered by UPS is converted to lower 
voltage in PDU by using a step-down transformer. Employing high-efficiency transformers at an optimized 
load factor is important to minimize the power loss as transformers operate most efficiently when they are 
loaded in 20%–50% of their nominal capacity and the efficiency slightly decreases as the loading exceeds 
50%. Integrating input filters in conventional double conversion UPSs, mitigates the unwanted current 
harmonics and transformer loss [4.31]. 
4.5 Summary 
This chapter highlights the interdependence among the electricity and cloud computing infrastructure systems 
by emphasizing energy-aware cloud computing. The challenges and opportunities for energy saving and 
energy management in the data centers are introduced. The energy management in data center enables the 
cloud providers to efficiently reduce the cost and improve the reliability measures of the cloud ser-vices. 
Cloud providers participate in the cloud computing market by offering the cloud services with respective 
offering prices. Similarly, they participate in the wholesale electricity market by offering bids for purchasing 
the required energy for the offered cloud services. The price of the purchased electricity impacts the offered 
price of cloud services in the cloud computing market. Furthermore, cloud computing demand itself impacts 
the required energy from the wholesale electricity market that would further impact the price of the purchased 
energy. To capture such interdependence, a hierarchical market structure is proposed where the cloud 
providers act as intermediate agents that participate in the wholesale electricity and cloud computing markets. 
In the proposed structure, cloud providers attempt to maximize their payoff in the cloud computing market 
while minimizing their costs in the wholesale electricity market by bidding strategically in both markets. The 
energy management strategies at the micro level at the data centers would help cloud providers to regulate 
electricity consumption, reduce cloud computing costs, and propose more competitive bids in the wholesale 
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5OLIGOPOLISTIC COMPETITION AMONG CLOUD PROVIDERS IN ELECTRICITY AND DATA 
NETWORKS 
This chapter proposes a framework to address the interaction among the cloud providers in the could 
computing market as well as the interactions among the cloud providers as demand entities in the wholesale 
market. The contributions of this chapter are as follows:  
• The interaction among the electricity and cloud computing markets is captured using the 
presented oligopolistic model for competition and dynamic game in cloud computing and 
wholesale electricity markets. 
• The strategic behavior of the market participants (i.e., cloud providers) in the cloud 
computing market; as well as the market participants (i.e., cloud providers and generation 
companies) in the wholesale electricity market to maximize their payoff were presented.  
• A solution algorithm is proposed to determine Nash equilibrium for the proposed 
oligopolistic competition among the market participants in the wholesale electricity and 
could computing markets. 
 The presented formulation can be used to model the competition with incomplete information by 
associating respective probability measures to the types of the market participants. The rest of this chapter is 
organized as follows, Section 5.1 describes the structure and the interdependence among the wholesale and 
cloud computing markets. Section 5.2 presents the problem formulation for the multi-level dynamic game 
with complete information. The solution methodology is presented in Section 5.3 and the effectiveness of the 
proposed solution methodology is shown by a Case study in Section 5.4. The summary of this chapter is 
presented in Section 5.5. 




𝑏 Index of buses 
𝑑 Index of electrical loads 
𝑒 Index for the blocks on generation unit cost curve 
𝑖 Index for generation companies (GENCOs) 
𝑗 Index of cloud providers 
𝑙 Index of power transmission lines 
𝑚 Index of data centers  
𝑛 Index of generation units 
𝑠 Index for the blocks in power consumption curve of data center 
Variables:  
𝑃𝑛,𝑖
𝑒  Generation dispatch of segment 𝑒, generation unit 𝑛, GENCO 𝑖 [MW] 
𝑃𝑑 Electricity demand [MW] 
𝑃𝑙  Power flow in transmission line 𝑙 [MW] 
𝑅𝑖 Payoff of GENCO 𝑖 [$] 
𝑅𝑗 Payoff of cloud provider 𝑗 [$] 
𝑓𝑚,𝑗
𝑠  Frequency of segment 𝑠 of data center 𝑚, cloud provider 𝑗 [THz] 
𝐻(.) Power consumption function for data center 
𝑃𝑚,𝑗
𝑠  Requested power at segment 𝑠 for data center 𝑚, cloud provider 𝑗 in CCM [MW] 
𝑃′𝑚,𝑗
𝑠  
Awarded power dispatch at segment 𝑠 for data center 𝑚, cloud provider 𝑗 in wholesale 
market [MW] 
𝑘𝑛,𝑖 Bidding strategy for unit n of GENCO 𝑖 
𝑘′𝑚,𝑗 Bidding strategy for data center 𝑚, cloud provider 𝑗 in the CCM 
𝑘"𝑚,𝑗 Bidding strategy of data center 𝑚, cloud provider 𝑗 in the wholesale market 
𝜏𝑚,𝑗
𝑠 , 𝜙𝑚,𝑗
𝑠 , 𝛿𝑚,𝑗 Slack variables 
𝜇𝑛,𝑖
𝑒  Bidding vector of segment 𝑒 for unit 𝑛 of GENCO 𝑖 [$/MWh] 
𝜇′𝑚,𝑗





Bidding vector of segment 𝑠 for data center 𝑚, cloud provider 𝑗 in the wholesale market 
[$/MWh] 






𝑠 , 𝜔𝑚,𝑗 
Lagrange multipliers 
Parameters:  




 Capacity of segment 𝑠 for data center 𝑚, cloud provider 𝑗 [THz] 
𝑘𝑛,𝑖 , 𝑘𝑛,𝑖 Upper/lower limit of the bidding strategy for unit 𝑛 of GENCO 𝑖. 
𝑘′𝑚,𝑗 , 𝑘′𝑚,𝑗   
Upper/lower limit of the bidding strategy for data center 𝑚, cloud provider 𝑗 in the 
CCM 
𝑘"𝑚,𝑗 , 𝑘"𝑚,𝑗 





𝑒  Upper/lower limit of the generation unit cost curve segments [MW] 
𝑆𝐹𝑙
𝑏  Shift factor of line 𝑙 with respect to injection at bus 𝑏 
𝜓(.)
𝑏  Set of components connected to bus b 
𝛽′𝑚,𝑗 , 𝛾′𝑚,𝑗 , 𝜂′𝑚,𝑗  Coefficients for the power consumption function of data center 𝑚, cloud provider 𝑗 
 
5.2 Market Structure 
Figure 5-1 shows the structure of the cloud computing and wholesale markets. As shown in this figure, 
cloud providers participate in the wholesale market by bidding for their required energy. The demand and 
supply are balanced by the independent system operator (ISO) considering the security and reliability of the 
power network. The proposed structure captures the interdependence among the electricity and cloud 
computing markets. Figure 5-2 shows the proposed market structure for the cloud providers and GENCOs in 
the wholesale and cloud computing markets. GENCOs participate in the wholesale market to maximize their 
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profit, by bidding for the energy offered (µ) and cloud providers participate in both markets by strategically 
bid for cloud services (µ′ ) and energy demand(µ" ). 
 
Figure 5-1 Market structure for electricity and cloud computing 
 
 



















Bid in Wholesale Market
Wholesale Market





The CCM facilitates the balance among the demand and supply to determine the share of cloud providers 
(𝐟) and the market clearing price (MCP) for computing services (𝜆′ ). The cloud providers bid for the energy 
demand in the wholesale market to maximize their payoff while GENCOs compete for supplying energy. 
The social welfare is maximized in the wholesale market subjected to physical constraints of the market 
participants and the electricity network to procure the price of electricity, the GENCOs’ dispatch, and the 
awarded dispatch for the cloud providers.  
The link between the wholesale market and the CCM is the price of electricity and the electricity demand 
of the cloud providers. The price of services provided by the cloud providers is dependent on the price of 
electricity in the wholesale market. The price of electricity in the wholesale market is further affected by the 
bidding strategy of the cloud providers. The bidding strategy of the cloud providers for the provided cloud 
services in the CCM will affect their share as well as the price of these service in the CCM. The share of the 
cloud providers in the CCM will affect their electricity demand in the wholesale market. In order to determine 
the best strategy to maximize payoff, the market participants (GENCOs or cloud providers) are considered 
as rational players. Therefore, each market participant captures the behavior of the other participants 
assuming that they adopt strategies to maximize their payoff in the respective markets. The share of the cloud 
providers in the CCM is determined by the balance between end-users’ demand and the supplied cloud 
services. The share of the cloud providers and GENCOs in the wholesale market is determined by the ISO. 
Here, each market participant has the knowledge of its own revenue and cost functions; therefore, the 
competition among the market participants in the wholesale market and CCM would yield Bayesian Nash 
equilibrium. Each market participant in the CCM and the wholesale market will categorize the unknown 
strategies and characteristics of other participants into defined “types”. The market participants would 
represent the partial information on their opponents by associating probabilities for the opponents of being 
certain “type”. In the wholesale market, GENCO i, and cloud provider j, have types 𝐓𝒊 and 𝐓𝒋 respectively. 







𝐶𝑃  denotes the type of GENCO 
i’s opponent strategy sets where NG and NCP are the total numbers of GENCOs and cloud providers 
respectively. Let 𝑝(𝐭−𝑖|𝑡𝑖) be the conditional probability of the GENCO being of type 𝑡𝑖 and the opponents 
(i.e., other GENCOs and cloud providers) are being of type 𝐭−𝑖. The vector of bidding strategy for GENCO 
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of type 𝑡𝑖, is 𝐤𝑖(𝑡𝑖) and 𝐤−𝑖(𝐭−𝑖) is the vector of the bidding strategy of GENCOs’ opponents, including other 
GENCOs and cloud providers as their type is represented by 𝐭−𝑖. This eventually transforms the non-
cooperative competition with incomplete information into a non-cooperative competition with imperfect 
information formed by incorporating conditional probabilities associated with the set of realized “types” for 
the market participants. The solution for the incomplete information game among the market participants is 
similar to complete information game with the probabilities assigned to each set of the cloud provider and 
GENCO types. Hence, for GENCO i, the expected revenue for each type 𝑡𝑖 is shown as 
max∑ 𝑃𝑎𝑦𝑜𝑓𝑓𝑖(𝑡𝑖, 𝐤𝑖(𝑡𝑖), 𝐤−𝑖(𝐭−𝑖)) × 𝑝(𝐭−𝑖|𝑡𝑖) × 𝑝(𝑡𝑖)𝐭−𝑖∈𝐓−𝑖  . In this chapter, the information of the 
market participants in the CCM and wholesale market including the opponents’ payoff and cost functions are 
known to all market participants and the presented formulation addresses the non-cooperative game with 
complete information which can be further extended to non-cooperative competitions with incomplete 
information as discussed above [5.26], [5.27].  
5.3 Problem Formulation 
In the wholesale market, GENCOs maximize their payoff, cloud providers minimize their payment, 
and ISO maximizes the social welfare considering the GENCOs’, cloud providers’ and power network’s 
constraints. In order to determine the bidding strategy adopted by each market participant, a bi-level 
optimization problem is formulated in which the upper-level problem addresses the profit maximization 
while the lower level problem represents the social welfare maximization. 
The lower level problem determines the LMPs and the supply and demand quantities in the 
wholesale market. In CCM, the cloud providers solve a bi-level optimization problem to determine their 
bidding strategy on the offered services. Here, the upper-level problem maximizes the participant’s payoff 
while the lower level problem maximizes the net gain of all market participants by maximizing the social 
welfare. 
The presented bi-level optimization problem is further transformed into a single-level problem, that 
is also referred to as a mathematical problem with equilibrium constraints (MPECs). The lower level problem 
is linear programming problem that can be represented by primal-dual constraints for the upper-level 
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problem. The non-cooperative oligopolies in the wholesale and cloud computing markets are represented as 
equilibrium problem with equilibrium constraints (EPEC) in which several MPECs with similar lowerlevel 
problems are solved. The solution for the proposed EPEC is a Nash equilibrium [5.28]. The EPECs are 
formulated for the wholesale electricity and cloud computing markets. Therefore, the Nash equilibrium for 
the presented market structure is the solution for two EPECs in the wholesale and cloud computing markets. 
In such structure, the bidding strategy of the market participants in one market will affect the bidding strategy 
of the market participants in the other market. In the following sections, the formulation to determine the 
bidding strategy of GENCOs, and cloud providers are presented. 
5.3.1 Bidding Strategy of GENCOs in the Wholesale Market 
The bi-level optimization problem for each GENCO is presented as (5.1)-(5.8), where (5.1)-(5.4) 
represent the upper-level problem. The objective function of the upper-level problem is the payoff of each 
GENCO as shown in (5.1). The payoff of the GENCO is the revenue (first term) minus the generation cost 
(second term). The variables in (5.1)-(5.4) are 𝑃𝑛,𝑖
𝑒  , 𝑘𝑛,𝑖 and  𝜇𝑛,𝑖
𝑒 . The limitations on the bidding strategy of 
generation units of GENCOs are determined in (5.2). In (5.3), the bidding vector for unit n of GENCO i is 
presented in which a piece-wise supply cost curve for the produced energy is used [5.29]. The dispatch at 




[∑ (∑ 𝜌𝑏 ⋅ ∑ 𝑃𝑛,𝑖
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+, 𝜆𝑙
− ∀𝑚        (5.8) 
𝜌𝑏 = 𝜆𝑏 + ∑ 𝑆𝐹𝑏
𝑙 ⋅ (𝜆𝑙
+ − 𝜆𝑙
−)𝑙    ∀𝑏, 𝑆𝐹𝑏
𝑙 ∈ 𝐒𝐅T     (5.9) 
The lower level problem is shown in (5.5)-(5.8). Decision variables in (5.5)-(5.8) are 𝑃𝑛,𝑖
𝑒  and 𝑃′𝑚,𝑗
𝑠
. 
The social welfare is maximized in (5). The first term in (5.5) is the cloud providers’ willingness to pay 
(demand bid) in the wholesale market and the second term is the operation cost of the GENCOs with 
respective bidding vectors. The load balance constraint is shown in (5.6). Constraint (5.7) ensures that the 
cloud providers purchase sufficient energy from the wholesale market and therefore the awarded dispatch in 
the wholesale market is more than the energy required to provide computation services in the CCM. The 
capacity constraint of the transmission lines is presented in (5.8) where the shift factor (SF) is used to 
calculate the power flow in the transmission line [5.30]. The Lagrange multipliers of constraints (5.6) and 
(5.8) are applied to calculate the LMP at each bus (𝜌𝑏) as shown in (5.9). 
5.3.2 Bidding Strategy of Cloud Providers in the CCM 
In CCM, the cloud users rent “machines” from the cloud providers. A machine could be a physical 
server or a virtual image of a server [10]. The total energy consumption of the data center, which is operated 
by the cloud provider, includes the energy consumed by the IT equipment and the cooling system. The 
variable part of the energy consumption for the IT equipment is the energy consumed by CPUs. The power 
consumption of other components such as memory, disk, and the network interface is fixed [5.31]. The power 
consumption of the data center is presented as a quadratic function of provided frequency for the end users 
as shown in (5.10) where 𝛽′𝑚,𝑗 , 𝛾′𝑚,𝑗 , 𝑎𝑛𝑑 𝜂′𝑚,𝑗 are in MW/THz
2, MW/THz, and MW respectively [5.32]. 
The bi-level optimization problem for cloud providers in the CCM is presented as (5.11)-(5.18). Here, (5.11)-
(5.14) are representing the upper-level problem and (5.15)-(5.18) are representing the lower level problem. 
The decision variables in (5.11)-(5.14) are 𝑃𝑚,𝑗
𝑠 , 𝑓𝑚,𝑗
𝑠 ,  𝑘′𝑚,𝑗 and 𝜇′𝑚,𝑗
𝑠 . The payoff function of the cloud 
providers in CCM is described in (5.11), where the first term captures the revenue of each cloud provider and 
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the second term is the cost of power consumption to provide the required frequency. Here, the LMPs for 
energy are obtained from (5.9). The limits for bidding strategy and the bidding vector for each data center 
are presented in (5.12) and (5.13) respectively. The bidding vector of the cloud providers for the unit of the 
frequency offered in the CCM captures the price of electricity in the wholesale market. The quadratic 
frequency-electricity demand function for data centers in (5.10) is linearized using a piece-wise linear 
approximation as shown in (5.10) and (5.17). 
𝑃𝑚,𝑗 = 𝐻(𝑓𝑚.𝑗) = 𝛽𝑚,𝑗
′ 𝑓𝑚,𝑗
2 + 𝛾𝑚,𝑗
′ 𝑓𝑚,𝑗 + 𝜂𝑚,𝑗
′ = ∑ 𝛼𝑚,𝑗
′𝑠 𝑓𝑚,𝑗




[∑ 𝜆′ ⋅ ∑ 𝑓𝑚,𝑗
𝑠
𝑠𝑚∈𝑀𝑗
− ∑ ∑ 𝜌𝑏 ⋅ ∑ 𝑃𝑚,𝑗
𝑠
𝑠𝑚∈𝜓𝑚
𝑏𝑏 ]        ∀𝑗   (5.11) 
s.t. 
𝑘′𝑚,𝑗 ≤ 𝑘′𝑚,𝑗 ≤ 𝑘′𝑚,𝑗   ∀𝑗, ∀𝑚        (5.12) 
𝜇′𝑚,𝑗
𝑠 = 𝑘′𝑚,𝑗 ⋅ 𝜌𝑏 ⋅ 𝛼
′
𝑚,𝑗
𝑠   ∀𝜇′𝑚,𝑗
𝑠 ∈ 𝛍′𝑗 , ∀𝑗, ∀𝑚 ∈ 𝜓𝑚




,     𝑃𝑚,𝑗
𝑠 ∈ 𝐏𝑗      ∀𝑗, ∀𝑚, ∀𝑠      (5.14) 




       (5.15) 
∑ ∑ ∑ 𝑓𝑚,𝑗
𝑠
𝑠𝑚∈𝑀𝑗𝑗





   ; ∀𝑗, ∀𝑚, ∀𝑠  ∶ 𝜃𝑚,𝑗







′𝑠𝑠    ; ∀𝑗, ∀𝑚  ∶  𝜔𝑚,𝑗      (5.18) 
The decision variables in (5.15) -(5.18) are 𝑓𝑚,𝑗
𝑠 ; and 𝜆′, 𝜃𝑚,𝑗
𝑠  and 𝜔𝑚,𝑗 are the Lagrange multipliers. 
In (5.15), the objective of the lower-level problem is to maximize the net gain of all participants by 
maximizing the social welfare in the CCM. In the proposed problem, the operation cost of the cloud providers 
is minimized. In (5.16) the total provided frequency by cloud providers in the CCM meets the end users’ 
demand. The associated Lagrange multiplier of this constraint (𝜆′) shows the MCP of the provided services 
for the end users. The electricity demand-frequency function (5.10) is approximated using a piece-wise linear 
 94 
 
function in which the frequency of each segment is limited as shown in (5.17). In order to provide the cloud 
services in the CCM, enough energy should be purchased from the wholesale market as enforced by (5.18). 
5.3.3 Bidding Strategy of Cloud Providers in the Wholesale Market 
Each cloud provider solves a bi-level optimization problem to minimize the energy payment. The 
upper-level problem is shown in (5.19) -(5.21) and the lower level problem is shown in (5.5)-(5.8). The 
decision variables in (5.19) -(5.21) are 𝑃′𝑚,𝑗
𝑠 , 𝑘"𝑚,𝑗  and 𝜇"𝑚,𝑗
𝑠 . The energy payment is minimized as shown in 
(5.19) subjected to the bidding strategy constraints presented in (5.20). The bidding vector of each data center 
of each cloud provider to purchase electricity is shown in (5.21) where the cloud provider’s bid in the 




[∑ ∑ 𝜌𝑏 ⋅ ∑ 𝑃′𝑚,𝑗
𝑠
𝑠𝑏𝑚∈𝑀𝑗∩𝜓𝑚
𝑏 ]     ∀𝑗      (5.19) 
𝑘"𝑚,𝑗 ≤ 𝑘"𝑚,𝑗 ≤ 𝑘"𝑚,𝑗   ∀𝑗, ∀𝑚        (5.20) 
𝜇"𝑚,𝑗
𝑠 = 𝑘"𝑚,𝑗 ⋅ 𝜆
′    ∀𝑗, ∀𝑚, ∀𝑠, ∀𝜇"𝑚,𝑗
𝑠 ∈ 𝛍"𝑗      (5.21) 
5.4 Solution Methodology 
In the proposed market structure, cloud providers participate in the CCM and bid for the provided 
services to the end users. In the wholesale market, GENCOs compete to maximize their payoff by selling 
energy and the cloud providers compete for purchasing electricity to minimize their energy payments. The 
competition among the participants in each market is addressed as a Cournot game while interactions between 
the wholesale market and the CCM is presented as a dynamic game. To determine the bidding strategy of 
each cloud provider and procure the equilibrium, one requires to formulate problem as profit maximization 
subjected to middle-level and lower level problems that represent the market clearing problem for each 
market (i.e., wholesale market and CCM). In order to solve such three-level optimization problem, Karush-
KuhnTucker (KKT) conditions associated with the market clearing problems should be formulated while 
ensuring the second order slater condition that requires the convexity of the formed KKT conditions. 
Formulating the complementarity conditions for one market in such three-level optimization problem would 
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result in forming a non-convex optimization problem. In other words, in a three-level optimization problem, 
if the bottom level’s KKT (or other) optimality conditions are used to replace it in the middle-level problem, 
then the resulting middle-level problem is nonconvex due to the resulting complementarity conditions. To 
address this challenge, a solution framework is employed to determine the equilibrium point in the wholesale 
and cloud computing markets. The presented bi-level optimization problems are transformed into single level 
nonlinear optimization problems, by employing the KKT optimality conditions for the lower-level problems. 
The market participants update their bidding strategies by calculating the sensitivity of the payoff to the 
adopted bidding strategy in each market. Employing the KKT optimality conditions for the lower level 
problem (5.15)-(5.18), results in (5.22)-(5.29). 
𝜆′ + 𝜏𝑚,𝑗
𝑠 − 𝜃𝑚,𝑗
𝑠 − 𝜔𝑚,𝑗 = 𝜇𝑚,𝑗
′𝑠         ∀𝑗, ∀𝑚, ∀𝑠     (5.22) 
∑ ∑ ∑ 𝑓𝑚,𝑗
𝑠
𝑠𝑚∈𝑀𝑗𝑗






      ∀𝑗, ∀𝑚, ∀𝑠           (5.24) 
∑ 𝑓𝑚,𝑗
𝑠




′𝑠𝑠           ∀𝑗, ∀𝑚       (5.25) 
𝑓𝑚,𝑗
𝑠 ⋅ 𝜏𝑚,𝑗
𝑠 = 0          ∀𝑗, ∀𝑚, ∀𝑠           (5.26) 
𝜙𝑚,𝑗
𝑠 ⋅ 𝜃𝑚,𝑗
𝑠 = 0         ∀𝑗, ∀𝑚, ∀𝑠           (5.27) 




𝑠 , 𝛿𝑚,𝑗 , 𝜔𝑚,𝑗 , 𝑓𝑚,𝑗







𝐈 𝟎 𝐈 −𝐈 −𝐈

































































     (5.30) 
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Differentiating (5.22) -(5.29) with respect to the cloud provider’s bidding strategies in the CCM 
will result in (5.30) where the coefficient matrix on the left-hand side is denoted by M and the right-hand 
side is represented by dy. 
Here, 𝐅𝐣
𝐬 = 𝐷𝑖𝑎𝑔(𝑓𝑚,𝑗
𝑠  ), 𝚽𝐣
𝐬 = 𝐷𝑖𝑎𝑔(𝜙𝑚,𝑗




𝑠 ), 𝛚𝐣 =
𝐷𝑖𝑎𝑔(𝜔𝑚,𝑗), 𝛅𝐣 = 𝐷𝑖𝑎𝑔(𝛿𝑚,𝑗) and 𝐈 is an identity matrix. For the system of nonlinear equations in (5.30), 




















and calculated as: 
𝑑𝒛 = 𝐌𝑇(𝐌𝐌𝑇)𝑑𝒚        (5.31) 
Exploiting the sensitivity functions obtained in (5.31), the payoff of the cloud provider is maximized 
in an iterative approach. In (5.32) the sensitivity of the cloud provider’s payoff with respect to the chosen 



















′ − 𝜌𝑏 ⋅ 𝛼𝑚,𝑗
′𝑠   ∀𝑗, ∀𝑠, ∀𝑚 ∈ 𝜓𝑚





𝑠    ∀𝑗, ∀𝑚           (5.34) 
Similarly, employing the KKT conditions for the lower level problem (5.5)-(5.8) representing the 
wholesale market and incorporating them in the upper-level problems (5.1)-(5.4) and (5.19)-(5.21) will 
transform these bi-level optimization problems to single level nonlinear programming problems. Utilizing 
similar approach, the sensitivity of the cloud providers’ and GENCOs’ payoffs with respect to the chosen 
bidding strategies in the wholesale market are calculated. Figure 5-3 shows the flowchart of the presented 
solution framework for this problem. The proposed structure is a dynamic game as cloud providers observe 
the price of electricity in the wholesale market and update their decisions in the CCM [5.33]. Similarly, the 
cloud providers observe the MCP and their share for could services in the CCM and update their bidding 
strategy in the wholesale market. A binary parameter 𝜁 as observability indicator is introduced that captures 
the state of the cloud providers in one market once the price of the commodities in the other market is 




Figure 5-3 The solution framework for dynamic game in the wholesale market and CCM 
 
In step (a), the bidding strategy for all participants in both markets, i.e., 𝑘, 𝑘′, and 𝑘", the LMP in 
the wholesale market, and the upper bound of (5.18) (i.e., 𝑃′𝑚.𝑗
𝑠  ) are initiated.  
In step (b), the iteration index (𝑞) and the observability indicator of the cloud providers (𝜁) are 
initiated as 𝑞 =  1 and 𝜁 =  0. 
 In step (c), the LMPs are set as (5.35) and the power capacity to supply the cloud services is 












       ∀𝑏        (5.35) 
 Initial iteration indices and indicator  q=1, ζ=0 (b)
CCM is cleared by auctioneers to determine the share 
of the cloud providers (c)
Cloud providers update their bidding strategies in 
CCM (d)
ISO clears the wholesale market (e)
GENCOs and the cloud providers update their bidding 
strategies in the wholesale market (f)
Converged? (h) q=q+1
Nash Equilibrium







Choose initial biding strategies for all participants, the 










  ∀𝑗, ∀𝑚, ∀𝑠        (5.36) 
In step (d), the bidding strategy of the cloud providers (𝑘′) in the CCM is updated using (5.37) by 
employing the sensitivity functions of their payoff with respect to their bidding strategy shown in (5.32). 
𝑘𝑚,𝑗
′𝑞+1 = 𝑘𝑚,𝑗





′𝑞      ∀𝑗, ∀𝑚      (5.37) 
Here, 𝜎 is a scalar that determines the step size for updating the bidding strategy. The bidding 
strategy of the cloud providers will not be updated prior to the realization of 𝜌𝑏
𝑞
 and ?̅?′𝑚,𝑗
𝑠 from the 
wholesale market. Go to step (e).  
In step (e), the Lagrang multiplier 𝜆′ and the lower bound for the purchased electricity are updated 
as shown in (5.38) and (5.39) respectively. The wholesale market is cleared by solving (5.5)-(5.8) using the 
updated 𝜆′𝑞   and (𝑃𝑚,𝑗
𝑠 )
𝑞














         ∀𝑗, ∀𝑚, ∀𝑠        (5.39) 
In step (f), the decisions made by GENCOs and cloud providers are updated similarly based on the 









𝑞      ∀𝑖, ∀𝑛        (5.40) 
𝑘"𝑚,𝑗
𝑞+1 = 𝑘"𝑚,𝑗





𝑞      ∀𝑖, ∀𝑚       (5.41) 
In step (g), check the observability indicator. If its value is zero its status would be toggled to 𝜁 =
 1, and the process will continue to step (c) otherwise go to step (h). The observability indicator shows that 




In step (h), the convergence conditions (5.42) -(5.44) for all of the participants in both wholesale 
and cloud computing markets are checked and the equilibrium is established if (5.42)-(5.44) are satisfied. 
Otherwise, the iteration index and observability indicator (𝜁 ) would be set as 𝑞 =  𝑞 +  1 and zero 
respectively and the algorithm continues in next iteration by starting at step (c). 
|𝐤(.)
𝑞 − 𝐤(.)
𝑞−1| ≤ 𝝐         (5.42) 
|𝐤′(.)
𝑞 − 𝐤′(.)
𝑞−1| ≤ 𝝐         (5.43) 
|𝐤"(.)
𝑞 − 𝐤"(.)
𝑞−1| ≤ 𝝐         (5.44) 
In the presented framework, each market participant solves a MPEC which is an optimization 
problem with nonconvex feasibility set. In [5.34], the presence of a unique equilibrium is proved considering 
certain assumptions. By relaxing some constraints, a unique equilibrium could be achieved as shown in 
[5.35]. As the MPEC solved by each market participant is a non-convex optimization problem, solving 
multiple MPEC problems to reach a solution for an EPEC problem is a challenging task. Generally, there 
might be either one, multiple or no solution for the presented EPEC problems (i.e., Nash equilibrium). In this 
chapter, the equilibrium point captures the solution for two linked EPEC problems, one in the CCM, and the 
other in the wholesale market. Therefore, in general, guaranteeing a solution for such problems is not possible 
due to the non-convex feasibility region of the MPECs formed for each market participant. However, the 
market regulations could impose additional bounds on the feasibility region of the presented problems that 
facilitate the convergence and feasibility of the equilibrium. Here, setting the upper and lower bounds for the 
bidding strategy of the market participants in constraints (5.2), (5.12) and (5.20), would improve the 
convergence to an equilibrium. At the equilibrium point the market participants are either unwilling to update 
their bidding strategy or their bidding strategy is bounded. Increasing the number of market participants will 
further increase the complexity of the proposed problems and increase the solution time. The MCP and LMP 
are dependent on the bidding strategy of the market participants and as the number of players increases, it is 
expected that the MCP in the CCM and the LMP in the wholesale market decrease. Furthermore, the payoff 
of the GENCOs is expected to decrease as the number of GENCOs increase in the wholesale market and 
their share of the market is decreased. 
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5.5 Case Study 
In order to evaluate the efficiency of the proposed approach, two cases were presented. In the first 
case, three cloud providers were considered in the cloud computing market while in the second case, 10 cloud 
providers were considered in the wholesale and cloud computing markets. 
5.5.1 Small Number of Cloud Providers 
In order to evaluate the efficiency of the proposed approach, two GENCOs each owning one 
generator and three cloud providers each owning one data center, are considered in Figure 5-4.  
 
Figure 5-4 Electricity network topology 
 










G1 0.0344 8.85 0 240 
G2 0.0469 8.45 0 240 
 







Max Flow  
(MW) 
1 1 2 0.0098 160 
2 2 3 0.0105 250 
3 3 4 0.02 190 
4 1 4 0.01 130 
  
Table 5-3 Power consumption characteristics of cloud providers 
Cloud Provider j   (MW/THz
2) 
j   (MW/THz) 




CP1 0.0002 0.0668 0 300 
CP2 0.0001 0.0861 0 340 











The characteristics of the generation units and transmission lines are shown in Tables 5-1 and 5-2 
respectively. The electrical loads on buses 1, 3 and 4 are 70, 90 and 100 MW respectively. The cloud 
providers’ own data centers connected to buses 1, 2, and 4. The capacity of cloud providers CP1, CP2 and 
CP3 are 34.3 MW, 41.72 MW and 21 MW respectively.  
Consequently, CP1 holds 32.8% of the total electricity demand at bus 1, CP2 holds 29.4% of the total 
electricity demand at bus 4, and CP3 is the only electricity demand on bus 2. The energy consumption of the 
cloud providers is determined using the quadratic function of the offered frequency in the CCM. The 
coefficients of the quadratic energy-frequency function are shown in Table 5-3.  
The requested frequency from the end users is 350 THz. If a local equilibrium exists, converging to 
the equilibrium is dependent on the initial bidding strategy. This is mainly because the bi-level optimization 
problem solved for each market participant – which is further transformed to a MPEC – is a nonlinear and 
non-convex optimization problem and the solution is dependent on the initial point. In the presented case 
study, the initial bidding strategy for the market participants in the CCM and the wholesale market is equal 
to 1 as it is assumed that all market participants bid their marginal costs (i.e., 𝑘 = 1, 𝑘′ = 1, 𝑘" = 1). The 
lower and upper limits for the bidding vector are 0.5 and 3.0, respectively. The LMP in the wholesale market 
is initiated as $20/MWh and the MCP in the CCM is initiated as $0/THzh. The multiplier 𝜎 and the threshold 
for convergence 𝜀 ∈  𝜺 are set to 10-5and 10−4, respectively. The proposed formulation is solved using 
MATLAB R2014b on an Intel® Core i5 @3.2 GHz with 8GB of memory using “linprog” function.  
The following cases are presented: 
Case 1 – Market participants bid at their marginal cost  
Case 2 – Market participants bid strategically with no congestion in the electricity network  
Case 3 – Market participants bid strategically with congestion in the electricity network  
Case 4 – Market participants bid strategically in each market with no coordination among the 
markets. 
1) Case 1- Market Participants Bid at Their Marginal Cost: 
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In this case, all participants bid their marginal costs, therefore, the participants’ bidding for 
offering/consuming the commodities (energy or cloud services) is equal to their marginal cost/benefit and 
the respective bidding strategies (i.e., 𝑘, 𝑘′ , and 𝑘" are not updated and fixed to 1). The bidding vectors in 
the CCM and the wholesale market are calculated as 𝜇𝑛,𝑖
𝑒 = 𝛼𝑛,𝑖
𝑒 , 𝜇𝑚,𝑗
′𝑠 = 𝜌𝑏 ⋅ 𝛼𝑚,𝑗
′𝑠 , and 𝜇"𝑚,𝑗
𝑠 = 𝜆′ where 
𝜇𝑛,𝑖
𝑒 ∈ 𝛍𝑖, 𝜇"𝑚,𝑗
𝑠 ∈ 𝛍"𝑗 and  𝜇𝑛,𝑖
𝑒 , 𝜇𝑚,𝑗
′𝑠 , 𝜇"𝑚,𝑗
𝑠  are the bids of the segments e and s for GENCOs and cloud 
providers. Table 5-4 shows the dispatch of the GENCOs and LMPs at each bus along with the expected 
payoff for each GENCO. Table 5-5 presents the share of each cloud provider in providing the requested 
frequency along with the expected payoff of each cloud provider and the MCP in the CCM. 
As seen in Table 5-4 the awarded dispatch of G1 is more than G2. Furthermore, the marginal cost of G1 is 
lower than G2, so the payoff of G1 is more than G2. The share of the cloud providers and the MCP in the 
CCM are shown in Table V. As shown in this table, the awarded dispatch for the cloud provider CP1 is more 
than that for the cloud providers CP2 and CP3, therefore the payoff for CP1 is higher. In this case, the LMP 
and MCP are $20/MWh and $2.3/THzh respectively. CP1 pays $392 (19.6 MWh × $20/MWh = $392) for 
consuming 19.6 MWh electricity and earns $460 (200 THzh × $2.3/THzh = $460) for providing 200 THzh 
in the CCM, which results in $68 payoff. Similarly, CP2 and CP3 pay $196 and $112 in the wholesale market 
for 9.8 MWh and 5.6 MWh of energy consumed and get paid $230 and $115 for processing 100 THzh and 
50 THzh in the CCM, respectively. The payoffs for G1 and G2 are $880 and $640 for producing 160 MWh 
and 135 MWh electricity respectively. The solution time for this case is 2.17 seconds. 
Table 5-4 Share of GENCOs and LMPs in the wholesale market (Case 1) 
Dispatch of GENCO(MWh) LMP at bus ($/MWh) Payoff of GENCO ($) 
G1 G2 1 2 3 4 G1 G2 
160 135 20 20 20 20 880 640 
 





Payoff ($)  
of CPs 
CP1 CP2 CP3 
2.3 
CP1 CP2 CP3 






2) Case2- Market participants bid strategically with no congestion in the electricity network 
In this case, the market participants bid strategically in both markets. The bi-level optimization problem is 
formed for each market participant and sensitivity functions that capture the participants’ payoff functions’ 
sensitivity with respect to the chosen bidding strategy are used to solve the formulated problems. The bidding 
strategy of the market participants would impact the offered bidding vectors 𝜇𝑛,𝑖
𝑒 , 𝜇′𝑚,𝑗
𝑠  and 𝜇"𝑚,𝑗
𝑠  as shown 
in (5.3), (5.13), and (5.21). Figure 5-5, Figure 5-6, and Figure 5-7 show the bidding strategies of the cloud 
providers in the CCM and the wholesale market. As shown in Figure 5-5 the bidding strategies of CP1, CP2 
and CP3 are converged to 1.32, 2, and 1.81 respectively. Figure 5-6 represents the bidding strategy of the 
cloud providers in the wholesale market. In this case, the bidding strategies for CP1, CP2, and CP3 are 
converged to 2.92, 0.88, and 1 respectively. Figure 5-7 shows that the bidding strategies of G1 and G2 are 
converged to 2.73 and 3 respectively. As seen in table 5-6, compared with Case 1, the corresponding payoffs 
increase significantly for G1 and G2, despite the fact that GENCOs produce the same amount of energy. 
Because of the competition among GENCOs, the LMPs grow from $20/MWh in Case 1, to $60/MWh in this 
case. The share of the cloud providers in providing the requested frequency as well as their bidding strategies 
in the CCM and wholesale market are shown in Table 5-7. As shown in this table, the cloud providers CP1, 
CP2 and CP3 bid 1.32, 2 and 1.81 times higher than their respective marginal costs in the CCM. The solution 
time for this case is 182.084 seconds and the number of iterations to converge is 1557. Compared to Case 1, 
the bidding of CP1 in the wholesale market is increased to 2.92, while the bidding of CP2 is decreased to 0.88 
and CP3 bids its marginal cost. Therefore, because of the strategic bidding of the GENCOs, the cloud 
providers pay more for the energy purchased from the wholesale market. The payoffs of G1, G2, CP1, CP2 
and CP3 are $7,280, $6,054, $1,736, $868 and $392 respectively. The energy consumptions of the cloud 
providers CP1, CP2 and CP3 are 19.6 MWh, 9.8 MWh, and 5.6 MWh respectively, and the energy costs are 
$1,176, $588 and $336 respectively.  
Thus, the revenues of the cloud providers CP1, CP2, and CP3 in the CCM are $2,912, $1,456 and 
$728 for selling 200 THzh, 100 THzh, and 50 THzh of services respectively. The MCP in the CCM is 
$14.56/THzh. The MCP of cloud services in Case 1 is $2.3/THzh which is further increased to $14.56/THzh 




Figure 5-5 Bidding strategy of cloud providers in the CCM 
 
 
Figure 5-6 Bidding strategy of cloud providers in the wholesale market 
 
 







Table 5-6 Dispatch of GENCOs and LMPS in the wholesale market (Case 2) 
Dispatch of GENCO 
(MWh) 
LMP at Bus ($/MWh) 
Bidding Strategy of 
GENCOs 
Payoff of GENCO ($) 
G1 G2 1 2 3 4 k1 k2 G1 G2 
160 135.3 60 60 60 60 2.7 3 7280 6054 
 
Table 5-7 Supplied services by cloud providers and MCP in the CCM (Case 2) 




Bidding Strategy of Cloud Providers 
CCM wholesale market 
CP1 CP2 CP3 
14.56 
kʹ1 kʹ2 kʹ3 kʺ1 kʺ2 kʺ3 
200 100 50 1.32 2 1.81 2.92 0.88 1 
 
3) Case3- Market participants bid strategically with congestion in the electricity network 
 In this case, all the participants in CCM and wholesale market bid strategically and line L1 is congested as 
its capacity is limited to 112 MW. In this case, CP1 and CP2 bid 3 times of their marginal cost while CP3 bid 
1.22 of its marginal cost in CCM. Compared to Case 2, the share of G1 in the electricity market is decrease 
by 65% and the bidding strategy of G1 is increased by 11% as a result of the congestion in line L1. The 
results of this case are shown in Tables 5-8 and 5-9. As shown in Table 5-8, the dispatches of G1 and G2 are 
56 MW and 240 MW respectively. The dispatch of G1 is decreased while the dispatch of G2 is increased 
compared to those in Case 2. Consequently, the payoff of G1 is decreased to $1,232, while the payoff of G2 
is increased to $14,708. Compared to Case 2, the congestion in Line 1 increased the LMPs on buses 1 and 4 
where the cloud providers CP1 and CP2 are located and decreased the LMP on bus 2 where the cloud provider 
CP3 is located.  
Table 5-8 Share of GENCOs and LMPs in the wholesale market (Case 3) 
Dispatch of GENCO 
(MW) 
LMP at Bus 
 ($/MWh) 
Bidding Strategy 
of GENCOs  
Payoff of GENCO ($) 
G1 G2 1 2 3 4 k1 k2 G1 G2 
56 240 202.3 33 81 162 3 3 1232 14708 
 
 





Bidding Strategy of CPs 
CCM wholesale market 
CP1 CP2 CP3 
56.8 
kʹ1  kʹ2 kʹ3 kʺ1 kʺ2 kʺ3 
100 100 150 3 3 1.22 1.45 1.61 1 
 
The payoffs for cloud provider CP1, CP2, and CP3 are $3,611 and $3,724, and $7,272 respectively. Comparing 
with Case 2, G2 and the cloud providers benefit from congestion while the payoff of G1 is decreased. Total 
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payoff of cloud providers, in this case, is $14,607 which is increased compared to Case 2. Therefore, in this 
case, the end users should pay more for the cloud services as the MCP in CCM is increased to $53.1/THzh. 
The number of iterations to converge in this case is 1703 and the solution time is 218.807 seconds. 
4) Case4- Market participants bid strategically in each market with no coordination among the 
markets. 
In this case, the interactions among cloud computing and wholesale markets are ignored to highlight the merit 
of capturing the interdependence among these markets. Here, the cloud providers in the wholesale market 
cannot change their strategy iteratively and they are bounded by the consequences of their adopted bidding 
strategies in the CCM. The cloud providers compete in the CCM to offer cloud services to the end users 
considering an initial price of the electricity ($20/MWh) and the outcome of this competition (i.e., electricity 
demand) sets boundary conditions for the bidding of the demand in the wholesale market. Table 5-10 
represents the results of the competition in the CCM. Considering the realized electricity demand in the CCM, 
the cloud providers bid in the wholesale market and the outcomes of the competition in the wholesale market 
are shown in Table 5-11. 
  
Table 5-10 Share of the cloud providers and MCP in the CCM (Case 4) 




Bidding Strategy of CPs 
CCM 
CP1 CP2 CP3 
6.1 
kʹ1  kʹ2 kʹ3 
200 100 50 2.67 3 2.3 
 
Table 5-11 Share of the GENCOs and LMPs in the wholesale market (Case 4) 
Dispatch of GENCO 
(MW) 
LMP at Bus 
 ($/MWh) 
Bidding Strategy of 
GENCOs  
Payoff of GENCO ($) 
G1 G2 1 2 3 4 k1 k2 G1 G2 
160 135 58 58 58 58 2.88 3 6960 5770 
 
Considering $20/MWh as the initial price for the electricity, CP1, CP2, CP3 are expected to pay $392, $196, 
and $112 for consuming 19.6 MWh, 9.8 MWh, and 5.6 MWh energy in the wholesale market respectively. 
However, after the LMPs are procured in the wholesale market, CP1, CP2, and CP3 should pay $1,136.8, 
$568.4, and $324.8 respectively. Considering $20/MWh as the price for the purchased energy, the cloud 
providers CP1, CP2, and CP3 expect their payoffs to be $828, $414, and $193 respectively; however, after 
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participating in the wholesale market using the offered frequency services in the CCM, their actual payoffs 
are reduced to $83.2, $41.6, $-19.8 respectively. The solution time for this case is 188.95 seconds, the number 
of iterations to converge in the CCM is 451, and the number of iterations to converge in the wholesale market 
is 1219. 
5.5.2 Large Number of Cloud providers 
In order to investigate the impact of larger number of players in the competition, 10 cloud providers were 
considered in the electricity network shown in Figure 5-4. The coefficients of the quadratic energy-frequency 
functions of the cloud providers, along with their locations in the power system, are shown in Table 5-12. 
Here, four cases, Case 1-4 were considered. The requested frequency of the end users is 350 THz. The market 
shares of the cloud providers in the CCM, their bidding strategies in the CCM and the wholesale market, 
their payoffs, and the MCP in the CCM are shown in Table 5-13 for Cases 1-4. The dispatch of the GENCOs, 
their bidding strategies in the wholesale market, their payoffs, and the LMP in the wholesale market are 
shown in Table 5-14.  
In Case 1, the cloud providers CP1, CP3, CP5, CP7, CP8, and CP10 offer cloud services to the end users, as 
their bid their marginal costs. The dispatches of GENCOs G1 and G2 are 160, and 128 MW respectively. By 
bidding strategically in Case 2 the cloud providers CP1, CP3, CP5, CP6, CP7, and CP10 benefit from offering 
cloud services. Compared to Case 1, it is observed that the payoffs of the cloud providers were increased 
considerably. For instance, the payoff of cloud provider CP1 increases from $44 to $876, for providing the 
same amount of cloud services. Despite the same dispatch of the GENCOs, the corresponding payoffs were 
increased. The MCP and LMP grow from $2.12/THzh, and $20/MWh in Case 1 to $13.8/THzh and $60/MWh 
in Case 2, respectively. In Case 3, where line L1 is congested, it is seen that, the cloud providers CP1 and CP5 
have limited opportunities to offer cloud services in the CCM. In this case, the shares of the cloud providers 
CP6 and CP7 increase from 24, and 62 THzh to 48, and 180 THzh respectively, and the cloud provider CP8 
offers 50 THzh in the CCM. Ignoring the interaction between the electricity and cloud computing markets in 
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Case 4 would result in considerable decrease in the payoffs of the market participants and economical loss 
for the cloud providers CP3, CP6, and CP8. 
Table 5-12 Characteristics of cloud providers 
Cloud Provider Location j   (MW/THz
2) 
j   (MW/THz) 




CP1 Bus 1 0.0002 0.0668 0 300 
CP2 Bus 4 0.0001 0.0861 0 340 
CP3 Bus 2 0.0003 0.0921 0 150 
CP4 Bus 1 0.0002 0.1124 0 90 
CP5 Bus 1 0.0018 0.0245 0 63 
CP6 Bus 2 0.0002 0.0359 0 72 
CP7 Bus 3 0.0004 0.0182 0 270 
CP8 Bus 3 0.0007 0.0458 0 135 
CP9 Bus 3 0.0007 0.0227 0 153 
CP10 Bus 4 0.0009 0.0497 0 108 
 
Table 5-13 Outcomes for the cloud providers 
 
Market share in the 
CCM(THzh) 
Payoff ($) 
Bidding strategy in 
the CCM 
Bidding strategy in 
the wholesale 
market 


























CP2 0 0 0 0 0 0 0 0 1 1 1 1 1 1.21 0.5 - 






1 1.3 1 1.05 0.5 - 
CP4 0 0 0 0 0 0 0 0 1 1 1 1 1 1.02 0.5 - 
CP5 21 42 0 50 6.3 
103.
3 
0 -65 1 1 1 1 1 1.02 0.5 - 































1 1.03 3 - 
CP8 45 0 50 45 7.2 0 
136
2 




CP9 0 0 0 0 0 0 0 0 1 1 
1.02
4 






















Table 5-14 Outcomes for GENCOs in wholesale market 
 
Dispatch of GENCO 
(MW) 





LMP on Bus 
 ($/MWh) 










G1 160 160 85.2 240 880 7280 3631 8880 1 2.8 3 3 
20 60 149.2 54 81 126.5 54 
G2 128 128 206 48.1 640 5760 12889 2020.2 1 3 3 3 
 
5.6 Summary 
In this chapter, the strategic behavior of the cloud providers in the wholesale market and CCM is 
investigated. In the wholesale market, the cloud providers bid to minimize their energy cost while GENCOs 
maximize their profit. The cloud providers maximize their revenue in the CCM by bidding for the cloud 
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services provided to the end-users. The competition for the cloud providers in the wholesale market and CCM 
are presented as a dynamic game with complete information. In the proposed structure, the interdependence 
among the price of electricity and the price of the cloud services is captured. The bidding strategy chosen by 
the market participants is procured by solving a bi-level optimization problem in which the upper-level 
problem is a profit maximization problem while the lower-level problem represents the market clearing 
process. Sensitivity functions with respect to the adopted bidding strategies for the market participants’ 
payoff functions were developed to solve the respective bi-level optimization problems. The presented case 
study verifies the efficiency of proposed structure. It is shown that once the market participants in CCM and 
the wholesale market bid their marginal costs, their payoffs are lower than the case in which they strategically 
bid for the offered and purchased services. It is shown that ignoring the interdependence between the CCM 
and the wholesale market will lead to a considerable loss in payoff for the cloud providers. Furthermore, it is 
shown that because of congestion in the electricity network, the cloud providers whose energy consumption 
would reduce the congestion will pay less for their energy in the wholesale market and therefore, they have 
higher payoffs compared to the other cloud providers. Furthermore, the congestion in the electricity network 
would limit the less expensive generation units to serve the demand. Therefore, units that are more expensive 
provide more energy in the wholesale market and their payoff will increase accordingly. The proposed 
solution methodology can be further extended to address the non-cooperative dynamic game with incomplete 
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6OPERATION OF DISTRIBUTION NETWORKS WITH VOLATILE SUPPLY AND 
CONTROLLABLE DATA CENTER DEMAND 
The proposed framework is used by the DSO to determine the demand of distribution network in 
the day ahead market based on the forecasted day-ahead hourly and intra-hourly electricity prices. The data 
centers process batch computing workloads that arrive at certain periods. DSO operate the generation and 
controllable demand assets including the data centers to ensure the economic and security of the distribution 
network while satisfying the workload processing requirements for data centers. As shown in Figure 6-1, 
DSO communicates with independent system operator (ISO) to determine the required power supplied by 
the bulk power system. 
The uncertainties in the generation and demand introduces economic risk in the distribution network 
operation and was captured by introducing effective scenarios. Capturing the risk in the distribution network 
operation framework enables the DSO to avoid over-conservative operation strategies. The proposed 
framework incorporates risk aversion by constraining the volatility of the expected operation cost through 
conditional value at risk (CVaR) assessment. The rest of this chapter is organized as follows: Section 6.1 
describes the problem formulation. Sections 6.2 and 6.3 present the case study and summary respectively. 
 
 







6.1 List of Symbols 
Indices:  
𝑑 Index of electrical loads other than data center 
ℎ Index of intra-hour 
𝑗 Index of workload 
𝑚 Index of module in a data center 
𝑛 Index of interval 
𝑠 Index of scenario 
𝑡 Index of hour 
𝑤 Index of wind unit 
Binary variables:  
𝐼𝑛
𝑗
 Processing state of the workload 
𝑘𝑛
𝑚 Operation status of module 𝑚 of data center 
𝑦𝑡
𝑚/𝑧𝑡




 Initiation/completion indicator of the workload 
Real variables:  
𝐶′𝑠 Operation cost of scenario 𝑠 [$] 
𝐶 Expected operation cost of the distribution network [$] 
𝐶𝑉𝑎𝑅 Conditional value at risk [$] 
𝑓"𝑛
𝑠,𝑗
 Frequency provided for processing workload 𝑗 of scenario 𝑠 at interval 𝑛 [GHz] 
𝑃′𝑡
𝑠,𝑖𝑛
 Hourly demand of the distribution network at hour 𝑡 in scenario 𝑠 [MW] 
𝑃𝑛
𝑠,𝑔
 Intra-hour demand of the distribution network at interval 𝑛 in scenario 𝑠 [MW] 
𝑃𝑛
𝑠,𝑚
 Demand of module 𝑚 of data center at interval 𝑛 in scenario 𝑠 [MW] 
𝑠𝑑𝑛
𝑚/𝑠𝑢𝑛
𝑚 OFF/ON time of module 𝑚 [Minutes] 
𝑢𝑛
𝑠,𝑚
 Utilization factor of module 𝑚 
𝑉𝑎𝑅 Value at risk [$] 
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𝜆𝑠 Auxiliary variable 
Parameters:  
𝑓𝑚 Maximum frequency of module 𝑚 [GHz] 
𝑓′𝑟𝑒𝑞
𝑠,𝑗
 Processing capability required to handle workload 𝑗 in scenario 𝑠 [GHzh] 
 𝑚𝑓𝑚/𝑚𝑛𝑚 Initially OFF/ON periods of module 𝑚 [Minutes] 
𝑚𝑑𝑚/𝑚𝑢𝑚 Minimum OFF/ON time of data center [Minutes] 
𝑃𝑖𝑑𝑙𝑒
𝑚  Power consumption of module 𝑚 in idle mode [MW] 
𝑃𝑎𝑐𝑡
𝑚  Dynamic power consumption of module 𝑚 with full utilization [MW] 
𝑃𝑛
𝑠,𝑑
 Distribution network demand other than data centers [MW] 
𝑃𝑛
𝑠,𝑤
 Forecasted dispatch of wind generation 
𝑁𝑠𝑡
𝑗
 Start time for processing the workload 
𝑁𝑑𝑙
𝑗
 Deadline for processing the workload 
𝑁𝐻 Number of intervals in an hour 
𝑁𝑇 Total number of intervals in the operation horizon 
𝑝𝑟𝑜𝑏𝑠 Probability of scenario 
𝛼 Threshold for CVaR 
𝜔 Trade-off parameter 
𝜌′𝑡
𝑠 Day ahead electricity price at hour 𝑡 in scenario 𝑠 [$/MWh] 
𝜌𝑛
𝑠  Intra-hour electricity price, at interval 𝑛 in scenario 𝑠 [$/MWh] 
𝜓 Set of workloads that require being processed continuously 
 
6.2 Problem Formulation 
The objective of DSO is to minimize the day-ahead hourly and intra-hourly demand charges in the 
electricity network. The objective function is the expected operation cost of the distribution network in the 
day-ahead market considering the respective uncertainties in the intra-hour local generation resources and 
non-controllable loads, as well as the uncertainty in the intra-hour price of electricity. The data center is 
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considered as a controllable load which can be further coordinated with the renewable generation resources 
and non-controllable demands in the distribution network. The uncertainties in the receiving workloads for 
the data centers are captured for the load management of data centers. Furthermore, the proposed model 
incorporates the risk associated with the decisions made by DSO through CVaR assessment [6.7].  
Value at risk (VaR), is a common tool for measuring and managing risk, which is measured in price units 
under certain confidence level 𝛼 ∈ (0,1) (usually 95% or 99%).It represents the lowest operation cost, for 
which the probability of procuring the total operation cost higher than this value is lower than (1 − 𝛼). While 
VaR provides overall vision on risk assessment, relying on it can be very misleading, as it does not measure 
the maximum potential operation cost in the lower (1 − 𝛼) percentile. Particularly, for the discontinuous 
distribution of VaR or distributions other than normal distribution, the operation cost expected to be greater 
than the VaR amount, in (1 − 𝛼)  percentage might lead to extreme operation cost due to the fat tail in 
distribution profile [6.8].   
Unlike, VaR, CVaR measures the conditional expected operation cost of the distribution network above 
the VaR, in the lower (1 − 𝛼) percentile of the probability distribution function of the operation cost. 
Furthermore, CVaR is a convex coherent risk averse function that allows for forming convex stochastic 
optimization problems [6.9].  
In order to determine the day-ahead and real-time load of the distribution network with controllable 
data center demand, the problem (6.1)-(6.27) is formulated. The objective function is shown in (6.1), where 
the first term is the weighted expected operation cost of the distribution network and the second term is the 
weighted CVaR that determines the risk associated with the operation cost of the distribution network. The 
trade-off parameter 𝜔 takes values between 0 and 1. The expected operation cost of the distribution network 
is calculated in (6.2), where the operation cost of each scenario is presented in (6.3). The operation cost in 
each scenario consists of two terms, the first term captures the hourly operation cost in each scenario, and the 
second term addresses the intra-hourly operation cost. In (6.4), the auxiliary variable 𝜆𝑠 is positive if the 
expected operation cost of any scenario exceeds the VaR. In (6.5), CVaR is calculated considering the 
distribution network operation cost in all scenarios. In (6.6), the amount of day-ahead hourly demand is equal 
to the total intra-hourly demand. The balance among the demand and supply is ensured by (6.7). The power 
consumption of a module of data center is calculated in (6.8), where the first term, represents its power 
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consumption in idle mode, and the second term captures its dynamic power consumption in active mode, that 
is dependent on the utilization factor. Constraint (6.9) limits the utilization factor of the data center modules 
considering their operation state. In (6.10), the total frequency required for processing the workloads at 
interval n determines the utilization factor of the data center modules. In (6.11), the sum of provided 
frequency to process each workload during the processing period, should be equal to processing capability 
required for that workload. In (6.12) and (6.13), the workloads are enforced to be processed within their 
respective deadlines. In (6.14), the frequency provided for processing the workloads at interval n takes value 
if the execution status is 1 and 𝜖 is a small scalar. Constraints (6.15) and (6.16) capture the relationship 
between workload initiation and completion variables and the status of the workload process. Constraint 
(6.17) enforces the continuous processing of the workload if the workload requires to be processed without 
any interruption. Constraints (6.18)-(6.21) and (6.22)-(6.25) enforce the minimum OFF/ON time of the data 
center modules. Constraints (6.26) and (6.27) capture the relationship between the operating state of the data 
center modules and their respective startup/shutdown indicators. 
min(1 − 𝜔) ⋅ 𝐶 + 𝜔 ⋅ 𝐶𝑉𝑎𝑅       (6.1) 
s.t. 
𝐶 = ∑ 𝑝𝑟𝑜𝑏𝑠 ⋅ 𝐶′𝑠𝑠          (6.2) 








𝑠,𝑔))]𝑡        𝑁𝑡 = {𝑛|𝑛 = 𝑁𝐻 × (𝑡 − 1) + ℎ 𝑎𝑛𝑑 ℎ =
1,2, … , 𝑁𝐻}              (6.3) 
𝐶′𝑠 − 𝜆𝑠 − 𝑉𝑎𝑅 ≤ 0         (6.4) 
𝐶𝑉𝑎𝑅 = 𝑉𝑎𝑅 +
1
1−𝛼
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        (6.8) 
𝑢𝑛
𝑠,𝑚 ≤ 𝑘𝑛
𝑚          (6.9) 
∑ 𝑢𝑛
𝑠,𝑚 ⋅ 𝑓𝑚 = ∑ 𝑓"𝑛
𝑠,𝑗





𝑛 = 𝑁𝐻 ⋅ 𝑓′𝑟𝑒𝑞
𝑠,𝑗


















𝑗 ≤ 0        (6.13) 
𝐼𝑛
𝑗 ⋅ 𝜖 ≤ 𝑓"𝑛
𝑠,𝑗 ≤ 𝐼𝑛






         (6.15) 
𝑦′𝑛
𝑗 − 𝑧𝑛
′𝑗 ≤ 1           (6.16) 
∑ 𝑦′𝑛
𝑗
𝑛 = 1,     ∀𝑗 ∈ 𝜓         (6.17) 
𝑠𝑑𝑛
𝑚 ≤ 𝑁𝐻 ⋅ 𝑚𝑓𝑚 ⋅ (1 − 𝑘𝑛
𝑚)        (6.18) 
𝑠𝑑𝑛
𝑚 − 𝑠𝑑𝑛−1
𝑚 ≤ 1         (6.19) 
𝑠𝑑𝑛
𝑚 − 𝑠𝑑𝑛−1
𝑚 ≥ 1 − 𝑁𝐻 ⋅ (𝑚𝑓𝑚 + 1) ⋅ 𝑘𝑛
𝑚       (6.20) 
𝑠𝑑𝑛
𝑚 ≥ 𝑁𝐻 ⋅ 𝑚𝑑𝑚 ⋅ 𝑦𝑛+1
𝑚           (6.21) 
𝑠𝑢𝑛
𝑚 ≤ 𝑁𝐻 ⋅ 𝑚𝑛𝑚 ⋅ 𝑘𝑛
𝑚          (6.22) 
𝑠𝑢𝑛
𝑚 − 𝑠𝑢𝑛−1
𝑚 ≤ 1          (6.23) 
𝑠𝑢𝑛
𝑚 − 𝑠𝑢𝑛−1
𝑚 ≥ 𝑁𝐻 ⋅ ((𝑚𝑛𝑚 + 1) ⋅ 𝑘𝑛
𝑚 − 𝑚𝑛𝑚)       (6.24) 
𝑠𝑢𝑛
𝑚 ≥ 𝑁𝐻 ⋅ 𝑚𝑢𝑚 ⋅ 𝑧𝑛+1
𝑚           (6.25) 
𝑦𝑛
𝑚 + 𝑧𝑛





𝑚           (6.27) 
 
6.3 Case Study 
In this section, to evaluate the efficiency of the proposed framework, a data center with two modules is 
considered as controllable loads in the distribution network. Table 6-1 represents the characteristics of the 
data center modules, including the maximum frequency provided by the data center modules, as well as the 
idle and dynamic power consumptions. Table 6-2 represents the workload characteristics including the 
required time for processing of the workloads, as well as the receiving time and the deadline for the 
workloads. The wind unit has 9 MW generation capacity. The mean value of wind speed is assumed to be 10 
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m/s, and the shape parameter is considered as 2.1. The intra-hourly electricity prices and 15-minute 
distribution network demand were shown in Figure 6-2 [6.10]. The mean of intra-hourly electricity prices 
was considered as the day-ahead hourly price of electricity. 




Idle power (MW) 








1 900 5 13 2 1 
2 800 3 15 2 1 
 
Table 6-2 Workloads characteristics 
Workload Continuous workload Arrival time Process requirement [GHzh] Deadline (hours) 
1 No 3:30 2700 20 
2 No 7:15 4400 15 
3 Yes 11:45 3000 12 
 
 
Figure 6-2 Intra-hourly demand and price of electricity 
 
Monte-Carlo Simulation (MCS) is utilized to generate a large number of scenarios to capture the 
uncertainties in the operation horizon. To incorporate the forecast errors of the electricity demand and the 
intra-hourly electricity price, the normal distribution function is used with the mean value equal to the 
forecasted intra-hourly demand and the price of electricity at each interval respectively. The standard 
deviation is set to 5% of the mean values. The uncertainty in wind speed is addressed using Weibull 
probability distribution function, and the wind speed is used to determine the wind generation using wind 
turbine speed-power curve. In this case study, 3000 scenarios were generated, and fast backward/forward 






























































































































Three cases were considered as follows: 
Case 1 – Uncoordinated operation of data centers and distribution network 
Case 2 – Coordinated operation of data centers and distribution network - Deterministic solution  
Case 3 – Coordinated operation of data centers and distribution network - Stochastic solution 
6.3.1 Case 1- Uncoordinated Operation of Data Centers and Distribution Network 
In this case, it is assumed that the data center operator processes the workloads immediately without 
any workload management strategy. The objective is to minimize the power consumption associated with 
processing the workloads. As the data center is not operated in coordination with the distribution network, 
the DSO cannot leverage the flexibility of data centers to minimize the operation cost of the distribution 
network. As seen in Table 6-2, workload 1 is requested at 3:30, which starts to be processed immediately 
until 6:45. Workloads 2 and 3 start to be processed at 7:15, and 11:45 and their processes were finished at 
16:00, and 15:30 respectively. In this case, all workloads were assigned to module 1 and the total energy 
consumption of data centers is 202.14 MWh. Considering the intra-hour price of electricity illustrated in 
Figure 2, the data center’s operation cost is $4,500 and the operation cost of the distribution network is 
$21,255. 
6.3.2 Case 2- Coordinated Operation of Data centers and Distribution Network: Deterministic 
Solution 
In this case, DSO leverages the proposed framework to manage the data center demand and to 
minimize the total operation cost of distribution network while ignoring the uncertainties in the operation 
horizon. In this case, all workloads have been processed within their corresponded deadlines. Workload 1, 
has been requested at 3:30, and its execution process is interrupted three times. It is processed at 5:15-6:30, 
9:45- 10:00, 11:15-11:30, and 22:30-23:00. Workload 2, which arrives at 7:15, is processed at 9:45-12:15 
and 21:30-22:00. Workload 3 that is requested at 11:45, is processed at 20:45-23:45. As workload 3 is 




Figure 6-3 Power consumption of module 1 
 
 
Figure 6-4 Power consumption of module 2 
 
In Figures 6-3 and 6-4, the power consumption profile of the module 1 and module 2 of data center 
were depicted, respectively. Here, both modules are shut down twice. Module 1 is in idle mode in 6:45-7:15, 
10:00-10:15, 22:15-22:30, and 23:15-23:30 respectively. Similarly, module 2 is in idle mode in 5:30-5:45, 
7:00-7:15, 10:00-10:15, 11:30-11:45, 21:15-21:30, 22:15-22:30, and 23:15-23:30 respectively. At these 
periods data center modules, do not process any workload, but they remain on because of their minimum on 
time constraint. 
The total energy consumption of data center modules, in this case, is 221.41 MWh, that is increased 
by 19.27 MWh compared to Case 1. However, the operation cost of the data centers decreases from $4500 
in Case 1 to $2565.4 in this case. The total operation cost of the distribution network is $20,204, which 











































































































































































































6.3.3 Case 3- Coordinated Operation of Data Centers and Distribution Network: Stochastic Solution 
In this case, the uncertainties in the demand, renewable generation, requested workloads of the data 
centers, as well as the volatility in the price of electricity are considered. Using scenario reduction techniques 
13 scenarios with respective probabilities were considered. 
Table 6-3 represents the operation costs and the associated risks considering multiple values for the 
trade-off parameter ω. The trade-off parameter captures the balance between the expected operation cost and 
the cost variability measured by CVaR. The confidence level considered as 95%, (𝛼 = 0.95). Therefore, the 
VaR is the lowest operation cost that the probability of obtaining total operation cost higher than that is less 
than 5%.  Calculating the operation cost by setting ω near zero leads to minimum expected operation cost 
and maximum CVaR. Here, DSO’s behavior is risk prone aiming to achieve minimum expected operation 
cost, ignoring the value of CVaR. Comparing stochastic solution without CVaR i.e. 𝜔 ≈ 0 with the 
deterministic solution, it is shown that the operation cost of the data center and the distribution network are 
increased by 9.2%, and 4%, in stochastic solution respectively. 
Table 6-3 Operation cost with associated risk measures 
ω 
Data Center Op. Cost DSO 
Op. Cost 





≈ 0 2,802 21,018 23,820 25,942 26,438 
0.1 2,802 21,209 24,011 25,920 26,152 
0.2 2,766 21,436 24,202 25,918 26,110 
0.3 2,766 21,623 24,389 25,882 26,080 
0.4 2,766 21,810 24,576 25,882 26,003 
0.5 2,766 21,998 24,764 25,836 25,936 
0.6 2,766 22,185 24,951 25,812 25,923 
0.7 2,725 22,412 25,137 25,734 25,809 
0.8 2,725 22,591 25,316 25,721 25,792 
0.9 2,725 22,770 25,495 25,720 25,790 
≈ 1 2,725 22,947 25,672 25,720 25,790 
 
Increasing 𝜔 from 0 to 1 will lead to the increase in the expected operation cost from $23,820, to $25,672. 
This indicates that increasing the risk aversion would lead to higher expected operation cost, and lower 
operation cost variability measured by CVaR. As highlighted in Table 6-3, for 𝜔 > 0.7 the operation cost 
increases while the VaR and CVaR remain almost fixed. Consequently, the trade-off between the expected 
operation cost and risk chosen by DSO is 0.7, as beyond this threshold the expected operation cost increases 




The uncertainty of renewable generation resources in distribution network along with the 
stochasticity of the electricity price affect the demand and operation cost of the distribution networks. This 
chapter proposes an operation framework to leverage the flexibility of data centers as large electric loads to 
minimize the operation cost of the distribution network. The proposed framework measures the risk 
associated with the decisions made by the DSO, through CVaR assessment. The proposed operation 
framework enables the DSO to avoid over-conservative decisions by setting the trade-off parameter. As a 
result of the coordinated operation of data centers and distribution network, the total expected operation cost 
of distribution network decreases and by developing the proposed framework, the risk associated with 
decisions made is further minimized. It is shown that increasing the conservativeness will increase the 
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Cloud computing provides unique opportunities for the various sectors of the economy such as the 
automotive industry, education, finance, and governmental entities. In-house IT infrastructures vary in 
quality and can often be outdated and ineffective. As an alternative, cloud computing is a popular IT model 
which allows various businesses to “outsource” the IT infrastructure to a more efficient model. 
 Businesses are opting to use cloud computing in order to eliminate the capital expenses of 
traditional IT systems and reduce the around-the-clock expert manpower required to operate on-site IT 
infrastructures. Relying on cloud services gives businesses the flexibility to access a large amount of 
computing resources easily with minimal hardware and labor.  
Data centers as backbone of the cloud computing consist of different physical components such as 
servers, routers, switches, as well as electricity and cooling infrastructure. Data centers are the brick and 
mortar face of the cloud computing industry and their performance ensures the prosperity of the underlying 
business. 
Electricity is an essential resource to operate data centers and it is often the costliest expenditure. 
Furthermore, the power system’s reliability and security of energy supply directly translates to data center’s 
operation cost and quality of cloud services.  Ironically, the data centers’ remarkable demand for electricity 
influences the power system’s reliability and security and on larger scale may affect the local prices of 
electricity where data centers are installed. This thesis highlights the interdependence between the cloud 
computing and the power system in planning and operation platforms and addresses the challenges and 
potential opportunities may infer for both parties in case of cooperation between cloud providers and power 
system operators. 
  To address the planning platform, first a coordinated expansion planning for data centers presented 
which is focused on the economic aspects of the expansion planning of data centers in the data and electricity 
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networks while ensuring the energy supply security. The presented coordination between the electricity and 
data networks ensures the adequacy and security of energy supply for the data centers. 
In the planning platform, a framework for expansion planning of battery energy storages in the 
distribution network proposed that captures the interaction among the data center operators and distribution 
system operators. The proposed framework minimizes the installation and operation cost of the distribution 
network while ensuring the security and reliability of the distribution network as well as the quality of service 
for the end users in the data center. As a result of coordination among data center operators and the 
distribution network operator, the expansion planning costs of the battery energy storage facilities would 
minimize in the distribution network. 
In the operation platform on broad scale, the interaction among the cloud providers in the could 
computing market as well as the interactions among the cloud providers as demand entities in the wholesale 
market addressed. As a result, the strategic behavior of the market participants (i.e., cloud providers) in the 
cloud computing market; as well as the market participants (i.e., cloud providers and generation companies) 
in the wholesale electricity market to maximize their payoffs presented. 
In operation platform on distribution level, the operation of distribution networks with volatile 
supply and controllable demand of data centers investigated. As a result an operation framework proposed 
for distribution system operator to determine the demand of distribution network in the day ahead market 
based on the forecasted day-ahead hourly and intra-hourly electricity prices. The proposed framework 
incorporates risk aversion by constraining the volatility of the expected operation cost through conditional 






The research conducted to address the problems discussed in this dissertation lead solution methodology to 
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