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FLUCTUATION OF EIGENVALUES OF SYMMETRIC CIRCULANT
MATRICES WITH INDEPENDENT ENTRIES
SHAMBHU NATH MAURYA AND KOUSHIK SAHA
Abstract. In this article, we study the fluctuation of linear eigenvalue statistics of symmetric
circulant matrices (SCn) with independent entries which satisfy some moment conditions. We
show that 1√
n
Trφ(SCn) obey the central limit theorem (CLT) type result, where φ is a nice test
function.
Keywords : Symmetric circulant matrix, linear statistics of eigenvalues, weak convergence, central
limit theorem, Trace formula, Wick’s formula.
1. introduction and main results
Let An be an n × n matrix with real or complex entries. The linear statistics of eigenvalues
λ1, λ2, . . . , λn of An is a function of the form
(1)
1
n
n∑
k=1
f(λk)
where f is some fixed function. The function f is known as the test function. One of the interesting
object to study in random matrix theory is the fluctuation of linear statistics of eigenvalues of
randommatrices. The study of fluctuation of linear statistics of eigenvalues was initiated by Arharov
[4] in 1971 for sample covariance matrices. In 1975 Girko [7] studied the central limit theorem (CLT)
of the traces of the Wigner and sample covariance matrices using martingale techniques. In 1982,
Jonsson [10] proved the CLT of linear eigenvalue statistics for Wishart matrices using method
of moments. After that the fluctuations of eigenvalues for various random matrices have been
extensively studied by various people. For new results on fluctuations of linear eigenvalue statistics
of Wigner and sample covariance matrices, see [9], [17], [5], [13], [15]. For band and sparse random
matrices, see [3], [8], [11], [16] and for Toeplitz and band Toeplitz matrices, see [6] and [12].
In a recent article [1], the CLT for linear eigenvalue statistics has been established in total
variation norm for circulant, symmetric circulant and reverse circulant matrices with Gaussian
entries. In a subsequent article [2], the authors extended their results for independent entries which
are smooth functions of Gaussian variables. Here we consider the fluctuation problem for symmetric
circulant matrices with general entries which are independent and satisfy some moment condition.
A sequence is said to be an input sequence if the matrices are constructed from the given sequence.
We consider the input sequence of the form {xi : i ≥ 0} and the symmetric circulant matrix is
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defined as
SCn =


x0 x1 x2 · · · x2 x1
x1 x0 x1 · · · x3 x2
x2 x1 x0 · · · x4 x3
...
...
...
. . .
...
...
x1 x2 x3 · · · x1 x0

 .
For j = 1, 2, . . . , n− 1, its (j + 1)-th row is obtained by giving its j-th row a right circular shift by
one positions and the (i, j)-th element of the matrix is xn
2−|n2−|i−j||. Also note that the symmetric
circulant matrix is a Toeplitz matrix with the restriction that xn−j = xj .
Now we consider linear eigenvalue statistics as defined in (1) for SCn with test function f(x) = x
p,
p ≥ 2. Therefore
n∑
k=1
f(λk) =
n∑
k=1
(λk)
p = Tr(SCn)
p,
where λ1, λ2, . . . , λn are the eigenvalues of SCn. We scale and centre Tr(SCn)
p to study its fluctu-
ation, and define
(2) wp :=
1√
n
{
Tr(SCn)
p − E[Tr(SCn)p]
}
.
For a given real polynomial
Q(x) =
d∑
k=1
akx
k
with degree d where d ≥ 2, we define
(3) wQ :=
1√
n
{
Tr(Q(SCn))− E[Tr(Q(SCn))]
}
.
Note that wQ and wp depends on n. But we suppress n to keep the notation simple. In our first
result, we calculate the covariance between wp and wq as n→∞.
Theorem 1. Suppose SCn is the symmetric circulant matrix with independent input sequence
{ Xi√
n
}i≥0 such that
(4) E(Xi) = 0,E(X
2
i ) = 1,E(X
4
i ) = E(X
4
1 ) and sup
i≥1
E(|Xi|k) = αk <∞ for k ≥ 3.
Then for p, q ≥ 2,
σp,q := lim
n→∞Cov
(
wp, wq
)
=


a1
2
p+q−4
2
(EX41 − 1) +
min{ p2 , q2 }∑
r=2
ar
2
p+q−4r
2
2r∑
s=0
(
2r
s
)2
s!(2r − s)! h2r(s) if p, q both are even,
min{ p−12 , q−12 }∑
r=0
br
2
p+q−4r−2
2
2r+1∑
s=0
(
2r + 1
s
)2
s!(2r + 1− s)! h2r+1(s)
+pq
(
p− 1
(p− 1)/2
)(
q − 1
(q − 1)/2
)
((p− 1)/2)! ((q − 1)/2)! 1
2(
p+q
2 −1)
if p, q both are odd,
0 otherwise,
(5)
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where ar and br are appropriate constants, will be given in proof, and hd(s) is given as
hd(s) =
1
(d− 1)!
⌊ s2 ⌋∑
i=−⌈ d−s2 ⌉
2i+d−s∑
j=0
(−1)q
(
d
j
)(
2i+ d− s− j
2
)d−1
.
If p = q then we denote σp,q by σ
2
p. In our second result, we see the fluctuation of linear eigenvalue
statistics of symmetric circulant matrices with polynomial test functions.
Theorem 2. Suppose input entry of SCn is independent sequence { Xi√n}i≥1 which satisfy 4. Then,
as n→∞,
wQ
d−→ N(0, σ2Q).
In particular, for Q(x) = xp
wp
d−→ N(0, σ2p),
where
σ2Q =
d∑
ℓ=1
d∑
k=1
aℓakσℓ,k, σ
2
p = σp,p
and σp,q is as given in (5).
Remark 3. In the above theorems we have considered the fluctuation of wp for p ≥ 2. For p = 0,
w0 =
1√
n
{
Tr(I) − E[Tr(I)]} = 1√
n
[n− n] = 0
and hence it has no fluctuation. For p = 1,
w1 =
1√
n
{
Tr(SCn)− E[Tr(SCn)]
}
=
1√
n
[
n
X0√
n
− E(nX0√
n
)
]
= X0,
as E(X0) = 0. So w1 is distributed as X0 and its distribution does not depend on n. So we ignore
these two cases, for p = 0 and p = 1.
In Section 2 we prove Theorem 1. We derived trace formula and state some results which will
be used to prove Theorem 1. In Section 3 we prove Theorem 2. We use method of moments and
Wick’s formula to prove Theorem 2.
2. Proof of Theorem 1
We first define some notation which will be used in the proof of Theorem 2.
Ap = {(j1, . . . , jp) :
p∑
i=1
ǫiji = 0 (mod n), ǫi ∈ {+1,−1}, 1 ≤ j1, . . . , jp ≤ n
2
},
(6)
A˜k = {(j1, . . . , jk) :
k∑
i=1
ǫiji = 0 (mod
n
2
) and
k∑
i=1
ǫiji 6= 0 (mod n), ǫi ∈ {+1,−1}, 1 ≤ j1, . . . , jk ≤ n
2
},
A(k)p = {(j1, . . . , jp) ∈ Ap : j1 + · · ·+ jk − jk+1 − · · · − jp = 0 (mod n)},
A′(k)p = {(j1, . . . , jp) ∈ Ap : j1 + · · ·+ jk − jk+1 − · · · − jp = 0 (mod n), j1 6= · · · 6= jk},
A(k)p,s = {(j1, . . . , jp) ∈ Ap : j1 + · · ·+ jk − jk+1 − · · · − jp = sn}.
In set Ap and A˜p, we collect (j1, . . . , jp) according to their multiplicity.
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Now we derive a convenient formula of trace for symmetric circulant matrices. First suppose n
is odd positive integers. We write n/2 instead of ⌊n/2⌋, as asymptotic is same as n→∞. Then
Tr(SCpn) =
n−1∑
ℓ=0
λpℓ =
n−1∑
ℓ=0

X0 + 2 n/2∑
j=1
Xj cos(ωℓj)


p
=
p∑
k=0
(
p
k
)
Xp−k0
n−1∑
ℓ=0

n/2∑
j=1
Xj(e
iωℓj + e−iωℓj)


k
,
where ωℓ =
2πℓ
n . Since
∑n−1
ℓ=0 e
iωℓj = 0 for j ∈ Z\{0}, we have
Tr(SCpn) = n
p∑
k=0
(
p
ℓ
)
Xp−k0
∑
Ak
Xj1Xj2 . . .Xjk ,(7)
where Ak for k = 1, . . . , p is given by
Ak :=
{
(j1, . . . , jk) :
k∑
i=1
ǫiji = 0 (mod n), ǫi ∈ {+1,−1}, 1 ≤ j1, . . . , jk ≤ n
2
}
and A0 is an empty set with the understanding that the contribution from the sum corresponding
to A0 is 1. Note, in Ak, (j1, . . . , jk) are collected according to their multiplicity.
Now suppose n is even positive integers. We write n/2 instead of n/2− 1, as asymptotic is same
as n→∞. Then
Tr(SCpn) =
n−1∑
ℓ=0
λpℓ =
n−1∑
ℓ=0
{
X0 + (−1)ℓXn2 + 2
n/2∑
j=1
Xj cos(ωℓj)
}p
=
n−1∑
ℓ=0
p∑
k=0
(
p
k
)
(X0 + (−1)ℓXn
2
)
p−k{ n/2∑
j=1
Xj(e
iωℓj + e−iωℓj)
}k
=
p∑
k=0
(
p
k
){
(X0 +Xn2 )
p−k
n−1∑
ℓ=0,even
[ n/2∑
j=1
Xj(e
iωℓj + e−iωℓj)
]k
+ (X0 −Xn
2
)p−k
n−1∑
ℓ=0,odd
[ n/2∑
j=1
Xj(e
iωℓj + e−iωℓj)
]k}
,
where ωℓ =
2πℓ
n . Since we know
n−1∑
ℓ=0,even
eiωℓj =


n
2 if j = 0 (mod
n
2 )
0 if j 6= 0 (mod n2 ),
and
n−1∑
ℓ=0,odd
eiωℓj =


n
2 if j = 0 (mod
n
2 ) and j = 0 (mod n)
−n2 if j = 0 (mod n2 ) and j 6= 0 (mod n)
0 if j 6= 0 (mod n2 ),
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Therefore from the above last two observations, Tr(SCpn) will be
Tr(SCpn) =
n
2
p∑
k=0
(
p
k
)[{
(X0 +Xn2 )
p−k
+ (X0 −Xn2 )
p−k
}∑
Ak
Xj1Xj2 . . . Xjk
+
{
(X0 +Xn2 )
p−k − (X0 −Xn2 )
p−k
}∑
A˜k
Xj1Xj2 . . . Xjk
]
=
n
2
p∑
k=0
(
p
k
)[
Yk
∑
Ak
XJk + Y˜k
∑
A˜k
XJk
]
, say(8)
where for each k = 0, 1, 2, . . . , p, Ak is same as Ak of n odd case and A˜k for k = 1, . . . , p is given by
A˜k :=
{
(j1, . . . , jk) :
k∑
i=1
ǫiji = 0 (mod
n
2
) and
k∑
i=1
ǫiji 6= 0 (mod n), ǫi ∈ {+1,−1}, 1 ≤ j1, . . . , jk ≤ n
2
}
.
Here note that A˜0 is an empty set with the understanding that the contribution from the sum
corresponding to A˜0 is 1 and in A˜k, (j1, . . . , jk) are collected according to their multiplicity. Also
Yk = (X0 +Xn
2
)
p−k
+ (X0 −Xn
2
)
p−k
, Y˜k = (X0 +Xn
2
)
p−k − (X0 −Xn
2
)
p−k
(9)
XJk = Xj1Xj2 . . .Xjk .
From the definition of Ak and A˜k, observe that |Ak| = O(nk−1), because the entries of Ak has one
constraint, whereas |A˜k| = O(nk−2), because the entries of A˜k has two constraints. Therefore
(10) |A˜k| < |Ak|.
The following result will be used in the proof of Theorem 1.
Result 4. Suppose |Ap,s| denotes the cardinality of Ap,s. Then
hp(k) := lim
n→∞
|A(k)p |
np−1
=
1
(p− 1)!
⌊ k2 ⌋∑
s=−⌈ p−k2 ⌉
2s+p−k∑
q=0
(−1)q
(
p
q
)(
2s+ p− k − q
2
)p−1
,
where ⌈x⌉ denotes the smallest integer not less than x.
For the proof of Result 4, we refer to [1, Lemma 14]. Now for a given vector (j1, j2, . . . , jp), we
define a term called opposite sign pair matched elements of the vector.
Definition 5. Suppose (j1, j2, . . . , jp) ∈ Ap. We say jk, jℓ is opposite sign pair matched, if ǫk and
ǫℓ corresponding to jk and jℓ, respectively, are of opposite sign and jk = jℓ, where ǫk and ǫℓ are
corresponds to (6). For example; In (2, 3, 5, 2), entry 2 is opposite sign pair matched, if ǫ1 = 1 and
ǫ4 = −1 or ǫ1 = −1 and ǫ4 = 1 whereas if ǫ1 = ǫ4 = 1 or ǫ1 = ǫ4 = −1, then 2 is not opposite
sign pair matched. Similarly, we can also define opposite sign pair matched elements of A˜p. We
shall call, vector (j1, j2, . . . , jp) is opposite sign pair matched, if all the entries of (j1, j2, . . . , jp) are
opposite sign pair matched.
Observe that, if (j1, j2, . . . , jp) ∈ Ap, that is,
∑p
i=1 ǫiji = 0 (mod n) and each entry of {j1, j2, . . . , jp}
has multiplicity greater than or equal to two. Then the maximum number of free variable in
(j1, j2, . . . , jp) will be
p
2 only when p is even and (j1, j2, . . . , jp) is opposite sign pair matched. We
shall use this observation in proof of Theorem 1, for maximum contribution.
Now assuming the above Result, we proceed to prove Theorem 1. We shall use trace formula of
SCn to prove 1. Since for odd and even value of n, we have different trace formula, therefore we
shall prove 1 in two steps. In Step 1, we calculate limit of Cov
(
wp, wq
)
as n→∞ with odd n and
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in Step 2, we calculate limit of Cov
(
wp, wq
)
as n → ∞ with even n. We shall show that for both
the cases, even and odd value of n, limit of Cov
(
wp, wq
)
is same.
Proof of Theorem 1. Since E(wp) = E(wq) = 0, therefore we get
Cov
(
wp, wq
)
= E[wpwq] =
1
n
{
E[Tr(SCn)
pTr(SCn)
q]− E[Tr(SCn)p]E[Tr(SCn)q]
}
.
First we suppose Cov
(
wp, wq
)
for odd value of n.
Step 1. Suppose n is odd, then by the trace formula (7), we get
E[Tr(SCn)
p] = E
[
n
p∑
k=0
(
p
k
)
Xp−k0
∑
Ak
Xi1√
n
· · · Xik√
n
]
=
1
n
p
2−1
E
[ p∑
k=0
(
p
k
)
Xp−k0
∑
Ak
Xi1 · · ·Xik
]
.
Therefore
Cov
(
wp, wq
)
= E[wpwq]
=
1
n
p+q
2 −1
[
E
{( p∑
k=0
(
p
k
)
Xp−k0
∑
Ak
Xi1 · · ·Xik
)( q∑
ℓ=0
(
q
ℓ
)
Xq−ℓ0
∑
Aℓ
Xj1 · · ·Xjℓ
)}
− E
( p∑
k=0
(
p
k
)
Xp−k0
∑
Ak
Xi1 · · ·Xik
)
E
( q∑
ℓ=0
(
q
ℓ
)
Xq−ℓ0
∑
Aℓ
Xj1 · · ·Xjℓ
)]
=
1
n
p+q
2 −1
p,q∑
k,ℓ=0
(
p
k
)(
q
ℓ
) ∑
Ak,Aℓ
{
E[Xp+q−k−ℓ0 ]E[Xi1 · · ·XikXj1Xj2 · · ·Xjℓ ](11)
− E[Xp−k0 ]E[Xi1 · · ·Xik ]E[Xq−ℓ0 ]E[Xj1 · · ·Xjℓ ]
}
.
Depending on the values of k and ℓ, the following two cases arise.
Case I. Either k = p, ℓ ≤ q or ℓ = q, k ≤ p : Since in this case, we always get E[Xp+q−k−ℓ0 ] =
E[Xp−k0 ]E[X
q−ℓ
0 ]. Therefore, if {i1, i2, . . . , ik}∩ {j1, j2, . . . , jℓ} = ∅ then from independence of Xi’s,
we get
E[Xp+q−k−ℓ0 ]E[Xi1 · · ·XikXj1Xj2 · · ·Xjℓ ]− E[Xp−k0 ]E[Xi1 · · ·Xik ]E[Xq−ℓ0 ]E[Xj1 · · ·Xjℓ ] = 0.
Hence in this case, we can get non-zero contribution from (11) only when there is at least one cross-
matching among {i1, . . . , ik} and {j1, . . . , jℓ}, i.e., {i1, i2, . . . , ik} ∩ {j1, j2, . . . , jℓ} 6= ∅ for some
k = 0, 1, . . . , p and ℓ = 0, 1, . . . , q. So from the above observation, (11) can be written as
lim
n→∞Cov
(
wp, wq
)
= lim
n→∞
1
n
p+q
2 −1
p,q∑
k,ℓ=0
(
p
k
)(
q
ℓ
)min{k,ℓ}∑
m=1
∑
Im
{
E[Xp+q−k−ℓ0 ]E[Xi1 · · ·XikXj1 · · ·Xjℓ ]
− E[Xp−k0 ]E[Xi1 · · ·Xik ]E[Xq−ℓ0 ]E[Xj1 · · ·Xjℓ ]
}
= lim
n→∞
1
n
p+q
2 −1
p,q∑
k,ℓ=0
(
p
k
)(
q
ℓ
)min{k,ℓ}∑
m=1
Tmk,ℓ, say,(12)
where for each m = 1, 2, . . . ,min{p, q}, Im is defined as
(13) Im := {((i1, . . . , ik), (j1, . . . , jℓ)) ∈ Ak ×Aℓ : |{i1, . . . , ik} ∩ {j1, . . . , jℓ}| = m}.
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Now we calculate the contribution due to the typical term Tmk,ℓ of (12) for some fixed value of
k = 1, 2, . . . , p, ℓ = 1, 2, . . . , q and m = 1, 2, . . . ,min{k, ℓ}. Since from (4), we have
E[Xi] = 0, E(X
2
i ) = 1 and sup
i≥1
E(|Xi|k) = αk <∞ for k ≥ 3.
Therefore there exist γ > 0, which depends only on k and ℓ, such that
|Tmk,ℓ| =
∑
Im
|E[Xp+q−k−ℓ0 Xi1 · · ·XikXj1 · · ·Xjℓ ]− E[Xp−k0 Xi1 · · ·Xik ]E[Xq−ℓ0 Xj1 · · ·Xjℓ ]|
≤ γ|Bk,ℓ|,(14)
where Bk,ℓ ⊆ Ak ×Aℓ with conditions that {i1, i2, . . . , ik}∩ {j1, j2, . . . , jℓ} 6= ∅ and each element of
set {i1, i2, . . . , ik} ∪ {j1, j2, . . . , jℓ} has multiplicity greater than or equal to two. So, to solve (14),
it is enough to calculate the cardinality of Bk,ℓ. Suppose ((i1, i2, . . . , ik), (j1, j2, . . . , jℓ)) ∈ Bk,ℓ with
|{i1, . . . , ik}∩ {j1, . . . , jℓ}| = m, for some m = 1, 2, . . . ,min{k, ℓ}, where |{·}| denotes cardinality of
the set {·}. Therefore typical element of Bk,ℓ will look like
((d1, d2, . . . , dm, im+1, . . . , ik), (d1, d2, . . . , dm, jm+1, . . . , jℓ)).
Observe that, we shall get maximum number of free entries in Bk,ℓ, if following conditions hold
(i) each elements of {d1, d2, . . . , dm} are distinct,
(ii) if k −m is even. Then (im+1, . . . , ik) is opposite sign pair matched with {d1, d2, . . . , dm} ∩
{im+1, . . . , ik} = ∅. Similar condition also hold when ℓ −m is even,
(iii) if k−m is odd. Then {im+1, . . . , ik}\{i∗} is opposite sign pair matched and {d1, d2, . . . , dm−2}∩
{im+1, . . . , ik} \ {i∗} = ∅, where i∗ is opposite sign pair matched with ds for some s =
1, 2, . . . ,m. Similar condition also hold when ℓ−m is odd.
Under the above assumption, the cardinality of Bk,ℓ will be
|Bk,ℓ| =


O(nm−1+
k−m
2 +
ℓ−m
2 ) if (k −m) and (ℓ−m) both are even,
O(nm−3+
k−m+1
2 +
ℓ−m+1
2 ) if (k −m) and (ℓ−m) both are odd,
O(nm−2+
k−m+ℓ−m+1
2 ) otherwise,
=


O(n
k+ℓ
2 −1) if (k −m) and (ℓ −m) both are even,
o(n
k+ℓ
2 −1) otherwise.
(15)
Now from (14) and (15), we get
|Tmk,ℓ| =


O(n
k+ℓ
2 −1) if k, ℓ and m all are even or k, ℓ and m all are odd,
o(n
k+ℓ
2 −1) otherwise.
(16)
On using (12) and (16), we get that Tmk,ℓ has non-zero contribution in (12) only when k = p and
ℓ = q. In fact Tmk,ℓ has non-zero contribution only when either p, q,m all are even or p, q,m all are
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odd. So, if we use (16) in (12), we get
lim
n→∞
Cov
(
wp, wq
)
= lim
n→∞
1
n
p+q
2 −1
min{p,q}∑
m=1
∑
Im
{
E[Xi1 · · ·XipXj1 · · ·Xjq ]− E[Xi1 · · ·Xip ]E[Xj1 · · ·Xjq ]
}
=


lim
n→∞
1
n
p+q
2 −1
min{ p2 , q2 }∑
r=1
∑
I2r
(
E[Xi1 · · ·XipXj1 · · ·Xjq ]
−E[Xi1 · · ·Xip ]E[Xj1 · · ·Xjq ]
)
if p, q both are even,
lim
n→∞
1
n
p+q
2 −1
min{ p−12 , q−12 }∑
r=0
∑
I2r+1
(
E[Xi1 · · ·XipXj1 · · ·Xjq ]
−E[Xi1 · · ·Xip ]E[Xj1 · · ·Xjq ]
)
if p, q both are odd,
0 otherwise.
(17)
Now we calculate right hand side of (17). Depending on values of p, q, following two subcases arise.
subcase (i) p, q both are even: First recall, the typical term of I2r is
((d1, d2, . . . , d2r, i2r+1, . . . , ip), (d1, d2, . . . , d2r, j2r+1, . . . , jq)).
For such an element of I2r , the number of free entries in I2r will be maximum, if following conditions
hold
(i) {d1, d2, . . . , d2r} ∩ {i2r+1, . . . , ip} ∩ {j2r+1, . . . , jq} = ∅,
(ii) (i2r+1, . . . , ip) and (j2r+1, . . . , jq) are opposite sign pair matched.
Due to the above consideration, the constraints,
∑2r
t=1 ǫtdt +
∑p
t=2r+1 ǫtit = 0 (mod n) and∑2r
t=1 ǫtdt +
∑q
t=2r+1 ǫtjt = 0 (mod n) will change into one constraint
(18)
2r∑
t=1
ǫtdt = 0 (mod n).
Now first we consider r ≥ 2, later we shall deal r = 1 case. Note that for r = 2, 3, . . . ,min{p, q},
if we assume each entries of {d1, d2, . . . , d2r} are distinct, then cardinality of I2r will be of the
order O(n2r−1+
p−2r
2 +
q−2r
2 ) = O(n
p+q
2 −1), where (−1) is arising due to (18). In any other situation,
cardinality of I2r will be o(n
p+q−1). Also note that, as each entries of {d1, d2, . . . , d2r} are distinct,
therefore
E[Xi1 · · ·Xip ]E[Xj1 · · ·Xjq ] = 0.
Hence for each fixed r ≥ 2, first part of (17) (p, q both even) will be
lim
n→∞
1
n
p+q
2 −1
∑
I2r
E[Xi1 · · ·XipXj1 · · ·Xjq ]
= lim
n→∞
1
n
p+q
2 −1
ar(n/2)
p−2r
2 +
q−2r
2
∑
A2r,A2r
E[Xi1 · · ·Xi2rXj1 · · ·Xj2r ]
=
ar
2
p+q−4r
2
lim
n→∞
1
n2r−1
∑
A2r,A2r
E[Xi1 · · ·Xi2rXj1 · · ·Xj2r ],(19)
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where ar =
(
p
p−2r
)(p−2r
p−2r
2
)
(p−2r2 )!
(
q
q−2r
)(q−2r
q−2r
2
)
( q−2r2 )!. ar factor is arising for pair-matching of (p−2r)
many variables in (i1, i2, . . . , ip) and (j1, j2, . . . , jq) both with opposite sign. In (i1, i2, . . . , ip), we can
choose (p−2r) variables in ( pp−2r) many ways. Out of (p−2r) variables, (p−2r2 ) many variables can
be chosen with positive sign in
(p−2r
p−2r
2
)
many ways. After free choice of (p−2r2 ) variables with positive
sign, rest of the (p−2r2 ) variables with negative sign can be chosen in (
p−2r
2 )! ways. Therefore for pair
matching of (p−2r) many variables in (i1, i2, . . . , ip) with opposite sign, we get (
(
p
p−2r
)(p−2r
p−2r
2
)
(p−2r2 )!)
factor. Similarly from (j1, j2, . . . , jq), we get (
(
q
q−2r
)(q−2r
q−2r
2
)
( q−2r2 )!) factor. Now from (19), we get
lim
n→∞
1
n
p+q
2 −1
∑
I2r
E[Xi1 · · ·XipXj1 · · ·Xjq ] =
ar
2
p+q−4r
2
lim
n→∞
1
n2r−1
∑
A2r ,A2r
E[Xi1 · · ·Xi2rXj1 · · ·Xj2r ]
=
ar
2
p+q−4r
2
lim
n→∞
1
n2r−1
2r∑
s=0
(
2r
s
)2
s!(2r − s)!|A′(s)2r |
=
ar
2
p+q−4r
2
2r∑
s=0
(
2r
s
)2
s!(2r − s)! lim
n→∞
|A(s)2r |
n2r−1
.
The factor
(
2r
s
)2
appeared because in
(
2r
s
)
ways we can choose s many +1 from {ǫ1, . . . , ǫ2r} in one
A′2r. The factor (s!(2r − s)!) appeared because for each choice of (i1, . . . , i2r) we have (s!(2r − s)!)
many choice for (j1, . . . , j2r). Now using Result 4 in right side of the last above equality, we get
lim
n→∞
1
n
p+q
2 −1
∑
I2r
E[Xi1 · · ·XipXj1 · · ·Xjq ] =
ar
2
p+q−4r
2
2r∑
s=0
(
2r
s
)2
s!(2r − s)! h2r(s),(20)
where h2r(s) is defined in Result 4.
Now we calculate first part of (17) (p, q both even) for r = 1. Note that, if r = 1 in this Case,
then from (18), we get d1 = d2, and hence
lim
n→∞
1
n
p+q
2 −1
∑
I2
E[Xi1 · · ·XipXj1 · · ·Xjq ]− E[Xi1 · · ·Xip ]E[Xj1 · · ·Xjq ] =
a1
2
p+q−4
2
(EX41 − (EX21 )2)
=
a1
2
p+q−4
2
(EX41 − 1),(21)
where a1 = (
(
p
p−2
)(p−2
p−2
2
)
(p−22 )!)(
(
q
q−2
)(q−2
q−2
2
)
( q−22 )!). Therefore from (17), (20) and (21), we get
lim
n→∞
1
n
p+q
2 −1
min{ p2 , q2}∑
r=1
∑
I2r
(
E[Xi1 · · ·XipXj1 · · ·Xjq ]− E[Xi1 · · ·Xip ]E[Xj1 · · ·Xjq ]
)
(22)
=
a1
2
p+q−4
2
(EX41 − 1) +
min{ p2 , q2 }∑
r=2
ar
2
p+q−4r
2
2r∑
s=0
(
2r
s
)2
s!(2r − s)! h2r(s).
subcase II. p, q both are odd: In this case we calculate right hand side of (17) for odd value of
p, q and m. If m = 2r + 1 for r = 0, 1, . . . ,min{ p−12 , q−12 }, then the typical term of I2r+1 looks like
((d1, d2, . . . , d2r+1, i2r+2, . . . , ip), (d1, d2, . . . , d2r+1, j2r+2, . . . , jq))
and for such an elements of I2r+1, the number of free entries in I2r+1 will be maximum, if following
conditions hold
(i) each entries of {d1, d2, . . . , d2r+1} are distinct,
(ii) {d1, d2, . . . , d2r+1} ∩ {i2r+2, . . . , ip} ∩ {j2r+2, . . . , jq} = ∅,
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(iii) (i2r+2, . . . , ip) and (j2r+2, . . . , jq) are opposite sign pair matched,
and the contribution will be of the order O(n2r+1−1+
p−2r−1
2 +
q−2r−1
2 ) = O(n
p+q
2 −1), where (−1) is
arising due to the constraint,
∑2r+1
t=1 ǫtdt = 0 (mod n). In any other situation, the cardinality of
I2r+1 will be o(n
p+q−1). Since each entries of {d1, d2, . . . , d2r+1} are distinct, as (ii) holds. Therefore
E[Xi1 · · ·Xip ]E[Xj1 · · ·Xjq ] = 0.
Now by the similar calculations as we have done in Case I, second part of (17) (p, q both odd) will
be
lim
n→∞
1
n
p+q
2 −1
min{ p−12 , q−12 }∑
r=0
∑
I2r+1
(
E[Xi1 · · ·XipXj1 · · ·Xjq ]− E[Xi1 · · ·Xip ]E[Xj1 · · ·Xjq ]
)
= lim
n→∞
1
n
p+q
2 −1
min{ p−12 , q−12 }∑
r=0
∑
I2r+1
E[Xi1 · · ·XipXj1 · · ·Xjq ]
=
min{ p−12 , q−12 }∑
r=0
br
2
p+q−4r−2
2
2r+1∑
s=0
(
2r + 1
s
)2
s!(2r + 1− s)! h2r+1(s),(23)
where h2r+1(s) is defined in Result 4 and br =
(
p
p−2r−1
)(p−2r−1
p−2r−1
2
)
(p−2r−12 )!
(
q
q−2r−1
)(q−2r−1
q−2r−1
2
)
( q−2r−12 )!.
Now, after combining both the sub-cases I and II, using (22) and (23) in (17, we get
lim
n→∞
Cov
(
wp, wq
)
=


a1
2
p+q−4
2
(EX41 − 1) +
min{ p2 , q2 }∑
r=2
ar
2
p+q−4r
2
2r∑
s=0
(
2r
s
)2
s!(2r − s)! h2r(s) if p, q both are even,
min{ p−12 , q−12 }∑
r=0
br
2
p+q−4r−2
2
2r+1∑
s=0
(
2r + 1
s
)2
s!(2r + 1− s)! h2r+1(s) if p, q both are odd,
0 otherwise.
(24)
Case II. k < p and ℓ < q : First recall Cov
(
wp, wq
)
from (11) for k < p and ℓ < q
Cov
(
wp, wq
)
I{k<p,ℓ<q} =
1
n
p+q
2 −1
p−1,q−1∑
k,ℓ=0
(
p
k
)(
q
ℓ
) ∑
Ak,Aℓ
{
E[Xp+q−k−ℓ0 ]E[Xi1 · · ·XikXj1Xj2 · · ·Xjℓ ]
− E[Xp−k0 ]E[Xi1 · · ·Xik ]E[Xq−ℓ0 ]E[Xj1 · · ·Xjℓ ]
}
.
Similar to Case I, we get maximum contribution when {i1, i2, . . . , ik} ∩ {j1, j2, . . . , jℓ} = ∅ and
(i1, i2, . . . , ik), (j1, j2, . . . , jℓ) are opposite sign pair matched. Since from (4) we have that all mo-
ments are bounded, therefore∑
Ak,Aℓ
E[Xp+q−k−ℓ0 ]E[XIkXJℓ ]− E[Xp−k0 ]E[XIk ]E[Xq−ℓ0 ]E[XJℓ ] = O(n[
k
2 ]+[
ℓ
2 ]).(25)
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Now using (25) and the fact that E(Xi) = 0 for each i = 1, 2, . . . , we get
lim
n→∞
Cov
(
wp, wq
)
I{k<p,ℓ<q}
=


lim
n→∞
pq
n
p+q
2 −1
∑
Ap−1,Aq−1
E[X20 ]E[Xi1 · · ·Xip−1Xj1Xj2 · · ·Xjq−1 ] if p, q both are odd,
0 otherwise,
=


pq
(
p− 1
(p− 1)/2
)(
q − 1
(q − 1)/2
)
((p− 1)/2)! ((q − 1)/2)! 1
2(
p+q
2 −1)
if p, q both are odd,
0 otherwise,
(26)
where the factor
(
p−1
(p−1)/2
)(
q−1
(q−1)/2
)
appeared because in
(
p−1
(p−1)/2
)
many ways
∑p−1
k=1 ǫk = 0 in one
Ap−1 and
(
q−1
(q−1)/2
)
many ways
∑q−1
k=1 ǫk = 0 in Aq−1.
(
p−1
2
)
! appeared because for each free choice
of (p − 1)/2 variables among {i1, . . . , ip−1} with positive sign, we can choose rest of the (p− 1)/2
variables with negative sign in
(
p−1
2
)
! ways to have pair matching. Using same argument for
{j1, . . . , jq−1}, we get another
(
q−1
2
)
! factor. 1
2(
p+q
2
−1)
arises because 1 ≤ ik, jk ≤ n/2.
Now combining both the Cases, from (24), (26), we get
lim
n→∞
n odd
Cov
(
wp, wq
)
=


a1
2
p+q−4
2
(EX41 − 1) +
min{ p2 , q2}∑
r=2
ar
2
p+q−4r
2
2r∑
s=0
(
2r
s
)2
s!(2r − s)! h2r(s) if p, q both are even,
min{ p−12 , q−12 }∑
r=0
br
2
p+q−4r−2
2
2r+1∑
s=0
(
2r + 1
s
)2
s!(2r + 1− s)! h2r+1(s)
+pq
(
p− 1
(p− 1)/2
)(
q − 1
(q − 1)/2
)
((p− 1)/2)! ((q − 1)/2)! 1
2(
p+q
2 −1)
if p, q both are odd,
0 otherwise.
(27)
Step 2. Suppose n is even, then by the trace formula (8), we get
lim
n→∞Cov
(
wp, wq
)
= lim
n→∞
1
4n
p+q
2 −1
p,q∑
k,ℓ=0
(
p
k
)(
q
ℓ
)[
E{(Yk
∑
Ak
XIk + Y˜k
∑
A˜k
XIk)(Yℓ
∑
Aℓ
XJℓ + Y˜ℓ
∑
A˜ℓ
XJℓ)}
− E[(Yk
∑
Ak
XIk + Y˜k
∑
A˜k
XIk ]E[Yℓ
∑
Aℓ
XJℓ + Y˜ℓ
∑
A˜ℓ
XJℓ ]
]
= lim
n→∞
1
4n
p+q
2 −1
p,q∑
k,ℓ=0
(
p
k
)(
q
ℓ
)[
E(YkYℓ
∑
Ak,Aℓ
XIkXJℓ) + E(Y˜kYℓ
∑
A˜k,Aℓ
XIkXJℓ) + E(YkY˜ℓ
∑
Ak,A˜ℓ
XIkXJℓ)
(28)
+ E(Y˜kY˜ℓ
∑
A˜k,A˜ℓ
XIkXJℓ)− E[(Yk
∑
Ak
XIk + Y˜k
∑
A˜k
XIk ]E[Yℓ
∑
Aℓ
XJℓ + Y˜ℓ
∑
A˜ℓ
XJℓ ]
]
.
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By the similar arguments as we have done in Step 1, we can show that right hand side of (28)
has non-zero contribution only when k = p, ℓ = q with {i1, i2, . . . , ik} ∩ {j1, j2, . . . , jℓ} 6= ∅ and
k = p− 1, ℓ = q − 1 with {i1, i2, . . . , ik} ∩ {j1, j2, . . . , jℓ} = ∅.
Case I. k = p and ℓ = q : First recall Yk and Y˜k from (9)
Yk = (X0 +Xn2 )
p−k
+ (X0 −Xn2 )
p−k
, Y˜k = (X0 +Xn2 )
p−k − (X0 −Xn2 )
p−k
.
Since for k = p and ℓ = q, Yp = Yq = 2 and Y˜p = Y˜q = 0. Therefore in this case, (28) will be
lim
n→∞Cov
(
wp, wq
)
= lim
n→∞
1
4n
p+q
2 −1
[
E(4
∑
Ap,Aq
XIpXJq)− E[2
∑
Ap
XIp ]E[2
∑
Aq
XJq ]
]
= lim
n→∞
1
n
p+q
2 −1
∑
Ap,Aq
E[XIpXJq ]− E[XIp ]E[XJq ].(29)
Note that (29) is same as (17). Therefore from (17) and (24), (29) will be
lim
n→∞
Cov
(
wp, wq
)
=


a1
2
p+q−4
2
(EX41 − 1) +
∑min{ p2 , q2 }
r=2
ar
2
p+q−4r
2
∑2r
s=0
(
2r
s
)2
s!(2r − s)! h2r(s) if p, q both are even,
∑min{ p−12 , q−12 }
r=0
br
2
p+q−4r−2
2
∑2r+1
s=0
(
2r+1
s
)2
s!(2r + 1− s)! h2r+1(s) if p, q both are odd,
0 otherwise.
(30)
Case II. k = p − 1 and ℓ = q − 1 : Since for k = p − 1 and ℓ = q − 1, Yp−1 = Yq−1 = 2X0 and
Y˜p−1 = Y˜q−1 = 2Xn
2
. Therefore in this case, (28) will be
lim
n→∞
Cov
(
wp, wq
)
(31)
= lim
n→∞
1
4n
p+q
2 −1
pq
[
E(4X20
∑
Ap−1,Aq−1
XIp−1XJq−1) + E(4X0Xn2
∑
A˜p−1,Aq−1
XIp−1XJq−1)
+ E(4X0Xn2
∑
Ap−1,A˜q−1
XIp−1XJq−1) + E(4(Xn2 )
2
∑
A˜p−1,A˜q−1
XIp−1XJq−1)
− E[(2X0
∑
Ap−1
XIp−1 + 2Xn2
∑
A˜p−1
XIp−1 ]E[2X0
∑
Aq−1
XJq−1 + 2Xn2
∑
A˜q−1
XJq−1 ]
]
.
In this case, we get non-zero contribution when {i1, i2, . . . , ip−1} ∩ {j1, j2, . . . , jq−1} = ∅ and
(i1, i2, . . . , ip−1), (j1, j2, . . . , jq−1) are opposite sign pair matched. Since from (4) we have that all
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moments are bounded, therefore
E[X20
∑
Ap−1,Aq−1
XIp−1XJq−1 ] = O(n
[ p−12 ]+[
q−1
2 ]),(32)
E[X0Xn2
∑
A˜p−1,Aq−1
XIp−1XJq−1 ] = O(n
[ p−22 ]+[
q−1
2 ]),
E[X0Xn2
∑
Ap−1,A˜q−1
XIp−1XJq−1 = O(n
[ p−22 ]+[
q−1
2 ]),
E[(Xn
2
)2
∑
A˜p−1,A˜q−1
XIp−1XJq−1 ] = O(n
[ p−22 ]+[
q−2
2 ]).
Now using (32) and the fact that E(Xi) = 0 for each i = 1, 2, . . . in (31), we get
lim
n→∞
Cov
(
wp, wq
)
(33)
=


lim
n→∞
pq
n
p+q
2 −1
∑
Ap−1,Aq−1
E[X20 ]E[Xi1 · · ·Xip−1Xj1Xj2 · · ·Xjq−1 ] if p, q both are odd,
0 otherwise.
Note that right hand side of (33) is same as (26). Therefore (33) will be
lim
n→∞Cov
(
wp, wq
)
(34)
=


pq
(
p− 1
(p− 1)/2
)(
q − 1
(q − 1)/2
)
((p− 1)/2)! ((q − 1)/2)! 1
2(
p+q
2 −1)
if p, q both are odd,
0 otherwise.
Now combining both the Cases, from (30), (34), we get
lim
n→∞,
n even
Cov
(
wp, wq
)
=


a1
2
p+q−4
2
(EX41 − 1) +
min{ p2 , q2 }∑
r=2
ar
2
p+q−4r
2
2r∑
s=0
(
2r
s
)2
s!(2r − s)! h2r(s) if p, q both are even,
min{ p−12 , q−12 }∑
r=0
br
2
p+q−4r−2
2
2r+1∑
s=0
(
2r + 1
s
)2
s!(2r + 1− s)! h2r+1(s)
+pq
(
p− 1
(p− 1)/2
)(
q − 1
(q − 1)/2
)
((p− 1)/2)! ((q − 1)/2)! 1
2(
p+q
2 −1)
if p, q both are odd,
0 otherwise.
(35)
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Now combining both the Steps, from (27) and (35), we get that for both the odd and even value of
n, limn→∞Cov
(
wp, wq
)
is same. Therefore
lim
n→∞
Cov
(
wp, wq
)
=


a1
2
p+q−4
2
(EX41 − 1) +
min{ p2 , q2 }∑
r=2
ar
2
p+q−4r
2
2r∑
s=0
(
2r
s
)2
s!(2r − s)! h2r(s) if p, q both are even,
min{ p−12 , q−12 }∑
r=0
br
2
p+q−4r−2
2
2r+1∑
s=0
(
2r + 1
s
)2
s!(2r + 1− s)! h2r+1(s)
+pq
(
p− 1
(p− 1)/2
)(
q − 1
(q − 1)/2
)
((p− 1)/2)! ((q − 1)/2)! 1
2(
p+q
2 −1)
if p, q both are odd,
0 otherwise.
(36)
This complete the proof of the theorem 1. 
3. Proof of Theorem 2
First we begin with some notation and definitions. Recall Ap and A˜p from (6) in Section 3,
Ap = {(j1, . . . , jp) :
p∑
i=1
ǫiji = 0 (mod n), ǫi ∈ {+1,−1}, 1 ≤ j1, . . . , jp ≤ n
2
},
A˜k = {(j1, . . . , jk) :
k∑
i=1
ǫiji = 0 (mod
n
2
) and
k∑
i=1
ǫiji 6= 0 (mod n), ǫi ∈ {+1,−1}, 1 ≤ j1, . . . , jk ≤ n
2
}.
For a vector J = (j1, j2, . . . , jp) ∈ Ap or A˜p, we define a multi-set SJ as
(37) SJ = {j1, j2, . . . , jp}.
Definition 6. Two vectors J = (j1, j2, . . . , jp) and J
′ = (j′1, j
′
2, . . . , j
′
p), where J ∈ Ap and J ′ ∈ Aq,
are said to be connected if SJ ∩ SJ′ 6= ∅.
Definition 7. Given a set of vectors S = {J1, J2, . . . , Jℓ}, where Ji ∈ Api for 1 ≤ i ≤ ℓ, a subset
T = {Jn1 , Jn2 , . . . , Jnk} of S is called a cluster if it satisfies the following two conditions:
(i) For any pair Jni , Jnj from T one can find a chain of vectors from T , which starts with Jni
and ends with Jnj such that any two neighbouring vectors in the chain are connected.
(ii) The subset {Jn1 , Jn2 , . . . , Jnk} can not be enlarged to a subset which preserves condition
(i).
For more details about cluster, we refer the readers to Definition 12 of [14], where the authors
have explained the structure of cluster by using graph.
Now we define a subset BPℓ of the Cartesian product Ap1 × Ap2 × · · · × Apℓ where Api is as
defined in (6).
Definition 8. Let ℓ ≥ 2 and Pℓ = (p1, p2, . . . , pℓ). Now BPℓ is a subset of Ap1 × Ap2 × · · · × Apℓ
such that (J1, J2, . . . , Jℓ) ∈ BPℓ if
(i) {J1, J2, . . . , Jℓ} form a cluster,
(ii) each element in ∪ℓi=1SJi has multiplicity greater than or equal to two.
The next lemma gives us the cardinality of BPℓ .
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Lemma 9. For ℓ ≥ 3,
(38) |BPℓ | = o
(
n
p1+p2+···+pℓ−ℓ
2
)
.
Proof. The proof of this lemma is similar to the proof of Lemma 15 of [14], where the authors have
a different set of constraints on the elements of Aps. But the idea is same. We skip the details
here. 
Remark 10. The above lemma is not true if ℓ = 2 and p1 = p2. Suppose (J1, J2) ∈ BP2 . Then all
p1 entries of J1 may coincides with p2(= p1) many entries of J2 and hence
|BP2 | = O(np1−1).
So in this situation, |BP2 | > o(n
p1+p2
2 −1).
The following lemma is an easy consequence of Lemma 9.
Lemma 11. Suppose {J1, J2, . . . , Jℓ} form a cluster where Ji ∈ Api with pi ≥ 2 for 1 ≤ i ≤ ℓ and
{Xi}i≥1 is independent which satisfies (4). Then for ℓ ≥ 3,
(39)
1
n
p1+p2+···+pℓ−ℓ
2
∑
Ap1 ,...,Apℓ
E
[ ℓ∏
k=1
(
XJk − E(XJk)
)]
= o(1),
where
Jk = (j
k
1 , j
k
2 , . . . , j
k
pk) and XJk = Xjk1Xjk2 · · ·Xjkpk .
Proof. First observe that E
[∏ℓ
k=1
(
XJk−E(XJk)
)]
will be non-zero only if eachXi appears at least
twice in the collection {Xjk1 , Xjk2 , . . . , Xjk2pk ; 1 ≤ k ≤ ℓ}, because E(Xi) = 0 for each i. Therefore
(40)
∑
Ap1 ,...,Apℓ
E
[ ℓ∏
k=1
(
XJk − E(XJk)
)]
=
∑
(J1,...,Jℓ)∈BPℓ
E
[ ℓ∏
k=1
(
XJk − E(XJk)
)]
,
where BPℓ as in Definition 8. Since from (4), we have
E(X2i ) = 1 and sup
i≥1
E(|Xi|k) = αk <∞ for k ≥ 3.
Therefore for p1, p2, . . . , pℓ ≥ 2, there exists βℓ > 0, which depends only on p1, p2, . . . , pℓ, such that
(41)
∣∣∣E[ ℓ∏
k=1
(
XJk − E(XJk)
)]∣∣∣ ≤ βℓ
for all (J1, J2, . . . , Jℓ) ∈ Ap1 ×Ap2 × · · · ×Apℓ .
Now using (40) and (41), we have
∑
Ap1 ,...,Apℓ
∣∣∣E[ ℓ∏
k=1
(
XJk − E(XJk)
)]∣∣∣ ≤ ∑
(J1,J2,...,Jℓ)∈BPℓ
βℓ = |Bpℓ | βℓ.
By using Lemma 9 in above expression, we get
∑
Ap1 ,...,Apℓ
∣∣∣E[ ℓ∏
k=1
(
XJk − E(XJk)
)]∣∣∣ ≤ o(n p1+p2+···+pℓ−ℓ2 ),
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and hence
1
n
p1+p2+···+pℓ−ℓ
2
∑
Ap1 ,...,Apℓ
E
[ ℓ∏
k=1
(
XJk − E(XJk)
)]
= o(1).
This completes the proof of lemma. 
Lemma 12. Suppose Ji ∈ Adi with di ≥ 2 for 1 ≤ i ≤ ℓ and {Xi}i≥1 is independent which satisfies
(4). Then
∑
Ad1 ,...,Adℓ
E
[ ℓ∏
k=1
(
XJk − E(XJk)
)]
=


O(n
d1+d2+···+dℓ−ℓ
2 ) if {J1, J2, . . . , Jℓ} decomposes
into clusters of length 2
o(n
d1+d2+···+dℓ−ℓ
2 ) otherwise,
where
Jk = (j
k
1 , j
k
2 , . . . , j
k
dk) and XJk = Xjk1Xjk2 · · ·Xjkdk .
Proof. First observe that for a fixed J1, J2, . . . , Jℓ, if there exists a k ∈ {1, 2, . . . , ℓ} such that Jk is
not connected with any Ji for i 6= k, then
E
[ ℓ∏
k=1
(
XJk − E(XJk)
)]
= 0,
due to the independence of {Xi}i≥1.
Therefore for non-zero contribution, J1, J2, . . . , Jℓ must form clusters with each cluster length
greater than or equal to two, that is, each cluster should contain at least two vectors. Suppose
G1, G2, . . . , Gs are the clusters formed by vectors J1, J2, . . . , Jℓ and |Gi| ≥ 2 for all 1 ≤ i ≤ s where
|Gi| denotes the length of the cluster Gi. Observe that
∑s
i=1 |Gi| = ℓ.
If there exists a cluster Gj among G1, G2, . . . , Gs such that |Gj | ≥ 3, then from Theorem 1 and
Lemma 11, we have
∑
Ad1 ,...,Adℓ
E
[ ℓ∏
k=1
(
XJk − E(XJk)
)]
= o(n
d1+d2+···+dℓ−ℓ
2 ).
Therefore, if ℓ is odd then there will be a cluster of odd length and hence
∑
Ad1 ,...,Adℓ
E
[ ℓ∏
k=1
(
XJk − E(XJk)
)]
= o(n
d1+d2+···+dℓ−ℓ
2 ).
Similarly, if ℓ is even then from Theorem 1 and Lemma 11, the contribution is O(n
d1+d2+···+dℓ−ℓ
2 )
only when {J1, J2, . . . , Jℓ} decomposes into clusters of length 2.
This completes the proof of lemma. 
Remark 13. Suppose Ji ∈ Fdi with di ≥ 2 for 1 ≤ i ≤ ℓ and {Xi}i≥1 is independent which satisfies
(4), where Fdi is Adi or A˜di . Then from (10) and Lemma 12, we get
∑
Fd1 ,...,Fdℓ
E
[ ℓ∏
k=1
(
XJk − E(XJk)
)]
=


O(n
d1+d2+···+dℓ−ℓ
2 ) if {J1, J2, . . . , Jℓ} decomposes into clusters
of length 2 and Fdi = Adi∀ i = 1, 2, . . . , ℓ
o(n
d1+d2+···+dℓ−ℓ
2 ) otherwise.
(42)
We shall use the above lemmata, Remarks and Theorem 1 to prove Theorem 2.
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Proof of Theorem 2. We use method of moments and Wick’s formula to prove Theorem 2. Recall
that from the method of moments, to prove wQ
d−→ N(0, σ2Q), it is sufficient to show that
lim
n→∞
E[(wQ)
ℓ] = E[(N(0, σ2Q))
ℓ] ∀ ℓ = 1, 2, . . . .
Now to prove above equation, it is enough to show that, for p1, p2, . . . , pℓ ≥ 2,
lim
n→∞
E[wp1wp2 · · ·wpℓ ] = E[Np1Np2 · · ·Npℓ ],(43)
where {Np}p≥1 is a centered Gaussian family with covariance σp,q, that is, E[Np, Nq] = σp,p, where
σp,q as in (5). Since for odd and even value of n, we have different trace formula, therefore we show
(43) is true for odd and even value of n.
First suppose n is odd. Since from trace formula (7), we have
wpk =
1√
n
(
Tr(SCn)
pk − E[Tr(SCn)pk ]
)
=
1
n
pk−1
2
pk∑
dk=0
(
pk
dk
)∑
Adk
(Xpk−dk0 XJdk − E[X
pk−dk
0 XJdk ]).
Therefore
lim
n→∞
E[wp1wp2 · · ·wpℓ ]
= lim
n→∞
1
n
p1+p2+···+pℓ−ℓ
2
p1∑
d1=0
· · ·
pℓ∑
dℓ=0
(
p1
d1
)
· · ·
(
pℓ
dℓ
) ∑
Ad1 ,...,Adℓ
E
[ ℓ∏
k=1
(
Xpk−dk0 XJdk − E[X
pk−dk
0 XJdk
)]
= lim
n→∞
1
n
p1+p2+···+pℓ−ℓ
2
∑
Ap1 ,...,Apℓ
E
[ ℓ∏
k=1
(
XJk − E(XJk)
)]
,
(44)
where the last equality comes due to Lemma 12. Because
∑
Ad1 ,...,Adℓ
E
[ ℓ∏
k=1
(
Xpk−dk0 XJdk − E[X
pk−dk
0 XJdk
)]
≤ O(n d1+d2+···+dℓ−ℓ2 ).
Now combining Lemma 12 for di = pi and (44), we get
lim
n→∞
E[wp1wp2 · · ·wpℓ ]
= lim
n→∞
1
n
p1+p2+···+pℓ−ℓ
2
∑
Ap1 ,...,Apℓ
E
[ ℓ∏
k=1
(
XJk − E(XJk)
)]
= lim
n→∞
1
n
p1+p2+···+pℓ−ℓ
2
∑
π∈P2(ℓ)
ℓ
2∏
i=1
∑
Apy(i) , Apz(i)
E
[
(XJy(i) − EXJy(i))(XJz(i) − EXJz(i))
]
,
where π =
{{y(1), z(1)}, . . . , {y( ℓ2 ), z( ℓ2 )}} ∈ P2(ℓ) and P2(ℓ) is the set of all pair partition of{1, 2, . . . , ℓ}. Using Theorem 1, from the last equation, we get
(45) lim
n→∞
E[wp1wp2 · · ·wpℓ ] =
∑
π∈P2(ℓ)
ℓ
2∏
i=1
lim
n→∞
E[wpy(i)wpz(i) ].
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Since from Theorem 1, we have
lim
n→∞
E(wpwq) = σp,q(= E(NpNq)).
Therefore using Wick’s formula, from (45) we get
lim
n→∞
n odd
E[wp1wp2 · · ·wpℓ ] =
∑
π∈P2(ℓ)
ℓ
2∏
i=1
lim
n→∞
E[wpy(i)wpz(i) ]
=
∑
π∈P2(ℓ)
ℓ
2∏
i=1
E[Npy(i)Npz(i) ]
= E[Np1Np2 · · ·Npℓ ].
Now suppose n is even. Then by using trace formula (8), we get
wpk =
1
n
pk−1
2
pk∑
dk=0
(
pk
dk
)[
Yk
∑
Adk
XJdk + Y˜dk
∑
A˜dk
XJdk − E[Ydk
∑
Adk
XJdk + Y˜dk
∑
A˜dk
XJdk ]
]
=
1
n
pk−1
2
pk∑
dk=0
(
pk
dk
)[∑
Adk
YdkXJdk − E[YdkXJdk ] +
∑
A˜dk
Y˜dkXJdk − E[Y˜dkXJdk ]
]
,
and therefore
lim
n→∞
E[wp1wp2 · · ·wpℓ ]
= lim
n→∞
1
n
p1+p2+···+pℓ−ℓ
2
p1∑
d1=0
· · ·
pℓ∑
dℓ=0
(
p1
d1
)
· · ·
(
pℓ
dℓ
)
E
[ ℓ∏
k=1
(∑
Adk
YdkXJdk − E[YdkXJdk ]
+
∑
A˜dk
Y˜dkXJdk − E[Y˜dkXJdk ]
)]
= lim
n→∞
1
n
p1+p2+···+pℓ−ℓ
2
∑
Ap1 ,...,Apℓ
E
[ ℓ∏
k=1
(
XJk − E(XJk)
)]
,(46)
where the last equality comes due to Lemma 12 and Remark 13. Since (46) is same as (44), therefore
by the the similar calculation as we have done for n odd case, we get
lim
n→∞
n even
E[wp1wp2 · · ·wpℓ ] = E[Np1Np2 · · ·Npℓ ].
This completes the proof of Theorem 2 after combining odd and even cases of n. 
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