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Science and Technology of China, Hefei, Anhui, P. R. ChinaABSTRACT Single molecule fitting-based superresolution microscopy achieves sub-diffraction-limit image resolution but
suffers from a need for long acquisition times to gather enough molecules. Several methods have recently been developed
that analyze high molecule density images but most are only applicable to two dimensions. In this study, we implemented a
high-density superresolution localization algorithm based on compressed sensing and a biplane approach that provides
three-dimensional information about molecules, achieving super-resolution imaging at higher molecule densities than those
achieved using the conventional single molecule fitting method.INTRODUCTIONRecent years have witnessed dramatic progress in super-
resolution methods such as fluorescent photoactivated local-
ization microscopy ((f)PALM) (1,2) and stochastic optical
reconstruction microscopy (STORM) (3); however, live
cell superresolution imaging remains a challenge especially
for methods based on single molecule fitting (SMF) (4,5).
One way to decrease acquisition time is to increase the
switching rate (6) at the expense of increased photo damage.
Another way is to increase the density of activated mole-
cules such that more molecules are localized in each frame,
but this will cause more overlapping events between mole-
cules. Conventional single molecule localization algorithms
will fail when analyzing overlapped molecules; thus, these
algorithms are not suitable for high molecule density
imaging.
Several methods have been implemented for the anal-
ysis of high-molecule-density images, including maximum
likelihood estimation (e.g., DAOSTORM) (7), Bayesian
statistics (8), and compressed sensing (CS) (9). Among
these two-dimensional (2D) methods, CS can perform at
the highest molecule density of ~10 mm2, whereas
DAOSTORM can reach ~2 mm2. For three-dimensional
(3D) cases, DAOSTORM has been implemented with
optical astigmatism approach (10) with a 50% molecule
recall rate (i.e., half of the molecules are lost) at a mole-
cule density of 1 mm2. The decrease in the performance
of 3D DAOSTORM is mainly due to the oval shape of
the point spread function (PSF) caused by astigmatism
imaging.
In this work, we demonstrate the use of a high-density
3D analysis method by combining CS with biplane micro-
scopy (11). We achieved 3D superresolution imaging at
high molecule density, thus shortening the acquisitionSubmitted November 15, 2013, and accepted for publication April 15, 2014.
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0006-3495/14/06/2443/7 $2.00time dramatically. Unlike the 3D DAOSTORM approach,
our method applied biplane microscopy to extract the
3D information of molecules without affecting the ability
of the reconstruction algorithm to distinguish the enclosed
molecules. Simulation and experimental results showed
that our method performs well at a molecule density as
high as 10 mm2, which represents enough molecules
for superresolution reconstruction within several hundreds
of frames. By employing the bright fluorescent protein
mEos3.2 (12), our method achieved an acquisition time
of several seconds, thus meeting the requirement for live
cell imaging.EXPERIMENTAL
Compressed sensing theory
CS has shown great success in many different fields of
signal processing (13,14). The principle of CS is that
knowing that the original signal is sparse; the original signal
can be reconstructed from the measurement as follows:
y ¼ Ax; (1)
where x is the original sparse signal, A is a transformation
matrix termed the observation matrix, and y is the measured
result. The original signal is an m-length vector, the obser-
vation matrix is an n  m matrix, and the measured result
is an n-length vector; the measured result contains far fewer
elements than the original signal. Given the measured result
and the observation matrix, the original signal can be recon-
structed precisely by minimizing its L0 norm (the number of
nonzero elements) as follows:
minkxk0 s:t: y ¼ Ax ; (2)
because the L0 norm is not linear, we usually use the L1
norm as an approximation for the L0 norm. To satisfy thehttp://dx.doi.org/10.1016/j.bpj.2014.04.021
2444 Gu et al.optimization algorithms used, the constraint is then changed
as follows:
minkxk1 s:t: ky Axk2<ε ; (3)
where the error tolerance parameter ε controls the precision
of the reconstructed result. Thus, the CS reconstruction can
be performed using optimization algorithms.3D CS reconstruction
In the 2D imaging case, as described in previous work (9),
the imaging process is linear; therefore, the acquired image
is the convolution of the true molecule distribution and the
PSF of the imaging system, which can be modeled using
Eq. 1. When the true distribution of molecules is sparse,
the distribution of molecules can be obtained using Eq. 4
as follows:
minkxk1 s:t: xR0 and ky Axk2%ε ; (4)
where y is the vectorization of the image data, A is the
measurement matrix calculated from the 2D PSF, and x
is the vectorization of a refined grid that describes the
molecule distribution. The reconstructed result will be a
refined image of the distribution of the molecules rather
than a direct list of the molecules. Thus, the grid size
used will affect the precision of the reconstruction. The
error tolerance parameter ε affects both the recall fraction
(false negative detection) and the false positive detection,
as well as the localization precision ( Fig. S1 and Fig. S2
in the Supporting Material), hence ε should be properly
selected to optimize the reconstruction performance
(see more details on how to optimize ε and how this para-
meter will affect reconstruction result in the Supporting
Material).
For the 3D case, we need to convert the 2D grid to a 3D
grid to describe the molecular distribution using a measure-
ment matrix calculated from the 3D PSF. The 3D PSF used
is different for various imaging methods (11,15). In 3D
DAOSTORM, the authors applied a method based on a
cylindrical lens to acquire 3D information; however, oval
spots of molecules are not suitable at high molecule den-
sities because it is difficult to distinguish an oval spot
from two overlapped round spots. Molecule density tests
of DAOSTORM and 3D DAOSTORM (7,10) show that
astigmatism will dramatically affect the ability to distin-
guish overlapped spots. Here, we chose the biplane
approach to extract axial information from an additional
image. Because the shape of the spots does not change,
the ability to distinguish spots will not be compromised.
In the biplane approach, fluorescent light is focused into
two images, and the focal positions of each image are sepa-
rated by several hundreds of nanometers. Thus, a molecule’s
position can be estimated based on its two spot images. InBiophysical Journal 106(11) 2443–2449this case, we calculated the PSF and the measurement
matrix using the following Gaussian function:
Gðx; yÞ ¼ h  exp
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where h is the peak height, b is the background, w is the PSF
width, and x0 and y0 are the coordinates of the molecule,
respectively. The PSF width w is described using the defo-
cus curve as follows:
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where w0 is the PSF width when a molecule is at the focal
plane, c is the z position of the molecule, d is the focus depth
of the microscope, and A and B are the coefficients of higher
order terms that are used to correct for the nonideality of the
imaging optics. Using Eqs. 5 and 6, we were able to calcu-
late simulation data and the measurement matrix.
For experimental image analysis, we imaged fluorescent
beads at different Z positions to calibrate the parameters
used in Eqs. 5 and 6 and the registration between two images
to achieve better reconstruction results.
Here, we specified the 3D CS reconstruction as presented
in Eq. 4, and a 3D grid was used to describe the distribution
of the molecules. To describe the background level, an addi-
tional element was added to the vector x. The grid size
chosen for the reconstruction result will affect the precision
of the reconstruction; therefore, we chose the grid size to be
slightly less than the achievable resolution. Grid size affects
memory usage and computation time dramatically; there-
fore, grid size is an important parameter in 3D CS recon-
struction and should be carefully chosen. Here, we chose
a grid size of 12.5 nm in the lateral direction and ~57 nm
in the axial direction, using an 8 magnification in the x-y
plane and 8 slices in the z-axial direction. When dealing
with larger images, large frames are separated into small
images of 8  8 pixel resolution to reduce memory require-
ment and computational time.
The numerical optimization of the CS reconstruction
problem could be solved using convex optimization. In
this study we used CVX, a package for specifying and
solving convex programs. A detailed discussion of the im-
plementation of this algorithm is attached in the Supporting
Material.Experimental setup
The optical setup (shown in Fig.1) was based on an
Olympus X71 inverted microscope. Two lasers with wave-
lengths of 405 and 561 nm were used for the activation
and excitation of fluorescent protein, respectively. Two
FIGURE 1 The optical setup used for the experimental imaging. Three
lasers (405 nm for activation, and 561 and 488 nm for the excitation of fluo-
rescence) are coupled and modulated using an acousto-optic turnable filter
and then expanded before entering the back pupil of the objective (not
shown in the figure). The fluorescence signal is split into two paths, and
a long focal length lens was inserted into each of the two paths to separate
two focal planes by ~500 nm. Two signals were collected simultaneously
using an electron-multiplying charge-coupled device.
High-Density 3D Single Molecular Analysis 2445lasers were focused on the back focal plane of the objective.
The fluorescent signal was split into two optical paths to
generate two images with different focal positions and
then recorded using an electron-multiplying charge-coupled
device (EMCCD). By applying the appropriate lens, two
focal planes were separated by ~500 nm. Images were re-
corded using a 150 oil immersion objective, resulting in
a pixel size of ~100 nm.Cell culture and transfections
COS-7 cells were cultured in DMEM complete medium
(Gibco, Billings, MT) supplemented with 10% fetal bovine
serum and maintained at 37C and 5% CO2 in a humidified35
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A B Cincubator (Thermo Scientific, Waltham, MA). Cells were
then transiently transfected using Lipofectamine 2000
reagent (Invitrogen, Carlsbad, CA) in accordance with the
manufacturer’s protocol. After transfection, the cells were
grown in IMEM or DMEM complete medium (Gibco, Bill-
ings MT) without phenol red for 24 h. For fixed cell
imaging, the cells were recultured on coverslips (Fisher Sci-
entific, Waltham, MA) for a further 24 h and then fixed with
3% (w/v) paraformaldehyde and 0.5% glutaraldehyde in
phosphate buffered saline (PBS) for 20 to 40 min at room
temperature, washed 3 to 5 times with PBS, and stored in
PBS until imaged.RESULTS
Simulation results
We conducted a series of simulation experiments to evaluate
the performance of the 3D CS reconstruction method. For
all simulations, the pixel size was set to 100 nm, and the
focus distance between two focus planes was set to
500 nm. The PSFs were generated based on Eq. 5 using
~500 photons per molecule. Noise, including Gaussian
and Poisson noise, was added to each frame. These param-
eters were close to the experimental values. In each simula-
tion frame, molecules were placed with a uniform random
distribution in the x-y direction and a random distribution
in a range of 0–500 nm in the z-direction.
First, we applied a simulation data set with two molecules
in each frame to evaluate the ability of the method to distin-
guish these two points. When two molecules were distin-
guished successfully, we observed two points; otherwise,
only one point was observed. Therefore, we calculated the
probability of distinguishing molecules by calculating the
ratio of distinguished molecule pairs to the total number
of simulated molecule pairs. Because the lateral distance
is the major factor in distinguishing two molecules, we
compared distinguish ratio with the lateral distance between
two molecules. The distinguish simulation result is shown in
Fig. 2 A. Distinguishable distances of >300 nm can be300250200150100
Distance (nm)
FIGURE 2 Evaluation of the performance of
distinguishing two molecules at various distances.
(A) A comparison of the distinguish ratio and the
distance between pairs of molecules. (B) Lateral
localization precision for various distances be-
tween two molecules. (C) Axial localization preci-
sion for various distances between two molecules.
Localization precision is calculated as standard
deviation.
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2446 Gu et al.achieved using the SMF method; in comparison, the CS
reconstruction method achieved a distinguish ratio of 0.5
with a distance of 125 nm; CS thus achieves a much better
result than SMF.
We demonstrated lateral and axial localization precision
with molecule pairs at different lateral distances (Fig. 2, B
and C). For lateral localization (Fig. 2 B), confusion
affected the localization precision when the distance be-
tween two molecules was 100–150 nm. When the distance
was larger than 200 nm, the probability of confusion was
minimized. When the distance was <50 nm, the pairs
merged, resulting in less localization precision. The axial
localization (Fig. 2 C) precision improved as the distance
increased because the distinguish ratio increased, and
two molecules could be reconstructed separately without
confusion.
We then applied larger simulation images with more
molecules to test the reconstruction precision and the iden-
tified molecule density. The size of the tested image was
16  16 pixels, and each stack contained 50 frames with
molecule densities from 0.4 mm2 (1 molecule per frame)
to ~10 mm2 (30 molecules per frame). The simulation
result is shown in Fig. 3 and indicates that our method could
be used at a high molecule density of 10 mm2, with an
acceptable drop of lateral resolution and nearly invariant
axial resolution. When the molecule density is <1 mm2,
our method yielded similar localization precision to the
conventional SMF method. However, at higher density,
our method yielded a higher identified molecule density
and better localization precisions in both the lateral and
axial directions than those achieved by the SMF method.
Next, a stellate picture was employed to test the recon-
struction performances of the CS and SMF methods. TheD
A B
E F
Biophysical Journal 106(11) 2443–2449molecule densities were set to 1, 5, and 10 mm2, and the
z-positions of the molecules were distributed randomly in
a range of 250 nm to 250 nm. For each simulation, the
result was reconstructed from 100 frames. Sample frames
and the reconstruction results provided by the CS and
SMF methods are shown in Fig. 4. When the molecule
density was low, most molecules remained independent,
and the two methods showed similar reconstruction perfor-
mance. However, at low molecule densities, the spatial sam-
pling frequency is decreased, and the fine structures of the
images are not revealed (Fig. 4, D and G). As the molecule
density increased to 5 mm2, the molecules became over-
lapped, which affected the localization precision of the
SMF method. Thus, the reconstruction based on the CS
method showed more detail, and more molecules were iden-
tified as compared with the SMF method. When molecule
density was 10 mm2, nearly all molecules were overlapped.
The CS method identified many more molecules, and a
clearer reconstruction image was achieved (Fig. 4 F); in
comparison, SMF methods failed to identify as many mole-
cules, and worse localization precision was achieved, blur-
ring the center of the image (Fig. 4 I).
After the molecule density test, we tested the CS recon-
struction method on a stellate picture with various numbers
of frames. 50, 100, and 300 frames were tested with 50 mol-
ecules in each frame and a molecule density of ~5 mm2,
representing a compromise between localization precision
and molecule density. The simulation results (Fig. 5) show
that sufficient molecules were identified to reconstruct an
acceptable image within 100 frames, although 300 frames
provided a more continuous reconstructed image. At the
same time, the axial localization result was consistent
with the true image.C
FIGURE 3 3D CS reconstruction using 16  16
simulation images at various molecule densities.
(A and B) Two subimages of a simulated biplane
image with 10 molecules. (C) A comparison of
the reconstructed image with the true molecule
positions (red crosses). Scale bar, 500 nm. (D) A
comparison of the identified molecule densities
obtained using the CS and SMF methods. Error
bars are 5SE. (E) Lateral localization precision
for various molecule densities. (F) Axial localiza-
tion precision for various molecule densities.
Localization precision is calculated as standard
deviation.
FIGURE 4 Simulation results obtained using CS and SMF methods for a
stellate image and various molecule densities. (A, B, and C) Sample frames
showing the simulation data at molecule densities of 1, 5, and 10 mm2,
respectively. Scale bar, 1 mm. (D, E, and F) CS reconstruction results based
on 100 frames with corresponding molecule densities. (G, H, and I) SMF
reconstruction results based on the same simulation data with correspond-
ing molecule densities.
High-Density 3D Single Molecular Analysis 2447Experimental results
Next, we tested our 3D CS reconstruction for real cells. We
acquired PALM images of COS-7 cells expressing LifeAct
fused with mEos3.2 (12). A 561 nm laser was used to excite
mEos3.2 red fluorescence, and a 405 nm laser was used to
convert mEos3.2 from the green state to the red state. Mole-cule density (5–10 mm2) was controlled by adjusting the
illumination intensity of the two lasers.
Reconstruction results are presented in Fig. 6 for acquisi-
tion frame numbers of 50 and 300. It is obvious that the CS
method was able to identify more molecules than the SMF
method and that the CS method gives a more continuous
and detailed image, especially in regions with higher
molecule densities (Figs. 6, C and F). For the SMF method,
all fibers were discontinuous, and few molecules were iden-
tified near the cross regions of the fibers. Furthermore, we
noticed that in the center region of the reconstruction
results, two filaments were discernible with CS algorithm,
whereas only one was seen with SMF. Simulation with
two closely spaced lines confirmed this notion (Fig. S3).
This example further proves the usefulness of CS algorithm
in resolving closely spaced structures. We estimated that a
fine reconstruction image could be achieved within only
hundreds of frames. Setting the exposure time of the
EMCCD to 20 ms meant that 300 frames could be acquired
in only 6 s, rendering this technique suitable for live cell
imaging.
We then performed 3D CS reconstruction of PALM
images using 300 frames. Compared with the raw image,
the image of the reconstructed actin fibers within the
COS-7 cell was finer and exhibited higher lateral resolution
and axial localization (Fig. 7). The distribution of intensity
among two fibers in the image located at a distance of
<100 nm could be resolved (Fig. 7 C). The lateral and axial
intensity distributions of one fiber showed that a localization
precision of 37 nm on the x-y plane and a localization
precision of 81 nm on the z axis were achieved (Fig. 7, D
and E, respectively). Our method reached superresolution
with little compromise between localization precision
and high molecule density (up to 10 mm2). Using only
300 frames and an acquisition time of ~6 s to achieve a
continuous reconstruction result, we demonstrated theFIGURE 5 Simulation results obtained with a
stellate image and various frame numbers. (A) A
color-coded true image for a simulation distributed
in the axial range of 300–300 nm. (B) A sample
frame of the simulation data. Scale bar, 1 mm. (C)
The sum of the simulation frames showed a blurred
stellate image. (D, E, and F) Color-coded CS
reconstruction results of simulation data for 50,
100, and 300 frames, respectively.
Biophysical Journal 106(11) 2443–2449
FIGURE 6 Comparison of the CS and SMF
methods based on PALM images acquired during
real experiments. (A and D) Sample frame (A)
and the sum of frames (D) of COS-7 cell express-
ing LifeAct fused with mEos3.2. Scale bar,
500 nm. (B and C) CS reconstruction results of
PALM imaging data with 50 and 300 frames,
respectively. (E and F) SMF reconstruction results
of same PALM imaging data with 50 and 300
frames, respectively. The arrows in (C and F) indi-
cate regions where nearly no molecules were iden-
tified using the SMF method.
2448 Gu et al.potential of our method for 3D live cell imaging. In contrast,
thousands of frames and several minutes were needed
to obtain a reconstruction result using the conventional
SMF method.DISCUSSION
Previous comparison between DAOSTORM and CS in 2D
has shown that DAOSTORM works with molecule density
under 2 mm2 (Huang et al.(9)), whereas CS can achieve
a higher density of 10 mm2. In addition, molecule density
analysis of 3D DAOSTORM shows that astigmatism-based
microscopy affects the ability to distinguish overlapped
molecules, and further decrease the molecule density
(7,10). Although it is possible to combine DAOSTORM1.0
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Biophysical Journal 106(11) 2443–2449with biplane for 3D imaging, the molecule density
achieved will not exceed that of 2D DAOSTORM. In
this work, we chose the CS algorithm combined with
biplane microscopy to achieve the best performance.
Simulations and experimental results showed that our
method reaches superresolution in both the lateral and
axial directions without compromising molecule density
or imaging speed. At high molecule densities up to 10
mm2, fine images could be reconstructed from only
hundreds of frames. This reduces the acquisition time
to several seconds, rendering the method suitable for 3D
live cell imaging. With faster imaging techniques such
as scientific CMOS, brighter fluorescent molecules, and
optimized algorithms, further reduction of acquisition
time is possible.0 200
B 200nm
0nm
-200nm
tance (nm)
FIGURE 7 Demonstration of 3D CS reconstruc-
tion with PALM imaging. (A and B) The sum of
frames (A) and color-coded 3D CS reconstruction
(B) of PALM imaging of COS-7 cell expressing
LifeAct fused with mEos3.2. Scale bar, 1 mm.
(C) The fluorescent intensity of a line in B (black
dashed line) and the same region in A (red dashed
line) are compared and fitted to Gaussian functions
(black and red solid lines, respectively). The fitting
results showed that the full width at half-maximum
(FWHM) of the two peaks were 44.65 5.0 nm and
76.25 4.0 nm, respectively, with a separation dis-
tance of 96.55 3.6 nm. (D) The fluorescent inten-
sity of a line in B (black dashed line) and the same
region in A (red dashed line) are compared and
fitted to Gaussian functions (black and red solid
lines, respectively). The fitting results showed
that the FWHM of the two peaks were 348 5
8 nm and 37.2 5 0.6 nm, respectively. (E) The
fluorescent intensity of a fiber in the region in B
(black dashed line) distributed with an axial loca-
tion and fitted to a Gaussian function (black solid
line). The fitting results showed that the FWHM
was 81.55 9.5 nm.
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