Coupled Tchebyscheff maps have recently been introduced to explain parameters in the standard model of particle physics, using the stochastic quantisation of Parisi and Wu. This paper studies dynamical properties of these maps, finding analytic expressions for a number of periodic states and determining their linear stability. Numerical evidence is given for nonlinear stability of some of these states, and also the presence of exponentially slow dynamics for some ranges of the parameter. These results indicate that a theory of particle physics based on coupled map lattices must specify strong physical arguments for any choice of initial conditions, and explain how stochastic quantisation is obtained in the many stable parameter regions.
Introduction
Coupled map lattices [1] consist of a continuous variable (here Φ) defined on a discrete lattice representing space and time. The dynamics relates the value of Φ at each spacetime point to its value at previous lattice points, typically just the most recent time and the nearest neighbours in space. Coupled map lattices include the simplest examples of spatiotemporal chaos and are often used to model less tractable systems such as nonlinear partial differential equations.
Diffusively coupled Tchebyscheff maps were introduced by Beck in order to chaotically quantise field theories [2] , later applied to spontaneous symmetry breaking of quantised Higgs fields [3] . The discrete time of the coupled map lattice corresponds to the fictitious time in the Parisi-Wu stochastic quantisation [4] , and is taken to infinity in order to reproduce quantum mechanics. The function appearing in the map is naturally given by the derivative of the quartic double well potential, which (appropriately scaled) is the third degree Tchebyscheff polynomial discussed below. In addition, Tchebyscheff maps are conjugated to Bernoulli shifts, and so have very chaotic statistical properties, hence the possibility that the stochastic forces arise intrinsically from the chaotic dynamics.
In a later work [5] , Beck considers coupled map lattices based on the second degree Tchebyscheff polynomial in addition to the third degree case considered previously, and restricts attention to one spatial dimension. He numerically computes averages of interaction and self energies, and reproduces to about four digits a large number of parameters occurring in the standard model of particle physics, with predictions for some poorly constrained quantities such as neutrino and Higgs masses.
The opinion of the present author is that although Ref. [5] does not contain a complete theory relating particle physics to coupled map lattices, the probability of obtaining such a large number of accurate predictions with so few adjustable parameters is sufficiently small that the models warrant further attention.
Quite apart from the context in which these models were introduced, they have a number of appealing features from a dynamical point of view. In particular, there is an adjustable parameter a in which the system takes two exactly solvable limits, a = 0 which is decoupled and fully chaotic, and a = 1 in which the lattice decouples into two sub-lattices, the latter of which are fully chaotic for the advanced coupling case and fully stable for the backward coupling case (see below for definitions).
Motivated by the desire for exact results and the simple form of the equations, this paper analyses the simplest periodic states, those for which the field does not depend on the spatial variable, called "synchronised states". Finding these states is equivalent to finding periodic orbits of a one dimensional map, but the linear stability is a more involved calculation than one dimensional maps due to spatially dependent unstable modes. Stability analysis is important because the proliferation of stable states undermines the argument that stochastic quantisation arises from the chaotic dynamics.
A general theory of linear stability of periodic solutions of coupled map lattices is given in Refs. [6, 7] . Our analysis of synchronised states leads, as in these works, to cyclic matrices, which are always explicitly diagonalisable. The general theory also permits spatially periodic solutions of length greater than one (leading to block cyclic matrices), and lattices of spatial dimension greater than one (leading to blocks within blocks).
Finding that an orbit in a spatially extended system is linearly stable does not imply that a finite measure of initial conditions approaches the orbit, unlike finite dimensional dynamical systems. Actually, there are many possible inequivalent measures of initial conditions: we choose an initial distribution that is Lebesgue in the field Φ and spatially independent, but physical arguments may justify an alternative choice. In fact, in view of the results, we will argue that the final (ie infinite fictitious time) state depends strongly on this choice of initial conditions, and hence that physical arguments are required to specify such a choice.
The linear stability of the synchronised states is given in Sec. 2. Numerical work in Sec. 3 reveals properties of the dynamics far from these periodic states. The conclusion summarises the results, discussing in more detail the implications for the Beck theory. Table 1 : Definitions of functions f and g appearing in Eq. (1) for the coupled map lattices considered in this paper. The Tchebyscheff polynomials are T N (Φ) = cos(N arccos Φ), specifically T 2 (Φ) = 2Φ 2 − 1 and
2 Linear stability
Formalism
As in low dimensional dynamical systems (such as the individual maps), linear stability analysis in coupled map lattices consists of determining whether and how fast infinitesimal perturbations of a reference trajectory (here a periodic orbit) grow with time. As noted above, however, linear stability, in that all sufficiently small (everywhere) perturbations decay with time, does not imply that a finite measure of initial conditions is attracted to the reference trajectory. Notwithstanding ths caveats of interpretation, the linear stability analysis is a good starting point for finding stable orbits and their corresponding parameter ranges; nonlinear stability is discussed in Sec. 3. Consider a diffusively coupled map lattice, in which x and t are integer space and time variables respectively (a more transparent notation than the conventional i and n respectively):
Here, f is the map at each site x, g couples neighboring maps with a strength a. Later we will specify f and g to be the possibilities enumerated in Tab. 1. We demand that Φ ∈ [−1, 1]; this property is preserved if f and g are closed on this interval, and a ∈ [0, 1]. Any periodic orbits found by solving the appropriate equations are only relevant if they lie in this range. Synchronised states are solutions in which Φ x,t is independent of x, and so are given by the one dimensional map
which is a weighted mean of the f and g maps. To a first approximation, stable solutions of the full coupled map lattice which are periodic in time occur when the synchronised map (2) has a superstable periodic orbit, that is, when one of its critical points is mapped back to itself after some time, leading to a Lyapunov exponent of −∞. We will observe that the linear stability properties of the full coupled map lattice are slightly different from that of the synchronised map, so that although stability occurs in the region of synchronised superstable orbits, the superstable orbit may not be linearly stable in the extended system. The difference between stability in the synchronised map and the extended system is that the full coupled map lattice has an infinite number of degrees of freedom, leading to a richer spectrum of possible instabilities. Differentiating Eq. (1) leads to the evolution of the perturbations
or in matrix form
where J t is a cyclic (assuming periodic boundary conditions) tridiagonal matrix,
The full stability matrix for a periodic orbit of (temporal) length τ is a product of the form
For a cyclic matrix M i,j = m i−j of size X (the full extent of the system in the spacelike direction), there are X eigenvectors v k , given by
where k = 2πj/X, j = 0, 1, . . . , X −1. This, together with the fact that the corresponding eigenvalues λ k are
follows by substitution into
The product of cyclic matrices J given by (6) acting on v k thus gives λ k v k where the eigenvalue is
Linear stability follows if |λ k | < 1 for all values of k. Note that this is a stronger condition than stability of the synchronised map (2), which is |λ k | < 1 for k = 0. There are two classes of analytic results obtained using Eq. (9), τ ≤ 2 in which case the periodic orbits can be given exactly, and certain families of periodic orbits which are given exactly in the limit τ → ∞. These are investigated in sections 2.2 and 2.3 respectively. Dynamics Φ Domain of validity Domain of stability 9), that is, the orbits are linearly stable.
Synchronised states of periods one and two
The equation for the synchronised dynamics (2) leads directly to states of period τ by imposing the condition Φ t+τ = Φ t (10)
For τ = 2 it might be supposed that such an equation may have very complicated, possibly non-closed form solutions, since for the cubic maps the relevant polynomial is of degree 9 (albeit reducible to degree 6 by noting that the fixed point τ = 1 solutions can be removed). It turns out that, even in this case, the solution can be written using arithmetic operations together with at most two square-root operations. The periodic orbits are given in Tables 2, 3 . We start by noting that maps 2A and 3A, for which the synchronised maps (2) are just the original Tchebyscheff maps, have no stable periodic orbits as these are fully expanding when transformed to the variable φ = arccos Φ. The fixed points (τ = 1) of the 2B and 3B maps are similar in that they are always unstable, and in that the solution Φ does not depend on a. The remaining periodic orbits for τ ≤ 2 have regions of stability in a.
The calculations here are quite straightforward, so details will be given for only the most complicated case, the τ = 2 orbits of the 3B model. The solutions of the equations (2, 10) are obtained using a symbolic manipulation package, and are given in Tab. 3 and plotted in Fig. 1 , where the three orbits are designated "central", "upper" and "lower". Equation (9) reads
Dynamics Φ Domain of validity Domain of stability 2A where
The maximum value of λ k is determined from
for which possible solutions are k = 0, k = π, and
upper/lower
These solutions can be substituted back into Eq. (11) taking care to exclude ranges of a in which cos k is not in [−1, 1]. For the central orbit, the k = 0 solution gives
which has magnitude greater than one for a < 1/4. The k = π solution gives λ k = 9 − 60a + 100a For the upper and lower orbits, the k = 0 solution gives
which has magnitude greater than one for a < (3 − √ 5)/4 ≈ 0.1910. It is also equal to one at the maximum value of a for the orbits, a = 1/4. The k = π solution gives In this manner all the other domains of linear stability in Tables 2 and 3 were generated. Apart from the 2A and 3A models for which the synchronised dynamics is unaffected by the coupling, there are analytically tractable linearly stable domains of period 2 for all models. Among the interesting features are the bifurcation observed in the 3B model (see Fig. 1 ), and two regions of stability in the 2A − model (see Tab. 3). We now move to the other analytically tractable case, the limit τ → ∞.
Synchronised states of long period
This section gives an analytic treatment of families of synchronised stable orbits with long period. The idea is similar to that of the superstable orbits of (for example) the logistic map, in which the critical point (at which the derivative is zero) maps back to itself after a number of iterations, leading to a periodic orbit with a Lyapunov exponent of −∞. Here the extended nature of the dynamics complicates and destabilises the dynamics to a degree, however linear stability is still possible, as we shall show.
In the original Tchebyscheff maps the critical points are pre-images of unstable fixed points at Φ = ±1, and so never return to form a superstable orbit. However, the synchronised map (2) is, for small a, and excluding the 2A and 3A cases, a small perturbation on the Tchebyscheff map, so that after a "long" time (of order − ln a) the trajectory can return to the critical point. There are many possible ways in which this can happen; we focus here on the simplest in which the trajectory, after at most a single point near Φ = −1 always remains in the rightmost branch of the map. An example of such a periodic orbit is given in Fig. 3 .
We now locate a periodic orbit of length τ , and in particular calculate the value of a at which it is close to superstable. Suppose that for some value of a, the initial point is close to the critical point, that is, for the second degree maps (that is, 2A − , 2B and 2B − ) and
for the third degree map 3B. We can use Eq. (2) to find the successive iterates. We have
for the second degree maps and
for the third degree map. Here b 1 is a known constant that depends on the map, and is given in Tab. 4. Iterating again, we have
for all maps. Again, b 2 is given in Tab. 4 for each model. Further iterates remain near the unstable fixed point of the unperturbed map at Φ = 1, that is, we have
where each successive b j is obtained from the previous one by an equation of the form
where N is the degree of the map (two or three) and d is given in Tab and summing over j from 2 to m − 1. The result is
where
is also given in Tab. 4.
As the trajectory approaches the end of the periodic orbit, Φ deviates substantially from 1, invalidating the above approximation. This part of the trajectory is obtained by iterating Φ 0 = Φ τ backwards. Recalling that the Tchebyscheff polynomials can be represented as T n (Φ) = cos n arccos Φ we have for the degree 2 models
and for the degree 3 model
Note that the O(a) corrections are suppressed by the contraction of the inverse map. The orbit is closed by matching the expressions for Φ m and Φ τ −n , assuming that both m and n (actually N 2m and N 2n ) are much greater than one. The result is
for the second degree models and
for the third degree model. The value of a can now be read off as
where a * is given in Tab. 4. The result is consistent with the original assumption that a is small. Note that the original O(a) freedom in the initial condition Φ 0 contributes to O(a 2 ) when the trajectory is near Φ = 1, and so is expected to shift a by an amount of order a 2 , that is, N −4τ . Obtaining the appropriate coefficient would require a more involved calculation. Now we turn to the linear stability of these long orbits using Eq. (9). λ k is now a product of a large number (τ ) of factors. The t = 0 factor is small since both f ′ (Φ 0 ) and a are small, and will be considered separately. For the remaining factors the f ′ (Φ) term dominates and the g ′ (Φ) term can be ignored, owing to the presence of the small quantity a. Thus we have
The product is
for the second degree models, ignoring corrections of order a. An analogous result holds for the third degree model. Making a small angle approximation we arrive at
where π * is given in Tab. 4. Thus the product, being of order N 2τ , balances the first factor which is of order a and hence N −2τ . An orbit will be linearly stable if the remaining coefficient maximised over k (and denoted λ * ) is less than one. We can set f ′ (Φ 0 ) = 0 by letting Φ 0 = 0 for the second degree models and Φ 0 = −1/2 for the 3B model. For the 2A − model we also have g ′ (0) = 0 so the orbit remains superstable in the presence of perturbations at all wavenumbers k, and λ * = 0. The B models have g ′ (0) = ±1, so that we have stability if λ * = a * π * < 1. This quantity is also given in Tab. 4, and it shows that all orbits are linearly stable when f ′ (Φ 0 ) = 0. Note that the most stable state is when f ′ (Φ) = 0 belongs to a periodic orbit of the synchronised map (2); this is not generally the same as the superstable point of this map, which is the solution of the equation (1 − a)f ′ (Φ) + ag ′ (Φ) = 0. Finally we make a connection to an observation made in Ref. [5] . In section 6.6 of that work a scaling was observed numerically in the limit a → 0, in particular the dynamical average
exhibited the following behaviour
where the function h(a) satisfies (in the limit)
that is, h(a) is log-periodic. Here we have found a family of stable orbits in which a differs from one to the next by a factor of N 2 . The N 2 comes from the derivative of the synchronised map at the points Φ = ±1. The scaling of N 2 would occur in other families of orbits (stable or unstable) containing Φ = ±1, and hence possibly to all small values of a.
Nonlinear stability
Linear stability, considered in the previous section, implies that sufficiently small perturbations of a periodic state will approach that state in the future. However, this does not imply that a generic initial state will approach the stable state. For a sufficiently large system, some of the initial conditions will be near points of the periodic state, however there is no guarantee that neighbouring maps will not strongly perturb these maps away from the periodic state.
This section contains numerical results that use an initial state in which the Φ x,0 initial conditions are independently distributed uniformly from the interval [−1, 1]. The spatial size of the system is 10 3 maps with periodic boundary conditions. After a time of 10 4 units the values of Φ for each of the maps are plotted for many values of the parameter a. The results do not depend noticeably on the spatial extent, but do depend on the relaxation time (see below). See Fig. 4 .
The boundaries of the linearly stable orbits of period 1 and 2 given in Tabs. 2 and 3 are shown as vertical lines; most of these boundaries are clearly bifurcations. The period 1 orbits are both stable; the period 2 orbits while having a clearly observable effect on the dynamics, do not appear to be the entire attractor; the high period orbits discussed in Sec. 2.3 appear completely absent, although they are visible if the initial conditions are chosen closer to the periodic state.
The most interesting question is what has happened to the period 2 orbits. Looking at the 2B − in figure 4 , the period 2 orbit bounds a discrete set of values for 0.3675 < a < 0.48 and a continuous set of values for 0.48 < a < 0.5556. In both cases a spatial slice of the solution reveals intermittent switching between the two values, as shown in Fig. 5 . The discrete case contains dynamically "frozen" domains which remain for all time. The continuous case relaxes by increasing the size of the domains, but does so exponentially slowly.
In the discrete case, there is no relaxation, so the final state (and consequently any property of it, such as the average V in Eq, (39) depends strongly on the choice of initial conditions; a different distribution function for the initial conditions would lead to a different distribution of domains. Averages can be estimated given a knowledge of the relative proportions of upper domains, lower domains and boundary regions. Other properties such as spatial correlation functions require more information about the distribution of domains.
The continuous case is numerically ambiguous due to the exponentially long time scales. It may may relax eventually to the stable periodic orbit, so its infinite time properties can be calculated directly from this orbit.
As the relaxation time increases, the transition between the discrete and continuous regimes (ie a = 0.48 at a time of 10 4 ) is observed to move towards larger a, so it is in fact likely that at sufficiently long times, the final destination is a state with frozen disorder for all a corresponding to this stable periodic orbit. For example, the lower right plot in whether this indeed happens or rather it remains exponentially large but finite. The other backward coupled (B) maps and also 2A − have the same appearance of multiple "feathered" attracting points, which apparently give way to a continuous distribution as a is varied, specifically for 2B and a > 0.6, for 2A
− and a ≈ 0.3 or a ≈ 0.7, and for 3B and a > 0.8. It seems likely that this phenomenon of exponentially slow dynamics and strong dependence on initial conditions holds for all of these regimes also.
The other general feature, noted in Ref. [5] , is that for small a, the advanced (A) and backward (B) coupled maps lead to very similar behaviour.
Comparing Fig. 4 here with the results in Ref. [5] , the following points (from which the standard model parameters are calculated) are in regions with apparently stable attractors:
First, the interaction energy zeros: a How do these results affect Ref. [5] ? In general we might expect the results to depend on the choice of initial conditions if a stable periodic state exists (true for many of the values) or indeed any coexistence of attractors (beyond the scope of this paper), and also be affected by exponentially slow dynamics in one of the "feather" regions (apparently not relevant at the values given in Ref. [5] ).
In addition, the fact that many if not most of the values of a correspond to stability, or at least not full chaos, undermines the assertion that it is the strong chaotic properties of the Tchebyscheff maps that is responsible (via stochastic quantisation) for quantum mechanics. The coupled Tchebyscheff maps are often far from chaotic, and some explanation must be given as to why many stable parameter values are important in particle physics yet the quantisation mechanism requires strong instability.
The results presented here are only a brief sketch of the diffusively coupled Tchebyscheff map lattices, however it has been sufficient to find analytic results for classes of periodic states and demonstrate some of the richness of spatially extended dynamics including bifurcations evident in Figs. 1 and 4 , and exponentially slow dynamics in Fig. 5 . The combination of analytic tractability and a great variety of dynamical behaviour makes the coupled Tchebyscheff maps good candidates for prototypes of spatiotemporal chaos, much as the (closely related) logistic map is a prototype of low dimensional chaos.
