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LEVI SUBGROUP ACTIONS ON SCHUBERT VARIETIES, INDUCED
DECOMPOSITIONS OF THEIR COORDINATE RINGS, AND SPHERICITY
CONSEQUENCES
REUVEN HODGES AND VENKATRAMANI LAKSHMIBAI
Abstract. Let Lw be the Levi part of the stabilizer Qw in GLN (for left multiplication) of a
Schubert variety X(w) in the Grassmannian Gd,N . For the natural action of Lw on C[X(w)],
the homogeneous coordinate ring of X(w) (for the Plücker embedding), we give a combinatorial
description of the decomposition of C[X(w)] into irreducible Lw-modules; in fact, our description
holds more generally for the action of the Levi part L of any parabolic subgroup Q that is contained
in Qw. This decomposition is then used to show that all smooth Schubert varieties, all determinantal
Schubert varieties, and all Schubert varieties in G2,N are spherical Lw-varieties.
1. Introduction
Let GLN be the group of invertible N×N matrices over C. Let B be the Borel subgroup of GLN
consisting of upper triangular matrices, and T the maximal torus consisting of diagonal matrices.
For 1 ≤ d ≤ N−1, let Gd,N denote the Grassmannian variety consisting of d-dimensional subspaces
of CN . For the canonical action of GLN on Gd,N given by left multiplication, the T -fixed points
in Gd,N are denoted by [ew] for w ∈ Id,N := {(i1, . . . , id) | 1 ≤ i1 < · · · < id ≤ N}. The Schubert
varieties in Gd,N are the Zariski closures of B-orbits through the T -fixed points, with the canonical
reduced scheme structure. That is for w ∈ Id,N the Schubert variety X(w) := B[ew]. There is a
natural partial order on Id,N , referred to as the Bruhat order, induced by the partial order on the
set of Schubert varieties given by inclusion. We denote the homogeneous coordinate ring of X(w)
for the Plücker embedding by C[X(w)].
LetR be a connected reductive group with BR a Borel subgroup. Suppose thatX is an irreducible
R-variety, then X is a spherical R-variety if it is normal and has an open dense BR-orbit.
Our initial goal was to understand when a Schubert variety X(w) is spherical for the left mul-
tiplication action of reductive subgroups of GLN that stabilize X(w). Using Proposition 4.0.1 we
relate this sphericity question to the module structure of C[X(w)] under the induced action of these
reductive subgroups.
Fix a w ∈ Id,N . There is a canonical choice of reductive subgroups of GLN that stabilize X(w).
Let Qw be the stabilizer in GLN of X(w); it is clearly a parabolic subgroup of GLN . Let Lw be
the Levi part of Qw, it is a reductive group. We have a natural action of Lw on C[X(w)]. The
main result of this paper is an explicit description of the decomposition of C[X(w)] into irreducible
Lw-submodules. In fact, our description holds for a much larger class of reductive subgroups, that
is, for the Levi part L of any parabolic subgroup Q ⊆ Qw(cf. Theorem 3.5.4 and Corollary 3.5.10).
Though it would be enough to give such a decomposition for Lw and deduce the result for any
L ⊆ Lw by using branching rules, our procedure is independent of the choice of L; further, using
our description for any L we are able to deduce branching rule formulas (cf. Remark 3.5.11).
Our decomposition proof uses the standard monomial basis for C[X(w)] (cf. Theorem 2.2.3).
As a graded ring, we have that C[X(w)]r , r ∈ N has a vector space basis given by the set Stdr of
all standard monomials of degree r. Observe that Std1 is precisely the set of Plücker coordinates
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{pτ | τ ∈ Id,N , τ ≤ w} (cf. Section 2.2). We give the decomposition for C[X(w)]r as an L-module,
which we describe briefly below, in terms of certain Weyl modules associated to L.
Given X(w), and a Levi subgroup L as above, our first main step involves capturing certain
Schubert subvarieties X(θ), characterized by the property that L is contained in the Levi part of Qθ,
the stabilizer in GLN of X(θ). A combinatorial description of all such θ ∈ Hw := {τ ∈ Id,N | τ ≤ w}
is given in Proposition 3.1.6. We refer to these θ as the heads of type L and denote the subset of
heads of type L in Hw by HeadL. The critical part of this step is showing how L gives rise to a nice
partition of the Hasse diagram of Hw into disjoint subdiagrams, each containing a unique head of
type L. Then for a τ ∈ Hw we define θτ ∈ HeadL to be the unique head in the disjoint subdiagram
containing τ . Finally for θ ∈ HeadL we define Stdθ := {pτ ∈ Std1 | θτ = θ}. This gives us the
decompositions
Std1 =
⊔
θ∈HeadL
Stdθ
and
C[X(w)]1 = 〈Std1〉 =
⊕
θ∈HeadL
〈Stdθ〉,
where 〈Y 〉 denotes the linear span of the elements in Y ⊆ C[X(w)].
This decomposition of C[X(w)]1 would hold for any partition of the Hasse diagram of Hw into
disjoint subdiagrams each containing a unique head of type L. However, for the partition we
consider we have that the 〈Stdθ〉 are in fact irreducible L-submodules; our partition is the unique
partition for which this is the case. Thus the above decomposition is an L-module decomposition
of the degree one part of C[X(w)].
The second step is to extend this idea to higher degrees. For τ1, . . . , τr ∈ Hw we define the
degree r head of (τ1, . . . , τr) to be the sequence (θτ1 , . . . , θτr). We define HeadL,r to be the set of all
degree r heads. Then HeadstdL,r is defined to be the subset of degree r heads (θ1, . . . , θr) such that
θ1 ≥ · · · ≥ θr. As before for θ ∈ Head
std
L,r we define Stdθ := {pτ1 · · · pτr ∈ Stdr | θ = (θτ1, . . . , θτr)}.
Remarkably these Stdθ for θ ∈ Head
std
L,r once again partition the set Stdr. This is by no means
readily apparent and is due to the fact that given τ1, . . . , τr ∈ Hw such that τ1 ≥ · · · ≥ τr we have
θτ1 ≥ · · · ≥ θτr(cf. Proposition 3.2.2). Thus we have the decompositions
Stdr =
⊔
θ∈Headstd
L,r
Stdθ
and
C[X(w)]r = 〈Stdr〉 =
⊕
θ∈Headstd
L,r
〈
Stdθ
〉
.
Unfortunately, for r > 1 the latter decomposition is no longer a L-module decomposition. This is
due to the way that the L-action interacts with the standard monomial straightening rule which
results in certain
〈
Stdθ
〉
not being L-stable. Thus in higher degrees our decomposition must be
modified.
To achieve this we introduce the partial order ≥str on the set of degree r heads HeadL,r. This
order is just the lexicographic order on these sequences, with the order on each individual entry
being the Bruhat order. For θ ∈ HeadstdL,r we define
Std≥strθ = {pτ1 · · · pτr ∈ Stdr | (θτ1, . . . , θτr) ≥str θ}
and
Std>strθ = {pτ1 · · · pτr ∈ Stdr | (θτ1, . . . , θτr) >str θ}.
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The next step is to show that
〈
Std≥strθ
〉
and
〈
Std>strθ
〉
are L-stable. To show this we equiva-
lently check that they are Lie(L) stable. Once we have done this we define Uθ to be a L-module
complement of
〈
Std>strθ
〉
inside of
〈
Std≥strθ
〉
.
A final result is required before the description of the degree r decomposition. The Uθ are L-
submodules of 〈Stdr〉. As L is equal to a product of general linear groups we should be able to
describe any L-module, in particular the Uθ, in terms of tensor products of Weyl modules. As
vector spaces Uθ ∼=
〈
Stdθ
〉
. In view of this we first describe a vector space map from
〈
Stdθ
〉
to a
certain external tensor product of (skew) Weyl modules denoted Wθ, using the combinatorics of
the standard monomials. This map as well as some character arguments are then used to conclude
that the L-module Uθ has the form W∗θ.
We are now ready to state our main result(cf. Theorem 3.5.4).
Theorem 1.1. Let θ ∈ HeadstdL,r. There exists a L-submodule Uθ ⊆ 〈Stdr〉 such that we have the
following L-module isomorphisms:
(a)
〈
Std≥strθ
〉
= Uθ ⊕
〈
Std>strθ
〉
.
(b) 〈Stdr〉 =
⊕
θ∈Headstd
L,r
Uθ.
(c) Uθ ∼=W∗θ
The Uθ may not be irreducible L-modules, but their decomposition into irreducibles can now
be computed simply by calculating the decomposition of certain tensor products of Weyl modules.
This is done in Corollary 3.5.10 where we give the explicit decomposition of C[X(w)] into irreducible
L-modules.
As an important application, we note that if C[X(w)] has a multiplicity free decomposition into
irreducible Lw-modules then X̂(w), the cone over X(w), is a spherical Lw-variety. We then use this
to show that X(w) is a spherical Lw-variety. We conclude that all smooth Schubert varieties, all
determinental Schubert varieties(and determinental varieties), and all Schubert varieties in G2,N
are spherical Lw-varieties. We also get that the coordinate ring of any determinental variety has a
multiplicity free decomposition into irreducible Lw-modules.
We hope to extend the results of this paper, using similar techniques, to any Schubert variety
in GLN/Q, where Q is any parabolic subgroup, as well as to Schubert varieties in the Lagrangian
and Orthogonal Grassmannians. The combinatorial results that one may obtain for the spherical
Schubert varieties (by virtue of them being spherical varieties) is also a topic we hope to investigate.
The sections are organized as follows: Section 2 is on Preliminaries pertaining to Schubert
varieties in Gd,N , standard monomial basis, and representation theory of the general linear group. In
Section 3, we introduce the heads of type L, the degree r heads, and after proving some preparatory
results, we determine the decomposition (as an L-module) of C[X(w)]. In Section 4, we show that
X(w) is a spherical Lw-variety if the decomposition of C[X(w)] into irreducible Lw-submodules is
multiplicity-free. Using this, and the results from section 3, we prove that many classes of Schubert
varieties are spherical Lw-varieties.
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2. Preliminaries
2.1. The general linear group. In this section and the next we fix the notation that will be used
throughout the paper. For a more in depth introduction to these topics see [LB15] and [LR08].
Fix a positive integer N , and let {e1, . . . , eN} be the standard basis of CN . We will do all
computations over the field C. We denote by GLN the invertible N × N matrices over C. Let T
be the standard maximal torus comprised of diagonal matrices, and B the standard Borel subgroup
comprised of upper triangular matrices.
Let X(T ) := Homalg.gp(T,C∗) be the character group of T ; it is a free abelian group of rank N
with a basis {ǫi, 1 ≤ i ≤ N}, ǫi being the character which sends a diagonal matrix diag(t1, . . . , tN )
to its i-th entry ti. The elements of X(T ) will be referred to (formally) as weights. We will often
simplify our notation by referring to an element of X(T ) by the sequence (a1, . . . , aN ), ai ∈ Z, which
corresponds to the weight
∑
aiǫi ∈ X(T ) that sends diag(t1, . . . , tN) to
∏
i t
ai
i .
We will call a weight (a1, . . . , aN) such that a1 ≥ · · · ≥ aN a weakly dominant weight. If in
addition, aN ≥ 0 then it is called a dominant weight (cf. [FH91]). Recall that the set of all
dominant weights gives an indexing of the set of all irreducible polynomial representations of GLN ,
while the weakly dominant weights index the set of all irreducible rational representations of GLN .
Let V be a finite-dimensional T -module. Then we have the decomposition
V =
⊕
χ∈X(T )
Vχ
where Vχ is T -weight space consisting of all vectors v ∈ V such that t · v = χ(t)v, for all t ∈ T .
If v ∈ Vχ we say that v has weight χ, and write wt(v) = χ. Let mχ = dimVχ. We define the
character of V , denoted char (V ), as the element in Z[X(T )], the group algebra of X(T ), given by
char (V ) :=
∑
mχe
χ.
Remark 2.1.1. If G is a product, say G = GLM × GLN , by a weakly G-dominant weight of G,
we shall mean a sequence (a1, . . . , aM , b1, . . . , bN ), ai, bj ∈ Z, with a1 ≥ . . . ≥ aM and b1 ≥ . . . ≥ bN .
If in addition, aM ≥ 0 and bN ≥ 0 then it is a G-dominant weight. Given a GLM -module V and a
GLN -moduleW , consider the GLM×GLN -module V ⊗W given by the natural diagonal action; we
say that V ⊗W is a polynomial (rational) representation of GLM ×GLN , if V,W are polynomial
(rational) representations of GLM , GLN respectively. By char(V ⊗W ), we shall mean the element
(char V, charW ) of Z[X(TM )] × Z[X(TN )], where TM , TN denote the maximal tori, consisting of
diagonal matrices in GLM , GLN respectively. More generally for G = GLN1 × · · · × GLNr these
notions extend in the obvious way.
Let Φ be the root system of GLN(cf. [LR08, Chapter 3]). It is the set {ǫi − ǫj | 1 ≤ i, j ≤ N},
where ǫi − ǫj is the element of X(T ) which sends diag(t1, . . . , tn) in T to tit
−1
j in C. Our choice of
the torus T and the Borel subgroup B induces a set of positive roots Φ+ = {ǫi− ǫj | 1 ≤ i < j ≤ N}
and simple roots S = {αi := ǫi − ǫi+1 | 1 ≤ i ≤ N − 1}.
For every 1 ≤ d ≤ N − 1 there is a maximal parabolic subgroup Pd of GLN that corresponds to
the subgroup of all matrices with a block of size N − d× d in the lower left corner with all entries
equal to zero.
Pd =
{[
∗ ∗
0N−d×d ∗
]
∈ GLN
}
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Remark 2.1.2. There is a bijection between the subsets A ⊂ {1, . . . , N − 1} and the parabolic
subgroups of GLN , given by
PA =
⋂
d∈{1,...,N−1}\A
Pd.
The Weyl groupW of GLN is generated by the simple reflections sαi for αi ∈ S and is isomorphic
to the symmetric group SN of permutations on N symbols under the map sending sαi to the
transposition (i, i+1). The one-line notation for elements of W is a sequence (x1, . . . , xN) and this
sequence corresponds to the permutation that sends i 7→ xi. For the parabolic subgroup PA, A ⊂
{1, . . . , N − 1}, WPA is the subgroup of W generated by {sαi | i ∈ A}. Since Pd = P{1,...,d−1,d+1,...,N},
we have that WPd = Sd ×SN−d.
2.2. Standard monomial theory for the Grassmannian. The Grassmannian Gd,N is the set
of all d-dimensional subspaces of CN . For U ∈ Gd,N fix a basis {u1, . . . , ud} of U and define the
map
Gd,N −→ P(
∧dCN)
U 7→ [u1 ∧ · · · ∧ ud]
This map does not depend on the choice of basis for U and hence is well defined; this is the
well-known Plücker embedding. Set Id,N := {(i1, . . . , id) | 1 ≤ i1 < · · · < id ≤ N}. Then
{eτ := ei1 ∧ · · · ∧ eid}τ=(i1,...,id)∈Id,N
is the standard basis for
∧dCN . Let {pφ}φ∈Id,N be the basis for (∧dCN)∗ dual to {eτ}τ∈Id,N . This
dual basis gives a set of projective coordinates for P(
∧dCN), called the Plücker coordinates. These
coordinates have a particularly nice description for points in Gd,N in terms of determinants: for
U ∈ Gd,N fix a basis {u1, . . . , ud} of U as above and let M be the N × d matrix with columns
u1, . . . , ud. Then for φ = (j1, . . . , jd) the Plücker coordinate pφ(U) is the d-minor with row indices
j1, . . . , jd of M . The Plücker embedding equips Gd,N with a projective variety structure, realized as
the zero set of the well known quadratic Plücker relations.
The Grassmannian is a homogeneous space for the action of GLN induced on P(
∧dCN) by the
GLN action on CN and hence on
∧dCN . Let eid := e1 ∧ · · · ∧ ed, then [eid] ∈ P(∧dCN) and the
GLN orbit through [eid] is Gd,N , and the isotropy subgroup at [eid] is precisely Pd. Thus we obtain
the identification Gd,N = GLN/Pd.
The T -fixed points in GLN/Pd are {wPd | w ∈W/WPd}. Since W = SN and WPd = Sd ×SN−d
we have that W/WPd may be identified with Id,N . Under the identification of Gd,N with GLN/Pd
we see that the point [ei1 ∧ · · · ∧ eid ] gets identified with wPd where w is an element of W with
unordered first d entries equal to {i1, . . . , id}. Thus the T -fixed points of Gd,N are [eτ ] for τ ∈ Id,N .
For w ∈ Id,N the Schubert variety in Gd,N associated to w is X(w) := B[ew], the B-orbit closure
of the T -fixed point [ew], equipped with the canonical reduced scheme structure.
There is a natural partial order on Id,N , referred to as the Bruhat order, induced by the partial
order on the set of Schubert varieties given by inclusion. Explicitly, for τ := (i1, . . . , id), w :=
(ℓ1, . . . , ℓd) ∈ Id,N we have τ ≤ w if X(τ) ⊆ X(w). Since [eτ ] ∈ X(w) if and only if X(τ) ⊆ X(w),
it can be shown that τ ≤ w if and only if i1 ≤ ℓ1, . . . , id ≤ ℓd.
Note that for the choice of w = (N − d + 1, . . . , N) ∈ Id,N we have that the Schubert variety
X(w) is in fact Gd,N itself. This follows from the Bruhat decomposition
X(w) =
⋃
τ≤w
B[eτ ].
For a d-tuple (x1, . . . , xd) of integers, (x1, . . . , xd) ↑will denote the d-tuple obtained from (x1, . . . , xd)
by arranging the entries in ascending order. Then for (x1, . . . , xN), (y1, . . . , yN) ∈W we define
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(x1, . . . , xN) ≤ (y1, . . . , yN) ⇐⇒ (x1, . . . , xd) ↑ ≤ (y1, . . . , yd) ↑ for all 1 ≤ d ≤ N − 1,
where the symbol ≤ on the right hand side is the Bruhat order defined above. This partial order on
W is also referred to as the Bruhat order. We define W Pd to be the set of minimal representatives
of W/WPd in W under the Bruhat order. Recalling that WPd = Sd ×SN−d we see that the set of
minimal representatives of W/WPd in W is
{(x1, . . . , xN) ∈W | x1 < · · · < xd , xd+1 < .. . < xN }
and hence W Pd can be identified with Id,N . Thus, for the rest of the paper, elements of W
Pd will
be identified by their corresponding d-tuples in Id,N .
Remark 2.2.1. Let τ ∈ W Pd , say τ = (i1, . . . , id). Denote the integers {1, . . . , N} \ {i1, . . . , id}
by j1, . . . , jN−d(arranged in ascending order). Let detN be the determinant representation of GLN
(cf. Definition 2.5.3). The GLN -representation (
∧dCN)∗ is isomorphic to the GLN -representation∧N−dCN ⊗ (detN )∗, and under this identification the Plücker co-ordinate pτ corresponds to the
element ej1 ∧ · · · ∧ ejN−d ⊗ (e1 ∧ · · · ∧ eN)
∗ ∈
∧N−dCN ⊗ (detN )∗. Thus, the weight of pτ is
ǫj1 + · · ·+ ǫjN−d + (−1, . . . ,−1) and is given by the sequence χτ := (χ1, . . . , χN) where
χi :=
{
−1 i ∈ τ
0 i /∈ τ
for all 1 ≤ i ≤ N .
Now consider the projective embedding
X(w) →֒ Gd,N →֒ P(
∧dCN).
Let C[X(w)] be the homogeneous coordinate ring of X(w) for this projective embedding. As
a C-algebra it is generated by pτ , τ ≤ w. This follows from the fact that pτ([ew]) = δτ,w, which
implies that pτ |X(w) 6≡ 0 if and only if [eτ ] ∈ X(w), which occurs if and only if τ ≤ w. Thus for
τ1, . . . , τr, w ∈W
Pd with τi ≤ w for all 1 ≤ i ≤ r, we have pτ1 · · · pτr 6= 0 in C[X(w)]r .
Definition 2.2.2. We define the monomial pτ1 · · · pτr to be standard if τ1 ≥ · · · ≥ τr. It is
standard on X(w) if in addition w ≥ τ1.
Theorem 2.2.3. (cf. [LR08, Theorem 4.3.3.2])Monomials of degree r standard on X(w) give a
C-basis for C[X(w)]r.
2.3. The straightening algorithm. The generation portion of Theorem 2.2.3 usually relies on
exhibiting an inductive process that takes a nonstandard monomial and writes it as a sum of
standard monomials. This is called straightening the nonstandard monomial, and the entire process
is referred to as the straightening process.
The straightening process on the Grassmannian is comprised of an inductive step usually referred
to as a shuffle. Let τ := (i1, . . . , id), φ := (j1, . . . , jd) ∈W
Pd with τ  φ, that is pτpφ is not standard.
This implies there exists a t, t ≤ d such that im ≥ jm, for all 1 ≤ m ≤ t− 1, and it < jt. Let [τ, φ]
denote the set of permutations σ, other than the identity permutation, of the set {i1, . . . , it, jt, . . . , jd}
such that σ(i1) < · · · < σ(it) and σ(jt) < · · · < σ(jd).
Define ασ := (σ(i1), . . . , σ(it), it+1, . . . , id) ↑ and β
σ := (j1, . . . , jt−1, σ(jt), . . . , σ(jd)) ↑ (recall, for
a d-tuple (x1, . . . , xd), (x1, . . . , xd) ↑ denotes the d-tuple obtained from (x1, . . . , xd) by arranging the
entries in ascending order). Then
pτpφ =
∑
σ∈[τ,φ]
±pασpβσ .
Note that it is possible to keep track of the signs in the above summation but we omit this step
since it is not needed for our consideration. It is not difficult to see that either pασ = 0, due to a
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repeated entry, or ασ > τ . For the same reasons either pβσ = 0, due to a repeated entry, or β
σ < φ.
We will refer to this as the ordering property of the shuffle.
A single shuffle is not always sufficient to straighten the monomial pτpφ. In this case, the shuffle
is applied inductively to each monomial on the right hand side of the above sum. This process
will eventually terminate after a finite number of steps, guaranteed by the fact that there are only
finitely many degree 2 monomials and the ordering property of the shuffles(cf. [LR08, Chapter 4]).
Finally a degree r nonstandard monomial pτ1 · · · pτr may be straightened by applying a shuffle
to any pair pτk ,pτk+1 such that pτk  pτk+1, and then continuing to apply shuffles to any resulting
monomials until they are standard. Again this process will terminate in a finite number of steps.
To straighten a nonstandard monomial on X(w) all that is required is to apply the straightening
process for the Grassmannian and then to note that in the resulting sum of standard monomials,
any that are standard but not standard on X(w) are equal to zero on X(w) (cf. Definition 2.2.2).
2.4. Young diagrams and tableaux. This section for the most part follows the terminology
of [Ful97] ,[FH91], and [Sta99]. Let λ = (λ1, . . . , λk) be a collection of nonnegative integers with
λ1 ≥ · · · ≥ λk, then for |λ| := λ1 + · · · + λk we say that λ is a partition of |λ|. It will be useful
at times to make this notation more succinct by rewriting λ = (λ1, . . . , λk), replacing any maximal
chain λi, . . . , λi+j−1 where λi = · · · = λi+j−1 = a with a
j. We identify a partition λ with its Young
diagram, also denoted λ for simplicity of notation, which is a collection of upper left justified boxes
with λi boxes in the ith row. These boxes are referred to by specifying row and column, with the
leftmost column denoted column 1, and the topmost row denoted row 1.
Example 2.4.1. The partition (4, 2, 2, 1) = (4, 22, 1) is identified with the Young diagram.
The conjugate partition λ′ is the partition whose diagram is the transpose of the diagram of λ,
or equivalently, it is defined by setting λ′i := #{j | λj ≥ i}. The conjugate partition of (4, 2, 2, 1)
from Example 2.4.1 is (4, 3, 1, 1).
If we have a second partition µ we write µ ⊆ λ if the diagram for µ is contained in the diagram
for λ, or equivalently, if µi ≤ λi for i ≥ 1. If µ ⊆ λ we may define the skew diagram λ/µ which
is obtained by deleting the leftmost µi boxes from row i of the diagram λ for each row of λ. The
number of boxes in the skew diagram is equal to |λ/µ| := |λ| − |µ|. It is important to note here the
fact that λ = λ/∅, where ∅ is the empty partition, and so many of the definitions made for skew
diagrams may be specialized to diagrams of partitions.
Example 2.4.2. The skew diagram for λ/µ = (4, 2, 2, 1)/(2, 1) is
Define λ˜/µ˜ to be the skew diagram obtained by deleting all empty rows and columns from the
skew diagram λ/µ. The π-rotation of a skew diagram λ/µ, written (λ/µ)pi, is obtained by rotating
λ/µ through π radians. For example the π-rotation of (4, 2, 2, 1)/(2, 1) is (4, 4, 3, 2)/(3, 2, 2).
Remark 2.4.3. If λ ⊆ (mn) for m,n positive integers, then (mn)/λ is a skew diagram and
((mn)/λ)pi is always a partition.
A tableaux on λ/µ is an assignment of a positive integer to each box of λ/µ. A semistandard
(Young) tableaux, often abbreviated SSYT, is a tableaux where the values in each box increase
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weakly along each row, and increase strictly down each column. A standard (Young) tableaux is a
semistandard tableaux where the values are distinct integers from 1 to the number of boxes.
Example 2.4.4. A tableaux, semistandard tableaux, and standard tableaux on (4, 2, 2, 1)/(2, 1).
3 1
3
6 2
1
1 1
2
1 4
2
1 6
4
2 5
3
If we fix a partition λ and a bound N on the maximum value that can be assigned to a box in
a tableaux T we may define the Schur function sλ by
sλ =
∑
T a SSYT on λ
x# of 1’s in T1 · · · x
# of N’s in T
N .
In the same way for a skew diagram λ/µ we may define the skew Schur function sλ/µ. Both the
Schur functions and the skew Schur functions are symmetric functions, and the Schur functions
form a vector space basis of the ring of symmetric functions in the variables x1, . . . , xN . Thus the
product of two Schur functions, which is itself a symmetric function, can be written as a sum of
Schur functions
sλsµ =
∑
ν
cνλ,µsν
and this is one of many equivalent ways of defining the Littlewood-Richardson coefficients cνλ,µ.
Note that the above sum is over all partitions ν such that |ν| = |λ|+ |µ|.
The Littlewood-Richardson coefficients are also critical in describing the expansion of the skew
Schur functions sλ/µ in terms of the Schur functions, namely
sλ/µ =
∑
ν
cλµ,νsν
and the above sum is over all partitions ν such that |ν| = |λ| − |µ|. In the special case where for
a fixed skew Schur function sλ/µ all the c
λ
µ,ν are either 0 or 1 we say that sλ/µ is multiplicity-free.
The reason for this designation will become clear in Section 2.5.
We will need the following identity whose derivation can be found in [Sta99].
(2.4.5) sλ/µ = s(λ/µ)pi
2.5. Schur and Weyl modules. The skew Schur functions sλ/µ are the characters of certain
representations of GLN for some N ≥ 1, where the length of the first column of λ does not exceed
N (cf. [FH91]). Given a standard tableaux on the skew diagram λ/µ with the bound on the entries
in the boxes equal to d, we may define two subgroups of the symmetric group Sd
Rowλ/µ := {σ ∈ Sd | σ permutes the enties in each row among themselves}
and
Colλ/µ := {σ ∈ Sd | σ permutes the entries in each column among themselves}.
In the group algebra C[Sd] we introduce two elements, called the Young symmetrizers
Υ
λ/µ
W :=
∑
σ∈Rowλ/µ
ρ∈Colλ/µ
sign(ρ)σρ
and
Υ
λ/µ
S :=
∑
σ∈Rowλ/µ
ρ∈Colλ/µ
sign(ρ)ρσ.
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Let V = CN with standard basis {e1, . . . , eN}. The symmetric group Sd acts on the dth tensor
product V ⊗d on the right by permuting the factors, while GLN acts on V on the left and thus
diagonally on V ⊗d on the left. The fact that this left action of GLN commutes with the right
action of Sd is the source of Schur-Weyl duality and gives the relationship between the irreducible
finite-dimensional representations of the general linear and symmetric groups.
The Schur Module Sλ/µ(V ) and Weyl Module Wλ/µ(V ) are defined to be
Sλ/µ(V ) := (V ⊗d)Υλ/µS
and
Wλ/µ(V ) := (V ⊗d)Υλ/µW .
These are GLN representations spanned by all the young symmetrized tensors in V
⊗d. In char-
acteristic zero these representations are related by the identity Sλ/µ(V ) ∼=Wλ
′/µ′(V )[Wey03, Prop.
2.1.18(c)] and for our purposes it will prove to be convenient to focus on the Weyl ModulesWλ/µ(V ).
Given a tableaux T of λ/µ numbered with {1, . . . , N} we can associate to T a decomposable
tensor
eT =
λ1⊗
i=1
eT(−,i)
where eT(−,i) is the tensor product, in order, of those basis vectors whose indices appear in column
i. We will write v
λ/µ
T
for the element eTΥ
λ/µ
W of W
λ/µ(V ) and will omit the superscript and simply
write v
T
so long as no confusion will arise. Multilinearity implies that Wλ/µ(V ) is spanned by v
T
as T ranges over all tableau on λ/µ. In fact we may do better, as the following theorem illustrates.
Theorem 2.5.1. The set {v
T
| T is a semistandard tableaux on λ/µ} is a C-basis for Wλ/µ(V ).
Proof. This is a well known result, and a sketch of the details may be found in [FH91, Exer-
cise 6.15 and 6.19] 
Note that the above construction works for any Young diagram λ merely by noting that λ has
the same diagram as the skew diagram λ/∅. In fact the Weyl Module Wλ(V ) := Wλ/∅(V ) is an
irreducible polynomial GLN representation and any Weyl Module Wλ/µ(V ) can be written as a
direct sum of these irreducible modules by
(2.5.2) Wλ/µ(V ) ∼=
⊕
ν
Wν(V )⊕c
λ
µ,ν
where the cνλµ are the Littlewood-Richardson coefficients defined in Section 2.4, and the direct sum
is over all partitions ν such that |ν| = |λ| − |µ|.
Definition 2.5.3. Let r be a positive integer. Define the GLN -representation det
r
N : GLN → C
∗,
detrN(g) = (det(g))
r , g ∈ GLN . Then det
−r
N is defined to be the dual of det
r
N .
Recall the following result due originally to Schur.
Theorem 2.5.4. Let V and W be two finite dimensional polynomial GLN -representations. Then
V and W are isomorphic if and only if char(V ) = char(W ).
Proof. For a proof of this refer to [Gre07, Theorem 3.5 and the second remark following the proof].

Corollary 2.5.5. Let V and W be two finite dimensional rational GLN -representations. Then V
and W are isomorphic if and only if char(V ) = char(W ).
10 REUVEN HODGES AND VENKATRAMANI LAKSHMIBAI
Proof. Tensoring V and W by a sufficient power of the GLN determinant representation reduces
this to the polynomial GLN -representation case. 
We have the following isomorphism of GLN -modules by (2.4.5) and Theorem 2.5.4
(2.5.6) W(m
n)/λ(CN) ∼=W((m
n)/λ)pi(CN)
for m, n two positive integers with m < N . By Remark 2.4.3 these are irreducible GLN -modules.
3. Decomposition results
The ultimate goal of this section is a combinatorial description of the decomposition of the
homogeneous coordinate ring of a Schubert variety into irreducible modules for the action of the
Levi subgroups of certain parabolic subgroups of GLN .
3.1. Blocks, heads, and partitions in degree 1. Let P = Pd and w := (ℓ1, . . . , ℓd) ∈W
P . Then
X(w) is a Schubert variety in Gd,N . Let Qw be the stabilizer of X(w) in GLN for the action of
left multiplication. Throughout this paper when we discuss the stabilizers of Schubert varieties in
GLN it will always be for the action of left multiplication.
Proposition 3.1.1. Define
R̂Qw := { n ∈ {1, . . . , N − 1} | ∃m with n = ℓm and ℓm + 1 6= ℓm+1 }.
Then Qw = PRQw where RQw = {1, . . . , N − 1} \ R̂Qw .
Proof. This is immediate from the fact that RQw = {m ∈ {1, . . . , N − 1} | sαmw ≤ w}[LMS74]. 
Let Q be a parabolic subgroup of GLN that is a subgroup of Qw, then we have Q = PRQ for
some RQ ⊆ RQw(cf. Remark 2.1.2). Our main group of interest will be the reductive group L,
defined as the Levi part of Q, and its Lie algebra l = Lie(L). The group L acts on X(w) by left
multiplication and this induces an action on the coordinate ring C[X(w)]. This in turn induces an
action of l := Lie(L) on C[X(w)]. We explore this induced action in greater depth in Section 3.3.
Notation 3.1.2. We establish some notation that will be used for the rest of the paper. Define
Hw := {τ ∈W
P | τ ≤ w}. Let R̂Q := {1, . . . , N − 1} \RQ, and then let bL := |R̂Q|+ 1. The set R̂Q
can be written uniquely as the ascending sequence (a1, . . . , abL−1). Set a0 = 0 and abL = N .
Definition 3.1.3. We may partition {1, . . . , N} into subsets BlockL,k := {ak−1 + 1, . . . , ak} for
1 ≤ k ≤ bL. We will refer to these as the blocks of L. Let Nk := |BlockL,k| = ak − ak−1. Thus bL is
the number of blocks of L.
Remark 3.1.4. These blocks are closely related to the form of L and l. In particular, L =
GLN1 × · · · ×GLNbL and l = glN1 × · · · × glNbL
. Thus our decomposition of the L-module C[X(w)]
into irreducible L-modules will be in terms of tensor products of Weyl modules associated to the
GLNi .
Definition 3.1.5. Given an element τ = (i1, . . . , id) ∈W
P , we define the class of τ as the sequence
Classτ := (u1, . . . , ud) where each un is equal to the unique k such that in ∈ BlockL,k.
Proposition 3.1.6. Let τ ∈ Hw. The following properties of τ are equivalent.
(i) The subvariety X(τ) is L-stable.
(ii) The wt(pτ ) is weakly L-dominant.
(iii) For all 1 ≤ k ≤ bL we have τ
⋂
BlockL,k is either empty or is a maximal collection of ele-
ments from BlockL,k; explicitly for all m ∈ τ
⋂
BlockL,k and all n ∈ BlockL,k\{τ
⋂
BlockL,k}
we have m > n.
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Proof. Let Qτ be the stabilizer of X(τ). The L-stability of X(τ) is equivalent to Q ⊆ Qτ , or that
RQ ⊆ RQτ .
(iii)⇒ (i) : Suppose (iii) holds for τ . We have Qτ = PRQτ where
RQτ = {m ∈ {1, . . . , N − 1} | sαmτ ≤ τ}.
Suppose m ∈ R̂Qτ , then sαmτ > τ . The description of τ given in (iii) implies that m = ak for some
1 ≤ k < bL. Thus m ∈ R̂Q, which implies R̂Qτ ⊆ R̂Q. It follows that RQ ⊆ RQτ .
(i)⇒ (iii) : Suppose (iii) does not hold for τ . This implies there is a block, say BlockL,k, such that
there is a m ∈ τ
⋂
BlockL,k with m + 1 ∈ BlockL,k \ {τ
⋂
BlockL,k}. Then m ∈ τ and m + 1 /∈ τ .
This implies that sαmτ > τ and thus m /∈ RQτ . Since m and m + 1 are both in BlockL,k we have
that m is not the maximal element in the block and thus m ∈ RQ. Thus RQ 6⊆ RQτ and hence
Q 6⊆ Qτ .
(iii)⇒ (ii) : As discussed in Remark 2.2.1 we have that the weight of pτ is given in the ǫ-basis by
the sequence χτ := (χ1, . . . , χN) where
χi :=
{
−1 i ∈ τ
0 i /∈ τ
for all 1 ≤ i ≤ N .
Then by Remark 3.1.4 and Remark 2.1.1 we have that χτ is weakly L-dominant if and only if when
we partition the sequence (χ1, . . . , χN) into subsequences χ
(k)
τ := (χak−1+1, . . . , χak) for 1 ≤ k ≤ bL,
each sequence χ(k)τ is non-increasing. Since (iii) holds for τ we have that each χ
(k)
τ is of the form
(0, . . . , 0,−1, . . . ,−1) which is non-increasing. Thus χτ is weakly L-dominant.
(ii)⇒ (iii) : Suppose (iii) does not hold for τ . Then there is a block, say BlockL,k, such that there is
a m ∈ τ
⋂
BlockL,k with m+1 ∈ BlockL,k \{τ
⋂
BlockL,k}. But then χ
(k)
τ is not non-increasing since
m,m+1 ∈ {ak−1 + 1, . . . , ak} and χm = −1 and χm+1 = 0. Hence χτ is not weakly L-dominant. 
Definition 3.1.7. Let τ ∈ Hw. If any of the three equivalent properties from Proposition 3.1.6
hold for τ we call τ a head of type L. And we define
HeadL := {τ ∈ Hw | τ is a head of type L}.
Example 3.1.8. Let d = 3 and N = 9. Consider w = (3, 6, 9) ∈ W P3. Then X(w) is a Schubert
variety in G3,9. In this case R̂Qw = {3, 6} and RQw = {1, 2, 4, 5, 7, 8}. Choose RQ = RQw for
the parabolic subgroup Q = PRQ . Then (a0, a1, a2, a3) = {0, 3, 6, 9}. So BlockL,1 = (1, 2, 3),
BlockL,2 = (4, 5, 6), and BlockL,3 = (7, 8, 9). Then
HeadL = {(1, 2, 3), (2, 3, 6), (2, 3, 9), (3, 5, 6), (3, 6, 9)}.
The head (2, 3, 6) has Class(2,3,6) = (1, 1, 2).
We now prove a handful of technical lemmas relating to heads of type L, blocks of L, and
classes that will prove useful throughout this section. Our first goal will be to describe a particular
partition, that depends on L, of the Hasse diagram for Hw into disjoint subdiagrams. This partition
will turn out to influence the decomposition of C[X(w)] into irreducible L-modules.
Lemma 3.1.9. Let θ1 := (x1, . . . , xd), θ2 := (y1, . . . , yd) ∈ HeadL. Let Classθ1 := (t1, . . . , td) and
Classθ2 := (u1, . . . , ud). If tj ≥ uj for all 1 ≤ j ≤ d, then θ1 ≥ θ2.
Proof. Suppose that θ1 6≥ θ2. This implies there must be an index n such that yn > xn. Our
hypothesis implies tn ≥ un, however, if tn > un then xn > yn, hence tn = un.
Let p be the maximum integer such that tp = tn, and q the maximum integer such that uq = un.
We know q ≥ p, otherwise p > q would imply up > tp, which is a contradiction of our hypothesis.
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But then xn, . . . , xp and yn, . . . , yq are both maximal sequences in BlockL,tn by Proposition
3.1.6(iii). However, the length of the sequence yn, . . . , yq is longer or equal to xn, . . . , xp, so xn ≥ yn.
This is a contradiction as n was chosen to be the index where yn > xn. Thus it must be the case
that θ1 ≥ θ2. 
Lemma 3.1.10. Let θ1, θ2 ∈ HeadL. Then θ1 = θ2 if and only if Classθ1 = Classθ2 .
Proof. (⇐) Suppose Classθ1 = Classθ2. This would imply that |θ1
⋂
BlockL,k| = |θ2
⋂
BlockL,k|
for all 1 ≤ k ≤ bL. Since each of these is a head, θi
⋂
BlockL,k for i = 1, 2 must be a maximal
collection of elements from BlockL,k. These two results imply that θ1
⋂
BlockL,k = θ2
⋂
BlockL,k
for all 1 ≤ k ≤ bL. But this, combined with the fact that the blocks of type L partition {1, . . . , N},
implies that θ1 = θ2.
(⇒) Suppose Classθ1 6= Classθ2 . Then for some block, say BlockL,k, we have |θ1
⋂
BlockL,k| 6=
|θ2
⋂
BlockL,k|. But this implies θ1 6= θ2. 
Lemma 3.1.11. Let m ∈ RQ and τ = (i1, . . . , id) ∈ Hw. Then Classτ = Classsαmτ .
Proof. We have m ∈ BlockL,k for some 1 ≤ k ≤ bL. Suppose m + 1 /∈ BlockL,k. This would mean
that m is the maximal element in BlockL,k, so m = ak. Thus m ∈ R̂Q or m = N . In either case
this means m /∈ RQ. This is a contradiction and thus m+ 1 ∈ BlockL,k. Now sαm acts on τ in one
of the following ways.
Case 1: ∃n such that in = m, with in+1 6= m+1. Then sαmτ = (i1, . . . , in−1,m+1, in+1, . . . , id).
Case 2: ∃n such that in = m+ 1, with in−1 6= m. Then sαmτ = (i1, . . . , in−1,m, in+1, . . . , id).
Case 3: ∃n such that in = m, with in+1 = m+ 1. Then sαmτ = τ .
Case 4: ∄n such that in = m or in = m+ 1. Then sαmτ = τ .
Thus in all four possible cases it can be seen that Classτ = Classsαmτ . 
Lemma 3.1.12. Let τ := (i1, . . . , id) ∈ Hw. Then τ = sαm1 · · · sαmt θ for some m1, . . . ,mt ∈ RQ
and θ ∈ HeadL.
Proof. To see this fix a k with 1 ≤ k ≤ bL and consider BlockL,k. If τ
⋂
BlockL,k is empty we
are done with this block. Otherwise τ
⋂
BlockL,k = (in, in+1, . . . , in+z) for some 1 ≤ n, z ≤ d with
n + z ≤ d. If this is a maximal collection of elements in BlockL,k we are done with this block,
otherwise we may make it maximal.
As we saw in Lemma 3.1.11, case 1, we may act on τ by certain sαm to increment (in, . . . , in+z)
to (ak−z, . . . , ak) (cf. Notation 3.1.2). These sαm will all have m ∈ RQ, since otherwise, if m ∈ R̂Q,
then acting by sαm would increment an entry to a value in BlockL,k+1. Further, all these sαm will
have m ∈ BlockL,k. Thus these actions only affect the entries of τ that intersect with BlockL,k and
so can be performed independently for each block.
After performing the incrementing process for each block we have sαmt · · · sαm1 τ is a head of type
L for some m1, . . . ,mt ∈ RQ. That is sαmt · · · sαm1 τ = θ for some θ ∈ HeadL. Rewriting we get our
desired result τ = sαm1 · · · sαmtθ. 
Let Hw be the Hasse diagram for the Bruhat order on Hw. We may label the edges of Hw in
the following way. Given an edge connecting τ1 to τ2 with τ1 ≤ τ2 we know that τ1 = sβτ2 for a
unique β ∈ Φ+. However, in the case of the Grassmannian, we know that β is a simple root. This
is because a divisor of X(τ), for τ = (i1, . . . , id), is obtained by reducing a single entry, say in, to
in − 1, in which case β is simply αin−1. Thus we may label the edge connecting τ1 to τ2 by the
unique sαm such that τ1 = sαmτ2, αm ∈ S.
Proposition 3.1.13. (Partition in Degree 1) Let Ĥw be the diagram formed by removing all edges
of Hw labeled by sαm with m ∈ R̂Q. Then Ĥw is a disconnected diagram with |HeadL| disjoint
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subdiagrams and each subdiagram has a unique maximal element under the Bruhat order given by
a θ ∈ HeadL. Further the class of each element in a fixed subdiagram is equal to the class of the
head in that subdiagram.
Proof. By Lemma 3.1.12 we have that for any τ ∈ Hw, τ = sαm1 · · · sαmt θ for some m1, . . . ,mt ∈ RQ
and θ ∈ HeadL. Thus there is a path of edges in Ĥw connecting τ and θ. By Lemma 3.1.11 this
also means Classτ = Classθ. Combining this with Lemma 3.1.10 we get that θ is in fact the unique
head connected to τ in Ĥw. And thus removing all edges of Hw labeled by sαm with m ∈ R̂Q to
form Ĥw we get a disconnected diagram with |HeadL| disjoint subdiagrams.
It remains to show that the unique maximal element in each subdiagram is in fact the head. But
this is clear by the proof of Lemma 3.1.12. For every τ ∈ Hw we found sαmt · · · sαm1 τ = θ for some
m1, . . . ,mt ∈ RQ and θ ∈ HeadL. Each subsequent action by the sαmn resulted in an element that
was greater in the Bruhat order, and thus for all τ connected to θ in Ĥw we have θ ≥ τ . 
Definition 3.1.14. Let τ ∈ Hw. Then define the head of τ , which we will denote θτ , to be the
unique head in HeadL connected to τ in Ĥw. This is well defined and unique by Proposition 3.1.13.
Example 3.1.15. In Example 3.1.8 we saw that for w = (3, 6, 9) and Q = PRQ with RQ = RQw =
{1, 2, 4, 5, 7, 8} we had HeadL = {(1, 2, 3), (2, 3, 6), (2, 3, 9), (3, 5, 6), (3, 6, 9)}. If we draw the Hasse
diagram for w and remove the edges labeled by sαm for m ∈ R̂Q = {3, 6} we have the following
disjoint diagram. The diagram has | HeadL |= 5 disjoint subdiagrams, with the unique maximal
element in each subdiagram a head of type L.
(3,6,9)
(2, 6, 9) (3, 5, 9) (3, 6, 8)
(1, 6, 9) (2, 5, 9) (2, 6, 8) (3, 4, 9) (3, 5, 8) (3, 6, 7)
(1, 5, 9) (1, 6, 8) (2, 4, 9) (2, 5, 8) (2, 6, 7) (3, 4, 8) (3, 5, 7)
(2,3,9) (1, 4, 9) (1, 5, 8) (1, 6, 7) (2, 4, 8) (2, 5, 7) (3, 4, 7) (3,5,6)
(1, 3, 9) (2, 3, 8) (1, 4, 8) (1, 5, 7) (2, 4, 7) (2, 5, 6) (3, 4, 6)
(1, 2, 9) (1, 3, 8) (2, 3, 7) (1, 4, 7) (1, 5, 6) (2, 4, 6) (3, 4, 5)
(1, 2, 8) (1, 3, 7) (2,3,6) (1, 4, 6) (2, 4, 5)
(1, 2, 7) (1, 3, 6) (2, 3, 5) (1, 4, 5)
(1, 2, 6) (1, 3, 5) (2, 3, 4)
(1, 2, 5) (1, 3, 4)
(1, 2, 4)
(1,2,3)
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Remark 3.1.16. It is not difficult to check that each of the subdiagrams in Ĥw will always be an
interval in Hw.
Corollary 3.1.17. Let τ1, τ2 ∈ Hw. Then θτ1 = θτ2 if and only if Classτ1 = Classτ2 .
Proof. By Lemma 3.1.10 we have θτ1 = θτ2 if and only if Classθτ1 = Classθτ2 . But then as seen in
the proof of Proposition 3.1.13 we have Classτ1 = Classθτ1 and Classτ2 = Classθτ2 . Thus Classθτ1 =
Classθτ2 if and only if Classτ1 = Classτ2. 
3.2. A partial order on the set of degree r heads. We may extend the definition of a head in
the following way. Let θ1, . . . , θr ∈ HeadL. Then we define the sequence (θ1, . . . , θr) to be a degree r
head. If, in addition, θ1 ≥ · · · ≥ θr, then (θ1, . . . , θr) is a standard degree r head.
Definition 3.2.1. Define
HeadL,r := {(θ1, . . . , θr) | θi ∈ HeadL},
and
HeadstdL,r := {(θ1, . . . , θr) ∈ HeadL,r | θ1 ≥ · · · ≥ θr},
the set of all degree r heads and all standard degree r heads, respectively.
Finally, for τ1, . . . , τr ∈ Hw, define the degree r head of (τ1, . . . , τr) to be (θτ1, . . . , θτr). This degree
r head is clearly unique since each individual head is unique.
To each θ ∈ HeadL,1 (= HeadL) we may associate a collection of Plücker coordinates pτ such
that τ has head θ. This gives us a partition of the degree 1 standard monomials by Proposition
3.1.13. The next step is to describe a partition of the degree r standard monomials in terms of
degree r heads(cf. Corollary 3.2.6). The fact that this is possible is due to a remarkable property
of the degree 1 heads: given two elements τ1, τ2 ∈ Hw which satisfy τ1 ≥ τ2, their respective degree
1 heads θτ1 , θτ2 satisfy θτ1 ≥ θτ2 (as we shall see in Proposition 3.2.2 for the case r = 1). Note that
this property does not hold for any partition of the Hasse diagram, or even any partition with each
subdiagram containing a unique maximal element.
Proposition 3.2.2. Let τ1, . . . , τr ∈ Hw, τ1 ≥ · · · ≥ τr, with degree r head (θτ1, . . . , θτr). Then
θτ1 ≥ · · · ≥ θτr .
Proof. Let i be an integer with 1 ≤ i < r. We have that τi := (x1, . . . , xd) ≥ τi+1 := (y1, . . . , yd).
Let Classτi := (t1, . . . , td) and Classτi+1 := (u1, . . . , ud). Suppose that uj > tj for some 1 ≤ j ≤ d,
then this would imply that yj > xj which is a contradiction of τi ≥ τi+1. Thus
(3.2.3) tj ≥ uj for all 1 ≤ j ≤ d.
By Proposition 3.1.13 Classθτi = Classτi = (t1, . . . , td) and Classθτi+1 = Classτi+1 = (u1, . . . , ud).
This together with (3.2.3) implies, by Lemma 3.1.9, that θτi ≥ θτi+1. As our choice of i was
arbitrary we are done. 
Definition 3.2.4. Let
Stdr := {pτ1 · · · pτr | τi ∈ Hw for 1 ≤ i ≤ r and τ1 ≥ · · · ≥ τr}.
This is the set of degree r standard monomials. For θ := (θ1, . . . , θr) ∈ Head
std
L,r define
Stdθ := {pτ1 · · · pτr ∈ Stdr | τi has head θi for 1 ≤ i ≤ r}
We will often want to refer to the subspace of C[X(w)]r generated by these subsets; for X ⊆ Stdr
let 〈X〉 denote the span of the elements in X.
With these definitions in hand we may now state two important corollaries of Proposition 3.2.2.
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Corollary 3.2.5. Let pτ1 · · · pτr ∈ Stdr. Then pθτ1 · · · pθτr is standard.
Corollary 3.2.6. (Partition in Degree r) The set Stdr is partitioned into disjoint subsets labeled
by θ ∈ HeadstdL,r. Explicitly
Stdr =
⊔
θ∈Headstd
L,r
Stdθ.
And this implies
〈Stdr〉 =
⊕
θ∈Headstd
L,r
〈
Stdθ
〉
.
Proof. This is immediate by Proposition 3.2.2 since each degree r standard monomial pτ1 · · · pτr ∈
Stdr has a unique standard monomial pθτ1 · · · pθτr such that (θτ1, . . . , θτr) ∈ Head
std
L,r is the degree r
head of (τ1, . . . , τr). 
When the degree is equal to 1 the
〈
Stdθ
〉
with θ ∈ HeadL,1(= HeadL) are L-stable, and in fact
are irreducible L-modules(cf. Remark 3.5.9). Our initial hope was that this might extend to higher
degrees. Unfortunately, when r > 1, it is no longer the case that the
〈
Stdθ
〉
are L-stable for all
θ ∈ HeadstdL,r. This is due to the interaction between the L-action and the standard monomial
straightening process. To correct for this lack of L-stability we introduce a partial order on the
set of degree r heads, inspired by the straightening process, which will allow us to introduce new
subspaces of 〈Stdr〉 that are L-stable.
Definition 3.2.7. We now define a partial order on the set of degree r heads HeadL,r that, as
we will see in Theorem 3.3.4, is closely related to the straightening rule and hence shall denote it
≥str. Define (θ1, . . . , θr) >str (θ
′
1, . . . , θ
′
r) if there exists a q ≤ r such that θn = θ
′
n for all n < q and
θq > θ
′
q . Equality occurs if θn = θ
′
n for all 1 ≤ n ≤ r. This is just the lexicographic order on these
sequences, with the order on each individual entry being the Bruhat order.
Definition 3.2.8. Let θ ∈ HeadstdL,r. Define
Std≥strθ = {pτ1 · · · pτr ∈ Stdr | (θτ1, . . . , θτr) ≥str θ}
and
Std>strθ = {pτ1 · · · pτr ∈ Stdr | (θτ1, . . . , θτr) >str θ}.
Remark 3.2.9. Note that
Stdθ = Std
≥str
θ \ Std
>str
θ
which implies that we have the following isomorphism of vector spaces〈
Stdθ
〉 ∼= 〈Std≥strθ 〉 /〈Std>strθ 〉.
The goal of the next section is to show that
〈
Std≥strθ
〉
and
〈
Std>strθ
〉
are both L-stable.
3.3. The relation between ≥str and the l-action. Let Eij be the N × N matrix with a 1 in
the (i, j)th entry, and zero in all other entries. The action of l ⊂ glN on C[X(w)] is induced by the
action of glN on C[X(w)]. The generators of l as a Lie algebra are
Xi = Eii+1, X−i = Ei+1i, Hi = Eii for i ∈ RQ
satisfying the relations
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[Hi,Hj] = 0
[Hi,X±j] = ±(δij − δij+1)X±j
[Xi,X−j] = δij(Hi −Hi+1)
(adX±j)
1−aijX±i = 0
where δij is the Kronecker delta and aij = 2δij − δi−1j − δi+1j . Let τ = (i1, . . . , id) ∈ Hw and denote
the integers {1, . . . , N}\{i1, . . . , id} by j1, . . . , jN−d(arranged in ascending order). As in Remark 2.2.1
we identify the Plücker coordinate pτ ∈ C[X(w)] with the element ej1∧· · ·∧ejN−d⊗(e1∧· · ·∧eN)
∗ ∈∧N−dCN ⊗ (det1N )∗. Using this identification and the fact that
Eijek = δjkei
we may calculate the action of the algebra generators of l on a Plücker coordinate.
Let pτ1 · · · pτr ∈ Stdr. Then for i ∈ RQ the action on a degree r standard monomial is given by
X±i(pτ1 · · · pτr) =
r∑
j=1
pτ1 · · ·X±i(pτj) · · · pτr .
Hi(pτ1 · · · pτr) =
r∑
j=1
pτ1 · · ·Hi(pτj) · · · pτr .
Then
Xi(pτj) =
{
psαiτj if τj has an entry equal to i and no entry equal to i+ 1
0 otherwise
where in the single nonzero case sαiτj is obtained from τj by replacing i with i+ 1. And
X−i(pτj) =
{
psαiτj if τj has an entry equal to i+ 1 and no entry equal to i
0 otherwise
where in the single nonzero case sαiτj is obtained from τj by replacing i+ 1 with i.
Finally
Hi(pτj ) =
{
Ai,jpτj if τj has no entry equal to i
0 otherwise
where Ai,j is some constant in C whose value depends on i and τj.
Remark 3.3.1. We are primarily interested in these results for checking the L-stability of subspaces
of C[X(w)], and since such a subspace is L-stable if and only if it is l-stable for the induced action,
we may reduce to checking stability under the Lie algebra action. The benefit of this is that the Lie
algebra action is easier to calculate. Note also that the action of the Hi on a Plücker coordinate
always results in either zero or a constant times the Plücker coordinate itself, and thus a subspace
that has a basis of Plücker coordinates will always be stable under the action of the Hi.
We would now like to investigate the interplay between the above action, the straightening
algorithm, and the partial order described in Section 3.2.
Remark 3.3.2. Let i ∈ RQ, τ ∈ Hw. Suppose X±i(pτ ) is nonzero. Then psαiτ = X±i(pτ). In the
case of Xi we saw that sαiτ is obtained from τ by replacing i with i+1, and in the case of X−i we
saw that sαiτ is obtained from τ by replacing i+1 with i. In both cases i and i+1 are in the same
block since i ∈ RQ which implies that Classτ = Classsαiτ . Thus τ and sαiτ have the same head.
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Lemma 3.3.3. Let τ = (i1, . . . , id), φ = (j1, . . . , jd) ∈ Hw with τ  φ in the Bruhat order. If
pτpφ =
∑
σ∈[τ,φ]
±pασpβσ
is the expression for pτpφ after a single shuffle, then for every σ ∈ [τ, φ] such that pασ 6= 0 and
pβσ 6= 0 we have:
(a) ασ > τ and βσ < φ.
(b) The heads θβσ = θφ if and only if θασ = θτ . Otherwise θασ > θτ and θβσ < θφ.
Proof. (a) The fact that ασ > τ and βσ < φ is implied by the details of the straightening process
discussed in Section 2.3.
(b) Fix a σ ∈ [τ, φ]. Then we have that
ασ = (σ(i1), . . . , σ(it), it+1, . . . , id) ↑
βσ = (j1, . . . , jt−1, σ(jt), . . . , σ(jd)) ↑
Suppose that θβσ = θφ. By Corollary 3.1.17 this implies that Classβσ = Classφ, that is the class
of (j1, . . . , jd) equals the class of (j1, . . . , jt−1, σ(jt), . . . , σ(jd)) ↑. But this implies that the class of
(jt, . . . , jd) equals the class of (σ(jt), . . . , σ1(jd)). Thus these two sequences have the same number
of entries in BlockL,k for 1 ≤ k ≤ bL.
Suppose now that the class of (σ(i1), . . . , σ(it)) ↑ does not equal the class of (i1, . . . , it). This
implies that these two sequences have a different number of entries in BlockL,j for some 1 ≤
j ≤ bL. But this, combined with the fact that (jt, . . . , jd) and (σ(jt), . . . , σ(jd)) have the same
number of entries in BlockL,j, means that {σ(i1), . . . , σ(it), σ(jt), . . . , σ(jd)} and {i1, . . . , it, jt, . . . , jd}
have a different number of entries in BlockL,j. This is a contradiction of the fact that the set
{σ(i1), . . . , σ(it), σ(jt), . . . , σ(jd)} is a permutation of the set {i1, . . . , it, jt, . . . , jd}.
Thus the class of (σ(i1), . . . , σ(it)) ↑ equals the class of (i1, . . . , it). This implies the class of
ασ = (i1, . . . , it−1, σ(it), . . . , σ(id)) ↑ equals the class of τ = (i1, . . . , id). But by Corollary 3.1.17 this
implies θασ = θτ .
The converse follows by an analogous argument.
To finish the proof of this lemma we note that by Proposition 3.2.2, βσ < φ implies that θβσ ≤ θφ
and ασ > τ implies that θασ ≥ θτ . So if θβσ 6= θφ and θασ 6= θτ we must have θβσ < θφ and
θασ > θτ . 
Theorem 3.3.4. Let τ1, . . . , τr ∈ Hw and suppose
pτ1 · · · pτr =
∑
pγ1 ···pγr∈Stdr
Aγ1,...,γrpγ1 · · · pγr with Aγ1,...,γr ∈ C
is the expression for pτ1 · · · pτr as a sum of standard monomials, then (θγ1, . . . , θγr) ≥str (θτ1 , . . . , θτr)
for all pγ1 · · · pγr ∈ Stdr such that Aγ1,...,γr 6= 0.
Proof. The straightening of a degree r nonstandard monomial is the result of inductively applying
shuffles. Thus we need only show that after applying a single shuffle to an arbitrary nonstandard
monomial the inequality holds for all the heads of the monomials resulting from the shuffle.
Let pφ1 · · · pφr be a degree r nonstandard monomial. Since pφ1 · · · pφr is not standard there is a
k, such that φk  φk+1. After a single shuffle we have
pφ1 · · · pφr =
∑
σ∈[φk ,φk+1]
±pφ1 · · · pφk−1pασpβσpφk+2 · · · pφr .
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By Lemma 3.3.3 we know for all σ ∈ [φk, φk+1] that either θβσ = θφk+1 and θασ = θφk or
θασ > θφk and θβσ < θφk+1. In either case, we have (θφ1, . . . , θφk−1 , θασ , θβσ , θφk+2, . . . , θφr) ≥str
(θφ1 , . . . , θφr). 
Corollary 3.3.5. Let θ ∈ HeadstdL,r. Then
〈
Std≥strθ
〉
and
〈
Std>strθ
〉
are L-stable.
Proof. Let pτ1 · · · pτr ∈ Std
≥str
θ . Let i ∈ RQ, then by definition
X±i(pτ1 · · · pτr) =
r∑
j=1
pτ1 · · ·X±i(pτj) · · · pτr .
By Remark 3.3.2, all the monomials on the right hand side that are not equal to zero have heads
equal to (θτ1, . . . , θτr) =str θ. By Theorem 3.3.4, after straightening the monomials on the right
hand side, all the resulting terms will be sums of standard monomials with heads that are greater
than or equal, in the partial order ≥str, to (θτ1, . . . , θτr), which equals θ. Thus they will be in〈
Std≥strθ
〉
. Thus
〈
Std≥strθ
〉
is l-stable, which implies it is L-stable. The same argument shows that〈
Std>strθ
〉
is L-stable.

3.4. The skew semistandard tableau associated to a degree r standard monomial. Given
a degree r standard monomial we would like to associate it to a collection of skew semistandard
Young tableau.
Let τ = (τ1, . . . , τr) such that pτ1 · · · pτr ∈ Stdr. Define the semistandard tableaux Tτ on the
diagram (rd) by letting the columns of Tτ correspond to the τi in τ , but with their order reversed.
Thus the standardness of τ implies that this tableaux is semistandard.
Example 3.4.1. Let d = 3 and N = 9. Consider w = (3, 6, 9) ∈ W P3. Suppose we have
τ = ((3, 5, 9), (2, 3, 8), (1, 2, 4)). Then
Tτ =
1 2 3
2 3 5
4 8 9
Definition 3.4.2. We would now like to associate a skew semistandard tableaux T(k)τ to τ for
each BlockL,k. To do this we start by fixing a k, 1 ≤ k ≤ bL. Then, define T(k)τ to be the skew
semistandard tableaux created by deleting all boxes with values not in BlockL,k, subtracting ak−1
from every remaining box, and then deleting all empty rows and columns from the tableaux. Then
T(k)τ will have boxes with values ranging from 1 to ak − ak−1 = Nk.
It is not immediately apparent that such an operation will result in T(k)τ having a shape that is
a skew diagram. However the only way that the shape could fail to be a skew diagram is if one of
two possibilities occur:
(i) For some i < j, the maximum column index containing a value in BlockL,k in row i is less
than the maximum column index containing a value in BlockL,k in row j.
(ii) For some i < j, the minimum column index containing a value in BlockL,k in row i is less
than the minimum column index containing a value in BlockL,k in row j.
Verifying that neither of these can occur is a simple exercise.
Definition 3.4.3. Thus the shape of T(k)τ is of the form λ
(k)
τ /µ(k)τ for some partitions µ
(k)
τ , λ
(k)
τ with
µ(k)τ ⊆ λ
(k)
τ . We will always require that µ
(k)
τ , λ
(k)
τ are the unique choice of partitions so that the
skew diagram λ
(k)
τ /µ(k)τ has no empty rows or columns.
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The total number of boxes in the skew partitions λ
(k)
τ /µ(k)τ for 1 ≤ k ≤ bL is equal to the number
of boxes in the tableaux Tτ . Thus we have
(3.4.4) (|λ(1)τ | − |µ
(1)
τ |) + · · ·+ (|λ
(bL)
τ | − |µ
(bL)
τ |) = rd
Example 3.4.5. Let us construct the partitions and tableaux associated to the standard monomial
pτ1pτ2pτ3 with τ := (τ1, τ2, τ3) = ((3, 5, 9), (2, 3, 8), (1, 2, 4)) as in Example 3.4.1. In Example 3.1.8,
we saw that choosing Q = Qw gave us BlockL,1 = (1, 2, 3), BlockL,2 = (4, 5, 6), and BlockL,3 =
(7, 8, 9). Then
Tτ =
1 2 3
2 3 5
4 8 9
and deleting boxes from different blocks gives the three tableau
1 2 3
2 3
5
4 8 9
subtracting ak−1 from each, respectively, gives
1 2 3
2 3
2
1 2 3
and finally deleting empty rows and columns gives
T(1)τ =
1 2 3
2 3 T
(2)
τ =
2
1 T
(3)
τ = 2 3
with λ
(1)
τ /µ(1)τ = (3, 2)/∅, λ
(2)
τ /µ(2)τ = (2, 1)/(1), and λ
(3)
τ /µ(3)τ = (2)/∅.
Lemma 3.4.6. Let θ := (θ1, . . . , θr) ∈ Head
std
L,r be a standard degree r head. If τ := (τ1, . . . , τr), γ :=
(γ1, . . . , γr) are two sequence such that (θτ1 , . . . , θτr) = (θγ1 , . . . , θγr) = θ, then λ
(k)
τ = λ
(k)
γ = λ
(k)
θ and
µ(k)τ = µ
(k)
γ = µ
(k)
θ , for 1 ≤ k ≤ bL
Proof. By Proposition 3.1.13 we know that Classθi = Classτi = Classγi for all 1 ≤ i ≤ r. Thus for
all 1 ≤ i ≤ r, 1 ≤ j ≤ d, and 1 ≤ k ≤ bL we have the jth entry of θi is in BlockL,k ⇐⇒ the jth
entry of τi is in BlockL,k ⇐⇒ the jth entry of γi is in BlockL,k. As the shape of the associated
tableau depend only on the block membership of the entries we are done. 
Definition 3.4.7. Let θ ∈ HeadstdL,r be a degree r head. Set Vk := C
Nk , 1 ≤ k ≤ bL . Recall that
v
T
:= eTΥ
λ/µ
W ∈W
λ/µ(CN). Define a vector space map on the basis elements of
〈
Stdθ
〉
as follows:
Ψθ :
〈
Stdθ
〉
−→Wθ :=W
λ
(1)
θ
/µ(1)
θ (V1)⊗ · · · ⊗W
λ
(bL)
θ
/µ
(bL)
θ (VbL)
pτ1 · · · pτr 7−→ v
T
(1)
τ
⊗ · · · ⊗ v
T
(bL)
τ
where τ := (τ1, . . . , τr).
Lemma 3.4.6, the definition of the semistandard tableaux T(k)τ for 1 ≤ k ≤ bL, and Theorem
2.5.1 give that this map is well defined and takes basis vectors to basis vectors.
Subsequently when we refer to the skew Weyl modules in the above tensor product we will write
them as W
λ
(k)
θ
/µ(k)
θ , omitting the (Vk), so long as no confusion may arise from doing so.
Proposition 3.4.8. Let θ := (θ1, . . . , θr) ∈ Head
std
L,r be a degree r head. The map Ψθ is a vector
space isomorphism.
Proof. We describe a map Φθ going from Wθ to
〈
Stdθ
〉
. Let v
T(1)
⊗ · · · ⊗ v
T
(bL)
be a basis vector of
Wθ. Then each T(k) is a SSYT on the skew diagram λ
(k)
θ /µ(k)θ .
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We now perform the reverse of the process described in Definition 3.4.2. Firstly, if any empty
rows or columns were deleted to form T(k)θ we add those empty rows and columns back to T
(k).
We then add ak−1 to each box of T(k). Finally, we combine the boxes from T(1), . . . ,T(bL) into the
rectangular tableaux T of shape (rd).
When comparing two boxes of T that are in the same block, the requirements for semistan-
dardness are fulfilled since the individual tableaux associated with each block is a SSYT. When
comparing two boxes of T that are not in the same block, if these two entries violated semistan-
dardness then the same boxes in Tθ would violate semistandardness. Thus T is a SSYT.
Finally, we define τ = (τ1, . . . , τr) by letting the columns of Tτ correspond to the τi in τ , but
with their order reversed. The fact that T is semistandard implies that τ is standard. The fact
that T(i, j) ∈ BlockL,k ⇐⇒ Tθ(i, j) ∈ BlockL,k for all k implies that the jth entry in θi is in
BlockL,k ⇐⇒ the jth entry in τi is in BlockL,k, which implies that θi = θτi . That is pτ1 · · · pτr ∈〈
Stdθ
〉
.
But then it is clear that the map Φθ is well defined and in fact the inverse of Ψθ. This can be
trivially verified on the basis vectors. And thus Ψθ is a vector space isomorphism. 
For pτ1 · · · pτr ∈ Std
≥str
θ let pτ1 · · · pτr denote its class in
〈
Std≥strθ
〉
/
〈
Std>strθ
〉
under the canonical
quotient map 〈
Std≥strθ
〉
→
〈
Std≥strθ
〉
/
〈
Std>strθ
〉
.
Then {pτ1 · · · pτr | pτ1 · · · pτr ∈ Stdθ} is a basis for
〈
Std≥strθ
〉
/
〈
Std>strθ
〉
.
Let {(v
T
(1)
τ
⊗ · · · ⊗ v
T
(bL)
τ
)∗ | τ = (τ1, . . . , τr) such that pτ1 · · · pτr ∈ Stdθ} be the basis of W
∗
θ dual to
the basis of Wθ given by {v
T
(1)
τ
⊗ · · · ⊗ v
T
(bL)
τ
| τ = (τ1, . . . , τr) such that pτ1 · · · pτr ∈ Stdθ}.
Definition 3.4.9. The isomorphism Ψθ induces a vector space map
Ψθ :
〈
Std≥strθ
〉
/
〈
Std>strθ
〉
−→W∗θ
pτ1 · · · pτr 7−→
(
v
T
(1)
τ
⊗ · · · ⊗ v
T
(bL)
τ
)∗
for pτ1 · · · pτr ∈ Stdθ.
Proposition 3.4.10. The map Ψθ is an isomorphism of vector spaces.
Proof. That this map is an isomorphism follows from the fact that it is the composition of three
isomorphisms. The first is from
〈
Std≥strθ
〉
/
〈
Std>strθ
〉
to
〈
Stdθ
〉
(cf. Remark 3.2.9), the second is
from
〈
Stdθ
〉
to Wθ(cf. Proposition 3.4.8), and the third is the canonical isomorphism from Wθ to
W ∗θ . 
Our goal now is to show that W∗θ has a canonical L-module structure and then use the map Ψθ
to relate its L-module structure to the L-module structure of
〈
Std≥strθ
〉
/
〈
Std>strθ
〉
(cf. Corollary
3.3.5).
3.5. The l-module structure of Wθ and the implications for our main theorem. Recall
that L = GLN1 × · · · ×GLNbL and
W∗θ = (W
λ
(1)
θ
/µ(1)
θ ⊗ · · · ⊗W
λ
(bL)
θ
/µ
(bL)
θ )∗ ∼= (W
λ
(1)
θ
/µ(1)
θ )∗ ⊗ · · · ⊗ (W
λ
(bL)
θ
/µ
(bL)
θ )∗.
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Each W
λ
(k)
θ
/µ(k)
θ is a Weyl Module and thus has a canonical GLNk-module structure. Thus
(W
λ
(k)
θ
/µ
(k)
θ )∗ has an induced GLNk-module structure. The L-module structure for W
∗
θ is simply
given by the induced product structure.
Let TL ⊂ T be the maximal torus in L. In Proposition 3.4.10 we exhibited a vector space
ismorphism from
〈
Std≥strθ
〉
/
〈
Std>strθ
〉
toW∗θ that takes the TL weight vector pτ1 · · · pτr , pτ1 · · · pτr ∈
Stdθ , to the TL weight vector (v
T
(1)
τ
⊗ · · · ⊗ v
T
(bL)
τ
)∗. We will use this to relate the characters of
these two L-modules.
Since the map
〈
Std≥strθ
〉
→
〈
Std≥strθ
〉
/
〈
Std>strθ
〉
is L-equivariant, and thus TL-equivariant, we
have that
wt(pτ1 · · · pτr) = wt(pτ1 · · · pτr) = wt(pτ1) + · · ·+ wt(pτr).
As discussed in Remark 2.2.1 we have that the weight of pτ is given by the sequence χτ :=
(χ1, . . . , χN) where
χi :=
{
−1 i ∈ τ
0 i /∈ τ
for all 1 ≤ i ≤ N . Let n(i)τ equal the number times the value i appears in τ . Combining these
results we have that wt(pτ1 · · · pτr) = (−n
(1)
τ , . . . ,−n
(N)
τ ). And thus
(3.5.1) char(
〈
Std≥strθ
〉
/
〈
Std>strθ
〉
) =
∑
τ=(τ1,...,τr)
s.t. pτ1 ···pτr∈Stdθ
e(−n
(1)
τ ,...,−n
(N)
τ ) (cf. Section 2.1)
Regarding char(W∗θ) we have that
wt((v
T
(1)
τ
⊗ · · · ⊗ v
T
(bL)
τ
)∗) = −wt(v
T
(1)
τ
⊗ · · · ⊗ v
T
(bL)
τ
)
for all τ = (τ1, . . . , τr) such that pτ1 · · · pτr ∈ Stdθ. Let ξτ := (ξ1, . . . , ξN) be the weight of TL weight
vector v
T
(1)
τ
⊗ · · · ⊗ v
T
(bL)
τ
. Then ξi is equal to the number of entries in T(k)τ equal to i− ak−1 for the
unique k such that i ∈ {ak−1 + 1, . . . , ak}. But n
(i)
τ is the number of entries in T
(k)
τ equal to i−ak−1.
Thus we have that wt((v
T
(1)
τ
⊗ · · · ⊗ v
T
(bL)
τ
)∗) = (−n(1)τ , . . . ,−n
(N)
τ ) which implies
(3.5.2) char(W∗θ) =
∑
τ=(τ1,...,τr)
s.t. pτ1 ···pτr∈Stdθ
e(−n
(1)
τ ,...,−n
(N)
τ ).
Proposition 3.5.3. The L-modules
〈
Std≥strθ
〉
/
〈
Std>strθ
〉
and W∗θ are isomorphic.
Proof. We have that char(
〈
Std≥strθ
〉
/
〈
Std>strθ
〉
) = char(W∗θ) by (3.5.1) and (3.5.2). Since C[X(w)]
is a quotient of the rational GLN representation C[P(
∧dCN)] by an L-stable ideal, it is a rational L-
representation, and thus any L-subrepresentation is a rational L-representation. And the quotient
of two rational representations,
〈
Std≥strθ
〉
/
〈
Std>strθ
〉
is a rational L-representation. Since W∗θ is
the dual of the tensor product of polynomial representations, it is a rational L-representation. It
follows from Corollary 2.5.5 that two rational L-representations are isomorphic if and only if their
characters are equal, and hence we have our desired result. 
Theorem 3.5.4. Let θ ∈ HeadstdL,r. There exists a L-submodule Uθ ⊆ 〈Stdr〉 such that we have the
following L-module isomorphisms:
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(a)
〈
Std≥strθ
〉
= Uθ ⊕
〈
Std>strθ
〉
.
(b) 〈Stdr〉 =
⊕
θ∈Headstd
L,r
Uθ.
(c) Uθ ∼=W∗θ
Proof. (a) We are in characteristic 0; so L being reductive we have that L is linearly reductive.
Thus any L-module is completely reducible. This implies
〈
Std≥strθ
〉
is completely reducible, and
since
〈
Std>strθ
〉
is a L-submodule of
〈
Std≥strθ
〉
it must have a L-module complement which we
denote Uθ. Thus
〈
Std≥strθ
〉
= Uθ ⊕
〈
Std>strθ
〉
as L-modules.
(b) Note that the L-module complement of
〈
Std>strθ
〉
in
〈
Std≥strθ
〉
is not unique, and so we must
make a choice of a particular complement which we denote Uθ. Nonetheless, all arguments in this
proof work regardless of what choice is made. We have the following vector space isomorphisms
(3.5.5)
Uθ ∼=
〈
Std≥strθ
〉
/
〈
Std>strθ
〉
(by (a))
∼=
〈
Stdθ
〉
(Remark 3.2.9)
And by Corollary 3.2.6 we have that
(3.5.6) 〈Stdr〉 =
⊕
θ∈Headstd
L,r
〈
Stdθ
〉
as vector spaces.
Now consider Uθ1 and Uθ2 for θ1, θ2 ∈ Head
std
L,r with θ1 6= θ2. Then we claim that Uθ1
⋂
Uθ2 = {0}.
To see why this is the case we have two possibilities to consider.
Case 1: θ1 and θ2 comparable in the partial order ≥str. Then without loss of generality say
θ1 <str θ2. Then
〈
Std≥strθ2
〉
⊆
〈
Std>strθ1
〉
. But then since Uθ1 is an L-module complement of〈
Std>strθ1
〉
, and Uθ2 ⊂
〈
Std≥strθ2
〉
, this implies Uθ1
⋂
Uθ2 = {0}.
Case 2: θ1 and θ2 non-comparable in the partial order ≥str. This implies
(3.5.7) Std≥strθ2
⋂
Stdθ1 = ∅.
Let f ∈ Uθ1 , then since Uθ1 ⊂
〈
Std≥strθ1
〉
we have f =
∑
Aifi for some Ai ∈ C and fi ∈ Std
≥str
θ1
.
Note that at least one of these fi is in Stdθ1 and appears with nonzero Ai, otherwise f ∈
〈
Std>strθ1
〉
,
which contradicts the definition of Uθ1. So we can rewrite f =
∑
Bjgj+
∑
Ckhk for some Bj, Ck ∈ C,
gj ∈ Stdθ1 and hk ∈ Std
>str
θ1
with not all Bj equal to zero.
Now suppose f ∈ Uθ2 . This implies f =
∑
Dixi for some Di ∈ C and xi ∈ Std
≥str
θ2
. Combining
the two different expressions for f gives
(3.5.8)
∑
Bjgj =
∑
Dixi −
∑
Ckhk.
We have the gj ∈ Stdθ1 , xi ∈ Std
≥str
θ2
, and hk ∈ Std
>str
θ1
. Now by (3.5.7) and the fact that
Stdθ1
⋂
Std>strθ1 = ∅.
this means that in (3.5.8) we are writing a linear combination of standard monomials in Stdθ1
as a linear combination of standard monomials not in Stdθ1 , hence both sides of (3.5.8) should
equal zero. Since not all the Bj are zero this is not the case, and thus is a violation of the linear
independence of the standard monomials. Thus f /∈ Uθ2 and we have Uθ1
⋂
Uθ2 = {0}.
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Thus the subspace of 〈Stdr〉 that is defined as the sum of all the Uθ, θ ∈ Head
std
L,r, is a direct sum,
that is ∑
θ∈Headstd
L,r
Uθ =
⊕
θ∈Headstd
L,r
Uθ.
But (3.5.5) and (3.5.6) imply that this subspace is in fact equal to 〈Stdr〉 by dimension considera-
tions. Thus we have
〈Stdr〉 =
⊕
θ∈Headstd
L,r
Uθ
as vector spaces. Now since each Uθ is L-stable this is in fact an equality of L-modules.
(c) We have that Uθ ∼=
〈
Std≥strθ
〉
/
〈
Std>strθ
〉
as L-modules. And by Proposition 3.5.3 we have〈
Std≥strθ
〉
/
〈
Std>strθ
〉
is isomorphic to W∗θ as L-modules. 
Remark 3.5.9. When θ ∈ HeadL,1 (= HeadL) we have that 〈Stdθ〉 is L-stable. This can be seen
by noting that it will be l-stable, which follows immediately from the description of the l-action in
Section 3.5 and Proposition 3.1.13. This implies that Uθ ∼= 〈Stdθ〉 as L-modules.
Further, when θ ∈ HeadL,1 we have that
Wθ =W(1
m1 ) ⊗ · · · ⊗W(1
mbL ).
for some non-negative integers m1, . . . ,mbL(cf. Section 3.4).
Thus for such θ we have that Uθ ∼= 〈Stdθ〉 is an irreducible L-module.
Corollary 3.5.10. The ring C[X(w)] has the following decomposition into irreducible L-modules
⊕
r≥1
⊕
θ∈Headstd
L,r

⊕
ν
(1)
θ
((
W
ν
(1)
θ
)∗)⊕cλ(1)θ
µ
(1)
θ
, ν
(1)
θ
⊗ · · · ⊗
⊕
ν
(bL)
θ
((
W
ν
(bL)
θ
)∗)⊕cλ(bL)θ
µ
(bL)
θ
, ν
(bL)
θ


where for all 1 ≤ k ≤ bL: the λ
(k)
θ , µ
(k)
θ are the partitions defined in Definition 3.4.3, the innermost
direct sums are over all partitions ν
(k)
θ such that |ν
(k)
θ | = |λ
(k)
θ | − |µ
(k)
θ |, and the c
λ
(k)
θ
µ
(k)
θ
, ν
(k)
θ
are the
Littlewood-Richardson coefficients associated to these partitions.
Proof. The decomposition of Wθ into irreducible L-modules may be obtained by using 2.5.2;
Wθ =W
λ
(1)
θ
/µ
(1)
θ ⊗ · · · ⊗W
λ
(bL)
θ
/µ
(bL)
θ
=
⊕
ν
(1)
θ
(
W
ν
(1)
θ
)⊕cλ(1)θ
µ
(1)
θ
, ν
(1)
θ
⊗ · · · ⊗
⊕
ν
(bL)
θ
(
W
ν
(bL)
θ
)⊕cλ(bL)θ
µ
(bL)
θ
, ν
(bL)
θ
 .
The corollary follows by taking the dual of Wθ and Theorem 3.5.4.

Remark 3.5.11. Let Lw be the Levi subgroup of the stabilizer Qw. If bLw = 1 we have that
Lw = GLN and C[X(w)]r ∼=
(
W(r
d)
)∗
. Further, Theorem 3.5.4 and Corollary 3.5.10 give the
decomposition of C[X(w)]r for any L the Levi part of a parabolic subgroup Q ⊂ Qw. This L is a
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subgroup of Lw, in fact L = GLN1 × · · · × GLNbL is embedded diagonally in Lw = GLN . Further
X(w) = Gd,N . Thus as a consequence of our explicit decomposition we get the branching rules
for the Weyl module
(
W(r
d)
)∗
for any GLN1 × · · · × GLNbL with N1 + · · · + NbL = N diagonally
embedded in GLN . This branching rule is discussed in much greater generality in [HTW05] for
GLm×GLn embedded diagonally in GLn+m. It seems reasonable to expect that further exploration
of the cases when bLw > 1 might yield additional non-trivial branching rules for representations of
GLN .
4. Sphericity consequences of the decomposition
The decomposition results from the previous section may be used to show that certain classes
of Schubert varieties are in fact spherical varieties. For this section fix d,N positive integers with
d < N . Let P = Pd and w = (ℓ1, . . . , ℓd) ∈ W
P . Let Lw be the Levi part of the stabilizer Qw of
X(w).
LetG be a connected reductive group with BG a Borel subgroup. Suppose thatX is an irreducible
G-variety. Then X is a spherical G-variety if it is normal and it has an open dense BG-orbit(cf.
[BLV86]). We wish to relate the sphericity of a projective variety X →֒ P(V ) and the cone X̂ over
X.
Proposition 4.0.1. Let X be projectively normal, namely C[X], the homogeneous coordinate ring
of X, is normal. Let G be a connected reductive group acting linearly on X, that is V is a G-module
and the action of G on X is induced from the G-action on P(V ). If C[X] has a multiplicity free
decomposition into irreducible G-modules, then X̂,X are spherical G-varieties.
Proof. We have, by [Tim11, Theorem 25.1], that an affine normal G-variety (G reductive) is a
spherical G-variety if and only if the decomposition of its coordinate ring into irreducible G-modules
is multiplicity free. Thus X̂ is a spherical G-variety and hence has a dense open B-orbit U .
The canonical map π : V \{0} → P(V ) is G-equivariant. Denoting the restriction of π to X̂ \{0}
by π′, we get a G-equivariant map π′ : X̂ \ {0} → X. The map π′ is a principal fiber bundle for
the action of the multiplicative group Gm, and therefore a geometric quotient. Hence π′ is an open
map and we get that U ′ := π′(U) is open and dense in X. As U ′ is the image of a B-orbit under a
G-equivariant map we have that U ′ is itself a B-orbit. Thus X is a spherical G-variety. 
In light of this result, for a Schubert variety X(w), if the decomposition of C[X(w)] into irre-
ducible Lw-modules is multiplicity free, then X(w) is a spherical Lw variety. Using Theorem 3.5.4,
we will exhibit several classes of Schubert varieties for which this is the case.
Theorem 4.0.2. Let X(w) be a smooth Schubert variety in Gd,N . Then the decomposition of
C[X(w)] into irreducible Lw-modules is multiplicity free and X(w) is a spherical Lw-variety.
Proof. If X(w) is smooth then w is of the form
(1, . . . , p,m+ 1, . . . ,m+ i)
for a unique choice of 0 ≤ p, i ≤ d and m < N such that m+ i ≤ N , p 6= m, and p+ i = d.
Then Lw = GLp × GL(m+i)−p × GLN−(m+i). Any τ := (i1, . . . , id) such that τ ≤ w must have
that i1 = 1, . . . , ip = p. Combining this with the combinatorial description of heads in Proposition
3.1.6 we see that the single degree 1 head is w itself. Thus there is a single standard degree r head
θr := (w,. . . , w), which is the sequence containing r copies of w. Then
Wθr =W(r
p)/∅ ⊗W(r
i)/∅ ⊗W∅
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is an irreducible L-module since each term in the tensor product is a Weyl module associated to a
partition. Thus for all r ≥ 1, W∗θr is an irreducible Lw-module. Further, for r, r
′ ≥ 1 with r 6= r′,
it is clear that W∗θr is not isomorphic to W
∗
θr
′ .
Combining the above with Theorem 3.5.4 and Theorem 2.2.3 we have that C[X(w)] has a de-
composition into irreducible Lw modules that is multiplicity free. Thus, by Proposition 4.0.1, X(w)
is a spherical Lw-variety. 
4.1. Determinental varieties. Let B− be the subgroup of lower triangular matrices in GLN .
Then B−[eid] is a dense open subset of Gd,N , called the opposite big cell in Gd,N . For a Schubert
variety X(w) in Gd,N , let Y (w) := B
−[eid]
⋂
X(w); note that Y (w) is non-empty, since [eid] ∈
B−[eid]
⋂
X(w). We have that Y (w) is an open affine subvariety of X(w) and is usually called the
opposite cell in X(w). We have that
B−[eid] =
{[
Idd×d 0d×N−d
XN−d×d IdN−d×N−d
]
∈ GLN
}
XN−d×d being a generic N − d× d matrix. Thus we obtain a natural identification of MN−d,d(C),
the space of N − d× d matrices (over C), with the dense open subset B−[eid] of Gd,N .
Definition 4.1.1. Let 1 ≤ t < min(d,N − d). The determinental variety Dt(C) is the subset of
MN−d,d(C), consisting of all N−d×d matrices over C with rank ≤ t. We have that under the above
identification ofMN−d,d(C) withB−[eid], Dt(C) gets identified with Y (w) for w = (t+1, . . . , d,N−t+
1, . . . , N)(cf. [Ses14, Section 1.6]). The Schubert varieties with w = (t+1, . . . , d,N−t+1, . . . , N) are
referred to as determinental Schubert varieties. Note that these are precisely the Schubert varieties
which are Pd -stable for left multiplication.
To show that the determinental Schubert varieties are spherical Lw-varieties we will use the
following theorem which relates the number of blocks of type Lw, which we have denoted bLw , to
the multiplicity freeness of the decomposition of C[X(w)].
Theorem 4.1.2. Let w = (ℓ1, . . . , ℓd) ∈ W
P . If any of the following properties hold then the
decomposition of C[X(w)] into irreducible Lw-modules is multiplicity free.
(i) bLw = 1
(ii) bLw = 2
(iii) bLw = 3 and ℓd 6= N
Proof. If bLw = 1, then we know that w = (N − d+1, . . . , N) and hence X(w) is smooth. Thus the
result follows by Theorem 4.0.2.
Now we consider the case when bLw = 2. Let r ≥ 1. Consider an arbitrary standard degree r
head θ ∈ HeadstdLw,r. This proof will proceed in three steps. The first step is to show that W
∗
θ is an
irreducible Lw-module.
We have
Wθ ∼=W
λ
(1)
θ
/µ
(1)
θ ⊗W
λ
(2)
θ
/µ
(2)
θ .
Consider λ
(1)
θ /µ(1)θ . This skew diagram corresponds to those boxes in Tθ whose entries are in
BlockLw,1. If a row in Tθ has a box whose entry is in BlockLw,1 then the leftmost box in the
row also must have its entry in BlockLw,1 since Tθ is a semistandard tableaux and in this case
BlockLw,1 = {1, . . . ,m} for some 1 ≤ m < N . This implies µ
(1)
θ = ∅. Thus λ
(1)
θ /µ(1)θ =
λ
(1)
θ /∅ = λ
(1)
θ .
Next consider λ
(2)
θ /µ(2)θ . This skew diagram corresponds to those boxes in Tθ whose entries are
in BlockLw,2. If a row in Tθ has a box whose entry is in BlockLw,2 then the rightmost box in
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the row also must have its entry in BlockLw,2 since Tθ is a semistandard tableaux and in this
case BlockLw,2 = {m + 1, . . . , N}. Thus λ
(2)
θ /µ(2)θ =
(ef )/µ(2)
θ
, for e, f positive integers less than r, d
respectively, and we have that
W
λ
(2)
θ
/µ
(2)
θ =W
(ef )/µ
(2)
θ ∼=W
((ef )/µ
(2)
θ
)pi
.
Hence
Wθ ∼=W
λ
(1)
θ ⊗W
((ef )/µ
(2)
θ
)pi
.
By Remark 2.4.3 both of the terms in the tensor product are Weyl modules associated to parti-
tions and thus Wθ is an irreducible Lw-module, which implies W∗θ is an irreducible Lw-module.
Let r, r′ ≥ 1 such that r 6= r′. Let θ ∈ HeadstdLw,r and θ
′ ∈ HeadstdLw,r′ . Step two is to show that
Wθ can not be isomorphic to Wθ′ , which will imply that W∗θ can not be isomorphic to W
∗
θ′ .
We have by step one, that
Wθ ∼=W
λ
(1)
θ ⊗W
((ef )/µ(2)
θ
)pi
and
Wθ′ ∼=W
λ
(1)
θ′ ⊗W
((e′
f ′
)/µ(2)
θ′
)pi
In particular, we may count the number of boxes in each of these two Lw-modules.
(4.1.3)
|λ(1)θ )|+ |((e
f )/µ(2)
θ
)pi| = |λ(1)θ |+
(
|λ(2)θ | − |µ
(2)
θ |
)
= rd (by (3.4.4))
and
(4.1.4)
|λ(1)θ′ )|+ |(
(e′
f ′
)/µ(2)
θ′
)pi| = |λ(1)θ′ |+
(
|λ(2)θ′ | − |µ
(2)
θ′ |
)
= r′d (by (3.4.4))
Now, suppose that Wθ ∼=Wθ′ . This would imply that each of the individual terms in the tensor
products are isomorphic. Since they are all irreducible they must have the same number of boxes.
This implies
|λ(1)θ )|+ |((e
f )/µ(2)
θ
)pi| = |λ(1)θ′ )|+ |(
(e′
f ′
)/µ(2)
θ′
)pi|
rd = r′d (by (4.1.3), (4.1.4))
Since d > 0, this last equality implies that r = r′, which is a contradiction of our assumption.
Thus we can not have Wθ ∼=Wθ′ for r 6= r′, which further implies we can not have W∗θ ∼=W
∗
θ′ .
Finally, for our third step, fix an r ≥ 1 and let θ, θ′ ∈ HeadstdLw,r. Suppose that W
∗
θ
∼=W∗θ′ . This
implies that Wθ ∼=Wθ′ and
W
λ
(1)
θ ⊗W
((ef )/µ(2)
θ
)pi ∼=W
λ
(1)
θ′ ⊗W
((e′
f ′
)/µ(2)
θ′
)pi
which implies, since these are all partitions, that λ
(1)
θ = λ
(1)
θ′ . Both Tθ and Tθ′ are semistandard
tableau on the diagram (rd). So λ(1)θ = λ
(1)
θ′
implies that the boxes in Tθ whose entries are in
BlockLw,1 are the same boxes in Tθ′ whose entries are in BlockLw,1. And since there are only two
blocks it says the same about those boxes whose entries are in BlockLw,2. The fact that θ = θ
′ is
then a consequence of Lemma 3.1.10.
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Combining the above with Theorem 3.5.4 we have that C[X(w)] has a decomposition into irre-
ducible Lw modules that is multiplicity free.
The final case we consider is when bLw = 3 and ℓd 6= N . In this case, if θ ∈ HeadLw,1, then
θ
⋂
BlockLw,3 = ∅ since θ ≤ w and BlockLw,3 = {ℓd + 1, . . . , N}. This implies for any θ ∈ Head
std
Lw,r
that λ
(3)
θ /µ(3)θ = ∅. But then the proof that C[X(w)] has a decomposition into irreducible Lw-
modules that is multiplicity free follows by exactly the same arguments used to prove the case
when bLw = 2. 
Corollary 4.1.5. Let X(w) be a determinental Schubert variety in Gd,N . Then X(w) is a spherical
Lw-variety.
Proof. By definition w is of the form (t + 1, . . . , d,N − t + 1, . . . , N) for 1 ≤ t < min(d,N − d).
Thus bLw = 2, and by Theorem 4.1.2 the decomposition of C[X(w)] into irreducible Lw-modules is
multiplicity free. Thus, by Proposition 4.0.1, X(w) is a spherical Lw-variety. 
Corollary 4.1.6. Let 1 ≤ t < min(d,N − d) and w = (t + 1, . . . , d,N − t + 1, . . . , N). Then the
determinental variety Dt(C) is Lw-stable and is a spherical Lw-variety.
Proof. As in Definition 4.1.1, Dt(C) is realized as Y (w) for w = (t+ 1, . . . , d,N − t+ 1, . . . , N). By
Corollary 4.1.5 we have that the determinental Schubert variety X(w) is a spherical Lw-variety.
Also, as noted in Definition 4.1.1, we have Qw = Pd and Lw = GLd × GLN−d. Further, B
−[eid]
is GLd × GLN−d-stable. Hence Dt(C) is a Lw-stable sub variety of X(w). Thus Y (w) is an open
Lw-stable subvariety of X(w), and hence is a spherical Lw-variety. 
Corollary 4.1.7. Let 1 ≤ t < min(d,N − d) and w = (t + 1, . . . , d,N − t + 1, . . . , N). Then the
decomposition of C[Dt(C)] into irreducible Lw-modules is multiplicity free.
Proof. By Corollary 4.1.6, Dt(C) is a spherical Lw-variety. Further, Dt(C) being an affine variety,
the result follows from [Tim11, Theorem 25.1]. 
Corollary 4.1.8. Let X(w) be a Schubert variety in G2,N . Then X(w) is a spherical Lw-variety.
Proof. For all w = (ℓ1, ℓ2) ∈ W
P2 , either bLw = 1, bLw = 2, or bLw = 3 with ℓ2 6= N . Thus the
result follows from Theorem 4.1.2 and Proposition 4.0.1. 
Remark 4.1.9. It is worth noting that some of the results in this section can be seen by more
elementary arguments. The smooth Schubert variety X(w), with w = (1, . . . , p,m+1, . . . ,m+ i), in
the Grassmannian Gd,N , is isomorphic to Gi,(m+i)−p. The fact that Gi,(m+i)−p is a spherical variety
for the action of GL(m+i)−p follows by the Bruhat decomposition; the other factors of Lw act trivially.
Hence a smooth Schubert variety X(w) is a spherical Lw-variety. In the case of the determinental
variety Dt(C) ⊂ MN−d,d(C), the action of Lw on Dt(C) is given by left multiplication by matrices
in GLN−d and right multiplication by matrices in GLd. Letting BN−d and Bd denote the Borel
subgroups of upper triangular matrices in GLN−d and GLd respectively, Dt(C) has a decomposition
into BN−d×Bd orbits given by matrix Schubert cells corresponding to partial permutations of rank
at most t [MS05, Prop. 15.27]. There are clearly a finite number of such orbits and hence Dt(C) is a
spherical Lw-variety. As far as the authors are aware, the sphericity of the determinental Schubert
varieties and the Schubert varieties in G2,N are new results.
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