Abstract-Progressive encoding of a signal generally involves an estimation step, designed to reduce the entropy of the residual of an observation over the entropy of the observation itself. Oftentimes the conditional distributions of an observation, given already-encoded observations, are well fit within a class of symmetric and unimodal distributions (e.g., the two-sided geometric distributions in images of natural scenes, or symmetric Paretian distributions in models of financial data). It is common practice to choose an estimator that centers, or aligns, the modes of the conditional distributions, since it is common sense that this will minimize the entropy, and hence the coding cost of the residuals. But with the exception of a special case, there has been no rigorous proof. Here we prove that the entropy of an arbitrary mixture of symmetric and unimodal distributions is minimized by aligning the modes. The result generalizes to unimodal and rotation-invariant distributions in R n . We illustrate the result through some experiments with natural images.
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I. INTRODUCTION

I
T is generally assumed that the entropy of a mixture of symmetric unimodal densities is minimized by aligning the modes of the component densities. This comes up in various compression applications in which a multivariate signal is progressively encoded, one variable at a time, conditioned upon the "past" or "context," as represented by the already encoded variables ("predictive encoding"). Oftentimes these conditional distributions are unimodal and symmetric, as is the case for images encoded in raster order (cf. [1] - [4] ), or in models of price fluctuations of securities wherein the conditional returns are well approximated as unimodal and symmetric (cf.
[5]- [7] ). Consider two random variables: which is to be encoded, and , a function of the past, meaning the already-encoded variables. Assume that has a conditional density , given any , which is symmetric and unimodal. Given a good predictor of based on , call it , an expedient and much-used approach to coding , given , is to code under the distribution of . The alternative, which is optimal, is to code under the conditional probability given , but this can be impractical as it involves a knowledge of the conditional distribution for every value of . (Of course the range of can be partitioned into a relatively small number of more-or-less homogeneous categories-often referred to as "contexts," for better results, but this only moves the prediction problem discussed here to the equivalent problem for each category. See, for example, our experiments in Section III, or the popular and highly efficient lossless compression standard known as LOCO [8] , [9] .) Which predictor yields the minimum average coding cost? Since has density , the problem of choosing an optimal is the problem of shifting the components of a mixture of symmetric unimodal densities so as to minimize entropy. It is easy to believe that is the best choice (cf. [10] - [12] ), but we were unable to come up with an easy proof. Janžura et al. [13] have a nice proof for the case of finite mixtures (i.e., takes one of a finite number of possible values), but even that is not elementary. In any case, we provide here a proof that imposes no further restriction on and no restriction at all on . Possibly, the method of proof, which employs a "function rearrangement" (cf. [14] ) to reduce the problem to one of comparing entropies of monotone decreasing densities on , even when itself is multivariate, may be of some independent interest for other, related, entropy type problems, such as the analysis of the Minimum Entropy Error Principle for estimation [13] , [15] - [17] .
Concerning the case when is multivariate , it is tempting to conjecture that the same result holds: minimizes the entropy of , provided that, for every , is even with respect to its mode (i.e., , where ). But this is wrong, as demonstrated by Otáhal [16] , who constructs a mixture of three indicator functions of rectangles (so ), rotated with respect to each other, which achieves its minimum entropy when the medians are not aligned. Otáhal proves that finite mixtures of unimodal isotropic (rotation invariant) densities, on the other hand, do achieve minimum entropy when the medians coincide. As we shall see, the result also holds for arbitrary mixtures.
Section II contains the statement of our result and its proof. Section III illustrates the result with some empirical experiments on real images.
II. THEOREM: ALIGN THE MODES
It is hard to avoid the possibility of infinite (differential) entropies if we want to treat arbitrary arrangements of the modes, through arbitrary . But the theorem can still be stated in full generality if we agree on the following extension of : is the density of , and is the density of . In an effort to make the proof more transparent, we provide here, first, a kind of road map of the development.
Outline of Proof:
The task is to show . i) Start with a special case:
is continuous in for every , and uniformly bounded in and . ii) Replace and by univariate and nonincreasing functions and on that behave just like and when it comes to integration and , including (and hence and . This can always be done through a transformation of the occupation measures ("distributions") of and , respectively. iii) Show that by virtue of the alignment of modes (1) iv) Show that (1) Remark: Observe that (just change the order of integration), and , but possibly .
Proof of Proposition:
The main idea of the proof is to "rearrange" and , using their respective occupation measures, into nonnegative nonincreasing functions on , which are easier to work with and whose entropies are easier to compare. (3) for all . Equation (3) Remark: In the multivariate case , is replaced by an integral over the -dimensional sphere, centered at the origin.
The remaining task in the proof of Proposition 1 is to apply Lemma 3 to get verification of (3). What follows greatly improves on our original argument, which was long-winded and pedestrian. We are indebted to one of the anonymous referees for pointing us in a much more efficient direction:
Fix and define probabilities on by 
III. EXPERIMENTS WITH IMAGES
Predictive image-encoding schemes typically visit pixels in raster-scan order. Ignoring picture boundaries, a much-used proxy for the "past" of a given pixel " " is the triple consisting of pixels to the immediate left of , immediately above , and, diagonally, immediately above and to the left of : , , and , respectively, in Fig. 1 .
The idea is that the intensities at , , and (themselves denoted, ambiguously, , , and for convenience) can be used to make a good first guess at the intensity at (itself denoted by ). If is a good predictor of , then it might be expected that coding is more efficient than coding just (where we have used uppercase letters to distinguish random variables from observations). Formally raster-order past Since a Shannon code of raster-order past is optimal, but impractical, the idea is to choose to minimize . The connection to the result derived in Section II is through the common observation that conditional distributions on intensities, such as those of given , , and , are typically symmetric and unimodal in real images. Since the distribution of is a mixture of the conditional distributions of , given , , and , mixed with respect to the joint distribution of , , and , we are faced with exactly the problem addressed in Section II, with
. As an illustration of the theorem we will examine, empirically, the entropy of for different predictors on a set of six images borrowed from the image library made public as part of the JPEG standard [19] . We wish to emphasize that our experiments are not meant as a step towards an improved image-compression scheme, as we are well aware of the many practical issues involving complexity of encoding and decoding, proper handling of quantization errors, run coding, and so-on. Instead, we hope to illustrate some connections between natural scene statistics and the use of median-type estimators in progressive image encoding.
The lossless compression algorithm LOCO ( [8] , [9] ), as well as an earlier scheme by Martucci [20] , use what Weinberg et al. [8] call the median edge detector (m.e.d.):
, which can also be written as if if otherwise.
It would be of interest, for the purpose of testing the assumptions of symmetry and unimodality, as well as to illustrate the result of Section II, to compare to , where is the actual median of the conditional distribution of given , , and . Evidently, the proposed experiment requires a knowledge of for every value of , , , and , which is hard to come by, even for a modest eight-bit pixel depth. For our experiments, we made an additional assumption about the nature of image statistics (supported to a degree by the resulting demonstration that -see below): we will call , , , shift invariant if for every scalar , where represents the addition of to each component of . To the extent that is shift invariant, it can be estimated efficiently from the empirical tri-variate distribution of as follows: 
For each of the six images in Fig. 2 we used (4) to compute the empirical median 2 of (" "), and then computed and using the empirical distributions on and , respectively. In each case, (see Fig. 3 ), as might be expected from the development in Section II together with the observation that, typically, conditional distributions of images are nearly symmetric, unimodal, and shift invariant. The middle column in the table of Fig. 3 , where denotes the integer nearest to . In all six test images, fell between and . Putting aside practical considerations, it is better to code under a conditional distribution than to code it directly-conditional entropies never exceed unconditional entropies. It is obviously impossible to condition on the entire "past" (already-encoded pixels), but not impossible to divide the past into categories, or "contexts," within which (i.e., conditioned on which) may have significantly lower entropy. Complexity grows with the number of categories, so when it comes to a practical implementation, there is a tradeoff. The highly efficient lossless compression scheme LOCO defines 365 contextual categories, based upon the four contextual pixels labeled , , , and in Fig. 1 ; see [8] for details.
We repeated our experiment using the same three predictors ( , , and ), but comparing, instead, the context-conditioned entropies, under the particular contextual categories defined in LOCO. With representing the LOCO categories raster-order past
To the extent that is still a good estimate of the median, now conditioned on , the theorem of Section II would still apply and we would expect to improve on the corresponding conditional residual entropies under the Fig. 4 . Context-conditioned entropies of empirical residual distributions, using the 365 context categories defined in LOCO [8] . Notation as in Fig. 3 
