In this paper, we reduce the computational complexities of partial and dual partial cyclotomic FFTs (CFFTs), which are discrete Fourier transforms where spectral and temporal components are constrained, based on their properties as well as a common subexpression elimination algorithm. Our partial CFFTs achieve smaller computational complexities than previously proposed partial CFFTs. Utilizing our CFFTs in both transform-and time-domain Reed-Solomon decoders, we achieve significant complexity reductions.
I. INTRODUCTION
Due to the widespread applications of Reed-Solomon (RS) codes [1] in various digital communication and storage systems, efficient RS decoding has been an important research topic (see, for example, [2] - [8] ). Since all syndrome-based hard-decision decoding methods for RS codes involve discrete Fourier transforms (DFTs) over finite fields [1] , fast Fourier transform (FFT) algorithms can be used to reduce the complexity of RS decoders (see, for example, [3] , [4] , [6] ).
Using an approach similar to those in previous works (see, for example, [9] ), cyclotomic FFTs (CFFTs) were recently proposed [10] and two variants were subsequently considered [3] , [6] . To avoid confusion, in this paper we refer to the CFFTs proposed in [10] as direct CFFTs (DCFFTs) and those in [3] and [6] as inverse CFFTs (ICFFTs) and symmetric CFFTs (SCFFTs), respectively. Given a primitive element α ∈ GF(2 m ), the DFT of a vector f = (f 0 , f 1 , . . . , f n−1 ) T is defined as F f (α 0 ), f (α 1 ), . . . , f (α n−1 ) T , where f (x)
. A DCFFT is given by F = ALf ′ = AQ(c · P f ′ ), where A is an n × n binary matrix, L is a block diagonal matrix, f ′ is a permutation of the input vector f , c is a pre-computed vector, · stands for pointwise multiplications, and Q and P are both sparse binary matrices. Similarly, an SCFFT is given by F ′ = L T A ′T f ′ = P T c·(A ′ Q) T f ′ , where both F ′ and f ′ are permuted by the same permutation matrix, and L T A ′T is symmetric. Finally, based on inverse DFTs, an ICFFT is given by
′′ is also a permutation of F and c * is a pre-computed vector. Since all CFFTs are in bilinear forms [1] , we refer to P , (A ′ Q) T , and Q T A −1 as pre-addition matrices and AQ, P T , and P T as post-addition matrices for DCFFTs, SCFFTs, and ICFFTs, respectively. The numbers of non-one elements in c or c * are the number of multiplications required, and the pre-and post-addition matrices determine the additive complexities of CFFTs. Though CFFTs in [3] , [6] , [10] achieve low multiplicative complexities, their additive complexities (numbers of additions required) are very high, with or without the various methods used in [3] , [6] , [10] to reduce the additive complexities. In our previous work [11] , we proposed a novel common subexpression elimination (CSE) algorithm, and then used it to reduce the additive complexities of full CFFTs. This paper has three main contributions. First, we reduce both multiplicative and additive complexities of partial CFFTs, which compute only part of the spectral components [3] , [6] , based on their properties as well as our CSE algorithm in [11] . Our partial CFFTs have smaller complexities than those in [3] . Second, we propose dual partial CFFTs, where only a subset of temporal components are nonzero, and reduce their complexities. Finally, applying our partial and dual partial CFFTs, we reduce the complexities of time-and transform-domain RS decoders significantly.
II. PARTIAL AND DUAL PARTIAL CFFTS
We now consider CFFTs in two special cases. One special case is when only a subset of frequency components are needed, and we refer to such CFFTs as partial CFFTs following the convention in [3] , [6] . The other special case is when a subset of temporal components are all zeros. The two special cases can be viewed as dual to each other; Thus, for the lack of a better term, we refer to CFFTs in the second special case as dual partial CFFTs.
In a partial CFFT, some frequency components are not needed. Thus, we first eliminate the rows corresponding to the unnecessary frequency components from the post-addition matrices, possibly resulting in all-zero columns. We then remove the all-zero columns from the reduced post-addition matrices, as well as the corresponding entries in c or c * and the corresponding The authors are with the Department of ECE, Lehigh University, Bethlehem, PA 18015 USA (E-mails: {nic6, yan}@lehigh.edu).
rows from the pre-addition matrices. For dual partial CFFTs, some temporal components are zeros. Thus, we first remove the corresponding columns in the pre-addition matrices, leading to all-zero rows. We then remove the all-zero rows from the reduced pre-addition matrices and the corresponding entries in c or c * as well as the corresponding columns from the post-addition matrices.
It was shown [11] full SCFFTs and ICFFTs are equivalent in terms of complexities; Using a similar argument we can show that SCFFTs and ICFFTs are also equivalent in partial and dual partial DFTs. In both special cases of CFFTs, removing rows or columns from pre-and post-addition matrices leads to reduced additive complexities, and eliminating entries in c or c * results in reduced multiplicative complexities. Both multiplicative and additive complexity reductions depend on the type of CFFTs. Note that P T and P are sparse, while AQ, (A ′ Q) T , and Q T A −1 are not. Thus, removing a certain number of rows or columns from P T (P , respectively) leads to less significant reductions in additive complexities than from AQ ((A ′ Q) T and Q T A −1 , respectively). On the other hand, after removing some rows (columns, respectively), a reduced P T (P , respectively) is more likely to have all-zero columns (rows, respectively) that eliminate entries in c or c * than AQ ((A ′ Q)
T and Q T A −1 , respectively). Thus, partial DCFFTs have higher multiplicative complexities but lower additive complexities than partial SCFFTs/ICFFTs; similarly, dual partial DCFFTs lead to lower multiplicative complexities but higher additive complexities than dual partial SCFFTs/ICFFTs.
The savings in multiplicative complexities by partial SCFFTs/ICFFTs (dual partial DCFFTs, respectively) are improved by considering different permutations of F ′ and F ′′ (f ′ , respectively) while preserving all cyclotomic cosets. These permutations do not impact P T (P , respectively) in a full CFFT, but by permuting F ′ and F ′′ (f ′ , respectively) the removed rows (columns, respectively) in P T (P , respectively) result in more all-zero columns (rows, respectively) and thus achieve greater savings in multiplicative complexities. This technique is equivalent to the rotation of normal bases in [3] .
In addition to the complexity reduction techniques discussed above, which utilizes only the properties of the DFTs, we also apply our CSE algorithm [11] to further reduce the additive complexities of both partial and dual partial CFFTs.
Partial CFFTs and their applications in syndrome computation were considered in [3] , [6] , while dual partial CFFTs have not been considered in the literature to the best of our knowledge. In Section III-A, we compare the complexities of syndrome computation based on a variety of approaches, including our partial CFFTs and those in [3] . We do not compare to [6] because no details were provided.
III. REDUCED-COMPLEXITY RS DECODERS
Using full CFFTs [11] as well as partial and dual partial CFFTs described above, we propose both time-and transform-domain RS decoders with reduced complexities. 
A. Syndrome Computation
We implement syndrome computation, which is used in both time-and transform-domain decoders, with partial CFFTs. For (255, 223), (511, 447), (1023, 895) RS codes, which are selected due to their widespread applications [4] , we compare the complexities of syndrome computation based on our partial SCFFTs/ICFFTs with the complexities of syndrome computation based on partial CFFTs in [3] and other approaches such as Horner's rule, Zakharova's algorithm [9] , and the prime-factor FFT [4] in Table I . The results for the length-255 RS code using Horner's rule as well as the algorithms in [9] and [3] are obtained from [3] ; The results for RS codes of lengths 511 and 1023 using Horner's rule and the algorithm in [5] are reproduced from [5] ; the numbers of multiplications and additions for the prime-factor FFT [4] are reproduced from [4] . In comparison to these approaches except the prime-factor FFT [4] , our partial SCFFTs/ICFFTs apparently require smaller complexities for syndrome computation. To compare to the prime-factor FFT [4] , we use the metric for the total complexities N total = (2m − 1)N mult + N add as in [11] . Syndrome computation based on our partial SCFFTs/ICFFTs requires smaller total complexities than those based on the prime-factor FFT [4] . We provide the details of the syndrome computation for the (255, 223) RS code based on our partial SCFFT in the appendix.
B. Chien Search and Forney's Formula
For errors-only (errors-and-erasures, respectively) decoders, the Chien search evaluates the error locator polynomial of degree at most t (errata locator polynomial of degree at most 2t, respectively) over all the elements of the underlying field; each root leads to one error (errata) location. This evaluation is essentially a DFT of a vector for which only first t + 1 (2t + 1, respectively) temporal components are not zeros. Note that the Chien search in errors-and-erasures decoders needs to evaluate only the error locator polynomial if it is available. For errors-only (errors-and-erasures, respectively) decoders, Forney's formula evaluates two polynomials: one is the error (errata, respectively) evaluator polynomial A(x) and the other polynomial xτ ′ (x) is based on the derivative of error (errata, respectively) locator polynomial τ (x). The degree of the error (errata, respectively) evaluator polynomial is less than t (2t, respectively), while the degree of xτ ′ (x) is no more than t (2t, respectively). Roughly half of the coefficients in xτ ′ (x) are zero. Given these information, the techniques explained above for dual partial CFFTs are again applicable. For simplicity, we assume errors-and-erasures decoders henceforth, and our results can be easily extended to errors-only decoders.
The errata locator polynomial τ (x) satisfies τ (x) =τ e (x 2 ) + xτ o (x 2 ), whereτ e (x 2 ) and xτ o (x 2 ) consist of terms with even and odd degrees, respectively. Note thatτ e (x) andτ o (x) have degrees at most t and t − 1, respectively. It is easily verified thatτ o (x 2 ) = τ ′ (x) for characteristic-2 fields. While the Chien search evaluates τ (x) at all n = 2 m − 1 points, Forney's formula evaluates A(x) and τ ′ (x) at up to 2t errata locations. Thus, given the errata locations, the evaluations of A(x) and τ ′ (x) are DFTs, in which not only part of temporal components are zeros but also only part of frequency components are needed. Thus, the complexity reduction techniques for both partial and dual partial CFFTs are applicable, and our CSE algorithm can be applied. However, since the errata locations vary, it is infeasible to minimize the computational complexities "on the fly." Thus, we also evaluate A(x) and τ ′ (x) over all n = 2 m − 1 points. Since τ ′ (x) is evaluated over all the points, its evaluation is useful for both the Chien search and Forney's formula. Thus, the Chien search and Forney's formula are carried out jointly.
The evaluation of the A(x) is directly implemented as a dual partial CFFT. For any α = 0 in GF(2 m ), we can either obtain τ e (x 2 )| x=α by dual partial CFFTs, or first evaluateτ e (x)| x=α by dual partial CFFTs and then obtainτ e (x 2 )| x=α by properly permuting the frequency components. Althoughτ e (x 2 ) andτ e (x) have the same number of non-zero terms, the non-zero terms ofτ e (x) fall into fewer cosets than those of τ o (x), so its evaluation based on dual partial CFFTs has smaller multiplicative and additive complexities. Similar to our approach forτ e (x 2 ), we have two options to obtain xτ o (x 2 )| x=α . The first option is treat xτ o (x 2 ) as a polynomial of degree at most 2t − 1 and obtain xτ o (x 2 )| x=α using dual partial CFFTs. The other option is to first computeτ o (x)| x=α using dual partial CFFTs, then obtainτ o (x 2 )| x=α by permutation, and finally compute xτ o (x 2 )| x=α . For the latter option, similar to the reason given above, the evaluation ofτ o (x) based on dual partial CFFTs requires fewer multiplications and additions than that ofτ o (x 2 ), although they have the same number of non-zero terms. However, the latter option also requires n extra multiplications. Thus, the latter option has higher multiplicative complexities but lower additive complexities as opposed to the former option.
We present the computational complexities of combined Chien search and Forney's formula for errors-and-erasures decoders based on our dual partial CFFTs in Table II . Note that to evaluate τ (x) at all 2t errata locations, 2t additions are needed; Also, 2t divisions are needed to compute the errata values in Forney's formula; Both are accounted for in the rows marked by "Misc." The rows marked by "Sum" sum up the numbers of field operations required to evaluate A(x),τ e (x 2 ), and xτ o (x 2 ), as well as 2t additions and 2t divisions mentioned above. As in Section III-A, the total complexities of each individual step and the sum are measured by the metric in [11] , and we assume division has the same complexity as multiplication. They are presented in the columns marked by "Total." The complexities of the two options for evaluating xτ o (x 2 ) are both given; the n extra multiplications in the second option are shown in the second terms of the summations. Due to the n extra multiplications, for lengths 255 and 511 the first option has a smaller total complexity; for length 1023, the second option has a smaller total complexity. For evaluating xτ o (x 2 ), the option with smaller total complexity is used. The computational complexities based on our dual partial DCFFTs are compared to the complexities based on Horner's rule in Table II . We also reproduce the complexities of the Chien search and Forney's formula in [2] from [4] . The combined Chien search and Forney's formula based on our partial dual CFFTs achieves significantly smaller computational complexities than those based on Horner's rule and in [2] . We do not compare with the approaches in [5] , [7] , [8] because their computational complexities are not available.
C. Example
We provide a simple example to illustrate syndrome computation and Chien search based on our CFFTs. For simplicity, let us consider errors-and-erasures decoding of a (31, 25) cyclic RS code over GF (2 5 ) defined by the primitive polynomial p(x) = x 5 + x 2 + 1. The generator polynomial for the RS code is given by g(
, where α is a root of p(x). There are seven cyclotomic cosets over this field.
Suppose the received vector is r = (r 0 , r 1 , . . . , r n−1 ). To compute the syndromes S i = n−1 j=0 r j α ij for 0 ≤ i ≤ 5, it involves only four cyclotomic cosets: {0}, {2, 4, 8, 16, 1}, {6, 12, 24, 17, 3}, {10, 20, 9, 18, 5}. As explained in Section II, we have rotated the cosets in this order to reduce multiplicative complexity. We do not specify the other cosets since they are irrelevant to our purpose. Using the normal basis (α 3 , α 6 , α 12 , α 24 , α 17 ) and the length-5 convolution algorithm in [1] , we first construct a full SCFFT 
T , and 
In the coset {2, 4, 8, 16, 1}, we need only {2, 4, 1}, and thus we remove the third and fourth rows in P T 1 , resulting in the eighth column being all-zero. So we strike out the column and save one more multiplication. Let P ′T 1 denote the reduced matrix. Note that other orders of the coset cannot produce all-zero columns. This can also be achieved by rotating the normal basis. Since we only need {3} and {5} in the cosets {6, 12, 24, 17, 3} and {10, 20, 9, 18, 5}, respectively, we obtain P 
where P The Chien search can be split into evaluating τ e (x) =τ e (x 2 ) and τ o (x) = xτ o (x 2 ) to accommodate Forney's formula. The direct evaluation of τ o (x) can be carried out by We compare the complexities of our time-and transform-domain RS decoders for (255, 223), (511, 447), and (1023, 895) RS codes with those in [2] and [4] respectively in Table III . We are aware of the vast literature on RS decoding, and [2] and [4] are compared here since their data are directly comparable. The computational complexities of the time-domain decoder in [2] and the transform-domain decoder in [4] are all reproduced from [4] . The complexities of T.4 are reproduced from [11, Table I ]. Note that all the computational complexities are for errors-and-erasures decoders. The complexities of T.1/t.1 and t.4 are already presented in Tables I and II. We first compare the overall complexities of our transform-domain RS decoder with those in [4] , presented in the row marked by "T.1+T.2+T.3+T.4." Clearly our transform-domain decoder achieves smaller complexities. However, this comparison is somewhat misleading since our decoder differs from that in [4] only in T.1 and T.4. We further compare the combined complexities of T.1 and T.4 of our transform-domain decoder and that in [4] , presented in the row marked by "T.1+T.4." Here, the transform portion of our decoder achieves complexity reductions of 39%, 72%, and 29%.
For time-domain RS decoders, in comparison to the decoder considered in [2] , the overall complexities of our RS decoder are 90%, 91%, and 92% smaller. Again, since the focus of this paper is on transformation, it is more meaningful to compare only the steps using DFTs: t.1 and t.4. The sums of the total complexities of t.1 and t.4 are presented separately in the row marked by "t.1+t.4." It can be seen that the transformation portion of our decoder achieves 95%, 96%, and 97% complexity savings over that in [2] for the three RS codes, respectively.
Finally, based on our results, time-domain decoders have smaller complexities than transform-domain decoders. This conclusion is different from that in [4] . However, the conclusion in [4] is based on the comparison of transform-domain decoder using FFT and time-domain decoder without FFT. In our comparison, both decoders use CFFTs.
In this paper, we assume that RS decoders are implemented by integrated circuits, and each CFFT consists of combinational logic and requires no memory. Hence, we consider only the total complexity due to finite field operations above since they directly correspond to combinational logic. The total complexities in Tables I, II , and III also assume that the maximum of received symbols are processed concurrently so as to increase throughput. Thus, reduced total complexities by CFFTs translate into smaller areas. However, decoders based on CFFTs have fixed and irregular adder trees for pre-and post-additions, and thus are less conducive to transformations that trade time (throughput) for area than decoders based on other approaches (for example, Horner's rule).
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