Reconfigurable intelligent surface (RIS) aided multiple-input multiple-output (MIMO) communication is becoming a serious contender for future wireless networks. The reason for this attention is due to reliable communication and low cost deployment offered by the RIS based communication systems compared to the conventional massive MIMO systems. However, the performance of an RIS assisted MIMO system heavily depends on the quality of channel state information available at both ends. As communicating devices and RIS are in close proximity, the desired channels can be modeled as line-of-sight (LOS) channels, where dominant components comes from LOS paths. Thus, leading to ill-conditioned channel matrices. To estimate these channel matrices with high quality, we propose a two stage channel estimation method for RIS aided MIMO time-division duplexing (TDD) communication systems. In particular, we employ the conventional TDD based MIMO channel estimation technique in the first stage to estimate the direct MIMO channel between terminals with no RIS. Whereas, in the second stage of the channel estimation process, we propose to use a recently developed bilinear adaptive vector approximate message passing (BAdVAMP) algorithm to estimate ill-conditioned RIS channels. The BAdVAMP method belongs to the class of approximate message passing (AMP) algorithms and it can be used in wide range of estimation and learning problems in compressed sensing. The BAdVAMP algorithm has been shown to be accurate and robust in ill-conditioned dictionary learning problems. We also propose a phase shift design for the RIS using the estimated channels. Specifically, we formulate an optimization problem that maximizes the total channel gain at the user. For this purpose, a closed-form expression to obtain the phase shift of each passive element in the RIS is also derived.
or passive beamforming, and later we provide an overview of existing channel estimation techniques in RIS assisted communication systems. For a single-user system, with multiple antennas at the access point (AP) and a single antenna at the user, RIS phase shift designs are proposed in [15] , [16] to improve the spectral efficiency of the system. An RIS-aided millimeter-wave (mmWave) MIMO system is considered in [17] , [18] , where in [18] , a joint phase shift and transmit beamforming vector optimization is carried out at the AP to maximize the received signal power at the user. It has been reported in [18] that the performance with discrete phase shifts (low-resolution) is comparable with the performance of the continuous (high resolution) phase shifts. In addition to single-user scenarios, the use of RIS has also been investigated for multiuser (MU) communication scenarios. For a MU MISO system aided with RIS, a hybrid beamforming scheme is proposed in the absence of direct links between the AP and users [19] .
According to [19] , the minimum number of transmit antennas required at the AP decreases to half of that required in the traditional hybrid beamforming schemes without RIS, thus, decreasing the hardware cost significantly.
As discussed earlier, the quality of CSI available at the AP/user in RIS assisted MIMO communication plays a crucial role in the performance of the system. Due to this reason, the channel estimation of RIS based channels has attracted an enormous amount of research attention recently [11] [12] [13] [14] , [18] , [20] , [21] .
Here, we provide a discussion on the channel estimation work carried out in RIS assisted communication systems. The conventional time-division duplexing (TDD) based MIMO channel estimation method using pilots is employed in [4] to estimate the AP-user and IRS-user channels. It is assumed that the RIS is equipped with receive RF chains that enable it to estimate the channels. For a single antenna each at AP and user, the channel estimation process in [12] minimizes the mean squared error (MSE) of the channel estimation problem using discrete phases in the training phase. For the same antenna settings as in [12] , the authors in [13] employ a cost efficient method with no receive RF chains at the RIS, where concatenated user-RIS-AP channels are estimated at the AP. Moreover, the idea of grouping RIS elements to reduce the complexity of the channel estimation process is also introduced in [13] .
Prior to [13] , the estimation of concatenated user-RIS-AP channels was considered in [11] , [14] , where ON/OFF switching of RIS elements is implemented for the channel estimation. In [11] , the channel estimation procedure for an RIS assisted communication system having multiple antennas at the AP is presented, where each passive element controlled by the AP is powered ON one by one to capture the least square (LS) estimation of RIS channels. The sparse nature of mmWave channel is exploited in [18] to convert the channel estimation problem into a sparse signal recovery problem, which is then solved by using compressed sensing algorithms such as orthogonal matching pursuit (OMP) and expectation maximization generalized approximate message passing (EMGAMP). According to [18] , the training overhead with the EMGAMP algorithm is lower than the classical OMP algorithm. To reduce the training overhead, a three phase channel estimation process is proposed in [20] for the MU system, where correlation among the RIS reflected channels are exploited to reduce the training overhead. In [21] , the channel estimation method for the RIS assisted THz massive MIMO system with a hybrid beamforming architecture is proposed which uses a codebook based beam training approach.
The aforementioned seminal studies on the channel estimation problem either assume a single antenna at both AP and user or multiple antennas at the AP. In this study, we investigate RIS channel estimation for the system where both AP and user are equipped with multiple antennas. Since, RIS will be densely deployed in indoor and outdoor locations, the near-field communication channels are likely to experience line-ofsight (LOS) propagation conditions [22] [23] [24] . This motivates us to investigate the channel estimation of ill-conditioned 1 RIS channels in the MIMO system with multiple transmit and receive antennas. For this purpose, we employ a bilinear adaptive vector approximate message-passing (BAdVAMP) scheme developed in [25] , which is originally designed for reconstructing ill-conditioned and mean shifted matrices in dictionary learning problems. This recently developed algorithm has not yet been applied to channel estimation problems in wireless communication systems, therefore, this is the first study to use the BAdVAMP algorithm to estimate RIS based ill-conditioned MIMO channels. Previously, for RIS assisted MIMO systems, the authors in [14] estimate the RIS channels using the approximate message-passing (AMP) based algorithm known as bilinear generalized AMP (BiGAMP). However, the BiGAMP method is designed only for reconstructing well-conditioned matrices, whereas, the BAdVAMP algorithm performs better than the BiGAMP algorithm in both ill-conditioned and well-conditioned matrices [25] . Moreover, the BiGAMP method has higher computational complexity and less accuracy as compared to the recently proposed BAdVAMP method [25] . In this paper, the proposed channel estimation technique has two stages.
In the first phase, the direct MIMO channel between user and AP is estimated using the conventional TDD based MIMO channel estimation, whereas, the BAdVAMP based channel estimation for RIS channels is carried out in the second stage. The RIS estimated channels via the BAdVAMP algorithm have inherent ambiguities out of which the permutation ambiguity has the most destructive effects on the estimated channels. Therefore, to get rid of the permutation ambiguity from the recovered channels, we propose an effective method that exploits the sparsity in the phase shifts during the training phase.
Once the direct and RIS channels are estimated using the proposed two-stage channel estimation scheme, we use these estimated channels to design the phase shifts for RIS elements. In this paper, we design the phase shifts such that the total channel gain at the user is maximized. In particular, we derive a closed form expression for phase shifts that maximizes the total channel gain at the user. The proposed scheme considers continuous or high resolution phase shifts which can be easily transformed to quantized discrete phase shifts. We use channel gain maximization for phase shift design because the fixed eigenmode MIMO [26] based precoding/combining strategy employed in this study is realized using the the estimated channels and designed phase shifts. We assume that a programmable controller is fabricated with RIS which is controlled by the AP to adjust the phases of the RIS based on the proposed channel gain maximization approach. The contributions of the paper are summarized below:
• We propose a two-stage channel estimation method for the RIS assisted MIMO communication system with multiple transmit and receive antennas at the AP and user, respectively. In the first stage of the proposed scheme the direct MIMO channel between the AP and user is estimated, whereas, the RIS channels are estimated in the second stage. The RIS channel matrices are considered to be ill-conditioned, which is a realistic propagation scenario in near-field LOS communications. For the RIS channels, the channel estimation problem is transformed into the well known dictionary learning problem and the recently developed BAdVAMP algorithm is used to estimate the ill-conditioned channels.
• Based on the estimated channels, a phase shift design for the passive elements of RIS is proposed which maximizes the channel gain at the user. Here, we assume a continuous high-resolution phase shift design and derive a closed-form expression to compute the phase shift of each passive element which is assumed independent of phase shifts of other elements in the RIS.
The rest of the paper is organized as follows. Section II introduces the RIS assisted MIMO system model used in this study. Section III presents the proposed two-stage channel estimation scheme. The ambiguity elimination and the recovery of a unique solution from the estimated channels are discussed in Section IV. In Section V, we derive the phase shift design for the RIS terminal. Numerical results are provided in Section VI. Finally, Section VII concludes the paper.
Notations: We use (·) H , (·) * , (·) T , (·) −1 and (·) ⊥ to denote the conjugate transpose, the conjugate, the transpose, the inverse and the pseudoinverse operations, respectively. E[·] denotes expectation. The complex normal distribution with mean µ and variance σ 2 is denoted by CN (µ, σ 2 ). The Hadamard product is represented by ⊙ and the rank of the matrix is given by rank(·). For any given matrix A, the quantity A i,j denotes the entry of the matrix A corresponding to the i th row and j th column. Similarly, a l represents the l th column of the matrix A.
II. SYSTEM MODEL
We consider a point-to-point MIMO communication system as shown in Fig. 1 , where an Access Point (AP) with M antennas serves a single user having N antennas. An RIS is installed in a surrounding area, which consists of L passive reflecting elements and is connected to the AP via a programmable controller.
The downlink channels from the AP to the RIS and from the RIS to the user are denoted by H T ∈ C L×M and G T ∈ C N ×L , respectively. In this paper, we consider a TDD transmission mode and assume perfect channel reciprocity. The uplink channels from the user to the RIS and from the RIS to the AP are given by G ∈ C L×N and H ∈ C M ×L , respectively. The direct uplink and downlink channels between the AP and the user are denoted by Z ∈ C M ×N and Z T ∈ C N ×M , respectively.
We assume that all the channels follow a flat quasi-static Rician block fading channel model 2 , where the entries of the direct channel follow an independent and identically distributed (i.i.d.) CN (µ z , σ 2 z ) distribution. Similarly the entries of G and H are i.i.d. and follow CN (µ g , σ 2 g ) and CN (µ h , σ 2 h ) distributions. Furthermore, we assume that the channel matrix H is an ill-conditioned matrix due to LOS propagation conditions and κ(H) represents the condition number of the channel matrix H. It is assumed that the link between the RIS and user is highly correlated due to a nearly perfect LOS propagation [14] , [29] , [30] , which results in a low-rank channel matrix G.
Each passive element in the RIS acts as a phase shift, which can be dynamically adjusted from the AP via the programmable controller. Let s i ∈ (0, 1) and φ i ∈ (0, 2π] denote the amplitude reflection coefficient (ON/OFF state) and phase shift value at the i th element then, we can write the phase shift vector for any given time as s = [s 1 e jφ 1 , s 2 e jφ 2 , . . . , s L e jφ L ] T . Due to the flat quasi static nature of the channel, it is assumed that the channel remains constant for T samples or channel uses. The total number of pilot symbols sent by the user during the UL training stage is denoted by T r . Therefore, the received signal at the AP for time t can be written as 3
where, 
where,
After the channel estimation process, the downlink received signal at the user is given by
where, Φ = diag s 1 e jφ 1 , s 2 e jφ 2 , . . . , s L e jφ L is the phase shift matrix. The vector c = Wu of size M × 1 denotes the transmitted signal, where the precoding matrix at the AP is given by W ∈ C M ×Ns , such that E [ w n 2 ] = 1, where w n denotes the n th column of the matrix W. The total number of data streams is denoted by N s . The data vector for the user is given by u ∈ C Ns×1 . The AWGN vector at the user is
given by n r having zero mean and covariance matrix σ 2 nr I N . DenotingǦ T ,Ȟ T andŽ T as the estimates of G T , H T and Z T , respectively, the transmit precoding matrix, W, is equal to the right singular vectors of the estimated matrix Ǧ T ΦȞ T +Ž T (obtained via a singular value decomposition), corresponding to the N s largest singular values. On the other hand, the user estimates the downlink channel during the downlink training phase and uses the left singular vectors of the estimated channel corresponding to the N s largest singular values, and uses them as a receive combining matrix, denoted by a matrix V ∈ C N ×Ns . This transmission is also known as eigenmode transmission as it maximizes the signal-to-noise ratio (SNR) of the system and achieves full diversity order [26] . The resulting signal at the user can be written as
The capacity of the system can be expressed as given in (5), where ρ ∆ = 1/σ 2 nr denotes the SNR of the link.
In this study, the direct and RIS channels are estimated first, then on the basis of these estimated channels we design the phase shift matrix, Φ, that maximizes the total channel gain at the user. Once, the phase shift matrix, Φ, is designed, we use the composite estimated channel Ǧ T ΦȞ T +Ž T to compute the fixed precoding and combining vectors (N s = 1) or matrices (N s > 1) according to the eigenmode transmission method.
III. PROPOSED CHANNEL ESTIMATION TECHNIQUE
In this section, we present our proposed channel estimation technique for estimating the direct user-AP channel, RIS-AP channel and user-RIS channel. The channel estimation comprises of two stages at the AP. In the first stage, the direct uplink MIMO channel from the user to the AP, given by Z, is estimated using the conventional TDD based MIMO channel estimation technique [31] . In the second stage, the RIS channels H and G are estimated using the BAdVAMP scheme [25] . We provide details of the channel estimation at the AP via uplink pilot symbols sent by the user. A similar procedure can be adapted at the user to estimate the downlink channels. However, we skip the details of the channel estimation process at the user.
Note that the phase shift matrix is optimized after the channel estimation process by using the estimated channels. However, the phase shift design at the RIS unit also plays an important role during the channel estimation process. For the channel estimation phase, we assume that ON/OFF state values {s i } of the RIS passive elements are independent and for the given training duration t, the phase shift vector given by s[t] is an K-sparse vector, such that each non-zero value in the vector is equal to one. Note that the sparse nature of the matrix S in (2) is necessary for channel estimation via the BAdVAMP algorithm.
It is assumed that the pilots transmitted by the users over the training duration T r results in a full rank matrix, such that rank(X) = min(N, T r ).
A. Conventional TDD based MIMO channel estimation technique
In the first stage of the channel estimation procedure at the AP, the RIS terminal is powered off, i.e., {s i } = 0, ∀i, and the AP estimates the direct uplink channel Z. The estimation process in this stage follows the conventional open-loop TDD based MIMO channel estimation method, where T c pilot symbols are transmitted by the user. Using the MMSE criterion at the AP, the estimated direct channel can be expressed as [31] , [32] 
where N t denotes an AWGN matrix whose entries follow a CN (0, 1) distribution and ρ u is the average SNR of the link.
B. BAdVAMP based channel estimation technique
After the estimation of the direct MIMO channel between the AP and user, the second stage of the channel estimation process begins, where the user sends T r pilot symbols to the AP. In this stage, the RIS terminal is switched on and the received signal at the AP is given by (1) . The AP removes the direct channel part from (1) by using the estimated channelŽ and the known pilot matrix X, such that the resulting signal, after all T r pilot symbols are received at the AP, can be expressed as
where N is the noise matrix which is equal to the sum of the AWGN part and errors induced while removing the direct path channel, such that N = N a + ZX −ŽX. Therefore, the entries of N follow the CN (0, σ 2 na + σ 2 e ) distribution, where σ 2 na and σ 2 e denote the noise and error variances, respectively. In this study, we propose to use the BAdVAMP algorithm to estimate channels H and G from (7) . The BAdVAMP algorithm is known to be a computationally efficient method for estimating the matrices H and D from the noisy signal Y = HD+N where, D = S⊙GX. This is also known as the dictionary learning problem in the domain of compressive sensing [25] , [33] . The BAdVAMP algorithm [25] was shown to be superior to its contenders both in complexity and performance, especially when the matrices H and G are ill-conditioned, which is usually the case when the channel experiences LOS propagation conditions. It is also known that millimeter wave MIMO channels become ill-conditioned when the number of arriving paths are small i.e., less scattering [14] .
We aim to estimate the matrix D ∈ C L×Tr , from the noisy received matrix Y ∈ C M ×Tr . As we are dealing with the L > M scenario and D is a sparse matrix, our problem becomes equivalent to the estimation of sparse vectors from underdetermined linear measurements. In addition, as the matrix H is also not known in our problem, the problem becomes a bilinear recovery problem. In this study, we consider an unstructured matrix H which can be expressed as [25] 
where, e m denotes the m th basis vector and ψ H ∈ C M ×L . We assume that the density of D, given by p D (.; θ d ), is parameterized by the vector θ d . In this study, the n th value of the vector θ d comprises of mean and variance values of the n th column of the matrix D. In order to estimate H and D, the BAdVAMP aims to learn the parameters Θ {ψ H , θ d } from the matrix Y. In this study, it is assumed that the statistical information θ d is known at the AP and we focus on recovering ψ H and D from the noisy measurement matrix Y, given by
1) Background Estimation Theory: To compute the parameters in Θ that maximize the received signal distribution, the BAdVAMP algorithm uses maximum likelihood (ML) estimation given bŷ
Based on these estimated parameters, the MMSE estimate of D can be expressed as [25] 
The BAdVAMP algorithm approximates the quantities in (10) and (11), i.e.,Θ ML andD MMSE , respectively.
To find the expected value in (11) , the mean of the posterior density p D|Y (D|Y;Θ ML ) is required. Using
Bayes' rule we can write the posterior density as
where p Y|D (Y|D;Θ ML ) is the likelihood function for (11), p D (D;Θ ML ) denotes the prior density and the likelihood function of (10) is represented by p Y (Y;Θ ML ). Following the decoupling of the posterior density (12) across the columns of D, as shown in [25] , we can express (12) as
Using this decoupled posterior density, a vector AMP (VAMP) algorithm [34] can be used to find the matrix D from (9), where each column of D is tracked independently. However, the VAMP algorithm requires complete information of Θ to estimate D. From (10) and (12), the ML estimate of Θ can be computed asΘ
The BAdVAMP algorithm uses the expectation maximization (EM) approach [35] to solve the problem (14) in an iterative manner. Therefore, the BAdVAMP algorithm interleaves the EM and VAMP algorithms to estimate H and D from the matrix Y.
2) The BAdVAMP Procedure: As discussed above, the BAdVAMP algorithm [25] employs the EM approach to estimate ψ H and the VAMP [36] algorithm is used to estimate the matrix D. In particular, the BAdVAMP method 4 performs a joint estimation of parameters using the following optimization problem [25] arg min
where J(·) is the Gibbs free energy given by [25, Eq. (38) ] and for any given column of D, we define
where {r 1 , γ 1 , r 2 , γ 2 ,d, η} are the VAMP quantities and Θ is the EM quantity. These quantities are computed by using Algorithm 1. In Algorithm 1, g 1 (r 1,tr , γ 1,tr ; θ d ) represents a denoising function given by
where ξ(d) ∼ CN (d; r 1,tr , I/γ 1,tr ). In Algorithm 1, the quantity g ′ 1 (r t 1,tr , γ t 1,tr , θ t d ) is g 1 (r 1,tr , γ 1,tr ; θ d ) divergence at r. In general, g 1 (r 1,tr , γ 1,tr ; θ d ) can be interpreted as denoising of the AWGN-corrupted pseudo-measurement r = d + f, with f ∼ CN (0, I/γ 1 ), which corresponds to the first loop i.e., τ 1 in 
Tr . On the other hand, the estimate ofD is given bŷ
The BAdVAMP algorithm presented in Algorithm 1 recoversĤ andD up-to certain phase, scalar and permutation ambiguities. For a unique solution, it is important to remove these ambiguities fromĤ and D. for τ 1 = 0, . . . , τ 1,max do 4:
∀tr : d t 1,tr ← g 1 (r t 1,tr , γ t 1,tr , θ D ) ∀tr : r t 2,tr = (η t 1,tr d t 1,tr − γ t 1,tr r t 1,tr )/γ t 2,tr 10:
for τ 2 = 0, . . . , τ 2,max do 11:
:
16:
end for 17 :
18:
∀tr : γ t+1 1,tr = (η t 2,tr − γ t 2,tr )
19:
∀tr : r t+1 1,tr = (η t 2,tr d t 2,tr − γ t 2,tr r t 2,tr )/γ t+1 1,tr 20: end for
IV. REMOVING PERMUTATION AMBIGUITY AND RECOVERY OF G
As discussed in the previous section the estimated channel matrices obtained via the BAdVAMP algorithm contain ambiguities, which can be classified into three main categories: permutation, scalar and phase ambiguities. It is not possible to avoid inherent scalar and phase ambiguities for the studied system model. However, by leveraging the sparsity in D, the permutation ambiguity can be removed from the estimated matricesĤ andD. In this section, we introduce a framework to remove the permutation ambiguity from the recovered matrices. We also discuss a low-rank matrix completion approach to recover G after removing the permutation ambiguity from the estimated matrixD. LetĤ andD represent the estimated channel matrices obtained via the BAdVAMP algorithm, thenĤΣΓ and Γ T Σ −1D are also valid solutions for any arbitrary permutation matrix Γ and diagonal matrix Σ, where Σ comprises of scalar and phase ambiguities.
A. Removing Permutation Ambiguity
The design of phase shifters S during the training period is crucial for removing the permutation ambiguity that is induced in the estimated channels. Each column of S is a K−sparse vector. Therefore, we define a state matrix for the matrixD as
From (24), the relationship betweenS and S, can be expressed asS = ΓS. This relationship shows that the n th row of the state matrix, denoted bys T n , represents the n ′ row of S given by s T n ′ . This suggests that the (n, n ′ ) th element of the permutation matrix Γ must be equal to one, i.e., Γ n,n ′ = 1. Using this fact, we can compute the n th row of Γ with a non-zero value at the locationn, wherê
This approach yields the permutation ambiguity matrix Γ which helps in removing the permutation ambiguity from the BAdVAMP estimated channels, such that the recovered channel matrices are given byĎ = Γ TD andȞ =ĤΓ. Note that we rely on maximization of the inner product between these two vectors in problem (25) , which is sufficient for obtaining the permutation matrix.
B. Estimation of G via Matrix Completion
To extract the estimate of the channel matrix G from the permutation ambiguity removed matrixĎ, similar to [14] , we use a low-rank matrix completion approach. Low-rank matrix completion has been widely investigated in the literature due its application in multiple fields such as image processing, machine learning and model reduction. The main idea in the low-rank matrix completion approach is to recover a low-rank matrix from the set of linear measurements. In this study, we use the well-known normalized iterative hard thresholding (NIHT) [37] algorithm to recover G from the matrixĎ. The NIHT algorithm works on the principle of projection based gradient descent.
In a matrix completion approach, if a recoverable matrix of size L×N has a rank of r, then r(L+N −r) measurements may be sufficient for recovery [37] . In our problem, we want to recover G from the estimated matrixĎ. Therefore, we can write the matrix completion problem as
where r g denotes the rank of the matrix G. In this study, we assume that the value of r g is available at the AP. The NIHT based method to find the estimate of the matrix G is presented in Algorithm 2. In Algorithm 2 NIHT based method to recover G 1: Input: r g ,Ď, S and X 2: Set: F 0 = 0, j = 0 and U 0 (top r g left singular vectors of F 0 ) 3:
Repeat 4:
Set U j+1 to top r g left singular vectors of F j+1 9: j = j + 1 10:
Until j > max_iter 11: OutputǦ = F j (XX H ) −1 X Algorithm 2, the operation H rg (·) restricts the rank of the input to the r g by performing SVD on the input and keeping only r g singular values in the diagonal singular value matrix, while replacing the remaining singular values to zero. Let SVD(Q) = U q ΥV H q , then Υ rg is the diagonal singular value matrix, Υ, with only the dominant r g singular values remaining and the rest equal to zero. The resulting output of the step 7 in Algorithm 2 is given by H rg (Q) = U q Υ rg V q . Now we have estimated the RIS channels and the direct channel which are {Ȟ,Ǧ} andŽ, respectively.
Note that scalar and phase ambiguities are still present in the RIS estimated channels. However, the precoding strategy and RIS phase shift design considered in this study depend on the composite channel given byȞΦǦ +Ž. Therefore, there is no need to eliminate these ambiguities. According to [14] , we haveȞΦǦ +Ž =Ȟ ′ ΦǦ ′ +Ž, whereȞ ′ andǦ ′ denotes the estimated channels with perfect elimination of the phase and scalar ambiguities given by a full rank diagonal matrix Σ ∈ C N ×N . Therefore, it is sufficient to have only permutation ambiguity removed from the estimated channels to design the RIS phase shifts and MIMO precoding/combining strategy. In the next section, we present our proposed RIS phase shift design at the RIS during the downlink data transmission stage.
V. OPTIMIZATION OF RIS PHASE SHIFTS
Phase shifts of all the passive elements in the RIS can play an important part in the performance of the RIS assisted MIMO systems. In particular, phase shifts of passive elements in the RIS can be adjusted according to the propagation environment such that the reflected signals add up coherently at the user with the signals arriving from other paths. This adjustment helps improve the channel gain or received SNR of the signal at the user. For this purpose, in this section, we propose a phase shift design at the RIS that maximizes the gain of the estimated composite channel given by Ȟ T ΦǦ T +Ž T 2 F . Due to the fixed precoding/beamforming strategy at the AP, we have selected the channel gain as an optimization objective. To find the optimal phase shifts, Φ ⋆ , we formulate an optimization problem which maximizes the channel gain at the user, which can be expressed as
Φ l,l = e jφ l,l , l = 1, . . . , L.
Note that the optimization of phase shifts is performed at the AP, which is capable of managing the phase shifts at the RIS. The problem (28) is non-convex optimization problem due to coupled phases. Therefore, in order to solve the optimization problem, we rely on its approximation. Let A =Ȟ T ΦǦ T +Ž T , we can write Ȟ T ΦǦ T +Ž T 2 F in (28) as
where
The first term in (33) can be expressed as
We note that the first term in (34) has no phase information because of the fact that |e jφ l | 2 = 1. On the other hand, the second term which represents the cross terms in (34) has negligible value. Thus, we ignore the first term in (33) and other terms which are independent of phases and we can approximate (34) as
We note that the rate of change in (28) and its approximate version (35) with respect to the phases [e jφ 1 , e jφ 1 , . . . , e jφ L ] is similar. Therefore, to obtain the sub-optimal phase shift matrix in the problem (28) , we use the approximation of (30) given by (35) , such that
From (37), we can obtain the phase of the l th element in the RIS, given by φ ⋆ l = Φ ⋆ l,l , that maximizes the channel gain in the problem (28) as
In this study, we consider the fixed transmit precoding and receive combining scheme as discussed in Section II. Therefore, after obtaining the RIS phase shift for each passive element from (38), we compute the eigenmode based precoding vectors using the composite channel matrix given byȞ T Φ ⋆ǦT +Ž T . It is also possible to perform a joint downlink precoding and RIS phases optimization, if fixed precoding is not used. However, the investigation of the joint optimization problem is out of the scope of this study.
VI. NUMERICAL RESULTS
In this section, we evaluate the performance of our proposed channel estimation technique based on the BAdVAMP algorithm for the RIS assisted MIMO system. First, the performance of the proposed BAdVAMP based channel estimation algorithm is compared with the BiGAMP algorithm [14] . Later, we present the capacity performance of the RIS assisted MIMO communication system using the proposed channel estimation and optimized RIS phase shift design.
A. BAdVAMP versus BiGAMP channel estimation
In this subsection, various experiments are carried out to compare the performance of the proposed BAdVAMP based channel estimation with the BiGAMP channel estimation technique [14] . The perfor- mance of the estimated RIS channels is measured using the normalized minimum squared error (NMSE) metric, for the estimated matrixĤ which is given by
where B denotes the generalized permutation matrix which perfectly removes the permutation, scalar and phase ambiguities. This perfect ambiguity elimination is only considered in this subsection for comparison purposes between BAdVAMP and BiGAMP schemes.
For the first set of simulations, we set the total number of transmit antennas and receive antennas to M = N = 64, the number of passive elements in RIS is L = 70, the length of the training sequences for RIS channels and direct channel are T r = 600 and T c = 30, respectively. The SNR is defined as (1/σ 2 n ), where σ 2 n is the noise variance. Throughout this section, we have fixed the value of T c to 30. For initialization of the BAdVAMP algorithm, we draw r 0 1,tr and ψ 0 H from the i.i.d. CN (0, 10) and CN (0, 1) distributions, respectively. The initial value of γ 0 1,tr is set to 10 −3 and it is assumed that the statistical distribution of matrix D, i.e., θ d , is known at the AP. Inner EM iterations are set to τ 1,max = 1 and τ 2,max = 0. The maximum number of iterations, T max , for both BAdVAMP and BiGAMP schemes is fixed to 3500, where the maximum number of restarts in BAdVAMP is set to 50. In Fig. 2 , we plot NMSE results of the estimated channel matrix for H against various values of SNR for both BAdVAMP and BiGAMP based channel estimation schemes. Here, the channel matrix H is generated with two different condition numbers, which are κ(H) = 30 and κ(H) = 100. Similarly, two different cases have been considered for the generation of the channel matrix G, where in the first case the the rank of the matrix is fixed to rank(G) = 4, while in the second case the rank is set to rank(G) = 7. Note that both the matrices H and G follow the CN (0, 1) distribution.
It is evident from Fig. 2 that the estimated channelĤ for the proposed BAdVAMP based algorithm is superior than the BiGAMP algorithm [14] . More specifically, when the channel matrix H is highly illconditioned, i.e., κ(H) = 100, it is seen that the performance gap between the two algorithms widens. This as the SNR increases. This trend is because we have fixed the maximum number of iterations to 3500, whereas the BAdVAMP algorithm requires more iterations to converge at higher SNRs.
A similar trend can be seen from Fig. 3 , for the recovery of the channel matrix G, where the same simulation parameters as in Fig. 2 parameters are set the same to the ones used for Fig. 2 and Fig. 3 . The length of training sequence is varied from T r = 200 to T r = 1000. It is seen that the quality of the channel estimation with the BAdVAMP algorithm improves with increasing T r for both H and G. On the other hand, the performance of the BiGAMP algorithm also improves with increasing T r but with a slower rate. This trend is due to the fact that κ(H) = 80 and it is well-known that BiGAMP scheme suffers when the channel matrix is illconditioned. From Table I , it can be seen that training length plays an important role in determining the performance of channel estimation. Therefore, for a better channel estimation performance the training length should not be kept too low. This requirement of a higher training overhead in approximate message passing based schemes is also noticed in earlier studies [38] . The trade-off between the training overhead and the quality of the channel estimation process is also evident in Table I . shows the achievable capacity (given by (5)) results with N s = 1 for the proposed channel estimation and optimal phase shift scheme. We compare it with the scenario where perfect CSI is available at the AP and RIS phase shift design is based on exhaustive search in problem (28) . For a comparison, we also include a scenario where random precoding/combining and random RIS phase shifts are used. Finally, we also plot the capacity results with BiGAMP based channel estimation [14] with our proposed RIS phase shift design. Note that the precoding and combining strategy for all the scenarios are based on the eigenmode precoding scheme as explained in Section II, except in the case of random beamforming,
where the precoding matrix is drawn randomly from an i.i.d. CN (0, 1) distribution and then normalized.
It can be seen from Fig. 4 is used. For example, at SNR= 0 dB, the capacity gap between the proposed scheme and BiGAMP scheme is nearly equal to 5 bps/Hz. More importantly, it can be seen that the capacity performance with both schemes matches the perfect CSI case at higher SNR values. On the other hand, we observe that the results with the random beamforming case gives the worst capacity performance. Similar performance trend is seen for case (ii) and case (iii). In Fig. 5 , we present the beamforming gain versus SNR results for the same cases and network parameters as in Fig. 4 . The beamforming gain for a single data stream i.e., N s = 1, is given by BF Gain = 10 log 10
where for the proposed scheme, w 1 denotes the beamforming vector corresponding to the largest singular value of the matrixȞ T Φ ⋆ǦT +Ž T . For the perfect case w 1 denotes the the beamforming vector corresponding to the largest singular value of the matrix HΦ opt G + Z, where φ opt is the phase shift matrix obtain via an exhaustive search in (28) . From Fig. 5 , it can be seen that the beamforming gain with the proposed BAdVAMP scheme is higher than the BiGAMP in the low SNR regime, however, the performance of both the schemes approaches near to the performance of the perfect CSI case at high SNRs. The performance trend is same in all the three cases considered in Fig. 5 In Fig. 6 , we plot the capacity versus training length results for the RIS assisted MIMO communication system using the channel estimation technique and optimized phase shift design with (M, L, N) = (64,80,64) and SNR = 10 dB. In Fig. 6 , we plot two cases with N s = 1 and N s = 4. Similar to the previous figures, we compare the capacity results with perfect CSI and random beamforming. However, here, we also include a case where no RIS is present in the surrounding area. It can be seen in Fig. 6 , that the capacity results increase with the increase in the training length, however, after T r = 400 the capacity performance converges and does not increases with T r . This suggests that the training length of 400 is the optimal choice for the given network settings. Moreover, similar to the conventional MIMO case, it is noticed from Fig. 6 that the capacity improves by having higher data streams (N s = 4) compared to the case where only a dominant stream (N s = 1) is used. The proposed scheme performs better than the case where no RIS terminal is available to assist the communication between transmitter and receiver. In fact, the capacity performance with no RIS is close to the random beamforming (with RIS) case, which supports the idea of deploying RIS. Fig. 7 shows the capacity results achieved at SNR=10 dB, by varying the number of passive elements, L, in RIS from 40 to 140. Here also, two cases are considered where the parameters are set to M = N = 64 for the first case, and M = N = 32 for the second case. It can be observed from Fig. 7 that the capacity improves by increasing the number of passive elements in the RIS. Also, it is evident that the capacity performance with RIS is better than the capacity with no RIS. In fact, for larger value of L, the capacity with no RIS falls below the capacity with random beamforming.
VII. CONCLUSIONS
In this paper, we have proposed a two stage channel estimation method for the RIS assisted MIMO communication system, where the direct channel between the AP and user is estimated in the first stage and the BAdVAMP algorithm is used to estimate RIS channels in the second stage. In addition to that, we also presented a phase shift design at the RIS which approximately maximizes the channel gain at the user. Through numerical simulations, we show the effectiveness of the proposed channel estimation method which outperforms the BiGAMP based channel estimation method, especially for the case where the channel matrices are ill-conditioned.
There are some key observations in this study which needs to be highlighted. First of all, we can see that the BAdVAMP algorithm outperforms the BiGAMP algorithm in both ill-conditioned and wellconditioned channel matrices. We also observed that for higher SNRs, the BAdVAMP algorithm requires more iterations to converge. Secondly, it is noticed that the rank of G plays a key part in the performance of the BAdVAMP scheme, i.e., higher the rank of the matrix G, better will be the overall channel estimation performance. Thirdly, we noticed that the value of T r should be large for the better channel estimation performance, but the performance converges at high T r values. This suggests the need to optimize the training duration T r which gives the best tradeoff between the estimation quality and training overhead.
Lastly, we observed that RIS is beneficial for the MIMO system as it improves the capacity performance compared to the conventional MIMO system with no RIS.
For future work, it will be interesting to investigate the joint MIMO precoding/combining and RIS phase shift optimization. It will also be useful to optimize the training length such that a balance is achieved between the channel estimation quality and training overhead. The channel estimation strategy should also be investigated in the scenario where multiple reflecting surfaces are present in the surrounding areas.
