In this paper, mean curvature type equations with general potentials and contact angle boundary conditions are considered. We extend the ideas of Ural'tseva, formulating sharper hypotheses for the existence of a classical solution. Corner stone for these results is a method to estimate quantities on the boundary of the free surface. We moreover provide alternative proofs for the higher-order estimates, and for the existence result.
Introduction
We consider the problem to determine the shape and position of a free surface S parameterized by a function ψ : G ⊂ R n → R (n = space dimension), obeying on S the relation div S σ q (·, −∇ψ, 1) = φ(·, ψ) ,
where div S is the surface divergence operator, σ : G × R n+1 → R, (x, q) → σ(x, q) is a potential, and σ q := ∇ q σ. In the case of constant isotropic potential σ 0 (q) = |q|, the equation
(1) reduces to the problem of surfaces with prescribed mean curvature. The right-hand side φ : G × R → R is a given function.
Since the free surface S is represented as the graph of the function ψ, the equation (1) on the manifold S can be reduced to a problem posed in the domain G of parameterization. We define for x ∈ G, p ∈ R n F (x, p) := σ(x, −p, 1),
Under the assumption that σ is twice continuously differentiable, we can define R(x, p) := 
and introduce a function Φ : G × R × R n via Φ(x, x n+1 , p) := φ(x, x n+1 ) + R(x, p) .
In the domain G, we consider the contact angle problem − div F p (·, ∇ψ) = Φ(·, ψ, ∇ψ) in G,
−F p (·, ∇ψ) · n G = κ on ∂G, with the (generalized) angle of contact κ. Under the assumption that the potential σ is positively homogeneous of degree one in the q−variable, the equation (5) is equivalent to (1) (cf. Lemma B.1).
Physical applications of the model (1), respectively (5), (6) are to find for instance in thermodynamical context. The equation (1) is known as generalized Gibbs-Thomson relation. The surface S typically represents a phase transition, and σ is the surface tension on S. The right-hand side φ in (1) may involve quantities such as chemical potential, temperature and mechanical stresses on S: see the book [Vis96] , Ch. IV for models in crystallization, or [LM89] , [GK10] for related mathematical developments. Technical applications for the model (1) are for instance processes in industrial crystal growth, where curvature effects on the crystallization interface are assumed to be responsible for the formation of defects (cf. [DDEN08] ).
The problem (5) has been thouroughly studied in the seventies, in connection with either the Dirichlet or the contact angle problem: see [Gia74] , [Ger74] , [Giu76] among others for the BV approach, see [Fin65] , [Ser69] , [Ura73] , [Ura75] , [SS76] a. o. for the classical approach, which is going to retain our attention in this paper.
To our knowledge a local L ∞ estimate on ∇ψ was first obtained in the papers [Mir67] , [BDM69] for the problem of minimal surfaces (that is φ = 0, σ(q) = |q|). The local boundedness of the gradient was then proved for general singular quasilinear equations in [LU70] on the basis of profound results of geometric measure theory. Local estimates employing other methods were also derived early (cf. [Tru73] ) by the authors of [GT01] (see Chapter 16). It is to note that the a priori estimate derived in these papers for C 2 solutions being local, they did not lead to the solvability of (5), (6).
The global estimate on the gradient for the contact angle problem (5), (6) was first obtained in the papers [Ura71] , [Ura73] , [Ura75] for general σ = σ(q), mainly via extension of the methods of [LU70] . In connection with at that time advanced continuation methods in Banach-spaces, the estimate also allowed to prove the classical solvability. In [Ura71] the validity of these results was restricted to (strictly) convex C 2,α −domains G, and a vanishing angle of contact. The theory for convex domains and a constant nonvanishing angle of contact κ was introduced in [Ura73] ; Finally, the results were extended in [Ura75] to variable κ and nonconvex C 3 −domains, but only for the case σ = |q| (mean curvature equation).
With respect to the φ−data, it was in these papers necessary to assume that φ ∈ C 1,α (G×R)
satisfies the strict inequality −γ 0 := esssup G×R φ x n+1 < 0 .
Other approaches to the results of [Ura75] for the mean curvature equation were later discussed in the papers [SS76] , Th. 3 or in [Ger79] , that state the gradient estimate for (nonconvex) C 4 domains. The case of singular contact angles is discussed in [KS96] . More recent studies are more often related to the Dirichlet problem for the mean curvature equation: see [Mar10] and references. Note, also in connection to the Dirichlet problem, the interesting generalizations of (5) considered in [SW87] .
In this paper, we generalize the ideas of Ural'tseva on classical solvability of (5), (6) to potentials σ = σ(x, q). Note that in this case, the function R defined in (3) in general does not vanish. We moreover significantly weaken the required hypotheses regarding the regularity of the domain G (allowed to be C 2,α and nonconvex) and of the function φ. In particular, we allow for discontinuities of ∇φ in G × R, which might be important in case that the function φ involves quantities that satisfy transmission conditions on the surface S. The key-point for these new results is a method (lacking in the references) to estimate quantities on the boundary of S.
Our hope is that these improvements will in particular allow to tackle coupled problems involving (5). In this context, we also propose a new method to estimate max |ψ|, a quite important point if the quantity φ is defined only in a bounded cylinder G×] − M, M[. Finally, we provide new proofs under sharper hypotheses for the higher-order estimates, and for the existence result.
Notations and statement of the main result
In this section, we introduce the basic notation and state the main hypotheses and results of our paper.
Let n ≥ 2 denote the space dimension, and let the parameterization domain G ⊂ R n be simply connected and belong to the class C 2 . To fix the notation, we recall that
For the potential σ : G × R n+1 → R appearing in (1), and for the function F : G × R n → R defined in (2), it is convenient to introduce the abbreviations σ q i := ∂ q i σ for i = 1, . . . , n + 1, F p i = ∂ p i F for i = 1, . . . , n ,
Moreover, if p : G → R n , we use the symbol 
Throughout the paper, the function σ is assumed to satisfy
We assume that there exist positive constants ν j (j = 0, 2) and
Note that the hypotheses (12a), (12b), (12c) and (12d) are in particular satisfied if σ is positively homogeneous of degree one in the q variable (cf. [LU70] , [Ura71] for a proof). For the function φ : G × R → R, the regularity
is at least required. Moreover, the gradient of Φ should have traces on manifolds. However, it is too restrictive to assume continuous differentiability, if, for instance in a coupled problem, the function φ involves quantities satisfying some transmission conditions on a surface S ′ ⊂ G×R. Therefore, in addition to (13), we assume that there is ψ
An important property of the class V ψ ′ is stated in Lemma A.2. We at last assume that
The main result on existence, uniqueness and regularity for the problem (5), (6) 
Then, there exists a solution ψ ∈ C 2,α (G) to the problem (5), (6). If µ 3 < 2 γ 0 ν 2 , the function ψ is the unique (weak) solution to (5), (6) in the class W 1,1 (G).
Our second main result states an exact dependence on ψ L ∞ (G) with regard to the φ data. 
In our last main result, we prove that the condition (7) can be relaxed, and that the strong monotonicity is actually needed only for large arguments.
Theorem 2.3. Same assumptions as in 2.1 except for (7). Assume instead that there is
Then there exists a solution ψ ∈ C 2,α (G) to the problem (5), (6). If µ 3 = 0, the solution is unique in this class provided that there is G ′ ⊆ G of positive measure, such that
Preliminary propositions
We begin this section by stating a few elementary consequences of the hypotheses formulated in the preceding section; They are are already to find in [LU70] or [Ura73] , and are recalled for convenience. Afterwards we state a boundary inequality on the manifold S.
Note first for p ∈ R n that q := (−p, 1) ∈ R n+1 \ B 1 (0), and therefore, the definitions (2), (3) and the assumption (11) imply that
Moreover, using (12e), the definitions (3) and (4) immediately yield
Due to (12a) and the Taylor formula, there is for all (x, q)
The property (12d) therefore implies for all q ∈ R n+1 \ {0} that σ(x, q) = σ q (x, q) · q, and it follows from (12a) that
For p ∈ R n , q := (−p, 1), it follows from (21) and the definition (2) that
Using (12a) and (12b), one therefore obtains from the previous assumptions on the growth of σ that
Since σ q (x, q) · q = σ(x, q), the assumption (12e) also implies that
For ξ ∈ R n , letξ := (ξ 1 , . . . , ξ n , 0) be the projection onto R n+1 . For (x, x n+1 ) ∈ G × R, define a vector fieldξ :=ξ − n S (ξ · n S ) ∈ R n+1 . Denoting by (·) n , | · | n the Euclidean scalar product and the Euclidean norm in R n , one has
1 Whenever confusion is impossible, we use the convention that repeated indices imply summation.
The condition (12d) implies for x ∈ G that n i,j=1
and it follows from (12c) that ν 2 |ξ| 2 n+1
In particular, the relation (26) and (25) imply that
Using the hat-projection operator for n−vectors, we associate with functions v and vector fields w defined in the domain
Observe that, ∇v = ∇v for all v ∈ C 1 (G). We also need extensions into G of the data n G and κ given on ∂G. Note the following Remark.
Remark 3.1 (Data extension). Since G has a C 2,α boundary, the unit normal has an extension
n . Under the assumption (15), it is possible to assume that κ ∈ C 1,α (G 
We now want to prove an inequality associated with the surface S. For ψ ∈ C 0,1 (G), the graph S ⊂ R n+1 of ψ is the set
A unit normal on the surface S is given almost everywhere by
The natural surface measure on the surface S is given by
For f ∈ C 1 (R n+1 ), the differential operator
plays a crucial role in the problem (5), (6). On S, it is identical with the surface gradient. For v ∈ C 1 (G), we also introduce
The definitions (28), (32) and (33) imply for v ∈ C 1 (G) that (cp. (24))
The identity (34) thus implies that
Moreover, the definition (33) yields the important property (cp. (25))
Throughout the paper, we denote
An important quantity related to ∂S is the tangential gradient of ψ on ∂G given by
If α denotes the angle of contact between S and ∂G (that is, cos α :
Denote dH n−1 the standard surface measure on ∂G. Then, a natural surface measure on ∂S is defined by
With these preliminaries, we can state the following inequality, which is a corner stone of the proof of Theorem 2.1. 
where δ is defined by (32). The function sin α and the measure dH n−1 are defined in (39) and (40), and satisfy in particular sin α −1 dH n−1 = 1 + |∇ψ| 2 dH n−1 on ∂S.
Proof. Throughout the proof, we abbreviate σ q = σ q (x, −∇ψ, 1). We draw the attention of the reader on the definition (28) of the hat-extension operator, and on the Remark 3.1. On the surface S, define vector fields (cf. also (39))
Note that T and n ∂S are tangent vectors to the surface S. Due to the divergence theorem in Lemma B.2, the identity
is valid. Using the definitions (42) and the property (21), one easily verifies that
Denote q := (∇ψ, −1). Since all quantities appearing in the definition of the vector field T only vary in the domain G, the equivalent expression (129) for the operator div S implies that
For i ∈ {1, . . . , n}, the property (12d) yields
Using on the other hand that ∂ x i q j = ∂ 2 i,j ψ, the relation (45) is equivalent to
Therefore, using also the equation (5), it follows from (46) that
and, with the help of (12b) and (12e), that
As a consequence of (43), (44) and (47), the claim follows. 
Proof. We denote F p = F p (x, ∇ψ). By assumption, the integral relation
is valid. Denote T M (ψ) the truncature of ψ at the levels M and −M. For all x ∈ G, the fundamental theorem of integration implies that
The assumption (17) and Young's inequality then imply that
It follows that
The estimate (20) and Young's inequality yield
On the other hand, the formula (22) implies that
Inserting ξ = ψ into (48), and using (51), (52) and (53) yield
Since W 1,1 (G) ֒→ L 1 (∂G) compactly, it follows for arbitrary δ > 0 that there is c = c(δ) such
, and using Young's inequality again, it follows that
and, due to (54), that
For the following L ∞ estimate, weaker assumptions are needed than in the classical references 
Proof. The proof is to carry out with arguments very similar to the natural estimate of Lemma 4.1, and the well-known technique of Lemma C.2.
Remark 4.3. The estimates in Lemma 4.1 and 4.2 depend on the φ data via the quantity
0 . The bounds are therefore not invariant on proportional increment of φ and its gradient (choose for instance a sequence {φ k } where φ k (x, x n+1 ) = −γ 0 k x n+1 with k ∈ N).
In the following Lemma, we prove for more regular data another type of L 
, and µ 3 from (12e).
Proof. According to the Remark 3.1, the data n G and κ can be extended into the domain G.
For s ∈ R and x ∈ G, define
One computes
and therefore, if i ∈ {1, . . . , n}
On the other hand, the assumption (12c) implies that
Due to (22), one moreover has for |s| > 0
Due to the property κ L ∞ (G) < ν 0 (cf. Lemma A.1) there is for each x ∈ G some s(x) ∈ R such that H(x, s(x)) = 0, and
From (56), (57), we at first conclude that s ∈ C 1 (∂G), with estimate
The regularity assumption on n G , F and κ then imply together with (58) that s ∈ C 1,α (∂G). Denote bys ∈ C 1,α (G) the solution to
(59)
Therefore, classical results for linear second order elliptic equations (cf. the case (4) of The-
for all x ∈ ∂G, and it follows that
, and use the definition (4) and the assumption (12c) to obtain that
Due to (7) and Hölder's inequality, it obviously follows that
The claim follows letting q → ∞ and using (20).
In this section, we are concerned with a priori estimates satisfied by ∇ψ in L ∞ , where the function ψ satisfies (5), (6) and is assumed to belong to C 2 (G). With respect to φ, we only assume that φ is given in C 0,1 (G × R), and in the class V ψ ′ (cp. (14)). Moreover, we are going to prove a gradient estimate for the cases (7) as well as (16). The results of this section have been proved in [Ura73] for convex C 2,α domains G ⊂ R n , σ = σ(q) (that is in particular R = 0) and κ = const. The proof was extended in [Ura75] to arbitrary C find in [SS76] , [Ger79] for the case σ(q) = σ 0 (q) = |q|: A C 4 boundary is required, and the weakening (16) of the condition (7) is not discussed.
We show that the method of [Ura73] yields the global gradient estimate also for general σ, variable angle of contact and domains of class C 2 . Our contribution is to apply the Lemma 3.2 in this context. The remaining part of the estimate is obtained following the lines of [Ura73] , Lemma 3 and 4, even though we consider a more general situation.
We denote by n G and κ the extensions constructed in Remark 3.1. It was noticed for the first time in [Ura73] that under the condition κ L ∞ (∂G) < ν 0 , it is sufficient to estimate the quantity
in view of the inequalities
which are clear consequences of the condition (12a).
Throughout this section, we apply the convention that integration on the surfaces S and ∂G is always performed with respect to the standard surface measures dH n and dH n−1 . The integrals on ∂S are performed with respect to the measure dH n−1 (cf. (40) 
Here, c i are continuous functions of the constants appearing in the conditions (12), and of
Proof. For k = 1, . . . , n, the relation (5) implies that
for all ξ ∈ W 1,1 (G). For i, k ∈ {1, . . . , n}, observe that
On the other hand, if v is defined by (62), the relation
is valid. In (64), consider a testfunction of the form ξ = [F p k (·, ∇ψ) + κ n G,k ] η, with k ∈ {1, . . . , n} and η ∈ C 1 (G) arbitrary. Due to (65) and (66), summation over k = 1, . . . , n implies for each i ∈ {1, . . . , n} that
and it follows from (64) that
With the abbreviations b
(1)
the relation (67) reads
The claim will follow from appropriate estimates on the functions b (i) . Using for j = 1, . . . , n the abbreviation ξ j := F x j + ∂ j (κ n G,k ) ∂ k ψ, the Cauchy-Schwarz inequality yields
Thanks to (12c), the property (23) and (26), it follows that 
The assumptions (12e) moreover imply that
Due to Lemma D.2 (see the appendix for the proof)
Define c 4 :=ĉ 1 +ĉ 4 , and c 2 :
We at last consider in (69) the surface integral, which was estimated in [Ura71] , [Ura73] , [Ura75] only for special cases of F , κ and G. Due to the condition (6), the operator [
..,n−1 is a system of orthonormal tangential vectors on ∂G, then, the relation (6) implies that
Note that (τ (l) · ∇)n G · n G = 0, and that the eigenvalues of the symmetric matrix a l,j :
. . , n − 1) are nothing else but the principal curvatures k i of ∂G. In the paper [Ura73] , Lemma 2 these facts and the assumption κ = const. were used to prove that the surface integral has a sign for all nonnegative η. In the general case, it follows that
Using the estimates (70), (71), (72), (73), (75) and the relation (69), the claim follows.
The gradient estimate I
In this subsection, we show on the base of Lemma 5.1 that under the strong monotonicity condition (7), the estimate on ∇ψ is only polynomial in the norm of the data.
Lemma 5.2. Same assumptions as in Lemma
The number K is a continuous function of the constants in the conditions (12), of the constants c i of Lemma 5.1, and
and on φ L ∞ (S) .
Due to the identity (cp. (38), (39))
the inequality (63) implies that (cf. (40) for the definition of the measure dH n−1 )
Writing the surface integrals over G again, the property (35) and the inequality (63) yield
Definec
The estimates (77) and (79) together imply that
Due to (26), it follows from (80) and (81) that
Choose now f (v) = v q with q ≥ 1 in (82). Then
Using the property (36), the claim follows. 
Proof. Due to the condition (16), Lemma 5.2 implies that
We add v (q−2)/2 2 L 2 (G) on both sides of (84). Thanks to Hölder's inequality, it follows that
Define χ := q 0 −2 n−2 n q 0 if n > 2, and χ := 2 if n = 2. The choice of q 0 implies that χ > 1 and that 2 χ− 2 ≤ 2 n n − 2 for all q 0 ≤ q < ∞ .
It follows that the embedding W 1,2 (G) ֒→ L r (G) for r := 2 χq/(q − 2) is continuous, and that the embedding constant are uniformely bounded. The relation (85) implies that
For m ∈ N, set q m :
, and define
As a consequence of (86), one finds the recursive inequalities
As usual for Moser-iteration-type arguments, we now provide (rough) bounds for the products appearing in (88). Note first that log(
log(c i ) ≤ log c + log K + 2 log(q i − 2) + 2/q i log meas(G) .
Using the estimate
we can bound
and
,
Therefore, (89) implies that
, and the claim follows from (88).
Everything is therefore reduced to estimating the L q 0 −norm of v for a q 0 > n. We directly obtain this bound, if we require the strong monotonicity condition (7).
Proposition 5.4. Same assumptions as in Lemma 5.2 and (7). Then, there is a positive number
where K is the constant of Lemma 5.2.
Proof. Use Lemma 5.2 and Hölder's inequality, to obtain for q ≥ 1 that
Gradient estimate II. The limiting case γ 0 = 0
Ural'tseva has proved in [Ura73] , [Ura75] for the gradient estimate that the assumption (7) can be replaced by (16) either if the domain G is convex and κ is a constant, or if σ = σ 0 (q) = |q|.
Here, we prove the validity of these results in a more general situation. The key-point in the proof is the Sobolev embedding theorem on the manifold S recalled in the appendix under Lemma B.
3.
An important feature is that the gradient estimate here depends on lower-order norm of ψ, in particular on ψ L ∞ (G) , whereas in the preceding section, the condition (7) guaranteed an independent estimate on ∇ψ (cp. Proposition 5.4). Note also that the estimate in this section is exponential in the data. 
The constant c is a continuous function of the constants ν i , µ i in the conditions (12), of the constants c i in Lemma 5.1, and depends linearly on ∇φ
Proof. We start from the Lemma 5.2, choosing η := ζ 2 v f (w), with f ∈ C 1 (R) positive and nondecreasing. The assumption (16) yields
Using Young's and Cauchy-Schwarz's inequalities
where we used the assumption (12c) in the second line. Using also (63), it follows from (92) that
The inequality (63) and Lemma 3.2 imply that (cp. (78))
Therefore, there is a constant c such that the inequality (93) is preserved dropping the boundary term. Estimating
It follows from (63) that
For q ∈ [1, ∞[ and s ∈ R, define f (s) = max{s, 0}
q . Then, writing the integrals in (94) over S, we obtain that
and the claim follows. Proof. Observe at first that
For s = 2n/(n − 2) if n = 2, s < ∞ arbitrary if n = 2, Theorem B.3 yields
and it follows from Lemma B.3 that
Setting χ := n/(n − 2) for n > 2, χ > 1 arbitrary if n = 2, it follows that
From (98), the claim follows from fairly standard arguments. For x 0 ∈ G and 0 < r < R, we choose η ∈ C ∞ (G) so that η = 1 on B r (x 0 ), η = 0 in G\B R (x 0 ), and |∇η| ≤ c 0 (R−r)
We then define ζ :=η, S r := {(x, ψ(x)) : x ∈ G ∩ B r }. The relation (98) and Hölder's inequality yield
where λ q ∈ {(q − 1)/(q + 1), q/(q + 1), 1}, 
with the iterative structure
We obtain
Here λ m ≤ 1. The claim follows with similar methods as for Proposition 5.3.
Thanks to Lemma 5.6, the problem of estimating w + is reduced to obtaining bounds on H n (S) and on w 
Higher-order estimates
The gradient bound is crucial in the problem (5), (6). Higher-order estimates can be derived whenever a L ∞ −bound on the derivatives of ψ has been proved, since the equation (5) 
Define a 0 := sup G |∇ψ|. Here, and also in the next section about existence, we provide alternative proofs to the ones of the literature. We at first state an auxiliary proposition, whose proof, technical, is to find in the appendix, section D.
Lemma 6.1. Let ∂G be a n − 1 dimensional manifold of class C 2,α (α ∈ [0, 1]). Then there exist k ∈ N and a family {T
(1) , . . . ,
on ∂G .
The following Lemma states the Hoelder continuity estimate on ∇ψ.
Lemma 6.2. Assume that G is a domain of class
Proof. Due to Remark 3.1 and Gauss' theorem, the relation (48) is equivalent to
For l = 1, . . . , n, we insert the testfunction ∂ x l ξ for ξ ∈ C 1 (G) in (106). Using integration by parts, it follows that
Let τ ∈ {T (1) , . . . , T (k) }, where k and the family {T (i) } are given by Lemma 6.1.
Since τ is divergence-free in G according to the Lemma 6.1, it follows that
and therefore
with w := F p i ,x l ∂ x i τ l , and with a vector field V given by
Using in particular the growth assumption (12b), it follows that
According to the case (1) of Theorem C.1, there is for 0 ≤ β < 1 arbitrary a constant c depending only on β, G, the ellipticity constant of the matrix
Let {τ (1) , . . . , τ (n−1) } be an orthonormal basis of the tangential space on ∂G. Using Lemma
is valid, with λ
With the help of the result (110), it follows that ψ t := ∇ψ − (n G · ∇ψ) n G ∈ C 0,β (G).
We finally show that also ψ n := n G · ∇ψ satisfies a Hölder condition. For x ∈ G, y ∈ R,
Using the growth condition (12b),
so that the following estimate holds:
By virtue of the condition (12c), note that
On the other hand, the boundary condition (6) implies that H(x, ψ n (x)) = 0 on ∂G. For x, x ′ ∈ ∂G arbitrary, it follows that
The latest yields
Therefore, taking (111) into account
which finally implies that ∇ψ ∈ C 0,β (∂G). Return to (107) for ξ ∈ C 1 0 (G)
With the help of the case (1) of Theorem C.1, it now follow that ∂ x l ψ ∈ C 0,β (G) for l = 1, . . . n with corresponding norm estimate.
The estimate in C 2,α is obtained with similar ideas. (12), on φ C 0,α (S) and a 0 . (4) and (19)).
Lemma 6.3. Same assumptions as in Lemma 6.2. Then, the norm of ∇ψ in C 1,α (G) is bounded by a constant that depends on the constants in the conditions

Proof. Consider the relation (108). Lemma 6.2 implies that F
p i ,p j ∈ C 0,β (G) for all β ∈ [0, 1[. Analogously, Φ ∈ C 0,β (G) for all β ∈ [0, 1[ (cf.
The definition (109) together with Lemma 6.2 now implies that
Thus, the case (2) of Theorem C.1 now yields
and it follows from Lemma 6.1 that
We are now allowed to differentiate the relation H(x, ψ n (x)) = 0 in any tangential direction τ over ∂G, which yields
Due to (115), the regularity of ∂G and the preceding Proposition 6.2, the function τ ·∇ x H(x, ψ n (x)) belongs to C 0,α (∂G). For the same reasons, and (112), the function [∂ y H(x, ψ n (x))]
−1 belongs to C 0,α (∂G) as well. Thus, the mixed-derivatives ψ t,n belongs to C 0,α (∂G), with corresponding continuity estimates.
We now want to show that also ψ n,n ∈ C 0,α (∂G). Using integration by parts, the relation (107) in particular implies for l = 1, . . . , n that
Choosing ξ = η n G,l and summing up for l = 1, . . . , n, it follows after straightforward simplifi-
Denoting div ∂G the surface divergence on ∂G, the latest yields
If τ is a tangential vector on ∂G, then for i = 1, . . . , n τ · ∇(
Using the preceding results, div ∂G (F p + κ n G ) involves only mixed tangential normal second derivatives of ψ and therefore belongs to C 0,α (∂G) with estimate. Note also that
The relation (116) implies that
the relation (114) yields the claim (case (2) of Theorem C.1).
Existence
It was shown for the first time in [Ura71] that a priori estimates on the gradient of C 2 solutions to (5), (6) joined to the Hoelder estimate of Lemma 6.2 leads to an existence theorem via continuation methods in Banach-spaces exposed in [LU68] , Ch. 10.
We are able to generalize these ideas and to significantly improve the hypotheses on φ, required to satisfy only (13) and (14) 
By assumption x k ∈ B K (0; Y ) for all k ∈ N, and therefore, there is a subsequence x k j that strongly converges in X to some x * . Obviously, G(x * , λ * ) = 0, implying λ * ∈ M.
Seeking a contradiction, assume that λ * < 1. Then, due to the implicit function theorem (see [GT01] , Th. 17.6), there is an open neighborhood ]λ * − ǫ, λ
Therefore λ * = sup M, the contradiction.
Theorem 7.2. Assumptions of the Theorem 2.1. Then, there is
.
Proof. At first, the fundamental theorem of integration implies that
Due to (118), the problem (5), (6) is equivalent to
Let w ∈ C 2,β (G), with β < α be given. Consider the following semilinear Neumann-problem for the unknown u:
Since ∇w is in C 1,β , the coefficient matrix {a i,j (x ∇w)} is uniformely elliptic, and it moreover belongs [C 1,β (G)]
n×n . In Lemma D.4 hereafter, we prove that the problem (119) is uniquely solvable in the space C 2,β (G), and that the nonlinear mapping S :
Let a > 0 arbitrary, let λ ∈]−a, 1]\{0}, and assume that w ∈ C 2,β (G) satisfies λ S(w) = w.
The latest means that
IntroduceΦ
Taking into account the definitions (118), (120) is nothing else but
The new functionsΦ λ ,κ λ satisfy the requirements of the statements 4.4, 5.3, 6.2 and 6.3: In particular, (7) is valid, and all derivatives ofΦ λ are bounded independently of the parameter λ. Therefore, w is unique, and there is a continuous function K of the data such that w C 2,α (G) ≤ K. The claim follows from Proposition 7.1, with X = C 2,β and Y = C 2,α .
It remains to prove the existence claim of Theorem 2.3 with the weakening of the condition (7). Proof. Assume that φ satisfies (16). For ǫ > 0, the function φ ǫ (x, x n+1 ) := φ(x, x n+1 ) − ǫ x n+1 satisfies (7), with γ 0 = ǫ. Applying the result of Theorem 7.2, there is a unique ψ ǫ ∈ C 2,α (G) that solves the problem
On the other hand, φ ǫ (x, x n+1 ) satisfies (17) independently of ǫ, and therefore ∇ψ ǫ L 1 (G) + ψ ǫ L ∞ (G) ≤ C according to Lemma 4.1 and Lemma 4.2. Then, the statements 5.6 and 5.7 guaranty that also ∇ψ ǫ L ∞ (G) ≤ C with C independent of ǫ. Finally, one obtains uniform bounds for {∇ψ ǫ } in Hoelder spaces applying the propositions 6.2 and 6.3. The existence claim follows letting ǫ → 0.
Uniqueness
We recall the definition (3) and that σ 0 (q) := |q|. We abbreviate R = R(x, p) and for q = (−p, 1), σ = σ(x, q) = σ(x, −p, 1), σ 0 = σ 0 (x, q) = σ 0 (x, −p, 1). Then, for k = 1, . . . , n, the assumption (12d) implies that
Using the latest, and the projection operator (28) it follows that
Denoteξ =ξ − (ξ · q/|q| 2 ) q. Since σ 0 satisfies (12c) with µ 2 = 1, the Cauchy-Schwarz inequality yields
Let p 1 , p 2 ∈ R n , and x ∈ G arbitrary. Due to the fundamental theorem of integration
Using (121), with q = q t = (tp 1 + (1 − t)p 2 , −1) and ξ = (p 1 − p 2 ) it follows that
On the other hand, we can write
and, employing the same notations as in (122), the assumptions (12c), (12d) yield
It ψ 1 and ψ 2 are two weak solutions to (5), (6), then
For ρ > 0, and γ 0 > 0 Youngs inequality yields
Due to the assumption µ 3 < 2 γ 0 ν 2 , the estimates (122) and (123), there is ρ < 1 such that
Therefore, the assumption (7) implies that (1 − ρ) γ 0 G |ψ 1 − ψ 2 | 2 ≤ 0, proving the uniqueness.
A Useful properties
Let G ⊂ R n be bounded, and define d(
Proof. A proof is given in [GT01] , Lemma 14.16 for d ∈ C 2 (Γ µ 0 ), but it obviously extends to the C 2,α case. It is moreover shown that for all x ∈ Γ µ 0 , there is a unique y = y(x) ∈ ∂G such that d(x) = |y − x|, and the mapping x → y is of class
In the following Lemma, we show that the right-hand side Φ of (5) is allowed to have less regularity than C 1 (G × R). If ψ ′ ∈ C 0,1 (G), we introduce 14) ). Assume that ψ ∈ C 0,1 (G). Then, the function φ(·, ψ) belongs to W 1,1 (G), and moreover
where ∇φ +,− ∈ L 1 (S) are the traces of ∇φ on the surface S taken from the side of Ω +,− .
Proof. By assumption, φ ∈ W 2,1 (Ω − ). Therefore, the function φ and its first weak derivatives
The chain rule implies in
The right-hand of (127) is strongly convergent in L 1 (G − ), and therefore, φ m (·, ψ) → w ∈ W 1,1 (G), and it follows that w = φ(·, ψ). This proves (126) in G − . The claim follows from a similar consideration for the set Ω + .
In the interior of the set G 0 := {x ∈ G : ψ(x) = ψ ′ (x)}, the traces φ 
B Integration by parts and Sobolev embedding on manifolds
In this section, we assume that G ∈ C 1 , and we consider ψ ∈ C 1 (G). Denote by S the graph of ψ (cp. (29)) and by dH n the surface measure 1 + |∇ψ| 2 dλ n on S. For vector fields η ∈ [C 1 (R n+1 )] n+1 , the surface divergence div S η is defined using the operator δ of (32) by Proof. Throughout the proof, σ q = σ q (x, −∇ψ, 1). According to (128), the relation (1) is equivalent to
For i = 1, . . . , n + 1, we compute
and therefore, using that the assumption (12d) implies σ q i ,q k n S,i = 0 for k = 1, . . . , n + 1, it follows that
Thus, (1) is equivalent to
σ q i = φ + R, and the claim follows.
We recall the definition (32) of the operator δ, the notations (38) and (39 
Proof. By definition
We easily verify that
Using (39) of sin α, the claim follows.
The following Theorem was first proved in [LU70] 
A natural consequence of Theorem B.3 is the general embedding theorem on the manifold S.
Corollary B.4. Let 2 * denote the usual Sobolev embedding exponent to p = 2 in R n . Let
Proof.
Choose q = 2(n − 1)/(n − 2) if n > 2, q < ∞ arbitrary if n = 2.
C Auxiliary regularity theorems
For the higher-order estimates on ∇ψ, we need auxiliary regularity. Throughout this section, we consider a function u ∈ W 1,2 Γ (G), where Γ ⊆ ∂G is a (relatively) closed subset of ∂G that might also be empty. We assume that u is a weak solution to the mixed boundary value problem
where {a i,j } i,j=1,...,n is uniformely elliptic.
following statements are valid:
0,β (G) for all β < 1, and there is C > 0 depending on β and on the data a i,j , c and G in their respective norm such that
, and there is C > 0 depending on the data a i,j , c and G in their respective norm such that 
, and there is C > 0 depending on the data a i,j , c and G in their respective norm such that
Proof. The result (4) is already to find by Schauder. See the Ch. 3 of monograph [LU68] . A proof basing on Campanato space methods is to find in the more recent survey [Tro87] , Theorem 3.16 and Theorem 3.17.
The following Lemma, to find for instance in [Tro87] , Theorem 2.7 (see also Lemma 2.9), is well-known.
D Proof of some technical results
The following Lemma was proved in [Ura73] , Lemma 3 for σ = σ(q) and κ = const. The proof is elegant and relatively short. Because we consider a more general form of σ and κ, we present a sketch of the proof, but we emphasize that we introduce no new ideas. 
Proof. Throughout the proof, we denote a i,j = σ q i ,q j (x, −∇ψ, 1) for i, j = 1, . . . , n + 1, and A := {a i,j }. It is convenient to use the notation u :=ψ ∈ C 2 (G × R) (cf. (28)) to avoid confusion with the superscripts.
First step.
Obviously
Denote λ 1 (x), . . . , λ n (x) the nonvanishing eigenvalues of the matrix A(x), and λ n+1 = 0.
Due to (12c), the eigenvalues satisfy the inequalities
Due to the condition (12d), there is for each x ∈ G × R an orthonormal system of vectors {τ m (x)} m=1,...,n such that τ m (x) · n S (x) = 0, and such that a i,j τ r i τ s j = δ r,s λ r for r, s = 1, . . . , n + 1 , with the Kronecker δ. Using othonormal decomposition, and the fact that An S = 0, we see that
Second step. For l = 1, . . . , n, introduce ξ l := 2 F p l + κ n G,l , and g := ξ (cp. (28)). Due to the conditions (12b) and (12e), note that
Rearranging the indices in the definition (68) of b
(2) , it follows that
In view of (22), −n S · (F p + κ n G ) ≥ ν 0 − µ 1 / 1 + |∇ψ| 2 . The latest yields, thanks also to the conditions (12e),
It follows from (140) that
and therefore, the last two relation yield
which, in turn, thanks also to (23), implies that
With arguments analogous to (139)
Using the estimates (136), (139) and (137), the claim follows. 
The numberĉ 3 depends moreover continuously on ∇φ
Proof. Due to the definition (4), we have Φ = φ + R. We begin estimating the φ term. Lemma A.2, and the property (53) yield
In the case that ∇φ is discontinuous across S, Lemma A.2 moreover shows that the traces φ x i in (144) can be taken from arbitrary side of S. The latest implies the estimate
Now considering the R term (cf. (3)) with σ 0 (q) = |q|, note for k = 1, . . . , n that
where the summation over i, j occurs from 1, . . . , n + 1. For all (x, q) ∈ G × R n+1 and l = 1, . . . n+1, the assumption (12d) yields σ q l ,q i (x, q) q i = 0, and therefore also σ x j ,q l ,q i (x, q) q i = 0. It follows that σ 0 q i σ q i ,x j ,q l = 0, and that
Due to (12a) and (12e), we obviously have
On the other hand, using (66), we see that k κ) ) .
For i = 1, . . . , n + 1, set η i := σ q i ,x j σ 0 q j . The |η| ≤ µ 3 in view of (12e). Since σ 0 (q) = |q| satisfies the assumptions (12c), and (12d) with µ 2 = 1, it follows that (cp. 
The claim follows from (146).
We now give the proof of Lemma 6.1. 
such that F i (B 1 (0; R n−1 ) × {0}) = U i ∩ ∂G. Let {ζ 0 , . . . , ζ m } denote a partition of unity associated with the family {U i } i=0,...,m .
We fix i ∈ {1, . . . , m} and let {e j } j=1,...,n−1 denote the n − 1 first standard basis vectors in R n . We define a vector field
F ′ i (x) e j forx ∈ Z 1 and j = 1, . . . , n − 1 . i (x)) for x ∈ G .
In the following Lemma, we prove the Fréchet-differentiability claim needed for the Theorem 7.2. The proof uses the following straightforward property.
Lemma D.3. Let g, h ∈ C 0,β (G) with 0 ≤ β ≤ 1. Let f ∈ C 0,1 (R). Then, g, h ∈ C 0,β (G), and f • g ∈ C 0,β (G).
Lemma D.4. Under the conditions of Theorem 7.2, the solution mapping S to the problem (119)
is well-defined, continuous and Fréchet-differentiable from C 2,β (G) into itself for all 0 < β ≤ α.
Proof. We at first prove the unique solvability of (119) in C 2,β (G). 
Due to the condition (7), a(x, v) ≤ −γ 0 uniformely in G. On the other hand, the fundamental Lemma of integration yields φ(x, u) = a(x, u) u + φ(x, 0) .
Let w ∈ C 2,β (G) be fixed. Let p > n such that 1 − n/p > β. We denote by T : L ∞ (G) → W 1,p (G) the solution operator v → u to the linear problem
Due to the estimate (20), the case (3) of Theorem C.1 induces the existence of the solution u ∈ W 1,p (G), and a continuity estimate. The uniqueness of the solution follows from the uniform negativity of the coefficient a. Clearly, T is compact from L ∞ (G) into itself due to the choice of p and the Sobolev embedding theorem. We now prove that T maps a closed, convex and bounded set of L ∞ (G) into itself.
For k ∈ N, multiply (149) with the testfunction ξ k := (u − T k (u)). Integration by parts yields
It follows that inf{γ 0 , α 0 (w)} u − T k (u)
For r 0 > n − 1 and q 0 > n arbitrary, it follows from Lemma C.2 that
with a constant c independent of v, that is, due also to (20), T v L ∞ (G) ≤ K, with K independent of v. Thus, invoking the Schauder fixed-point theorem, there is u ∈ L ∞ (G) ∩ W 1,p (G) such that T u = u, that is u solves the problem (119). Due to the choice of p, u ∈ C 0,β (G). Since φ is Lipschitz continuous, it follows that φ(x, u) ∈ C 0,β (G), and the case (4) of Theorem C.1 implies even that u ∈ C 2,β (G), with a corresponding continuous estimate.
We now prove the Fréchet differentiability of the solution mapping Sw := u. Let h ∈ C 2,β (G). Denote u h = S(w + h) ∈ C 2,β (G). Then, defining g i := (a i,j (x, ∇(w + h)) − a i,j (x, ∇w)) ∂ x j u h for i = 1, . . . , n , g 0 := R(x, ∇(w + h)) − R(x, ∇w) ,
The latest together with the property of Lemma D.3 and (19) yields ∇g i C 0,β (G) ≤ c(w, w + h) h C 2,β (G) .
Similarily, using the regularity (19) g 0 C 0,β (G) ≤ c(w, w + h) h C 1,β (G) .
Therefore, the case (4) of Theorem C.1 on the regularity of the problem (151) yields S(w + h) − S(w) C 2,β (G)
≤ c(w, w + h) ( g 0 C 0,β (G + g i C 1,β (G + φ(x, u h ) − φ(x, u) C 0,β (G) ) ≤ c(w, w + h) ( h C 2,β (G) + φ C 0,1 u h − u C 0,β (G) ) .
The claim follows using (153).
