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Abstract
This paper extends the formulation of Sinkhorn divergences to the
unbalanced setting of arbitrary positive measures, providing both theo-
retical and algorithmic advances. Sinkhorn divergences leverage the en-
tropic regularization of Optimal Transport (OT) to define geometric loss
functions. They are differentiable, cheap to compute and do not suffer
from the curse of dimensionality, while maintaining the geometric prop-
erties of OT, in particular they metrize the weak∗ convergence. Extend-
ing these divergences to the unbalanced setting is of utmost importance
since most applications in data sciences require to handle both trans-
portation and creation/destruction of mass. This includes for instance
problems as diverse as shape registration in medical imaging, density fit-
ting in statistics, generative modeling in machine learning, and particles
flows involving birth/death dynamics. Our first set of contributions is
the definition and the theoretical analysis of the unbalanced Sinkhorn di-
vergences. They enjoy the same properties as the balanced divergences
(classical OT), which are obtained as a special case. Indeed, we show
that they are convex, differentiable and metrize the weak∗ convergence.
Our second set of contributions studies generalized Sinkkhorn iterations,
which enable a fast, stable and massively parallelizable algorithm to com-
pute these divergences. We show, under mild assumptions, a linear rate
of convergence, independent of the number of samples, i.e. which can
cope with arbitrary input measures. We also highlight the versatility of
this method, which takes benefit from the latest advances in term of GPU
computing, for instance through the KeOps library for fast and scalable
kernel operations.
1 Introduction
Defining Sinkhorn divergences between arbitrary positive measures is important
to take advantage of both the geometry of mass transportation and of mass cre-
ation/destruction. Our proposal extends the original formulation of [FSV+18]
in a way that maintains all its favorable theoretical and numerical properties.
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1.1 Previous work
Comparing probability distributions in data sciences. Many problems
in data sciences require to compare probability distributions, which can be for
instance point clouds or parametric densities. Typical instances of these prob-
lems include shape matching [VG05, KCC17] generative modeling [GPAM+14],
supervised learning [DFSC18] and domain adaptation [CFTR16]. Simple loss
functions to perform these comparisons, such as the total variation norm or
the Kullback-Leibler divergence cannot be used, because they are not continu-
ous with respect to the displacement of the points supporting the distributions.
They do not take into account the geometry of the underlying space X , which
is endowed with some ground distance dX (x, y) (the simple case being the Eu-
clidean norm dX (x, y) = ‖x− y‖). Mathematically, admissible loss functions to
tackle these applications should metrize the weak∗ convergence, as detailed in
Section 1.5.
OT and MMD distances. Two families of divergences that take into
account the geometry of the underlying space X are Maximum Mean Discrep-
ancies (MMD) norms [GBR+07] and Optimal Transport distances. The former
are also known as kernel norms and consist in integrating a positive definite ker-
nel k(x, y) over the space X . MMD norms have two crucial properties, namely a
cheap O(n2) computation cost and a small sample complexity: the approxima-
tion error between a measure and its empirical estimation using n points scales
like 1/
√
n [SF+12]. Those norms however suffer from gradients with screen-
ing artifacts similar to electrostatic interactions. Such effect induces a gradient
biased towards the geometrically closest points, and discards the rest of the
measures. This issue can be alleviated by using loss functions based on OT,
which replace all-to-all interactions of MMD by a pairing between the points
supporting the distributions. Nevertheless, OT comes at the expense of a higher
O(n3 log n) computational cost, is not differentiable, and suffers from the curse
of dimensionality. Indeed, when X = Rd, the discretization error scales like
O(n−1/d), see [Dud69, WB17].
Entropic regularization. Bridging this gap between these two classes of
geometric losses (MMD and OT) requires some sort of regularization of the
OT problem. Regularizing the transport using the Shannon-Boltzmann relative
entropy has recently emerged as an efficient approach, which combines both
strong theoretical and numerical guarantees. This idea can be traced back to
Schro¨dinger’s model of lazy gaz [Sch31, Le´13] and can be solved using a fast it-
erative procedure, often called Sinkhorn’s algorithm, because Sinkhorn provided
the first rigorous convergence analysis [Sin64]. This algorithm has been used
extensively in fields as diverse as the gravity model of transportation [Wil69],
the IPFP and RAS methods [DS40, Bac65], the soft-assign algorithm for shape
registration [KY94] and modeling in social sciences [GS10]. Its increasing popu-
larity in machine learning follows from the landmark paper [Cut13], who showed
that it defines a differentiable loss function for supervised learning, and takes
advantage of GPU architectures. We also refer to [BCC+15, ABRW18] for
some illustrative recent works presenting theoretical and numerical advances on
Sinkhorn’s algorithm.
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Unbalanced OT. Classical OT can only be used to compare measures having
the same mass. This is too restrictive for many applications and also typically
leads to irregular transportation plans. Indeed, the conservation of mass con-
straint often forces the fit of noise and outliers, which can be avoided by allowing
mass variations.
The simplest approach to extend OT to arbitrary measures (which also in-
cludes signed measures) is to use a norms which is the dual of Lipschitz and
bounded functions. This extends the W1 optimal transport norm to the so-
called flat norm [Han99], which is also often named Kantorovich-Rubinstein
norm [Han92], see also [SW19] for a general framework. This construction can
be generalized to other ground costs (when comparing positive measure) by the
use of partial OT [Fig10], which corresponds to only transporting some frac-
tion of the total mass. Another option to define unbalanced OT is to used a
geodesic dynamic Benamou-Brenier formulation of OT [BB00] where a source
term allowing for mass creation/destruction is taken into account, see for in-
stance [CPSV15, KMV+16b, LMS16, MRSS15, PR14]. For some specific costs
on this source term, it was shown in [CPSV15, LMS15] that this dynamic for-
mulation is equivalent to a static formulation involving a Kantorovitch coupling.
This is crucial to enable the development of fast solvers. Of particular inter-
est for us is the static formulation of [LMS15] which makes use of Bregman
divergence penalization of the mass conservation constraint. This formulation
is at the heart of the development of a fast Sinkhorn solver in [CPSV18]. Our
proposal for an unbalanced Sinkhorn divergence relies on this approach.
The use of unbalanced OT is becoming increasingly popular in applications.
Let us for instance mention its use for supervised learning [FZM+15], to enhance
iterative closest point registration [BC19], and to tackle medical imaging regis-
tration [FRTG19]. It is also at the heart of recent advances using unbalanced
gradient flows to study the dynamics involving local changes of mass, such as
the Hele-Shaw tumor model [GLM19, GM17, KMV16a, GNV18, CDM17] and
the Camassa-Holm equation [GNV18]. Cell populations are also modeled in
biology with such flows to take into account the duplication and evolution of
cells [SST+17]. A similar gradient flow approach is also useful to understand
the global convergence properties, in the mean field limit, of gradient descent
methods to train neural networks with a single hidden layer [CB18, RJBVE19].
1.2 Entropic regularization and unbalanced optimal trans-
port
From now on we consider positive measures in M+(X ) and in particular we
do not assume that they have unit mass. Following [LMS15], we consider a
formulation of unbalanced OT consisting in replacing the “hard” conservation of
mass constraints on the transport plan by a “soft” penalty using a ϕ-divergence
Dϕ. This corresponds to allowing a local destruction and creation of mass when
it is too expensive to transport it.
A function ϕ : [0,∞) → [0,∞] is called an entropy function if it is convex,
lower semicontinuous and ϕ(1) = 0. It is defined on R with the convention
ϕ(p) = +∞,∀p < 0. The coefficient ϕ′∞ = limp→∞ ϕ(p)/p is called the recession
constant. The convention when ϕ′∞ = +∞ is that ∞× 0 = 0. For any positive
measures (α, β) ∈M+(X ) with the Lebesgue decomposition α = dαdβ β+α⊥, the
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ϕ-divergence (or Csisza`r-divergence) associated to ϕ reads
Dϕ(α, β)
def.
=
∫
X
ϕ
(dα
dβ
)
dβ + ϕ′∞
∫
X
dα⊥. (1)
For ϕ(p) = p log p− p+ 1, Dϕ is the Kullback-Leibler divergence, also known as
the relative entropy. Properties and examples are provided in Section 3.
Following [CPSV18], the regularized unbalanced optimal transport
cost OTε between positive measures (α, β) is then defined for a regularization
parameter ε ≥ 0 as
OTε(α, β)
def.
= inf
pi∈M+(X 2)
∫
X 2
C dpi +Dϕ(pi1|α) +Dϕ(pi2|β) + εKL(pi|α⊗ β).
(2)
Here, the notation (pi1, pi2) denotes the marginals of the measure pi ∈M+(X 2),
and C(x, y) is some ground cost to transport a unit of mass between x and y. A
usual choice is C(x, y) = dX (x, y)p for some exponent p. “Classical” (balanced)
OT is retrieved by setting Dϕ(pi1|α) = +∞ if pi1 6= α and 0 otherwise (and
similarly for Dϕ(pi2|β)), i.e. ϕ = ι{1}.
1.3 Entropic bias and Sinkhorn divergence
In the framework of balanced OT, as ε → 0, OTε(α, β) converges to un-
regularized OT. This convergence is studied in [CSM94] for discrete measures,
in [CDPS17] for general measures in X = Rd, and in [Le´o12] for more general
metric spaces X .
In sharp contrast, the asymptotic for large ε is a quadratic functional
OTε(α, β)
ε→∞−−−→ 〈α, C ? β〉 def.=
∫
X
C(x, y)dα(x)dβ(y).
This shows that OTε interpolates between OT0 which is minimized when α = β
and an inner product that is maximized when α = β. As soon as ε > 0, it is
no longer a distance, since there exists a measure γ 6= β such that OTε(γ, β) <
OTε(β, β). As a consequence, when minimizing OTε(α, β) with respect to α
so as to reach a target measure β, one does not retrieve the target distribution
β. As an example, when C(x, y) = ‖x− y‖22 and ε → ∞, the measure α that
minimizes 〈α, C ? β〉 is a Dirac located at the mean of β. As shown in [KY94],
the measure γ minimizing OTε(·, β) is an increasingly shrinked version of β as
ε increases. We call this phenomenon the entropic bias.
In order to correct this bias, in the balanced case Dϕ = D{=}, a debiased
version of OTε, the Sinkhorn divergence, is introduced in [RTC17] and stud-
ied in more details in [GPC18]. It is shown in [GPC18] that it interpolates
between OT0 and a MMD norm, making it a more consistent loss than OTε.
We extend this Sinkhorn divergence to the unbalanced case by defining
Sε(α, β)
def.
= OTε(α, β)− 12OTε(α, α)− 12OTε(β, β) + ε2
(
m(α)−m(β))2,
where m(α) =
∫
X dα is the total mass of α. When m(α) = m(β) and Dϕ =
D{=}, one retrieves the original definition, whose theoretical properties are stud-
ied in [FSV+18]. This previous work shows that, when restricted to probability
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measure M+1 (X ), and assuming that e−C/ε is a positive definite kernel, Sε is
convex, positive definite on the space of probability measures. It is the pur-
pose of this article to extends these properties to the case of arbitrary positive
measures in M+(X ) and to arbitrary divergence Dϕ.
1.4 Contributions
Section 2 introduces the main concepts involved in both the theoretical and
algorithmic parts. Section 3 details the Sinkhorn algorithm and proves that the
algorithm converges in the weak sense and under stronger condition with a geo-
metric rate. The main ingredient to obtain these results is Proposition 7, which
factorizes the Sinkhorn algorithm into a composition of contractant operators.
Section 4 leverages some results of Section 3 to show in Theorem 2 the weak∗
continuity of regularized OT. The main contribution of this part is Theorem 4
which proves the main properties of the unbalanced Sinkhorn divergence. An
additional contribution is an alternative proof of Theorem 4, which leads to a
lower bound of the divergence by a reproducing kernel Hilbert spaces (RKHS)
norm, which is of independent interest. Section 6 gives implementation details
for discrete measures and highlights how theoretical advances of the previous
section translate into a versatile numerical scheme. Finally, Section 5 generalizes
results on the sample complexity of regularized OT, where the main asymptotics
for ε→ 0 and ε→∞ are stated in Theorem 6.
1.5 Assumptions and notations
We consider the space of positive Radon measures M+(X ) defined on a space
X which is assumed to be compact and convex. The space M+(X ) is in
duality with the space of continuous functions C(X ) endowed with the norm
‖·‖∞, while M+(X ) is equipped with the weak* topology. The convergence in
the weak* topology is denoted αn ⇀ α, which corresponds to
∫
fdαn →
∫
fdα
for any f ∈ C(X ). The space of non-zero positive measures and of probability
measures are respectively noted M+∗(X ) and M+1 (X ). The duality pairing is
denoted 〈α, f〉 def.= ∫X fdα = Eα[f ].
A kernel k(x, y) is a continuous function on X 2 which accounts for some
measures of similarity between x and y. It is called positive if for any measure
α the quantity ‖α‖k def.= 〈α ⊗ α, k〉 =
∫
X 2 k(x, y)dα(x)dα(y) is nonnegative. In
the case of discrete measures α =
∑
i αiδxi it is equivalent to impose that the
matrix K = (k(xi, yj))i,j is positive. A kernel is called universal if the set of
functions {x 7→ k(x, y) : y ∈ X} is dense in C(X ). The convolution of a kernel
with a measure is the continuous function in C(X ) defined as
k ? α : x 7→
∫
y∈X
k(x, y)dα(y).
We assume through the article that the cost C appearing in (2) is symmetric,
continuous, and that C(x, x) = 0. We also assume that C is γ-Lipschitz with
respect to each of its input, i.e. for any (x, y) ∈ X
‖C(x, .)− C(y, .)‖∞ ≤ γdX (x, y).
The diameter of a set A is defined as diam(A)
def.
= sup(x,y)∈A2 dX (x, y). The
diameter of a measure is the diameter of its support.
5
2 Background on Csisza´r-divergences, Softmin
and anisotropic proximity operators
This section introduces the operators involved in the Sinkhorn algorithm and
states their main properties. The connection with this algorithm is exposed in
Proposition 7.
2.1 Csisza´r-divergences
Entropy functions and ϕ-divergences are defined in Section 1.2. We now state
some properties of these ϕ-divergences.
Proposition 1. [LMS15, Corollary (2.9)] For any entropy function ϕ, its ϕ-
divergence (α, β) 7→ Dϕ(α, β) is positive, jointly convex, 1-homogeneous, weak*
lower semicontinuous in (α, β).
The Legendre conjugate ϕ∗ : R→ R of an entropy function ϕ reads
ϕ∗(q) def.= sup
p≥0
pq − ϕ(p). (3)
It has the following properties.
Proposition 2. For any entropy function ϕ,
1. One has ∂ϕ∗ ⊂ R+, thus ϕ∗ is non-decreasing.
2. The domain of ϕ∗ is (−∞, ϕ′∞).
3. One has limq→−∞ ϕ∗(q) = −ϕ(0) and limq→+∞ ϕ∗(q) = +∞.
Proof. A property of Legendre transform in [San15, Lemma 7.15] gives that
∂ϕ∗(q) = arg max{p ≥ 0, ϕ∗(q) = pq−ϕ(p)} ⊂ dom(ϕ) ⊂ R+. Thus ∂ϕ∗ ⊂ R+
and it gives that ϕ∗ is non-decreasing.
Assume ϕ′∞ < ∞ and take q > ϕ′∞, p > 0. Then one has limp→+∞ p(q −
ϕ(p)
p ) = +∞, i.e. q /∈ dom(ϕ∗). If ϕ′∞ = ∞ then for any q ∈ R p 7→ pq − ϕ(p)
goes to −∞ when p → ±∞, which guarantees that ϕ∗(q) is finite, i.e. q ∈
dom(ϕ∗).
By definition one has ϕ∗(q) ≥ −ϕ(0). When q → −∞, if p > 0 then
pq − ϕ(p) → −∞. Thus we necessarily have p = 0 and in that case it gives
lim−∞ ϕ∗ = −ϕ(0). when q → +∞, because ϕ is an entropy function, we have
that ϕ∗(q) ≥ q.1− ϕ(1) = q, which gives that lim+∞ ϕ∗ = +∞.
Remark 1. For unbalanced OT, it is common to introduce an extra parameter
ρ > 0 so as to tune the strength of the mass conservation, and use Dρϕ = ρDϕ.
Note that one has the property (ρϕ)∗(q) = ρϕ∗(q/ρ). Intuitively, the parameter
ρ > 0 controls a maximum displacement radius beyond which it is cheaper to
destroy and create mass rather than transport it. In the limit ρ → ∞, one
usually retrieves balanced OT, for instance, when using Dϕ = ρKL, one has the
limit ρKL(., α)→ ι{.=α}.
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2.2 Softmin operator
The Softmin operator is a smoothed version of the minimum operator.
Definition 1. For any α ∈ M+∗(X ) and ε > 0, the Softmin operator Sminεα
is such that for any f ∈ C(X )
Sminεα (f)
def.
= −ε log〈α, e−
f
ε 〉. (4)
We now details some properties of this operator, which are helpful to get
insights on its behaviour, and that are used extensively in the proofs.
Proposition 3. For any ε > 0, Softmin is continuous on M+∗(X )× C(X ). It
interpolates between a minimum operator and a sum, it is order preserving, and
it is translation invariant. Those properties respectively read(
αn ⇀ α and fn
‖.‖∞−−−−→ f) =⇒ Sminεαn (fn)→ Sminεα (f), (5)
〈α, f〉 ε→+∞←−−−−− Sminεα (f) ε→0−−−→ min
x∈Supp(α)
f(x), (6)
∀(f, g) ∈ C(X ), f 6 g =⇒ Sminεα (f) 6 Sminεα (g). (7)
∀K ∈ R, Sminεα (f +K) = Sminεα (f) +K. (8)
We now mention some regularity properties of the Softmin.
Lemma 1. Let C be any continuous cost on X . For any α-measurable function
f , the function y 7→ Sminεα (C(., y)− f) is continuous.
Proof. The function f is α-integrable and C is continuous on a compact set,
thus x 7→ C(., x) is uniformly bounded w.r.t. x and applying the dominated
convergence theorem gives that the function x 7→ 〈α, e f(.)−C(.,x)ε 〉 is continuous.
Lemma 2. For any α ∈ M+∗(X ), the Softmin is 1-Lipschitz, thus it is a
non-expansive operator.
∀(f, g) ∈ C(X ), |Sminεα (f)− Sminεα (g)| ≤ ‖f − g‖∞ . (9)
Proof. Write ut = t(g − f) + f for t ∈ [0, 1]. The function ut is α-measurable
on a compact set, thus the function t 7→ Sminεα (ut) is differentiable. It gives
|Sminεα (g)− Sminεα (f)| = |
∫ 1
0
d
dt
Sminεα (ut)|
= |
∫ 1
0
〈α, (g − f) e
ut/ε
〈α, eut/ε〉 〉|
≤
∫ 1
0
|〈α, (g − f) e
ut/ε
〈α, eut/ε〉 〉|
≤ ‖g − f‖∞ .
The transformation f 7→ {x 7→ Sminεα (C(x, ·) − f)} defined in C(X ) is at
the heart of Sinkhorn’s algorithm detailed in Section 3. We now detail some of
its properties.
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Lemma 3. Let C be any cost function γ-Lipschitz in each of its inputs. Then
for any (f, α) ∈ C(X )×M+∗(X ), x 7→ Sminεα (C(x, ·)− f) is also γ-Lipschitz.
Proof. Lemma 2 gives that
|Sminεα (C(x, .)− f)− Sminεα (C(y, .)− f)| ≤ ‖C(x, .)− C(y, .)‖∞
≤ γdX (x, y).
2.3 Anisotropic proximity operator
Following [CR13, Teb92], the anisotropic proximity operator is a generalization
of the proximal operator from Hilbert spaces to Banach spaces.
Definition 2. Let h : R→ R be a convex function and ε > 0. The anisotropic
proximity operator is defined as
∀p ∈ R, aproxεh(p) def.= arg min
q∈R
εe
p−q
ε + h(q). (10)
This operator is noted aproxf when ε = 1. When f = ϕ
∗, one has the relation
aproxεϕ∗(p) = ε aprox( 1εϕ)
∗(
p
ε ). (11)
When ϕ is an entropy function, the aprox is well-defined (Proposition 7).
There is a generalized Moreau decomposition that connects it with a KL Breg-
man proximity operator (note that KL is the only divergence which is both a
Bregman and a ϕ-divergence). It reads
aproxϕ∗(p) = p− log
[
arg inf
q∈R+
ϕ(q) + KL(q, exp(p))
]
, (12)
see [CR13] for more details.
The following proposition shows that the anisotropic proximity operator is
nonexpansive in its input. This property is used in Section 3 to prove that the
Sinkhorn algorithm is stable.
Proposition 4. The anisotropic proximity operator is 1−Lipschitz for any con-
vex function ϕ∗, i.e. for any (f, g) ∈ C(X ), one has∥∥aproxεϕ∗(f)− aproxεϕ∗(g)∥∥∞ ≤ ‖f − g‖∞ . (13)
Proof. Take two pairs (p1, q1), (p2, q2) such that for i ∈ {1, 2}, qi = aproxϕ∗(pi).
This is equivalent to epi−qi ∈ ∂ϕ∗(qi), and because ∂ϕ∗ is a monotone operator
one has
(ep1−q1 − ep2−q2)(q1 − q2) ≥ 0.
Then one can use the first order convexity condition to get
ep1−q1 − ep2−q2 ≥ ep2−q2(p1 − q1 − p2 + q2),
ep2−q2 − ep1−q1 ≥ ep1−q1(p2 − q2 − p1 + q1),
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⇒ 0 ≥ (ep1−q1 − ep2−q2)(p2 − q2 − p1 + q1)
⇒ (ep1−q1 − ep2−q2)(p1 − p2) ≥ (ep1−q1 − ep2−q2)(q1 − q2) ≥ 0.
The case ep1−q1 = ep2−q2 is trivial, and without loss of generality we can assume
ep1−q1 − ep2−q2 > 0 by swapping indices if necessary. Eventually it gives the
pointwise inequality
|p1 − p2| ≥ |q1 − q2| = | aproxϕ∗(p1)− aproxϕ∗(p2)|.
The above inequality gives that if x 7→ p(x) is a continuous function instead of a
real number, then x 7→ aproxϕ∗(p(x)) is also a continuous function (Take p1 =
p(x), p2 = p(y) and let x→ y). Now take q1 = aproxϕ∗(f) and q2 = aproxϕ∗(g)
for some (f, g) ∈ C(X ). Since X is compact, suprema are attained and we can
take the point x ∈ X such that
‖q1 − q2‖∞ = |q1(x)− q2(x)| ≤ |f(x)− g(x)| ≤ ‖f − g‖∞ .
This proves the statement for ε = 1, and Equation (11) allows to conclude for
any ε > 0.
2.4 Examples of Csisza´r-divergences
We now give several examples of ϕ-divergences to illustrate a wide range of set-
tings. In each example we provide the entropy function, its Legendre transform
and the operator aprox that it induces.
Balanced OT (Dϕ(., α) = ι{α}) corresponds to using ϕ = ι{1}, the convex
indicator function which encodes the marginal constraints, i.e. dpi1dα = 1 and
dpi2
dβ = 1. In this case we get ϕ
∗(q) = q and aproxεϕ∗(p) = p.
Kullback-Leibler (Dϕ = ρKL) corresponds to ϕ(p) = ρ(p log p− p+ 1) and
ϕ∗(q) = ρ(eq/ρ − 1). One has aproxεϕ∗(p) = (1 + ερ )−1p. When ε = 0, this
divergence is the one used to define the Kantorovitch-Hellinger and Gaussian-
Hellinger (depending on the choice of C) unbalanced OT distances, see [LMS15].
Range (Dϕ = RG[a,b]) is defined for 0 ≤ a ≤ 1 ≤ b with ϕ = ι[a,b] and
ϕ∗(q) = max(aq, bq). The proximal operator is
aproxεϕ∗(p) =

p− ε log a if p− ε log a < 0,
p− ε log b if p− ε log b > 0,
0 otherwise.
Note that in this setting the problem can be infeasible, i.e. OTε(α, β) = +∞.
The transport cost is finite if and only if [m(α).a,m(α).b]∩[m(β).a,m(β).b] 6= ∅.
Take (α, β) such that b.m(α) < a.m(β). The range penalty imposes on
the primal a.m(α) ≤ m(pi) ≤ b.m(α) and b.m(β) ≤ m(pi) ≤ b.m(β), which
is infeasible. To prove the same on the dual, take (f, g) such that f ⊕ g is
constant, i.e of the form (f + λ, g − λ) with λ ∈ R. Let λ → −∞ to get a
functional diverging to +∞. a similar proof holds if b.m(β) < a.m(α).
Conversely, take k ∈ [m(α).a,m(α).b] ∩ [m(β).a,m(β).b] 6= ∅. Then one can
verify that pi = (k/m(α)m(β))α ⊗ β is a feasible plan, which guarantees that
both the primal and the dual are finite.
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Total Variation (Dϕ = ρTV ) corresponds to ϕ(p) = ρ|p − 1| and ϕ∗(q) =
max(−ρ, q) for q ≤ ρ and dom(ϕ∗) = (−∞, ρ]. The anisotropic operator reads
aproxεϕ∗(p) =

−ρ if p < −ρ
p if p ∈ [−ρ, ρ]
ρ if p > ρ.
In this case, unbalanced OT (i.e. when ε = 0) is a Lagrangian version of
partial optimal transport [Fig10], where only some fraction of the total mass is
transported. When C is a distance, it is also equivalent to the flat norm (the
dual norm of bounded Lipschitz functions) [Han99, Han92, SW19].
Power entropies divergences are parametrized by s ∈ R \ {0, 1} and corre-
spond to
ϕ(p) =
ρ
s(s− 1)
(
ps − s(p− 1)− 1).
Special cases include Hellinger with s = 1/2, and Berg entropy as the limit
case s = 0, defined by ϕ(p) = ρ(p − 1 − log p) and ϕ∗(q) = −ρ log(1 − q/ρ)
with dom(ϕ∗) = (−∞, ρ). Kullback-Leibler is the limit s = 1. When s < 1 and
s 6= 0, the conjugate exponent is r def.= s/(s − 1) and the Legendre transform
reads
ϕ∗(q) = ρ
r − 1
r
[(
1 +
q
ρ(r − 1)
)r − 1] .
The following proposition summarizes important properties of this divergence.
Proposition 5. For any dual exponent r < 1, ϕ∗ is strictly convex and ∂ϕ∗(x)→
0 when x→ −∞. The proximal operator satisfies
aproxεϕ∗(p) = ρ(1− r)− ε(1− r)W
(
ρ
ε
exp
(−p− ρ(1− r)
ε(1− r)
))
, (14)
where W is the Lambert function, which satisfies, for any p ∈ R+ W (p)eW (p) =
p, see [CGH+96]. It is a non-expansive operator, and it is a contraction on
compact sets.
Proof. The strict convexity and the limit of the gradient is immediate. For any
input p, q = aproxεϕ∗(p) verifies
e
p−q
ε = (1− qρ(1−r) )r−1
⇔ ε(1− r) log(1− qρ(1−r) ) + p− q = 0
⇔ ε(1− r) log(Q) + ρ(1− r)Q+ (p+ ρ(1− r)) = 0 with Q = 1− zρ(1−r)
⇔ q(p) = ρ(1− r)− ε(1− r)W (∆(p)) with ∆(p) = ρεe
−p−ρ(1−r)
ε(1−r) .
We now show that the above mapping is indeed 1-Lipschitz. We first note that
d∆
dp = − ∆(p)(1−r)ε . The derivative of the Lambert function gives
dz
dp
= −ε(1− r)d∆
dp
dW
d∆
= ε(1− r) ∆
ε(1− r)
W (∆)
∆(1 +W (∆))
=
W (∆)
(1 +W (∆))
< 1.
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Because ∆(p) > 0 we have W (∆) ≥ 0, and W (∆)→ +∞ when p→ −∞. Thus
the mapping is indeed 1-lipschitz and contractive when iterations are restricted
to a compact set.
Formula (14) enables a fast evaluation of the proximal operator since the
Lambert function is computed efficiently using cubically converging Halley’s
algorithm [Ale81], which only involves GPU-compatible operations.
Figure 1 displays the graphs of aprox operators for the above examples.
These operators are used in Sinkhorn’s algorithm (detailed in the following
section) to dampen or even saturate the computed dual variables, thus effectively
impacting the conservation of mass.
Figure 1: Display of p 7→ − aproxεϕ∗(−p) for various entropy functions ϕ, using
ε = 1 and ρ = 1.
3 Sinkhorn’s algorithm and its convergence
Using the operators defined in the previous section, we now present Sinkhorn’s
algorithm introduced initially in [CPSV18]. Let us stress that earlier proofs of
convergence of Sinkhorn were based on the theory of non-linear Perron Frobe-
nius operators [LN12] and only hold for balanced OT and for unbalanced OT
using KL divergence. Our proof holds in much more generality and rely on our
reformulation detailed in Proposition 7.
3.1 Sinkhorn iterations
Similarly to [CPSV18], Fenchel-Rockafellar duality holds, and the dual problem
reads
OTε(α, β) = sup
(f,g)∈C(X )2
−〈α, ϕ∗(−f)〉−〈β, ϕ∗(−g)〉−ε〈α⊗β, e f⊕g−Cε −1〉, (15)
where ϕ∗ is the Legendre transform of ϕ, defined in (3).
There is a connection between the optimal primal transport plan pi and the
optimal dual potentials (f, g).
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Proposition 6. For any (α, β) ∈M+(X ), take (pi, f, g) such that pi is optimal
for the primal (2) and (f, g) for the dual (15). Then
dpi
dαdβ
(x, y) = exp
( (f ⊕ g)(x, y)− C(x, y)
ε
)
. (16)
Proof. The Fenchel-Rockafellar guarantees the existence of the primal trans-
port plan and the dual potentials, and the equality between both programs. A
property of ϕ-divergences given in [LMS15, Equation (2.48)] gives
Dϕ(α, β) = sup
f∈C(X )
〈β, −ϕ∗(−f)〉 − 〈α, f〉. (17)
This formulation as a supremum allows to define the Lagrangian of the OT
problem. Write the dual variables (f, g) for the marginal penalties, and h for
the entropic regularization. It reads
L(pi, f, g, h) = 〈pi, C〉+ ε(〈α⊗ β, −(e−h − 1)〉 − 〈pi, h〉)
+ 〈α, −ϕ∗(−f)〉 − 〈pi1, f〉+ 〈β, −ϕ∗(−g)〉 − 〈pi2, g〉. (18)
Eventually, the first order condition of the Lagrangian w.r.t. pi and h give C =
εh+f⊕g and dpi/dαdβ = e−h. Combining both equations yields Equation (16).
Sinkhorn’s algorithm is derived as block-coordinate relaxation methods on
this dual problem. Its iterations can be split using the Softmin and the anisotropic
prox operators, which can be derived from the following proposition.
Proposition 7. For any entropy function ϕ, aproxεϕ∗ is well-defined and the
dual optimality condition reads
f(x) = − aproxεϕ∗(−Sminεβ (C(x, .)− g)), α− a.e. (19)
g(y) = − aproxεϕ∗(−Sminεα (C(., y)− f)), β − a.e. (20)
For the sake of concision, these optimality conditions (19) and (20) are writ-
ten f = Tβ(g) and g = Tα(f) using operators (Tα, Tβ). Note that while the op-
timality conditions only need to hold (α, β) almost everywhere, Equations (19)
and (20) are well-defined for any x ∈ X , which allows to define functions on the
whole space X .
Proof. The functional (10) is strictly convex and grows unbounded at ±∞ (exp
diverges when x → +∞, ϕ∗ when x → −∞), thus there exists a unique mini-
mizer and the operator is well defined. Furthermore, the optimality condition
on the functional is
e
p−q
ε ∈ ∂ϕ∗(q) . (21)
By taking p = −Sminεβ (C(y, .)−g) or p = −Sminεα (C(., y)−g) for some y ∈ X
we retrieve the optimality condition of the dual OT problem for q = −f or
q = −g. Indeed one has
e
f
ε 〈β, e (g−C)ε 〉 ∈ ∂ϕ∗(−f), α-a.e. and e gε 〈α, e (f−C)ε 〉 ∈ ∂ϕ∗(−g), β-a.e. (22)
One can see that e−Smin
ε
β (C(y,.)−g)/ε = 〈β, e (g−C)ε 〉, thus we exactly get the first
order condition derived from Equation (15).
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A similar factorization was written in exponential form in [CPSV18], where
the exponential analog of aproxεϕ∗ is called “proxdiv”, and it reads
e
f
ε = proxdivεϕ∗(kε ? (e
g
ε β)),
where kε = e
−C/ε. However, the factorization (7) is new and more appealing,
because it allows us to show in Section 3.2 contractance and regularity results
at the heart of the convergence analysis of Sinkhorn’s algorithm. Furthermore,
the resulting iterations detailed below can easily be stabilized, as detailed in
Section 6.
From (7), one deduces Sinkhorn iterations, which perform an alternate dual
maximization, alternatively optimizing on f and g.
Definition 3 (Sinkhorn’s algorithm). Starting from some g0 ∈ C(X ), the iter-
ations of Sinkhorn read
ft+1(x)
def.
= − aproxεϕ∗(−Sminεβ (C(x, .)− gt)), (23)
gt+1(y)
def.
= − aproxεϕ∗(−Sminεα (C(., y)− ft+1)). (24)
Remark 2. Note again that while the optimality conditions (22) are only re-
quired to hold (α, β) almost everywhere, the iterations define continuous func-
tions on the whole space X .
Remark 3. We would like to point out that Equation (12) allows to make a
connection between our aprox operator and the ”proxdiv” defined in [CPSV18].
Proposition 13 gives that the aprox is nonexpansive, and if T (p) = − aprox(−p)−
p is also nonexpansive, then it means that the algorithm defined in [CPSV18]
which updates (ef/ε, eg/ε) is stable w.r.t. the Thompson metric (See [LN12]).
If ϕ∗ is smooth it is the case because the derivative of aprox has values in [0, 1]
(See Equation (46)), thus the derivative of the operator T is bounded by 1. Such
property is likely to hold if ϕ∗ is not smooth. Thus, if we prove convergence of
the algorithm of Definition 3, its exponentiated counterpart should theoretically
converge as well. Though we recall that our algorithm is numerically stable while
the algorithm of [CPSV18] is prone to numerical underflow.
The numerical complexity of iterations (23) and (24) is the same as those
of the classical Sinkhorn for balanced transport, with the only addition of the
aprox operator. This extra cost is negligible since it is a pointwise operation.
Furthermore, it has closed form expression in many cases, as detailed in Sec-
tion 2.4. Section 6 details the algorithm for discrete measures, in which case
the potentials are computed (α, β)-a.e. and it thus suffices to encode (f, g) with
finite dimensional vectors. If needed, after convergence, one can extrapolate
these dual vectors to obtain continuous potentials defined at any point of X
using (19) and (20).
We end this section with a lemma stating that a pair of potential is optimal
if and only if it is a fixed point. One of the implication is true, but the converse
is not trivial.
Proposition 8. A pair of dual potentials (f, g) is optimal if and only if it is a
fixed point of the Sinkhorn mapping.
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Proof. Decompose the dual functional F(f, g) = F1(f)+F2(g)+F3(f, g) where
functions refer to the terms of Equation (15). One has in general ∂F(f, g) ⊆
∂1F(f, g)×∂2F(f, g), but equality holds for F1(f)+F2(g) because it is a separa-
ble function. Furthermore, F3 is a differentiable function, thus the same equal-
ity between subgradients holds. Eventually, the subgradients can be summed
because F3 is differentiable on R, thus the intersection of subgradients is non-
empty, and ∂((F1 + F2) + F3) = ∂(F1 + F2) + ∂F3.
The condition 0 ∈ ∂F means that the dual variable are optimal, and 0 ∈
∂1F × ∂2F that the potentials are fixed points of the Sinkhorn mapping. The
equality between those two sets means that being optimal and being fixed points
is equivalent.
3.2 Convergence analysis and compactness of potentials
While for discrete measures, alternate maximization is known to converge to
maximizers of the dual (which is a smooth optimization problem), the conver-
gence speed depends on the number of points of the support, and does not hold
for general measures. This section proves convergence results directly over the
infinite dimensional space of measures.
3.2.1 General convergence result
Theorem 1 below proves weak convergence of Sinkhorn’s algorithm provided that
the sequence of potentials generated by the algorithm stays in a compact set.
We then show that this compactness hypothesis holds in a variety of settings. A
first case studied in Section 3.2.3 is for strictly convex entropies. Since balanced
OT, TV and Range do not correspond to strictly convex entropies, compactness
is proved in these special cases in Section 3.2.4.
Theorem 1. If the cost C is γ-Lipschitz, and if the dual program15 can be
restricted to a compact subset of C(X )2, then there exists an optimal pair of
dual potentials and Sinkhorn’s algorithm converges towards a pair of optimal
potentials.
Proof. Consider a sequence of functions (fn, gn)n that approaches the supremum
of the dual 15. Compactness allows one to extract a subsequence that converges
towards a limit which attains the supremum, thus there exists optimal dual
potentials in C(X )2, which we write (f, g).
Now write (fn, gn) the sequence of functions generated by Sinkhorn’s algo-
rithm for any initialization f0. For n > 0, the functions (fn, gn) are γ-Lipschitz
(Proposition 3) thus equicontinuous on X . Furthermore, non-expansivity (Propo-
sitions 2 and 4) implies that ‖fn − f‖∞ ≤ ‖f0 − f‖∞ and the existence of
f ∈ C(X ) gives ‖f‖∞ < ∞. Thus the sequence of potentials (fn) is uniformly
bounded by ‖f0 − f‖∞ + ‖f‖∞. Ascoli-Arzela theorem applies to the sequence
(fn, gn) and yields that this sequence is compact in C(X ). Take any subse-
quence of Sinkhorn’s algorithm fnk → f∗ converging uniformly, and η > 0.
There exists np such that
∥∥fnp − f∗∥∥∞ < η. Non-expansivity implies again that
‖fn − f∗‖∞ ≤
∥∥fnp − f∗∥∥∞ < η for any n ≥ np. Such statement also holds for
g, and since this inequality is the definition of the convergence of the sequence, It
proves that any subsequence converges uniformly towards f∗ and then fn → f∗.
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Thus Sinkhorn’s algorithm converges towards a potential that is a fixed point
of the Sinkhorn mapping, which is thus optimal (Proposition 8).
Thus it remains to prove compactness of potentials in different cases, which is
done in Sections 3.2.3 and 3.2.4. Before doing this, we give a sufficient condition
on the convergence of Sinkhorn’s algorithm when aprox is contractive. For all
families of strictly convex entropy functions shown in Section 2.4, the proximity
operators are all contractions on compact sets, so that this convergence result
holds.
Proposition 9. If aproxεϕ∗ is a contraction on compact sets and if C is γ-
Lipschitz, then Sinkhorn’s algorithm converges with a geometric rate towards a
unique fixed point with respect to the uniform convergence.
Proof. The Softmin is non-expansive (Lemma 2) and Lemma 1 gives the con-
tinuity of x 7→ Sminεα (C(., x) − f), which is bounded on compact sets. Thus
composing with aproxεϕ∗ gives a contractive mapping with respect to ‖.‖∞.
Note that an analog contraction theorem holds for balanced transport, but
this time the Softmin is contractive with respect to the Hilbert metric thanks
to the Birkhoff theorem of non-linear Perron Frobenius theory [LN12].
3.2.2 Useful lemma
Before proving compactness, we give some lemmas which are used in the follow-
ing sections.
Lemma 4. For any (α, β) ∈ M+∗(X ), the dual program (15) is coercive with
respect to f ⊕ g. Furthermore, if there are two optimal solutions (f1, g1) and
(f2, g2) then f1 ⊕ g1 = f2 ⊕ g2. Thus, given optimal potentials f ⊕ g, other
optimal ones can only be of the form (f + λ, g − λ) for some λ ∈ R.
Proof. The exponential term −ε〈α ⊗ β, e(f⊕g−C)/ε − 1〉 of the functional (15)
is strictly concave in f ⊕ g. We prove now that the dual functional is coercive
w.r.t. f ⊕ g. One has ϕ∗(x) ≥ x, thus
−〈α, ϕ∗(−f)〉 − 〈β, ϕ∗(−g)〉 ≤ 〈α⊗ β, f ⊕ g〉.
Thus as f ⊕ g → −∞ the dual functional (15) goes to −∞. Similarly, as
f ⊕ g → +∞ then −e(f⊕g−C)/ε → −∞.
Eventually, the dual program is strictly concave and coercive in f ⊕ g, thus
there is at most one solution of the form f ⊕ g. In other terms, if there are two
solutions (f1, g1) and (f2, g2) then f1 ⊕ g1 = f2 ⊕ g2.
The above lemma asserts that the possibly optimal potentials of the dual
program are necessarily of the form (f+λ, g−λ) – but not all λ yield an optimal
pair. We prove in the following lemma that we can restrict the dual program to
a set of functions which will be proved to be compact.
Lemma 5. If the cost C is γ-Lipschitz, the dual program (15) can be restricted
to a subset of functions of Tβ(C(X )) × Tα(C(X )) of the form (f + λ, g − λ)
with λ ∈ R, such that f(x0) = 0 for some x0 ∈ X and such that (f, g) verifies
‖f‖∞ < M and ‖g‖∞ < M for some finite M ∈ R+.
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Proof. Optimality of potentials is equivalent to be a fixed point of the Sinkhorn
mapping (Proposition 8), thus we can restrict to potentials in Tβ(C(X )) ×
Tα(C(X )). Such potentials are γ-Lipschitz (Lemma 3). Furthermore, the dual
program is coercive in f ⊕ g (Lemma 4), thus we consider potentials such that
‖f ⊕ g‖∞ < M˜ . For any potentials verifying such property, we write them
(f + λ, g − λ) with λ ∈ R, which allows to assume without loss of generality
that f(x0) = 0 for some x0 ∈ X . The potential f is γ-Lipschitz and because
f(x0) = 0 we have ‖f‖∞ < γdiam(X ), thus
‖g‖∞ ≤ ‖f‖+ ‖f ⊕ g‖∞ < γdiam(X ) + M˜ = M.
All in all, we have restricted the dual program to the desired set of functions.
We will systematically prove compactness of potentials by considering such
set of functions. The next lemma asserts that the set of potentials with an
anchor point is compact. Thus it remains to prove that the set of such translated
potentials that yields an optimal pair of potentials is compact.
Lemma 6. Let C be a γ-lipschitz cost function. For any (α, β) ∈ M+∗(X )
the sets Pxo = {(f, g) ∈ Tβ(C(X )) × Tα(C(X )), f(x0) = 0, ‖f ⊕ g‖ < M} are
relatively compact in C(X ).
Proof. Reusing the proof of Lemma 5, we get that for any (f, g) ∈ Px0 , the
potentials (f, g) are γ-Lipschitz and verify ‖f‖∞ < M˜ and ‖g‖∞ < M˜ . Thus
f and g are both uniformly equicontinuous. Ascoli-arzela applies, which gives
that the set Px0 is relatively compact in C(X ).
3.2.3 Compactness for strictly convex entropies
In this section, we prove compactness of potentials in a quite general setting.
We consider the following two additional assumptions on ϕ.
Assumption 1. The function ϕ∗ is strictly convex.
Assumption 2. There exists a sequence (xn)n ⊂ dom(ϕ∗) such that ∂ϕ∗(xn)
converges either to zero or +∞.
The Kullback-Leibler and the power-entropies are the divergences mentioned
in Section 2.4 which verify both assumptions. This property is fundamental to
ensure existence and uniqueness of potentials, and deduce the weak* differentia-
bility of OT from it. Example 1 below justifies the need for those assumptions.
Lemma 7. Let C be a γ-lipschitz cost function. Under Assumption 2, the dual
problem (15) can be restricted to a supremum over the compact set Px0 + I
where
Px0 + I = {(f + λ, g − λ), (f, g) ∈ Px0 , λ ∈ I}
with I being a compact set. Furthermore, the compact interval I only depends
on (m(α),m(β)) in a neighborhood of (α, β) and this dependency is continuous.
Proof. Lemma 5 applies, thus we consider potentials (f +λ, g−λ) with (f, g) ∈
Px0 and λ ∈ R. Lemma 6 yields that Px0 is compact. It remains to prove that
the dual program (15) is coercive w.r.t. λ.
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Since ϕ∗ is convex one has for any q ∈ dom(ϕ∗)
〈α, −ϕ∗(−f)〉 ≤ 〈α, −ϕ∗(−q) + ∂ϕ∗(−q)(f + λ− y)〉
≤ m(α)(− ϕ∗(−q) + ∂ϕ∗(−q)(‖f‖∞ + λ− y)).
From this and the similar inequality for β, we deduce for any (q, q˜) ∈ domϕ∗
〈α, −ϕ∗(−f − λ)〉+ 〈β, −ϕ∗(−g + λ)〉
≤ [m(α)∂ϕ∗(−q)−m(β)∂ϕ∗(−q˜)].λ def.= Rλ
+m(α)
(− ϕ∗(−q) + ∂ϕ∗(−q)(‖f‖∞ − q))
+m(β)
(− ϕ∗(−q˜) + ∂ϕ∗(−q˜)(‖g‖∞ − q˜))
}
def.
= K.
In order to ensure coercivity for any (α, β), we need to find (q1, q˜1) and
(q2, q˜2) such that R(q1, q˜1) > 0 and R(q2, q˜2) < 0. Assumption 2 allows to do
so. We know that ∂ϕ∗ is positive. If there exists a sequence ∂ϕ∗(pn) going
to zero, it suffices to take any q ∈ dom(ϕ∗) and q˜ = pn for n high enough,
such that ∂ϕ∗(−q˜) is small enough to guarantee that R > 0. Similarly we
find some R(q, q˜) < 0. The same approach holds for ∂ϕ∗(pn) → +∞. Since
(q1, q˜1, q2, q˜2) ∈ dom(ϕ∗), one has |K| <∞, and the functional (15) goes to −∞
when λ→ ±∞ by taking either R < 0 or R > 0.
Note that (R,K) depends continuously on (m(α),m(β)). Thus, on a neigh-
bourhood of (α, β), one still has R(q1, q˜1) > 0, R(q2, q˜2) < 0 and |K| <∞.
Coercivity holds and λ is in a compact interval I that is constant in a neigh-
borhood of (α, β). Thus the optimal potentials can be taken in a set Px0 + I.
The potentials inside this set remain equicontinuous and uniformly bounded.
Ascoli-Arzela` theorem applies and Px0 + I is relatively compact in C(X ).
We now show a proposition on the continuity of the potentials with respect to
the measures, which is key for the weak* regularity of OTε studied in Section 4.
Proposition 10 (The dual potentials vary continuously with the input mea-
sures). Let C be a γ-lipschitz cost function. Let αn ⇀ α and βn ⇀ β be
weakly converging sequences of measures in M+∗(X ). Let denote by (fn, gn)
the (unique) sequence of optimal potentials for OTε(αn, βn).
Under Assumptions 1 and 2, fn and gn converge uniformly towards the
unique pair of optimal potentials (f, g) for OTε(α, β):(
αn ⇀ α, βn ⇀ β
)
=⇒ (fn ‖·‖∞−−−→ f, gn ‖·‖∞−−−→ g).
Proof. Applying Theorem 7, for each pair of measures (αn, βn) there exists a
unique pair of optimal dual potentials (fn, gn). We apply again Lemma 7 to
get optimal potentials inside a compact set of functions Px0 + In where In
depends continuously in (m(αn),m(βn)) in a neighborhood of (αn, βn). Since
the sequence of measures weak* converges towards strictly positive measures,
there exists η > 0 and n0 such that for all n ≥ n0
0 < m(α)− η < m(αn) < m(α) + η and 0 < m(β)− η < m(βn) < m(β) + η
⇒ R+ def.= (m(α)− η)∂ϕ∗(−q)− (m(β) + η)∂ϕ∗(−q˜) < R,
⇒ R− def.= (m(α) + η)∂ϕ∗(−q)− (m(β)− η)∂ϕ∗(−q˜) > R,
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where R is defined in the proof of Lemma 7. Again, Assumption2 guarantees
that we find points in the domain such that R+ > 0 and R− < 0. Thus we have
∀n ≥ n0 we have some R > 0 and R < 0 independently of n. We then build
a compact subset Px0 + I with I compact and independent of n such that all
optimal dual potentials (fn, gn) lie inside this set.
It allows to extract a subsequence of optimal dual potentials (fnk , gnk) that
will converge uniformly towards the unique optimal potentials (f, g). All subse-
quences converge towards the same limit due to uniqueness of optimal potentials,
which guarantees that the sequence of potentials uniformly converges towards
the optimal dual potentials of (α, β).
3.2.4 Compactness for Balanced, Total Variation and Range en-
tropies
The settings of balanced, total variation and range OT do not fall under the as-
sumptions of the previous section because of the lack of strict convexity. Never-
theless, compactness holds and yields convergence of Sinkhorn’s algorithm. We
provide the following three lemmas stating this property with their respective
proofs. Those lemmas guarantee that Theorem 1 holds and thus that Sinkhorn’s
algorithm converges even in those a priori unfavorable settings.
We start with balanced transport. This proof is adapted from [Ber17].
Lemma 8. In the setting of balanced OT where ϕ∗(x) = x, the dual program
can be restricted to the compact set Px0 .
Proof. Lemma 5 applies, thus we consider potentials (f +λ, g−λ) with (f, g) ∈
Px0 and λ ∈ R. In this setting the dual functional is invariant under translations
of the form (f + λ, g − λ). This invariance allows to quotient the set of dual
potentials and restrict to a set of potentials with an anchor point Px0 , which is
compact according to Lemma 6.
We finish with the proof for total variation and the range.
Lemma 9. In the setting of total variation OT where ϕ∗(x) = max(−ρ, q) with
dom(ϕ∗) = (−∞, ρ] and ρ > 0, the dual program can be restricted to a set of
functions which is compact.
Proof. Lemma 5 applies, thus we consider potentials (f +λ, g−λ) with (f, g) ∈
Px0 and λ ∈ R. Lemma 6 yields that Px0 is compact. It remains to prove that
the dual program (15) is coercive w.r.t. λ.
Lemma 5 gives ‖f‖∞ < M and ‖g‖∞ < M . Since ϕ∗(x) = +∞ if x > ρ, we
get that if ϕ∗(−f − λ) and ϕ∗(−g + λ) are finite then (α, β)-a.e.
−f − λ ≤ ρ⇒ −M − ρ ≤ λ,
−g + λ ≤ ρ⇒M + ρ ≥ λ.
Thus the optimal potentials can be taken in the compact set Px0 + I with
I = [−M − ρ,M + ρ].
Note that in the setting of TV, the dual is finite everywhere on X because
the aprox operator of the Sinkhorn mapping imposes ‖f‖∞ < ρ and ‖g‖∞ < ρ.
We now prove compactness in the last convex setting of the range divergence.
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Lemma 10. In the setting of range OT where ϕ∗(x) = max(ax, bx) with 0 ≤
a ≤ 1 ≤ b and for any (α, β) ∈ M+∗(X ) such that E = [am(α), bm(α)] ∩
[am(β), bm(β)] 6= ∅, the dual program can be restricted to a compact set of dual
potentials.
Proof. Lemma 5 applies, thus we consider potentials (f +λ, g−λ) with (f, g) ∈
Px0 and λ ∈ R. Lemma 6 yields that Px0 is compact. It remains to prove that
the dual program (15) is coercive w.r.t. λ.
There will be two settings: one where E is a singleton and one where it is
not. Lemma 5 gives ‖f‖∞ < M and ‖g‖∞ < M , thus for large enough λ, we
have
λ→ +∞⇒ 〈α, −ϕ∗(−f − λ)〉+ 〈β, −ϕ∗(−g + λ)〉 = κ+ λ(am(α)− bm(β)),
λ→ −∞⇒ 〈α, −ϕ∗(−f − λ)〉+ 〈β, −ϕ∗(−g + λ)〉 = κ+ λ(bm(α)− am(β)).
The terms independent of λ are considered as constants, denoted by κ that
changes from line to line.
The set E being non-empty is equivalent to have both slopes of the linear
function in λ to be non-positive. In the generic setting where E is not a singleton,
both slopes are negative and the functional is thus coercive in λ, which yields a
compact set of potentials for the same reasons as Lemma 7.
In the non-generic case where E is a singleton, one of the two slopes is equal
to zero, while the other is negative. Thus the functional is not coercive since
there is a plateau of the functional as λ → ±∞. Concavity of the functional
gives that any λ yielding this plateau gives an optimal pair of potentials.
The set E is a singleton if and only if am(α) = bm(β) or bm(α) = am(β).
The proof is similar for both cases so we consider the first one. In that case,
any potential such that f + λ > 0 and g − λ < 0 reaches the optimal plateau.
Since we have ‖f‖∞ , ‖g‖∞ < M , then take λ ∈ [−M,M ] is enough to have
such optimal functions in the compact set Px0 + [−M,M ] because we reach
this plateau. It allows to restrict the dual program on this compact set of
functions.
We provide an example to illustrate that when Assumption 1 is not satisfied,
we have no guarantee of uniqueness of dual potentials, and the set of optimizers
can even become unbounded because coercivity does not hold.
Example 1. We build an example using the divergence Dϕ = RG[a,b] to show
that uniqueness of optimal dual potentials does not hold, and that the set of
optimizer can be unbounded because the functionnal is not coercive.
Take ε = 1, α = aδx and β = bδy where (a, b) are the parameters of the
Range divergence. Assume that C = C(x, y) ∈ [− log b,− log a]. In that case the
Softmin operator reads
−ε log〈α, e (f−C)ε 〉 = C− f − log a and − ε log〈β, e (g−C)ε 〉 = C− g − log b.
Starting from (f0, g0) = (0, 0), we see that the assumption on C gives (f1, g1) =
(0, 0), which are thus optimal dual potentials. If we consider potentials defined
up to an additive constant (f − λ, g + λ) such that f ⊕ g is unchanged, we have
for λ ∈ R+
〈α, ϕ∗(λ)〉 = a(bλ) and 〈β, ϕ∗(−λ)〉 = b(−aλ).
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The functional (15) is constant and optimal ∀λ ≥ 0, thus the set of optimal
potentials is unbounded. Nevertheless, Lemma 10 and Theorem 1 ensures that
Sinkhorn’s algorithm converges towards finite potentials.
4 Properties of entropized unbalanced optimal
transport
This section is devoted to the study of functionals derived from the unbalanced
OT cost OTε. The main result is Theorem 4 which proves that the Sinkhorn
divergence is convex, positive and definite. Note that the null measure requires
a dedicated treatment detailed in Section 4.6.
4.1 Weak* regularity of unbalanced OT
Before detailing the properties of Sinkhorn divergences, we show here some
important properties of regularized Optimal Transport such as continuity and
differentiability.
Definition 4. Let F be any functional defined on M+(X ). The subdifferential
of F at α ∈M+(X ) is defined as
∂F(α) def.= {p ∈ C(X ), ∀β ∈M+(X ), F(β) ≥ F(α) + 〈β − α, p〉}
If ∂F(α) 6= ∅, we say that F is subdifferentiable at α.
Proposition 11. Assume Assumption 2 hold or consider the case of balanced,
TV and Range transport. For any (α, β) ∈ M+∗(X ) such that OTε(α, β) <∞
there exists optimal potentials (f, g) that attains the supremum, and the subdif-
ferential is nonempty because
−ϕ∗(−f)− ε〈β, e(f⊕g−C)/ε − 1〉 ∈ ∂1OTε(α, β),
−ϕ∗(−g)− ε〈α, e(f⊕g−C)/ε − 1〉 ∈ ∂2OTε(α, β).
Proof. The proof is similar for both coordinates so we prove it for the first
one. Take (α¯, β), and compare OTε(α¯, β) with OTε(α, β). The pair (f, g) is
suboptimal in OTε(α¯, β), thus
OTε(α¯, β) ≥ −〈α¯, ϕ∗(−f)〉 − 〈β, ϕ∗(−g)〉 − ε〈α¯⊗ β, e(f⊕g−C)/ε − 1〉
≥ 〈α¯, −ϕ∗(−f)− ε〈β, e(f⊕g−C)/ε − 1〉〉 − 〈β, ϕ∗(−g)〉
≥ OTε(α, β) + 〈α¯− α, −ϕ∗(−f)− ε〈β, e(f⊕g−C)/ε − 1〉〉.
Because (f, g) attains the supremum in OTε(α, β), thus we get that −ϕ∗(−f)−
ε〈β, e(f⊕g−C)/ε − 1〉 ∈ ∂1OTε(α, β). A similar property holds with the second
coordinate.
We now restrict to the setting of Assumptions (1,2) to prove stronger reg-
ularity properties on OTε such as differentiability. We start with its definition
for functionals over the space of measures.
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Definition 5 (Differentiability in M+(X )). Let F be any functional defined
on M+(X ). It is said to be differentiable in the sense of measures if for any
α ∈ M+(X ), there exists a function ∇F(α) ∈ C(X ) which verifies for any t in
a neighborhood of 0 and for any δα ∈M(X ) such that α+ tδα ∈M+(X )
F(α+ tδα) = F(α) + t〈δα, ∇F(α)〉+ o(t).
If such property holds, then we call ∇F(α) the gradient of F at α.
We now present the main theorem on the regularity of OTε in the framework
of Unbalanced OT under Assumptions 1 and 2. It does not include the case of
balanced OT because Asumption 1 does not hold. This case requires a separate
proof detailed in [FSV+18, Ber17].
Theorem 2 (Weak* regularity of OTε). Let C be a γ-lipschitz cost function.
Under Assumptions 1 and 2, OTε is weak* continuous and differentiable on
M+∗(X )2 in the sense of Definition 5. It is also convex on M+(X ) in both
inputs, but not jointly convex. For any (α, β), write (f, g) the (unique) potentials
verifying (f, g) = (Tβ(g), Tα(f)) everywhere on X (see Remark 2). Then the
gradients read
∇αOTε = −ϕ∗(−f)− ε〈β, e(f⊕g−C)/ε − 1〉
∇βOTε = −ϕ∗(−g)− ε〈α, e(f⊕g−C)/ε − 1〉.
Furthermore, if ϕ∗ is differentiable, one can simplify the above expression using
the relations
∇ϕ∗(−f) = 〈β, e(f⊕g−C)/ε〉 and ∇ϕ∗(−g) = 〈α, e(f⊕g−C)/ε〉.
Proof. Concerning convexity, OTε is a supremum of functions which are linear
in α and linear in β, but not jointly convex in (α, β). Thus it is convex in α
and in β. Concerning differentiability the proof is mainly inspired from [San15,
Proposition 7.17]. Let us consider α, δα, β, δβ and t in a neighborhood of 0, as
in Definition 5. We define the variation ratio ∆˜t as
∆˜t
def.
=
OTε(αt, βt)−OTε(α, β)
t
.
Weak∗ continuity. As written in (15), OTε(α, β) can be computed through a
straightforward, continuous expression of (f, g). Combining this equation with
Theorem 10 (that guarantees the uniform convergence of potentials for weakly
converging sequences of probability measures) allows to conclude that OTε is
weak* continuous when (α, β) are not null.
It is also convex in α and β, thus the subgradient w.r.t α and β is always
well defined.
It remains to show that the subgradient is a gradient. Using the dual defini-
tion of OTε and the continuity property of Proposition 10, we now provide lower
and upper bounds on ∆˜t as t goes to 0. The purpose of the proof is to show
that the lim sup and lim inf coincide, proving the derivative to be well-defined.
21
Lower bound. First, let us remark that (f, g) is a suboptimal pair of dual
potentials for OTε(αt, βt). Hence,
OTε(αt, βt) > 〈αt, −ϕ∗(−f)〉+ 〈βt, −ϕ∗(−g)〉 − ε〈αt ⊗ βt, e
f⊕g−C
ε − 1〉
OTε(α, β) = 〈α, −ϕ∗(−f)〉+ 〈β, −ϕ∗(−g)〉 − ε〈α⊗ β, e
f⊕g−C
ε − 1〉.
One gets
∆˜t >〈δα, −ϕ∗(−f)〉+ 〈δβ, −ϕ∗(−g)〉
− ε〈δα⊗ β + α⊗ δβ, e f⊕g−Cε − 1〉+ o(1),
∆˜t > 〈δα,−ϕ∗(−f)− ε〈β, e
f⊕g−C
ε − 1〉〉
+ 〈δβ,−ϕ∗(−g)− ε〈α, e f⊕g−Cε − 1〉〉+ o(1).
Upper bound. Conversely, let us denote by (ft, gt) the optimal pair of po-
tentials for OTε(αt, βt). As (ft, gt) are suboptimal potentials for OTε(α, β), we
get that
OTε(α, β) > 〈α, −ϕ∗(−ft)〉+ 〈β, −ϕ∗(−gt)〉 − ε〈α⊗ β, e
ft⊕gt−C
ε − 1〉
OTε(αt, βt) = 〈αt, −ϕ∗(−ft)〉+ 〈βt, −ϕ∗(−gt)〉 − ε〈αt ⊗ βt, e
ft⊕gt−C
ε − 1〉,
and we thus deduce that
∆˜t 6〈δα,−ϕ∗(−ft)〉+ 〈δβ,−ϕ∗(−gt)〉
− ε〈δα⊗ βt + αt ⊗ δβ, e
ft⊕gt−C
ε − 1〉+ o(1)
6 〈δα,−ϕ∗(−ft)− ε〈βt, e
ft⊕gt−C
ε − 1〉〉
+ 〈δβ,−ϕ∗(−gt)− ε〈αt, e
ft⊕gt−C
ε − 1〉〉+ o(1).
Conclusion. Now, let us remark that as t goes to 0, α + tδα ⇀ α and β +
tδβ ⇀ β. Using Proposition 10, ft and gt converge uniformly towards f and g.
Combining the lower and upper bound, we get
∆˜t
t→0−−−→〈δα,−ϕ∗(−f)− ε〈β, e f⊕g−Cε − 1〉〉
+ 〈δβ,−ϕ∗(−g)− ε〈α, e f⊕g−Cε − 1〉〉.
The last step is to inject the dual optimality condition 〈β, e f⊕g−Cε 〉 = ∇ϕ∗(−f)
and 〈α, e f⊕g−Cε 〉 = ∇ϕ∗(−g) when ϕ∗ is differentiable.
The last remark on the optimality condition is very important, because the
dot product has a O(n2) computation cost while ∇ϕ∗(−f) is a pointwise oper-
ator which gives a linear complexity.
We give as a corollary the formulas in the popular case Dϕ = ρKL.
Corollary 1 (Gradient of OTε for ρKL). When Dϕ = ρKL, OTε is differen-
tiable in the sense of Theorem 2 and we have for any measures (α, β) whose
(existing and unique) potentials are noted (f, g):
∇αOTε(α, β) = (ρ+ εm(β))− (ρ+ ε)e−
f
ρ , (25)
∇βOTε(α, β) = (ρ+ εm(α))− (ρ+ ε)e−
g
ρ . (26)
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Proof. Assumptions (1,2) hold for this choice of entropy function. Thus OTε
is weak* differentiable and the formula is obtained by applying Theorem 2 to
ϕ∗(x) = ρ(ex/ρ − 1).
4.2 Sinkhorn entropy and divergence
We present in this section some functionals which are derived from OTε. The
idea of normalizing Sinkhorn’s cost OTε(α, β) by substracting the diagonal bias
terms 12OTε(α, α)+
1
2OTε(β, β) is presented in [RTC17] and is studied in details
in [FSV+18], under the name “Sinkhorn divergence”. We now show how to
extend this idea to the unbalanced setting.
Definition 6. The Unbalanced Sinkhorn divergence is defined as
Sε(α, β)
def.
= OTε(α, β)− 12OTε(α, α)− 12OTε(β, β) + ε2
(
m(α)−m(β))2. (27)
The Unbalanced Sinkhorn Entropy is defined as
Fε(α)
def.
= − 12OTε(α, α) + ε2m(α)2. (28)
Under Assumptions (1,2) OTε is differentiable, so we can define the Hausdorff
divergence as the symmetric Bregman divergence associated to the Sinkhorn en-
tropy as
Hε(α, β)
def.
= 〈α− β, ∇Fε(α)−∇Fε(β)〉. (29)
From now on, we write (fαβ , gαβ) the optimal potentials of OTε(α, β) and
(fα, gβ) the symmetric optimal potentials of OTε(α, α) and OTε(β, β).
We now make a few remarks.
Remark 4. The additive term (m(α)−m(β))2 with the squared difference of the
total masses is crucial to make Sε(α, β) a convex function of α and β, as proved
in Theorem 4. This convexity, beside being a useful feature, is also important
to prove the positivity of Sε(α, β). The presence of this additive term is due to
a “mass bias” caused by entropic regularization. Since the regularization is a
KL divergence with reference α⊗β, the penalty drifts the mass of pi towards the
mass of α⊗ β as ε→∞, whence the extra mass term.
Remark 5. This divergence is additively normalizing the masses. We also tried
to multiplicatively normalize the divergence with terms of the form OTε(α,β)m(α)m(β) .
However such an idea induces a non-convex functional. One can verify this by
using a 7→ aδx with a > 0 and β = δy, and compute the Sinkhorn divergence as
a function of the mass a.
Those divergences are written explicitely as functions of the dual potentials,
which makes them simple to compute numerically (see Section 6 for more de-
tails). We illustrate this in the following proposition, which studies the popular
case Dϕ = ρKL as an example.
Proposition 12. Assuming the cost C to be symmetric and γ-Lipschitz. For
Dϕ = ρKL one has
OTε(α, β) = 〈α, ρ− (ρ+ ε2 )e
− fαβρ 〉 (30)
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+ 〈β, ρ− (ρ+ ε2 )e
− gαβρ 〉+ εm(α)m(β),
Sε(α, β) = 〈α, −(ρ+ ε2 )
(
e
− fαβρ − e−
fα
ρ
)〉 (31)
+ 〈β, −(ρ+ ε2 )
(
e
− gαβρ − e−
gβ
ρ
)〉,
Hε(α, β) = 〈α, −(ρ+ ε)
(
e
− fαρ − e−
gβ
ρ
)〉 (32)
+ 〈β, −(ρ+ ε)(e− gβρ − e− fαρ )〉.
We warn the reader that contrary to balanced OT, the derivative ∇1OTε
is not equal to the function integrated against α in OTε. The derivative has a
constant factor (ρ+ ε) (see Theorem 2) while the function integrated against α
has a constant (ρ+ ε2 ).
4.3 Properties of the Sinkhorn entropy
We now dwell into the details concerning the Sinkhorn entropy. We proved
that OTε(α, β) is convex in α, convex in β but it is not jointly convex. A key
property shown in Proposition 14 is that the entropy is convex, which shows
that OTε(α, β) is concave on the diagonal α = β (in sharp contrast with its
convexity as a function of α or β alone).
Another key idea used here is the impact of the problem’s symmetry on the
structure of the dual potentials. The following results deal with this property.
Lemma 11. Under Assumption 1 and assuming C is symmetric, we have when
α = β that the (unique) optimal potentials are necessarily equal, i.e. f = g.
Thus,
OTε(α, α) = sup
f∈C(X )
−2〈α, ϕ∗(−f)〉 − ε〈α⊗ α, e f⊕f−Cε − 1〉.
Proof. Let (f, g) be any optimal potential pair. Since α = β and C is symmetric,
we can swap the roles of f and g, thus (g, f) is also optimal because it yields
the same cost. Since Assumption 1 implies uniqueness of the potentials, we get
f = g and we can restrict the sup on the set of symmetric dual potentials.
Note that such result is not obtained by a convexity argument because OTε
is not jointly convex. The symmetrized problem is convenient because is can be
reformulated as follows.
Proposition 13. Under Assumption 1, assuming C is symmetric and such that
the kernel kε = e
−C/ε is positive, one has
Fε(α) = inf
µ∈M+(X )
〈α, ϕ∗(− ε log (dµ
dα
) )〉+ ε2‖µ‖2kε .
Proof. Similar to [FSV+18] for balanced OT, we perform a change of variable
µ = ef/εα to get
Fε(α) = − 12
(
OTε(α, α)− εm(α)2
)
(33)
= − sup
f∈C(X )
−〈α, ϕ∗(−f)〉 − ε2 〈α⊗ α, e
f⊕f−C
ε 〉 (34)
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= inf
αµα〈α, ϕ
∗(− ε log (dµ
dα
) )〉+ ε2‖µ‖2kε (35)
= inf
µ∈M+(X )
〈α, ϕ∗(− ε log (dµ
dα
) )〉+ ε2‖µ‖2kε . (36)
The last line is obtained by relaxing the constraint α µ α. The constraint
µ α can be removed since kε is positive, and α µ is encoded in ϕ ◦ (− log)
since limq→+∞ ϕ∗(q) = +∞. If the constraint is violated, then there is a α-non-
negligible set A such that dµdα (A) = 0 and the log would blow to −∞.
Now that the problem has been reformulated, we can take advantage of it
to prove the following theorem which details all the properties of the Sinkhorn
entropy.
Theorem 3. Under assumption 1, assuming C is symmetric and such that
kε = e
−C/ε is positive universal, the Sinkhorn entropy is weak* continuous, and
for any α ∈M+(X ), the inf is attained, i.e. there exists a unique µα ∈M+(X )
such that
Fε(α) = 〈α,ϕ∗(−ε log dµαdα )〉+ ε2 〈µα, kε ? µα〉.
Moreover, α  µα  α in both cases, and f = ε log dµαdα is the optimal dual
potential for OTε(α, α).
Proof. For (α, µ) ∈M+(X )×M+(X ), write
Eε(α, µ)
def.
= 〈α,ϕ∗(−ε log dµdα )〉+ ε2 〈µ, kε ? µ〉.
Since C is bounded on the compact set X × X and α is a probability measure,
we can already say that Fε(α) ≤ Eε(α, α) < +∞.
Coercivity on µ and existence. Since X × X is compact and kε(x, y) > 0,
there exists η > 0 such that k(x, y) > η for all x and y in X . We thus get
‖µ‖2kε > 〈µ, 1〉2 η and show that
Eε(α, µ) > m(α).ϕ∗(−ε log(m(µ)
m(α)
)) + ηm(µ)2 (37)
> −m(α)ε log(m(µ)
m(α)
) + ηm(µ)2. (38)
Since 1 ∈ dom(ϕ) one has ϕ∗(q) ≥ q. Thus we know that whenever m(µ) goes
to zero or infinity, Eε(α, µ)→∞. It allows to build a minimizing sequence (µn)
for Fε(α) such that 〈µn, 1〉 is uniformly bounded by some constant M > 0.
The Banach-Alaoglu theorem holds and asserts that
{µ ∈M+(X ) | 〈µ, 1〉 6M }
is weakly compact; we can thus extract a weakly converging subsequence µnk ⇀
µ∞ from the minimizing sequence (µn). Using Proposition 1 and the fact that
kε is continuous on X × X , we show that µ 7→ Eε(α, µ) is a weakly lower semi-
continuous function: µ∞ = µα realizes the minimum of Eε and we get the
existence result.
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Uniqueness. We assumed that the kernel kε is positive universal. The squared
norm µ 7→ ‖µ‖2kε is thus a strictly convex functional and with Proposition 1,
we show that µ 7→ Eε(α, µ) is strictly convex. This ensures that µα is uniquely
defined.
Optimality of f . If we consider the first order optimality in Eε we get α-a.e.
dµα
dα kε ? µα ∈ ∂ϕ(−ε log dµαdα ).
Denoting f = ε log dµαdα this condition reads
ef/ε〈α, e f−Cε 〉 ∈ ∂ϕ(−f) .
Thus the potential f satisfies the optimality condition of the dual OT problem.
The Radon-Nikodym-Lebesgue theorem only gives that f is α-integrable, while
we consider potentials in C(X ). Lemma 1 gives that y 7→ Sminεα (C(., y) − f)
is continuous. The aprox is Lipschitz thus continuous (Proposition 4), so f =
Tα(f) is also continuous and optimal.
Continuity. Assuming that αn ⇀ α, we get that for n high enough, there
exists η > 0 such that
0 < m(α)− η < m(αn) < m(α) + η.
It allows to rewrite inequality (38) for αn. It reads
Eε(αn, µ) > − (m(α) + η)ε log(m(µ)) + e−1ε+ ηm(µ)2.
Here the log has been decomposed and the inequality ∀x > 0, x log x ≥ e−1 is
used. Such inequality means that the functional is coercive independently of n.
Thus one can assume that the sequence of measures (µn) that are optimal for
each (αn) have masses uniformly bounded, and apply the Banach-Alaoglu the-
orem again. One can extract a subsequence and by uniqueness of the optimizer
µ for α, the sequence (µn) necessarily weakly converges towards µ. Eventually,
one can apply such convergence of minimizers in Eε to prove the continuity of
the Sinkhorn entropy.
Proposition 14. Assuming the kernel kε = e
−C/ε to be positive universal, the
Unbalanced Sinkhorn entropy Fε is convex. Under Assumption 1, Fε is strictly
convex, thus the Hausdorff divergence is positive definite.
Proof. Using Proposition 13, Fε is the minimization of a norm and a ϕ-divergence
which are both jointly convex in (α, µ) provided the function ψ = ϕ ◦ (−ε log)
is convex, and the kernel is positive. A general result from convex theory gives
that the composition of two convex functions f ◦ g with f nondecreasing is
also convex. The function ψ is convex because − log is convex and ϕ∗ is a
non-decreasing convex function on R (Proposition 2). The functional Fε is the
minimization of a jointly convex function on a convex set, hence its convexity.
To prove that it is strictly convex, we need to prove that the functional is
strictly convex and attains its optimum. The functional is the sum of a convex
ϕ-divergence and a strictly convex kernel norm. Theorem 3 applies and gives
that the minimum is attained inM+∗(X ). From Lemma 12 we deduce that Fε
is also strictly convex.
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Lemma 12. Let C,X be two convex non-empty sets, and f : X × C → R be a
function. We define for any x ∈ X , g(x) = infy∈C f(x, y). If f is strictly convex
in (x, y) and attains its minimum for any x ∈ X , then g is also strictly convex.
Proof. Let us take x0 6= x1 ∈ X . since the infimum is attained, there exists
(y0, y1) ∈ C such that for t ∈ (0, 1)
(1− t)g(x0) + tg(x1) = (1− t)f(x0, y0) + tf(x1, y1)
> f((1− t)x0 + tx1, (1− t)y0 + ty1)
> g((1− t)x0 + tx1).
It suffices to conclude that g is strictly convex.
4.4 Lower bounds on the Sinkhorn divergence
We present in this section several properties on the Sinkhorn divergence that
are insightful and necessary to prove its positivity. We provide two lower
bounds of Sε. The fist one is a generalization of the Hausdorff divergence bound
in [FSV+18]. The second bound involves a kernel norm and highlights a connec-
tion between entropized OT and Reproducing Kernel Hilbert Spaces (RKHS).
The first bound is sharp when measures are Diracs, while the second bound
is not and will saturate for geometrically far Diracs. Thus Proposition 15 gives
a sharper bound than Proposition 16.
Proposition 15. Under Assumptions 1 and 2, for any (α, β) ∈ M+(X ), one
has
Sε(α, β) ≥ 12Hε(α, β) ≥ 0. (39)
Proof. The functional OTε is convex in α and in β. Theorem 2 holds thus OTε
is differentiable. The first order convexity inequality gives
OTε(α, β) ≥ OTε(β, β) + 〈α− β, ∇1OTε(β, β)〉
OTε(α, β) ≥ OTε(α, α) + 〈β − α, ∇2OTε(α, α)〉 .
Applying Theorem 2 and Lemma 11 the gradient∇1OTε(β, β) and∇2OTε(α, α)
verify ∇Fε(α) = −∇1OTε(α, α) + εm(α) = −∇2OTε(α, α) + εm(α) because all
gradients depend on the optimal potential fα that is the same for Fε(α) and
OTε(α, α).
We now sum the above inequalities and rewrite the gradient using the pre-
vious remark. It yields
2OTε(α, β) ≥ OTε(α, α) + OTε(β, β)
+ 〈α− β, −∇Fε(β) + εm(β)〉+ 〈β − α, −∇Fε(α) + εm(α)〉,
2OTε(α, β) ≥ OTε(α, α) + OTε(β, β)
+ 〈α− β, ∇Fε(α)−∇Fε(β)〉 − ε(m(α)−m(β))2,
Sε(α, β) ≥ 12Hε(α, β).
Lastly, we apply Proposition 14. Hε is a Bregman divergence associated to the
Sinkhorn entropy which is convex. Consequently the Hausdorff divergence is
positive.
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Proposition 16. Under Assumptions 1, denoting as fα and gβ the optimal
symmetric potentials of OTε(α, α) and OTε(β, β) respectively, one has
Sε(α, β) ≥ ε2‖αe
fα
ε − βe
gβ
ε ‖2kε . (40)
Proof. In the latter development we will identify symetric terms with a kernel
norm through
〈β ⊗ β, e
(gβ⊕gβ−C)
ε 〉 = ‖βe
gβ
ε ‖2kε .
Under our assumptions, we know from Theorem 3 that fα and gβ exist and
are unique. The idea of the proof is to say that the pair of potentials (fα, gβ) is
suboptimal for OTε(α, β). Since its definition is a supremum over C(X ) we get
a lower bound that gives
OTε(α, β) ≥ −〈α, ϕ∗(−fα)〉 − 〈β, ϕ∗(−gβ)〉 − ε〈α⊗ β, e
(fα⊕gβ−C)
ε − 1〉
≥ −〈α, ϕ∗(−fα)〉 − 〈β, ϕ∗(−gβ)〉 − ε〈α⊗ β, e
(fα⊕gβ−C)
ε 〉
+ εm(α)m(β)
≥ −〈α, ϕ∗(−fα)〉 − 〈β, ϕ∗(−gβ)〉 − ε〈α⊗ β, e
(fα⊕gβ−C)
ε 〉
− ε2 (‖αe
fα
ε ‖2kε −m(α)2 + ‖βe
gβ
ε ‖2kε −m(β)2)
+ ε2 (‖αe
fα
ε ‖2kε −m(α)2 + ‖βe
gβ
ε ‖2kε −m(β)2)
+ εm(α)m(β)
≥ −〈α, ϕ∗(−fα)〉 − ε2 (‖αe
fα
ε ‖2kε −m(α)2)
− 〈β, ϕ∗(−gβ)〉 − ε2 (‖βe
gβ
ε ‖2kε −m(β)2)
+ ε2
(‖αe fαε ‖2kε + ‖βe gβε ‖2kε − 2〈α⊗ β, e (fα⊕gβ−C)ε 〉)
+ εm(α)m(β)− ε2 (m(α)2 +m(β)2)
≥ 12OTε(α, α) + 12OTε(β, β)
+ ε2‖αe
fα
ε − βe
gβ
ε ‖2kε − ε2 (m(α)−m(β))2.
With the last line we deduce the desired bound from the definition of Sε.
Lastly, we show how the entropic regularization impacts the behaviour of Sε.
Proposition 17. For any entropy function ϕ, one has when ε→∞
OTε(α, β)→ 〈α, C ? β〉+m(α)ϕ(m(β)) +m(β)ϕ(m(α)).
Thus, for any (α, β) such that (m(α),m(β)) ∈ dom(ϕ),
Sε(α, β) = ‖α− β‖2−C + (m(α)−m(β))(ϕ(m(β))− ϕ(m(α)))
+ ε2 (m(α)−m(β))2 + o(1).
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Proof. In Equation (2) when ε → ∞, the entropic regularization imposes that
pi = α⊗ β. Thus pi1 = m(β)α and pi2 = m(α)β. Plugging this in the divergence
gives Dϕ(pi1, α) = m(α)ϕ(m(β)) and Dϕ(pi2, β) = m(β)ϕ(m(α)), hence the
asymptotic for OTε. Summing all the terms of the Sinkhorn divergence gives
the second formula.
This result shows that Sε(α, β) diverges as ε→ +∞ when m(α) 6= m(β).
4.5 Positive definiteness of the Sinkhorn divergence
We now state the main theorem of this section.
Theorem 4. We assume that the cost function C is symmetric, γ-Lipschitz,
and defines a positive and universal kernel kε = e
−C/ε. For any ε > 0, for
any entropy function ϕ verifying Assumptions (1,2), the Sinkhorn divergence
Sε(α, β) is positive definite and convex.
Proof. The kernel kε is positive, thus it defines a positive kernel norm. Coupling
that fact with Proposition 16, we get that ∀(α, β) ∈M+(X ), Sε(α, β) ≥ 0.
The mass term is convex, Proposition 14 gives that the Sinkhorn entropy is
convex and Theorem 2 gives that OTε is convex in each of its inputs. All in all,
the Sinkhorn divergence is a sum of convex functions and is thus convex in α
and in β.
Proving definiteness can be done by applying Propositions (14,15). The
Hausdorff divergence is zero whenever the Sinkhorn divergence is, and the defi-
niteness of the former divergence gives α = β.
We state a last theorem that proves the properties of Sε w.r.t. the weak
topology.
Theorem 5. Under the same assumptions as Theorem 4, Hε and Sε metrize
the convergence in law, i.e for any sequence αn in M+∗(X ), we have
Hε(αn, α)→ 0⇐⇒ αn ⇀ α⇐⇒ Sε(αn, α)→ 0.
Proof. The regularized OT cost is weak* continuous, and the uniform conver-
gence for dual potentials ensures that Hε and Sε are both continuous too. By
definition Sε(α, α) = 0, which guarantees the convergence towards 0 of the
Hausdorff and Sinkhorn divergences, as soon as αn ⇀ α.
Conversely, let us assume that Sε(αn, α) → 0 (resp. Hε(αn, α)). Any weak
limit αn∞ of a subsequence (αnk)k is equal to α: since our divergence is weakly
continuous, we have Sε(αn∞ , α) = 0 (resp. Hε(αn∞ , α)), and positive definite-
ness holds through Theorem 4.
Since X is compact, the set of probability Radon measures M+(X ) is se-
quentially compact for the weak-? topology. Thus αn is a compact sequence
with a unique adherence point: it converges, towards α.
4.6 Case of the null measure
The case α = 0 needs to be treated separately because dual potentials might
lack regularity. Indeed, let us remark that if α = 0 then α ⊗ β = 0 and the
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regularization KL(., α ⊗ β) imposes that the set of possible transport plans
degenerates to pi = 0. Thus the primal cost is equal to OTε(α, β) = m(β)ϕ(0).
First, we need to assume that ϕ(0) < +∞, otherwise the null measure yields an
infinite transport cost. In that case the primal is well-defined with an explicit
formula. Concerning the dual when α = 0, it reads
OTε(α = 0, β) = sup
g∈C(X )
〈β, −ϕ∗(−g)〉.
Namely, when Dϕ = KL, the dual program is equal to the primal, but the sup is
not attained because the optimal dual potential degenerates to g = +∞, which
is not in C(X ). Thus, we cannot use the regularity of dual potentials given in
Proposition 10 to prove the regularity of OT when any of the input measures is
null.
Nevertheless, it is possible to prove via the primal that OT functionals are
regular when the input measures go to zero.
Proposition 18. We assume that the entropy function ϕ is continuous and
verifies dom(ϕ) = R+, in particular 0 ∈ dom(ϕ). Take (αn, βn) ⇀ (0, β) with
β ∈ M+(X ). Then OTε is weak* continuous at (0, β), Fε is weak* continuous
and Sε is weak* continuous and positive at (0, β) under the assumptions of
Theorem 4.
Proof. Concerning OTε, the plan pin = αn⊗βn is feasible (since dom(ϕ) = R+)
and suboptimal, which yields an upper bound on OTε. The Jensen inequality on
Dϕ (which is also positive) gives a lower bound. It yields the following bounds
OTε(αn, βn) ≥ inf
pi∈M+(X 2)
〈pi, C〉+ εKL(pi, αn ⊗ βn) +m(βn)ϕ(m(pi1,n)
m(βn)
),
OTε(αn, βn) ≤ 〈αn ⊗ βn, C〉+m(αn)ϕ(m(βn)) +m(βn)ϕ(m(αn)).
The lower bound is an infimum on a l.s.c functional, thus is it lower bounded
by the infimun of the limit αn ⊗ βn ⇀ 0, which imposes pi = 0, the other plans
yielding an infinite cost. Thus OTε(αn, βn) ≥ m(β)ϕ(0). Furthermore the limit
in the upper bound gives that OTε(αn, βn)→ m(β)ϕ(0) = OTε(0, β) (because
ϕ is continuous), which proves the weak* continuity of OTε.
Concerning the Sinkhorn entropy Fε, the same proof holds using the subop-
timal plan pi = αn ⊗ αn.
The Sinkhorn divergence is positive for strictly positive measures and weak*
continuous as a sum of weak* continuous functions. Thus when αn ⇀ 0 the
positivity remains at the limit.
5 Statistical Complexity of Unbalanced Trans-
port
A usual assumption in statistics, machine learning and imaging is that one does
not have directly access to the distributions (α, β), but rather that the data
is composed of a set of n samples from these models. A important theoretical
and practical question is the discretization error when approximating OTε(α, β)
with OTε(αn, βn).
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More precisely, we wish to establish the convergence rate as n → ∞ of
OTε(αn, βn) toward OTε(α, β)| so as to know how many samples are needed
to reach a desired tolerance error. For unregularized OT the rate is proved
in [Dud69] to be O(n−1/d) when X = Rd. The rate has been refined in [WB17]
to be O(n−1/d
∗
) where d∗ is a quantification of the intrinsic dimension of the
measure. Entropic regularization has been proved to mitigate this curse of
dimensionality, yielding in Rd when ε→ 0 a rate of O(ε−bd/2cn−1/2) [GCB+18],
with an improvement of the dependency with ε of the constant in [MW19] (which
also extends this result from compact domains to sub-Gaussian measures).
5.1 Main result
This section extends these results of [GCB+18, MW19] to the framework of
unbalanced OT. We suppose in addition with all the previous assumptions that
the cost C and the function ϕ∗ are C∞. We assume the space X is a compact
Lipschitz domain of Rd.
We denote by (α, β) ∈ M+(X ) the input positive measures, by (α¯, β¯) ∈
M+1 (X ) their normalized versions and by (αn, βn) their empirical counterparts
with n points, i.e.
α = m(α)α¯, αn =
m(α)
n
n∑
i=1
δXi β = m(β)β¯, βn =
m(β)
n
n∑
i=1
δYi ,
where (X1, ..., Xn) and (Y1, ..., Yn) are n points in X sampled from the normal-
ized probability distributions (α¯, β¯). Note that we assume for simplicity that the
masses of (α, β) are assumed to be known, so that the total masses of (αn, βn)
are the same as those of (α, β).
The main result of this section is the following theorem.
Theorem 6. Assume that ϕ∗ and C are C∞ and that Assumptions (1, 2) hold.
Then Eα¯⊗β¯
[|OTε(α, β)−OTε(αn, βn)|] is bounded by a rational fraction F
of the parameter ε whose coefficients only depend on the norms ‖C(k)‖∞ and∥∥ϕ∗(k)∥∥, respectively evaluated on compact sets X and Y where Y is a compact
independant of ε.
For any ε, Eα¯⊗β¯
[|OTε(α, β)−OTε(αn, βn)|] = O(m(α) +m(β)√
n
F(ε)
)
.
Furthermore the rational fraction has the following asymptotics.
For ε→ 0, Eα¯⊗β¯
[|OTε(α, β)−OTε(αn, βn)|] = O(m(α) +m(β)
εbd/2c
√
n
)
,
For ε→∞, Eα¯⊗β¯
[|OTε(α, β)−OTε(αn, βn)|] = O(m(α) +m(β)√
n
)
.
Its proof (given just bellow) relies on a series of results exposed in the fol-
lowing section. In particular, they show that the dual potentials are smooth,
and more precisely that are inside a Sobolev space Hsα(X ) which for s > bd2c is
a RKHS. Note that for any fixed dimension d, it would suffice that C and ϕ∗ are
Cbd/2c+1. We prove that the potentials lie in a ball of Hsα(X ) endowed with its
respective Sobolev norm. It allows us to apply results from the PAC-learning
theory in RKHS.
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Proof. We first start by applying Proposition 24
Eα¯⊗β¯
[|OTε(α, β)−OTε(αn, βn)|] ≤ 2Eα¯[ sup
f∈Hsα,λ(Rd)
|〈α− αn, f〉|
]
+ 2Eβ¯
[
sup
f∈Hsβ,λ(Rd)
|〈β − βn, g〉|
]
.
Write α = m(α)α¯ and β = m(β)β¯. We apply Proposition 19 with B = 1 to
the Sobolev space Hsα,λ(Rd) with s = bd2c+1, such that Hsα,λ(Rd) and Hsβ,λ(Rd)
are RKHS. It yields for the normalized measure α¯ ∈M+1 (X )
Eα¯
[
sup
f∈Hsα,λ(Rd)
|〈α¯− α¯n, f〉|
]
≤ 2λ√
n
⇒Eα¯
[
sup
f∈Hsα,λ(Rd)
|〈α− αn, f〉|
]
≤ m(α) 2λ√
n
where λ is the radius of the Sobolev ball bounding the potentials. Applying
Proposition 23, and summing the α and β terms, we get the desired result.
5.2 Prerequisites
We present in this section the material which is necessary to follow the details
of the proof. We first define Sobolev spaces, and then detail the Faa` Di Bruno
which will be extensively applied in the proofs, with the main result on sample
complexity in RKHS.
Definition 7. The Sobolev space Hsα(X ), for s ∈ N∗, is the space of functions
f : X → R such that for every multi-index k with |k| ≤ s, the mixed partial
derivative f (k) exists and belongs to L2α(X ). It is endowed with the inner-product
〈f, g〉Hsα(X )
def.
=
∑
|k|≤s
∫
X
f (k)(x)g(k)(x)dα. (41)
We also define the Sobolev ball
Hsα,λ(X ) = {f ∈ Hsα(X ), ‖f‖Hsα(X ) ≤ λ}.
We recall that for s > bd2c, Hs(Rd) is a RKHS. Furthermore the Sobolev
extension theorem [Cal61] gives that ‖.‖Hsα(Rd) ≤ C ‖.‖Hsα(X ) provided that X
is a bounded Lipschitz domain. Thus, in what follows it suffices to control the
dual potentials with respect to the norm ‖.‖Hsα(X ) over the compact X .
We now state the PAC-learning result we will exploit in Hs(Rd). It is a
combination of the proof of Theorem (8), (12.4) and Lemma 22 in [BM02].
Proposition 19. [BM02] Consider a probability α ∈ M+1 (X ), a B-Lipschitz
loss L and G a given class of functions. Then
Eα
[
sup
f∈G
EαL(f)− EαnL(f)
] ≤ 2BEαR(G) (42)
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where Eα[f ] = 〈α, f〉 and R(G) denotes the Rademacher complexity of the class
of functions G. When G is a ball of radius λ in a RKHS with kernel k the
Rademacher complexity is bounded by
EαR(G) ≤ λ
n
√√√√ n∑
i=1
k(Xi, Xi) ≤ λ√
n
√
max
x∈X
k(x, x). (43)
The loss defined in this property will be the identity which is 1-Lipschitz,
while the function used in [GCB+18] had a Lipschitz constant depending expo-
nentially in ε.
In order to prove that the potentials are in such RKHS, we will need to
explicit the derivatives of the potentials through a differentiation of the Sinkhorn
mapping. Since it is a composition of several functions, we need to use the Faa`
Di Bruno formula. It has been generalised for the composition of multivariate
functions in [CS96]. We detail a corollary of the general formula because we will
only need a composition of function where only the first one is multivariate.
Proposition 20. [CS96, Corollary 2.10] Define the functions f : Rd → R,
g : R → R and h = f ◦ g. Take x ∈ Rd, y = g(x) ∈ R and n = |ν| ∈ N \ {0}
where ν is a multi-index. Assume f is Cν at x and g is Cn at y. Then
h(ν)(x) =
n∑
λ=1
f (λ)(y)
∑
p(ν,λ)
(ν!)
n∏
j=1
(
g(lj)(x)
)kj
(kj !)(lj !)kj
, (44)
where
p(ν, λ) = {(k1, ..., kn) ∈ (N)n, (l1, ..., ln) ∈ (Nd)n, ∃s ∈ J1, nK, ∀i ∈ Js, nK,
ki > 0 and 0 ≺ ls ≺ ... ≺ ln such that
n∑
i=1
ki = λ,
n∑
i=1
kili = ν}.
The 0-th derivative is the function itself. The factorial of a vector is the
product of the factorial of the coordinates. One has l ≺ l˜ when either |l| < |l˜|
or when |l| = |l˜| it is larger w.r.t. the lexicographic order. In the monovariate
setting, we necessarily have ls = s.
5.3 Proof of the sample complexity
Terms of the form ϕ∗(k)(−f) will appear in the derivation of the bounds. Since
we are looking at the dependence in ε, and because the optimal potential f
implicitly depends on it, we need this first lemma which asserts that its norm is
uniformly bounded independently of ε. Knowing that the dual potentials will
not diverge with respect to ε allows to consider a compact Y in which ∥∥ϕ∗(k)∥∥∞
is finite. In what follows, the norms ‖C(k)‖∞ and
∥∥ϕ∗(k)∥∥∞ are meant to be
estimated on X and Y respectively. Since C and ϕ∗ are C∞, those norms are
all finite.
Proposition 21. Take any pair of measures (α, β) ∈M+∗(X ). Under Assump-
tion (1,2), the potentials are uniformly bounded by a bound which is independent
of ε.
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Proof. Lemma 4 holds and asserts that the dual functional is strictly convex
and coercive in f ⊕ g. Though, coercivity when f ⊕ g → +∞ seems to depend
on ε because of the term ε(e(f⊕g−C)/ε − 1). Since ε(ex/ε − 1) ≥ x for any
x, coercivity is guaranteed independently of ε, and one gets that ‖f ⊕ g‖∞ is
uniformly bounded independently of ε. It remains to prove the same property for
f and g. Any optimal potential f is γ-Lipschitz. thus if one writes f = λ+h with
h(x0) = 0, h is also Lipschitz, thus ‖h‖∞ ≤ γdiam(X ). It remains to prove that
λ can be uniformly bounded independently of ε. The proof of Lemma 7 shows
that under Assumptions 2, the dual functional is coercive under translations,
due to the terms involving ϕ∗ which do not depend on ε. Thus coercivity holds
independently of ε. We have ‖f‖∞ ≤ |λ| + γdiam(X ) where λ is in a compact
set independent of ε.
Before stating the result on the regularity of the dual potentials, we prove
a technical proposition that explicits the expression of derivatives of the aprox
operator. We introduce a generic notation by expressing some terms implicitly
as polynomials of the parameter ε of order k, written Pk(ε). In some calculations
the same notation P will be used to represent different objects from one line to
another.
Proposition 22. Assume that ϕ∗ is C∞. Then the operator aprox is also C∞,
and its n-th derivative verifies for any n
aprox(n)(x) =
Pn−1(ε)(x)
(ϕ∗′ + εϕ∗′′)2n−1
where Pn−1(ε) represents a polynomial in ε of order n−1 whose coefficients are
functions which only depend on the derivatives of ϕ∗ up to the order n. The
dependance of Pn−1(ε) in x only appear through the derivatives of ϕ∗.
Proof. For sake of conciseness we will write p(x) = aprox(x) in this proof. The
regularity of aprox is given by the optimality condition of its definition, i.e.
ϕ∗′(p(x)) = e
x−p(x)
ε . (45)
This expression is a C∞ function in (x, p(x)) whose derivatives are never nonzero,
thus the implicit function theorem gives that aprox is C∞.
We will prove the bound on the derivatives of aprox by a strong induction.
Differentiating this equation yields
p′ϕ∗′′◦p = 1− ϕ
∗′ ◦ p
ε
e
x−p(x)
ε =
1− p′
ε
ϕ∗′ ◦ p
p′(ϕ∗′ ◦ p+ εϕ∗′′ ◦ p) = ϕ∗′ ◦ p. (46)
This relation proves the statement for n = 1. Let’s assume now that the prop-
erty is true up to a given integer n. Applying the Faa` Di Bruno and Leibniz
formulas 20 to the above equation (46) gives
p(n+1)(ϕ∗′ ◦ p+ εϕ∗′′ ◦ p) = (47)
n∑
λ=1
ϕ∗(λ+1) ◦ p
∑
p(ν,λ)
(ν!)
n∏
j=1
(
p(lj)
)kj
(kj !)(lj !)kj
(48)
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−
n−1∑
k=0
(
n
k
)
p(k+1)
n−k∑
λ=1
(ϕ∗(λ+1) ◦ p+ εϕ∗(λ+2) ◦ p)
∑
p(ν,λ)
(ν!)
n∏
j=1
(
p(lj)
)kj
(kj !)(lj !)kj
.
(49)
Note that in the above formula the last derivative (47) in the leibniz formula
has been separated from the rest of the sum (49). Applying the induction
hypothesis, one gets that for any λ line 48 is a polynomial of order
n∏
j=1
(
p(lj)
)kj
=
n∏
j=1
Pkj(lj−1)(ε)
(ϕ∗′ + εϕ∗′′)kj(2lj−1)
=
Pn−λ(ε)
(ϕ∗′ + εϕ∗′′)2n−λ
× (ϕ
∗′ + εϕ∗′′)λ
(ϕ∗′ + εϕ∗′′)λ
=
Pn(ε)
(ϕ∗′ + εϕ∗′′)2n
.
As the same term appears line 49 with a Faa` Di Bruno formula that stops
at the order n− k, one gets for any (k, λ) a term of order
Pk(ε)
(ϕ∗′ + εϕ∗′′)2k+1
× P1(ε)× Pn−k−λ(ε)
(ϕ∗′ + εϕ∗′′)2(n−k)−λ
=
Pn+1−λ(ε)
(ϕ∗′ + εϕ∗′′)2n−λ+1
× (ϕ
∗′ + εϕ∗′′)λ−1
(ϕ∗′ + εϕ∗′′)λ−1
=
Pn(ε)
(ϕ∗′ + εϕ∗′′)2n
.
Eventually, dividing p(n+1)(ϕ∗′ + εϕ∗′) by (ϕ∗′ + εϕ∗′′) gives the right de-
nominator and ends the proof by strong induction.
Proposition 23. Assume that ϕ∗ and C are C∞ and that Assumptions (1, 2)
hold. One has ϕ∗(−f) + ε∇ϕ∗(−f) ∈ Hsα,λ(Rd) and ϕ∗(−g) + ε∇ϕ∗(−g) ∈
Hsβ,λ(Rd), where the radius of the ball λ is a rational fraction of ε with coeffi-
cients depending on the norms
∥∥ϕ∗(k)∥∥ and ‖C(k)‖ for derivatives k up to the
order s, but is independent of the measures’ masses. Its asymptotics for ε going
to either 0 or +∞ read
For ε→ 0, λ = O(1/εs−1),
For ε→∞, λ = O(1).
Proof. This proof applies several times the Faa` Di Bruno formula 20 to the
function
x 7→ (ϕ∗ + ε∇ϕ∗) ◦ aprox ◦(ε log) ◦ 〈β, e g−C(x,.)ε 〉.
Differentiation under the integral. We first differentiate the integral op-
erator x → 〈β, e(g−C(x,.))/ε〉. An application of the dominated convergence
theorem similar to Proposition 1 proves that it is as smooth as the cost C and
that the differentiation and integration can be swapped. In other words
∂(k)〈β, e(g−C(x,.))/ε〉 = 〈β, ∂(k)e(g−C(x,.))/ε〉.
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Applying Proposition 20 to h = exp ◦(−C/ε) defined on Rd → R→ R gives
h(ν)(x) =
n∑
λ=1
e−C(x,.)/ε
∑
p(ν,λ)
(ν!)
n∏
j=1
(− C(lj)(x, .)/ε)kj
(kj !)(lj !)kj
(50)
= e−C(x,.)/ε
n∑
λ=1
( 1ε )
λ
∑
p(ν,λ)
(ν!)
n∏
j=1
(− C(lj)(x, .))kj
(kj !)(lj !)kj
(51)
≤ e−C(x,.)/ε
n∑
λ=1
( 1ε )
λ
∑
p(ν,λ)
(ν!)
n∏
j=1
(‖C(lj)‖∞)kj
(kj !)(lj !)kj
(52)
Note that the norm ‖.‖∞ verifies ‖fg‖∞ ≤ ‖f‖∞ ‖g‖∞.
Thus one can bound the derivative of the integral
∂(k)〈β, e(g−C(x,.))/ε〉 ≤ 〈β, e(g−C(x,.))/ε〉Qk( 1ε ), (53)
where Qk is a polynomial in 1/ε of order k with no constant term (it is
important when ε → ∞), whose coefficients only depend on the norm of the
derivatives of C.
Differentiation of the Sinkhorn mapping. We now differentiate the com-
position of T (x) = − aprox(ε log(x)) for any smooth aprox operator. Given that
log(ν)(x) = (−1)ν(ν−1)!x−ν , the Faa` Di Bruno formula 20 with Proposition 22
formula gives
T (ν)(x) = −
n∑
λ=1
aprox(λ)(ε log(x))
∑
p(ν,λ)
(ν!)
n∏
j=1
(
ε(−1)j(j − 1)!x−j)kj
(kj !)(j!)kj
(54)
= −(−1)νx−ν
n∑
λ=1
(ε)λ aprox(λ)(ε log(x))
∑
p(ν,λ)
(ν!)
n∏
j=1
1
(kj !)(j)kj
(55)
= −(−1)νx−ν
n∑
λ=1
(ε)λPλ−1(ε)(x)
(ϕ∗′ + εϕ∗′′)2λ−1
(56)
≤ x−ν
n∑
λ=1
(ε)λPλ−1(ε)
(inf ϕ∗′ + ε inf ϕ∗′′)2λ−1
. (57)
We recall that the Faa` Di Bruno formula imposes
∑
kj = λ and
∑
jkj = ν,
hence the simplification from line (54) to line (55). Line (56) is an application
of Proposition 22 which simplifies the expression. Eventually we can bound
this term as displayed line (57). In this last line the polynomial is meant to
depend on the norms
∥∥ϕ∗(k)∥∥ and ε but not on x (since x appears through the
derivatives of ϕ∗).
Differentiation of the dual potential. Applying the Faa` di Bruno for-
mula 20 to f = T (〈β, e(g−C)/ε〉) yields
f (ν)(x) =
n∑
λ=1
T (λ)(〈β, e(g−C)/ε〉)
∑
p(ν,λ)
(ν!)
n∏
j=1
(
∂(lj)〈β, e(g−C(x,.))/ε〉)kj
(kj !)(j!)kj
(58)
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≤
n∑
λ=1
(
〈β, e(g−C)/ε〉−λ
n∑
k=1
(ε)λPk−1(ε)
(inf ϕ∗′ + ε inf ϕ∗′′)2k−1
)
×(
〈β, e(g−C(x,.))/ε〉
∑
kjQ∑ jkj ( 1ε )
)
(59)
≤
n∑
λ=1
〈β, e(g−C)/ε〉−λ
λ∑
k=1
(ε)kPk−1(ε)〈β, e(g−C(x,.))/ε〉λQν( 1ε )
(inf ϕ∗′ + ε inf ϕ∗′′)2k−1
(60)
≤
n∑
λ=1
λ∑
k=1
(ε)kPk−1(ε)
(inf ϕ∗′ + ε inf ϕ∗′′)2k−1
Qν(
1
ε ). (61)
Line (59) combines Inequalities (53) and (57). The notation Pν(ε) represents
a polynomial of order ν in ε whose coefficients depend on the norms
∥∥ϕ∗(k)∥∥∞,
and Qν(1/ε) represents a polynomial of order ν in 1/ε with no constant term
and whose coefficients depend on the norms ‖C(k)‖∞. Note that under Assump-
tion 1, ϕ∗ is increasing and strictly convex on the compact Y, thus inf ϕ∗′ > 0
and inf ϕ∗′′ > 0. An important fact is that terms 〈β, e(g−C)/ε〉 disappear in the
bound (61). Since all other contributions of this form disappear by bounding
with ‖.‖∞, it means that ‖f‖∞ is bounded independently of the mass of the
input measure β.
Thus the norm of the dual potential is bounded by
∥∥∥f (ν)∥∥∥
∞
≤
n∑
λ=1
λ∑
k=1
εkPk−1(ε)
(inf ϕ∗′ + ε inf ϕ∗′′)2k−1
Qν(1/ε). (62)
Note that the bound on the norm of f (ν) does not depend directly on
〈β, e(g−C)/ε〉, thus it does not depend on the mass of the input measures (α, β).
Proof of asymptotics. Eventually we apply one last time the Faa` Di Bruno
formula 20 to h = ϕ∗(−f) + ε∇ϕ∗(−f) with Inequality (61) to get
h(ν) =
n∑
λ=1
(ϕ∗(λ)(−f) + εϕ∗(λ+1)(−f))
∑
p(ν,λ)
(ν!)
n∏
j=1
(−f (lj))kj
(kj !)(lj !)kj
,
∥∥∥h(ν)∥∥∥
∞
≤
n∑
λ=1
( ∥∥∥ϕ∗(λ)∥∥∥
∞
+ ε
∥∥∥ϕ∗(λ+1)∥∥∥
∞
) ∑
p(ν,λ)
(ν!)
n∏
j=1
∥∥f (lj)∥∥kj∞
(kj !)(lj !)kj
.
Let’s focus on the case ε→ 0. In that case( ∥∥∥ϕ∗(k)∥∥∥
∞
+ ε
∥∥∥ϕ∗(k+1)∥∥∥
∞
)→ ∥∥∥ϕ∗(k)∥∥∥
∞
,
Pk−1(ε)
(inf ϕ∗′ + ε inf ϕ∗′′)2k−1
→ cste,
εkQν(1/ε) = O(1/ε
ν−k)
As for any lj , k varies from 1 to lj , we get that
∥∥f (lj)∥∥∞ = O(1/εlj−1) and
that the product of the norms is O(1/ε|ν|−λ). Since ε → 0, the principal term
is given by the highest |ν| and smallest λ, i.e. |ν| = s and λ = 1 (we are in
Hsα,λ(Rd)). It gives that the Sobolev norm of h is O(1/εs−1).
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Concerning the asymptotic ε→∞, it gives
εkPk−1(ε)
(inf ϕ∗′ + ε inf ϕ∗′′)2k−1
→ cste,( ∥∥∥ϕ∗(k)∥∥∥
∞
+ ε
∥∥∥ϕ∗(k+1)∥∥∥
∞
)
Qν(1/ε)→ cste.
The second limit holds because Qν has no constant term. All in all, it gives
that
∥∥h(ν)∥∥∞ = O(1)
Now that the regularity of the dual potentials has been proved, we prove a
bound on |OTε(α, β)−OTε(αn, βn)| which allows to apply the PAC-framework
results in RKHS.
Proposition 24. Assume that Assumption 1,2 hold. One has
|OTε(α, β)−OTε(αn, βn)| ≤ 2 sup
f∈Hsα,λ(Rd)
|〈α− αn, f〉| (63)
+ 2 sup
f∈Hsβ,λ(Rd)
|〈β − βn, g〉|.
Proof. Write as A(α, β, f, g) the functional optimized in the dual program (15).
The assumptions give that the optimal dual potentials exist, such that we write
OTε(α, β) = A(α, β, f, g) and OTε(αn, β) = A(αn, β, fn, gn). The optimality
of those potentials give the following suboptimality inequalities
A(α, β, fn, gn)−A(αn, β, fn, gn) ≤ A(α, β, f, g)−A(αn, β, fn, gn)
≤ A(α, β, f, g)−A(αn, β, f, g).
The central term is OTε(α, β)−OTε(αn, β), thus these bounds give
|OTε(α, β)−OTε(αn, βn)| ≤|A(α, β, f, g)−A(αn, β, f, g)|
+ |A(α, β, fn, gn)−A(αn, β, fn, gn)|.
We will now bound each term. The proof is similar for both. Concerning the
first term, one has
|A(α, β, f, g)−A(αn, β, f, g)|
= |〈α− αn, −ϕ∗−f〉 − ε〈(α− αn)⊗ β, e
f⊕g−C
ε − 1〉|.
The measure α − αn has zero mean, thus constant terms cancel out. The
dual optimality condition under Assumption 2 is 〈β, e(f⊕g−C)/ε〉 = ∇ϕ∗(−f).
It yields
|A(α, β, f, g)−A(αn, β, f, g)| = |〈α− αn, −ϕ∗(−f)− ε∇ϕ∗(−f)〉|
≤ sup
f∈Hsα,λ(Rd)
|〈α− αn, f〉|
Proposition 23 gives that ϕ∗(−f) + ε∇ϕ∗(−f) ∈ Hsα,λ(Rd), hence the last in-
equality with a supremum.
The proof is the same for the second term. The inequality for |OTε(α, β)−
OTε(αn, βn)| is obtained via a triangle inequality
|OTε(α, β)−OTε(αn, βn)| ≤|OTε(α, β)−OTε(αn, β)|
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+ |OTε(αn, β)−OTε(αn, βn)|.
The bound detailed previously applies for both terms, since it holds when one
argument is fixed and the other is empirically estimated.
6 Implementation
We detail in this section how the OT divergences are computed numerically. It
is decomposed in two steps: first the Sinkhorn algorithm is performed according
to Definition 3, then the potentials are integrated against measures as described
for instance in Proposition 12 when Dϕ = ρKL.
6.1 Sinkhorn algorithm and divergence
6.1.1 Formalism
When it comes to computation, we consider discrete measures of the form α =∑N
i=1αiδxi , where (αi)i ∈ RN+ is a vector of masses and (xi)i ∈ XN is a set of
points.
6.1.2 Sinkhorn algorithm
We provide here a slightly different exposition of the algorithm than the one
detailed in [CPSV18]. Indeed, they describe the Sinkhorn algorithm through
an operator called “proxdiv”, while we express it as the composition of a Soft-
min (i.e. a Log-Sum-Exp reduction) with the operator aproxεϕ∗ . Considering
directly iterations over the dual potentials as we do makes the algorithm easier
to stabilize for small value of ε.
The stabilized Log-Sum-Exp reduction reads for any f = (fi) ∈ Rn
LSE(f)
def.
= max
j
fj + log
n∑
i=1
exp(fi −max
j
fj).
This reduction is a smoothed maximum and each summed term verifies fi −
maxj fj ≤ 0, which avoids overflow of the exponential terms and stabilizes the
algorithm.
This Unbalanced Sinkhorn algorithm is as straightforward to implement as
the Balanced version: it differs only by the application of the aprox operator af-
ter the Softmin. The aprox is a coordinate-wise operator which can be explicitly
computed in many cases, see for instance the examples detailed in Section 2.4.
The resulting algorithm is detailed below.
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Algorithm 1 Sinkhorn Algorithm: Sink((αi)i, (xi)i, (βj)j, (yj)j)
Parameters : symmetric cost function C(x, y), regularization ε > 0
Input : source α =
∑N
i=1αiδxi , target β =
∑M
j=1 βjδyj
Output : vectors (fi)i and (gj)j , equal to the optimal potentials
1: fi ← zeros(M) ; gj ← zeros(N) . Vectors of size M and N
2: while updates > tol do
3: gj ← − εLSE
[
log(α·) + (f· − C(x·,yj)) / ε
]
4: gj ← − aproxεϕ∗(−gj)
5: fi ← − εLSE
[
log(β·) + (g· − C(xi,y·)) / ε
]
6: fi ← − aproxεϕ∗(−fi)
7: return (fi)i, (gj)j
Initializing the dual potentials. The Sinkhorn algorithm is proved to
converge for any initialization. Though, taking f0 = g0 = 0 as suggested in the
above algorithms is not the most relevant choice. Inspiring from the simulated
annealing procedure (or called ε-scaling [Sch16]), it is a priori more efficient to
initialize with the asymptotic ε → ∞. Informally, one sees that the optimality
condition 〈β, ef⊕g−C/ε〉 = ∇ϕ∗(−f) becomes m(β) = ∇ϕ∗(−f), or equivalently
f = −∇ϕ(m(β)). For each example given in Section 2.4, it reads
• Balanced: f0 = C ? β − 〈α, C ? β〉,
• Kullback: f0 = −ρ log(m(β)),
• Range: f0 = 0,
• Total Variation: f0 = −ρ sign(log(m(β))),
• Power entropy: f0 = ρ(1 − r)(m(β) 1r−1 − 1) with r the dual exponent
associated to ϕ∗.
6.1.3 Computing the divergences
Once the dual potentials are computed, the computation of all functionals in
Definition 6 is straightforward, via the expression
〈α, ϕ∗(−f)〉 =
N∑
i=1
αiϕ
∗(−fi). (64)
There is one subtlety concerning the Hausdorff divergence. The Sinkhorn
algorithm computes vectors (fi)i and (gj)j , which are samples f(xj) and g(yj) of
continuous functions (still denoted (f, g) with a slight abuse of notation) on the
supports of α and β respectively. Thus, one needs to perform an extrapolation
from these discrete value to estimate the values of f on the support of β and g
on the support of α. This is achieved using the Sinkhorn mappings as follow
f(yj) = − aproxεϕ∗
(
ε log
N∑
i=1
exp
[
log(αi) + (fi − C(xi,yj)) / ε
])
.
and similarly for g(xi). After this extra computation, the computation of the
Hausdorff divergence can be performed according to Equation (64).
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Conclusion
We presented in this article the Sinkhorn divergences for unbalanced optimal
transport. We provided a theoretical analysis of both these divergences and
the associated Sinkhorn’s algorithm. This shows how key properties from the
balanced setting caries over to the unbalanced case. This however requires some
non-trivial adaptations of both the definition of the divergences and the proof
technics, in order to cope with a wide range of entropy functions. The resulting
unbalanced Sinkhorn divergences offer a versatile tool hybridizing OT and MMD
distances which can readily be used in many applications in imaging sciences
and machine learning.
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