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Abstract
Source detection in counting type experiments such as Cherenkov telescopes often involves the application
of the classical Eq. 17 from the paper of Li & Ma (1983) to discrete on- and off-source regions. The on-
source region is typically a circular area with radius θ in which the signal is expected to appear with the
shape of the instrument point spread function (PSF). This paper addresses the question of what is the θ
that maximises the probability of detection for a given PSF width and background event density. In the
high count number limit and assuming a Gaussian PSF profile, the optimum is found to be at ζ2
∞
≈ 2.51
times the squared PSF width σ2PSF39. While this number is shown to be a good choice in many cases, a
dynamic formula for cases of lower count numbers, which favour larger on-source regions, is given. The
recipe to get to this parametrisation can also be applied to cases with a non-Gaussian PSF. This result can
standardise and simplify analysis procedures, reduce trials and eliminate the need for experience-based ad
hoc cut definitions or expensive case-by-case Monte Carlo simulations.
Keywords: gamma-ray astronomy, statistics
1. Introduction
Classical on-off detection techniques are still
widely applied for ground-based gamma-ray obser-
vatories like H.E.S.S., MAGIC or VERITAS. In
this approach, the event number in a signal (“on-
source”) region is statistically compared to that of
an assumedly source-free background (“off-source”)
region. The size of the signal region is defined
through a so-called θ2-cut, with θ being the open-
ing angle between reconstructed gamma-ray direc-
tion and source position. Taking into account the
instrument point spread function (PSF), the cut is
usually either set to a canonical value of the order
of the 68% containment PSF radius (e.g. in VER-
ITAS [1]), or a canonical value of a fixed efficiency
cut (75% in MAGIC [2]) or optimised case-by-case
using Monte Carlo (MC) simulations (in H.E.S.S.
[3]). A possible source detection is evaluated us-
ing the formula introduced in Eq. 17 of the famous
Li&Ma paper [4].
Although an ad hoc, experience-based choice or
a full MC optimisation of the θ2 problem can lead
1stefan.klepser@desy.de
to good results, this paper argues for a simple ma-
thematical solution, which is much easier and more
flexible to apply without computing efforts, and at
full transparency of procedures and trials.
The work in this paper focuses on point-like
sources (or sources with known extension). It ne-
glects the aspects of systematic uncertainties and
Poissonian count numbers, which require other or
additional constraints that can easily be adopted as
needed.
2. Nomenclature
The main parameters that have influence on the
number of events in the on- and off-regions for a
given θ2-cut are the background event density n,
the number of photons provided by the source Nsrc,
and the gamma-ray point spread function, which in
the Gaussian approximation is determined by the
parameter σPSF39. This Gaussian sigma in two di-
mensions contains about 39% of the signal events2.
2see Appendix A for how to derive it from a 68% contain-
ment radius and more details on the 2D Gaussian calculus
used in this paper
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In case of a source with known extension, σPSF39
can simply be replaced by the source size σSRC39. If
the PSF (or source extension) is energy dependent,
an effective PSF for the considered energy range has
to be computed. For spectral studies, each energy
bin might have its own σPSF39, in which case the
optimal sensitivity requires one θ2-cut per energy
bin. The following calculations can thus either be
appled to an integral signal or each energy bin of a
spectral study separately.
The calculations are simplified considerably
defining
ζ = θ/σPSF39
n˜bkg = npiσ
2
PSF39
(1)
with ζ being the PSF-scaled θ and n˜bkg the num-
ber of background events within a circle of radius
σPSF39. In this case, the 2D Gaussian signal distri-
bution can be expressed as
dN
dζ2
=
Nsrc
2
exp(−ζ2/2). (2)
Locally around the source (within a few σPSF39),
the background of an instrument with a field of view
≫ σPSF39 is always well-described by an isotropic
background density, which can be extracted a-priori
from an off-source θ2 (or ζ2) histogram or skymap.
So the expected numbers of excess events and on-
and off-events for a given cut in ζ2 amount to
Nex = Nsrc (1− exp(−ζ2/2))
Noff = n˜bkg ζ
2
Non = Nex +Noff .
(3)
3. Simple case
An important number can be derived considering
the simplified significance
Ssimple(Nex, Noff) =
Nex√
2Noff
, (4)
which is Eq. 9 from ref. [4] assuming α = 1 and
Non ≈ Noff for the denominator. In this case, ap-
plying Eqs. 3 leads to
Ssimple(ζ
2, Nsrc, n˜bkg) =
Nsrc√
2 n˜bkg
1− exp(−ζ2/2)√
ζ2
.
(5)
The shape of this function in dependence of the
cut value ζ2 is shown Fig. 1 (top left). It has a
maximum whose position is invariant against back-
ground density and signal strength, and which can
analytically be determined to be
ζ2
∞
= −2W−1
(
1
2
√
e
)
− 1 ≈ 2.51 (6)
where W−1(x) is the Lambert-W function. A more
precise value of ζ2
∞
is shown in Table 1.
4. Li&Ma case
The Li&Ma significance depends on the back-
ground density and the signal strength and is there-
fore slightly more difficult to evaluate. As can be
seen in Fig. 1 (top left), it generally needs a slightly
higher number of source events to get to a given
significance value, and favours a somewhat larger
signal region cut.
The complexity can however be reduced if one
considers the fact that for a source detection, only
a signal strength Nsrc,5 is of interest that can just
actually lead to a significant detection (typically the
canonical 5 σ). Therefore, the calculation of this op-
timum for a given background density can be done
in two dimensions: The maximum of SLiMa(ζ
2) is
determined numerically for a given n˜bkg and Nsrc,
and the latter is increased until SLiMa = 5, resulting
both in Nsrc,5 and its respective ζ
2
opt.
Figure 1 (middle left) shows the dependence of
the optimal cut on the background density. Clearly,
in the highly Gaussian regime (n˜bkg > 100), the op-
timum cut value approaches ζ2
∞
(therefore the in-
dex “∞”), but cases of low count numbers favour
a somewhat larger cut. This in reverse is equiv-
alent to the concept outlined in ref. [3], namely
that weak sources should be analysed with tighter
cuts (because weak sources require large datasets,
i.e. high background number) and stronger sources
with looser cuts. It has to be noted that the Li&Ma
formula is not valid in the very low-count Poisso-
nian regime, roughly marked by the line labeled
“Noff > 5”.
The signal event efficiency implied by the cut is
plotted in Fig. 2. In the high count number limit an
efficiency of 71.5% is approached (proving the 75%
in MAGIC ref. [2] likely to be a fair compromise in
many cases).
Figure 1 (bottom left) shows that if the dynamic
adjustment of the cut with background density is
replaced by a constant cut, a significance loss of the
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Figure 1: Top left: Examples for the dependency of significance on the on-source region size. Nsrc is chosen such that it allows
for a 5σ detection with the optimal signal region size cut. Middle left: Ideal on-source region size as a function of background
density in the Gaussian PSF case. The line of Noff > 5 gives an indication of where the Li&Ma formula might lose its validity
in the Poissonian range. Bottom left: Dependency of significance on background density for a fixed signal region cut, using
ζ∞ as the baseline cut and assuming a too large and too small choice of cut value. Top right: Same as top left, but using a
King profile PSF (γ = 2). Middle right: Same as middle left, but using a King profile PSF (γ = 2). Bottom right: Same as
bottom left, but using a King profile PSF (γ = 2) and either the Gaussian ζ∞ as the baseline cut, or an adjusted fixed value
ζ
King
∞ extracted for the King profile function (see straight line in the middle right panel).
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Figure 2: Efficiency of the optimal signal region cut shown
in Fig. 1 (middle left) for the case of a Gaussian PSF. The
efficiency approaches ε∞ at high count numbers, but for
Li&Ma it is favourably higher in the low statistics regime.
order of 10% can be expected in the low count num-
ber case. This is equivalent to a 10% loss of sen-
sitivity or a 20% increase in required observation
time. The dashed and dash-dotted curves further-
more show that if a canonical or weakly motivated
constant cut radius is more than a factor of 2 away
from ζ∞, the sensitivity can even be degraded by a
factor of 2 or more.
In cases where different amounts of on- and off-
exposures are available, the Li&Ma formula offers
the application of the parameter α, which is the
exposure ratio between the two. Typically, more
off- than on-data is available, and α is smaller than
1. The dashed-dotted curve in Fig. 1 (middle left)
shows that the ζ2opt curve is almost unaltered if the
background density is scaled to n˜bkg/α.
For simplicity of application, the curve in Fig. 1
(top left) can be parametrised with an analytical
function of the form
ζ2opt(n˜bkg, α) = ζ
2
∞
−p0 ln[1− exp(−p1 (n˜bkg/α)p2)]
(7)
The result is shown as a green dotted line in the
figure, and the according parameters pn are listed
in Table 1.
5. Non-Gaussian point spread functions
Although the point spread functions of instru-
ments can usually be approximated by a Gaussian
distribution to some level, the exact distributions
Table 1: List of precise numerical constants presented in this
paper.
Variable Value
ζ2
∞
2.51286242
ζ∞ 1.58520106
ζ∞,68% 1.04621793
p0 160.607603
p1 4.28324658
p2 0.0789513156
are sometimes more complex. Misreconstructed
events can lead to non-Gaussian tails of the PSF.
In order to test the robustness of the above results
in these cases, the calculations are repeated using
a so-called King profile
dN
dζ′2
=
Nsrc
2
(1 − 1/γ)
(
1 +
ζ′2
2 γ
)−γ
. (8)
This distribution has a tail that is small for large γ
and gets longer for γ → 1. ζ′ is defined as θ/σKing,
and is related to ζ like
ζ′2 = ζ2 × 2 γ
[
(1− 0.39347) 11−γ − 1
]
. (9)
The number of excess events in Eq. 3 now changes
to
Nex = Nsrc
[
1−
(
1 +
ζ′2
2 γ
)1−γ]
(10)
In this case, the maximum of the corresponding
significance function S(ζ) depends on γ and can-
not be derived analytically, even though the shape
is qualitatively similar to the Gaussian case (see
Fig. 1, top right, where a PSF with γ = 2 is taken
as an example). The optimum cut in the case of
Ssimple, however, is still invariant against n˜bkg, and
lies somewhat lower (if calculated w.r.t. σPSF39, i.e.
converting ζ′ to ζ).
In the Li&Ma case, the function of ζ2opt vs. n˜bkg
is different from the Gaussian PSF case, but can
still be fitted with the parametrisation of Eq. 7 (see
Fig. 1, middle right). Nevertheless, Fig. 1 (bottom
right) shows that, even if ignoring the fact that a
non-Gaussian tail is present, cutting at ζ∞ does not
lead to a substantial loss of sensitivity. Possibly a
too large signal region does lead to a higher back-
ground event number, but in the presence of a tail
this disadvantage is partly compensated by the sig-
nal events collected in the tail.
Another consequence of the tail is that the cut
efficiency is much lower in this case (approaching
4
∼ 50% for high n˜bkg in the example of γ = 2). So
adjusting the θ2-cut to a fixed efficiency ε∞ does
not universally optimise the significance in cases of
a non-Gaussian PSF.
6. Conclusion
This paper discusses the question of how large
a signal region of an on-off detection experiment
should be in order to optimise chances of signal de-
tection. It presents an analytical solution for the
case that the point-spread function can to some
level be approximated by a 2D Gaussian profile and
that the count numbers are high enough (> O(5))
such that the Li&Ma formula can be applied. It also
provides a recipe for non-Gaussian PSF shapes.
The result for the high count number case is
ζ2
∞
≈ 2.51 (Eq. 6) and answers the question where
to cut a θ2 histogram and also how large a corre-
lation radius in a skymap kind of analysis should
ideally be. It is equivalent to ζ∞ = 1.585 times
the Gaussian sigma σPSF39, or 1.046 times the 68%
containment radius3. Precise numbers are given in
Table 1.
For cases of lower count numbers (< 100),
slightly larger cuts should be applied using the
parametrisation Eq. 7. This way, a loss of sensitiv-
ity of the order of up to 10% can be avoided. The
formula is only a function of the background event
density divided by the exposure ratio α and can
therefore be determined a-priori or automatically
in an analysis without a-posteriori adjustments or
iterations of cuts.
In the case of a non-Gaussian point spread func-
tion, Sect. 5 shows that the effect of a non-Gaussian
tail in the PSF is not very big, and sticking to the
formulae for the Gaussian approximation merely
causes a slight overestimation of the optimal cut,
which has a minor impact on the significance. In
extreme cases, though, it is also shown that the for-
malism applied in Sect. 4 can easily be adopted for
other shapes of the PSF and can deliver an adjusted
fit function Eq. 7 if desired.
The currently operating instruments H.E.S.S.,
MAGIC and VERITAS appear to have procedures
in place that makes them arrive at θ2-cuts that are
relatively close to optimal. In that sense, this work
cannot fundamentally improve their performance,
3Which also proves the cut in the recent VERITAS paper
[1] to be roughly optimal.
but rather provides a simple recipe and a reference
to avoid an ad hoc choice of cuts (or cut efficiency),
or an overly complicated procedure to define it.
Although primarily thought to be used in VHE
gamma-ray astronomy, the recipe presented here
can also be applied to other counting-type imagers
or in general all problems with the expectation of a
signal that can be approximated as a 2D-Gaussian
or 1D-exponential over a flat background expecta-
tion.
In the long run, holistic likelihood-based analyis
frameworks like in refs. [5, 6, 7], which involve the
precise PSF shape in their fitting, will hopefully
outdate the need for the considerations in this pa-
per and help us to fully exploit the recorded signal
events and their distribution.
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Appendix A. Calculus around the two-
dimensional Gaussian function
Since it is hard to find the following summarised
in a concise manner elsewhere, some basic formulae
used in the paper are given here.
A two-dimensional Gaussian probability density
function can be expressed like
d2P
dxdy
=
1
2piσ2
exp
(
−x
2 + y2
2σ2
)
(A.1)
In polar coordinates, where
x = θ cosφ
y = θ sinφ
dx dy = θ dθ dφ,
(A.2)
Eq. A.1 can be expressed as a function of θ2 only:
dP
dθ2
=
1
2σ2
exp
(
− θ
2
2σ2
)
(A.3)
The integral of this from 0 to a radius θopt is P =
1 − exp(−θ2opt/2σ2), which makes it very straight-
forward to calculate two-dimensional quantiles or
5
quantile probabilities:
P (θ ≤ σ) = 1− 1√
e
= 0.3935
P (θ ≤ 2σ) = 1− 1
e2
= 0.8647
σ68% = σ
√
−2 log(1− 0.6827) = 1.5152 σ
σ95% = σ
√
−2 log(1− 0.9545) = 2.4860 σ
(A.4)
References
[1] S. Archambault, et al., Discovery of very high
energy gamma rays from 1ES 1440+122, MN-
RAS 461 (2016) 202–208. arXiv:1608.02769,
doi:10.1093/mnras/stw1319.
[2] J. Aleksic´, et al., The major upgrade of the
MAGIC telescopes, Part II: A performance study
using observations of the Crab Nebula, Astropar-
ticle Physics 72 (2016) 76–94. arXiv:1409.5594,
doi:10.1016/j.astropartphys.2015.02.005.
[3] F. Aharonian, et al., Observations of
the Crab nebula with HESS, A&A 457
(2006) 899–915. arXiv:astro-ph/0607333,
doi:10.1051/0004-6361:20065351 .
[4] T.-P. Li, Y.-Q. Ma, Analysis methods for results
in gamma-ray astronomy, ApJ 272 (1983) 317–324.
doi:10.1086/161295.
[5] J. Kno¨dlseder, et al., Towards a common analysis
framework for gamma-ray astronomy, in: International
Cosmic Ray Conference, 2013. arXiv:1307.5560.
[6] A. Donath, et al., Gammapy - A Python
package for gamma-ray astronomy, ArXiv e-
printsarXiv:1509.07408.
[7] S. Klepser, A generalized likelihood ratio test
statistic for Cherenkov telescope data, Astroparti-
cle Physics 36 (2012) 64–76. arXiv:1112.0786,
doi:10.1016/j.astropartphys.2012.04.008.
[8] P. F. Dubois, K. Hinsen, J. Hugunin, Numerical python,
Computers in Physics 10 (3).
[9] E. Jones, T. Oliphant, P. Peterson, et al.,
SciPy: Open source scientific tools for Python (2001).
URL http://www.scipy.org/
[10] J. D. Hunter, Matplotlib: A 2d graphics environment,
Computing in Science & Engineering 9 (3) (2007) 90–
95.
URL http://link.aip.org/link/?CSX/9/90/1
6
