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Classical nucleation theory has been a useful tool for predicting the phenomena of nucleation for
the past seventy years. However the model has several limitations, which in some examples give
rise to predicted rates that are several orders of magnitude in error. One such example is that of
sulphuric acid and water nucleation which has long been framed as an important source of cloud
condensation nuclei and therefore has implications for the climate, both locally and globally. In
addition stratospheric aerosol injection of molecules containing sulphur, including sulphuric acid,
are of interest as a potential geoengineering technique. The focus for this study is to improve upon
our understanding of water and sulphuric acid nucleation.
The initial phase of the project concerned performing quantum chemistry calculations which go
beyond the macroscopic description employed by classical nucleation theory. Kohn-Sham density
functional theory has been successfully employed in the ﬁelds of condensed matter, material physics
and chemistry. However one of the assumptions of the theory is the classical treatment of the nuclei.
The path integral molecular dynamics technique is used here to test this assumption on small clusters
of sulphuric acid and water. We ﬁnd that the introduction of zero point motion has a small effect on
the equilibrium properties of certain conﬁgurations in line with expected behaviour. An interesting
structure is found which serves to emphasise the importance of liquid like behaviour in this cluster
at room temperature.
The ﬁrst study demonstrated the computational expense of treating systems at the microscopic
scale using quantum chemistry approaches. The second phase of the research focused upon ﬁnding a
suitable classical potential to employ within a molecular dynamics scheme, which would drastically
reduce the computational expensive of performing simulations. This potential would be required
to retain the ability for protons to transfer between selected species. The empirical valence bond
method was chosen for its straightforward implementation and its similarity to traditional classical
schemes. However some modiﬁcations were required to implement the scheme. Two algorithms
were designed to identify species within the system and treat them in a fashion suitable for use in
the empirical valence bond method.Abstract v
In addition the empirical valence bond method also needed to be parametrised for the sulphuric
acid and water system. This was achieved by using the particle swarm optimisation technique, which
performed force matching parametrisation using the Kohn-Sham density functional theory work
from the previous phase of the project. The model was fully programmed in FORTRAN 90/95 and
was incorporated into DL-POLY version 4.03. It is tested against the density functional theory data
to which it is parametrised to check that the main features of the quantum chemistry are retained
within the empirical valence bond technique.
A puzzling issue appeared in preliminary molecular dynamics simulations performed with
DL-POLY 4.03. The issue arises from a constraint imposed to ﬁx the centre of mass. The solution
to the modiﬁed Langevin equation introduced by this constraint is derived. The results are then
compared to the puzzling DL-POLY simulations and found to be consistent. The constraint is then
removed for all further simulations.
The developed empirical valence bond potential was used to perform simulations of small
clusters of sulphuric acid and water. We test the level of hydration required to ionise the system and
ﬁnd it to be in line with literature values. A thermodynamic integration scheme that was suitable for
this system was derived. Preliminary simulations were performed using the model to compute free
energies for use with classical nucleation theory in order to calculate nucleation rates.Acknowledgements
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Introduction
1.1 Overview of thesis
This project started with the clear aim to improve our understanding of the binary nucleation of
gaseous sulphuric acid and water which is relevant to atmospheric chemistry and global climate. Over
the course of this undertaking there have been several studies and reports. The ﬁrst chapter provides
an introduction to the relevance of sulphuric acid and water nucleation and classical nucleation theory
which provides a framework for modelling nucleation events. Chapter 2 continues with a literature
review of the experimental and theoretical efforts to study sulphuric acid and water. The theoretical
review starts with quantum chemistry studies of clusters of sulphuric acid and water which offer
high accuracy at the cost of computational demand. Classical approaches are then reviewed with
reactive methods being given extra attention as proton transfer is an important mechanism in clusters
of sulphuric acid and water. The third chapter gives a background on running molecular dynamics
simulations and several useful theoretical tools for performing analysis. An issue with Langevin
thermostats is investigated in this chapter with this work being published in reference [1]. Chapters
4 and 5 review the methods of electronic density functional theory and path integral molecular
dynamics. These techniques are then used to study small clusters of sulphuric acid and water using
these techniques, the results are also discussed in reference [2]. In the sixth chapter the empirical
valence bond method is introduced and is adapted for use with the sulphuric acid and water system.
The model is then parametrised in the following chapter using the particle swarm optimisation
technique. The particle swarm optimisation is ﬁrst used on a test case and then used to ﬁt the
parameters of the empirical valence bond method as introduced in the previous section. Chapter 8
presents the thermodynamic integration method and some preliminary work is performed using theChapter 1: Introduction 2
parametrised model to calculate free energies of small clusters of sulphuric acid and water using this
technique with the empirical valence bond potential developed in the previous two chapters. The
thesis is concluded in Chapter 9 with discussion of the studies performed here and ﬁnal thoughts on
the future work.
1.2 Atmospheric aerosols and geoengineering
Atmospheric aerosols are particles in a solid or liquid like state which are suspended in the atmo-
sphere. They vary in diameter; from a few nanometres to hundreds of micrometres. Aerosols are a
major factor in the earth’s balance of solar radiation due to their light scattering properties. They
affect atmospheric chemistry, an example of this is the depletion of the stratospheric ozone layer [3].
Some aerosols act as cloud condensation nuclei, CCN’s [4] which are a key component for water to
transition from the gas to the liquid phase in atmosphere.
Global warming is a topic which is increasingly becoming important for many countries. The
recent Cancún agreement in 2010 set a target of a maximum warming of 2C over the pre-industrial
global mean temperature. A reduction in emissions of greenhouse gases is the most straightforward
method for achieving this, however, alternatives to this plan are necessary if a reduction in emissions
fails to be realised. One such contingency being considered is that of geoengineering which includes
techniques such as carbon capture and injecting aerosols into the stratosphere.
Volcanic eruptions are a striking example of how aerosols can directly affect the environment.
Such eruptions expel gases into the atmosphere which can nucleate into a variety of aerosols and
can affect the global climate, of which sulphur containing species are of particular interest [6].
Geoengineering methods inspired by the volcano example offer a possible short term alternative
to emission cuts for limiting temperature rises. An extensive review of a variety of geoengineering
options including stratospheric aerosols ejection has been produced by the Royal Society [5]. Figure
1.1 displays the ‘provisional overall evaluation’ from the review, which shows that stratospheric
aerosols are a promising geoengineering technique. The focus of stratospheric aerosol methods has
been on sulphur containing species due to evidence of their effectiveness coming from volcanic
eruptions and that they can be introduced to the atmosphere as a gas which is more practical for
achieving an even regional distribution as required.Chapter 1: Introduction 3
Figure 1.1: Figure 5.1 in Geoengineering the climate: Science, governance and uncertainty [5]. The
size of points indicate their implementation timescale; where a large point indicates a swift effect and
a small point represents a slow effect. The colour of each point represents their safety with green
points being the safest and red points being the least safe. The ﬁgure is described as ‘provisional
overall evaluation’, it is clear that stratospheric aerosols are considered to be effective, affordable and
to be rapidly implementable, however their safety is a concern.
1.3 Sulphuric acid
Sulphuric acid has the molecular formula [H2SO4], it is a strong acid as it rapidly reacts with water
as [H2SO4] + [H2O] ! [HSO4]  + [H3O]+ to form a bisulphate ion [HSO4]  and a hydronium ion
[H3O]+. The structure of an isolated sulphuric acid molecule is displayed in Figure 1.2. Sulphuric
acid is thought to be the most prominent atmospheric nucleating agent [7, 8] on account of its
low saturated vapour pressure, relatively high atmospheric concentration and its afﬁnity to water.
The saturated vapour pressure refers to the pressure of the vapour in thermodynamic equilibrium
with its condensed phase within a closed system. Recent developments (see 2.2.1) have led to
questions surrounding the ability of sulphuric acid alone to explain observed aerosol formation in the
atmosphere [9]. Ternary species such as ammonia [10] and organic molecules such as dimethylamine
[11] have been suggested as agents which can enhance the nucleation rates and lead to better
agreement between experiment and observation.Chapter 1: Introduction 4
Figure 1.2: An image of a sulphuric acid molecule.
To understand sulphuric acid’s role in the nucleation of water vapour it is crucial to have an
accurate grasp on the free energy landscape of different sulphuric acid and water clusters. The free
energy of a cluster is a thermodynamic property of the system [12] and is discussed further in the
next section.
1.4 Free energy
A key quantity in thermodynamics is that of free energy, j, which is equivalent to the quantity of
work which a thermodynamic system can perform in a reversible isothermal process. The constraints
imposed on a system (such as holding the number of particles in a system constant) result in different
relevant free energies for that particular system, commonly used constraints and free energies are
detailed in Table 1.1. They are decomposed into several macroscopic quantities of a system including:
internal energy, U; temperature, T; entropy, S; pressure, P; volume, V; Number of particles, N and
the chemical potential, m.
The classical picture of a phase transformation is that shown in Figure 1.3 where the free energy
Free Energy Deﬁnition Constraints
Helmholtz F = U   TS NVT
Gibbs G = U + PV   TS NPT
Grand Potential FG = U   TS   mN mVT
Table 1.1: The deﬁnition of several commonly used free energies.Chapter 1: Introduction 5
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Figure 1.3: An example of a free energy landscape for an arbitrary system. To reach the global
minimum it must climb over the barrier which requires a rare ﬂuctuation. The height of the barrier
with respect to the local minimum is the most signiﬁcant property controlling the rate at which a
barrier crossing event can occur.
of the system varies according to the state. It is clear that the global minimum in the free energy is on
the right hand side, however, if a system ﬁnds itself in the localised free energy minimum on the left
hand side it has to increase its free energy before it can transit to the global minimum in free energy.
The properties of this barrier are crucial for studying the rate at which a system may cross. For
instance, there may be an entropic cost associated with an unfolding of a protein at constant volume
and temperature, in this situation the applicable free energy is that of Helmholtz. For nucleation the
free energy of interest is typically composed of the positive surface term and the negative bulk term
which competing effects give rise to the barrier which deﬁnes a nucleation1. Classical nucleation
theory forms the basis for a large number of theories which predict nucleation and is presented in
the next section.
1A barrier-less phase transition is not a nucleation process as it happens immediately.Chapter 1: Introduction 6
1.5 Classical Nucleation Theory
Here classical nucleation theory is reviewed and the free energy calculations are identiﬁed as an
area where it is possible to go beyond classical nucleation theory. Improving upon these free energy
calculations forms the main theme of the thesis.
1.5.1 Classical Nucleation Theory and the Arrhenius equation
Nucleation as a phenomenon of phase transitions has been known for at least 300 years with
Fahrenheit in 1724 ﬁnding that the freezing point of water is dependent on the freezing condition
[13]. Further information on the early works of nucleation can be found in the reviews by Kathmann
[14] and Vehkamäki [13]. Classical Nucleation Theory (CNT) was derived in the ﬁrst half of the
20th century by Becker and Döring [15] (1935) and Zeldovich [16] (1942). It is convenient to start a
derivation of CNT with the Arrhenius equation [17],
k(T) = Aexp

 Eact
RT

(1.5.1)
where k(T) describes the rate of a reaction in units of [s 1], R is the ideal gas constant with units of
[JK 1mol 1], A is commonly referred to as the frequency factor as it can be described as the number
of collisions that result in a reaction and has units of [s 1] in a ﬁrst order reaction, it may have a
temperature dependence. For higher order reactions A has units of [concentration1 ps 1] where p
is the order of the reaction. Eact is the activation energy which can be thought of as the minimum
amount of energy required for a reaction to take place. Importantly Eact is equivalent to the height
of free energy barrier (per mole) between the reactant state and the product state of the reaction of
interest. It is possible to reformulate Eq. (1.5.1) to relate the equilibrium populations of a cluster of i
of the same molecules2 (referred to as an i-mer with a population of re(i)) to that of the equilibrium
monomer number density (re(1)) such that,
re(i) = re(1)exp

 Dji
kBT

(1.5.2)
2This is analogous to the Arrhenius equation as the reaction can be seen as the formation of the liquid cluster out of the
monomer vapour.Chapter 1: Introduction 7
where Dji is the free energy difference between a monomer and an i-mer. kB is the Boltzmann
constant with units of [JK 1]. In the single component case Dj is expressed in CNT (where the
system is that of a vapour condensing into the liquid phase) as,
Dj = iDm + sA(i) (1.5.3)
where Dm describes the difference in chemical potential of a liquid and a vapour in equilibrium
where both quantities are at vapour pressure. i denotes the number of molecules within the system.
s and A(i) represent the surface tension and surface area of the i-mer respectively. Eq. (1.5.3) is often
simpliﬁed by the capillary approximation where the surface tension is assumed to be that of a planar
surface. Eq. (1.5.3) is often expressed in terms of measurable quantities as,
Dj = s
 
36pi2v2
l
1/3
  ikBT ln(S) (1.5.4)
where vl is the molecular volume and S is the saturation ratio of the i-mer and is deﬁned by
S = Pv/Pvs where Pv and Pvs are the vapour pressure and the saturated vapour pressure respectively.
The saturation vapour pressure describes the pressure of a vapour which is at equilibrium with a
liquid within a closed system. Figure 1.4 shows Dj as a function of i according to CNT. The most
important feature of Figure 1.4 is the apex of the barrier which is known as the critical cluster and its
properties are closely related to the nucleation rate.
Eq. (1.5.2) is used to determine the population of i-mer clusters in equilibrium, however, we are
really interested in a nucleation rate to describe the number of i-mers produced from a supersaturated
vapour within a standardised unit of time. To determine this it is important to also consider the
collision rate of molecules onto an i-mer, b(i), this is usually simpliﬁed to considering only that of
monomer collisions, b1(i), with the i-mer. The nucleation rate, J, is then proportional to,
J µ b1(i)re(1)exp

 Dji
kBT

(1.5.5)
where i denotes the critical cluster. The critical cluster plays this important role because that any
further growth reduces the cluster’s free energy and that after this growth it becomes favourable for
the cluster to grow rather than decay. The dependence of the CNT nucleation rate on the free energyChapter 1: Introduction 8
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Figure 1.4: The graph shows the change in free energy against cluster size according to Eq. (1.5.4).
The critical cluster is marked out and represents the size at which the likelihood of growth and
decay become equal. Once the cluster has overcome this barrier (N> Ncritical) it will grow until it has
exhausted the number of monomers (and other small clusters) available to it.
barrier Dji is thought to be problematic, attempts to improve upon the CNT method for calculating
this are discussed in Section 1.5.4.
1.5.2 The kinetic interpretation
It is appealing to study the phenomenon of nucleation as a kinetic process where particles of the
parent phase continuously collide and stick together to form clusters of the condensed phase which
can then either grow or decay. These rates of growth for the cluster are known as the forward or
condensation rate (f(n) where n indicates the number of particles within a cluster) and the rate of
decay is known as the backwards or evaporation rate (b(n) where n indicates the number of particles
within a cluster). The process can then be seen as study of the population of differently sized clusters
and how these populations change over time. The Becker-Döring equations [15] are a set of coupled
equations that describe this kinetic interpretation with a number of assumptions;
 Growth and decay can only change the number of particles within a cluster by one. This
excludes the possibility of evaporation and condensation events involving dimers and larger
clusters.Chapter 1: Introduction 9
Figure 1.5: Image showing the trimer, tetramer and pentamer clusters. The tetramer cluster has four
possible mechanisms for changing its population. These are speciﬁcally evaporation and condensation
to and from adjacently sized clusters under the assumption that the only changes involving the
monomer can occur.
 The sticking ratio is the probably that a monomer with be absorbed by the cluster upon collision
and is assumed to be unity for all clusters.
 The process is assumed to be a Markov process where each cluster has no memory of its
previous evaporation and condensation events.
The coupled equations then take the form of,
¶r(n)
¶t
= f(n   1)r(n   1)   b(n)r(n) + b(n + 1)r(n + 1)   f(n)r(n) (1.5.6)
here r(n) is the density of n-clusters3 within the system. The net rate by which a n-cluster becomes a
(n + 1)-cluster is then deﬁned by,
Jn = f(n)r(n)   b(n + 1)r(n + 1) (1.5.7)
where Jn is known as the nucleation current. It then remains to evaluate b and f for all n-clusters
under consideration.
1.5.2.1 Condensation rate
The condensation rate, f(n) can be found by considering the kinetic rate of collisions between the
n-cluster and monomers within the system,
f(n) = vinA(n) (1.5.8)
3Here we switch notation from i-mer to n-cluster for greater clarity in this section.Chapter 1: Introduction 10
where A(n) is the surface area of the cluster and vin is the monomer ﬂux and is known as the
impingement rate. vin can be found via gas kinetic arguments [18],
vin =
Pvs p
2pm1kBT
(1.5.9)
where m1 is the mass of a monomer. Therefore the condensation rate is dependent on the supersatur-
ation vapour pressure of the system.
1.5.2.2 Evaporation rate
The evaporation rate, b(n) is not known a priori. Instead it is typically found using the detailed
balance condition. This takes advantage of the constrained equilibrium state [19, 20] which exists
with the same temperature and supersaturation, S > 1 as the original vapour. Crucially, the system
is such that the net ﬂux is zero, i.e. Jn = 0 and corresponds to the step before nucleation occurs. It is
possible to calculate the evaporation rate by rearranging Eq. (1.5.7),
b(n + 1) = f(n)
req(n)
req(n + 1)
(1.5.10)
where req(n) is the n-cluster density within the constrained equilibrium state. It is now possible to
rewrite Eq. (1.5.7) such that,
Jn
1
f(n)req(n)
=
r(n)
req(n)
 
r(n + 1)
req(n + 1)
(1.5.11)
1.5.3 Classical nucleation rate
Eq. (1.5.6) will rapidly reach a steady state assuming that the monomer population is not exhausted.
This steady nonequilibrium state (in the limit t ! ¥) will have time independent number densities,
r(n) which implies that all Jn are equivalent and can thus be replaced with a steady-state nucleation
rate, J. We can now calculate the steady state nucleation rate for a cluster of size N by summing Eq.
(1.5.11) from n = 1 to n = N and cancelling terms on the right hand side gives,
J
"
N
å
n=1
1
f(n)req(n)
#
=
r(1)
req(1)
 
r(N + 1)
req(N + 1)
(1.5.12)Chapter 1: Introduction 11
The population of monomers is assumed to be limitless whereas the nucleation rate is ﬁnite which
implies the true population of monomers (r(1)) is comparable to the constrained equilibrium
population of monomers (req(1)) and thus4 r(1)
req(1) ! 1 . For large N the constrained state population
grows without limit whereas the true population remains ﬁnite, thus
r(N)
req(N) ! 0 as N ! ¥. Therefore
Eq. (1.5.12) can be simpliﬁed by choosing a sufﬁciently large N and rearranging such that,
J =
"
¥
å
n=1
1
f(n)req(n)
# 1
(1.5.13)
The standard technique for calculating the right hand side of Eq. (1.5.13) is to assume that the sum
can be changed into an integral as the major contributions to the sum are for large clusters where the
difference in successive terms becomes small. The right hand side can then be rewritten,
J =
 ¥
1
dn
f(n)req(n)
 1
(1.5.14)
The steepest descent method can be used to evaluate the integral to give an expression for J around
the critical cluster nc such that,
J = Z f(nc)req(nc) (1.5.15)
whereZ is known as the Zeldovich factor and is deﬁned as Z =
q
  1
2p
1
kBTDj00(nc). It is possible to
rewrite Eq. (1.5.15) as,
J = J0 exp

 
Dji
kBT

(1.5.16)
and J0 = Z f(nc)rv and rv is the number density of the supersaturated vapour. Eq. (1.5.16) can
be understood as the rate at which monomers condense upon the critical cluster multiplied by the
Zeldovich factor [21] which gives the probability that the critical cluster will pass the free energy
barrier. The equation along with the capillarity approximation for the calculation of free energy
differences gives the full CNT expression for the steady state nucleation rate for the single species
system. Its popularity stems from the simple form of the equation and its link to experimentally
observable quantities. The dependence of CNT upon accurate free energy calculations is clearly seen
from this equation.
4This fraction approaches unity from below as the depletion caused by nucleation in the true population implies that
r(1) < req(1).Chapter 1: Introduction 12
Figure 1.6: Figure 3 from reference [22]. Comparison of several theoretical methods against experi-
mental argon nucleation. The theory is shown to give errors of several orders of magnitude. The
dashed line represents a perfect agreement. Three theories are compared here which are classical
nucleation theory (CNT), mean-ﬁeld kinetic nucleation theory (MKNT), and extended modiﬁed
liquid drop model- dynamical nucleation theory (EMLD)
1.5.4 Limitations and extensions
Classical nucleation theory as summarised by Eq. (1.5.16) was derived in 1926-1943 [15, 21, 23]. The
success of the theory to describe experimental results is not satisfactory with errors of several orders
in magnitude being common [18]. Figure 1.6 shows a comparison of models and experiment on argon
nucleation made by Kalikmanov et al. [22], the standard ﬂavour of CNT is found to be of several
orders of magnitude in error. Ford [24] discusses the shortcomings of CNT at length. The capillarity
approximation where the surface tension of a cluster is approximated to be a planar macroscopic
quantity is thought to be one of the signiﬁcant contribution to errors within the CNT calculation.
Several improvements for CNT have been suggested including schemes to include rotational
and vibrational degrees of freedom in the free energy [25]. Other amendments include enforcing
the correct monomer free energy difference [26] and is known as internally consistent CNT theory,
ICCT [27]. The inclusion of curvature contributions to surface energy was investigated by Rao and
McMurry [28] and found to substantially increase nucleation rates, the effect is most prominent for
substances with large surfaces energies and large molecular volumes.Chapter 1: Introduction 13
The difﬁculties involved with CNT have led to an array of alternatives including diffuse interface
theory (DIT) [29], square gradient theory (SGT) [30, 31], extended liquid drop model with dynamic
nucleation theory (ELDM-DNT) [32, 33] and density functional theory5 [34]. All of these theories were
analysed in a useful review by Napari et al. [35], with the conclusion reached that Density Functional
Theory and SGT gave the best performance. The comparisons made are against a theoretical
simulation with a Lennard-Jones potential. Each of these methods was found to outperform CNT. A
different approach is adopted by Kazil and Lovejoy [36] where they treat the problem as a steady
state solution to the sources and sinks of aerosols of interest, and parametrize using experimental
and theoretical data. Kalikmanov [37] developed the mean-ﬁeld kinetic nucleation theory (MKNT)
which made use of a mean ﬁeld approach and two surface tensions representing planar macroscopic
surface tension and microscopic surface tension respectively. This improved the performance of CNT
by several orders of magnitude in the case studied shown in Figure 1.6. This serves to highlight the
importance of free energy within the CNT methodology and the responsibility that the capillarity
approximation must take in the problems faced by CNT.
Beyond macroscopic theories the use of microscopic techniques can improve upon the assump-
tions made within CNT. It is possible to use molecular scale simulations to calculate evaporation and
condensation rates directly and use these to solve the Becker-Döring equations for the nucleation
rate. Alternatively the free energy difference between different clusters can be found via techniques
such as the harmonic oscillator approximation (HO) or thermodynamic integration (TI) and can be
used to improve the accuracy of the calculated free energies.
5The density here refers to the density of molecules and should not be confused with electronic density functional
theory studied in Chapter 4 which is based upon the electron density.Chapter2
Literature review
In this chapter experimental and theoretical approaches to studying clusters of sulphuric acid and
water are reviewed. The theoretical approaches are split between accurate quantum chemistry and
efﬁcient empirical methods. In addition reactive empirical approaches are examined and attention is
then focused on the empirical valence bond methodology as this is then studied in greater depth in
Chapter 6.
2.1 Experiment
Performing experiments on the phenomena of nucleation is challenging due to the number of
parameters which need to be controlled and that the diameter of the clusters of interest are on
the scale of nanometres. Doyle [38] theorised in 1961 that gaseous mixtures of sulphuric acid and
water may undergo a phase change at 1 part per trillion (1ppt), this was subsequently corrected to
between 0.1 and 1 part per billion (0.1  1 ppb) [39]. However, it remains that sulphuric acid is one
of the most relevant atmospheric nucleation agents [7]. One of the earliest experimental studies was
performed by Kreidenweis et al. [40] in 1989, it called into question the accuracy of macroscopic
theories (CNT). In 1999 Ball et al. [41] performed the ﬁrst experiments where the concentration
of sulphuric acid in the new particle being formed was determinable [7]. They found at relative
humidity1 (RH) of 15% and at 295K that the critical cluster of a sulphuric acid and water mixture
contained eight sulphuric acid molecules. The addition of a small amount of ammonia, [NH3] of
the order of 10 parts per trillion by volume (pptv) enhances the nucleation rate signiﬁcantly, and
1Relative humidity is deﬁned as the ratio of the partial vapour pressure of gaseous water to the saturated vapour
pressure at a deﬁned temperature.Chapter 2: Literature review 15
reduces the number of sulphuric acid molecules in the critical cluster. The paper concludes that it is
unclear if ammonia is the major species involved in nucleation events close to the earth’s surface. The
detection limit2 of the apparatus used was 3nm which is prone to undercounting3. The following
year Eisele and Hanson [42] found the critical cluster to contain four sulphuric acid molecules at
high RH (around 50%) and at 240K which agreed with a bimolecular nucleation theory developed by
Kulmala et al. [43] which parametrised a thermodynamically consistent version of a classical binary
homogeneous nucleation theory [44]. In 2010 Sipilä et al. [8] solved an apparent mystery where in
situ produced gaseous sulphuric acid nucleation rate differed by several orders of magnitude from
that of liquid sample production. They found inconsistencies in the sulphuric acid density proﬁles
and inefﬁciencies with particle counting is sufﬁcient to explain the discrepancy. This has discounted
the importance of other sulphur containing species as an important nucleating agent. An ongoing
experiment in CERN named CLOUD has recently studied the importance of ammonia and cosmic
rays in atmospheric nucleation [10]. They observed that ammonia leads to an increase in nucleation
rates of sulphuric acid and water of 100  1000. A further increase, between two and tenfold, is
seen when the nucleating particles are ionized (provided that the nucleation rate is below that of the
ion-pair production rate). A possible source of ionisation events in the atmosphere is interaction with
cosmic rays. They concluded that enhancement of nucleation rate is seen with both ammonia and
ion addition. However these two factors cannot explain observed boundary layer4 nucleation5. In
addition amines have recently been identiﬁed as another agent that may play an important role in
atmospheric nucleation [45]. The CLOUD experiment [46] examined the inﬂuence of dimethylamine
on the sulphuric acid and water system and found that it could raise formation rates 1,000 fold,
theoretically it was suggested that the evaporation rate is repressed by the acid-base interactions
within the nucleating cluster.
In conclusion, experiments have shown the importance of sulphuric acid for binary-layer nucle-
ation of water and that sulphuric acid alone does not fully explain observed nucleation rates. Ternary
species have been identiﬁed such as ammonia which potential play a role. However, as discussed
in Section 1.5.4, CNT has not given satisfactory results when predicting such nucleation rates. The
2The detection limit refers to the diameter of the smallest particle that the apparatus can measure.
3Undercounting refers to particles which have not grown large enough to be detected by the apparatus and are not
counted. Therefore the rate of new particle formation measured is a lower limit on the true value.
4The boundary layer is below the troposphere and is characterised by turbulent ﬂow caused by interactions with the
surface of the planet.
5Boundary-layer nucleation is one source of atmospheric aerosols, see Section 1.2.Chapter 2: Literature review 16
following section will review research looking at theoretical approaches to going beyond the accuracy
offered by CNT.
2.2 Theoretical approaches
In parallel to the experimental work described in the previous section there have been efforts to
improve upon classical nucleation theory. These effort can be largely grouped into two camps, the
ﬁrst involving complex quantum chemistry approaches which offer high accuracy at a computational
expense. The second is the empirical approach which has signiﬁcant savings in computation which
allow for greater statistics to be collected, however the achievable accuracy is compromised. Here
literature on both approaches are reviewed.
2.2.1 Quantum chemistry
Geometry optimisation is a process where a conﬁguration under a deﬁned potential is modiﬁed
such that its potential energy is minimised. The process has become popular in the ﬁeld of quantum
chemistry because calculations are computationally expensive and the accuracy of the geometry is
important for the derived properties. Geometry optimisation has proved especially popular when
combined with techniques such as: electronic density functional theory, DFT6 [47]; Møller-Plesset
theory, MP27 [48]; and Coupled cluster CC [49]. In particular DFT has led to a number of studies of
sulphuric acid and water clusters, a review of the DFT methodology is provided in Chapter 4.
The modern version8 of DFT was derived in 1964 by Hohenberg and Kohn [51] and in 1965 by
Kohn and Sham [52]. The local density approximation (LDA) was found to work well with bulk
metals and became a standard technique in the solid state physics community in the 1970s ([53] and
references therein). With the second generation of functionals including the generalized gradient
approximation (GGA) and hybrid functionals the descriptions of atomistic features greatly improved.
This led to DFT being adopted by the chemistry community in the 1990s ([53] and references therein).
The growing presence of DFT calculations, and especially the considerable effort to develop code
packages making it easier to implement DFT and other high level theory made an impact on the
6DFT is described in further details in Chapter 4.
7MP2 is a perturbation theory such that the sufﬁxed number refers to the order of the perturbation.
8The conceptual origin of electronic DFT is found in the Thomas-Fermi model [50] and the Hartree-Fock method [47].Chapter 2: Literature review 17
aerosol community in the late 1990s. The ﬁrst calculations performed on hydrated sulphuric acid
clusters using DFT were in 1997 by Arstila et al. [54]. The investigation used the GGA functional BLYP
[55, 56] to study conﬁgurations of a sulphuric acid molecule hydrated with 1 to 3 waters. This study
paved the way for the use of quantum chemistry techniques to be used in the study of the nucleation
and chemistry of the sulphuric acid and water system. The main conclusion revealed inconsistencies
between that of the quantum chemistry approach and a classical theory for the Gibbs free energy
given by Jaecker-Voirol [57]. They found that a level of hydration of three to four waters was sufﬁcient
to allow proton transfer to occur between the sulphuric acid and the water network. The nature of
deprotonation event is of importance as an ionised cluster is thought to have an enhanced nucleation
rate in comparison to a neutral cluster [46].
This was followed by extensive work from two groups, Ianni and Bandy (1998 [58] and 1999
[59]) and Re et al. (1999 [60]). The ﬁrst paper by Ianni and Bandy focussed on the question of
the equilibrium state of [H2SO4]  [H2O]n for n = 1  7 using the hybrid B3LYP functional9. They
found that the structure of small clusters of water and sulphuric acid differs from that found in bulk
solution. The study concludes that the globally stable conﬁguration is neutral for the ﬁrst six waters,
becoming ionized after seven waters. This contradicted the results of Arstila et al. [54] from the
previous year. The following year Ianni and Bandy published a second paper [59] which extended
the work by looking at [H2SO4]2  n[H2O] clusters for n = 0  6 again using the B3LYP functional.
The paper concluded that there was a kinetic barrier in forming [H2SO4]2  n[H2O] clusters, and
suggested several methods by which the barrier can be overcome. It is interesting to note that the
study did not consider the ionized system to be important. The same year Re et al. [60] investigated
[H2SO4]  [H2O]n for n = 1  5 and signiﬁcantly extended the number of conﬁgurations studied by
Ianni and Bandy the previous year [58]. The conﬁgurations identiﬁed for the trihydrated sulphuric
acid are shown in Figure 2.1. They concluded that several conﬁgurations are expected to coexist
in these clusters which include both neutral and ionized states. They also performed Infra-red (IR)
spectra calculations for experimental comparison. These studies form a useful data set of geometry
optimised conﬁgurations and relative energies of small clusters of sulphuric acid and water.
In addition there have been many other DFT level geometry optimisation studies which are
9The B3LYP functional is based upon the BLYP functional where the exchange energy is combination of exact Hartree-
Fock exchange and exchange introduced by the BLYP functional. The 3 refers to the introduction of three parameters
compared to that of BLYP, these parameters control the mixing of the two exchange energies. It was developed by Becke
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Figure 2.1: Image displayed is that of Figure 3 in Reference [60]. Several geometry optimised
conﬁgurations are detailed for a cluster composed of one sulphuric acid and three water molecules.
References [54, 58–60] contain many similar details for small clusters of sulphuric acid and water.Chapter 2: Literature review 19
noteworthy when studying small clusters of sulphuric acid and water [62–72]. One conclusion
of these papers was that [SO3]  [H2O]4 ! [H2SO4]  [H2O]3 was barrier-less [66] using the B3LYP
functional and using the higher level MP2 theory. In 2003 Ding et al. [68] considered systems involving
two sulphuric acid molecules and zero to eight water molecules using the BLYP functional. They
found that the ﬁrst deprotonation event occurred after two waters are added to the two sulphuric
acid system. At four waters it is more favourable for both sulphuric acids to have undergone the
ﬁrst deprotonation event. The second deprotonation event to form the sulphate ion ([SO4] 2) is
not seen. They suggested that two waters per sulphuric acid are needed for each sulphuric acid
to undergo the ﬁrst ionisation event. An extensive study on [H2SO4]  [H2O]n for n = 1  3 was
performed by Natsheh et al. [67] in 2004. This study compared six functionals and concluded that the
PW91 functional10 models the sulphuric acid molecule more faithfully than the B3LYP for nonbonded
interactions [74]. The PW91 functional was then used to calculate the vibrational frequencies, dipole
moments and the bonding energies of the clusters. Also in 2004 Arrouvel et al. [65] studied clusters
and crystals of sulphuric acid and water using the B3LYP and PW91 functionals. Their main
conclusion was that for single sulphuric acid molecules three or more waters were required to ionise
the sulphuric acid. When there are two sulphuric acid molecules present in the cluster then two
waters per sulphuric acid leads to a stable conﬁguration where both sulphuric acid molecules have
ionised once. These results are in agreement with earlier results obtained by Ding et al. [68]. It was
also found that in the crystal structure the acid was always fully ionised to form a sulphate ion.
Ding and Laasonen [64] investigated clusters of [H2SO4]  [H2O]n for n = 6  9 in 2004 using the
BLYP and PW91 functionals and MP2 (with the resolution of identity technique (RI) [75, 76]). They
concluded that eight waters for one sulphuric acid molecule is the minimum required to fully ionise
one sulphuric acid and that in most small clusters the species is not an important consideration.
Nadykto et al. [63] investigated the sign preference in sulphuric acid and water nucleation using
the PW91 functional and concluded that the hydration of sulphuric acid favoured cations while the
afﬁnity to other sulphuric acid molecules is higher for positive ions, which are competing aims. This
study was followed up a year later by Kurtén et al. [62] which concluded that sulphuric acid binds
more strongly to anions than to cations. It also suggests that the preference of molecules can be
predicted using general chemical considerations to a qualitative level. This study used the BLYP
10The PW91 functional is of the GGA variety and was developed by Perdew and Wang [73].Chapter 2: Literature review 20
functional and the MP2-RI technique. In 2012 Herb et al. [72] investigated large clusters of sulphuric
acid, bisulphate and water with and without ammonia, [NH3] using the PW91 functional. They
concluded that the presence of ammonia is favourable for cluster growth and that the afﬁnity of
ammonia to the cluster is related to the concentration of sulphuric acid in the cluster and suggest
that this trend will continue for larger clusters.
In 2012 Temelso et al. [69] studied small clusters of sulphuric acid and water using RI-MP2
methodology. They identiﬁed several conﬁgurations of the cluster [H2SO4(H2O)n] for n = 1  6.
They suggest that ionisation becomes favoured at a hydration of 3 or more water molecules and that
the formation of clusters composed of sulphuric acid and ﬁve or more waters is unfavourable at
temperatures greater than 273.15K. They also suggest that the critical cluster for sulphuric acid and
water must contain more than one sulphuric acid, in agreement with experiment [7]. They conclude
that it is unlikely that binary sulphuric acid and water nucleation is a signiﬁcant contributor to new
particle formation at ambient conditions in the continental boundary layer, however they suggest that
binary sulphuric acid and water nucleation may contribute in colder troposphere regions. Figure 2.2
shows the expected sulphuric acid and water cluster equilibrium distributions in atmospherically
relevant conditions, the ﬁgure shows that clusters of 1   3 waters are present, however the larger
clusters do not show a sizeable population. The same group later also studied hydrated bisulphate
[70] and the hydrated sulphuric acid dimer clusters [71]. They concluded that the bisulphate ion by
itself cannot lead to the nucleation of water, however, its strong binding energy with sulphuric acid
makes it a possible agent for ion induced nucleation. They suggest that four water molecules are
required for the each sulphuric acid in the dimer to undergo its ﬁrst ionisation event and that the
addition of monohydrated sulphuric acid to form the dimer cluster is more favourable than that of
the sulphuric acid molecule.
The studies presented in this section have found several key features of small clusters of sulphuric
acid and water. The ﬁrst deprotonation occurs in the trihydrated sulphuric acid [65, 69]. A lower level
of hydration is required in clusters involving two sulphuric acids [68]. A large number of geometry
optimised clusters have been identiﬁed and the free energy of the clusters have been calculated using
the harmonic approximation. However the relative importance of different conﬁgurations (of the
same cluster) is still an open question. Dynamics offers one approach to answering this question as it
samples conﬁgurational space.Chapter 2: Literature review 21
Figure 2.2: Image showing the expected equilibrium populations of clusters which are hydrated
according to the number shown in the columns divided by the monomer population of sulphuric
acid molecules. The data was obtained assuming a saturation (100% Relative humidity, RH) vapour
pressure of [H2O] = 9.9 1014, 1.6 1017 and 7.7 1017cm 3 at temperature of 216.65, 273.15 and
298.15 K respectively with a monomer sulphuric acid density of 5 107cm 3. As the RH is increased
the monomer population is diminished as more clusters of higher hydration are formed. The ﬁgure
displayed here is that of Figure 12 in reference [69].
2.2.2 Molecular dynamics with quantum chemistry
The use of DFT within a molecular dynamics scheme was pioneered in the 1980s with techniques such
as the Car and Parrinello method [77] and the Born-Oppenheimer MD (BOMD). The BOMD method
evaluates the electronic density at each time-step based on the current nuclei conﬁguration (see
Figure 4.1). Investigations of sulphuric acid and water systems using DFT MD have been limited by
the computational expense of performing the simulations, however efforts have been made recently
due to increasing computational power available. The ﬁrst study was in 2007 by Choe et al. [78] which
used the PBE functional11 with the BOMD method to look at aqueous sulphuric acid at 298K. They
concluded that the diffusion coefﬁcient for the proton is reduced in the 1:312 system rather than the
1:64. This hinders the proton shufﬂing mechanism (known as the Grotthuss mechanism [80]). The
following year Anderson et al. [81] studied the formation of [H2SO4]m  Base [H2O]6 for m = 1  2
using the BLYP functional at a temperature of 250K with BOMD. They conclude that the simulation
indicates the importance of two sulphuric acid molecules for the formation of double ions ([SO4]2 )
11The functional is of the GGA variety and takes it name from its three authors, Perdew-Burke-Ernzerhof [79].
12Where n:m represents m water molecules for every n sulphuric acid molecules in the system.Chapter 2: Literature review 22
and that further simulation is needed to investigate the free energy landscape of such systems. In
the same year Hammerich et al. [82] investigated a single sulphuric acid in a periodic box with 63
water molecules. This was simulated at 320  326K with the BLYP and the HCTH/120 functional13.
The BOMD scheme for performing MD is used. They concluded that the ionization observed had a
qualitative agreement with experimental (limited by the simulation time of the order of 10ps). They
also argued that an order of magnitude greater in simulation time was needed to observe events
leading to the second ionisation event occurring.
2.2.3 Path integral molecular dynamics
The quantum chemistry techniques describe in the previous two sections treat the electrons in the
system as quantum particles via a wavefunction representation. The nuclei, however, are treated as
classical point like particles. In some systems this assumption is questionable, it is useful to be able
to probe the importance of quantum nuclear dynamics. Path integral molecule dynamics is such a
method. It is based on Feynman Path Integrals view of quantum dynamics [88]. An excellent review
of PIMD is found in chapter 12 of “Statistical Mechanics: Theory and Molecular simulation” by
Tuckerman [12] and is reviewed in Chapter 5. The method is used to add quantum dynamics to the
nuclei in the DFT simulation by representing the particle as a series of connected beads. Usually only
the lightest elements in the periodic table are considered for PIMD simulation due to the expense of
performing simulations and that the effects are expected to be most prevalent in the lightest nuclei
at temperatures where the potential energy of the system dominates over the kinetic energy. In
the sulphuric acid and water system only the hydrogen atoms and in particular those involved in
hydrogen bonds are thought to have signiﬁcant contribution from such quantum dynamics.
The author is only aware of one group currently working on sulphuric acid and water clusters
using a PIMD technique. Kakizaki et al. [89] parametrised the PM6 model [90] which in itself is a
parametrised version of the Neglect of Diatomic Differential Overlap (NDDO) method [91]. They
parametrized to data from references [54, 58, 60, 78]. The model found that acid dissociation increased
with cluster size as expected. The same group followed up with a study on the ﬁrst and second
deprotonation events [92] using the PIMD PM6 described in the ﬁrst publication. They concluded
13The HCTH functional is of the GGA variety, its name is derived from its four authors, Hamprecht-Cohen-Tozer-Handy
and the number of molecules to which the functional was ﬁtted, in this case it was 120 [83].Chapter 2: Literature review 23
Method Advantages Disadvantages
GAP [84] The method is very adaptable and
does not depend upon an underly-
ing empirical model.
It is a new method and as such it
not well tested. It is not a trivial
method to understand and imple-
ment.
ReaxFF [85] The method scales at the same rate
as empirical models and is an estab-
lished simulation tool in MD codes.
It uses the bond order methodol-
ogy. After discussions with past
users of the method it became clear
that parametrisation would not be
straightforward.
QM/MM [86] QM/MM allows the full power
of quantum chemistry methods
while allowing for large simulations
based on the efﬁciency of empirical
potentials. It has been implemented
in available MD codes.
QM/MM method requires speciﬁc
regions to be treated as either quan-
tum or classical. This affects the
ﬂexibility of the model.
EVB [87] The method relies on empirical po-
tentials which are well understood
and requires relatively little addi-
tional work.
Its reliance on empirical potentials
could lead to issues with transfer-
ability. The model is dependent on
the form of a second empirical term
which increases the number of pa-
rameters to ﬁt.
Table 2.1: Table discusses the advantages and disadvantages of several reactive schemes.
that four waters are needed for the reaction [H2SO4] ! [HSO4]  to occur and ten to twelve for
[HSO4]  ! [SO4]2  to occur. In additional the coordination number for the proton-accepting oxygen
is found to be important in the proton exchange process.
2.3 Empirical potentials for sulphuric acid and
water
Several classical schemes have been used to study sulphuric acid and water clusters. In 1998 Kusaka
et al. [94] developed a grand canonical Monte Carlo model based on rigid molecules and concluded
that clusters are highly non-spherical and that bulk-like behaviour only emerges when there are at
least 240 water molecules and 1  3 molecules of either sulphuric acid or bisulphate in the cluster.
Kathmann and Hale [95] presented an innovative approach which included a rigid water and sulphate
structure and a free Hd+ ion simulated with a Monte Carlo approach. Ding et al. [96] developed a
ﬂexible model for sulphuric acid, bisulphate, hydronium and water species. The ability to transferChapter 2: Literature review 24
Figure 2.3: EVB diabatic states for 4-Methylimidazole and water, image is Figure 1 in reference [93].
protons was absent from the model. Toivola et al. [97] used the model to study structural details of a
planar liquid-vapour interface using clusters of 2000 molecules. They found that when the sulphuric
acid mole fraction is less than 0.1 the acid lies at the cluster surface and that the structure of the
clusters is strongly dependent on the number of bisulphates present.
2.4 Reactive potentials
A reactive empirical procedure is based on the ability to break and form bonds, the difﬁculties in
accurately representing these reactions has prevented this feature being present in the majority of
molecular dynamic schemes. However the ability to proton transfer is a key characteristic of the
sulphuric acid and water system and its neglect would be questionable. It was decided in this project
to develop such a reactive potential speciﬁcally for the sulphuric acid and water system. Here readily
available reactive schemes are reviewed and an appropriate method is chosen for the project.Chapter 2: Literature review 25
2.4.1 Reactive empirical potentials
There are several schemes available which allow reactions to occur within an empirical framework
including: the EVB model [87] based on a superposition of underlying empirical bonding states
of the system (see Figure 2.3 for an example of these EVB states), the Gaussian approximation
potential (GAP) [84] which constructs a potential energy surface by using a data set and the Gaussian
process regression method to interpolate between these data points, and ReaxFF [85] which uses the
bond order methodology. In addition there are so called quantum mechanics/molecular mechanics,
QM/MM techniques (as introduced by Warshel and Levitt [98] and reviewed by Lin and Truhlar [86])
which perform classical simulations in which particular regions are treated quantum mechanically.
Table 2.1 discusses some advantages and disadvantages for these methods. The assessment of the
models fell on the speed at which it could be implemented due to time constraints of the Ph.D.
project. For this reason the EVB model was deemed the most straightforward to implement due to
it’s similarity to more tradition non-reactive empirical methods.
2.4.2 The empirical valence bond method
The EVB methodology has its origins in the 1980s when Warshel and Weiss [99] extended the valence
bond model to include an empirical evaluation of environmental effects. The EVB method was
reviewed by Kamerlin and Warshel [87]. Progress was made in 1998 by Vuilleumier and Borgis [100]
who presented the extended EVB model and Schmitt and Voth [101] who presented the multistate
EVB, MS-EVB model. Both of these models had the capacity to simulate one excess proton in a
water network. The MS-EVB model was then reﬁned into the MS-EVB2 model in 2002 by Day et al.
[102] and into the MS-EVB3 model in 2008 by Wu et al. [103]. The MS-EVB3 model was used as a
framework from which to build an MS-EVB model for sulphuric acid and water system.
The MS-EVB model has been implemented in a number of ways. In 2001 ˇ Cuma et al. [104] used it
to model a system of an imidazolium cation, [ImH]+ in an aqueous solution to study the ionisation of
a weak acid using the MS-EVB approach. They found that the multiple states simulated by the model
are important for the accuracy of the potential energy barrier of ionisation for the acid. The water
network surrounding the acid is found to be localised when the acid is charged in contrast to being
delocalised when the acid is neutral. In 2006 Maupin et al. [105] studied amino acids using a modiﬁedChapter 2: Literature review 26
MS-EVB model. The model focused on the addition of histidine and glutamic acids to a water system.
Each system contained one excess proton which is associated to the neutral acid structure. They
develop a general parametrisation scheme which is used for ﬁnding the EVB parameters for histidine
and glutamic acid. The paper concludes with the observation that several expected features are
present such as Grotthuss shufﬂing and formation of Zundel ([H5O2]+) and Eigen ([H9O4]+) cations.
It is suggested that the model is to be used to study proton transport pathways in biological systems.
In 2011 the same group used the framework to study a proton transport event involved in the catalyst
carbonic anhydrase II [93]. The 4-Methylimidazole molecule was parametrised for this work with the
EVB states shown in Figure 2.3. They conclude by suggesting possible pathways for the catalyst, and
that the 4MI molecule can act as either a proton donor or as an intermediate species in this system.
Extensions to the MS-EVB model have included using an anharmonic underlying classical potential
as in the aMS-EVB3 model developed by Park et al. [106] and the use of polarized classical model as
presented by Brancato and Tuckerman [107].
The MS-EVB model has been shown to be a reliable method for introducing reactions to a system
in an efﬁcient way. However questions remain about the empirical representation of the reactions,
and efﬁciency when simulating several reactions simultaneously. The model is independent of the
system and so it is feasible that a code could be developed that would dramatically reduce the effort
need to implement MS-EVB for an arbitrary system, this is explored further in Section 9.3.Chapter3
Molecular Dynamics
This chapter gives an overview of molecular dynamics and several useful techniques that complement
molecular dynamic simulations. There are several useful texts on implementing and understanding
molecular dynamic simulations [108–110].
3.1 Ensembles and the ergodic hypothesis
An ensemble describes a system at equilibrium which has well deﬁned statistical properties. The
microcanonical ensemble is a commonly used ensemble which describes an isolated system and has a
constant total system energy, E, volume and temperature. The microcanonical ensemble has entropy
[109] as deﬁned by the Boltzmann entropy,
S = kB lnW(NVE) (3.1.1)
where W(NVE) is the number of microstates corresponding with the observed macrostate. The
canonical system represents an isolated system that is connected to a heat bath. The free energy
which is minimised by the ensemble is that of the Helmholtz free energy, F (see Table 1.1). Several
commonly used ensembles for simulations are listed in Table 3.1. Understanding the free energy of
the system is vital for calculating the properties of nucleation (see Section 1.5).
Ensemble name Conserved quantities Free energy
Canonical NVT F (Helmholtz)
Isothermal-isobaric NPT G (Gibbs)
Table 3.1: Properties of some commonly used ensembles.Chapter 3: Molecular Dynamics 28
An important concept in performing microscopic NVE simulations is the ergodic hypothesis
[109] which states that over a suitably long time the system will traverse each available microstate
with an equal probability. One consequence of the ergodic hypothesis is that the time average of a
property is equivalent to the ensemble average. Caution needs to be used in respect to the appropriate
duration of simulations. Typically the relaxation period1 of the property of interest gives a suitable
time scale for the simulations. The next section describes two schemes for performing the calculations
necessary for determining the property of interest.
3.2 Molecular dynamics and Monte Carlo
When studying systems at the microscopic scale we are interested in certain properties which require
the evaluation of multidimensional integrals over the possible microstates of the system. There are
two widely used schemes for evaluating such integrals, namely Molecular Dynamics, MD, and Monte
Carlo, MC [109]. MC samples phase space in a purely stochastic manner. This is achieved by moving
the system by a random amount in phase space and then applying a set of rules to determine if the
movement is accepted or rejected, this process is repeated many times in a typical MC simulation.
For a canonical ensemble the average of property A(rN,pN) is found by evaluating the following
integral,
D
A(rN,pN)
E
=
1
Z

...

exp
h
 bH (rN,pN)
i
A(rN,pN)drNdpN (3.2.1)
where rN and pN are the position and momentum vectors of a system of N particles. b is the
inverse temperature and is deﬁned by b = (kBT) 1. H is the classical Hamiltonian2 deﬁned by
H (rN,pN) = åi p2
i /2mi + U (rN) with the potential energy, U (rN) . mi and pi are the mass and the
momentum of particle i. Z is the canonical partition function and is deﬁned by,
Z =

...

exp
h
 bH (rN,pN)
i
drNdpN (3.2.2)
The ensemble average


A(rN,pN)

is estimated by taking the average of the property over the
1The correct relaxation period for the system can be estimated when s/hAi is of order N where hAi is the average
of the extensive (that is of order N) property, A, and s is the standard deviation of A [109]. One example is that of
temperature which is detailed in Section A.1.
2For convenience the system is deﬁned as being classical, however MD and MC can equally be applied to non-classical
simulations such as density functional theory as described in Chapters 4 and 5.Chapter 3: Molecular Dynamics 29
course of the MC simulation and equating this to quantity to


A(rN,pN)

via the assumption of
equal a priori probability3. In order to rely on the estimated averages we must be sure that a sufﬁcient
amount of sampling has taken place during the MC simulation. This is a signiﬁcant task and there
are several techniques used to reduce the amount of computational work required. The modern
version of the Monte Carlo technique was introduced by Metropolis and Ulam [111] in 1949 where the
potential energy of the system, U (rN) was employed for the purpose of sample biasing to drastically
reduce the computation work required. This is justiﬁed under the assumption that the Boltzmann
factor, exp

 bU (rN)

, results in a large section of phase space having a negligible contribution to
Eq. (3.2.1). More information on the Monte Carlo method can be found in the book by Kalos and
Whitlock [112].
In contrast to the stochastic method of Monte Carlo, Molecular Dynamics is deterministic4 as
each sampled conﬁguration in the simulation is related to the initial conﬁguration via an equation of
motion such as Newton’s:
Fi(t) = mi¨ ri(t) =  
¶U (rN)
¶ri
(3.2.3)
where Fi is the force vector acting upon particle i and mi is the mass of particle i. A numerical
approach is typically used to evaluate Eq. (3.2.3) due to difﬁculties in obtaining an analytical solution
when the form of U is non-trivial. An example of such a numerical integration scheme for Eq. (3.2.3)
is the Velocity Verlet algorithm which is discussed in the next section.
For molecular Dynamics the ensemble averaged property, hAi, are estimated by calculating the
time averaged value of the property of interest, i.e.
hAi = lim
t!¥
1
t
 t0+t
t0
A(t)dt (3.2.4)
where t is the length of the simulation and t is a dummy variable used to integrate over the simulation.
The ergodic hypothesis is then used to equate this to the ensemble average, this reasoning relies on
the assumption that a sufﬁcient amount of statistics has been gathered.
3Equal a priori postulates that the system has equal probablity of visiting every microstate available to it.
4The use of certain thermostats in a MD simulation can result in it not being deterministic, the Langevin thermostat is
one such thermostat and is described in Section 3.5.Chapter 3: Molecular Dynamics 30
3.3 Velocity Verlet algorithm
A key component of MD is a viable scheme for numerically integrating the system over a select time
period. The Velocity Verlet algorithm [113, 114] is a popular example of such a procedure [109] and
is known as a third order Störmer algorithm. The derivation starts by performing a Taylor series
expansion of position, x at time, t + Dt to the second order:
x(t + Dt) = x(t) + v(t)Dt +
1
2mi
F(t)Dt2 + O(Dt3) (3.3.1)
where v and F are the velocity and force respectively. mi is the mass of the particle. The next stage in
the derivation involves performing the reverse operation, that is to expand around position x(t + Dt)
at time t to ﬁnd,
x(t) = x(t + Dt)   v(t + Dt)Dt +
1
2mi
F(t + Dt)Dt2 + O(Dt3) (3.3.2)
By substituting Eq. (3.3.2) into Eq. (3.3.1) and solving for v(t + Dt) gives,
v(t + Dt) = v(t) +
Dt2
2mi
(F(t) + F(t + Dt)) + O(Dt3) (3.3.3)
The Velocity Verlet algorithm for evolving a system can therefore be expressed as iteratively perform-
ing equations (3.3.1) and (3.3.3).
3.4 Thermostats
Several schemes have been developed to control the expected temperature statistics of Molecular
Dynamic schemes, these are known as therostats. Popular thermostats include the Nosé-Hoover [115,
116] which introduces an extra degree of freedom which is associated with the heat bath, and the
velocity scaling Berendsen [117]. However for this project the stochastic Langevin thermostat [12] was
found to be the most suitable as it produced Maxwell-Boltzmann distributions for the velocity of each
individual atom and the expected standard deviation of the temperature of system as expected (see
Appendix A). The Langevin thermostat introduces a noise term and a friction term to the equation of
motion. A useful review of Langevin dynamics is provided in section 15 of the Statistical Mechanics:Chapter 3: Molecular Dynamics 31
Theory and Molecular Simulation book by Tuckerman [12]. The following section describes an issue
found when applying a constraint within the simulation that uses the Langevin thermostat.
3.5 The Langevin thermostat and small systems
3.5.1 Introduction
This section resolves some peculiar behaviour encountered when using the DL_POLY (version 4.03)
code [118] to perform Langevin thermostated [12] MD simulations of small clusters composed of
sulphuric acid molecules. The temperature control imposed by the implementation of a Langevin
thermostat was found to deviate from expectation: groups of atoms were brought to different
temperatures depending on their mass. Such species-dependent temperatures were deduced by
ﬁtting Maxwell-Boltzmann distributions (see Appendix A) to velocity distributions of atoms, grouped
by mass, extracted from ‘equilibrated’ system trajectories. Further investigation revealed that this
discrepancy was a function of the number of particles, N, in the system as shown in Figure 3.1.
Clearly this is not the desired outcome.
It is shown that this behaviour is a direct result of a constraint imposed in the code whereby no
thermal noise acts upon the centre of mass (CoM). It is desirable to ﬁx the centre of mass of a system
in simulation as translation of the entire system is often of little importance to that being studied. In
Section 3.5.2 the expected temperatures of atomic species generated by such a constrained Langevin
thermostat is derived. Various numerical tests are performed to validate the analysis and the results
are discussed in Section 3.5.3.
3.5.2 Theory
3.5.2.1 Langevin derivation of thermalisation temperature
Langevin thermostating of a set of non-interacting particles moving in one spatial dimension is
implemented through the use of the equation of motion [12],
mi ˙ vi =  gmivi + bimixi(t) (3.5.1)Chapter 3: Molecular Dynamics 32
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Figure 3.1: Dependence of the temperature of each atomic species against the number of particles,
N, in a simulation of up to 15 sulphuric acid molecules in a Langevin thermostated DL_POLY_4.03
simulation with a target temperature of 300 K. The heavier atoms (oxygen and sulphur) are seen to
be cooler than desired and the lighter atoms (hydrogen) are hotter.
where mi and vi are the mass and velocity for particle i, g is the friction coefﬁcient and bi =
p
2gkBT/mi where kB is the Boltzmann constant and T is the target temperature. xi(t) is a noise
term with the following statistical properties,
hxi(t)i = 0


xi(t)xi(t0)

= d(t   t0)


xi(t)xj(t0)

i6=j = 0
Mutual interactions could be added to these equations, but this should not affect the therm-
alisation, and are not considered for simplicity. However, in DL_POLY_4.03 the sum of all the
Langevin noise terms is constrained to be zero. This is perhaps motivated by a desire not to allow the
thermostat to disturb the CoM motion of the system; in the scheme the CoM, momentum is allowed
to relax deterministically towards zero. However, this constraint affects the function of the thermostat
and leads to undesirable dynamical behaviour as shown below.
The derivation of the effect such a constraint has on the thermostat is started by deﬁning C asChapter 3: Molecular Dynamics 33
the sum of the noise terms å
N
1 bjmjxj(t). The random force on the CoM may then be eliminated by
subtracting C/N from the equation of motion (Eq. (3.5.1)) of each particle. After dividing by mi we
obtain,
˙ vi =   gvi +
N   1
N
bixi(t)  
1
N
N
å
j=1,j6=i
bj
mj
mi
xj(t) (3.5.2)
and a standard solution to such a Langevin equation with several independent noise terms [12] gives,
vi(t) = vi(0)e gt +
N   1
N
bi
 t
0
e g(t t0)xi(t0)dt0
 
1
N
N
å
j=1,j6=i
bj
mj
mi
 t
0
e g(t t0)xj(t0)dt0 (3.5.3)
from which we can obtain vi(t)2,
v2
i (t) = vi(0)2e 2gt +

N   1
N
2
b2
i
 t
0
 t
0
e g(t t00)e g(t t0)xi(t0)xi(t00)dt0dt00
+

1
N
2 N
å
j=1,j6=i
N
å
k=1,k6=i
bjbk
mjmk
m2
i
 t
0
 t
0
e g(t t00)e g(t t0)xi(t0)xi(t00)dt0dt00
+ vi(0)e gt N   1
N
bi
 t
0
e g(t t0)xi(t0)dt0 (3.5.4)
  vi(0)e gt 1
N
N
å
j=1,j6=i
bj
mj
mi
 t
0
e g(t t0)xj(t0)dt0
 
N   1
N2 bi
N
å
j=1,j6=i
bj
mj
mi
 t
0
 t
0
e g(t t00)e g(t t0)xi(t0)xj(t00)dt0dt00
taking the average of v2
i (t) and using the properties of xi(t) and that


xj(t > 0)vi(0)

= 0 (i.e. the
force introduced by xi(t) is not correlated with the initial velocity) to eliminate the cross terms we
get,


v2
i (t)

= vi(0)2e 2gt +

N   1
N
2
b2
i
 t
0
 t
0
e g(t t00)e g(t t0) 

xi(t0)xi(t00)

dt0dt00 (3.5.5)
+

1
N
2 N
å
j=1,j6=i

bj
mj
mi
2  t
0
 t
0
e g(t t00)e g(t t0) 

xi(t0)xi(t00)
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Figure 3.2: Plot of 1
3


v(¥)2
against the number N of non-interacting identical particles. The points
are found from ‘equilibrated’ DL_POLY_4.03 trajectories with parameters m = 1 a.u., g = 100ps 1,
and total simulation time 0.1ns, and the solid line corresponds to Eq. (3.5.9).
The integrals can be evaluated using hxi(t0)xi(t00)i = d(t0   t00) giving,


v2
i (t)

= vi(0)2e 2gt +

N   1
N
2 b2
i
2g
 
1  e 2gt
+

1
N
2 N
å
j=1,j6=i

bj
mj
mi
2 1
2g
 
1  e 2gt
(3.5.6)
and by taking the limit t ! ¥ we ﬁnd,


vi(¥)2
=
kBT
mi

1+
1
N

M
Nmi
  2

, (3.5.7)
where M = å
N
i=1 mi is the total mass of the system. We can then deﬁne a temperature of the particle,
Ti
eff, according to 1
2mi


vi(¥)2
= 1
2kBTi
eff, such that
Ti
eff = T

1+
1
N

M
Nmi
  2

, (3.5.8)
which depends on both species mass and the number of particles. The target temperature is
returned only in the limit N ! ¥. A treatment of the motion in three dimensions gives the
same expression for the temperature. The average kinetic energy in three dimensions is then
hKi = (1/N)å
N
i=1 3mi


vi(¥)2
/2 = 3
2kBT

1  2
N + å
N
i=1 M/(N3mi)

.
We now compare this analysis with simulation data. First we study a system of identical
non-interacting particles of mass m = 1 a.u. in a 3-d non-periodic box. Eq. (3.5.7) for the asymptoticChapter 3: Molecular Dynamics 35
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Figure 3.3: Plot of 1
3


v(¥)2
a against the number of non-interacting particles in a DL_POLY_4.03
simulation, half of which are oxygen and the remaining half are hydrogen. Results for oxygen and
hydrogen refer to the left and right hand axes respectively. The points correspond to an average of
ﬁve ’equilibrated’ simulations (g = 100ps 1 with a simulation length of 0.1ns) for each value of N
and the curves are deﬁned by Eq. (3.5.10).
mean square of one velocity component of the particles leads to,
1
3


v(¥)2
=


vx(¥)2
=


vy(¥)2
=


vz(¥)2
= a
 
1  1
N

(3.5.9)
where a = kBT/m. Figure 3.2 shows 1
3


v(¥)2
obtained from a set of NVT simulations with target
temperature T = 300K such that a = 2.494106 m2s 2, plotted against Eq. (3.5.9), showing that the
dependence on N is consistent with the model.
A system containing particles with different masses was chosen for a more detailed testing
of Eq. (3.5.7). For simplicity the system of N particles was composed of equal numbers of light
particles (hydrogen, mH = 1 a.u.) and heavy particles (oxygen, mO = 16 a.u.), again with no mutual
interactions. It is again possible to simplify Eq. (3.5.7) to give,
1
3


v(¥)2
a = aa

1 
˜ Na
N

(3.5.10)
where a = H or O, aa = kBT/ma, ˜ NH = [3  (mO/mH)]/2 =  13/2 and ˜ NO = [3  (mH/mO)]/2 =
47/32. The results for N  4 are summarised in Figure 3.3. As the system size increases, the average
squared velocity component of the heavy atoms increases, while that of the light atoms decreases, inChapter 3: Molecular Dynamics 36
line with the trends observed in Figure 3.1.
Returning to our simulations of sulphuric acid, the effective temperatures of the hydrogen,
oxygen and sulphur species according to (3.5.8) would be given by TH
eff = T[1 + 12/N], TO
eff =
T[1   9/(8N)] and TS
eff = T[1   25/(16N)] using appropriate atomic masses. This behaviour is
consistent with the unexpected thermalisation behaviour illustrated in Figure 3.1.
3.5.2.2 Gauss’ principle of least constraint
Another method for maintaining a condition during the evolution of a system makes use of Gauss’
principle of least constraint [12]. In contrast to the analysis presented up to now, however, it is a
method for the elimination of the total force on the CoM, rather than just the thermal noise force. It
may be shown that a constraint whereby the net momentum of the system, P, is conserved
å
i
pi   P = 0, (3.5.11)
modiﬁes the equations of motion to give
mi ˙ vi =  gmi(vi   V) + bimi (1  wi)xi(t)  
N
å
j=1,j6=i
bjmiwjxj, (3.5.12)
where V = P/M and wi = mi/M. As in Equation (3.5.2), we see several noise terms acting on each
particle. We set V = 0 and derive a temperature as in Section 3.5.2.1 resulting in
Ti
eff,G = T

1 
mi
M

. (3.5.13)
Here G is used to distinguish this from the result in Section 3.5.2.1. It is interesting to compare
Equations (3.5.13) and (3.5.8). Both approaches thermalise particles to temperatures that depend on
system size (or total mass) and species mass. However, the Gauss approach thermalises all species
to a temperature below the target, while the approach based on the elimination of thermal noise
acting on the CoM typically gives elevated temperatures to the lighter particles while depressing the
temperatures of the heavier species. There is one advantage to the Gauss scheme, however, which
is that the average kinetic energy of the whole system, with ﬁxed CoM, is reproduced as expected,
namely hKi = 3åi kBTi
eff,G/2 = 3(N   1)kBT/2 [119]. In this respect, eliminating CoM motionChapter 3: Molecular Dynamics 37
through Gauss’ principle of least constraint is a better constraint than one that merely eliminates the
total thermal noise.
3.5.3 Discussion
This investigation was motivated by the unintended effect of the Langevin thermostat implemented
in DL_POLY_4.03, namely the strange thermalisation of different atomic species to mass and system
size-dependent temperatures. This behaviour is a direct consequence of a constraint imposed in the
code such that the CoM momentum is not inﬂuenced by the noise component of the thermostat. An
analysis of the stochastic dynamics introduced by such a scheme leads to mean square velocities
and effective temperatures given by Eq. (3.5.7) and (3.5.8). It has been shown that the results of
simulations with DL_POLY_4.03 are consistent with these expressions.
If an MD scheme is required where the CoM of a system is held ﬁxed, uninﬂuenced by noise,
an appropriate Galilean transformation of the velocity conﬁguration after the implementation of
the equations of motion for each timestep might be a workable alternative algorithm. Alternatively
Gauss’ principle of least constraint allows for ﬁxing of the system’s position while keeping the correct
average system kinetic energy.
In conclusion it is advisable to check behaviour carefully when using MD codes for systems that
are not the usual focus of attention, such as the small molecular clusters that are of interest to us. In
version 4.05 of DL_POLY the CoM constraint that produced the strange behaviour we encountered
has been removed, such that small systems can be thermalised correctly, in line with the zeroth law
of thermodynamics [120]. This analysis would suggest that Gauss’ principle of least constraint is
bond angle dihedral
Figure 3.4: The graphical depiction of three typical scalar properties of a molecule that are used
for the empirical evaluation of its potential energy. rij is the distance between the atoms i and j.
qijk indicates the angle made between atoms i, j and k. fijkl gives the angle between the two planes
deﬁned by atoms i, j, k and j, k, l respectively.Chapter 3: Molecular Dynamics 38
preferred as the expected mean kinetic energy for a CoM constrained system is found. For assurance
that the simulations are correctly controlling the temperature of the system after the constraint has
been removed the equipartion theorem was tested and the velocity distributions of the atoms were
compared against the expected Maxwell-Boltmann distributions. This analysis is described in further
detail in Appendix A.
3.6 Empirical potential
Molecular dynamics simulations require the evaluation of the potential at each time-step to provide
the forces and the system’s energy. An empirical potential is typically a function of the particle
positions within the system and is simple to implement and computationally inexpensive. This allows
a signiﬁcant number of time-steps to be evaluated. The intra-molecular terms are typically described
by a series of bond, angle and dihedral potentials as displayed by Figure 3.4. The inter-molecular
potential, Vinter, is commonly a composed of a Coulomb, VCoulomb, and a Lennard-Jones, VLJ, potential.
One way of evaluating these potentials is as follows,
Vinter = VLJ + VCoulomb = 4e
s
r
12
 
s
r
6
+
1
4p#0
q1q2
r
(3.6.1)
where e and s are parameters for the Lennard-Jones potential. q1 and q2 are the partial charges for
the particles and #0 is the permittivity of free space. Evaluation of the potential energy of the system
is not limited to such empirical functions; an example being the more complex approach of electronic
density functional theory which is described in Chapter 4 where the electrons in the system are
treated explicitly. These more complex approaches offer several improvements over that which is
achievable at the empirical level at the expense of increased computational demand.
3.7 The role of proton transfer
The proton transfer from the sulphuric acid molecule to the water molecule in the sulphuric acid and
water system is a major event and has been investigated both via experiment and through theoretical
approaches (see Chapter 2). The ionisation of the cluster is known to increase the nucleation rate of
sulphuric acid and water [10]. This event is seen as a convenient phenomenon to study in this thesisChapter 3: Molecular Dynamics 39
as there is a sizeable literature content with which to make comparisons with. Throughout the thesis
hydrogen bonds and proton transfers events are used to give analysis on the model.
3.8 Analysis methods
There are several useful technique for analysing trajectories produced from molecular dynamics
simulations. Here two such techniques that were used in the project are discussed.
3.8.1 Block analysis
The mean of a given property simulated for N time-steps is given by hAi = (1/N)å
N
i=1 Ai and the
variance is deﬁned as s2(A) = s2 =


A2
  hAi
2. If each sample is independent then the statistical
error in the mean (also known as the standard error) is given by s2(hAi) = s = (1/N)s2(A) [108].
Here s and s are used to avoid confusion later. However in practice most simulation techniques
cannot ensure the independence of each sample. The true error in the mean requires the calculation
of the autocorrelation function. Block analysis offers a simpler alternative for estimating the error
of a property derived from a molecular dynamics simulation. It is based upon block averaging
individual measurements in order to gain an independent sampling. The method involves the use
of blocking averages where two adjacent data points are averaged to make one new data point.
Therefore each blocking procedure will halve the size of the data set. A key question is then how
many of these blocking procedures are required for the data set to represent independent sampling
of some property. In the method developed by Flyvbjerg and Petersen [108, 110, 121] the error in the
mean, sB, can estimated by,
sB 
s2
B
NB   1

s
2s4
B
(NB   1)3 (3.8.1)
where NB represents the number of blocking operations. The subscript B refers to the number of
blocking operations that have been performed on the data set. To estimate the number of blocking
operations required sB is plotted against the number of blocking operations performed, B. A plateau
region is expected at the centre of the graph where the blocking operation has successfully identiﬁed
the level needed for independent sampling, but still has enough data points such that the error in
sB is small. Figure 3.5 shows an example produced for a system of one sulphuric acid and threeChapter 3: Molecular Dynamics 40
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Figure 3.5: The block analysis for the hydrogen bond in trihydrated sulphuric acid system. The
system was simulated for 20000 time-steps with each time-step representing 0.5fs. The points indicate
the standard error for the number of blocking operations and the error bars indicate the error in the
standard error (see Eq. (3.8.1)).
water molecules. The variance in Figure 3.5 is that of a covalent hydrogen-oxygen bond length where
the hydrogen is also involved in a hydrogen bond. The plateau region is seen between 7 and 9
blocking operations. The plateau is short which indicates that longer studies are needed to ensure
the correct number of blocking operations is identiﬁed. However, limitations on computation power
have restricted expanding the length. Hence the value of 8 blocking operations or 256 data points
was chosen as a reasonable value for independent sampling based on the available data, therefore a
blocking length of 0.126 ps is expected to give an independent sample of the desired property. This
analysis tool is used in Chapters 4 and 5 to study clusters of sulphuric acid and water.
3.8.2 Potential of mean force
The potential of mean force, W, is deﬁned as the amount of work required to remove a particle
from its current location to a position at inﬁnity whilst the remainder of the system is allowed to
relax according to the appropriate equilibrium ensemble statistics. A two dimensional example of aChapter 3: Molecular Dynamics 41
Figure 3.6: Depiction of parameters R and b for the deﬁnition of a potential of mean force.
potential of mean force can be related to the distribution given by a simulation via [122, 123],
W(R, b) =  kT ln g(R, b) (3.8.2)
where g(R, b) is deﬁned as the ratio of the number of data points observed in a given shell (deﬁned
by the R and b) to the expected number of data points if the particles were non interacting. R and
b are used to provide a two dimensional description of the hydrogen bond in the system. There
are various parameters which can be used to study the hydrogen bond [122]. It was decided to
use the deﬁnitions as outlined in Figure 3.6. Once the parameters are deﬁned the denominator
can be determined, using R and b the denominator is given by 2prsin(b)R2dbdR with r being the
molecular density of the system.
The potential of mean force provides a useful tool for studying the potential energy landscape
of a conﬁguration where there is a large number of degrees of freedom. Speciﬁcally, the stability of
conﬁguration can be studied by looking at the depth of the free energy well that is produced from
the potential of mean force. An interesting PMF ﬁgure is investigated in Figure 4.7b.Chapter4
Density Functional Theory
One of the most popular quantum chemistry methods in recent years has been that of electronic
density functional theory, DFT [53]. In this chapter the theoretical framework for the method is
presented. The chapter continues by employing the DFT method to provide a potential energy surface
for molecular dynamics simulations of small clusters of sulphuric acid and water. The simulations are
then analysed and conclusions are drawn about conﬁguration and dynamic properties of these small
systems. The work serves as a preliminary study before the zero-points effects on these structures
are considered in Chapter 5.
4.1 Electronic density functional theory
4.1.1 Background
A short history of DFT is given by Perdew and Ruzsinszky [53] its popularity in chemistry came
many years after the theory was ﬁrst presented as the second generation of functionals gave much
improved descriptions of atomistic energies relevant to chemistry applications. The book presented
by Martin [47] reviews the theory of DFT and a useful summary of issues concerning DFT is provided
by Perdew et al. [124]. Payne et al. [125] gives a practical guide for implementing DFT for MD
simulations. The modern version of DFT was introduced by two seminal papers in the mid 1960s.
The ﬁrst by Hohenberg and Kohn [51] in 1964 introduced the following two theorems [47]:
Theorem I The ground state particle density, n0(r) can uniquely determine, except for a constant,
the external potential Vext(r) acting on any system of interacting particles.
Theorem II A universal functional for the energy, E[n] in terms of the ground state particle densityChapter 4: Density Functional Theory 43
n0(r) can be found which is valid for any external potential. The density, n(r) which
minimises E[n] is the exact ground state particle density, n0(r) for Vext(r).
These theorems are known as Hohenberg-Kohn theorems [47], simple proofs exist for both theorems
(see Appendix B). Using a functional of the density over the usual wavefunction approach vastly
reduces the parameter space of the system being studied. However these theorems tell us little about
practicalities of performing electronic structure calculations using DFT. In addition the scaling of
system size or length of simulation causes computation demands that limits the scope of the method.
Reference [126] gives an overview of DFT and a discussion of the scaling problem in many body
systems.
In 1965 Kohn and Sham [52] proposed an ansatz that aimed to solve the many body problem
via the creation of an auxiliary system. The auxiliary system reduces the problem to a one particle
system with an external potential introducing many body effects. The auxiliary system representation
ansatz relies on two assumptions [47]:
Assumption I The exact ground state density can be represented by the ground state density of
an auxiliary system of non-interacting particles. This assumption is known as “non-
interacting-V-representability”.
Assumption II The auxiliary Hamiltonian is chosen to have the same kinetic operator as a single
particle system. An effective local potential operator is introduced Vs
ef f(r) acting on an
electron of spin s at position r. The local form of the operator is not essential, however,
it is useful as it simpliﬁes the work required to ﬁnd the ground state density.
With these two assumptions the many body system has been simpliﬁed by removing electron-electron
interactions to make them non-interacting. These interactions cannot be ignored without an accuracy
penalty and so are included in the effective local potential. The exact form of this effective local
potential is not known, but simple approximations have been found to give somewhat surprisingly
satisfactory results in certain systems. The ﬁrst attempt to approximate Vs
ef f(r) is known as the local
density approximation (LDA) introduced in the seminal paper by Kohn and Sham [52] in 1965. DFT
has been developed for different uses under schemes such as the generalised gradient approximation
and hybrid functionals.Chapter 4: Density Functional Theory 44
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Figure 4.1: Schematic of the self consistent ﬁeld (SCF) iterations used in many DFT programs to ﬁnd
the ground state density and corresponding wavefunction . The image is equivalent to Figure 9.1 on
page 173 in reference [47].
This project used the CASTEP 5.5 [127] code which is one of many available software packages
which implements DFT. Alternatives to DFT include Hartree-Fock, Møller-Plesset perturbation
theory[48] and Coupled Cluster [128] methods.
The standard implementation of DFT is that of a self consistent iterative procedure. This method
uses the connection between the wavefunction of the system and the density of the electrons in a
system, i.e. n(r) = ås åi

ys
i (r)

2 where i labels the orbitals and it is summed over the spin states, s.
This wavefunction is a solution of the single particle Schrödinger-like equation with the auxiliary
Hamiltonian. Figure 4.1 shows the schematic given on page 173 of the Electronic Structure book by
Martin[47] and describes the general self consistent scheme used in many implementations of DFT.
The one particle like Schrödinger equation reduces the amount of work required by the DFT
method to calculate the ground state density of the system but is reliant upon the accuracy of the
total energy functional whose exact form is unknown. In particular the exchange and correlation
contributions1 are not known from ﬁrst principles, the functional that quantiﬁes their contribution is
referred to as EXC[n(r)]. Not all is lost. Simple approximations used for the form of the functional
have proved successful [53]. The Local Density Approximation, LDA, was the ﬁrst approximation
1The exchange energy arises from the freedom to change labels within the simulation. The correlation energy is due to
the repulsive Coulomb interaction between electrons [124].Chapter 4: Density Functional Theory 45
[52]. It assumes that the exchange and correlation energy per electron at every point is equal to that
of homogeneous electron gas (jellium) with the density equal to that of the density at that point in
space,
EXC[n(r)] =

#XC(n(r))n(r)dr
Here #XC(n(r)) is the exchange correlation energy per particle as a function of the density. We can
then construct the total energy of the Kohn-Sham equation, EKS, as,
EKS[n(r)] = T[n(r)] +

drVext(r)n(r) +

drdr0n(r)n(r0)
jr   r0j
+ EII + EXC[n(r)]
where T[n(r)] is the kinetic energy and EII is the nuclei-nuclei potential energy.
4.1.2 Generalised Gradient Approximation
LDA was found to work well with bulk surfaces and their surfaces [53]. The generalised gradient
approximation, GGA, is the next generation of functional and improved the molecular energies
making the method more applicable for chemistry applications [53]. Here it is the assumed that
#XC is dependent both on the density and the gradient of the density, i.e. EXC[n(r),rn(r)]. This
assumption does not mean that the GGA is an improvement on LDA in all cases, this is clear because
we do not know the exact form of EXC. Another class of functionals called the hybrid functionals mix
LDA, GGA and pure Hartree-Fock exchange [47] energies, a popular example of this type functional
is the B3LYP functional [61].
Hydrogen bonds are of particular interest in this project because they are weak ﬂexible bonds
and are important structurally for liquid systems. Due to their comparative weakness they have
typically been difﬁcult to simulate to a high accuracy. Proton transfer within the water-hydronium
system is known as the Grotthuss mechanism and the light weight of the proton is thought to be the
reason for the unusually high diffusion rate of an excess proton in a water network [80]. For this
study the Perdew-Burke-Ernzerhof (PBE) functional [79] was chosen due to its performance with
hydrogen bonds being of good quality [129–131] and its availability in the CASTEP program.Chapter 4: Density Functional Theory 46
4.1.3 Bloch theorem
The Bloch theorem [47, 132, 133] states that the wavefunction of an particle in periodic environment
such as an electron in a crystal can be expressed as a plane wave (eikr) multiplied by a periodic
function (uk(r), which has the periodicity of the periodic environment),
yk(r) = eikruk(r) (4.1.1)
where r is the position vector, k is the wave vector and has units of inverse length. The momentum
of the state deﬁned by k is given by ¯ hjkj.
4.1.4 Plane wave basis set
In the context of quantum chemistry, a basis set consists of a collection of functions. The wavefunction
is then constructed as a superposition of basis set functions, the wavefunction must obey the relevant
governing equation for the system.
The independent electron Schrödinger-like equation is the relevant governing equation for DFT
and has the form, "
 
¯ h
2
2me
r2 + Veff(r)
#
yj(r) = ˆ Heffyj(r) = #jyj(r) (4.1.2)
here me is the electron mass. It is convenient to expect the wavefunction, yj(r) to be normalised
(i.e.

all space

yj(r)

2 dr) and to observe periodic boundary conditions. Expanding the eigenfunction
solution to Eq. (4.1.2) as a complete set of Fourier components2 yj(r) can be written as,
yj(r) = å
q
cj,q
1
p
Wcell
eiqr  å
q
cj,q jqi (4.1.3)
where Wcell is the volume of the cell and q represents the wave vector of the plane wave which in
general points in the same direction as the propagation of the plane wave. In this form we see that the
wavefunction has been expanded in a basis set of orthogonal plane waves with coefﬁcients cj,q. Using
a plane wave basis set has the beneﬁts of being in a convenient format for the fast Fourier transform
(FFT) procedure and can signiﬁcantly improve the computational performance of an implementation
2It is valid to expand any periodic function as a complete set of Fourier components. However for practical reasons only
a ﬁnite expansion is performed, this is discussed further in 4.1.5Chapter 4: Density Functional Theory 47
of DFT.
4.1.5 k point sampling and cut-off energy
A crucial part of DFT is the calculation of electronic densities in the system. For this purpose
it is essential to perform an integration over the k points within the Brillouin zone3 [47]. This
sampling can be performed using methods such as that proposed by Chadi and Cohen [134] and
Monkhorst and Pack [135] which replace the integral with a ﬁnite sum. In the case of this study
further simpliﬁcations can be made by observing that we are in fact interested in an isolated cluster
and therefore the choice of one k point at (0,0,0) is a sensible choice and is known as the Gamma
point (G).
We have not yet discussed the periodic part of the Bloch theorem solution from Eq. (4.1.1). The
ﬁrst step is to substitute the Bloch theorem solution into the single particle like Schrödinger equation.
This can be reduced to the form,
å
G0
"
¯ h
2
2me
jk + Gj2dG,G0 + Veff(G   G0)
#
ci,k+G0 = #ici,k+G0 (4.1.4)
Veff(G) =
1
Wcell

Wcell
Veff(r)e iGrdr (4.1.5)
here dG,G0 is the Kronecker delta function which is zero for G 6= G0 and unity for G = G0. In
principle the sum over G0 should be inﬁnite. Fortunately the coefﬁcients of the plane waves ci,k+G0
typically become small4 for large jGj
2 as this is related to the kinetic energy of the state. This means
we can achieve a good approximation with a ﬁnite sum over G0. Many available codes performs this
by imposing the following restriction (this is known as the cut-off energy) on the kinetic energy part
of Eq. (4.1.4) such that,
¯ h
2
2me
jk + Gj2 < Ecut
Unfortunately the core electrons are problematic to this limit as their proximity to the atomic
nuclei gives a rapidly changing potential energy landscape resulting in a large kinetic energy states.
However, the core electrons are usually of little interest in simulations as they do not take part
in bonding and are generally of little consequence to reactions. The use of a pseudopotential can
3The Brillouin zone is a uniquely deﬁned primitive cell in reciprocal space. For more information see reference [47].
4The vanishing of the ci,k+G0 depends upon the form of the potential.Chapter 4: Density Functional Theory 48
alleviate some of the issues caused by the core electrons. A pseudopotential replaces the real
potential with one which has a much softer gradient within a certain distance of the nuclear cores.
Pseudopotentials are discussed further in the next section.
4.1.6 Born-Oppenheimer approximation
The Born-Oppenheimer approximation is commonly used to separate the nuclear and electronic
wavefunctions to simplify quantum chemistry calculations. The ﬁrst step is to rewrite the system
wavefunction as a product of a nuclear wavefunction and an electronic wavefunction which depends
upon the nuclear positions such as,
Y(fr,Rg) = å
i
ci(fRg)  fi(frg;fRg) (4.1.6)
it is then possible to write two Schrödinger equations for the electronic and nuclei wavefunctions
which need to solved simultaneously. It is complicated by considering all crossing terms between
these equations which describe the effects of a changing nuclear conﬁguration on the electrons. In
effect the Born-Oppenheimer approximation states that the electronic state of the system responds
instantaneously in respect to the nuclear positions. However the electrons are allowed to gain kinetic
energy through translation motion matching the nuclei. Another way of stating this is that the
electronic state is always relaxed with respect to the motion of the nuclei. The Born-Oppenheimer
approximation can also be inferred from the observation of the difference in the average velocity of
the two particles. Typically the nuclei move slower than the electrons by a factor of about 103 [133].
This is usually combined with the neglect of the translation kinetic energy gained by the electrons
which allows us to deﬁne separated nuclear and electronic equations [47],
 ˆ Te(frg) + ˆ VeN(frg;fRg) + ˆ Vee(frg)

fi(frg;ffRg) = Eefi(frg;fRg) (4.1.7)
 ˆ TN(fRg) + ˆ VNN(fRg) + Ee(fRg)

csi(fRg) = ENcsi(fRg) (4.1.8)
The Born-Oppenheimer approximation is responsible for the classical treatment of the nuclei
which is permitted given the separation of the electronic and nuclei wavefunction and is justiﬁed by
the difference in the mass. This assumption of classically behaved nuclei is examined in Chapter 5.Chapter 4: Density Functional Theory 49
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Figure 4.2: Imaging depicting the Coulomb potential (blue line), pseudopotential (blue dashed), all
electron wavefunction (red line) and pseudopotential wavefunction (red dashed line). This image is a
recreation of Figure 5 in reference [125].
4.1.7 Pseudopotential
The pseudopotential is a method used for representing the potential felt by an electron near the atomic
nuclei. The Born-Oppenheimer approximation as described in Section 4.1.6 separates the electronic
and nuclei wavefunction, and the nuclei are assumed to behave as classical point-like particles. The
potential felt by the electrons near the atomic nuclei is steep due to the strong Coulomb potential.
This causes problems with the cut off energy convergence as discussed in the previous section. A
solution to this problem is to replace the potential for the valence electrons with a pseudopotential
within a given radius of the atomic core. The effect is a smoother potential gradient leading to lower
kinetic energies near the core and a smaller basis set. The situation is justiﬁed by the argument that
electrons occupying a closed shell within an atom are rarely important for chemistry. This idea is
extended by not considering core electrons, i.e. the oxygen electronic conﬁguration 1S22S22P4 is
represented by the six electrons in the second angular momentum shell [He]2S22P4. The electrons
in the [He] shell can be treated as shielding the positively charged nucleus. The pseudopotential
can incorporate the core electrons efﬁciently into the potential experienced by the valence electronsChapter 4: Density Functional Theory 50
lowering the number of electrons which are treated explicitly. The pseudopotential is usually ﬁtted
such that it reproduces the scattering properties of the valence electrons in isolated atoms [125].
There are two widely used types of pseudopotential which have been developed. They are
known as norm conserving and ultrasoft. The difference is due to the treatment of the normalization
condition i.e. satisfying

jY(r)j
2 dr = 1. This condition is imposed in the norm conserving type
and is not imposed in the ultrasoft type5. In this work the automatically generated ultrasoft
pseudopotentials from the CASTEP program were used as there was insufﬁcient time in the project
to assess the use of different pseudopotentials. Figure 4.2 shows the general shape of a wavefunction
and potential as a function of the distance from a nuclei core. The solid line represents the all electron
picture and the dashed line represents the pseudopotential and corresponding wavefunction. The
pseudopotential matches exactly the all electron potential for distances larger than or equal to the cut
off distance, rc. The cut off distance rc is the distance at which the form of the potential felt by the
valence electrons changes from the all electron potential to the pseudopotential. A more detailed
review of pseudopotentials can be found in reference [136].
4.2 Simulation details
This section details the choices made for the DFT model used to perform simulations in this project.
The main goal of the study was to determine the importance of zero point motion in small clusters
of sulphuric acid and water which involved comparing the results of standard DFT against path
integral molecular dynamics (see Chapter 5). However, some DFT level results were also obtained
and are discussed in Section 4.3.
Molecular dynamics simulations were run at 300K incorporating both classical nuclear dynamics
and path integral molecular dynamics (see Chapter 5) using the CASTEP [127] (version 5.5) code. The
standard on-the-ﬂy ultrasoft pseudopotential provided internally by the CASTEP code was employed
for all calculations. The PBE functional was used with a plane wave basis set. The PBE functional
[79] (see Section 4.1.2) has been found to perform well for hydrogen bonded systems[130, 131]. A
cut off energy of 550eV was found to be a suitable choice for convergence as shown in Figure 4.3.
A larger cut off energy would require more computational time reducing the scope of the study. A
5The ultrasoft pseudopotential can typically choose a larger cut off radius (rc in Figure 4.2) which can increase the
smoothness of the potential reducing the need for a large cut off energy.Chapter 4: Density Functional Theory 51
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Figure 4.3: Comparison of cut off energy for the plane wave basis set against total energy of a
geometry optimised trihydrated sulphuric acid conﬁguration as shown in Figure 4.5a.
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Figure 4.4: Plot of the system’s potential energy as a function of time for the ﬁrst picosecond of
the simulation referred to as SATH 1 bead in Table 5.1. The plot illustrates the typical equilibration
period as seen by the potential energy of the system. Statistics were collecting in order to perform
analysis once the system had reached a steady state, in this case after half a picosecond.Chapter 4: Density Functional Theory 52
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Figure 4.5: Geometry optimised conﬁgurations for tri- and tetrahydrated sulphuric acid (SATH and
SAQH) clusters are shown in (a) and (b) respectively. (c) shows the binding energies of conﬁgurations
(a) and (b) as a function of the system box size obtained at the DFT level converging to values obtained
at the MP2 level by Temelso et al. [69]. It is important to note that the DFT simulations did not use
the same set of coordinates as the MP2 simulation, rather conﬁgurations (a) and (b) were recreated
and then a geometry optimisation was run to ﬁnd the total energy of the conﬁguration.Chapter 4: Density Functional Theory 53
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Figure 4.6: Image (b) shows the energy of a sulphuric acid dihydrate system as a function of proton
position as depicted in image (a). The system was ﬁrst geometry optimised under the DFT scheme
as presented here. The proton was then moved along the oxygen(sulphuric acid)-oxygen(water)
vector in steps of 0.2Å from the centre of the oxygen-oxygen vector with the negative direction going
towards the sulphuric acid (as depicted in (a)). For each point a separate coupled cluster calculation
was run with an identical conﬁguration.Chapter 4: Density Functional Theory 54
time-step [fs] Simulation time [ps]
SATH 1.00 11.000
SAQH 1.00 1.000
conﬁg H 1.00 10.900
Table 4.1: Compilation of the simulation length and time-step for the MD runs performed. SATH
refers to sulphuric acid trihydrate and SAQH refers to sulphuric acid tetrahydrate and correspond to
structures shown in Figures 4.5a and 4.5b respectively. Conﬁg H refers to the trihydrate conﬁguration
shown in Figure 4.7a.
time-step of 1fs was used for all standard DFT simulations6. CASTEP utilizes the Born-Oppenheimer
version of ab initio MD which performs the standard DFT SCF iterations at each time-step. This
procedure beneﬁts from using the previous time-step’s wavefunction as a starting guess of the current
time-step’s wavefunction. The Langevin thermostat with a friction constant of 0.01fs 1 was found to
control the temperature satisfactory (see A.1) and was used for all DFT simulations. The equilibration
period was judged by observing when the running mean of the system’s potential energy of the
system had relaxed (usually requiring 0.5ps) and also by monitoring the distribution of cluster
’temperature’ (or kinetic energy in the centre of mass frame), which ought to be approximately
Gaussian [109] with a standard deviation (s) obeying s/hTi  N 1/2 (see Appendix A). Figure 4.4
shows a typical relaxation period of the system’s energy during the initial phase of the molecular
simulation. Initial conﬁgurations of sulphuric acid and water identiﬁed from the literature [58–60]
were constructed under a classical potential (MMFF94s) using the Avogadro [137] (version 1.0.3)
package. The choices of time-step and simulation time for various cases are given in Table 4.1.
The box size of the system was optimised against MP2 level data [69] as shown in Figure 4.5c.
The binding energies, at zero temperature, of the two conﬁgurations in Figures 4.5a and 4.5b are
compared against MP2 level data. A box size of 15Å was chosen as a compromise between accuracy
and computational demand. The NERSC supercomputer was used to run all DFT MD simulations, a
typical job involved 48 processors for 10 hours for 1000 time-steps per bead.
One way to check if the simulations are running as expected is to test the calculations obtained
here at the DFT level of theory against higher level theory such as MP2 or CC. It was possible to
compare against CC calculations thanks to Dr. Theo Kurtén. Due to the computational overheads of
running CC calculations we decided to focus our effort on proton transfer between the sulphuric acid
and a water molecule. Five calculations were ran where the geometry of a sulphuric acid dihydrate
6A simulation ran with a 2fs time-step was found to give an unstable equilibration period in comparision with the 1fs
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was optimised under the DFT method under the CASTEP code as described here. The geometry
optimised structure in the position of one hydrogen which was moved along an oxygen-oxygen
vector in steps of 0.2Å as shown in Figure 4.6a, the negative direction is towards the sulphuric acid
and the positive direction is towards the water molecule. The Molpro code [138] was used to run
CC calculations with single and double excitations. Figure 4.6b shows the energy of the system over
the distance moved by the single proton. Although this is not a thorough test of the calculations
performed here it is reassuring to see a similar energy landscape for the transferring proton between
the two theories. A timescale of a month was required to perform the CC calculations whereas the
DFT calculations could be done within hours demonstrating that is not feasibility to perform CC MD
with current technology.
4.3 DFT results
Molecular conﬁgurations likely to feature a dissociated sulphuric acid molecule were identiﬁed from
the literature and investigated (see Section 2.2.1). The primary focus of investigation was to assess
the importance of zero point motion in the system, this involved studying the system at the DFT
level as presented here and the PIMD as discussed in Chapter 5. Due to the relative cheapness of
the DFT simulations several small investigations were carried out concurrently and they will also be
reported here.
One such conﬁguration was labelled III-i-1 by Re et al. [60] it is illustrated here in Figure 4.7a
and denoted conﬁg H. Our DFT simulations at 300K show that the proton labelled H1 moves with
considerable freedom between oxygens O1 and O5. Furthermore, Figure 4.7b demonstrates an
anticorrelation between the length Rc of the dissociating bond O1-H1 and the sum of the lengths
of the neighbouring hydrogen bonds, labelled O3-H7 and O4-H6 in Figure 4.7a, and denoted Rhy.
The formation of the ‘ionised’ state due to the switch to the O5-H1 bond (such that the value of
Rc is large) is seen to depend upon the prior existence of both the neighbouring hydrogen bonds
(namely a low value of Rhy). If either neighbouring hydrogen bond is broken the system remains
‘neutral’ (with a low value of Rc), which is not surprising since the conﬁguration is then similar to
the SATH structure shown in Figure 4.5a. This is an important corollary to conclusions acquired
from consideration of geometry optimisation at 0K, where conﬁg H has been shown to ionise [60].Chapter 4: Density Functional Theory 56
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Figure 4.7: The conﬁguration denoted conﬁg H is shown in (a) with labels that identify certain O-H pairs.
Plot (b) illustrates the probability density (given in arbitrary units) as a function of two structural features
labelled Rc (the length of the covalent bond O1-H1) and Rhy (the sum of the lengths of prospective hydrogen
bonds O4-H6 and O3-H7), obtained at DFT level. The associated potential of mean force takes the form of
a broad, shallow well where the ionisation of the conﬁguration is correlated with the status of the adjacent
hydrogen bonds, as denoted by Rhy.Chapter 4: Density Functional Theory 57
Figure 4.8: The transformation performed when the proton transfer event is forced. The proton was
transferred from the sulphuric acid to a water molecule to which it was hydrogen bonded. The
remaining atomic nuclei of the system are left in the state found by a geometry optimisation run.
At 300K the behaviour can most certainly not be represented by harmonic ﬂuctuations about an
ionised mean structure and a free energy based on the rigid-rotor-harmonic-approximation for this
conﬁguration would be questionable due to signiﬁcant anharmonic contributions.
Although not studied in any depth it is important to note that structural changes and proton
transfer were observed numerous times in simulations which gives evidence of the liquid like
behaviour of these clusters within the limited time periods studied. No evaporation event was
observed, this is thought to be due to the length of these simulations. Another important question is
the stability of the system once the proton transfer event has occurred. The neutral system was forced
to undergo proton transfer in order to determine the existence of a barrier between the two steps. The
method for forcing the proton transfer was to take the geometry optimised neutral structure, and then
to reﬂect the hydrogen nucleus position (this proton is bonded to the sulphuric acid molecule and
hydrogen bonded to a water molecule) in the plane deﬁned to be perpendicular to the oxygen-oxygen
vector of the hydrogen bond, and passes through the half way point on the same oxygen-oxygen
vector. Figure 4.8 depicts the process of forcing proton transfer in the hydrogen bond system.
Both hb1 and hb2 as shown in Figure 4.5 were forced to perform transfer events in this way.
Both systems became neutral in the order of less than 100 time-steps (100fs). The problem with this
method is that in this time the system is not in equilibrium. Unfortunately this means the system can
act artiﬁcially and not give true dynamics. However the speed of the neutralisation suggests that theChapter 4: Density Functional Theory 58
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Figure 4.9: The sequence of events which occurred after forcing the proton to transfer in the hydrogen
bond labelled as hb2.
ionised states are unstable which agrees with the geometry optimisations. Interestingly the method
in which the system becomes neutral is different for hb1 and hb2, this is probably just pure luck but
it gives a good opportunity to study a chain of proton transfer events within the sulphuric acid and
water system.
The ionised hb1 system became neutral as the proton jumped back to the sulphuric acid through
the hydrogen bond within a few time-steps. The system then remained stable for the rest of the
simulation. hb2 was more interesting in that it did not follow the same route. Instead of that seen
in hb1 the process that neutralised hb2 resembles the Grotthuss mechanism [80] where an excess
proton is transferred across a water network whilst taking advantage of the ability to switch the
proton which is being transferred between water molecules. Essentially this means that the system
can switch which proton7 is deﬁned as the excess proton within the system given it more freedom
to transfer a proton between molecules. Figure 4.9 is a series of screen shots outlining the major
events in the forced proton transfer event. Figure 4.9a is the initial set up with a hydronium. The
proton travels between the sulphuric acid and the water several times. Eventually the proton becomes
stable but at the cost of the hydrogen involved in the other hydrogen bond with the water becoming
unstable. Figure 4.9c shows that the proton is now attached to the second water in the two water loop.
The system becomes neutral by returning the hydrogen in the second water to the sulphuric acid as
shown in Figure 4.9d. This conﬁguration is essentially identical to the original neutral conﬁguration.
However, it has shuttled the proton around the loop rather than returning the proton at the original
location. This process takes 0.1ps to ﬁnish, and the system is then stable in the new conﬁguration for
the remaining 3.9ps of simulation time.
7This freedom is for the structure the excess proton is attached to. This can be the hydronium ion, [H3O]+, zundel
cation, [H5O2]+ or an eigen cation, [H7O3]+.Chapter 4: Density Functional Theory 59
We now turn our attention to the question of the importance of the quantum nature of the nuclei
in these clusters of sulphuric acid and water. The path integral molecular dynamics method is used
in the next chapter along with DFT to address this question.Chapter5
Path integral molecular
dynamics
This chapter introduces the path integral molecular dynamics method which allows the sampling of
several possible paths taken by a particle. This effectively allows for the introduction of quantum
behaviour within a classical framework. The method is then used to extend the work from the
previous section by introducing zero-point motion to the nuclear cores of small clusters of sulphuric
acid and water using the PIMD technique.
5.1 Introduction
The probability, P, of a particle in the state1 x at time t1 being in the state x0 at time t2 is equivalent
to the modulus squared of the sum of the amplitudes, A(x) of all possible paths between the two
states, i.e.
P =
 
 
 å
paths
Apath(x0,t2;x,t1)
 
 

2
(5.1.1)
The paths must be considered in this way as there are interference terms which cannot be neglected
when considering the system quantum mechanically. A well understood example is the double slit
experiment [12, 88] where the observed intensity of electrons passing through the slits is strong
evidence for each electron passing through both slits. The detected intensity after the slits is well
described by considering the interference of the two paths (each path is a route through a slit to the
detector). The amplitude for a path from the state x to the state x0 in the time interval t = t2   t1 is
1The x expression for the state is deliberate as the state is an eigenfunction of the position operator.Chapter 5: Path integral molecular dynamics 61
given by
A =
D
x0

 e i ˆ Ht/¯ h

  x
E
(5.1.2)
The expression is equivalent to the time evolution operator exp( i ˆ Ht/¯ h) acting on state x projected
on the state x0 integrated over the volume. It is convenient to note the relationship of the time
evolution operator and the canonical density matrix, ˆ r, given by
ˆ r(b) = e b ˆ H (5.1.3)
it is clear that ˆ r(it/¯ h) = exp( i ˆ Ht/¯ h), in other words it is possible to calculate the time evolution
operator by evaluating the canonical density matrix at an imaginary time t =  ib¯ h. This transforma-
tion is known as a Wick rotation [12]. In general this involves switching between real and imaginary
parameters in order to reduce the difﬁculty in obtaining a solution to a given problem. Indeed in this
case the Wick rotation is used to derive the Feynman path integral for the canonical density matrix
instead of the time evolution operator.
We continue the derivation by deﬁning the kinetic energy operator, ˆ T, potential energy operator,
ˆ U and the Hamiltonian which is the sum of the two previous operators, ˆ H = ˆ T + ˆ U. These operators
do not in general commute, i.e. [ ˆ T, ˆ U] 6= 0 which complicates the evaluation of properties based on
this quantity. Fortunately the Trotter theorem can be used to simplify the maths involved with using
the ˆ H expression. The Trotter theorem [139] states that for two non commuting operators ˆ L1 and ˆ L2
we ﬁnd,
e
ˆ L1+ˆ L2 = lim
P!¥
h
e
ˆ L1/2Pe
ˆ L2/Pe
ˆ L1/2P
iP
(5.1.4)
Deﬁning the quantity ˆ H  e b ˆ U/2Pe b ˆ T/Pe b ˆ U/2P we ﬁnd the following expression for elements of
ˆ r(it/¯ h) which are related to Eq. (5.1.2) via a Wick transform to the canonical density matrix and an
expansion using the Trotter theorem,
r(x,x0; b) = lim
P!¥
D
x0

  ˆ HP

  x
E
(5.1.5)
The expression is simpliﬁed by inserting the identity operator, ˆ I =

dxjxihxj between each ˆ H in Eq.
(5.1.5). This will require P   1 identity operators and so to avoid confusion with x1 and x these willChapter 5: Path integral molecular dynamics 62
be labelled from x2 onwards such that,
r(x,x0; b) = lim
P!¥

dx2...dxP
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(5.1.6)
Conveniently the potential energy operator ˆ U is an eigenfunction of the state jxi, so that Eq. (5.1.6)
can be simpliﬁed by the following observation,
hxi+1 jHj xii = e bU(xi+1)/2P
D
xi+1

 e b ˆ T/P

  xi
E
e bU(xi)/2P (5.1.7)
Unfortunately the same cannot be done for the kinetic operator. However a similar trick can be used
in which a different identity operator ˆ I =

dpjpihpj is used. Insert this into Eq. (5.1.7) between the
kinetic energy operator and state jxii it is then possible to derive the following expression,
r(x,x0; b) = lim
P!¥
 
mP
2pb¯ h
2
!
dx2 ...dxP exp
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#
  

xP+1=x0
x1=x
(5.1.8)
here m refers to the mass of the particle. It is useful to introduce the notion of beads which deﬁne a
possible position of a particle in state jxii. Each bead has interaction with other particles in state jxii
and a spring interaction with the neighbouring state’s representation of that bead as seen from Eq.
(5.1.8).
It is possible to obtain the canonical partition function Q(L,T) from Eq. (5.1.8) where L deﬁnes
the state space, i.e. x 2 [0, L] and T is the temperature. The canonical partition function is deﬁned
as the trace of the canonical density matrix, Q(L,T) = tr[r], and can be found by setting xP+1 = x1
so that the sum is considered closed. The resulting expression is simpliﬁed by observing that
å
N
i=1(xi + xi+1)/2 = å
N
i=1 xi under the condition that xN+1 = x1. In addition the ﬁrst term in the
exponential is similar to the form of a harmonic spring potential. Using this analogy it is possible to
deﬁne a spring constant which quantiﬁes the vibration between adjacent degrees of freedom with
an angular frequency, wP, deﬁned by wP =
p
P/b¯ h. It is clear that the stiffness of this spring is
dependent on the number of beads in the simulation. The canonical partition function is therefore ofChapter 5: Path integral molecular dynamics 63
the form,
Q(L,T) = lim
P!¥
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The equation has added an integral over the variable x1. This represents the integral over the possible
states in the system. The condition xP+1 = x1 indicates that for each state x1 the particle is allowed to
explore paths of P steps before returning to its original state. The application of this technique in
MD simulations is not yet clear. The next section develops a practical MD method from the canonical
partition function derived here.
5.2 Molecular dynamics with path integrals
It is clear from Eq. (5.1.9) that canonical partition function has no momentum dependence which
is a requirement for performing MD simulations. Therefore, the ﬁrst step of forming a molecular
dynamics technique is to add this dependence to Eq. (5.1.9). This will consist of adding a parameters
which act as a set of conjugate momenta variables, p, to the x variables. This is justiﬁed by
manipulating Eq. (5.1.9) to resemble the classical canonical partition function of a cyclic polymer
chain in a classical potential U(xi)/P and recasting the prefactor as a set of Gaussian integrals over
p1,..., pP [12]. Rearranging Eq. (5.1.9) with the addition of these momenta gives,
Q(L,T) = lim
P!¥
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Introducing the momentum parameter pi also requires a mass term m0 which is formally given by
m0 = mP/(2p¯ h)2. This new mass parameter does not affect equilibrium averages and as such is
effectively a free parameter in the system. This has important consequences in Section 5.3. The next
step is to use a “classical isomorphism” to deﬁne the classical Hamiltonian with a ﬁnite P such that,
Hcl(x, p) =
P
å
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b¯ h
P
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
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Figure 5.1: A diagram showing the PIMD representing of a two interacting particles labelled red and
blue. a. and b. refers to the classical and the PIMD simulation with four beads respectively. Figure b
shows the additional interactions to neighbouring beads as introduced in the PIMD method.
A molecular dynamics scheme can be derived from the Hamiltonian which yields the following
equations of motion,
˙ xi =
pi
m0
˙ pi =  mwP(2xi   xi+1   xi 1)   1
P
¶U(xi)
¶xi
(5.2.3)
This resembles a set of beads, connected by harmonic springs in the presence of an external potential.
Figure 5.1 shows a four bead representation of two interacting particles. Each bead shows a possible
path that the particle it represents can take.
5.3 Staging transformation
When implementing the PIMD technique there are issues which affect the convergence [140]. These
are due to the range of time scales introduced by the inter-bead harmonic springs (wP). Figure
5.2 shows two different modes in a three bead simulation. The range of vibrations introduced are
linked with the inter-bead potential making it difﬁcult to sample the entire range efﬁciently. A
transformation of variables can improve the treatment of this time scale problem. There are twoChapter 5: Path integral molecular dynamics 65
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Figure 5.2: A three bead representation of a particle with interconnecting springs. Each spring
vibrates with a different frequency wP, additionally there are different modes of vibrations. Two
examples are depicted here, the ﬁrst between bead one and two, and the second between bead one
and beads two and three. Efﬁcient sampling of these vibrations is difﬁcult due to the introduced
range of frequencies.
common transformations known as normal mode [141, 142] and staging transformation [142, 143]. In
this project the staging transformation is used and a brief description of the method is presented
here. The staging transformation makes the following inverse transformation to the xi variable,
x1 = u1
xi = u1 + å
P
l=i
i 1
l 1ul
(5.3.1)
In addition the mass terms m0 and m are replaced with a set of masses. The main effect of this
transformation on Eq. (5.2.1) is that the harmonic coupling has been separated such that,
QP(L,T) =

dp1 ...dpP

du1 ...duP exp
(
 b
P
å
i=1

p2
i
2m0
i
+
1
2
miw2
Pu2
i +
1
P
U(xi(ui))
)
(5.3.2)
where m1 = 0 and mi = i
i 1m for i = 2,...,P. The term m0
i is given by m for i = 1, otherwise it is
given by mi. xi(u) is the inverse transformation for xi as given in Eq. (5.3.1). It is clear that the ﬁrst
term in the sum has no harmonic spring term. This term represents the entire chain of beads i.e.
the particle. The spring term has been completely uncoupled meaning that independent frequency
sampling can be made. The equation of motion derived from Eq. (5.3.2) is given by,
˙ ui =
pi
m0
i
˙ pi =  miw2
Pui   1
P
¶U
¶ui
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Further, it is useful to expand the partial derivative term using the chain rule in the following way,
1
P
¶U
¶u1
=
1
P
P
å
l=1
¶U
¶xl
1
P
¶U
¶ui
=
1
P

¶U
¶xi
+
i   2
i   1
¶U
¶ui 1

(5.3.4)
This has the beneﬁt of expressing the partial derivative of the external potential in the original
coordinate system which can generally be computed given the form of the external potential U. In
addition each degree of motion (for each bead) needs to be attached to a thermostat to ensure a
canonical distribution.
The PIMD allows the expansion of Eq. (4.1.8) by sampling P-step paths in the quantum canonical
partition function. A staging transformation allows the decoupling of the harmonic spring terms
which have been introduced. A thermostat is coupled to each degree of freedom for each bead which
ensures the canonical distribution. In addition the form is now suitable for a parallel environment
as each time-step for bead can be calculated on a separate set of cpu’s essentially meaning that in a
parallel environment the additional time cost can be interchanged for additional cpu’s. The Langevin
thermostat is used in this work and is described in the Section 3.5.
5.4 Simulation details
The path integral molecular dynamics simulations follows immediately from the electronic DFT
simulations discussed in the previous chapter and details on this underlying electronic potential are
described in Section 4.2. Continuing with this work, we studied conﬁgurations of [H2SO4][H2O]n=3 4
at a target temperature of 300K with the CASTEP [127] (version 5.5) code. The CASTEP code uses the
PIMD method to approximate the zero-point motion contributions to the nuclear cores. Simulation
were ran with P beads where P = 1, 4, 8, 16 and 32. The staging transformation [12] was used
for all PIMD simulations. The P = 1 case represents the classical limit of the PIMD technique and
corresponds to the complete neglect of zero-point motion. For details of the simulation lengths and
time-step refer to Table 5.1.Chapter 5: Path integral molecular dynamics 67
Figure 5.3: A 16 bead representation (each atom in the system is represent by 16 beads) of a system
containing one sulphuric acid and four water molecules: the distribution of bead positions conveys
the quantum uncertainty. One set of beads has been represented twice, ﬁrst as a small beads along
with the 15 other sets of beads, and secondly as a large translucent sphere which gives an outline of
the conﬁguration of the system.
Figure 5.3 is a snapshot from a 16 bead simulation representing the behaviour of a cluster of one
sulphuric acid and four water molecules. The spatial separation of the beads clearly illustrates the
greater positional uncertainty of the hydrogen nuclei compared to that of the oxygen and the sulphur
nuclei.
5.5 Results
A PIMD study was performed ﬁrst for two low energy conﬁgurations (denoted SATH and SAQH)
identiﬁed in the literature [58, 60] and shown in Figures 4.5a and 4.5b. It is envisaged that hydrogen
bonds, in particular those associated with the sulphuric acid, would be the most susceptible to
zero-point effects due to the inherent tendency of sulphuric acid to dissociate. Figure 5.4 shows the
average oxygen-oxygen distance (dOO) of speciﬁc hydrogen bonds as a function of the number of
beads representing atoms in the system. The bonds labelled hb1 and hb2 in the SATH structure
contract in length by around 2  5% with respect to the outcome of classical dynamics while the
situation for hb3 is less clear. Note that the longest simulations were performed for the single bead
and 16 bead representations of the SATH structure, as indicated in Table 5.1. For other cases shorter
studies were performed to illustrate the trends, though the accuracy of the results is lower. The
overall picture from these result indicate that zero point motion has a minor contribution in theseChapter 5: Path integral molecular dynamics 68
time-step [fs] Simulation time [ps]
SATH 1 bead 1.00 11.000
SATH 4 bead 0.50 1.500
SATH 8 bead 2 0.25 0.875
SATH 16 bead 0.50 10.673
SATH 32 bead 0.50 0.512
SAQH 1 bead 1.00 1.000
SAQH 4 bead 0.50 1.500
SAQH 8 bead 0.50 1.500
SAQH 16 bead 0.50 1.500
conﬁg H 1 bead 1.00 10.900
conﬁg H 16 bead 1.00 10.647
Table 5.1: Compilation of the simulation length and time-step for the MD runs performed. SATH
refers to sulphuric acid trihydrate and SAQH refers to sulphuric acid tetrahydrate and correspond to
structures shown in Figures 4.5a and 4.5b respectively. Conﬁg H refers to the trihydrate conﬁguration
shown in Figure 4.7a. Note that the longest simulations were performed for SATH and conﬁg H. The
1 bead simulations are the same as those described in Table 4.1.
clusters at 300 K.
Next we examine in detail how the behaviour of the hydrogen atom in hydrogen bond hb2 is
affected by PIMD. This is explored by constructing a potential of mean force (PMF, see Section 3.8.2)
for the hydrogen, deﬁned by:
W(R, b) =  kBT ln g(R, b)
where R and b are geometric parameters illustrated in Figure 3.6 and g(R, b) is the proportion
of simulation snapshots with the hydrogen located within the region deﬁned by R ! R + dR
and b ! b + db divided by the equivalent proportion for noninteracting particles. For the PIMD
simulations the centroid of the beads representing the hydrogen atom was used to produce the PMF.
The method is described extensively in reference [122]. Figures 5.5 and 5.7 show the PMFs acquired
using classical MD and PIMD, respectively, for hydrogen bonds hb1 and hb2. For the hb1 statistics
a condition was applied such that the water molecule attached to the sulphuric acid must not be
hydrogen bonded to another water, this was achieved by applying a distance criteria to the data. For
hb2 a similar method was used in reverse to ensure that the water was hydrogen bonded to a further
2Initially it was thought necessary to halve the time step for every doubling in the number of beads due to the
relationship between the number of beads and the strength of the interbead spring (see Eq. (5.3.2)). However, the
computation demand of the simulations meant that time steps of was used for future simulations involving four or more
beads. Fortunately this was found to give stable simulations in comparison to simulations ran with a longer time-step of
2fs which was found to make the conﬁguration unstable and give rise to an erratic energy landscape.Chapter 5: Path integral molecular dynamics 69
water molecule. This rudimentary condition was used to ensure that the bonding conﬁguration that
was expected was present in the particular time step of the simulation as the hydrogen bonds were
prone to breaking.
For hb1 there is very little noticeable difference between the classical simulation and that of the
PIMD simulation with 16 beads. Figure 5.6 shows a single dimensional representation of Figures 5.5a
and 5.5b achieved by integrating over the b parameter. This shows a strong agreement between the
two simulations leading to the conclusion that for this bond the contribution of zero-point motion is
small.
The PMF plots in Figure 5.7 visualise the differences between the dynamics of the hb2 bond
in Figure 4.5a under classical MD and the PIMD schemes. Such a comparison is limited by the
computationally expensive techniques employed. However it does offer an insight into the importance
of zero-point effects in small clusters of sulphuric acid and water. The main effect is a shift in the
minimum of the PMF of hydrogen bond length R by about 0.2Å going from the DFT to the PIMD
result indicating that the zero-point motion has a mean conﬁgurational inﬂuence on this bond. Figure
5.8 is a one dimensional version of Figures 5.7a and 5.7a obtained by integrating over the b parameter,
this makes the shift in the R parameter more apparent and implies that the PIMD case has shortened
the hydrogen bond over the standard DFT case. This suggests that the introduced zero-point motion
has increased the likelihood of proton transfer in this particular bond in this system. Ionisation of
the cluster is expected to increase the nucleation rate of the sulphuric acid and water system (see
Section 2.1) and so an increased propensity for ionisation could have implications for the nucleation
rate calculated from quantum chemistry methods such as the popular DFT geometry optimisation
(see Section 2.2.1).
The effects of zero-point motion are clearly rather subtle. To explore this further, we return to
the delicate switching behaviour of the O1-H1-O5 bonds discussed in Section 4.3 and contrast the
classical and PIMD results. Figure 5.9 illustrates the motion of the proton between the neutral and
ionised positions, discussed earlier, in terms of the O1-H1 bond length. Which of the nuclei O1 or
O5 was the nearest neighbour to the H1 nucleus (see Figure 4.7a) was monitored to quantify this
hopping behaviour. It was found that in the classical case H1 was closer to O1 for 21.5% percent
of the simulation with standard error3 sSE = 3.2% whereas in the 16 bead PIMD simulation this
3the standard errors were obtained using the standard blocking procedure [108, 121].Chapter 5: Path integral molecular dynamics 70
 2.5
 2.6
 2.7
 2.8
 0  5  10  15  20  25  30  35
B
o
n
d
 
l
e
n
g
t
h
 
[
Å
]
Number of beads
hb1
hb2
hb3
Figure 5.4: The average oxygen-oxygen separation dOO of speciﬁc hydrogen bonds as a function
of the number of beads used in the simulation. Labels hb1 and hb2 refer to Figure 4.5a and hb3
is shown in Figure 4.5b. The error bars were determined by the standard blocking procedure [108,
121] and a blocking length of 0.256ps was found to give independent sampling. The calculations
correspond to the cases listed in Table 5.1. A limit on the computational power available resulted in
no 32 bead simulation for hb3.
ﬁgure dropped to 14.8% with sSE = 2.7%. This property was further investigated by deﬁning a
threshold for the O1-H1 bond length below which the system is considered neutral, and beyond
which it is better described as ionised. We deﬁne a 1.22Å distance to separate the two regimes, and
this is shown as a horizontal line in Figure 5.9. For the classical dynamics, the percentage of time
the system remains neutral according to this criterion is 20.1% with sSE = 2.9%. An analysis of the
PIMD simulation with 16 beads yields a corresponding percentage of neutral residence time of 12.5%
with sSE = 2.4%. These results are consistent with those determined from the nearest neighbour
criterion. The proportion of time spent in the ionised conﬁguration rises from 79.1% to 87.5%. This
suggests that the inclusion of zero-point motion promotes the formation of the ionised state; quantum
uncertainty favours proton transfer. The standard errors presented here is of concern as they are of
order of the differences in which the state is described as ionised and that when the state is described
as neutral (according to the relevant criterion). This can be addressed by additional simulations
of this system, however time and computation demands meant this was not possible in the study
performed here.Chapter 5: Path integral molecular dynamics 71
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Figure 5.5: Contour plots of the potential of mean force W(R, b) in units of kBT for the hydrogen in
the bond labelled hb1 in Figure 4.5. The green dashed lines indicate contour levels of 0,  2,  4 and
 6. Plot (a) shows results from standard DFT molecular dynamics and plot (b) arises from PIMD
using 16 beads. The simulation times are given in Table 5.1.Chapter 5: Path integral molecular dynamics 72
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Figure 5.6: Plot shows a 1D version of Figure 5.5 obtained by integrating over the b parameter.
5.6 Conclusion
This study of small clusters of water and sulphuric acid molecules leads us to two main conclusions.
Firstly, it has been demonstrated that molecular dynamics can reveal features that are not available
from knowledge of the geometry optimised structure at zero temperature. The prime example of
this is the complex behaviour of cluster conﬁguration III-i-1 identiﬁed by Re et al. [60] and here
denoted conﬁg H. This structure has been regarded as the most stable ionised conﬁguration for
the trihydrated sulphuric acid molecule [58, 60, 69], but the results gained in this chapter and in
Chapter 4 indicate that the structure exhibits both neutral and ionised characteristics at 300K. This
conclusion highlights the limitations of the rigid rotor harmonic approximation [144, 145] for free
energy estimation using a single optimised structure.
Secondly, the inclusion of zero-point motion through PIMD simulations of the sulphuric acid-
water system has been shown to produce small but clear structural distortion at 300K in a selected
number of conﬁgurations when compared with classical dynamics. The mean oxygen-oxygen
separation of hydrogen bonds hb1 and hb2 in the structure shown in Figure 4.5a is reduced by
2  5%. A mild shortening of the hb2 hydrogen bond length was observed, shown by constructingChapter 5: Path integral molecular dynamics 73
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Figure 5.7: Contour plots of the potential of mean force W(R, b) in units of kBT for the hydrogen in
the bond labelled hb2 in Figure 4.5. The green dashed lines indicate contour levels of 0,  2,  4 and
 6. Plot (a) shows results from standard DFT molecular dynamics and plot (b) arises from PIMD
using 16 beads. The simulation times are given in Table 5.1.Chapter 5: Path integral molecular dynamics 74
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Figure 5.8: Plot shows a 1D version of Figure 5.7 obtained by integrating over the b parameter.
 1.2
 1.8
 0  5  10
time [ps]
R
O
1
H
1
 
[
Å
]
Figure 5.9: Plot of the O1-H1 bond length (denoted as RO1H1) against time in conﬁg H in Figure 4.7a
from the 1 bead simulation as detailed in Table 5.1. The plot clearly illustrates the motion between the
neutral and ionised states. The horizontal line drawn at 1.22Å provides a simple threshold between
covalent and hydrogen bond-like behaviour of the O1-H1 bond.Chapter 5: Path integral molecular dynamics 75
potentials of mean force for the classical and PIMD schemes, as illustrated in Figure 5.7, no signiﬁcant
affect was seen for hb1 as shown in Figure 5.6. Furthermore, the results indicate that zero-point
motion brings about a greater propensity for proton transfer in the O1-H1-O5 substructure of the
conﬁguration shown in Figure 4.7a at 300K.
This conclusion is consistent with the paper by Li et al. [146] where quantum nuclear effects4
on the hydrogen bond are studied, speciﬁcally Figure 3 in reference [146] where the OO length
is compared with the length of the projection of the covalent OH bond on the OO vector. The
implication is that the projected covalent bond length is increased by quantum effects when the
hydrogen bond is considered to be strong, as judged by a shift in vibrational frequency of the covalent
OH bond due to the presence of the hydrogen bond.
The research supports the view that the zero-point effect is most signiﬁcant in conﬁgurations
where proton transfer is intrinsically likely. Classical DFT and PIMD simulations of the cluster shown
in Figure 4.7a have demonstrated frequent proton transfer. Using an O-H separation of 1.22Å as a
threshold for distinguishing the ionised from the neutral state, the cluster is found to remain neutral
20.1% of the time (sSE = 2.9%) with classical MD and 12.5% (sSE = 2.4%) according to PIMD. It is
possible to infer that quantum effects have increased the degree of proton transfer. Simulations ran
at a lower temperatures are expected to increase the signiﬁcance of the zero-point effects, making
this an avenue for future research. In addition, since substances such as ammonia and amines are
increasingly thought to be relevant to atmospheric nucleation [10, 45], assessing the importance of
zero-point motion in these systems would also be of interest.
These simulations were run on 48 cpu cores for 10 hours in return for 1000 time-steps (the
equivalent of 1ps of simulation ran with a 1fs time-step) of a one bead calculation. The project now
continues with focus on the less expensive empirical approach to expand the simulation lengths
available. The most difﬁcult feature to retain from these higher level methods was the reactivity
of the sulphuric acid and water system. As discussed in Section 2.4, the empirical valence bond
methodology was chosen to provide the framework for further studies. The development of the
empirical potential scheme is described in the next chapter.
4The terminology of zero-point motion and quantum nuclear effects are interchangeable when discussing the quantum
aspects of the behaviour of nuclei in this study.Chapter6
Empirical Valence Bond model
The choice of the EVB methodology [87] as a basis for designing a reactive empirical potential for
future simulations is discussed in Section 2.4.1. The EVB methodology was introduced in the 1980s
by Warshel and Weiss [99] and progress was made by been made by Schmitt and Voth [101] who
presented the MS-EVB model which is used to give a framework for the work presented din this
thesis. This chapter gives a details of how the EVB methodology was applied to the sulphuric acid
and water system.
6.1 Introduction
The EVB model constructs a potential energy surface of the system from a superposition of diabatic
states1, these are then referred to as basis states for simplicity. Each basis state describes a possible
bonding conﬁguration. In theory every possible2 basis of the system should be considered, however
in practice a large number of basis states make a negligible contribution to the potential energy of
the system and thus can be ignored. An examples of which are shown in Figure 6.1 where there are
two basis states of a system corresponding to the possibility that one of the hydrogen atoms can form
part of either a sulphuric acid or a hydronium molecule. These have been chosen as they are the two
largest contributions to the potential energy of the system. Once the basis states of the system are
1A diabatic state of the system in this case is refers to a state of the system that is not necessarily an eigenstate of
the current Hamiltonian of the system, however, a superposition of basis states provides an eigenstate of the current
Hamiltonian of the system. In practice the basis states generally refer to the reactant and product states of the system, the
system is then described as superposition of the product and reactant states.
2In practice the EVB method is generally applied once the molecules of the system have been identiﬁed, for instance in
the model presented here there are four molecules (sulphuric acid, bisulphate, water, and hydronium), this reduces the
amount of basis states that are considered.Chapter 6: Empirical Valence Bond model 77
Figure 6.1: Images showing two possible basis states of bonding for the same conﬁguration. State
j1i contains a sulphuric acid and a water molecule whereas state j2i contains a bisulphate and a
hydronium ion.
speciﬁed, a matrix H that resembles a Hamiltonian is constructed as follows,
Hij = hij H jji (6.1.1)
where hij H jii is the potential energy of the system according to the bonding conﬁguration deﬁned
by jii and an associated classical potential. hij H jji where i 6= j represents the coupling between
basis states jii and jji. In practice hij H jji is described by an empirical function.
Once the H matrix has been constructed, the eigenvalues are found. The lowest eigenvalue
denotes the ground state of the system and its associated eigenvector, c, represents the coefﬁcients of
the associated superposition, i.e. jYi = åi ci jii. The energy can then be found using E = cTHc and
the forces can be computed via the Hellmann-Feynman theorem,
Fn =  hYj
¶H
¶xn
jYi =  å
i,j
cicj
¶hij H jji
¶xn
(6.1.2)
where xn and Fn indicate the position and the force vector respectively for atom n. The next section
provides a practical example of applying the EVB model.
6.1.1 Example case
The empirical valence bond model is based upon the creation of an adiabatic potential energy surface
which is constructed by the superposition of a series of basis states. A convenient and practical
choice for describing these basis states is an empirical potential such as an AMBER type potential
(see Section 3.6) however in practice this could be applied to any underlying potential that makes
use of the basis states description but lacks a procedure for reactions to occur. This section will goChapter 6: Empirical Valence Bond model 78
through a simple example of constructing such an adiabatic surface from these diabatic states to
illustrate the ﬂexibility of the EVB approach.
We will start with a simple system consisting of two basis states and construct an adiabatic
surface. To do this ﬁrst we ﬁrst deﬁne the superposition, Y such that,
Y = c1y1 + c2y2 (6.1.3)
where ci is the coefﬁcient for diabatic state yi where i = 1,2. Next we construct the usual eigenvalue
equation such that,
HY = #Y (6.1.4)
where we have changed to matrix notation. H and # are the Hamiltonian matrix and the energy of the
system respectively. First we must ﬁnd the elements of H, we do this by multiplying Eq. (6.1.4) by
(Y)
| and integrating over all space such that # = åi,j hij H jji. The diagonal terms describe the energy
of the diabatic state according to the deﬁnition of potential, this value is generally trivial to calculate.
The off-diagonal terms represent the coupling between states and is typically evaluated using an
empirical function based on geometry arguments involving a characteristic reaction coordinate. For
the purposes of this example the Hamiltonian has been deﬁned by quadratic functions for the classical
energy of the system and a Gaussian coupling term such that,
H11 = 2(x + 2)2
H22 = 4(x   2)2 + 12 (6.1.5)
H12 =  14
r
1
2p
exp
 
 x2
= H21
where x is the reaction coordinate for this system. The values in 6.1.5 were chosen as these give
rise to Figure 6.2 which shows the features of the EVB methodology clearly for the purposes of this
example.
Now that H has been deﬁned it is left to solve the eigenvalue-eigenvector equation to get two
eigenvectors, Y1 and Y2. One of these solutions is the ground state of the system having the lowest
energy and the other will represent the excited state for this system. The approach assumes that
the system is only found in its ground state and so any excited states of the system are ignored.Chapter 6: Empirical Valence Bond model 79
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Figure 6.2: The potential energy of a two state system is shown along with the two superposition
states according to Eq. (6.1.5).
Figure 6.2 shows the solution gained from this simple example, the superposition has lowered the
barrier from the localised minimum on the right hand side and the global minimum on the left
hand side3, this has implications for the rate at which systems will traverse this barrier. The EVB
methodology has created a smooth energy surface between the two basis states which is important
when considering the practicalities of running molecular dynamics simulations.
This simple example shows the power of the empirical valence bond methodology to add the
ability for reactions to occur within a non-reactive method. The on diagonal elements in this 2
basis state example represent the product and reactant states, and the off diagonal represents the
coupling between these two states, this can be generalised to n basis states. The off-diagonal term
and the number of excited states to be considered are important considerations for the method.
The off-diagonal term is typically an empirical term based upon geometric arguments speciﬁc to a
reaction coordinate which is characteristic of the reaction being represented by the EVB model. The
number of states to be considered is ideally all of the possible states of the system with respect to
the bonding, however the number also controls the size of the matrix for which the eigenvalues and
eigenvectors must be found. Therefore it is computationally expensive to include all possible states,
3This is a well known feature of Marcus theory [87, 147].Chapter 6: Empirical Valence Bond model 80
it is convenient that a majority of states will have a negligible contribution to the shape of the energy
surface and so can be safely ignored.
6.2 EVB models
6.2.1 The MS-EVB3 model
In 2008 Wu et al. [103] presented the MS-EVB3 model which is designed for simulating systems with
one excess proton and several water molecules. Diagonal elements of the matrix H are evaluated from
the SPC/Fw ﬂexible model for water [148] and a purpose built model for the hydronium molecule4.
The Off-diagonal components of H are calculated in the following way,
hij H jjii6=j = (V
ij
const + V
ij
ex)  A(ROO,q), (6.2.1)
where ROO is the oxygen-oxygen distance in the hydrogen bond that includes the transferring proton,
V
ij
const is a constant and V
ij
ex describes an electrostatic contribution derived from the interactions
between the zundel cation that the excess proton is a constiuent of and the remaining water molecules
in the system. This is given is given by,
V
ij
ex =
7
å
m
NH2O 1
å
k
3
å
nk
q
H2O
nk qex
m
Rmnk
(6.2.2)
where m is a label for the seven atoms that make up the H5O+
2 Zundel cation which is made of a
hydronium and a water molecule between which the proton is considered to be transferring. k is a
label for the remaining water molecules (NH2O is the total number of water molecules in the system)
with nk then being summed over the three constituent atoms of the water molecule. q
H2O
nk are the
partial atomic charges for the three atoms within the water molecule and qex
m is a set of partial charges
describing the Zundel cation. Rmnk is the inter-atomic distance between the atoms indicated by m and
nk respectively. The form of function A(ROO,q) was chosen to dampen unfavourable conﬁgurations
and has the form,
4Importantly the model uses a Morse spring potential rather than a harmonic spring which gives greater ﬂexibility in
the behaviour of a proton transfer between the hydronium and a water molecule.Chapter 6: Empirical Valence Bond model 81
MS-EVB 3 off-diagonal parameters
Parameter Value Units
V
ij
const -23.1871874 kcal/mol
g 1.85 Å
 2
P 0.23272460
k 9.562153 Å
 2
DOO 2.94 Å
b 4.50 Å
 1
R0
OO 3.1 Å
P0 10.8831327
a 15.0 Å
 1
r0
OO 1.8136426 Å
Table 6.1: The off-diagonal parameters of the MS-EVB3 model. Values are taken from references [149]
and [103].
A(ROO,q) = exp( gq2) 

1+ Pexp

 k(ROO   DOO)2	

1
2

1  tanh

b(ROO   R0
OO)
	
+
P0 exp

 a(ROO   r0
OO)
	
(6.2.3)
here g, P, k, DOO, b, R0
OO, P0, a and r0
OO are empirical parameters (see Table 6.1) and q = 1
2(rO1 +
rO2)   rH where rO1, rO2 and rH are the positions of the two oxygens and hydrogen, respectively, that
participate in the hydrogen bond where proton transfer is being considered. For convenience this
notation along with ROO are used throughout the chapter. However the exact form of the coupling
term is empirical and so it can be modiﬁed (such a modiﬁcation is made in Section 6.3.4), reference
[150] goes further by using the genetic algorithm approach to determine the form of the off-diagonal
term.
6.2.2 The SCI-MS-EVB procedure
The EVB method has the ability to simulate mixtures of several hydroniums (also known as excess
protons5) together with water. This extension increases the size of H to order mn where m is the
number of states considered per excess proton (the size of the basis set for a one proton system) and
5A hydronium can be thought of as a water molecule bonded to a proton. It is convenient in this section to then use the
phrase ’excess proton’ as a label for a hydronium molecule.Chapter 6: Empirical Valence Bond model 82
n is the number of excess protons. The SCI-MS-EVB model was developed by Wang and Voth [151]
to improve the scaling of the H matrix with respect to the number of excess protons. This is achieved
by ﬁrst treating the system as n single excess protons and performing the usual EVB methodology
which results in n eigenvectors. Then each of these eigenvectors is corrected iteratively by taking
into account the effects of the other excess protons. These corrections establish the environment
around each excess proton. The size scaling of H is thus reduced from one matrix of size mn to a
consideration of n matrices of size m. The number of iterations required to reach a convergence is
typically small.
6.3 EVB model for sulphuric acid and water
The following sections describe the construction of an EVB model for a system containing sulphuric
acid, bisulphate, hydronium and water species. A summary of the approach is provided in Section
6.3.7. In the discussion a naming convention is used where the ground state refers to the EVB
state which has been identiﬁed as the most natural6, based upon the conﬁguration of the atoms.
Excited states are bonding conﬁgurations that are identical to the ground state except for
the repositioning of one bond (always involving a proton transfer). Therefore it is possible to identify
an excited state based upon the ground state and the two species involved in a proton
transfer. These are then referred to as a donor species (the molecule to which the hydrogen atom is
bonded in the ground state and which can either be a sulphuric acid or a hydronium molecule),
and an acceptor species (the molecule to which the hydrogen atom is bonded in the excited
state and which can either be a bisulphate or a water molecule). For clarity the terms neutral and
ionised in this chapter are used to identify the state of the sulphur-bearing species (either as a neutral
sulphuric acid or an ionised bisulphate).
6.3.1 Basis set size
The basis set size for each transferable proton was chosen to be two. The reason for this choice was to
keep the model as simple as possible so as to have more time to reﬁne and use the model, in line with
6Natural here refers to the most logical bonding conﬁguration given the current conﬁguration of atoms and the possible
molecules that the atoms within the system can be a constituent of (in this case this refers to sulphuric acid, bisuphate,
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the SCI-MS-EVB approach implemented for water described in Section 6.2.2. However this approach
only allows each species in the system to be involved in a maximum of one proton transfer and it is
therefore assumed that the possibility that a species is involved in two proton transfers simultaneously
can be safely neglected. Additionally the small basis set leads to occasional ambiguities concerning
which proton is considered to be transferring. A modiﬁcation of the off-diagonal term as described
by Eq. (6.2.3) has been made to limit the impact of these issues and is described in Section 6.3.4.1.
A possible extension of the model presented here would be to increase the basis state, this would
require additional programming and parametrisation work.
6.3.2 Algorithms
A vital part of the EVB methodology is the construction of appropriate of basis states of the system,
this is nontrivial as reactions can cause atoms to associate with different molecules throughout
the simulation. This section describes two algorithms which are applied at every time step and
identify the ground state and excited states of the system purely though geometric arguments.
The Avogadro (version 1.0.3) [137] program was used to create initial conﬁguration by geometry
optimising structures taken from the literature (see Section 2.2.1).
6.3.2.1 Ground state selector algorithm
An appropriate algorithm has been designed which constructs the ground state from a list of
atomic positions. For convenience four molecular lists are deﬁned and are denoted by SA (sulphuric
acid), BS (bisulphate), HY (hydronium) and WA (water) and an assignment refers to the identiﬁcation
of an atom as a constituent of a particular molecule. The algorithm is performed in the following
way:
1. The four oxygens closest to each sulphur atom are identiﬁed and assigned to a sulphuric acid
molecule (along with the sulphur atom) and added to the SA list.
2. The remaining oxygen atoms are assigned to hydronium molecules and added to the HY list.
The hydronium are found ﬁrst for a practical consideration as it is was found easier to convert
a hydronium molecule to a water molecule than vice versa.Chapter 6: Empirical Valence Bond model 84
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Figure 6.3: Image showing the steps of the ground state selector algorithm. Step zero shows the
original positions of atoms. In subsequent steps bonds are inserted according to the procedure
described in Section 6.3.2.1. Step three has been split into two parts, ﬁrst to attach two hydrogen
atoms to each (water) oxygen and secondly, to attach one hydrogen atom to each sulphate.
3. The minimum numbers of hydrogen atoms are assigned to each molecular species. For each
member of the HY list the two hydrogen atoms closest to the associated oxygen are identiﬁed
and assigned to the list. The same process is used to assign one hydrogen to each member of
the SA list.
4. The remaining hydrogen atoms are placed in a temporary list named H (in no particular order).
The closest oxygen to each of these hydrogens is identiﬁed and the hydrogen is assigned to
the molecular species of which the oxygen is a constituent. The oxygen cannot be part of a
molecule which has already accepted one of these hydrogens and cannot be an oxygen which is
a member of the SA list which has been bonded to a hydrogen atom in step 3. If there is an
attempt to assign a hydrogen where the bond length is greater than 1.2Å then this assignment
is rejected and the atom is moved to the top of the H list. If the H list is, at any time, rearranged
then step 4 is immediately restarted using the modiﬁed H list. The hydrogens which have been
previously rearranged in the H list are no longer subject to the 1.2Å constraint; but if the bond
length is over 2Å the hydrogen is again returned to the top of the H list. If problems with
assignments persist then the algorithm is run with the bond length check turned off. In practice
there is only need for these checks in the circumstances of proton transfer events, in which case
the two-state EVB mixing between the uncertain states will ensure that the appropriate forces
are applied regardless of the assignment of the molecular species. This step is completed when
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through trial and error experiments with simulation of the model.
5. The previous step ensures that all hydrogen atoms have now been attached to a molecule (i.e.
there are now no atoms waiting to be assigned). Therefore any sulphuric acid molecule in the
SA list where only one hydrogen atom has been assigned is moved to the BS list. Similarly any
hydronium molecules in the HY list that do not have three assigned hydrogen atoms are moved
to the WA list.
Figure 6.3 illustrates the steps of the algorithm as they are performed on a system. The SA, BS, HY
and WA arrays now represent the ground state of the system based upon geometric arguments.
6.3.2.2 Excited states identiﬁcation algorithm
As stated earlier, an excited state is deﬁned as a change in the bonding assignment of one
hydrogen in the ground state. The algorithm identiﬁes the excited states in a system using
the following steps:
1. The shortest distance between a hydrogen belonging to a donor species, and an oxygen
belonging to an acceptor species is identiﬁed. The oxygen in a bisulphate ion which has an
attached hydrogen is not considered here. If the distance is less than 2Å then an excited
state is identiﬁed where the hydrogen is reassigned to the acceptor species.
2. Step 1 is repeated until either the shortest distance identiﬁed is greater than 2Å in length
or there are no further acceptor or donor molecules from which to construct an O  H
separation distance.
The ground state selector and the excited state identiﬁcation algorithms construct one ground
state and n excited states where n is the number of proton transfers under consideration.
When n = 0 the system is in a non-reactive conﬁguration. Figure 6.4 shows a conﬁguration in the
ground state of the system, there are then three possible excited states of the system (which have
been labelled), thus the ground state and three excited states have been identiﬁed in this
system.Chapter 6: Empirical Valence Bond model 86
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Figure 6.4: Image showing a system with three separate proton transfer events being considered.
They have been labelled so that groups 1, 2 and 3 have the potential for a [hydronium/bisulphate],
[sulphuric acid/water] and a [hydronium/water] proton transfer respectively. One ground state
and three excited states have therefore been identiﬁed.
6.3.3 Diagonal terms
The choice of potential for the diagonal term was made on a practical consideration as the majority
of the effort was used in developing the off-diagonal potential. The potentials used to specify the
diagonal elements of H are those provided by Loukonen et al. [152], the SPC/EF potential is used for
the water molecules [153]. The hydronium however is represented by a harmonic angle potential and
a Morse bond potential so as to match that of the MS-EVB3 model, it has the form of,
Vhydonium =
1
2
3
å
i=1
kq (qi   q0)
2 +
3
å
i=1
D
h
1  e a(ri r0)
i2
(6.3.1)
where i is summed over the three hydrogen-oxygen-hydrogen angle bonds and the three oxygen-
hydrogen bonds respectively. The angle parameters are taken from reference [152]. The Morse
potential is taken from reference [103], however the a parameter was changed such that the second
order Taylor expansion around r0 matched the harmonic spring provided by reference [152], and so
a = 2.327Å
 1
. This was done as the parametrisation work was performed with the harmonic bonds,
however the Morse potential was found to improve the match between this work and that of the
MS-EVB3 model.
The diagonal term is then augmented by an energy shift, D, to account for the difference inChapter 6: Empirical Valence Bond model 87
zero temperature ground state energy between the neutral pair (sulphuric acid and water) and an
ionised pair (bisulphate and hydronium). Ding et al. [96] calculated the value of this parameter to
be D = 144.0kcal/mol, but for the purposes of this model it was considered to be a free parameter7
which is to be ﬁtted in Chapter 7.
6.3.4 Modiﬁcations made to the off-diagonal term
The empirical form of the off-diagonal term is based upon the MS-EVB3 model (Eq. (6.2.3)), with
two modiﬁcations. These relate to the expression involving the q parameter (Section 6.3.4.1) and the
method for calculating V
ij
ex (Section 6.3.4.2).
6.3.4.1 The q dependence
The dependence of the off-diagonal term on q has been modiﬁed to reduce the possibility of
instabilities caused by limiting the number of EVB basis states to two per proton. The two basis states
led to discontinuities when switching the molecules involved in a proton transfer and this caused
issues in simulations. The term in Eq. (6.2.3) involving q was thus modiﬁed as follows,
exp( gq2) !
8
> > <
> > :
h
exp( gq2
0) exp( g)
1 exp( g)
i
q2
0  1
0 q2
0 > 1
(6.3.2)
where q2
0 is related to q in the following way. The q vector is transformed (q ! q0) to a new
orthogonal coordinate system in which the x-axis is parallel to rOO where rOO = rO1   rO2. The other
two axes have an arbitrary direction. q2
0 is then deﬁned as q2
0 =

q0
x
tx
2
+

q0
y
tyz
2
+

q0
z
tyz
2
where tx
and tyz correspond to the semi-major axes of an ellipsoid with respect to the x axis, and the y and z
axes respectively. In effect, an ellipsoidal surface replaces that of the sphere in the MS-EVB3 method.
This allows us to restrict the available range of hydrogen positions along the ˆ rOO direction. The
form of Eq. (6.3.2) ensures two features: that the factor is equal to 1 at q2
0 = 0 and goes to zero at
q2
0 = 1. For q2
0 > 1 the off-diagonal term is set to zero which enforces a classical behaviour outside
the ellipsoid deﬁned by q2
0 = 1.
The beneﬁt of this modiﬁcation is the ability to treat each axis in the ellipsoid differently, i.e
7This allows for greater ﬂexibility in parametrising the off-diagonal term and improve the ﬁt.Chapter 6: Empirical Valence Bond model 88
use a shorter maximum range for the x axis which reduces the likelihood of switching behaviour.
This is where the donor molecule switches which molecule is acting as the acceptor molecule
in one time step which causes instabilities in the potential energy landscape. Two parameters are
introduced in this modiﬁcation, tx and tyz, these are treated as additional parameters to ﬁt.
6.3.4.2 Intermediate charges
The V
ij
ex parameter as deﬁned in Eq. (6.2.2) is also modiﬁed as the charges provided by the MS-EVB3
model for the calculation of this term are speciﬁc to the Zundel cation and are not applicable for a
sulphuric acid and water proton transfer. An alternative approach is to determine the charges of the
atoms in the two molecules, between which the proton is considered to be transferring, according to
their ci values. The approach is as follows:
1. An initial guess for the charges are made by assuming q = 0.5(qground + qexcited) where qground
and qexcited are the partial charges for that atom according to the classical potential for the
molecule, where the molecule is identiﬁed by the ground state and the excited state
respectively.
2. A self-consistent iteration is performed where q is updated at each iteration according to
q = c2
groundqground + c2
excitedqexcited where cground and cexcited are the c eigenvector coefﬁcients for
the ground state and excited state respectively.
This procedure is performed at every time step for [sulphuric acid/water] or [bisulphate/hydronium]
proton transfers alongside a separate self-consistent iterative process described in the next section
which has a purpose to allow consideration of multiple proton transfers. For [water/hydronium]
proton transfers the zundel charges as described in the MS-EVB3 model were used.
6.3.5 Multiple-proton procedure
The model presented here follows the SCI-MS-EVB procedure developed by Wang and Voth [151]. Fig-
ure 6.4 shows a system where this extension is required as it has three excited states. The initial
guess in this procedure neglects overlap between two different excited states (i.e. hijHjji = 0
where i and j represent two different excited states). This allows for the deconstruction of
the EVB Hamilton of the system (H) which is of size n
nc
d to nd matrices of size nc where nd is theChapter 6: Empirical Valence Bond model 89
number of donor molecules being considered and nc is the number basis states considered per donor
molecule. An iterative procedure is then used to correct these matrices for hijHjji contributions. The
method can be described as follows:
1. Calculate the eigenvector for each 2  2 matrix H deﬁned by the ground state and an
excited state. For convenience n is used as a label such that cn and Hn are deﬁned for
excited state n. In addition n is used to label the two molecules which make up the
donor and acceptor species which deﬁne the excited state.
2. Each Hn is then corrected for excited state m where m 6= n. This correction is for the
intermolecular interactions between the acceptor/donor pairs described by n and m. This
is performed by updating the intermolecular energy contributions to the diagonal term in
Hn, i.e. E
ground
intermolecular !

c2
groundE
ground
intermolecular + c2
excitedEexcited
intermolecular

where c2
ground and c2
excited
are the squared coefﬁcients of the cm eigenvector which represent the associated ground
state and excited state respectively. E
ground
intermolecular and Eexcited
intermolecular are the intermolecular
energy contributions resulting from interactions between the acceptor/donor pair n and
the acceptor/donor pair m in the ground state and excited state of m respectively.
The term V
ij
ex in the off-diagonal expression is updated in the same fashion; this includes
recalculating the charges q according to Section 6.3.4.2. The cn values are then recalculated. This
allows the coefﬁcients cn for the acceptor/donor pair n to be corrected for the intermolecular
energy contributions from acceptor/donor pair m. This step is repeated until each cn vector
has been corrected for each acceptor/donor pair m (where m 6= n).
3. Step 2 is repeated until all cn eigenvectors have converged. The convergence is tested by deﬁning
csum = ån(cold
n   cnew
n )2 where cold
n and cnew
n are the cn values calculated before and after step 2
is performed respectively. The system is considered to be converged when csum < 10 5, or when
step 2 has been cycled 10 times. In practice only a few iterations are required, the hard limit
in the total number of steps was a practical consideration which ensured that the simulation
could not get stuck in an inﬁnite loop.Chapter 6: Empirical Valence Bond model 90
6.3.6 Energy and force calculation
Once the self-consistency iterations have been performed the energy of the system can be computed
in the same fashion as in the SCI-MS-EVB method. For example Eq. (13) in reference [151] gives a
decomposition of the total energy of a system containing two excess protons in the form
Etotal = EAA + EBB + EAB + EAR + EBR + ERR (6.3.3)
where Etotal refers to the total energy of a system according to the EVB method. A and B refer to
separate acceptor/donor pairs (see Figure 1 in reference [151]). EAA/EBB refer to the independent
energy contributions of the acceptor/donor pairs and includes their off-diagonal contributions.
EAB describes the energy contribution due to interactions between A and B. R refers to the rest
of the system, and there are three further contributions due to interactions between A and R, B
and R and the independent energy contribution of R, referred to as EAR, EBR and ERR respectively.
Eq. (6.3.3) can be generalised to Etotal = ERR + åi

Ei,i + Ei,R + å
i6=j
j Ei,j

where i and j refer to
identiﬁed donor/acceptor pairs. Once Etotal has been constructed it simply remains to apply the
Hellmann-Feynman theorem to determine the force acting upon each atom within the system.
6.3.7 Model Overview
In summary, the model can be described as an algorithm consisting of the following series of steps:
Step 1 Construct a ground state from a set of atomic positions (Section 6.3.2.1).
Step 2 Identify the excited states (Section 6.3.2.2).
Step 3 Calculate the on-diagonal and off-diagonal terms of the 2 2 matrix H for each excited
state (Section 6.3.3 and 6.3.4.1).
Step 4 Optimise the ci vectors for each excited state by performing a self-consistent iterative
procedure which revises the off-diagonal terms and allows multiple proton transfer to be
accommodated (Section 6.3.4.2 and 6.3.5).
Step 5 Calculate the energy of the system and the forces acting upon each atom (Section 6.3.6).Chapter 6: Empirical Valence Bond model 91
6.3.8 DL _POLY extension
During the course of the project several modules of FORTRAN 90/95 code was written and integrated
into DL_POLY 4.0.3. This third party extension of DL_POLY contains 16,692 lines of code and
therefore it is not feasible to attach the code to the thesis. However this section includes a brief
overview of the code.
In FORTRAN 90/95 object oriented code is made possible through the use of types. Table 6.2
describes the types which were deﬁned for the EVB code and which were used extensively as a
framework to perform the necessary calculations for implementing the EVB methodology. There are
also several subroutines and functions supplied for performing calculations upon these objects.
Figure 6.5 shows a schematic of the EVB code. The approach taken was to make the minimal
changes necessary to the DL_POLY code and to use the original source for testing purposes. Therefore
it was decided to group all the methods within DL_POLY and then use a keyword within the
CONTROL ﬁle to switch between using the DL_POLY calculations and using the EVB code, this will
construct the molecules from the atomic list supplied by the DL_POLY code and will then calculate
energies and forces. A second switch was used to activate the EVB adiabatic surface over that of a
simple classical picture.
The run time for a serial 1 ns simulation with six water molecules and one sulphuric acid was
430seconds on an Intel Core i5-460M processor and it is therefore easily within reach to simulate
tens of nanoseconds of behaviour using this model. This is within the reach of the project’s goal of
simulating small clusters of sulphuric acid and water to construct a free energy landscape via the use
of thermodynamic integration, this free energy landscape would then yield a nucleation rate.Chapter 6: Empirical Valence Bond model 92
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Figure 6.5: Schematic of the EVB code.
Name Contains Description
Atom Position vector (real), force
vector (real), species name
(character), place (integer, for
integration with DL_POLY)
All essential information re-
quired when quering an
atom.
Water Three atoms Contains all atoms assigned
to the water molecule.
Hydronium Four atoms Contains all atoms assigned
to the hydronium molecule.
Bisulphate Six atoms Contains all atoms assigned
to the bisulphate molecule.
Sulphuric acid Seven atoms Contains all atoms as-
signed to the sulphuric acid
molecule.
Stater Four allocated lists, one for
each of the molecules deﬁned
above.
A possible system state con-
taining molecules of four
types.
EVBStater Two staters. It also contains
various bits of information
important in the evaluation of
the EVB method.
Detailed information impor-
tant for performing the EVB
method.
Table 6.2: Details of the deﬁned types within the FORTRAN 90/95 code written for this project.Chapter7
Parametrisation of the EVB
model
The EVB model developed in the previous section is based upon the MS-EVB3 model [103] which
was designed for use with water and one hydronium in the bulk. However for this study we are
instead interested in clusters of sulphuric acid and water which raises the question of the validity
of the parameters used in the MS-EVB3 model. The most serious of these questions is the correct
parameters to use for the [sulphuric acid/water] proton transfer. The literature (see Chapter 2)
suggests that monohydrated or dihydrated suphuric acid will remain neutral whereas tetrahydrated
and higher hydrated clusters will be ionised, though there is some question around the trihydrated
case. The recreation of this behaviour using the EVB methodology is a key goal for the model. To
this end it was decided that the EVB model describing the [sulphuric acid/water] proton transfer
would be parametrised such that it matched the higher level theory.
The [sulphuric acid/bisulphate] proton transfer was considered to be less important and so
used the same parameters found for the [sulphuric acid/water] proton transfer in this section. The
[water/hydronium] proton transfer used the same parameters as the MS-EVB3 model (see Table 6.1)
except for R0
OO, P and DOO. These were modiﬁed by hand to increase the number of observed proton
transfer events such that, R0
OO = 2.7Å, P = 0.4 and DOO = 2.65Å. This modiﬁcation was performed
by visual analysis of simulation trajectories after the observation was made that the original set of
parameters did not lead to observed [water/hydronium] proton transfer events1. If more time was
available a suitable DFT simulation would be performed to provide data with which to ﬁt these
parameters.
1A possible cause of the reduced observed proton transfers in this model and that of the MS-EVB3 model is the
maximum basis state limit of two per donor species in the system.Chapter 7: Parametrisation of the EVB model 94
7.1 Particle swarm optimisation
7.1.1 Introduction
The particle swarm optimisation (PSO) [155, 156] was chosen as the parametrisation scheme to
follow in this project due to its scalability as there were many parameters to be examined with
the approach. The PSO technique mirrors molecular dynamics annealing in that it involves several
particles exploring a solution space in an effort to relax to the best solution. The method makes few
assumptions about the model being optimised. It is a metaheuristic method as it does not guarantee
an optimal solution, this aspect of the method should be considered for applications. In the case of
the parametrisation of the EVB method it is thought that there is no perfect solution, and so the use
of the method to ﬁnd an appropriate solution is acceptable and has the beneﬁt of being simple to
implement.
The PSO technique has several similarities with the evolutionary algorithms (EA) [157] group of
methods. The mechanics of the swarm is controlled by a simple equation of motion which results in
interesting emergent behaviour as information is shared within the swarm. This simplicity allows
for many modiﬁcations to be made in attempts to improve aspects of the method. A test case was
examined for the purpose of becoming familiar with the method and for writing and reﬁning a code
to perform the PSO technique upon a model.
7.1.2 Literature review
The strength of the PSO method lies in the small number of assumptions the method makes and its
relatively cheap computation cost which makes it suitable when there is a large parameter space
to be searched and limited data for which it is being optimised. The modern version of the model
was introduced by Kennedy and Eberhart [155] in 1995 and was extended by Shi and Eberhart [156]
in 1998 who added a friction term. The PSO technique is reviewed by Banks et al. [158, 159]. The
application of the PSO method has been analysed by Poli [154] who found that it has been used in
diverse ﬁelds from engineering and design to physics and security. Figure 7.1 displays the number of
papers published which made use of the PSO method over the last 20 years showing an exponential
growth over 1998  2006 leading to a steady use over the following 8 years.Chapter 7: Parametrisation of the EVB model 95
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Figure 7.1: The number of publications per year found using the web of science website under
the search term of ‘particle swarm optimisation’ and ‘particle swarm optimization’. The image is
comparable to Figure 4 in reference [154].
7.1.3 Method
The method involves simulating a swarm of particles, each particle represents a certain choice of
parameters which are being ﬁtted. These particles then move though parameter space according to
an equation of motion in an analogous way to molecular dynamics. Information is shared between
particles via the equation of motion and this gives rise to swarm behaviour of the particles. Each
particle is inﬂuenced by its best position and the swarm’s best position (as determined by a ﬁtting
function), these position are updated as necessary throughout the simulation.
PSO was ﬁrst described in its modern form by Kennedy and Eberhart [155] with the following
equation of motion,
vt+1,i = vt,i + j1b1(pi   xt,i) + j2b2(pg   xt,i) (7.1.1)
xt+1,i = xt,i + vt+1,i (7.1.2)
where xt,i and vt,i represent the position and velocity respectively of particle i in parameter space at
iteration t. j1 and j2 represent the inﬂuence of the local and group (swarm) respectively. b1 and b2
are uniformly distributed random numbers in the range 0  b1,2  1. pi represents the best position
found so far based upon the history of particle i. Here the best position is identiﬁed by a test of the
particle’s current location xt,i and is typically a comparison against reference data. pg represents the
best value found so far based upon the history of the entire swarm. This value is the social element
of the procedure where information is shared between particles. Here t refers to iteration number. ItChapter 7: Parametrisation of the EVB model 96
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Figure 7.2: A four ‘particle’ PSO attempt to optimise two parameters of a model. The parameter
space is represented as a 2D contour plot where the x and y directions represent the two parameters
being ﬁtted and the surface represents the ﬁt. The dark grey areas of the surface represent a bad
ﬁt and light grey areas of the surface represent a good ﬁt (the quality of the ﬁt is determined by
Eq. (7.2.2)). The particles follow trajectories across parameter space inﬂuenced by ‘forces’ directed
towards individual and collective best ﬁt locations. The varying length of the force arrows represents
the noise introduced into the swarm through parameters b1 and b2.
is trivial to expand equations (7.1.1) and (7.1.2) to include multiple swarms, multiple parameters to
be optimised or multiple runs. Additionally the technique is simple to code as a parallel program,
increasing the efﬁciency of the technique2.
A small modiﬁcation of Eq. (7.1.1) was introduced by Shi and Eberhart [156] for the purposes of
improving the convergence of the PSO method such that,
vt+1,i = vt,iw + j1b1(pi   xt,i) + j2b2(pg   xt,i) (7.1.3)
where w is a factor introduced to scale the velocity memory component of the velocity update.
Scaling down of the w parameter strengthens the attraction towards pi and pg and so improves the
convergence towards these points.
The Fortran 90/95 programming language was used to construct a code to perform the PSO
method. Care was taken to separate the model being parametrised and the PSO code such that it
could be used with the EVB model.
2The implementation detailed in this chapter did not take advantage of parallel programming.Chapter 7: Parametrisation of the EVB model 97
7.2 Test case
A test case for the PSO technique was devised to gain experience implementing the PSO technique.
Eq. (7.2.1) was chosen as the model (here x is an independent parameter of the system),
f(x;a,b) =
a
10
cos(2x + 5a) +
b
10
sin(3x + 5b) (7.2.1)
where a and b are two parameters which are to be ﬁtted. The equation has several local minima due
to its strong phase dependence and weak amplitude dependence. The task is to ﬁnd the best estimate
of a and b starting with data generated over a sample of x points with a given choice of a and b. The
data set, X, used for the ﬁtting was created by using a = 12.65 and b = 8.25 and x in the range of
0 and 5 in steps of 0.1 (totalling 51 data points). Eq. (7.2.1) was used as the model and the ﬁtting
function used to assess the quality of the solution is described by,
Fit(a,b) = å
x
(Xx   f(x;a,b))2 (7.2.2)
where Xx refers to the reference data for the speciﬁc x. Figure 7.3a shows a 2D contour plot of Eq.
(7.2.2) over parameters a and b. The ﬁgure shows several local minima due to the phase in Eq. (7.2.1)
repeating every 2
5p in a and b. The depth of each local minimum is different, this feature is not clear
from Figure 7.3a and so Figure 7.3b is the same plot with a limited range to make this visible. It is
now possible to see that there are four regions where the Fit(a,b) is achieving values nearing zero.
The four regions can be explained by separating Eq. (7.2.1) into an amplitude and phase part. The
phase part is responsible for the large number of local minima, whereas the amplitude part only
produces minima near jaj = 12.65 and jbj = 8.25. The combination of these two effects gives rise to
the pattern seen in Figure 7.3.
7.2.1 Assessment
Several features of the PSO method are assessed in this section. A histogram of ﬁtting function
(7.2.2) value obtained for 100 runs of the PSO method for each choice of settings is constructed and
compared to assess the difference in performance given by the choice of these settings.Chapter 7: Parametrisation of the EVB model 98
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Figure 7.3: (A) and (B) both show the surface plot of Eq. (7.2.2). (A) shows the many local minima
found while varying parameters a and b. More features of the surface are found by reducing the
range such as in (B) where it is now clear that there are four regions where the surface is being
minimised, however there is only one perfect solution where the surface goes to zero.Chapter 7: Parametrisation of the EVB model 99
7.2.1.1 Particle and swarm numbers
The number of particles per swarm and the number of swarms are open questions when implementing
the PSO technique. When there is only one particle per swarm the technique is essentially a non-
interacting particle simulation. On the other extreme, when there is one swarm it is possible that
the entire swarm becomes trapped in a local minimum. Figure 7.4 compares differing numbers of
swarms, S and particles per swarm, P, while keeping the total number of particles constant.
Figure 7.4 indicates that having a small number of particles per swarm (a small P) does not
perform as well as attempts made with a larger P. This could be a result of the limited information
exchanged reducing the swarm behaviour of the system. The other extreme performs better indicating
that it is better to choose a larger P rather than a larger S. However the best results3 are given when
(S=10, P=10) and (S=4, P=25). These numbers indicate that for this system the best result can be
found by allowing there to be multiple swarms, with each swarm having a number of particles that
can take advantage of the swarm behaviour of the PSO technique. This result may be applicable for
systems where there are thought to be many local minima in the parameter space being searched,
however this should be checked to ensure the appropriate approach is being used.
7.2.1.2 w scaling
The scaling of the w value can improve convergence by reducing the particle’s memory of its velocity.
Here w is function of t such that w(t) = wmax   (wmax   wmin)  t/ttotal where wmax, wmin are the
maximum and minimum values for w and ttotal is the total number of iterations in the simulation.
Figure 7.5 compares different w scaling regimes.
The conclusion drawn from Figure 7.5 is that scaling does improve the performance, however
only when scaling reduces w from  0.9 to  0.4. This is in agreement with other assessments of w
scaling [158, 159].
7.2.1.3 Initial particle positions
The initial position of each particle is determined at random within a starting range. This test looks
at how the size of this range affects the performance of the PSO technique (see Figure 7.6).
3The best result here refers to achieving a low ﬁtting value, in this case the (S=10, P=10) and (S=4, P=25) have a higher
chance of returning a smaller ﬁtting value.Chapter 7: Parametrisation of the EVB model 100
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Figure 7.4: Histogram of the performance of the PSO scheme with differing number of swarms, S,
and number of particles per swarm, P. The total number of particles in the simulations is a keep
constant equal to 100. (see Section 7.2.1.1)
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Figure 7.5: Histogram of the performance of the PSO scheme whilst using different w scaling regimes.
w is scaled linearly over the course of the simulation from the higher value to the lower value
as indicated in the legend. The ﬁxed value does not alter the value of w over the course of the
simulations. (see Section 7.2.1.2)Chapter 7: Parametrisation of the EVB model 101
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Figure 7.6: Histogram of the performance of the PSO scheme whilst changing the range in which
the particles are initiated. The range referred to here is a conﬁning range for which a parameter can
be initialised and move within i.e. for the parameter k in the range kmin   kmax, the found solution
(kfitted) for the parameter will be conﬁned such that kmin  kfitted  kmax. The legend represents the
range of the initial values for parameters a and b, the range is centred around zero. The range given
in a real system is typically set by hand through practical considerations. (see Section 7.2.1.3)
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Figure 7.7: Histogram of the performance of the PSO scheme with a varying number of iterations.
The legend shows the number of iterations allowed in the simulations. (see Section 7.2.1.4)Chapter 7: Parametrisation of the EVB model 102
There is a performance cost in expanding the starting range which is not surprising due to the
larger range being less likely to initiate the particles close to the best solution, however the effect is
small. Conﬁning particles in the PSO technique to a certain range can help improve the efﬁciency of
the technique and enforce constraints upon the solution.
7.2.1.4 Number of iterations
The number of iterations per PSO run is an important feature to explore. Too few and the search
does not take advantage of the swarm behaviour, too many iterations would not be an efﬁcient use of
computer time. Figure 7.7 shows a histogram comparing differing total number of iterations.
From Figure 7.7 it is clear that the larger number of iterations correlates with a better performance
of the PSO technique. However the optimisation performs well at 150-200 iterations. It should also be
noted that this is a worst case situation with several local minima and that it is expected that fewer
iterations would be needed if the ﬁtting function is smoother than the case tested here.
7.2.1.5 Maximum velocity
The maximum velocity (where velocity is deﬁned by change in the value of a parameter over one
iteration) achievable by a particle within the PSO technique is typically limited to ensure the stability
of simulations. Figure 7.8 compares the performance of the PSO technique constrained by differing
maximum velocities.
The maximum velocity that is sampled in Figure 7.8 has a minor effect on the performance of
the PSO technique. The maximum velocity is of interest because a small maximum velocity will
be detrimental to a global parameter search, whereas a large maximum could be detrimental to
optimisation once a local minima has been found. A possible solution to these competing effects is to
scale the maximum allowed velocity over the course of the simulation, this is explored in the next
section.
7.2.1.6 Maximum velocity scaling
In addition to controlling the maximum velocity within a PSO run, the maximum velocity can be
scaled linearly during the run in the same manner as the w scaling in Section 7.2.1.2. This is thought
to help the simulation smoothly turn from performing a global search to optimising the found localChapter 7: Parametrisation of the EVB model 103
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Figure 7.8: Histogram of the performance of the PSO scheme with different maximum allowed
velocity, V. The legend shows the maximum allowed velocity (change in value of parameter over one
iteration) for each set of simulations. (see Section 7.2.1.5)
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Figure 7.9: A histogram of the performance of the PSO scheme whilst using different linearly scaled
maximum velocities regimes. The numbers in the legend are factors applied a maximum velocity of
8 for both parameters. When there is a range the maximum allowed velocity was linearly scaled from
the larger value to the smaller value over the course of the simulation. (see Section 7.2.1.6)Chapter 7: Parametrisation of the EVB model 104
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Figure 7.10: A histogram of the performance of the PSO scheme with differing values for j1 and j2.
Here the global tag indicates that the swarm’s history has more inﬂuence upon the velocity update
and the local tag indicates the particle’s history has more inﬂuence upon the velocity update. (see
Section 7.2.1.7)
minima (which may also be the global minima). Figure 7.9 shows a histogram of the performance of
the PSO under a variety of velocity scaling schemes.
Figure 7.9 indicates that velocity scaling improves the efﬁciency of the PSO technique however it
is less clear which of the scaling regimes studied offer the best improvement. It is therefore left to the
speciﬁc application to ﬁnd a suitable regime.
7.2.1.7 j1 (local) and j2 (global) values
Finally, the values of j1 and j2 give more options in ﬁne tuning the PSO technique. These parameters
are introduced in Eq. (7.1.3). j1 determines the inﬂuence of the local history of the particle on its
velocity updates whereas j2 determines the inﬂuence of the swarm’s history upon the update of the
velocity for the particle. Figure 7.10 compares the performance of the PSO technique under different
choices of the j1 and j2 parameters.
Figure 7.10 indicates that j1 = j2 (equal) and j1 > j2 (local) inﬂuence on the velocity update
are largely equal in efﬁciency. The j1 < j2 (global) inﬂuence makes the PSO technique less efﬁcient.Chapter 7: Parametrisation of the EVB model 105
7.2.2 Conclusions
The key feature of the PSO technique is the swarm behaviour which emerges from the simple
equations of motion detailing each particle’s position and velocity update in the parameter space.
However the simplicity of equations (7.1.2) and (7.1.3) leaves questions about the most efﬁcient
implementation of the PSO technique. This chapter has analysed several key features of the method
to answer some of these questions, and to give some advice on the application of the PSO technique
for a general optimisation problem. Section 7.2.1 describes several investigations into the sensitivity
of the PSO technique to different key features of the implementation when applied to a test case as
detailed in Section 7.2. The main conclusions are:
 It is important to have multiple swarms, and for each swarm to have enough particles so that
swarm behaviour emerges to take full advantage of the PSO technique.
 linear w scaling is a key feature of the PSO technique as it improves the convergence of the
method (scaling of  0.9 to  0.4 is suggested which is in line with previous work [158, 159]).
 Initial particle position has importance. It is suggested that this becomes more of an issue in
a greater number of dimensions (parameters to be optimised). An estimate of the parameter
being ﬁtted can be used to speed up the optimisation process and enforce a sensible answer.
 The number of iterations is an important feature of the PSO technique. However simulations can
become stuck on a non-optimal solution and so the number of iterations must be a compromise
such that there is enough iterations to optimise a potential solution and the simulations being
efﬁcient such that multiple simulations can be ran.
 The maximum velocity of the particles within the PSO technique has a minor effect upon the
accuracy. However introducing a linear maximum velocity scaling improves the method. There
is an analogy with a reducing temperature of a real system to allow the particles to migrate
to the lowest energy conﬁguration; here the velocity is lowered allowing the particles to more
effectively search a local minimum to ﬁnd an optimum solution.
 The relative magnitude of j1 and j2 seem to perform equally well under the local or equal
(j1  j2) regimes (Section 7.2.1.7). It is suggested to set j1 = j2 such that equal importance isChapter 7: Parametrisation of the EVB model 106
given to both the local and global aspects of the velocity update unless there is a clear problem
with either the global search or convergent behaviour of the method.
This test case serves as preparation for the use of the PSO technique to optimise the parametrisation
of an Empirical Valence Bond (EVB) method for performing molecular dynamics on a small cluster
of sulphuric acid and water. This parametrisation work is described in the next section.
7.3 PSO application
There are two requirements for the PSO technique to be used to parameterise the EVB model, these
are: data to which the model is to be ﬁtted and secondly an implementation of the scheme.
7.3.1 Reference data
The data to which the model is ﬁtted was obtained using DFT with the PBE [79] functional with
a plane wave basis set, a 550 eV cut-off and a 15Å box. The CASTEP 5.5 code [127] was used to
determine forces on atoms in a given set of conﬁgurations (see Chapter 4 for more information on
the DFT method implemented for this project). The forces data was then used as the reference case
for the PSO technique. The conﬁgurations used in the ﬁt comprised:
1. Two MD runs for trihydrated and tetrahydrated single sulphuric acid molecules in conﬁgura-
tions described as single bead Conﬁg H and SAQH as discussed in chapters 4 and 5 (see tables
4.1 and 5.1). The data excludes data from the pre-equilibrated period of the simulation.
2. A number of relaxed conﬁgurations designated I-n, II-n-a, III-n-a, III-n-b and III-i-a in Re et al.
[60]. For each of these structures a proton was identiﬁed for transfer between a sulphuric
acid and water species. This proton was repositioned on a grid of points in a cube centred
at 1
2(rO1 + rO2), with one axis of the cube parallel to the rOO vector, and the other two axes
orthogonal but arbitrary in direction. Grid points were separated by 0.2Å giving a total of 125
points per cube. Figure 7.11 illustrates the grid of points in the I-n conﬁguration. For each grid
point an energy and force calculation was performed and the force data used for ﬁtting the
EVB model parameters.Chapter 7: Parametrisation of the EVB model 107
Param.
Boundary Velocity range
Fit
Max Min Max Min
V
ij
const. 0.0  100.0 10.0 0.2  72.20998
P 1.0 0.01 0.1 0.002 0.50743
k 30.0 1.0 3.0 0.06 15.64862
DOO 8.0 0.1 0.8 0.016 4.18888
b 8.0 0.1 0.8 0.016 2.37963
R0
OO 8.0 0.1 0.8 0.008 2.46345
P0 30.0 1.0 3.0 0.06 15.41834
a 30.0 5.0 3.0 0.06 17.42592
txy 15.0 0.5 1.5 0.03 11.55606
D 800.0 400.0 20.0 0.05 558.40454
Table 7.1: Table detailing the parameters which were ﬁtted using the PSO method. The column
titled ‘Boundary’ shows the range explored for each parameter in the PSO simulation. During each
simulation the maximum allowed velocity was linearly scaled from Max to Min values under the
column labelled ‘Velocity range’. The values for the columns labelled ‘Boundary’ and ‘Velocity range’
were set by hand. The ‘Fit’ column displays the optimised values for each parameter.
7.3.2 Application
The reference data set consisted of 400 randomly picked conﬁgurations from the two sources described
in the previous section. The PSO method was run 200 times with 50 particles which was chosen
as a compromise of computational expense verses statistical noise. Each simulation was run for 50
steps as this was found to be the required number of steps for the parameters to have converged.
For the duration of the simulation the value of w in (7.1.1) was linearly scaled from 0.9 down to 0.4
as suggested in Section 7.2.2. b1 and b2 are uniformly distributed random numbers in the range
0  b < 1. f1 and f2 were both given the value of 2. Each run optimises ten parameters of the model,
and details of the range searched for each parameter and the optimised values are given in Table 7.1.
Three parameters were not optimised. Firstly r0
OO was set to zero as it is redundant. Searching over
the parameter g was found to be problematic4. It was therefore decided to ﬁx g to the value used in
the MS-EVB3 model (see Table 6.1). The parameter tx was ﬁxed by hand to 0.3Å due to issues of
stability as described in Section 6.3.1. The best ﬁt for the EVB model parameters was taken to be the
averages of the parameter sets fpgg obtained from the 200 runs, this was seen as a fair compromise
between computational expense and accuracy.
4The gamma parameter was found to always parametrise to the lower limit of its allowed range. It was observed that
the gamma parameter also became negative when the lower limit was negative. This was considered unrealistic as the
gamma parameter in Eq. (6.2.3) is assumed to be positive.Chapter 7: Parametrisation of the EVB model 108
Figure 7.11: The grid of proton positions considered for conﬁguration I-n (in the terminology of
reference [60]) is shown. It used to generate reference force data for the PSO parameter ﬁtting
procedure.
7.4 Parametrisation checks
This section focuses on assessing the accuracy of the parametrised model from the previous section
in some simple cases. Figure 7.12 shows the potential energy of a sulphuric acid/water system as
a function of the position of a transferring hydrogen, corresponding to the second set of reference
data used in Section 7.3.1. It is important to recognise that the EVB scheme turns off for hydrogen
positions beyond a distance 0.3Å in the rOO direction starting from 1
2(rO1 + rO2) and so energies
at hydrogen positions labelled 0.4Å in the rOO direction are classical and are not affected by the
parametrisation scheme. The impression given is one of overall agreement between the EVB model
and the DFT result, though the correspondence is not exact. The scheme is limited by the fact that it is
only active for hydrogen positions lying in an ellipsoidal spatial region around the mid-point between
the oxygens, that it only represents two possible bonding states per proton and that ultimately it is
underpinned by a classical potential and an empirical form of the off-diagonal term. The limited
basis state size reduces the ability for the system to undergo proton transfer as only under certain
circumstances can it occur, an increase in the number of basis states allowed per donor species
would be an interesting extension to this work.
The mean squared displacement, MSD is a measurement for the spatial extent of object under
movement As such it is a useful tool for studying diffusion phenomena such as the diffusion of anChapter 7: Parametrisation of the EVB model 109
(a)
(b)
Figure 7.12: Contour plots of the potential energy of the I-n conﬁguration, as labelled in reference
[60], as a function of the hydrogen position. The central point in the plots lies at 1
2(rO1 + rO2). The
planes shown in (a) refer to labels 1, 2 and 3 in ﬁgure (b). The cyan, red and green spheres in (a)
match the equivalent top left (cyan circle), top right (red circle) and the bottom right (green circle) of
each plot in (b) respectively. The energy when the hydrogen is at position ( 0.4Å, 0.4Å, 0.4Å)
relative to the 1
2(rO1 + rO2) point is set to zero for both the DFT and EVB calculations. The energies
are given in units of [eV].Chapter 7: Parametrisation of the EVB model 110
 0
 2
 4
 6
 8
 0  5  10  15  20  25  30
M
S
D
 
[
Å
2
]
time [ps]
Classical
EVB
Classical: y = ax + b with  a=0.0460 [Å
2ps
−1]; b=0.60 [Å
2]
EVB :y = cx + d with  c=0.1147 [Å
2ps
−1]; d=2.55 [Å
2]
Figure 7.13: The average of the MSD value for the centre of mass for the hydronium ion over 101
simulations as a function of time. The black lines indicate the standard deviation for each value and
lines are ﬁtted to give an estimate of the diffusion coefﬁcient. The EVB case show a clear enhancement
of the diffusion of the hydronium ion in a cluster of 1 sulphuric acid and 20 waters. This is expected
as the proton transfer event has a signiﬁcant impact on the location of the hydronium.
excess proton in a water molecule (see reference [103]). The MSD is deﬁned as,
MSD 
D
(x(t)   x0)
2
E
where x(t) is the position of the particle at time t and x0 is the initial position of the particle. MSD
can be used to determine the self-diffusion coefﬁcient and hence can be used to give an indication of
how the reactivity of the EVB methodology is affecting the mobility of hydroniums in the simulations
presented here. Figure 7.13 shows the MSD as a function of time for a cluster of 1 sulphuric acid
and 20 water molecules. The EVB run is started as a neutral sulphuric acid and quickly ionises,
however as this isn’t possible for the non-reactive case, this is started with the same conﬁguration
however a proton on the sulphuric acid has been attached instead to a water, and hence is started
as a [HSO4]  + [H3O]+ + 19[H2O]. An enhancement factor of  2.5 is seen between the EVB and
the classical models and the uncertainty is also enhanced. This is due in part to the inconsistency
and the larger jumps in hydronium position experienced with a proton transfer. The hydronium
self diffusion rate can be estimated as 1/6th of the gradient in Figure 7.13 which gives 0.02[Å
2
s 1],
this ﬁgure only serves to give an estimate of the diffusion of the excess proton as a more detailedChapter 7: Parametrisation of the EVB model 111
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Figure 7.14: Evolution in the population of water molecules in simulations of [H2SO4] + n[H2O]
where n is the number stated in the title of the plot. A decrease of one in the water population
indicates an ionisation event has occurred resulting in a hydronium molecule being created (i.e. the
reaction [H2SO4] + [H2O]n ! [HSO4]  + [H3O]+ + [H2O]n 1). The simulations were performed at
200 K and 300 K. A geometric test was used to decide the number of water molecules in the system.
This causes the instabilities seen in the plot, however the large ionised periods in the plots do indicate
that a stable ionisation has occurred.Chapter 7: Parametrisation of the EVB model 112
analysis is needed that removes the hydronium molecule and focuses on the excess proton. However
it is encouraging to see a substantial increase in mobility of the hydronium when proton transfer is
introduced via the model developed here.
Figure 7.14 tracks the population of water molecules in various simulations of [H2SO4] + [H2O]n,
where n = 2  4, over a time period of 1 ns after a 20 ps equilibration period. The simulations used a
Langevin thermostat with target temperatures of 300K or 200 K under the velocity Verlet integration
scheme of a modiﬁed version of the DL_POLY 4.03 program [118]. There was no constraint on the
centre of mass motion or the rotation of the clusters. The results indicate that at 300 K the n = 2
and n = 3 water cases see a ﬂuctuating water population which indicate that the sulphuric acid is
considering, but has not as of yet gone through with a proton transfer event. The n = 4 water system
ﬁrst shows a change in its conﬁguration and then it becomes predominately ionised. When the same
simulations are run at 200K we see that the n = 4 case stays neutral for a longer period of time
suggesting that the lower temperature has reduced the speed at which the system reconﬁgures which
is as expected. These conclusions are in agreement with work performed at a higher level of theory
[58, 60, 65] where the ﬁrst ionisation event of the sulphuric acid occurs at a hydration level of between
3 and 6 water molecules. Several features are observed such as Grotthus shufﬂing and changes
in conﬁguration, which are expected due to the liquid-like nature of the sulphuric acid and water
clusters and the complex behaviour of transferable protons within a water network. Further analysis
could use the energy of the diabatic state to determine the water population in the simulation, it was
not possible to complete this within the time constraints on the Ph.D. project.Chapter8
Free energy calculation
In this chapter a scheme for calculating free energies via thermodynamic integration is developed
for studying the nucleation of a cluster from a vapour and applied to the potential developed in the
previous two chapters. The approach is explored for some simple systems.
8.1 Theory
The parameter used for the integration in this model was the temperature of the system controlled
through the thermostat (see Section 3.5). The primary interest of the model is to calculate the free
energy of formation of a cluster which can be alternatively deﬁned as the free energy difference
between non-interacting molecules and interacting molecules which have condensed within a con-
ﬁning volume. First, an analytic expression is found for the free energy of cooling a system of
non-interacting particles conﬁned within a volume from a reference state to a target state. The
thermodynamic integration method is then used to obtain an numerical expression for the interacting
case of the previous calculation. It is then shown that it is possible to obtain an expression to
determine the difference in free energy between that of the interacting and non-interacting cases.
8.1.1 Single molecule system
We start the derivation of the thermodynamic integration by deﬁning the ideal case with a simple
system containing one molecule of N atoms. The molecule possesses a series of harmonic vibrations
known as normal modes of the molecule. The system can be split into three main contributions,
translations and rotations of the molecule and internal vibrations, it is then possible to construct theChapter 8: Free energy calculation 114
following Hamiltonian for this system [12, 120],
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(8.1.1)
here P is the net momentum for the molecule, Pi = å
N
j pj,i where pj,i describes the ith component of
the momentum of atom j and M is the mass of the molecule, M = å
N
i mi where mi indicates the
mass of atom i. I is the moment of inertia tensor for the molecule and wrot is the angular velocity
of the molecule. pj is the momentum for the vibration j with the conjugate position xj, mass mj
and frequency wj. For non-linear molecules there are 3N   6 normal mode contributions to the
Hamiltonian [120]. The partition function can then be written as,
Q = qtransqrotqvib =

e bHP3
i [dPi]P3
i [dwi]P3N 6
j

dpj

P3
i [dXi]P3
i [rotation]P3N 6
j

dxj

(8.1.2)
here X is the centre of mass such that Xi =
å
N
j mjrj,i
M where i indicates the component of the centre
of mass vector and rj,i indicates the ith component of the position vector for atom j. The 1/h3N
factor has been neglected as it does not get evaluated at any point. The rotational conjugate position
(represented by P3
i [rotation]) for the rotational momentum has not been explicitly calculated as there
is no potential applied to rotation of the molecule and hence it is a constant, which does not affect
the rest of the derivation and is ignored. There is no 1/N! normalisation constant as the particles are
classical and distinguishable. The integral identity can be used to simplify the partition function,
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where the b dependence is such,
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We can ﬁnd the average energy of this system via,
hEi =  
¶lnQ
¶b
= 3(N   1)kBT (8.1.4)
This is in agreement with assuming that each atom contributes 3
2kBT and each vibration contributes
a further mean potential energy 1
2kBT giving E = 3
2NkBT + 1
2(3N   6)kBT.
8.1.2 M non-interacting molecular system
The next step is to expand upon the previous derivation to include M molecules. To derive the
partition function we ﬁrst sum the individual Hamiltonians of each (non-interacting) molecule such
that,
H =
M
å
k
Hk
where the k is used to indicate each molecule. The partition function by extension is then (this is
simpliﬁed by considering the molecules to be distinguishable),
Q = PM
k Qk = PM
k
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j
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here Nk indicates the total number of atoms in molecule k. The temperature dependence of the
partition function is then given by,
Q µ b 3å
M
k (Nk 1) = b 3(N M)
where N is the total number of atoms in the system, N = å
M
k Nk. The average energy can again be
derived as
hEi =  
¶lnQ
¶b
= 3(N  M)kBT (8.1.6)
this expression can be thought of as each atom contributing 3kBT kinetic energy and vibrational
potential energy, while each deﬁned molecule incurs a constraint on the translation and rotation of
these atoms to the sum of 3kBT. The next step is to derive the appropriate free energy for this ideal
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8.1.3 Helmholtz free energy
The free energy of interest at constant temperature, number of particle and volume is the Helmholtz
free energy, F, which can be evaluated via the partition function in the following way,
F =  kBT lnQ
we ﬁrst look at the dependence of Q on the volume, V,
Q µ VM
now we can deﬁne the free energy difference of going from state V1 to state V2 at constant temperature,
DF(V1 ! V2)jV =
 V2
V1
¶F(V)
¶V
dV
=
 V2
V1
 kBT
¶lnQ
¶V
dV =
 V2
V1
 kBT
1
Q
¶Q
¶V
dV
=
 V2
V1
 kBT
M
V
Q
Q
dV =
 V2
V1
 MkBT
1
V
dV
=  MkBT ln

V2
V1

(8.1.7)
This expression allows us to freely change the volume of the system. We are also interested in
using a high temperature state as a reference state. The dependence of the Helmholtz free energy
upon temperature is more complex, it is therefore useful to look at the quantity deﬁned by,
F
T
= FT =  kB lnQ
The partition function is proportional to the temperature in the following way,
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We can then derive the difference in the same way as before (at constant volume),
DFT(T1 ! T2)jV =
 T2
T1
¶FT
¶T
dT
=  kB
 T2
T1
¶lnQ
¶T
dT
=  kB3(N  M)ln

T2
T1

(8.1.8)
The analytical expression for DFT(T1 ! T2) now needs be compared to a numerical expression for
calculating this quantity for the case where the molecules are interacting with the potential described
in Chapter 6 as deriving an analytical expression is non-trivial. Thermodynamic integration offers
such a method for calculating this and is described in the next section.
8.1.4 Thermodynamic integration
To calculate the free energy difference from simulation we start ﬁrst with the deﬁnition of the
Helmholtz free energy,
F = U   TS
where U is the total internal energy and S is the entropy, we then note (at constant volume),
¶FT
¶T
=  
U
T2 (8.1.9)
We can now calculate the difference in Helmholtz free energy between two states where the temperat-
ure has moved from T1 to T2 as,
DFT (T1 ! T2) =
 T2
T1
 
U
T2dT (8.1.10)
8.1.5 From FT to F
We are interested in the free energy difference between the interacting (cluster, Fc) case and the
non-interacting case (ideal, Fi) however so far we have found the quantity FT. Therefore a way must
be found to relate this quantity to DF = Fc   Fi. For convenience we deﬁne DFc
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case,
DFc
T = Ac
and DFi
T for the ideal case,
DFi
T = Ai
To ﬁnd the quantity DF it is convenient to state deﬁne this quantity as,
DFT =
F2
T2
 
F1
T1
We then deﬁne DDFT = DFi
T   DFc
T which can also be expressed as,
DDFT =
Fi
2   Fc
2
T2
 
Fi
1   Fc
1
T1
However, in the initial high temperature state the free energies are equivalent1 and therefore Fi
1  
Fc
1  0 leading to the following expression,
DDFT =
Fi
2   Fc
2
T2
=
DF
T2
and ﬁnally we ﬁnd,
DF = T2DDFT = T2 (Ai   Ac) (8.1.11)
and therefore we can evaluate DF as required. Eq. (8.1.7) can then be used to make a comparison
with an arbitrarily dense ideal non-interacting system.
8.2 Reference state
The reference state for the system was chosen to be 1500K as this was considered to be sufﬁcient to
make the effect of the intermolecular potential negligible. To test this assumption the average system
energy over the temperature squared hEi/T2 was compared between the ideal (non-interacting case
given by 8.1.6) against simulation (interacting case) for a system of 1 sulphuric acid and 4 waters
within a hard sphere of radius 6.5Å, each point is calculated from the average total system energy
1The high temperature reference state is picked for the reason that interactions are negligible in this temperature regime.Chapter 8: Free energy calculation 119
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Figure 8.1: The average energy over the temperature squared is compared between the non-interacting
(theory) and interacting (simulation) case. Over the temperature of 1000K the two curves are found
to be in agreement which supports the view of 1500K being a suitable reference case.
over 1.95 ns, the target temperature was scaled between 1500K and 700K in steps of 40K and from
700K and 300K in steps of 10K. The agreement between the simulations and the theory over 1000K
shown in Figure 8.1 gives evidence that the use of 1500K as a reference temperature is sufﬁcient for
this system.
8.3 Thermodynamic integration simulations
This section provides the preliminary results of thermodynamic integration using the EVB model
derived in previous chapters.
8.3.1 Simulation details
The modiﬁed version of the DL_POLY 4.03 code was run on the Legion super computer at UCL as
serial jobs2. Simulations used the Langevin thermostat as described in Section 3.5. A hard enclosing
sphere was implemented using a hard wall approximation where collisions with the wall reversed
2It is possible to develop the code to run in parallel, however this was not realised in the time scale of the project.Chapter 8: Free energy calculation 120
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Figure 8.2: A graph of the average energy of a system as a function of the temperature. The three
lines indicate differing radii of the containing hard sphere. The differing volumes affect the average
energy at high temperature as this is dependent on the volume, and the middle region where the gas
condenses to a cluster.
the velocity of the particle3. A bash script automated the submission of simulation runs, this allowed
full control over the length of each step (in temperature) and the number of repetitions of each steps.
Figure 8.2 shows three different thermodynamic integrations for differing hard sphere radii, each
performed steps of 40K from 1500K to 700K and then in steps of 10K from 700K to 300K. A single
run would take on the order of a couple of minutes in series, the whole script typically took 1-3
hours. The average energy for each simulation was calculated over 1.95ns with 50ps of equilibration,
each step consisted of three simulations and a moving average over three steps was used to smooth
the curve and simulations that failed4 were removed for consistency. The middle part of the graph
represent the phase transition from the liquid (cluster) phase to the gaseous phase, the difference in
volume affects the free energy landscape which in turn affects the transition between gaseous and
liquid phases in the system as evident from Figure 8.2. Therefore the choice of volume can affect
the difference in free energy from the high temperature state to the low temperature state, the full
implications of this are not fully understood.
3In practice this was achieved by splitting the time-step into two parts. First allowing the particle to progress to the
wall of the containing sphere, then reversing the velocity and allowing it to spend the rest of the time-step to travel in the
reverse direction. In the future a scheme where the particles would be reﬂected at the boundary of the hard sphere could
be explored.
4There are some minor issues with the code that caused these failures, typically the number of simulations that failed
was in the order of 1% of the total ran.Chapter 8: Free energy calculation 121
8.4 Preliminary results
The goal of this study is to calculate the free energy landscape of the formation of a cluster of sulphuric
acid and water. To do this a model was developed (see Chapter 6) for use with thermodynamic
integration as discussed earlier in this chapter. However due to constraints on time on this project
only preliminary results were obtained with questions yet to answer. This section details the results
gained thus far.
Figure 8.3 shows the results of six thermodynamic integration simulations as described in the
previous section except for the simulation length, the length of these simulations was 2.95ns, all
simulations were ran with a radius of 8.5Å. Each point on the curve was repeated ﬁve times and a
running mean was used to smooth the data. It is interesting to note that above 800K the correlation
is linear and is generally smoother than that below 800K. This is due to the system becoming a gas
and therefore the potential energy’s contribution to the total energy becomes increasingly negligible
in comparison to the kinetic energy’s contribution. The kinetic energy is well controlled by the
thermostat and therefore this behaviour is expected, and is vital for picking a suitable reference case
where the simulation is well represented by an ideal non-interacting gas of molecules.
An interesting feature is the change in the clustering behaviour which indicates that the larger
clusters are more likely to cluster at a higher temperature than the smaller clusters. This is inferred
from the rightwards shift in the in the step feature observed in the graphs between the high
temperature and low temperature regimes. More investigation is needed to understand this behaviour.
Figure 8.4 displays the difference in free energy from an ideal non-interacting case to that of the
interacting case. This is the equivalent of the sum of the free energy cost of creating a surface for
the cluster and the volumetric gain of having a bulk liquid. The ﬁgure shows that for the ﬁrst four
hydrations of the sulphuric acid there is a net free energy cost in producing these cluster, however
this rate appears to be slowing. This shows the feature of the classical nucleation barrier as discussed
in Section 1.5 and could be used to calculate the nucleation rate, however this is preliminary work
and as such there are still questions to answer before it would be suitable to do so. These include the
effect of volume on the simulations and the relationship between these free energies difference and
the free energy difference used for CNT calculations (see Section 1.5).Chapter 8: Free energy calculation 122
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Figure 8.3: Thermodynamic integrations of system consisting of [H2SO4] + m[H2O] with m = 1  6.
The key in the top left of each plot indicates the species involved in the thermodynamic integration
using SA (sulphuric acid) and WA (water).Chapter 8: Free energy calculation 123
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Figure 8.4: Free energy difference between ideal non-interacting case and the interacting case as
calculated via the thermodynamic integration method, this is the quantity referred to as DF in Eq.
(8.1.11).
8.5 Conclusion
This chapter constructed an appropriate thermodynamic integration method for use with the EVB
model developed in earlier chapters. Some earlier work is performed to show the method being used
and some positive results are obtained (see Figures 8.3 and 8.4) however it is clear that there are still
unanswered questions and work is still ongoing in this aspect of the project.Chapter9
Conclusion
This chapter concludes the thesis with discussion of the work performed and the implications
regarding the main focus of improving the modelling of sulphuric acid and water. In addition a road
map is provided for a general molecular dynamics code that takes the elements introduced by the
EVB methodology to provide a simple reactive empirical code for performing molecular simulations.
9.1 Quantum chemistry
In Chapters 4 and 5 the inclusion of zero-point motion within the sulphuric acid and water system
was investigated. Several conﬁgurations were studied with special attention being given to the
hydrogen atoms involved in hydrogen bonds between the sulphuric acid and waters as these were
suspected to be the more susceptible to zero-point motion. A trihydrated sulphuric acid conﬁguration
that was thought to be the ionised under standard geometry optimisation arguments [58, 60, 69] was
investigated. The structure was found to be less clear under DFT MD as it exhibited both ionised
and neutral behaviour. Further work on this structure found that there was correlation between the
existence of the other two sulphuric-water hydrogen bonds and the ionisation of the system. At
300K these bonds were found to be unstable causing the instability of the ionised state of the system.
Using the harmonic approximation with this structure would likely be erroneous at 300K due to
effects observed in this study.
The addition of zero-point motion was found to have a minor effect on hydrogen bonds in a
trihydrated and tetrahydrated system. In general zero-point motion was found to increase the level
of ionisation in the systems in line with work performed by Li et al. [146]. Molecules such as amines
and ammonia are also thought to be of signiﬁcance for atmospheric nucleation and studies of theChapter 9: Conclusion 125
importance of zero-point motion in these systems would be of interest.
The computational expense of these quantum chemistry simulations made it clear that it would
not be feasible under current technology to evaluate cluster free energies which incorporated liquid-
like behaviour using quantum chemistry methods. For this reason alternative approaches where
investigated. The EVB method was chosen as it is a reactive empirical approach that was relatively
simple to implement within the time scale of this project.
9.2 EVB development
The development of the EVB model has involved several key milestones, which includes,
 The creation of algorithms to identify the basis states of interest in a simulation. This required
ongoing reﬁnement to improve the performance of the algorithm.
 The implementation of the EVB method as a third party extension of the DL_POLY 4.03 source
code.
 The parametrisation of the model for sulphuric acid and water proton transfer.
 Checks performed on the model to ascertain that key features were observed from simulations.
The EVB approach allows for time scales of the order of ns to be studied (for systems of the order
of 100 atoms). Such access to larger time scales than is possible under current quantum chemistry
techniques is helpful for studying rare events. The code required a signiﬁcant amount of development
and was very limited in its scope as it was written only for the sulphuric acid and water system. The
next section gives a basic outline of an EVB code that would allow for a quicker implementation.
9.3 Road map for a general EVB MD code
The EVB methodology was identiﬁed in this project as a simple solution to adding the ability for
reactions to occur with an underlying empirical potential. In the course of the project it became clear
that this approach was very general in its reach and could easily be extended to encompass different
systems, however the code written in this project is speciﬁcally for the sulphuric acid and water
system. This section provides a draft plan for a code where the addition of reactions is treated inChapter 9: Conclusion 126
such a way that making a system reactive is simpliﬁed to specifying the off-diagonal potential and
the species involved in the reaction.
9.3.1 Components of the code
The EVB approach is underpinned by an empirical non-reactive model. This part is provided by
numerous code packages (an example of which is the DL_POLY code) and is not discussed at length
here, however these codes are generally made of three components,
 The conﬁguration of the system to be simulated.
 The deﬁnition of the potential.
 Simulation details.
The ﬁrst advice provided in this section is that two additional pieces of information are required,
namely,
 Deﬁnition of EVB off-diagonal term.
 Deﬁnition of which species a proton can transfer between.
A more advanced treatment may require more information such as the number of basis states to be
sampled and rules for how species can participate in proton transfers.
9.3.2 Structure of the code
It is suggested that the underlying architecture of the code, should take advantage of object orientated
programming as to make the code signiﬁcantly more readable. The three main objects may be of the
form,
 Atom
 Molecule
 Basis stateChapter 9: Conclusion 127
This structure allows the creation of multiple basis states (deﬁnition of bonded atoms within
the system) in a straight forward manner and has the advantage that the ground state selector
algorithm (see Section 6.3.2.1) is no longer required for the simulation. The molecule object simpliﬁes
extensively the application of the empirical potential and the addition calculations required for the
EVB methodology. The atom object stores the basic information for each atom such as position,
velocity, force and mass.
9.3.3 Application
The EVB method can be adapted for any reaction that would occur within a molecular dynamics
simulation. It can be used to control which atoms can be transferred and the potential energy surface
they experience during the transfer and is not limited to just sulphuric acid as been studied here. It is
suggested here that a purpose built molecular dynamics code would allow a much wider adoption as
it would signiﬁcantly reduce the effort needed to implement the method. This would ideally be able
to cope with multiple donor species and would be ﬂexible in the parametrisation of the off-diagonal
term (i.e. changing the form of empirical function that is used to calculate the off-diagonal term.
9.4 Preliminary conclusions
The results gained in the Chapter 8 point towards a nucleation barrier as there is an initial cost to
adding waters to sulphuric acid. However there are still unanswered questions which due to the
constraints on time this will be left open as of the time of writing, these questions include:
 The corrections required to ensure the right density is used for the simulations.
 Ideally addition simulations would be run to assess the sensitivity of the simulations on the
initial conﬁguration (this should only affect the lower temperature range).
 The smoothness of the curves should be addressed by additional simulations.
Once these questions have been answered satisfactorily then a nucleation rate can be acquired for
a given density and temperature, the results gained in Chapter 8 show proof of principle. hat this
can be used to calculate nucleation rates via the classical nucleation rate with improved free energy
calculations via molecular dynamics with the thermodynamic integration technique.Chapter 9: Conclusion 128
9.5 Final summary
While the results from the thesis are still in an early state there are several achievements that have
been made during the project. These include:
 Study of zero-point motion in small clusters of sulphuric acid and water. Results indicate that
there is a small but measurable effect.
 The creation of a reactive model for sulphuric acid and water.
 Programming the code as an extension to DL_POLY. The code will be made available on github
website.
 Programming a lightweight code for a PSO implementation. The code will be made available
on github website.
 Development of a thermodynamic integration framework for use with the model.
 Some preliminary results that indicate that the work is making positive progress.
The unanswered questions concerning how to interpret the thermodynamic integration results are
open for further research. These are left as open questions at the end of the thesis.Bibliography
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Canonical temperature
distribution
The question of the gaining the correct temperature distribution from a MD simulation is addressed
in this appendix.
A.1 Variance of system temperature
The Maxwell-Boltzmann distribution [109] describes the expected distribution of speeds observed
within a system of perfect gas at equilibrium. It is the expected distribution for the Langevin
thermostats in use with simulations of NVT ensembles. This distribution has the following form
f(v)dv =
s
m
2pkBT
3
4pv2 exp

 mv2
2kBT

dv (A.1.1)
It is possible to derive the mean value of any property of the system which is dependent on this
distribution such as the mean temperature, hTi where
3kBT
2
=
1
2
mv2
T =
m
3kB
v2
The derivation will start with one particle in a three dimensional space. To ﬁnd the mean for the
temperature we must ﬁrst multiply it by the distribution function, Eq. (A.1.1) and then integrate overAppendix A: Canonical temperature distribution 144
all possible values such that,
hTi =
 ¥
0
m
3kB
v2
s
m
2pkBTR
3
4pv2 exp

 mv2
2kBTR

dv (A.1.2)
where TR is the temperature of the reservoir, this reservoir temperature is the target temperature for
the thermostat. Eq. (A.1.2) can be evaluated using the standard integral [160],
 ¥
0
x2n exp
 
 ax2
dx =
1 3 5 (2n   1)
2n+1an
p
a
1/2
We ﬁnd the result to be as expected,
hTi = TR
We are now interested in the expected distribution of instantaneous temperatures within a NVT
ensemble, i.e. the variance of temperatures,
D
(T   hTi)
2
E
, this can be evaluated
(T   hTi)2 =
1
N
N
å
i=1
(Ti   hTi) =

m
3kB
v2   TR
2
Again we use Eq. (A.1.1) to allow us to write,


(T   hTi)2
=
 ¥
0

m
3kB
v2   TR
2
s
m
2pkBTR
3
4pv2 exp

 mv2
2kBTR

dv (A.1.3)
This integral can be evaluated as before to give,


(T   hTi)2
=
2T2
R
3
(A.1.4)
This variance is related to a Gaussian temperature distribution of the general form
P(T)dT =
s
1
sT2p
exp

 
1
2sT
(T   TR)2

dT (A.1.5)
where P(T) is the probability distribution of the system temperature. We are interested in the sT is
the standard deviation and is given byAppendix A: Canonical temperature distribution 145
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Figure A.1: Comparison of temperature histogram of a DFT MD simulation run at 300K against
Gaussian where the standard deviated was ﬁtted to the value of s = 64.6897K using the gnuplot
program (version 4.4), the simulation has a total of 19 atoms and so standard deviation is expected to
be of order sT,sys= 300 (2/(3 19))1/2 = 56.1951K.
sT
TR
=

2
3
1/2
At this stage we turn our attention back to a system made up of N particles. We assume that the
speed of each particle is uncorrelated and because each particle has the same variance we can write
[108, 109],
s2
T,sys =
1
N
s2
T
sT,sys
TR
=

2
3N
1/2
(A.1.6)
In practice this is not ideally realised due to limited statistics and imperfections in the application
of the chosen thermostat, however Eq. (A.1.6) can be used as a general test of the thermostat to be
assured that the correct temperature distribution is being observed. For instance a histogram from a
DFT MD simulation such as one ran in Chapter 4 is studied in Figure A.1 and found to sufﬁciently
satisfy Eq. (A.1.6).Appendix A: Canonical temperature distribution 146
A.2 The equipartition theorem
Given the issues experienced in Section 3.5 it was decided that further simulations of sulphuric acid
and water clusters would be run with no constraint imposed upon its centre of mass. To check
that the simulations were now running as expected the kinetic energy was examined to see if the
equipartition theorem was being obeyed. The equipartition theorem states that the kinetic energy of
a cluster gives rise to three degrees of freedom each for the rotation of the cluster and the translation
of the centre of mass for the cluster. The remaining 3N   6 degrees of freedom to be contributed
from internal degrees of freedom. The kinetic energy of the centre of mass translation is trivial to
calculate such that,
pcluster =
N
å
i=1
mivi
TCOM =
p2
cluster
2mcluster
(A.2.1)
where pcluster and mcluster is the net momentum of the cluster and the mass of the cluster respectively.
TCOM is the kinetic energy of the centre of mass of the cluster. i is a label for each atom and there is a
total of N atoms in the cluster. To calculate the rotational kinetic energy of the cluster it is useful to
start with calculating the angular moment of the cluster, L,
L =
N
å
i=1
r0
i  (mivi) (A.2.2)
where r0
i = ri   rCOM and rCOM is the position vector of the centre of mass for the cluster. Next the
moment of inertia matrix for the cluster can be computed as,
I =
2
6
6 6 6
4
Ixx Ixy Ixz
Ixy Iyy Iyz
Ixz Iyx Izz
3
7
7 7 7
5
(A.2.3)
where the off diagonals of I are deﬁned by Iab =  å
N
i=1 mi

r0
i,ar0
i,b

such that a and b represent the
cartesian coordinates x, y and z of vector r0
i and a 6= b. The diagonal components of I are deﬁned
by Iaa = å
N
i=1 mi

r0
i,b
2
+

r0
i,c
2
where a 6= b, a 6= c and b 6= c. The angular momentum of theAppendix A: Canonical temperature distribution 147
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Figure A.2: Image shows the deconstruction of the kinetic energy of a sulphuric acid molecules into
three separate energy contributions. These are namely the rotation, translation and internal kinetic
energy, plotted as a running average over 100 steps. The plot follows that which is predicted from
the equipartition theorem, i.e. rotation and translation account for 3 degree of freedom each and the
internal kinetic energy accounts for the remaining 15 degrees of freedom. Each of these degrees of
freedom contribute a 1
2kBT to the kinetic energy as seen here.
cluster and the moment of inertia of the cluster are related by the following expression,
L = Iw (A.2.4)
where w is the angular velocity of the cluster. To calculate this we multiply Eq. (A.2.4) by the inverse
of the moment of inertia matrix to get,
w = I 1L (A.2.5)
We can now calculate the rotational kinetic energy of the cluster, TROT, in the following way,
TROT =
1
2
w|Iw (A.2.6)
Finally the internal kinetic energy of the cluster is simply the total kinetic energy minus TCOM and
TROT such that,
Tinternal =
 
N
å
i=1
1
2
miv2
i
!
  TCOM   TROT (A.2.7)Appendix A: Canonical temperature distribution 148
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Figure A.3: Normalised histogram of the velocities of various atoms from the same simulation that
produced Figure A.2. The black line indicates the expected shape of the histogram according to the
Maxwell-Boltzmann distribution as described by Eq. (A.3.2). The histogram and the theory match up
well indicating that the thermostat is performing well.
To test that the Langevin thermostat was correctly obeying the equipartition theorem in the simu-
lations where the centre of mass was constrained a single sulphuric acid molecule was simulated
for 1ns and the three separate contributions to the kinetic energy of the system was monitored. The
results are shown in Figure A.2 and are plotted in units of 1
2kBT, it is clear that this simulation obeys
the equipartition theorem.
A.3 Species temperature distributions
One ﬁnal check that the thermostat is performing as expected is to test that it is producing the
correct distribution of velocities for the constitute atoms. The correct distribution for that of an NVT
ensemble was detailed in Section A.1, the expected single component velocity distribution is expected
to take the form of [109],
a = b (A.3.1)
f(vx) =
r
m
2pkBT
exp

 
mv2
x
2kBT

(A.3.2)
where vx describes the x-component of the velocity, this holds also for the y and z components.
The simulations performed on DL_POLY 4.03 with the removed constraint upon the centre of mass
motion do indeed follow this distribution for the velocity of the composite atoms. An example fromAppendix A: Canonical temperature distribution 149
the same simulation that produced Figure A.2 is shown in Figure A.3 for each of the atoms involved
in the simulation.AppendixB
The Hohenberg-Kohn theorems
In 1964 Hohenberg and Kohn [51] introduced the modern version of electronic density functional
theory with the Hohenberg-Kohn theorems. Proofs for these two founding theorems (as described in
Section 4.1.1) are presented here.
B.1 Theorem I
Theorem I states that the external potential Vext(r) is uniquely determinable, up to a constant, from
the ground state particle density n0(r). A simple approach to demonstrate this theorem is to start
with two separate external potentials V1
ext(r) and V2
ext(r) which differ by more than a constant. These
potential are related to separate Hamiltonians, Hn, n = 1,2 and separate ground state wavefunction,
Yn. It is then possible to state the following inequality,
E1 = hY1jH1 jY1i < hY2jH1 jY2i (B.1.1)
where En represents the ground state energy of system n. Assuming both wavefunctions give the
same ground state density, n0(r), we can then rewrite the right hand side of Eq. (B.1.1) such that,
hY2jH1 jY2i = hY2jH2 jY2i + hY2jH1   H2 jY2i = E2 +

dr
h
V1
ext(r)   V2
ext(r)
i
n0(r) (B.1.2)
We then use the freedom to swap labels (1 $ 2) to ﬁnd at the converse inequality. Finally we
sum the two inequalities and arrive at the following expression,
E1 + E2 < E2 + E1Appendix B: The Hohenberg-Kohn theorems 151
which is incorrect. Therefore if two external potentials differ by more than a constant then they
cannot share the same ground state particle density, which is a just an alternative statement for
theorem I of the Hohenberg-Kohn theorems.
B.2 Theorem II
The second theorem states that a universal functional of the particle density which is valid for any
external potential can be deﬁned such that the particle density that minimises this functional is the
ground state density. The proof of this theorem requires ﬁrst that we specify that the densities of
interest are the ground state density for the speciﬁc external potential and internal Hamiltonian. In
order for the functional to be considered universal it must only be dependent on the particle density.
We ﬁrst specify the total energy functional such that,
EHK [n] = T [n] + Eint [n] +

drVext(r)n(r) + EII
where T [n] is the kinetic energy functional, Eint [n] is the electron internal energy and EII is the
potential energy arising from nuclei-nuclei interactions. It is useful to group the ﬁrst two terms,
i.e. FHK [n] = T [n] + Eint [n]. If the form of the functional FHK is known, then minimising EHK with
respect to the density would return the exact ground state density thus proving theorem II. One must
be careful in practice as the theorem only concern the ground state of the system, in other words,
special consideration is required when studying excited states using DFT.