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An abstract linear thermoelastic system with memory is here considered. Existence,
uniqueness, and continuous dependence results are given. In presence of regular and
convex memory kernels, the system is shown to be exponentially stable. An application
to the Kirchho plate equation is given.
1. Introduction
The aim of this paper is to study the asymptotic behavior in time of an abstract
problem related to linear thermoelastic systems with memory. As in classical
thermoelasticity, these systems consist of an elastic equation and a heat equation,
which are coupled in such a way that the transfer between the mechanical energy
and the heat energy is taken into account. Since the elastic behavior has a conser-
vative character, dissipation is allowed by heat energy losses, only. Thermoelastic
systems with memory can be viewed as particular models within the theory of
linear thermoviscoelasticity, where both thermal and mechanical memory eects
occur.14;18;22
Accounting for thermal memory eects only, the internal energy of the body
depends on both the actual deformation and the past history of the tempera-
ture, whereas the heat flux law involves only the past history of the temperature
gradient. On the other hand, invariance under time reversal and thermodynamical
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arguments14 allow us to assume the material to have instantaneous response as far
as the stress{strain relation is concerned.
In this framework, the thermal dissipation of the body is weaker than in the
classical thermoelastic approach, based on the Fourier heat flux law. Moreover, the
approach followed here involves perturbation of both the initial data and the past
history. As a consequence, the energy decay is much more dicult to detect.
In particular, we are interested in well-posedness and exponential stability of
an evolution problem arising in the two-dimensional theory of linear hereditary
thermoelasticity. If we consider only small variations of the temperature and its
gradient, we may suppose that the following linear system models temperature
and vertical displacement evolution of a homogeneous, (thermally and elastically)
isotropic Kirchho thin plate subject to thermal deformations and hereditary heat
conduction law in a two-dimensional domain Ω:
@ttu(t) + [u(t) + #(t)] = 0 in Ω
@t#(t) + #(t)−ut(t) +
Z 1
0
[()#(t − )− ()#(t − )]d = 0 in Ω (1.1)
for t 2 R+ = (0;+1), with initial data
u(0) = u0 ;
@tu(0) = v0 ;
#(0) = #0 ;
#(−s) = #0(s) ; s 2 R+
(1.2)
subject to boundary conditions
u(t) = u(t) + (1− )B1u(t) + #(t) = 0 on @Ω ;Z s
0
#(t− y) dy = 0 on @Ω ; s 2 Supp()
(1.3)
for every t 2 R+, with
B1u = 2n1n2@x1x2u− n21@x1x1u− n22@x2x2u ; (1.4)
where x = (x1; x2), n = (n1; n2) is the unit outward normal to @Ω, and 0 <  < 1=2
is the Poisson ratio. The reader is referred to Sec. 5 for the derivation of the model.
Here, for simplicity, we put all the physical constants, except , equal to one. In
addition, the kernels  and  are assumed to be bounded convex functions vanishing
at +1.
To formulate system (1.1) in a history space setting, we follow Giorgi, Marzocchi
and Pata,5 and we introduce a new variable, namely, the summed past history of #
up to time t which is dened by
t(x; s) =
Z s
0
#(x; t − y) dy =
Z t
t−s
#(x; y) dy x 2 Ω; s 2 R+ :
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One can easily check that  satises the rst-order linear evolution equation
@t
t(s) + @s
t(s) = #(t) in Ω R+
for t 2 R+, along with the boundary condition
t(0) = 0 on Ω; 8 t 2 R+ ;
and the initial condition
0 = 0 in Ω R+ ;
where
0(s) =
Z s
0
#0(y) dy in Ω; s  0
is the initial summed past history of #.
For any s 2 R+, we set for simplicity
(s) = −0(s) and (s) = −0(s)
and we assume the following set of hypotheses:
(h1) ;  2 C1(R+) \ L1(R+) ;
(h2) (s); (s)  0 8 s 2 R+ ;
(h3) 0(s); 0(s)  0 8 s 2 R+ :
A formal integration by parts yields5Z 1
0
()#(t− ) d =
Z 1
0
()t() d
and Z 1
0
()#(t − ) d =
Z 1
0
()t() d :
The second relation of (1.3) transforms into (notice that Supp() = Supp())
t(s) = 0 on @Ω Supp()
for every t 2 R+. In view of this choice of variables, we can translate (1.1){(1.3)
into the following initial and boundary value problem.
Problem P. Find the solution (u; v; #; ) to the system
@tu(t) = v(t) in Ω ;
@tv(t) + [u(t) + #(t)] = 0 in Ω ;
@t#(t) + #(t)−v(t) +
Z 1
0
()t() d −
Z 1
0
()t() d = 0 in Ω ;
@t
t(s) + @s
t(s) = #(t) in Ω R+ ;
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for t 2 R+; which satises the initial and boundary conditions
u(t) = u(t) + (1− )B1u(t) + #(t) = 0 on @Ω R+ ;
t(0) = 0 on Ω R+ ;
t(s) = 0 on @Ω Supp() R+ ;
u(0) = u0 in Ω ;
v(0) = v0 in Ω ;
#(0) = #0 in Ω ;
0 = 0 in Ω R+ :
Recently, the asymptotic behavior of systems in linear viscoelasticity and
thermoviscoelasticity was investigated by many authors. In his pioneering work,3
Dafermos considered the thermoelastic problem involving no memory eects,
proving the decay of the associated energy for every initial data, for u; # satisfying
Dirichlet{Dirichlet boundary conditions. Since then, much progress has been
made to obtain the exponential decay rate of the energy for such equations.
In this direction, we quote some works dealing with thermoelasic rods and
plates.1;10;11;15{17;19{21;23;25
The plan of the paper is as follows. In Sec. 2 we consider a problem in an abstract
setting, and we state well-posedness and exponential stability results. Section 3 is
devoted to the proof of the theorems. It is worth mentioning that no assumptions
on the exponential decay of the memory kernels are needed. In Sec. 4 we apply the
abstract results to the plate equation. Finally, in Sec. 5, we present a derivation of
the model.
2. Abstract Setting
Let A be a strictly positive self-adjoint operator on a Hilbert space (V0; h; i; k  k),
of domain D(A) = V2  V0, such that A 2 L(V2; V0) and A−1 2 L(V0; V2). It is
well known that it is possible to dene the powers As of A for s 2 R, and the space
Vs = D(As=2) turns out to be a Hilbert space with the inner product
h; is = hAs=2; As=2i :
We denote by kks the norm on Vs induced by the above inner product (in particular,
k  k0 = k  k). The injection Vs1 ,! Vs2 is dense and continuous whenever s1  s2.
Let h; i be another inner product dened on V2, which induces a norm k  k
which is equivalent to k  k2. Actually, from the inverse mapping theorem, it would
be enough to require that k  k be stronger (or weaker) than k  k2. This yields the
existence of a strictly positive self-adjoint operator B on V0 of domain D(B) = V2,
D(Bs=2) = Vs for s 2 R, with B 2 L(V2; V0) and B−1 2 L(V0; V2), such that
h; i = hB; Bi :
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Furthermore, AB−1 2 L(V0) and (AB−1)−1 = BA−1 2 L(V0). We agree to denote
by V the space V2 endowed with the inner product h; i.
In view of (h1){(h2), let
W = L2(R+; V0) \ L2(R+; V1)
namely, the Hilbert space of V0-valued functions on Supp()[Supp()  R+, which
are V1-valued on Supp(), endowed with the inner product
h’; iW =
Z 1
0
()h’();  ()i d +
Z 1
0
()h’();  ()i1 ds
and norm
k’k2W = h’;’iW :
Finally, we introduce the Hilbert space
H = V  V0  V0 W
endowed with the usual inner product.
Setting z(t) = (u(t); v(t); #(t); t) and z0 = (u0; v0; #0; 0) 2 H, we consider
linear evolution equation in H:8<:
d
dt
z(t) = Lz(t) ;
z(0) = z0 :
(2.1)
The operator L is dened as
L
0BBBB@
u
v
#

1CCCCA =
0BBBBBB@
v
−B(Bu− (AB−1)#)
−#−Av −
Z 1
0
() () d −
Z 1
0
()A() d
#− @s
1CCCCCCA ;
where (AB−1) is the adjoint of AB−1, with domain
D(L) =
8>>>>>>>>>><>>>>>>>>>>:
z 2 H

Bu− (AB−1)# 2 V
v 2 VZ 1
0
() () d +
Z 1
0
()A() d 2 V0
# 2W
@s 2W
(0) = 0
9>>>>>>>>>>=>>>>>>>>>>;
:
It is worthwhile to notice that, if  6 0 (which means that L2(R+; V1) does not
reduce to zero), then # 2 W implies # 2 V1, and Bu − (AB−1)# 2 V implies in
turn u 2 V3.
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Existence, uniqueness and continuous dependence from initial data of the
solutions to problem (2.1) is obtained showing that L is the innitesimal gener-
ator of a C0-semigroup of bounded linear operators (cf. Pazy
24 for the denitions).
Theorem 2.1. Assume that the memory kernels  and  satisfy conditions (h1){
(h3). Then L is the innitesimal generator of a C0-semigroup S(t) = e
tL of
contractions on H; i.e.
kS(t)kB(H)  1 8 t  0 ;
where B(H) is the space of bounded linear operators on H:
We recall that a C0-semigroup is said to be exponentially stable if there exist
two constants M  1 and " > 0 such that
kS(t)kB(H) Me−"t :
Theorem 2.2. Assume that the memory kernels  and  satisfy conditions (h1){
(h3). Then the semigroup S(t) associated to problem (2:1) is exponentially stable:
3. Proof of the Theorems
Proof of Theorem 2.1. We rst show that L is dissipative. Indeed, for every
z 2 D(L) we have
hLz; ziH = −k#k2 − h@s; iW
= −k#k2 − 1
2
Z 1
0
()
d
d
k()k2 d − 1
2
Z 1
0
()
d
d
k()k21 d
= −k#k2 + 1
2
Z 1
0
0()k()k2 d + 1
2
Z 1
0
0()k()k21 d  0 ; (3.1)
thanks to (h3). The boundary term of the above integration by parts equals zero,
since (0) = 0 (see Giorgi, Marzocchi and Pata5 for justication).
Next, we show that the operator I −L is onto, where I is the identity operator
on H. Let z = (u; v; #; ) 2 H, and consider the equation
(I − L)z = z
which, written in components, reads
u− v = u ; (3.2)
v +B(Bu− (AB−1)#) = v ; (3.3)
2#+Av +
Z 1
0
()() d +
Z 1
0
()A() d = # ; (3.4)
 − #+ @s =  : (3.5)
Integration of (3.5) with respect to s bears
(s) = (s;#) = (1− e−s)#+
Z s
0
ey−s(y) dy : (3.6)
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Substituting (3.2) into (3.3), and (3.2) and (3.6) into (3.4), we obtain the following
system:8>>>><>>>>:
u+B(Bu− (AB−1)#) = u + v
c#+ cA#+Au = #
 +Au −
Z 1
0
()
Z 
0
ey−(y) dy d
−
Z 1
0
()
Z 
0
ey−A(y) dy d ;
(3.7)
where
c = 2 +
Z 1
0
()(1 − e−) d and c =
Z 1
0
()(1− e−) d
are non-negative constants in force of (h1){(h2).
Assume now c > 0 (corresponding to  6 0). It is not hard to check that the
right-hand sides of (3.7) belong to V0 and V−1, respectively. Indeed (see Giorgi,
Naso and Pata7 for a similar calculation),∥∥∥∥Z 1
0
()
Z 
0
ey−A(y) dy d
∥∥∥∥
−1

Z 1
0
(y)k(y)k1 dy <1 :
We associate to (3.7) the following bilinear form on V  V1:
b((u; #); (~u; ~#)) = hu; ~ui+ hu; ~ui − h#; ~ui1 + ch#; ~#i+ ch#; ~#i1 + hu; ~#i1 :
Hence, by means of Lax{Milgram theorem (see, e.g., Evans4), the elliptic prob-
lem (3.7) admits a unique (weak) solution (u^; #^) 2 V  V1. Thus the vector
z^ = (u^; v^; #^; ^), with v^ = u^ − u and ^(s) = (s; #^), solves Eqs. (3.2){(3.5). Since
#^ 2 V1, from (3.5) we have that ^ 2W . From (3.2) we also get that v^ 2 V. Hence,
comparing (3.4),
R1
0
()^() d +
R1
0
()A^() d 2 V0, whereas (3.3) entails
Au^ − #^ 2 V. Finally, @s 2 W by comparison in (3.5), and the equality ^(0) = 0
follows from (3.6). Thus we conclude that z^ 2 D(L).
Concerning the case c = 0, it is possible to solve the second equation of (3.7)
with respect to #, and substitute the result in the rst equation, so obtaining
u+B(Bu+ d(AB
−1)Au) = u + v +Bf (3.8)
having set d = 1=c and
f = d (AB
−1)

# +Au −
Z 1
0
()
Z 
0
ey−(y) dy d

2 V0 :
Notice that u + v +Bf 2 V−2. The elliptic equation
u+B(Bu+ d(AB
−1)Au) = g
admits a unique (weak) solution in V2 whenever g 2 V−2. Indeed, the associated
bilinear form on V is given by
b(u; ~u) = hu; ~ui+ hu; ~ui + dhu; ~ui2 :
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We conclude that (3.8) has a solution u^ 2 V. Again, the vector z^ = (u^; v^; #^; ^),
with #^ = −dAu^ + (B−1A)f , v^ = u^ − u and ^(s) = (s; #^), solves Eqs. (3.2){
(3.5). Moreover, comparing (3.5), we get at once that ^ 2 W (since in this case
W = L2(R+; V0)). Proceeding as in the previous case we complete the other checks.
Since L is dissipative and Range(!I−L) = H for some ! > 0, from the classical
Lumer{Phillips theorem,24 L is the innitesimal generator of a C0-semigroup of
contractions S(t). 
Proof of Theorem 2.2. In the sequel, we will consider the complexications of the
Hilbert spaces used so far, and the complexication of the operator L (see Giorgi,
Naso and Pata7 for more details). To avoid a cumbersome notation, we will keep
the same symbol for both L and the Hilbert spaces.
We show that the operator i−L is uniformly bounded below as  2 Rn [−; ]
for some  > 0. This property, in force of a slight generalization of Lemma 2.6 in
Giorgi, Naso and Pata7 (see also Curtain and Zwart,2 Theorem 5.1.5), assures the
exponential decay of the semigroup S(t).
We proceed by contradiction, and assume that the assertion is false. Then there
exist sequences n 2 R and zn = (un; vn; #n; n) 2 D(L) with
kznk2H = kunk2 + kvnk2 + k#nk2 + knk2W = 1 8 n 2 N (3.9)
and
jnj   8 n 2 N for some  > 0 (3.10)
such that
lim
n!1 k(in − L)znkH = 0
which is equivalent to
inun − vn −−!n!1 0 in V ; (3.11)
invn +B(Bun − (AB−1)#n) −−!n!1 0 in V0 ; (3.12)
in#n + #n +Avn +
Z 1
0
() n() d
+
Z 1
0
()An() d−−!n!1 0 in V0 ; (3.13)
inn − #n + @sn−−!n!1 0 in W : (3.14)
Repeating the calculations leading to (3.1),
k#nk2 + h@sn; niW
= k#nk2 − 1
2
Z 1
0
0()kn()k2 d − 1
2
Z 1
0
0()kn()k21 d
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= −<hLzn; zniH
= <h(in − L)zn; zniH−−!n!1 0 :
Therefore
k#nk2−−!n!1 0 (3.15)
and
h@sn; niW −−!n!1 0 : (3.16)
Recall that, from the equivalence of the norms, there exists C  1 such that
1
C
kwk  kwk2  C kwk ; 8 w 2 V :
Thus from (3.10) and (3.11) we get
1
n
kvnk2  C
n
kvnk  K
for some K > 0 independent of n 2 N. The inner product in V0 of (3.13) and #n=n
entails
ik#nk2 + 1
n
k#nk2 + 1
n
hAvn; #ni+ 1
n
hn; #niW −−!n!1 0 : (3.17)
Since
1
n
hAvn; #ni  1
n
kvnk2k#nk  Kk#nk−−!n!1 0 ;
using (3.15) we conclude from (3.17) that
1
n
hn; #niW −−!n!1 0 : (3.18)
Thus, taking the inner product in W of (3.14) and n=n we are led to
iknk2W −
1
n
h#n; niW + 1
n
h@sn; niW −−!n!1 0
and from (3.10), (3.16) and (3.18) we nd the relation
knk2W −−!n!1 0 : (3.19)
The inner products in V0 of (3.11) and vn, and of (3.12) and un, appealing to (3.15),
give the two convergences
inhun; vni − kvnk2−−!n!1 0
and
inhvn; uni+ kunk2−−!n!1 0 :
Adding the rst relation to the complex conjugate of the second one, we get
kunk2 − kvnk2−−!n!1 0 :
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On the other hand, from (3.9), (3.15) and (3.19),
kunk2 + kvnk2−−!n!1 1
and we end up with
kunk2−−!n!1
1
2
and kvnk2−−!n!1
1
2
: (3.20)
We complete the proof nding a contradiction with (3.20). The inner product
in V0 of (3.12) and A
−1#n, yields
inhvn; A−1#ni+ hBun; BA−1#ni − k#nk2−−!n!1 0 :
But
jhBun; BA−1#nij  kunkkA−1#nk  C kunkk#nk :
Thus the last two terms of the above relation go to zero, due to (3.15), and we get
that
inhvn; A−1#ni−−!n!1 0 :
Finally, taking the inner product in V0 of (3.13) and A
−1vn, we obtain
inh#n; A−1vni+ h#n; A−1vni+ kvnk2 + hn; A−1vniW −−!n!1 0
and in force of (3.15) and (3.16), we get
kvnk2−−!n!1 0
which is a contradiction. 
4. Application to the Plate Equation
Set V0 = L
2(Ω), V1 = H
1
0 (Ω) and V2 = H
2(Ω) \ H10 (Ω), and let A = −, the
Laplace operator with Dirichlet boundary condition. On V2 introduce the inner
product
hu;wi =
Z
Ω
[@x1x1u@x1x1w + @x2x2u@x2x2w + (@x1x1u@x2x2w + @x2x2u@x1x1w)
+ 2(1− )@x1x2u@x1x2w] dx1 dx2
which denes the strictly positive self-adjoint operator B. We recall that for every
u, #, w smooth enough, such that w = 0 on @Ω, the following Green’s formula holds
(see Lagnese12):Z
Ω
(2u)wdΩ = hu;wi −
Z
@Ω
[u+ (1− )B1u]@nw d(@Ω) (4.1)
with B1 as in (1.4), andZ
Ω
(#)w dΩ =
Z
Ω
(w)#dΩ −
Z
@Ω
#@nw d(@Ω) : (4.2)
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Hence, exploiting the boundary conditions (1.3), we can give the following:
Denition 4.1. A quadruplet z = (u; v; #; ) 2 C([0;+1);H) is said to be a
variational solution to problem P if
h@tu; ~ui − hv; ~ui = 0 ;
h@tv; ~vi+ hu; ~vi − h#;A~vi = 0 ;
h@t#; ~#i+ h#; ~#i+ h#;A~#i+ h; ~#iW = 0 ;
h@t + @s; ~iW − h#; ~iW = 0 ;
for every ~u 2 V0, ~v 2 V2, ~# 2 V2, ~ 2 W \ L2(R+; V2), and almost every t 2 R+
(with abuse of notation the brackets are also used to denote duality products); and
u(0) = u0 2 V2 a:e: in Ω ;
v(0) = v0 2 V0 a:e: in Ω ;
#(0) = #0 2 V0 a:e: in Ω ;
0 = 0 2W a:e: in Ω R+ :
A quick look at (4.1) and (4.2) shows that in fact
hAu− #;Awi = hBu− (AB−1)#;Bwi ; 8w 2 V2 : (4.3)
Thus, in force of (4.3), the variational solutions to problem P are given by the
semigroup solutions of (2.1), to which, in the hypotheses (h1){(h3), Theorems 2.1
and 2.2 apply.
5. The Model Equation
We consider a thin plate of uniform thickness d 1. When the plate is in equilib-
rium, we assume it occupies a xed bounded domain D  R3 placed in a reference
frame x = (x1; x2; x3), which has a middle surface midway between its faces in a
region Ω  R2 of the plane x3 = 0.
In order to describe the thermomechanical behavior of the plate, we rst
formulate proper constitutive equations in the framework of the Gurtin{Pipkin’s
linear theory on heat conduction with memory.9 Then, by means of the Kirchho
strain-displacement relations, we deduce model equations for the plate, as per-
formed in the works of Lagnese.12;13 Both approaches rely on the basic assumption
that variations of the absolute temperature  are small compared to some uniform
reference temperature 0, namely−00
 1 :
The resulting system models temperature and vertical displacement evolution of
a homogeneous, (thermally and elastically) isotropic Kirchho plate subject to
thermal deformations and hereditary heat conduction law.
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According to Lagnese,13 we assume that the plate is composed by an isotropic
(mechanically and thermally) linear thermoelastic material. As a consequence, the
stress{strain law is given by
S(x; t) = L[E(x; t) −E(x; t)] ; (5.1)
where the elastic strain E and the thermal strain E are second-order tensors, as
well as the stress S. The isotropic fourth order tensor
L = l I⊗ I + 2m I (5.2)
involves two constants l and m given by
l =
E 
(1− 2)(1 + ) ; m =
E
2(1 + )
;
where E > 0 is the Young elastic modulus, and 0 <  < 1=2 is the Poisson ratio.
In small displacement theory, E is given by
E(x; t) =
1
2
(rU(x; t) + (rU)T(x; t)) (5.3)
where U is the displacement vector, and
E(x; t) = γ (x; t) I ;
where  =  − 0 denotes the temperature variation, and γ > 0 is the coecient
of thermal expansion. Substitution of the above relation in (5.1) entails
S(x; t) = LE(x; t)− γE
1− 2 (x; t) I :
As we shall see later, this choice is perfectly compatible with the presence of thermal
hereditary terms into the heat flux and internal energy.
On the other hand, following Gurtin and Pipkin,9 the linearized constitutive
equation of the heat flux vector q for a thermally isotropic conductor with memory
is given by
q(x; t) = −
Z 1
0
k()r(x; t − ) d ; (5.4)
where k : R+ ! R is the heat flux memory kernel . Unfortunately, here we are not
allowed to use the corresponding linearized expression of the internal energy and
its balance equation. Indeed, the theory of Gurtin and Pipkin only applies to rigid
heat conductor, so that we must resort to some generalization if small deformations
are taken into account. Therefore we take advantage of the thermodynamically
consistent theory of linear thermoviscoelasticity proposed by Lazzari and Vuk.14
There, the usual energy balance equation is replaced by
0h(x; t) = −r  q(x; t) + 0r(x; t) ; (5.5)
where h is the thermal power, which denotes the rate of heat absorption per unit
of volume, 0 > 0 is the density of the medium, and r is the external heat supply
per unit of mass.
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As pointed out by Gurtin,8 in order to comply the property of invariance
under time-reversal the thermal power-strain kernel, accounting for hereditary
contributions to mechanical dissipation, must be equal to the stress-temperature
kernel, which is involved in a memory-based stress response. Here, because of the
instantaneous constitutive relation (5.1), the time-reversal property is automati-
cally fullled assuming for h the following linearized constitutive equation:
h(x; t) =
0
0
B: @tE(x; t) + c@t(x; t) +
Z 1
0
a()@t(x; t − ) d ; (5.6)
where B is a symmetric second-order tensor, c > 0 is the specic heat of the body,
and a : R+ ! R is the thermal memory kernel. Regarding the kernels k and a, we
assume that they are smooth enough and summable on R+. Also, we require that
k0; a00 are both non-positive, a(0) > 0, and k; a0 vanish at innity.
The particular form of S and h leads to the lack of memory in the coupling terms
of the thermoelastic system (see Giorgi and Naso6 for a more detailed justica-
tion of this choice). According to Lazzari and Vuk,14 thermodynamic compatibility
between (5.1) and (5.6) is fullled provided that
B =
γE
1− 2 I ; (5.7)
where γ 6= 0 is a coupling constant between thermal and mechanical evolution.
Without loss of generality γ can be taken strictly positive. It is worth observing
that if γ = 0, the thermal power h reduces to the time derivative of the Gurtin{
Pipkin’s internal energy for rigid conductors, and the heat equation (5.5) uncouples
from the motion equation.
Henceforth, we denote by ui(x1; x2), i = 1; 2; 3, the components of the dis-
placement vector of the points of the middle surface Ω of the plate which have
coordinates (x1; x2; 0) at equilibrium. If d is the uniform thickness of the plate, let
Ω− = Ωf−d=2g and Ω+ = Ωfd=2g denote its faces, and Γ = @Ω (−d=2; d=2)
its edge, where @Ω is the boundary of Ω.
As customary in thin plate theory, we assume that the transverse normal stress
is negligible compared to other stresses, namely S33 = 0. This allows E33 to be
expressed as a function of E11 and E22. In addition, integration with respect to
x3 is carried out, the stretching components u1, u2 uncouple from the bending
component u = u3 of the plate displacement, so that both the strain energy and
the kinetic energy split into two parts, accordingly.
Finally, neglecting transverse shear eects, we suppose that u = (u1; u2; u) is
related to U by the approximate relations
U1 = u1 − x3@x1u ; U2 = u2 − x3@x2u ; U3 = u :
By virtue of (5.3), this assumption leads to the strain-displacement relations of the
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Kirchho model, namely8>>>>><>>>>>:
E11 = @x1u1 − x3@x1x1u ;
E22 = @x2u2 − x3@x2x2u ;
E12 =
1
2
[@x2u1 + @x1u2 − 2x3@x1x2u] ;
E13 = E23 = E33 = 0 :
(5.8)
In addition, consistency with the absence of transverse shear requires that the plate
be subject to an external distribution of loads per unit of mass b = (b1; b2; b3) with
b1 and b2 independent of x3.
Introducing the modulus of flexural rigidity
D =
Ed3
120(1− 2)
and the thermal resultant distribution
#(x1; x2; t) =
12
d3
Z d=2
−d=2
x3(x1; x2; x3; t) dx3 (5.9)
the motion equation for the bending component of the plate can be obtained exactly
as in Lagnese13 (see Chap. I, Sec. 6), and reads
d@ttu− d
3
12
@ttu+D

u+ γ
1 + 
2
#

= f ; (5.10)
where the dependence on (x1; x2; t) 2 Ω  R+ is understood and not written, 
denotes the two-dimensional Laplacian, and
f(x1; x2; t) =
Z d=2
−d=2
b3(x1; x2; x3; t) dx3 :
Equation (5.10) involves the unknown eld # whose dynamics will be introduced
on the basis of the energy balance equation. To this end, we rst substitute (5.4),
(5.6) and (5.7) into (5.5), to get
@t(x; t) + 0I: @tE(x; t) +
Z 1
0
(s)@t(x; t− ) d
−
Z 1
0
()3(x; t− ) d = 1
c
r(x; t) ; (5.11)
where 3 denotes the three-dimensional Laplacian, and
0 =
0γE
0c(1− 2) ; (s) =
k(s)
0c
; (s) =
a(s)
c
:
Then we insert relations (5.8) of the Kirchho model into (5.11); we multiply the
result by 12x3=d
3 and integrate in x3 from −d=2 to d=2. Recalling (5.9), and setting
g(x1; x2; t) =
12
d3c
Z d=2
−d=2
x3r(x1; x2; x3; t) dx3
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and
p(x1; x2; t) =
12
d3
Z d=2
−d=2
x3
Z 1
0
()@x3x3(x1; x2; x3; t− ) d

dx3
we end up with
@t#(t)− 0@tu(t) +
Z 1
0
()@t#(t− ) d
−
Z 1
0
()#(t − ) d = g(t) + p(t) ; (5.12)
where the dependence on (x1; x2) is understood. Now, integration by parts with
respect to x3 yields
p(t) =
12
d3
Z 1
0
()(x3@x3(t− )− (t− ))
x3=d=2
x3=−d=2
d
=
6
d2
(q  njΩ+ − q  njΩ−)− 12
d3
Z 1
0
()(t − )
x3=d=2
x3=−d=2
d ;
where njΩ− and njΩ+ denote the unit outward normals to the lower and upper faces
of the plate, respectively. Concerning the rst term of the right-hand side of the
above relation, a quite natural boundary condition for the plate is that the heat
flux vanishes across its faces, namely
q  njΩ+ = q  njΩ− = 0 : (5.13)
In order to evaluate the second term, for every x3 2 (−d=2; d=2) and (x1; x2) 2 Ω
we make the following assumption (which is justied because of the thinness of the
plate):
(x1; x2; x3; t) = #0(x1; x2; t) + #1(x1; x2; t)x3 + #2(x1; x2; t)x
2
3 + o(d
3) :
In force of (5.9) it follows that
#1 = #+ o(d) and jx3=−d=2x3=−d=2 = d#+ o(d3) : (5.14)
Hence, (5.13) and (5.14) lead to the approximate equality
p(t) = −12
d2
Z 1
0
()#(t − ) d :
A similar result can be obtained assuming a uniform environmental temperature
and applying Newton’s law of cooling instead of adiabatic boundary condition on
the lower and upper faces (see, for instance, Lagnese,13 p. 30). As a consequence,
(5.12) becomes
@t#(t)− 0@tu(t) +
Z 1
0
()@t#(t− ) d −
Z 1
0
()#(t − ) d
+
12
d2
Z 1
0
()#(t− ) d = g(t) : (5.15)
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According to the assumed regularity of kernel , we observe thatZ 1
0
()@t#(t− ) d = (0)#(t) +
Z 1
0
0()#(t − ) d
and substitution into (5.15) bears
@t#(t) + 0#(t)− 0@tu(t)
+
Z 1
0
[()#(t − ) − ()#(t− )] d = g(t) ; (5.16)
where
(s) = 0(s) +
12
d2
(s) and 0 = (0) > 0 :
Finally, we turn our attention to the boundary conditions. If the plate is simply
supported along its edge Γ, then the corresponding boundary conditions on u and
# along @Ω are as follows (see Lagnese,13 Eq. (2.20))
u(t) = u(t) + (1− )B1u(t) + γ 1 + 
2
#(t) = 0 (5.17)
with B1 as in (1.4).
In order to derive a boundary condition relative to the thermal environment, we
assume the plate to reside in a medium of uniform temperature (measured from the
reference temperature). Accounting for hereditary conductors, and assuming that
the environmental temperature equals the reference one, Newton’s law of cooling
can be generalized as follows:
k(y)@n(t− y) = −0(t− y) on Γ
for almost every y 2 Supp(k), where 0  0 is the conductivity constant of the
edge of the plate, and @n denotes the derivative along the outward unit normal n
introduced in (1.4). Clearly, Supp(k) = Supp(). Multiplying this relation times
12x3=(0d
3c), and integrating with respect to x3 over [−d=2; d=2], we get, in view
of (5.9),
(y)@n#(t− y) = − 0
0c
#(t− y) on @Ω ; a:e: y 2 Supp() :
Observing that if s 2 Supp() then [0; s]  Supp(), we can integrate over [0; s] to
obtain
−0c
0
Z s
0
(y)@n#(t− y) dy =
Z s
0
#(t− y) dy on @Ω ; s 2 Supp() :
Finally, letting 0 ! 1, i.e. assuming that the edge has innite thermal conduc-
tivity, we conclude thatZ s
0
#(t− y) dy = 0 on @Ω ; s 2 Supp() : (5.18)
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Collecting Eqs. (5.10) (neglecting rotatory inertia, namely, taking the term
d3@ttu=12 equal to zero) and (5.16){(5.18), we are led to the following bound-
ary value problem, which resumes the thermomechanical evolution of the plate:
d@ttu(t) +D

u(t) + γ
1 + 
2
#(t)

= f(t) in Ω ;
@t#(t) + 0#(t)− 0@tu(t)
+
Z 1
0
[()#(t − )− ()#(t − )] d = g(t) in Ω ;
u(t) = u(t) + (1− )B1u(t) + γ 1 + 
2
#(t) = 0 on @Ω ;Z s
0
#(t− y) dy = 0 on @Ω ; s 2 Supp() :
Clearly, if no external forces and heat supplies are applied to the plate, the functions
f and g vanish.
Remark 5.1. When smooth kernels  and  are involved, the resulting system
describes heat propagation with a thermal damping weaker than in the classical
approach based on the Fourier law. However, some additional thermal dissipation
is supported by the hereditary term into the constitutive Eq. (5.5) for the thermal
power h. This term, and especially (0), plays a crucial role in our main stability
result. From a physical point of view, it compensates the absence of heat outflow
due to the adiabatic boundary condition on the lower and upper faces. This is why
we conjecture that exponential stability of the plate fails to hold when the memory
term is neglected in the expression of h.
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