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Abstract
A description is obtained for the factor graphs, or Rauzy graphs, of uniform marked circular
DOL words. ? 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
The family {R(n)} of factor graphs or Rauzy graphs can be associated with any
in0nite word on a 0nite alphabet. The Rauzy graphs were introduced in [10] and are
used for investigation of in0nite words.
We obtain a description of Rauzy graphs for a wide family of sequences which
contains some well-known examples, including the Thue–Morse word. It is shown that
to 0nd the structure of Rauzy graphs for arbitrarily long lengths, it is su8cient to
0nd a 0xed 0nite number of Rauzy graphs for lengths bounded by a constant. This
continues the research started in [4–5], where similar results were obtained for the
subword complexity of words of this family and the frequency of factors in them.
2. Preliminaries
A 0nite word u is called a factor (or subword) of a 0nite or in0nite word v on an
alphabet  if v= s1us2 for some words s1 and s2.
Let w be an in0nite word on . We denote the set of all its factors by F and the set
of its factors of length n by F(n). Below we consider the case when F is prolongable;
i.e., for every word v ∈ F there exist such symbols a; b ∈  that avb ∈ F .
 Translated from Discrete Anal. Oper. Res., Ser. 1, Novosibirsk, 6(4) (1999) 92–103.
E-mail address: frid@math.nsc.ru (A.E. Frid).
0166-218X/01/$ - see front matter ? 2001 Elsevier Science B.V. All rights reserved.
PII: S0166 -218X(00)00365 -6
122 A.E. Frid /Discrete Applied Mathematics 114 (2001) 121–130
The right speciality degree r(u) of a word u ∈ F is the number of letters in 
whereby u can be prolonged to the right to a factor of w. The notion of the left
speciality degree l(u) is de0ned similarly.
The pair (l(u); r(u)) will be called the type of a word u ∈ F .
A word u is called right special if r(u) = 1 and left special if l(u) = 1. A word
which is neither left nor right special will be called ordinary. Finally, a word which
is both left and right special is called bispecial.
The subword complexity f(n) of a word w is the number of its factors of length n:
f(n) = |F(n)|. We use also the auxiliary 0rst diDerence function s(n) of the subword
complexity: s(n) = f(n+ 1)− f(n).
The pair of the indegree and outdegree of a vertex in a directed graph will be called
the type of this vertex. The vertex will be called ordinary if its type is equal to (1; 1);
otherwise it will be called special.
We shall say that a walk in a digraph G is straight if its 0rst and last vertices are
special whereas all the other vertices are ordinary. We call the diagram of a graph
G the graph whose vertices are special vertices of G, and whose edges correspond to
all the straight walks in G. Two graphs G1 and G2 are called homeomorphic if their
diagrams are isomorphic; we shall denote this fact by G1  G2.
3. DOL words
A morphism on an alphabet  = {a1; : : : ; aq} is a mapping ’ :∗ → ∗ such that
’(xy) = ’(x)’(y) for all x; y ∈ ∗. Clearly, a morphism is uniquely de0ned by the
images of letters, called blocks.
Let the block ’(a) start with a for some a ∈ . In this case, ’ is said to admit a
3xed point w=w(’; a), that is, a (usually in0nite) word starting with a and satisfying
w = ’(w). The 0xed point w can also be obtained as a limit
w = lim
i→∞
’i(a):
Another term for a 0xed point of a morphism is a DOL word or DOL sequence.
DOL words comprise a well known and in many ways useful family of in0nite
words. The experience suggests that this family is good for 0nding examples of in0nite
words with given properties; e.g., words avoiding patterns. Among these examples,
uniform marked circular DOL words are rather often.
A morphism ’ is called uniform if all its blocks have the same length, i.e., |’(ai)|=m
for all i ∈ {1; : : : ; q}; a 0xed point of a uniform morphism is called a uniform DOL
word. A morphism is called marked if all its blocks start with distinct symbols and
end with distinct symbols:
’(ai) = a(i)sia(i)
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Fig. 1. A synchronization point.
for all i ∈ {1; : : : ; q}; here  and  are permutations on q elements and si are arbitrary
words on . A 0xed point of a marked morphism is called a marked DOL word.
Let us consider a factor u ∈ F . The pair (u1; u2) is called a synchronization point
of u on w if u= u1u2 and a demarcation between blocks takes place between u1 and
u2 in every occurrence of u to w (see Fig. 1).
A word u ∈ F is called circular if it has at least one synchronization point. Note
that if ’ is uniform or marked, then circularity of u implies that all the demarcations
between blocks in u are uniquely determined and do not depend on the occurrence of
u.
A DOL word is said to be circular with synchronization delay equal to L if any
factor of w of length at least L is circular. The de0nition of circularity is adopted from
[8,1].
In this paper, we study the Rauzy graphs for uniform marked circular DOL words.
A classical example of such a DOL word is the Thue–Morse word which is cube-free
and is a 0xed point of ’TM :
’TM (a) = ab;
’TM (b) = ba:
Other well-known representatives of this class are the Dejean word [3] and the KerIanen
word [7].
Proposition 1. The language of factors of a marked DOL word is prolongable.
Proof. Without loss of generality, we assume that all the symbols of the alphabet occur
in the DOL word. It is well known that the language of factors of a DOL word is
prolongable if and only if the 0rst symbol of the word occurs in it somewhere else
(see [9, Theorem Vol. 2]). Let the word start with a symbol a1; then a1 occurs in it
again as the last symbol of a block ’(a−1(1)).
4. The denition of Rauzy graphs
The order n Rauzy graph of a word w is a digraph R(n) = (F(n); E(n)), where the
set of vertices coincides with the set of factors of length n of w, and the set of edges
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E(n) corresponds to the set of its factors of length n+ 1:
E(n) = {(au; ub)|au; ub ∈ F(n); a; b ∈ ; aub ∈ F(n+ 1)}:
Note that R(n) is a subgraph of the de Bruijn graph of order n.
The type of a vertex of a Rauzy graph coincides with the type of the corresponding
factor of w; a special vertex corresponds to a special word, and an ordinary vertex
corresponds to an ordinary one.
It is easily seen that walks of length l in R(n) can be identi0ed with words of length
l+ n on the alphabet : a walk passing via vertices v1 : : : vn; v2 : : : vn+1; : : : ; vl+1 : : : vl+n,
where vi ∈ , corresponds to the word v1v2 : : : vl+n−1vl+n. In what follows, we shall
denote walks in Rauzy graphs (and in particular edges interpreted as walks of length
1) in precisely this manner. Note that if all the vertices of the walk except perhaps the
0rst and the last ones are ordinary, then the obtained word is always a factor of w. In
particular, the edges of R(n) correspond exactly to the factors of w of length n + 1,
i.e., to the vertices of R(n+ 1).
5. From R(n) to R(n + 1)
As mentioned at the end of the previous section, the vertices of R(n+1) are uniquely
determined by R(n). Moreover, if we have R(n), we can say much about the edges of
R(n+ 1).
Indeed, let us consider a vertex l0vr0 of R(n) and its incident edges, both incoming
from vertices lil0v, where i = 1; : : : ; l(l0vr0), and outgoing to vertices vr0rj, where
j = 1; : : : ; r(lovr0); here li and rj are symbols, and v is a word of length n − 2. The
incoming edges correspond to vertices of the form lil0vr0, and the outgoing edges
correspond to vertices of the form l0vr0rj in R(n + 1). Some of these vertices of
R(n+ 1) are connected by edges corresponding to factors of the form lil0vr0rj in w.
Note that if the word l0vr0 is not bispecial in w, and the language of factors of w
is prolongable, then the choice of these edges of R(n+1) is unambiguous: all possible
edges are realized.
Indeed, suppose that l(l0vr0) = 1, i.e., l0vr0 is not left special and can be prolonged
to the left by only one symbol l1. Then, since F is prolongable, the word l1l0vr0
can be prolonged to the right by the same symbols as l0vr0; it is adjacent to all the
vertices l0vr0rj of R(n+1). Similarly, if r(l0vr0)= 1, then the edges from all possible
words lil0vr0 income to l0vr0r1. Note that in both cases, a word of length n with a
given (respectively, right or left) speciality degree transforms to a word of length n+1
having the same speciality degree.
However, if the word l0vr0 is bispecial, we can say little about the appropriate
edges of R(n+1). Some additional information is needed on which words of the form
lil0vr0rj are factors of w. For example, Fig. 2 demonstrates three diDerent possibilities
which can be realized for a word of type (2; 2).
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Fig. 2.
6. Homeomorphism of Rauzy graphs
Let us consider an in0nite word whose subword complexity has a bounded function
of 0rst diDerences: there exists a k such that for all n
s(n) = f(n+ 1)− f(n)6k:
Clearly, the subword complexity of this word itself grows at most linearly: f(n)6kn.
Cassaigne [2] proved that the inverse is also true: if the subword complexity grows
linearly, then its 0rst diDerences are bounded by a constant. This result implies in
particular the following.
Proposition 2. The subword complexity of a sequence grows linearly if and only if
the Rauzy graphs of this sequence can be divided into a 3nite number of groups such
that all graphs in each group are homeomorphic.
Proof. If the subword complexity grows linearly, then its 0rst diDerences are bounded.
Note that the number of right special words of length n cannot be greater than the 0rst
diDerence s(n): indeed, a word of length n which is not right special is a pre0x of
exactly one factor of length n+ 1 of our sequence, whereas a right special word is a
pre0x of two or more such factors. Similarly, the 0rst diDerence cannot be less than the
number of left special factors of our sequence. So, if the 0rst diDerences are bounded,
then the number of right or left special words of any 0xed length is also bounded by
a constant. Consequently, the number of special vertices in the Rauzy graphs (i.e., the
number of vertices in their diagrams) is bounded, and the number of such diagrams is
0nite. Since each diagram corresponds to a class of homeomorphic graphs, the linear
growth of the subword complexity implies that the number of such classes is 0nite.
Conversely, suppose that the number of homeomorphic classes of Rauzy graphs is
in0nite. Then the number of vertices in the diagrams of Rauzy graphs (i.e., of spe-
cial vertices of the graphs themselves) increases beyond all bounds. Thus, the 0rst
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diDerences also increase inrestictedly, and it follows from [2] that the subword com-
plexity grows faster than linearly.
In [4], a formula was found for the subword complexity of a uniform marked circular
DOL word. In particular, this formula implies the linear order of growth of the subword
complexity. Thus, the Rauzy graphs of such words are divided into a 0nite number
of homeomorphic classes. In the next section, we shall give an explicit description of
these classes.
7. The main result
From now on we consider a 0xed point w of a marked morphism ’ uniform with
the block length equal to m. We assume that w is circular with the synchronization
delay equal to L and use the permutations  and  from the de0nition of a marked
morphism.
Let K be the least integer satisfying m(K − 1) + 1¿L.
Proposition 3. For each n¿K there exists a unique triplet of decomposition pa-
rameters (p(n); k(n); "(n)); where p(n) is a nonnegative integer; k(n) ∈ {K; : : : ;
m(K − 1)}; "(n) ∈ {1; : : : ; mp(n)}; and
n= mp(n)(k(n)− 1) + "(n):
Proof. We use the induction on n. Clearly, the triplet (0; K; 1) corresponds to n= K .
Let (p; k; ") be the decomposition parameters of n¿K . We have the following three
cases for the decomposition parameters of n+ 1:
• if " = mp then they are equal to (p; k; "+ 1);
• if "= mp; but k = m(K − 1), then they are equal to (p; k + 1; 1),
• and if "= mp and k = m(K − 1), then they are equal to (p+ 1; K; 1).
It is easily seen that in any of these three cases, the decomposition parameters of
n+ 1 are well de0ned and unique.
Note that k(n) takes only a 0nite number of values (from K to m(K−1)) as n tends
to in0nity. This fact implies the formulas for the subword complexity and frequency
of factors of w obtained in [5,6], respectively: 0rst, we must compute the required
functions for all possible values of k(n), and then, we use these values as coe8cients
in the general formulas. The following theorem gives a similar result for the Rauzy
graphs of w:
Theorem 1. For all n¿K;
(1) if "(n) = mp(n); then R(n)  R(k(n));
(2) if "(n) = mp(n); then R(n)  R(mk(n)− 1).
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So, to 0nd all the Rauzy graphs of w up to a homomorphism, it is su8cient to 0nd
the graphs for several initial lengths of factors.
8. The proof of Theorem 1
The proof of Theorem 1 is divided into several statements.
Proposition 4. Let v be a word of length at least K . Then l(v) = l(’(v)) and r(v) =
r(’(v)).
Proof. Let v can be extended to the right to a factor of w by symbols ai1 ; : : : ; ail , and
extended to the left by symbols aj1 ; : : : ; ajr . Then the word ’(v) can be prolonged to
the right by a(i1); : : : ; a(il), and prolonged to the left by a( j1); : : : ; a( jr). Due to the
circularity, ’(v) has a unique decomposition to blocks, so there are no other letters by
which it can be prolonged to the right or to the left. That is why l(v) = l(’(v)) = l
and r(v) = r(’(v)) = r.
Proposition 5. Each circular bispecial word u ∈ F is an image of another bispecial
word v; i.e.; u= ’(v).
Proof. It follows from the de0nitions of circularity and of a marked morphism that in
a circular word all demarcations between blocks are uniquely determined. Moreover, if
a word starts with an incomplete block, then this block can be uniquely reconstructed
to a complete one. So, only a word starting with a complete block can be left special.
Similarly, only a word ending with a complete block can be right special. Hence,
each bispecial word begins and ends with complete blocks, i.e., it is an image of
another word. Due to the previous proposition, the inverse image of a bispecial word
is bispecial.
Proposition 6. A factor of w of length n¿K can be bispecial only if "(n) = mp(n).
Proof. The proof is carried out by the induction on p(n). If p(n) = 0, then "(n)
is always 1 = 2◦, and the statement is obvious. Let p(n)¿ 0. Then each word u
of length n is circular. If u is bispecial, then the previous proposition implies that
n = |u| = |’(v)| = m|v|, where v is a bispecial word. Note that p(|v|) = p(n) − 1,
and k(|v|) = k(n). So, due to the induction hypothesis, we have |v|=mp(n)−1k(n) and
n= m|v|= mp(n)k(n).
Proposition 7. For all n¿K; R(n)  R(mn).
Proof. It follows from the arguments used in the proof of Proposition 5 that each left
or right special word of length mn is an image of a word of length n. So due to
Proposition 4, ’ induces an isomorphism between the sets of special vertices of R(n)
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and of R(mn). Moreover, let u be a straight walk joining special vertices s1 and s2 of
R(n) (recall that from Section 3 on we denote walks in Rauzy graphs by words). Then
the vertices ’(s1) and ’(s2) are joined by the walk ’(u) in R(mn). It is easily seen
that this walk is also straight.
Note that there are no other straight walks in R(mn). Indeed, the number of straight
walks outgoing from a special vertex is equal to its outdegree, i.e., to the right speciality
degree of the corresponding word. Thus, due to Proposition 4, the number of straight
walks equal to the sum of outdegrees of all special vertices is the same in R(n) and
in R(mn) and ’ is an isomorphism of the sets of straight walks.
We have proved that ’ gives an isomorphism of diagrams of R(n) and R(mn); thus,
it gives also a homeomorphism of these graphs themselves.
Proposition 8. Let n¿K; "(n) = mp(n). Then R(n)  R(mp(n)k(n)− 1).
Proof. Since bispecial words of length n do not exist (see Proposition 6), and since
the language F is prolongable, the graph R(n+1) can be uniquely built from R(n) as it
is described in Section 4. In so doing, each left or right special word of length n gives
a unique left or right special word of length n+ 1 (by adding a letter respectively to
the right or to the left). If "(n) = mp(n)−1, then bispecial words of length n+1 do not
exist too, and we obtain a one-to-one correspondence between special words of lengths
n and n+ 1. It can be easily checked that there exists also a correspondence between
the straight walks in R(n) and R(n+1), i.e., that R(n) and R(n+1) are homeomorphic
if "(n) = mp(n)−1. Consequently, all the Rauzy graphs of lengths from mp(n)(k(n)−1)
to mp(n)k(n)−1 are homeomorphic to each other and in particular to R(mp(n)k(n)−1).
Proof of Theorem 1. To prove the 0rst assertion of the theorem, it is su8cient to use
Proposition 7 several times: if "(n) = mp(n), i.e., if n= mp(n)k(n), then
R(n) = R(mp(n)k(n))  R(mp(n)−1k(n))  · · ·  R(mk(n))  R(k(n)):
To prove the second assertion, we use Propositions 8 and 7:
R(mp(n)k(n)− 1)  R(mp(n)k(n)− m)  R(mp(n)−1k(n)− 1);
and thus,
R(mp(n)k(n)− 1)  R(mp(n)−1k(n)− 1)  · · ·  R(mk(n)− 1):
Using Proposition 8 once more, we obtain
R(n)  R(mp(n)k(n)− 1)  R(mk(n)− 1):
9. Rauzy graphs of the Thue–Morse sequence
In this section, we give an example of application of Theorem 1, namely a description
of Rauzy graphs of the Thue–Morse sequence (for the de0nition, see Section 2). This
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Fig. 3.
Fig. 4.
sequence is uniform with the block length m=2 and marked; it is well known also that it
is circular with the synchronization delay L=4. Obviously, K=3, so for each n we have
k(n) equal to 3 or 4. Thus, the homeomorphic classes of Rauzy graphs are given by
R(3); R(4); R(5), and R(7). These four graphs are easy to build by hand (see Fig. 3).
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Passing from the graphs of Fig. 3 to their diagrams, we obtain a description of Rauzy
graphs shown in Fig. 4.
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