Systems with counterclockwise input-output dynamics (or negative imaginary transfer functions) arise in various applications such as the modeling of flexible mechanical structures or electrical circuits when certain kinds of measurements are taken. In this paper we introduce descriptor systems with such an additional structure. We state various of their properties and prove algebraic characterizations of negative imaginariness in terms of spectral conditions of certain structured matrix pencils. For this purpose we also analyze particular boundary cases which are characterized by properties of a structured Kronecker canonical form. Finally, we describe a method which can be used to restore the negative imaginary property in case that it is lost. This happens, e.g., when a system with theoretically negative imaginary transfer function is obtained by, e.g., model order reduction methods, linearization, or other approximations. The method is illustrated by numerical examples.
Introduction and Preliminaries
Dynamical systems with additional structures such as passivity, contractivity, or general dissipativity play a great role in the modeling and analysis of, e.g., flexible mechanical structures or electrical circuits. They have found great interest in the literature such as [1, 18, 39] . A less known property of dynamical systems is a counterclockwise input-output dynamics [2] (or equivalently, a negative imaginary frequency response). This property often occurs in models associated to mechanical systems and electrical circuits provided that certain measurements are taken. For instance, mechanical structures with collocated force actuators and position sensors yield such systems [37] . Another application area where this theory is of practical importance is electrical networks. Suppose that each voltage source is connected in series with a capacitor and that the corresponding system output is the voltage across this capacitor divided by the capacitance. Also, suppose that each current source is connected in parallel with an inductor and that the corresponding system output is the inductor current divided by the inductance. It can be shown that in this situation, the dynamical system has a counterclockwise input-output dynamics [37] .
Often, dynamical systems of the above type are naturally modeled via differential-algebraic equations or descriptor systems. Roughly speaking, a descriptor system is a dynamical system with constrained dynamics. In case of a mechanical system, we can constrain the dynamics by, e.g., interconnecting masses by rigid bars. Then, at least two masses cannot move independently from each other. In this case, the dynamics is said to be holonomically constrained. In case of electrical circuits, descriptor systems naturally occur due to the network structure of the circuit. By Kirchhoff's laws, the voltages and the currents fulfill algebraic relations which prevents the network from attaining all possible values of voltages and currents at each component [50] .
In theory it is often possible to reduce a descriptor system to a standard state-space system under certain assumptions. However, this is often not feasible from the numerical point of view. For instance, this reduction might destroy intrinsic properties of the given system realization such as the sparsity pattern of the system matrices. Furthermore, it generally relies on numerically hazardous operations such as rank decisions and might be ill-conditioned. Both effects could corrupt the reduced system which leads to inaccurate or false results when using it.
Therefore, one is interested in the theory and numerical methods which directly work on the given descriptor system realization. In this manner, the goal of this paper is to generalize the negative imaginary theory [30, 37, 52 ] to descriptor systems without performing any reductions to standard state-space systems.
Our particular focus is on deriving algebraic characterizations of the negative imaginary property, similarly to the case of dissipative systems. For such systems, there exist characterizations in terms of the solvability of certain linear matrix inequalities (LMIs), quadratic matrix inequalities, and algebraic matrix equations. The most popular results in this direction are the so-called bounded real lemma, the positive real lemma, and most generally, the Kalman-Yakubovich-Popov lemma [23] . Several attempts have been done to generalize these results to descriptor systems, for instance in [18, 39, 40] . In this fashion, there also exists a negative imaginary lemma, for standard state-space systems [37, 52] as well as for descriptor systems [35] . However, [35] does not provide necessary and sufficient conditions for negative imaginariness and the conditions on the solution of the LMI are so strong that they are almost never fulfilled. Furthermore, LMI conditions have several disadvantages: they pose certain conditions on the system such as controllability, and LMIs are very expensive to solve, i.e., infeasible for larger systems. Therefore, spectral conditions of structured matrices and pencils have been developed. There are conditions for dissipativity in terms of Hamiltonian matrices [51, Remark 28] for the standard state-space case and so-called even or related skewHamiltonian/Hamiltonian pencils for the descriptor system case [9] . Recently, a similar approach has been used to derive a Hamiltonian matrix to check negative imaginariness of a standard state-space system given in minimal realization [34] . Our paper generalizes this result in multiple directions. First, we formulate conditions for descriptor systems by using the more general concept of even matrix pencils without posing any assumptions on the realization. Second, we cover all possible boundary cases in a uniform way by just analyzing the eigenstructure of this pencil.
The second part of this paper deals with the question how to restore the negative imaginary property of a descriptor system in case that it is lost due to errors in the modeling process. We will give a more detailed motivation and explanation in mathematical terms in Section 4. There is a huge list of papers concerning restoring dissipativity of dynamical systems such as [20, 21, 43] and more recently [10] . All of them rely on perturbing certain eigenvalues of Hamiltonian matrices or even matrix pencils. The paper [33] about the restoration of the negative imaginary property is also based on [20, 21] . In our paper we will adapt this strategy for descriptor system using the eigenvalue characterization for even pencils. One focus of our work is also the usage of structure-preserving and -exploiting algorithms to obtain the quantities that are needed for the perturbation of the eigenvalues in a more efficient, reliable and accurate manner.
In this work we consider continuous-time linear time-invariant descriptor systems of the form
where E, A ∈ R n×n , B ∈ R n×m , C ∈ R m×n , D ∈ R m×m , x(t) ∈ R n is the descriptor vector, u(t) ∈ R m is the input vector, and y(t) ∈ R m is the output vector. Here, E usually is a singular matrix. In the following, we assume that the matrix pencil λE − A ∈ R [λ] n×n is regular, i.e., det(λE − A) ≡ 0. Here, K[λ] p×q with K = R or K = C denotes the set of all polynomials with coefficients in K p×q . A common approach to display the relation between inputs and outputs of the system (1) is to work in the frequency domain. By Laplace transforming both equations of (1), subsequently inserting the one equation into the other one and assuming Ex(0) = 0, we obtain the transfer function
of the descriptor system. The transfer function is often evaluated at purely imaginary values iω. Then ω can be interpreted as a frequency (scaled by 1/2π). A popular tool for the analysis of such systems is the Weierstraß canonical form [46] , i.e., for every regular matrix pencil λE − A ∈ R[λ] n×n , there exist nonsingular matrices T, W ∈ C n×n such that
where J and N are in Jordan canonical form and N is nilpotent with index of nilpotency ν. The numbers n f and n ∞ are the dimensions of the deflating subspaces of λE − A corresponding to the finite and infinite eigenvalues, respectively. A descriptor system is (asymptotically) stable if all finite eigenvalues of λE − A lie in the open left half-plane. By using the Weierstraß canonical form (3) and setting
, we realize a restricted equivalence transform of the system (1). Then we can decompose the transfer function (2) as
By G sp (s) we denote the strictly proper part of the system, i.e., lim ω→∞ G sp (iω) = 0, where · denotes an arbitrary matrix norm. The proper part
we denote the improper part, i.e., lim ω→∞ G i (iω) = ∞. According to the above definitions, we call the transfer function G(s) strictly proper if M 0 = 0 and . Finally, we need some concepts for controllability and observability [15, 39] . A descriptor system (1) is called R-controllable if rank λE − A B = n for all λ ∈ C, and R-observable if rank λE T − A T C T = n for all λ ∈ C. These properties are analogous to the usual controllability and observability concepts for standard state space systems. Note that other controllability and observability concepts for descriptor systems exist [14, 41, 49] but are not needed in this context.
In this paper we denote by M T and M H the transpose and conjugate transpose of the matrix M , respectively. By M ( , , ≺)N we mean that M − N ( , , ≺)0, i.e., M − N is positive semidefinite (positive definite, negative semidefinite, negative definite). Furthermore, the imaginary unit is written as i and the complex conjugate of a number a ∈ C is denoted byā. Further notation is introduced throughout this paper at their position of first appearance.
The remainder of this article is structured as follows. In Section 2 we introduce negative imaginariness for descriptor systems and provide some of its properties. In Section 3 we derive the spectral characterizations of structured matrix pencils for negative imaginariness. In Section 4 we suggest an algorithm which can be used to restore the negative imaginary property of a system if it has been lost by approximating the system by, e.g., reducing the model order. Finally, in Section 5 we summarize this paper and point towards further possible research directions.
Systems with Counterclockwise Input-Output Dynamics and Negative Imaginary Transfer Functions
First, we introduce the notion of a system with counterclockwise input-output dynamics and adapt the definition to systems of type (1) [2] . Here, L 2 loc (I, X ) denotes the space of locally measurable and square integrable functions that map from the interval I ⊂ R to the set X . Furthermore we define the space H A counterclockwise input-output dynamics is closely related to passivity of a system, that is lim inf
that are consistent with Ex(0) = Ex 0 [32] . Often, for LTI systems one can also find the following definition. The descriptor system (1) is called passive if
that are consistent with Ex(0) = 0 and all t ≥ 0. Note that a similarly fashioned definition for counterclockwise input-output dynamics of LTI systems cannot be given.
Roughly speaking, a counterclockwise input-output dynamics can be interpreted as passivity with respect to the derivative of the output (instead of the output itself). Mathematically there is the following relation. Lemma 1. Consider a descriptor system (1) with strictly proper transfer function G(s). Assume furthermore that G(s) has an equivalent state-space realizatioṅ
Then (1) has counterclockwise input-output dynamics if and only if the systeṁ
is passive.
Proof. Apply [2, Proposition III.3] to an LTI system.
For the case of a system with (non-strictly) proper transfer function and M 0 = M T 0 0, the passivity of (6) also implies that (1) has counterclockwise input-output dynamics. Furthermore it turns out that for stable systems (1) with proper transfer function, a counterclockwise input-output dynamics is the same as "negative imaginary frequency response" or a negative imaginary transfer function [11] . Now, we define negative imaginariness of a stable and proper transfer function. For convenience, we will call systems with counterclockwise input-output dynamics negative imaginary as this is directly related to the corresponding transfer functions. We will intensively study the rational function Note, that the above definition can be generalized to allow H(s) to have poles on the imaginary axis [52] . However, since this paper focuses on transfer functions G ∈ RH m×m ∞ , we do not need this more general definition.
As for counterclockwise input-output dynamics and passivity, there exists a relation between negative imaginariness and positive realness of transfer functions. We briefly define positive realness and also give some equivalent conditions for positive realness and negative imaginariness of particular transfer functions. 
For real-rational transfer functions there exist the following equivalent conditions. Lemma 2. The properties above can be related to (5) as the derivative in the output generates an additional factor s when taking Laplace transforms. Next, we show an important property of the function H(iω).
Lemma 4. Let G ∈ RH
m×m ∞ be given. Then Λ (H(iω)) = Λ (−H(−iω)) for all ω ∈ R with Λ(·) denoting the spectrum of a matrix.
is Hermitian and thus has a purely real spectrum for all real values of ω. Thus we can conclude that
Following from Lemma 4, the eigenvalue curves of the matrix-valued function H(iω) are symmetric with respect to the origin.
Spectral Characterizations for Negative Imaginariness
In this section we derive algebraic characterizations for negative imaginariness of transfer functions in terms of spectral conditions of certain structured matrix pencils. We formulate these conditions by using the given descriptor system realization (λE − A, B, C, D) without additively decomposing the transfer function as in (4) . This has some advantages for computational considerations as computing the decomposition (4) might be an ill-conditioned problem and thus should be avoided if possible. For this purpose, we introduce the matrix and pencil structures [5, 42] that we will need in the following. Consider a matrix pencil
n×n . Such a matrix pencil is called even if N is skew-Hermitian and M is Hermitian. It is called odd if N is Hermitian and M is skew-Hermitian. Now assume that n is an even number, i.e., n = 2m. Define the skew-symmetric matrix J := 0 Im −Im 0 . The matrix pencil λN − M is called skew-Hamiltonian/Hamiltonian if N is skew-Hamiltonian (i.e., (N J ) H = −N J ) and M is Hamiltonian (i.e., (MJ ) H = MJ ). Similarly, it is called Hamiltonian/skew-Hamiltonian if N is Hamiltonian and M is skew-Hamiltonian. Pencils of this structure have many interesting properties. Maybe the most important one is that all these pencils have a spectrum with Hamiltonian eigensymmetry, that is, if λ is an eigenvalue, so is then −λ.
By using the matrix pencils with the above structures we can first formulate and prove the following result.
is singular if and only if the even matrix pencil
has the eigenvalue iω 0 .
Proof. Let H(iω 0 ) be a singular matrix. Then,
is singular. In other words, the matrix pencil λN −M has the eigenvalue iω 0 . Now we analyze λN −M in more detail. We can exploit the Schur complement structure of λN −M and extend this matrix pencil to
which has the same finite eigenvalues as λN −M [50] . By performing some simple equivalence transformations we obtain the matrix pencil λN − M as in (7). The converse direction can be proven easily. Assume λN − M has the eigenvalue iω 0 . Then iω 0N −M is singular. Then, by (8) also H(iω 0 ) is singular.
From Theorem 1 we can easily conclude that G ∈ RH m×m ∞ is strictly negative imaginary if and only if M 0 = M T 0 , there exists an ω 0 > 0 such that H(iω 0 ) 0, and the corresponding even matrix pencil λN − M has no nonzero, finite, purely imaginary eigenvalues. Graphically, this means that the eigenvalue curves of H(iω) lie all above the zero level in the positive frequency range. However, there is the boundary case of eigenvalue curves that touch the zero level (and hence generate purely imaginary eigenvalues in λN − M) but do not cross it. A graphical interpretation of different situation is given in Figure 1 . It can be seen that there are many different cases that have to be considered. We will show later how we can treat all these in a uniform way.
To analyze this in more detail we need more sophisticated tools from linear algebra which are briefly summarized in the following. To formulate our results we need some canonical forms of matrix pencils. The Kronecker canonical form is a generalization of the Weierstraß canonical form (3) to singular or nonsquare matrix pencils. By A ⊕ B = diag(A, B) we denote the direct sum of two matrices.
Proposition 1. [29, 38] For every matrix pencil λE
n×m there exist nonsingular matrices P ∈ C n×n and Q ∈ C m×m such that
(a) Eigenvalue curve is crossing the zero level at nonzero frequency points -λN − M has two nonzero, purely imaginary eigenvalues -G(s) is not negative imaginary. 
This decomposition is unique up to permutations of the blocks.
For square matrices, the blocks C 1 (λ) and C 2 (λ) correspond to the finite and infinite eigenvalues, respectively. Both form the regular structure of the pencil. The blocks C 3 (λ) and C 4 (λ) correspond to the singular structure. However, in case of a structured matrix pencil, the transformation to Kronecker canonical form generally does not preserve the structure. Fortunately, for even matrix pencils, there exists a structured Kronecker-like canonical form which we call even Kronecker canonical form, see the following proposition.
Proposition 2. [38, 48] For every even matrix pencil λN
n×n there exists a nonsingular matrix
where
. . .
, and s j , t j ∈ {−1, 1} are called the signatures of the corresponding blocks. This decomposition is unique up to permutation of the blocks.
The blocks in D 1 (λ) correspond to pairs (µ, −μ) of eigenvalues where µ ∈ iR. The blocks in D 2 (λ) and D 3 (λ) correspond to the finite, purely imaginary eigenvalues and the infinite eigenvalues, respectively. The blocks in D 4 (λ) reflect the singular structure of λN − M . In the following, we present some statements about the inertia of the blocks in the even Kronecker canonical form. Recall, that the inertia of a Hermitian matrix A is denoted by In(A) = (π + , π 0 , π − ), where π + , π 0 and π − are the numbers of positive, zero and negative eigenvalues, respectively. Proposition 3. [12, 13, 38] Let an even matrix pencil λN − M be given in even Kronecker canonical form as in Lemma 2 and let D j (λ) be the jth blocks from either
In(D j (iω)) = (ε j /2, 0, ε j /2) for all ω ∈ R.
Furthermore we need some technical definitions and lemmas. For a rational matrix-valued function K : C\D −→ C n×m , where D ⊂ C is the finite set of poles, we define the normal rank of K by normalrank(K) = max s∈C\D rank K(s) [38] .
Proposition 4.
[38] Let λN − M be in (7). Then there exists a congruence transformation U (iω) for all iω ∈ Λ(E, A) such that
With these tools we can now prove the following theorem. Proof. First we show (1)⇒(2). From the negative imaginariness and stability of G(s) it follows that H(iω) 0 for all ω ≥ 0, and
following from Lemma 4. Then there exists a function a : R −→ N which is zero except for a finite set of values of ω such that
Roughly speaking, the function a(ω) describes the change of inertia in the case, that eigenvalue curves touch the zero level at 
δ j . From this structure, we can deduce that there exist d odd blocks of type D 2 (λ)
corresponding to µ = 0 with negative signature. By again removing these from λN 1 − M 1 we obtain the subpencil λN 2 − M 2 with
where n 2 = n 1 − k2 j=1 σj odd σ j . Now, we see that the remaining blocks of type D 2 (λ) are of even size. Whenever there exist such a block associated to a µ = ω 0 > 0, it has positive signature and there exists an equally sized block of type D 2 (λ) associated to µ = −ω 0 with negative signature. When removing these blocks as well, there remains a subpencil λN 3 − M 3 of λN 2 − M 2 with To prove (2)⇒(1) one has to use the same argumentation backwards. By constructing a matrix pencil with the given blocks, one can show the properties of the inertia of the matrix pencil λN − M as given here hold. From that, one can conclude that G(s) is negative imaginary by employing Proposition 4.
For solving numerical problems we transform the imaginary even matrix pencil λN − M from (7) into a real odd matrix pencil by dividing both matrices by i. We obtain
This allows us to use real instead of complex arithmetic. Note that it is also possible to find similar conditions as in Theorem 2 for an odd Kronecker canonical form.
Enforcement of Negative Imaginariness
Often, the systems that we consider are only approximations to the real system dynamics. This happens, if we, e.g., apply model order reduction [6] to a large-scale system or if we approximate the system by rational interpolation via frequency response data (like vector fitting [3] , or interpolation via Löwner matrix pencils [31] ). In this way it can easily happen that the negative imaginariness of the system is lost due to the modeling or approximation error. It is important to keep this property since otherwise this could lead to physically meaningless results when simulating with model. Therefore, one is interested in a post-processing procedure to restore negative imaginariness without introducing too large perturbations to the dynamical system. The method we will use here, is an adaption of the concepts presented for passivity enforcement in [20, 21, 43] . From Theorems 1 and 2 it follows that (strict) negative imaginariness is connected to the spectrum of a related imaginary even (or as shown above real odd) matrix pencil. Thus, our method is based on the computation of a perturbed descriptor system with realization (λẼ −Ã,B,C,D) and transfer functionG ∈ RH m×m ∞ which is negative imaginary and the error G − G is small in some system norm. The computation is performed by perturbing the nonzero, finite, purely imaginary eigenvalues of the related matrix pencils off the imaginary axis. In our considerations, we keep the matrix pencil λE − A to preserve the poles of the system. So, there is no risk of loosing stability. Following from the decomposition (4), we have to perturb B 1 or C 1 if there is violation of negative imaginariness in the dynamic part. We will discuss in detail which matrix is the best choice for that. Furthermore, we have to modify the matrices D, B 2 , or C 2 if the matrix M 0 is not symmetric.
First we present some technical results that we will make use of for the derivation of the algorithm.
Some Useful Results
First, we need a basic spectral perturbation result for general matrix pencils, see [44] .
n×n be a given matrix pencil and let v, w ∈ C n be right and left eigenvectors corresponding to a simple eigenvalue λ = (α, β) = w H Av, w H Bv . Let λ(B + ∆B) − (A + ∆A) be a perturbed matrix pencil with eigenvaluesλ = α,β . Then it holds
where ε = ∆A ∆B 2 .
Next, we want to apply this lemma to the special case of an odd matrix pencil. Let v be a right eigenvector of the odd matrix pencil λH − S corresponding to the eigenvalue λ. Then we obtain 0 = λHv − Sv. Now, by taking the conjugate transpose of the above equation and using H T = H and S T = −S, we obtain 0 =λv
So, when λ is purely imaginary and hence λ = −λ, we get that if v is an associated right eigenvector, v is also a corresponding left eigenvector. Let λ = (α, β) be a simple, purely imaginary eigenvalue of an odd matrix pencil λH − S. For a perturbed matrix pencil of the form λ (H + εH ) − (S + εS ), formula (10) can be written as α,β = (α, β) + εv
Theorem 3. Consider a transfer function G ∈ RH m×m ∞ . Let furthermore v be a right eigenvector of λH − S as in (9) corresponding to a nonzero, simple, finite, purely imaginary eigenvalue iω 0 and let ν(ω) be an eigenvalue curve of H(iω) that crosses the level zero at ω 0 , i.e., ν(ω 0 ) = 0. Then the slope of ν(ω) is positive (negative) at
Proof. The proof follows the line of argumentation of [43] and is motivated by the following idea. To decide whether the curve increases or decreases at the point ω 0 , we could compute the point ω 0 + δ, where the curve crosses the level ε with ε > 0 and then check whether δ is positive or negative. Therefore, we consider the eigenvalues of the perturbed matrix pencil
The matrix S ε is obtained by analyzing at which frequencies the eigenvalue curves of H(iω) cross the level ε, or equivalently at which frequencies the eigenvalue curves of H(iω) − εI m cross the zero level, see (8) . Note that we do not consider a perturbation of the matrix H, since
Furthermore, the matrix S ε is skew-Hermitian. Let iω 0 be a finite eigenvalue of λH − S and let iω ε be the corresponding perturbed eigenvalue of λH − S ε . Then, by (11) it follows that
In other words, we have dω
Since ν and ε can be interchanged, the eigenvalue curve crossing the zero level at ω 0 has the slope
Now, we conclude the assertion as S = iŜ with a positive semidefinite matrixŜ.
In Figure 2 , a non-negative imaginary transfer function is depicted with intersection points of the eigenvalue curves with the zero level and corresponding slopes denoted by triangles. With this characterization we can now think about moving the nonzero, finite, purely imaginary eigenvalues of λH−S off the imaginary axis in order to enforce negative imaginariness. Therefore we need the finite, positive imaginary eigenvalues of λH−S and the corresponding eigenvectors. To compute these, we reformulate the odd eigenvalue problem into a Hamiltonian/skew-Hamiltonian one and use a structure-preserving algorithm [5] to solve it. Then, we can also use a structure-exploiting technique to obtain the corresponding eigenvectors. We will describe this in detail in Subsection 4.7. 
Choice of the New Frequencies
From Figure 2 we can see that it is reasonable to assume that the "size" of the violation of negative imaginariness decreases if we move the nonzero, finite, purely imaginary eigenvalues of λH − S with negative slope to the right and those with positive slope to the left. Let the frequencies ω i , where the eigenvalue curves cross the zero level, be ordered in increasing order, i.e., 0 < ω 1 < ω 2 < . . . < ω k . We choose a proportional displacement between ω i and ω i+1 [43] and obtaiñ
where α ∈ (0, 0.5] is a tuning parameter. It seems appropriate to use α = 0.5 since then the transfer function would be negative imaginary in just one step. However, the first order perturbation theory only holds in a small neighborhood around ω i . Therefore, taking α = 0.5 might be ill-advised since it corresponds to a large perturbation. Instead we suggest to use smaller values of α (depending on the problem) and to apply the whole method multiple times, until the negative imaginariness is enforced. We remark, that when v H k Hv k < 0, the system violates the negative imaginary property at infinity. To restore this we have to move the eigenvalue iω k to infinity. It is not possible to do this numerically. Hence we define a threshold η and declare all eigenvalues whose magnitudes are larger than η as numerically infinite.
There are particular situations where the rule above does not lead to the correct result. This has also not been yet covered by the available literature. Consider, for example, the situation depicted in Figure 3 . Here, there are two intersected intervals in which negative imaginariness is violated. This is characterized by two successing intersection points of the eigenvalue curves with the zero level which have negative slope followed by two intersection points with positive slope. When successively applying formula (13) , the second and third frequency point would form a double intersection point (assuming that we are able to exactly perturb these frequency points which is not the case). This means that the corresponding matrix pencil λH − S has a double nonzero, finite, purely imaginary eigenvalue. However, in this case we also have two linearly independent eigenvectors which means that this eigenvalue does not generate nontrivial blocks in the Kronecker canonical form. On the other hand, in the case that the frequency intervals do not intersect (like in Figure 2) , the converged eigenvalues would form an associated block of size two in the Kronecker canonical form as there exists only one linearly independent eigenvector. So we add the following rule to the update formula (13):
respectively, where δ and ε are predefined tolerances.
Choice of the System Norm
Similarly as proposed in [21, 43] , we compute the perturbation that minimizes the HL 2 -norm of the error E(s) :=G(s) − G(s). This norm is a generalization of the H 2 -norm for non-strictly proper transfer functions, see [46] for details. Using the decomposition (4), we have
. Then, the HL 2 -norm [46] is defined by
Since we only want to perturb B 1 or C 1 , we can drop the second term of the right-hand side of (15) and get
Assume that the descriptor system (1) is given in the decoupled form (4) and that M 0 = M T 0 . Consider the observability Gramian G fo of the slow subsystem [15] (λI n f − J, B 1 , C 1 , 0) which is defined as the unique, positive semidefinite solution of the Lyapunov equation [45] 
Since G fo can be written as
we have E sp H2 = L∆ F where L is a lower triangular Cholesky factor of G fo , i.e., G fo = L T L, and ∆ is a perturbation of B 1 , i.e., ∆ =B 1 − B 1 withB 1 corresponding to a negative imaginary system. We remark that it is not necessary to compute the fully decoupled realization (4) to solve the Lyapunov equation (16) to obtain L. This is also not reasonable since the computation of the Weierstraß canonical form might be arbitrarily ill-conditioned and thus should be avoided. There are algorithms which compute a slightly generalized condensed form of the matrix pencil λE − A, that is
where W, T ∈ R n×n are nonsingular and λE 11 − A 11 and λE 22 − A 22 are the subpencils of λE − A that correspond to its finite and infinite eigenvalues, respectively. These algorithms basically work in two steps. In Step 1, an upper triangular form with eigenvalue separation of the pencil λE − A is computed, i.e.,
This can be done by the QZ algorithm with subsequent eigenvalue reordering [19] , the GUPTRI algorithm [16, 17] , or the disk function method [4, 47] . By setting B := PB = B1 B2 , C := CQ = C 1 C 2 , we obtain a corresponding restricted equivalence transformation of the descriptor system. Now, Step 2 consists of block-diagonalizing the pencil (17) . This can be done by solving the generalized Sylvester equation
see, e.g. [25, 26, 27, 28] . Then, we define Z :=
, and get
By updating B and C, we obtain B := Z B1 B2 =
B1+ZB2 B2
and
To compute E sp H2 , we can now solve the generalized Lyapunov equation
instead of (16) . Note, that it is sufficient to perform only Step 1 since E 11 , A 11 , and C 1 are not changed while performing Step 2. However, this is only possible when we only change the matrix B 1 during the enforcement procedure. This would no longer hold, if we would also change C 1 . This is the reason why we only apply perturbations to B 1 in this paper. Furthermore, note that we can compute L directly without explicitly computing G fo beforehand [7, 22] .
Enforcement Procedure
Now, as we know how to move nonzero, purely imaginary eigenvalues of odd matrix pencils λH − S and which system norm we use to compute the optimal perturbation, we are now going to actually compute this perturbation, similarly as in [20, 21, 43] . We follow and adapt the argumentation in [43] to derive our enforcement procedure. We consider the matrix pencil (9) , where λE − A is now given in the form (17) and B and C are properly updated, i.e.,
We perturb the matrix pencil (21) 
Let v i be a right eigenvector of λH−S corresponding to a simple eigenvalue iω i . Then, by (12) the imaginary eigenvalues iω i of λH −S and those of λH − S are related via the first order approximatioñ
It holds
T ∈ C 2n+m is partitioned according to the block structure of (21) . Vectorizing the matrix ∆ in (24) gives v
By gathering these relations for all nonzero, finite, purely imaginary eigenvalues, we get the linear system of equations
whereω = ω 1 . . .ω k , ω = ω 1 . . . ω k , and the i-th row of Z ∈ R k×n f m is given by
To compute the optimal perturbation ∆, i.e., the one that satisfies (26) and minimizes E sp H2 , we have to solve the minimization problem:
If the slow subsystem of (1) is R-observable [15] , its observability Gramian G fo is positive definite with a nonsingular Cholesky factor L [45] . Therefore, we can perform the basis change ∆ L := L∆ and obtain the equivalent minimization problem
This avoids the explicit construction of the matrix I ⊗ L −1 . Now the minimization problem (27) transforms to the standard least squares problem
Its solution can be computed by using the
Finally, the desired perturbation is given by
As shown by Lemma 4, a negative imaginary transfer function G ∈ RH
, where M 0 = G(i∞). It might happen, that this property is also lost during the modeling process. In this section we will briefly describe how to restore the symmetry of M 0 . First, we actually have to compute this matrix. This can be done by decoupling the system (1) into its slow and fast subsystems, respectively. This is achieved by decoupling the matrix pencil λE − A into its subpencils corresponding to finite and infinite eigenvalues, respectively, as done in (19) . Note, that this computation might be ill-conditioned, as solving a generalized Sylvester equation for the decoupling might be. Hence, this operation should be avoided when it is clear, that M 0 is symmetric. Now we can write the transfer function G(s) as
Then it holds
Now assume that M 0 is not symmetric. Then
where T is defined as the strictly upper triangular part of the skew-symmetric error matrix F. In this way we perturb the matrix D asD := D − T .
The error caused by this perturbation in the HL 2 -norm of the system is given by
.
The Overall Process
From the considerations above we can now state the procedures for enforcing the symmetry of M 0 in Algorithm 1 and negative imaginariness in Algorithm 2. Note, that when Algorithm 1 has been performed, the triangularization of λE − A has already been done, so this step can be omitted in Algorithm 2.
We briefly summarize how to solve some specific subproblems with available software tools. In particular we mention routines implemented in MATLAB R and Fortran (within the software packages LAPACK 1 and SLICOT 2 ). Algorithms which have only been implemented in Fortran can be called by MATLAB R by using its mex functionality. See Table 1 for an overview. Note that the SLICOT routine MB04BD is actually designed to compute the eigenvalues of a skew-Hamiltonian/Hamiltonian matrix pencil. However, as pointed out in the next subsection, there is a close connection between skew-Hamiltonian/Hamiltonian and odd matrix pencils. Triangularize the matrix pencil λE − A, i.e., compute orthogonal P and Q such that
and C := CQ = C 1 C 2 .
3: Solve the generalized Sylvester equation
22 B 2 . (17) qz, ordqz DGGES guptri
Solving generalized Sylvester equations as in (18) -SB04OD Solving generalized Lyapunov equations as in (20) lyapchol SG03BD Computing imaginary eigenvalues of λH − S -MB04BD
Reformulation of the Odd Eigenvalue Problem
This subsection provides some details about the solution of the odd eigenvalue problem. First, we transform the matrix pencil λH − S to a related Hamiltonian/skew-Hamiltonian pencil λH − S. Then, we apply the real-case version of the structure-preserving method presented in [5] to compute the eigenvalues of λS − H. The related eigenvectors can also be computed in a structure-exploiting manner by using the condensed form which is computed to get the eigenvalues. This has been presented in [8] . Numerical results of a recent Fortran implementation will be reported in [24] .
Consider now the odd matrix pencil λH − S ∈ R 2n+m×2n+m . Recall that every Hamiltonian/skewHamiltonian matrix pencil has an even dimension. So, if m is an odd number, we first increase the dimension of λH − S by one. We define the numbers r := m mod 2, k := 1 2 (m + r), q := n − k.
We repartition
Algorithm 2 Negative Imaginariness Enforcement Algorithm Input: Asymptotically stable and R-observable descriptor system G = (λE − A, B, C, D) such that lim ω→∞ H(iω) = 0, control parameters 0 < α ≤ 0.5, δ > 0, ε > 0.
Output: A negative imaginary descriptor systemG = (λE − A,B, C, D). 1: Triangularize the matrix pencil λE − A, i.e., compute orthogonal P and Q such that
Compute the Cholesky factor L of the proper observability Gramian G fo = L T L by solving the generalized Lyapunov equation (20) . 4: Compute the purely imaginary eigenvalues of the odd matrix pencil λH − S from (21) with positive imaginary part. 5: while λH − S has nonzero, finite, purely imaginary eigenvalues do
6:
Choose new eigenvalues as in (13) and (14) .
7:
Solve min (28) .
8:
Update B 1 := B 1 + L −1 ∆ L and update S accordingly.
9:
Compute the positive imaginary eigenvalues and the corresponding eigenvectors of λH − S. In this way we preserve λH − S if m is even, and increase the dimension by 1 if m is odd. In this case an additional infinite eigenvalue is introduced. Then, by using (29) we obtain n k q m r n k q m r
By multiplying this pencil by J from the left we obtain the desired Hamiltonian/skew-Hamiltonian matrix pencil
Now, we can compute the purely imaginary eigenvalues of λS − H and the associated eigenvectors in a structure-preserving way. Due to the symmetry of H(iω) we only need the eigenvalues with positive imaginary part. Let iω with ω > 0 be an eigenvalue of λS − H with eigenvector v. Then it holds:
In other words, v is an eigenvector of λS−H to iω if and only ifv is an eigenvector of λH−S to i 1 ω . Now, the theory presented for odd matrix pencils in this section directly applies to Hamiltonian/skew-Hamiltonian pencils as well. One only has to take care that now instead of v, J v is a left eigenvector associated to a purely imaginary eigenvalue.
Illustrative Example
In this section we present some numerical results of the algorithm for enforcing negative imaginariness. As an example we use a constrained damped mass-spring system described in [36] . In [52] , it has been shown that such systems fulfill the negative imaginary property. The system we consider has n = 11 descriptor variables and m = 1 input and output. To obtain non-negative imaginary test examples we perturb the state matrix A by a matrixÂ with small norm. Here, we have a look on two such example systems which have been created by a relatively large perturbation of the matrix A.
We analyze the results for different values of the tuning parameter α and present the relative error measured in the HL 2 -norm and the number of iterations needed to make the systems negative imaginary.
For the first example, the perturbation of A is still small enough that the algorithm gives reasonable results for all values of α. The results are listed in Table 2 . Note, that for larger α additional violations of negative imaginariness are introduced since the perturbations of the eigenvalues are too large to be captured by the first order perturbation theory. For Example 2 we increased the size of the perturbation and then the violation of negative imaginariness is so large that the enforcement algorithm fails, if α is too large. We only get reasonable results if we further decrease α and make the perturbation of the system in each step sufficiently small. See also Table 3 in which all results are presented. We observe that when we run the algorithm, it often happens that there occur additional negative imaginariness violations for larger frequencies. This is due to the fact that for these frequencies, the eigenvalues of H(iω) are already very close to zero and thus can be easily perturbed to negative values. Therefore, the algorithm has to enforce negative imaginariness (repeatedly) for these frequencies which drastically increases the iteration numbers for smaller α.
The numerical results are also depicted in Figures 4 and 5 . For Example 1 we see that for larger values of α, we perform a slightly too large perturbation as the eigenvalue curves have some distance from the zero level. However, for smaller values of α this distance gets smaller and the approximation gets better. For Example 2 one can see that for α = 0.1 we have a large error around ω = 1.1 as there is a very high peak for the negative imaginary system. But again, as α decreases, also the size of the peak gets closer to the one of the original system and the approximation gets better. 
Conclusions and Outlook
In this paper we have introduced the negative imaginary property for transfer functions related to descriptor systems. We have shown equivalent conditions for negative imaginariness in terms of the spectrum of a certain even matrix pencil. Therefore we have analyzed the corresponding even Kronecker canonical form of this pencil and showed that it has to fulfill a certain block structure. In the second part of the paper, we have introduced a numerical method for restoring negative imaginariness in the case that it has been lost when applying a system approximation algorithm such as done in model order reduction. This numerical method relies on the structure-preserving computation of the purely imaginary eigenvalues and associated eigenvectors of related skew-Hamiltonian/Hamiltonian matrix pencils. Finally, we have presented some numerical results and we have discussed the behavior of the enforcement algorithm. A future research topic might be the analysis of an negative imaginariness enforcement procedure which also allows the perturbation of other matrices than B 1 to obtain more accurate results. For instance it would be interesting to analyze whether the enforcement procedure in [10] can be adapted to our problem.
