We study the fast rotation limit for a Bose-Einstein condensate in a quadratic plus quartic confining potential within the framework of the two dimensional Gross-Pitaevskii energy functional. As the rotation speed tends to infinity, the condensate undergoes a phase transition to the socalled giant vortex state: an annulus with pure irrotational flow encircling a central low-density hole around which there is a macroscopic phase circulation.
Introduction

Physical background
Since the first experimental achievement of a Bose-Einstein condensate by the Jila group in 1995 (2001 Nobel prize in physics attributed to Cornell, Wieman and Ketterle), these systems have been the subject of many studies from the condensed matter community. A reason (among others) for this is the fact that a rotating Bose-Einstein condensate is a good system to study superfluidity issues, such as the existence of quantized vortices. Those are the subject of an ever increasing number of experimental and theoretical papers, see e.g. the review [18] or the monograph [1] for extensive lists of references. Recently, mathematical contributions have studied certain issues arising from the physics of rotating Bose-Einstein condensates. Let us cite some of these issues :
• the appearance of the first vortices when increasing the rotational speed of the trap in the strong coupling regime [23, 24] • the formation of a vortex lattice characteristic of regimes when the rotational speed nearly deconfines the atoms [3, 4, 5] • the interaction of many condensates in an optical lattice [7] • the symmetry breaking of the ground state of a condensate in certain asymptotic regimes [36] • the energy and density asymptotics of strongly interacting condensates in anharmonic traps [12, 13, 14] .
Most of the available mathematical studies on Bose-Einstein condensates are made in the framework of the Gross-Pitaevskii energy, which is an approximation of the quantum mechanical many-body problem, rigorously derived in [31, 32] . Here we will use a two-dimensional energy although the actual energy should be three-dimensional (see the list of open problems in Section 1.4). The consensate is described by a complex macroscopic wave-function ψ minimizing the energy
under the mass constraint
A vortex is a zero of the wave-function ψ around which there is a phase circulation.
Here we note x = (x 1 , x 2 ), x ⊥ = (−x 2 , x 1 ), V (x) is the potential confining the atoms (generally representing a magnetical trap), Ω is the speed at which the trap is rotated around the axis perpendicular to the x 1 − x 2 plane and G > 0 is the coupling constant modelling the atomic interactions which we assume to be repulsive. In most experimental situations, the potential V is harmonic, of the form V (x) = a 1 x is not bounded below for Ω 2 > min(a 1 , a 2 ) and consequently neither is the energy (1.1). Physically, this corresponds to the fact that the centrifugal force overcomes the magnetic trapping force when Ω 2 > min(a 1 , a 2 ), thus the condensate is no longer confined and the atoms fly apart. Fetter suggested [17] to use instead a potential with a growth steeper than harmonic, for example of the form V (x) = |x| 2 + k|x| 4 .
(1.5)
The nice feature of this potential is that the centrifugal force is always compensated by the trapping force, and thus one can in theory take arbitrarily large rotation speeds. Experiments with this type of potentials have been realized by the ENS group [10, 37] , using a blue-detuned laser beam to create the quartic part of the potential, which motivated numerous theoretical studies [6, 8, 15, 19, 20, 25, 26, 27, 28, 29, 34] revealing the very rich vortex structure one can expect to be displayed by such systems. When the rotational speed of a condensate trapped by a potential of this kind is increased from zero, many phase transitions are expected to happen. Firstly, vortices are expected to appear one by one as is the case for a harmonically trapped condensate, but eventually with multi-quantized vortices becoming stable [25, 26, 34] , which is never the case with a purely harmonic trap. When the centrifugal force begins to compensate the trapping force corresponding to the quadratic part in the potential, a triangular lattice of singly quantized vortices (Abrikosov lattice) similar to that which is observed in purely quadratic traps appears, but a new feature of the quadratic plus quartic trap is the existence of a critical speed for the centrifugal force to create a central hole in the condensate. The resulting state is an annular condensate with a vortex lattice encircling a central giant hole carrying a macroscopic phase circulation [6, 8, 15, 19, 28] . At even larger rotation speeds, a new transition is expected to happen, all the individual vortices present in the annulus retreating in the central hole and gathering in a single multi-quantized vortex at the center of the trap. This is the so-called giant vortex state: an annular condensate with pure irrotational flow encircling a central multi-quantized vortex [19, 20, 27, 28, 29] . In this paper we aim at justifying rigorously the transition to the giant vortex state in the limit Ω → +∞. The existing mathematical studies on condensates trapped in quadratic plus quartic traps (mainly [2] to our knowledge) focused on the case when the trapping potential is taken so that the condensate has an annular shape even at slow rotation speeds and studied the effect of the central hole on the vortex structure in the annulus. Here we study the case where, as the rotational speed increases, a central hole is created in the condensate by the centrifugal force.
Model
Our model is the following: we consider a Gross-Pitaevskii energy of the form
(1.6) to be minimized under the mass-constraint (1.2). In order to study the asymptotics of the problem when Ω → +∞, it is more convenient to change scales, setting
and study
Let us emphasize that formal calculations [19] suggest that the ground state of (1.6) should be confined on an annulus of radius ∝ R so that our change of scales is quite natural in this setting. Since we assume that G and k are fixed, we set G = 1 and k = 1 for computational simplicity. As Ω goes to infinity, the difference between Ω 2 and Ω 2 − 1 will be unessential, so that the following energy will give rise to the same qualitative features as F Ω :
We simplify further the energy (1.9). Because of the mass constraint
we do not change the physics of the problem by adding toF Ω any multiple of
Hence it is equivalent to minimize
2 is positive and has a degenerate minimum for |x| =
, so that we expect the condensate to be tightly confined on an annulus centered on the circle |x| = 1 √ 2 in the limit Ω → +∞. This is reminiscent of semi-classical studies of Hamiltonians with potential wells (see [22] and the references therein) although our analysis will be quite different. We note
(1.12) It is classical that I Ω is achieved by some (a priori non unique) u Ω satisfying the Euler-Lagrange equation 13) where µ Ω is the Lagrange multiplier associated to the mass constraint. We aim at studying the asymptotics of I Ω and u Ω when Ω → +∞. In particular we want to confirm rigorously the predicted transition of u Ω to a state with pure irrotational flow of the form 14) where r, θ are the polar coordinates and n an integer. More precisely, it is to be expected [19] that u Ω will be close to a function of the form (1.14) with n ∼ Ω 3 2 and f a function tightly confined on a shrinking annulus centered on the potential well.
Main results
In order to state our main results, let us introduce some notations. For every n ∈ Z we define the one dimensional energy F n
The potential V n is given by: and
(1.18)
We will note γ 1 = √ 6 and γ 2 = 3 √ 6 the first two eigenvalues of the harmonic oscillator
and ξ 1 , ξ 2 the associated eigenfunctions normalized in L 2 (R). Our main result is the following:
be the closest integer to
2 − γ 1 and u Ω be any solution of (1.12) . For any ε > 0 there is a C ε depending only on ε so that
where g 1,n * is defined by (1.18) and (1.20) . Moreover
as Ω → +∞. Theorem 1.1 gives us the density and energy asymptotics of our problem. We would like to know a little more, and confirm that all individual vortices retreat from the bulk of the condensate in the limit of fast rotation. This is what we prove:
There is a constantσ so that 1. For any ε > 0 there is a C ε depending only on ε so that
for every δ > as Ω → +∞.
Suppose that there is some
x Ω having polar coordinates (r Ω , θ Ω ) so that
as Ω goes to infinity.
Let us give some ideas on the proofs of these results. The computations in [19] suggest to construct a first trial function of the form
2 ] is the closest integer to
and η a small parameter to be chosen later on. We want the mass constraint (1.10) to be satisfied, which implies
when η → 0. 
We always replace such quantities by the corresponding
which is justified because the fall-off of F guarantees that the difference between the two will be exponentially small as Ω goes to infinity, whereas all the other remainder terms that we will encounter will behave like powers of Ω.
Expanding the potential Ω 6 |x| 2 − 1 2 2 allows to compute the energy of v test .
Minimizing it with respect to η gives the main scales of the problem: we obtain
and
so that the natural choice is to take for ξ the Gaussian ξ 1 achieving the infimum
The symmetry of ξ 1 allows to improve the remainder term in (1.30):
This computation suggests that the dominant terms in the energy will be the kinetic and potential contributions, the interaction energy appearing only at second order. Thus, it is natural to develop u Ω in a Fourier series in the angular variable
Proving that u Ω converges to a function of the form (1.14) then amounts to show that f n converges to 0 for all n except one, and the crucial fact will be the following decoupling of the quadratic part of the energy (1.11): 34) with the energies F n being defined by (1.15) . The proof of Theorem 1.1 is based on the detailed study of the ground states of these energies. We prove that because of the properties of the potentials V n , some modes f n carry too much energy to match our first upper bound (1.32) and can therefore be eliminated.
For the other ones, we use a lower bound on the gap between the ground-state energy of (1.15) and the first excited level, proving that f n ∝ g 1,n when Ω goes to infinity. This very particular form allows one to bound the quartic part of the energy from below. This, combined with the analysis of the one dimensional energies, gives a precise estimate of the total energy contribution of each mode. Two effects come into play: concentrating the mass of u Ω on the mode f n * ∝ g 1,n * favors the quadratic part of the energy because λ 1,n * is the minimum of λ 1,n with respect to n, but it increases the quartic part. One then sees, confirming the energy scales of (1.32), that it is more favorable for u Ω to have its mass concentrated on only one mode. To prove Theorem 1.2, we need some kind of uniform convergence ensuring that the zero set of u Ω will be close to that of g 1,n * e in * θ , which does not vanish in the annulus where the condensate is confined. We are able, using elliptic estimates for the Ginzburg-Landau operator due to Lu and Pan [33] , to obtain strong enough L ∞ estimates proving that u Ω can not vanish on the annulus where it takes significant values and therefore that all vortices disappear from the annulus. , a result that was obtained in a slightly different setting in [14] . This information is completed by Theorem 1.1, where we identify a simplified limiting profile with a gaussian shape (see Theorem 2.1 for details on the function g 1,n * ). We are also able to identify a global limiting phase and prove that all vortices gather in the central low-density hole, confirming that there is a transition to the giant vortex state when Ω goes to infinity. We prove that the width of the annulus where the mass is concentrated is of order ∝ Ω −3/2 in the fast rotation limit. This is larger than the width predicted in former physical studies [19, 20, 29] , and our limiting density g 1,n * is more regular than the Thomas-Fermi type profiles they suggest. This is due to the fact that these studies are made in a strong interaction regime where the interaction part has a contribution to the leading order term in the energy, whereas it becomes negligible compared to the kinetic and potential terms in our regime Ω → +∞, forcing u Ω to converge to the solution of some linear reduced problem. Let us remark that Theorem 1.1 can be related to some results on symmetry breaking for similar models [13, 36] : as Ω goes to infinity, |u Ω | recovers the rotational symmetry it had lost at smaller rotation speeds.
Open questions
We used a two-dimensional Gross-Pitaevskii energy instead of the complete 3D energy. A first and rather natural question would then be to find in which situations the reduction to the two-dimensional model is justified. One can always assume that the condensate is tightly confined in the direction of the rotation axis, so that the problem is essentially 2D, but in such fast rotation regimes it is to be expected that the reduction is valid independently of the strength of the vertical confinement (see [4] where this is shown for the case of a fast rotating condensate in a harmonic trap). Our approach confirms the transition to the giant vortex state but does not give any critical speed at which the transition would be expected to happen. Finding such a critical speed is an important issue for the condensed matter community (see for example [20, 29] ) but it seems to be difficult to do so in the range of parameters we chose. However, a way to give a partial answer to that problem would be to reintroduce in our model the coupling parameter G, and study the energy
We note
A limit often considered in the literature [2, 12, 13, 14, 23, 24] is the case when G → +∞, i.e. the strong interacting regime. The question then becomes: in which regime of Ω = f (G) does the transition to the giant vortex state take place ?
As long as we have G ≪ Ω 3/2 , the interaction energy stays a lower-order term when compared to the kinetic and potential energies. Then the analysis presented in this paper should apply (although it remains to be done) : under the hypothesis
(1.37)
we expect results similar to Theorems 1.1 and 1.2 to hold true for u G,Ω and I G,Ω in the limit where G goes to infinity. For the regime Ω ≪ G 2/3 where the interaction energy is expected to prevail, the series of papers [12, 13, 14] suggest that there should be a regime with Ω ≪ G 2/3 where the limiting density is of Thomas-Fermi type without vortices in the bulk. One can thus expect two distinct phase transitions, first from the vortex lattice plus hole state to a giant vortex state with a Thomas-Fermi profile then to a giant vortex state with the profile g 1,n * . Two problems then arise:
1. Identify a regime Ω ≪ G 2/3 where the vortices retreat from the bulk of the condensate and prove the transition to a giant vortex state with a Thomas-Fermi profile in this regime.
2. Understand the transition between the Thomas-Fermi profile and the more regular distribution g 1,n * e in * θ . What happens if we take Ω ∝ G 2/3 ? Is there a constant β * so that if Ω = βG 2/3 with β > β * , a result such as Theorem 1.1 holds true ?
To tackle the first problem, powerful tools for the analysis of the vorticity could be adapted from Ginzburg-Landau techniques [9, 35] as in [12] where the transition regime is suggested. The difficulty in answering the second question is that in the regime Ω ∝ G 2/3 , all three energy contributions are expected to be of the same magnitude. In particular, our approach does not apply in this regime.
This questions remain for further investigation.
We make one last remark before turning to the proofs of Theorems 1.1 and 1.2. The decomposition (1.33) should be efficient for the numerical simulation of the strong rotation limit and in particular of the transition to the giant vortex state. Existing simulations using cartesian grids (see [19] for example) have difficulties reaching the giant-vortex regime, so that new simulations based on (1.33) could help clarify the physics of the transition to the giant vortex state.
The article is organized as follows: in Section 2 we first gather the main notations that are to be used in the paper, then we study the one-dimensional energies (1.15), providing the lower bounds on their ground states and first excited levels that we use in our analysis. In Section 3 we show how the results of Section 2 allow to bound the quartic term in (1.11) from below. The proofs of Theorems 1.1 and 1.2 are then presented in Sections 4 and 5 respectively.
The one dimensional energies
We recall the definition of the one dimensional energies we are interested in:
where the potential V n is given by:
It takes its minimum in
We want to study the asymptotics of the first two eigenvalues of the associated operator, which we shall note λ 1,n and λ 2,n with g 1,n and g 2,n the associated eigenfunctions satisfying the mass constraint
In fact it is not necessary to carry out the analysis for every n. Indeed, we have the following result :
Lemma 2.1. There are constants a, b > 0, c > γ 1 so that for
or equivalently
Proof. It is easy to see that there are constants a, b > 0, c > γ 1 so that
which implies that for |n −
We will note
and study in detail the ground state and first excited level of the energy (2.1) under the mass constraint (2.5) for n ∈ N 3/2 . For |n − Ω 3 2 | > a Ω 3/2 , the simple lower bound (2.6) matched with the upper bound (1.32) will be enough for our purpose. We now describe the main results concerning the modes n ∈ N 3/2 . As we will see g 1,n and g 2,n are asymptotically confined on a domain centered on r * n which size is of the order of Ω −1 (2n) −1/6 , so that we note
and define the rescaled functions ξ i,n , i ∈ {1, 2} by
where c i,n is chosen so that ξ i,n L 2 (R) = 1. We are able, using the localization property of g 1,n and g 2,n , to develop the corresponding eigenvalues in powers of Ω −3/2 . We will be interested in the variations of λ 1,n with respect to n, but it is equivalent and more convenient to express them in terms of r * n . One gets that λ 1,n is minimized for a certain n = n * for which we have the following approximate expression of r * n * :
We thus define
The associated n * by formula (2.3) would be
, which is not an integer, so that we define 12) meaning that n * is the closest integer to 13) with the convention that if
2 . We also introduce the quantity A n * to take into account that r * n * , the minimizer of V n * can not exactly be R n * :
A consequence of (2.13) is the following estimate of A n * :
In the same spirit we introduce for every n ∈ Z
Note that for every n ∈ Z |α n | ≥ |A n * |.
Notation. In the rest of the paper, we will always mean by O(Ω k ) a quantity bounded by Ω k uniformly with respect to n. C will be a generic constant depending neither on Ω nor on n. When writing that a function is a O L 2 (Ω k ) for example we mean that the function's L 2 norm is bounded by Ω k uniformly with respect to n. For the rescaled functions of the type (2.10) we will often use the notation O HO (Ω k ), the HO symbol meaning that the O(Ω k ) is taken in the norm associated with the harmonic oscillator (1.19), namely the norm in
From now on and in the rest of this section, we always implicitly consider only those n that belong to N 3/2 , which have the following important properties:
• r * n and 1 r * n are bounded uniformly with respect to Ω
We have the followings results Theorem 2.1. Let λ 1,n be the ground state energy of the functional (2.1). Suppose that n ∈ N 3/2 as defined in equation (2.8) and let r * n , n * , A n * and α n be defined respectively in equations (2.3) , (2.12) , (2.14) and (2.16) . We have as Ω → ∞
and 
where h = Ω −1 (2n) −1/6 , P n and Q n are respectively an odd polynomial of degree 3 and an even polynomial of degree 6. Proposition 2.1. Let λ 2,n be the first excited level of the energy (2.1). For every n ∈ N 3/2 , we have as
Note that equation (2.19) allows one to get a development of λ 1,n up to the third order which we do not explicitly write since it is quite a long formula. It is also possible to develop ξ 1,n further and to make of Proposition 2.1 a statement as precise as Theorem 2.1, two improvements that we do not need in the sequel. Equation (2.18) points out the dependence of λ 1,n with respect to n which is the key point to prove Theorem 1.1. It is a consequence of (2.19) by a straightforward calculation.
We proceed to the proof of Theorem 2.1, beginning with an upper bound on λ 1,n :
Lemma 2.2. Under the hypothesis of Theorem 2.1 we have as
We proceed as for the proof of (1.32), taking as a trial function
where c is chosen so that 2π g test n 2
L 2 = 1 with
An important fact for the calculation is that for the range of n we are considering we always have h = O(Ω −3/2 ).
We now show the exponential fall-off of g 1,n and its derivative outside a shrinking region: Proposition 2.2. Let g 1,n be the normalized ground state of (2.1). There are positive constants σ 1 and σ 2 so that for every n ∈ N 3/2 , every r ∈ R + and for every ε > 0
and |g
Proof. The proof is done in three steps. We first need a global L ∞ bound for g 1,n :
Step 1. We claim that
We prove an H 1 bound, using Lemma 2.2 and (2.5):
and as n = O(Ω 3 ) for n ∈ N 3/2 , using again (2.5)
Now, a simple interpolation argument, using (2.5) and (2.27) yields
which implies (2.26) by Sobolev imbedding.
Step 2. Developing V n (r) around r * n , it is easy to see that there is a δ > 0 so that
and prove an exponential fall-off property for g 1,n on S c Ω,n . We write the EulerLagrange equation for g 1,n :
Using (2.21) we have for Ω large enough
We now apply the comparison principle on S c Ω,n : the right-hand side of (2.24) is a supersolution for (2.32) on S c Ω,n , the boundary condition being fulfilled thanks to (2.26).
Step 3. We now prove (2.25) by an interpolation argument. We introduce
the radial function associated to g 1,n , which has an exponential fall-off similar to that of g 1,n outside the region
and satisfies the equation
We thus have
for some s 1 and, using Gagliardo-Nirenberg's inequality (see [21] )
R for every R > r * n and on B R for every R < r * n , we get from (2.24) and (2.35)
for some s 2 , which implies (2.25).
We recall the definition of the blow-up function ξ 1,n :
Note that this function is only defined on ] − r * n h , +∞[, but as − r * n h → −∞ and g 1,n decreases exponentially fast in this limit, we may (remembering Remark 1) abuse notations and consider it as a function defined on R.
The next lemma states a few estimates that will prove useful to develop λ 1,n . They are consequences of Proposition 2.2: Lemma 2.3. We assume the hypothesis of Theorem 2.1 to hold true and note C k,ε a generic constant depending only on k and ε. We have, for Ω large enough and every ε > 0
Proof. Let us proceed to the proof of 1. Using (2.24) we have for every ε > 0
A change of variables r = r * n + hx then yields
We turn to the proof of 2. We have
Using (2.24) again one gets
and gathering (2.39) and (2.40) we get
for some constant C. Using (2.38) we have proved 2. The proof of 3 uses the same kind of computations:
We have used (2.24) for the first inequality and the point 2 for the last one. We prove 4 exactly like 3, using (2.25) instead of (2.24).
We are now able to present the Proof of Theorem 2.1. We split the proof in four steps.
Step 1. We begin by using (2.36) and developing V n (r) around r * n in the expression of λ 1,n . Using the fact that
we get
Then we use the estimates of Lemma 2.3 and (2.41) again to bound the coefficients of λ 1,n in its development in powers of h (2.42):
for every ε > 0. Combining this estimate with (2.21) and dividing by
but ξ 1 is the unique normalized minimizer of the energy associated to (1.19), so
for every ε > 0. The next steps consist in improving (2.46), using first a sharper energy development then an equation satisfied by ξ 1,n .
Step 2. We progressively improve the remainder term in (2.44) by a bootstrap argument. More precisely, we may write (2.44) as
If, for some β we have
then it is easy to show that for every ε > 0 
and the same argument as that used with (2.45) to get (2.46) yields
for every ε > 0. The fixed point of the function
2 + ε, we deduce by induction that for every ε > 0
53) using (2.46) as a starting point for the induction.
Step 3. We are going to improve the development (2.53) using the equation satisfied by ξ 1,n . We claim that
where P n is an odd polynomial of degree 3. Let us write the equation for ξ 1,n . We write (2.31) in the form
Then, making the change of variables r = r * n + hx, developing V n and 1 r and multiplying by h 2 we get
(2.56) We emphasize that
so that there is no term of order Ω −3/2 in the right-hand side of (2.56). This is a by-product of the induction argument in Step 2, taking β = −3/2 + ε in (2.51). Now, if we write ξ 1,n as ξ 1,n = ξ 1 + hϕ n (2.57) and insert this in (2.56), using the Euler-Lagrange equation for ξ 1 , the fact that
h 4 = 6 and the estimation
deduced from (2.53), we get an equation satisfied by ϕ n , namely
On the other hand, the mass constraint for ξ 1,n allows us to deduce from (2.57)
The problem
has a unique solution, which is of the form u = P n ξ 1 where P n is an odd polynomial of degree 3. Moreover the harmonic oscillator has an inverse which is continuous from the orthogonal of ξ 1 in L 2 (R) to its intersection with
dx) so that (2.58) and (2.59) yield
thus proving (2.54).
Step 4. We complete the proof of (2.19). The argument is similar to that of Step 3 but slightly more involved. We write
and arguing as in Step 3 we get an equation for ψ n :
and an orthogonality condition
The main difference with (2.58) is the term C n = O(1) which comes from the term of order O(1) in the development of λ 1,n . Here this term a priori depends on ψ n as appears when injecting (2.61) in (2.42). However, multiplying (2.62) by ξ 1 and integrating we get C n = 0. Solving (2.62) we find
for every ε > 0, where Q n is an even polynomial of degree 6. This concludes the proof of (2.19). We deduce (2.17) and (2.18) by straightforward calculations.
We now turn to the proof of Proposition 2.1. We begin by an upper bound on λ 2,n : Lemma 2.4. Let λ 2,n be the first excited level of the functional (2.1) and g 2,n be the corresponding normalized function. We have for every n ∈ N 3/2 , as Ω → ∞
2 2/3 . Proof. We begin with a test function constructed as that in the proof of Lemma 2.2:
where c is chosen so that 2π G test n 2
and, as R +G test n g 1,n rdr = 0 we have
and it is easy to see that
when Ω → +∞ using
Computing F n (g test n ) as (1.32), we get the result.
Proof of Proposition 2.1. Starting from the upper bound (2.65), we can prove the equivalents of Proposition 2.2 and Lemma 2.3 for g 2,n . Then we can argue as in Step 1 of the proof of Theorem 2.1 and prove Proposition 2.1. We omit the detailed calculations as they are easy modifications of those we used for λ 1,n .
First properties of u Ω
In this section we present results in two directions. First we prove an exponential smallness result, confirming that the wave-function of the condensate should be confined on a shrinking annulus of size ∝ Ω −3/2 . Next we show how the estimates of Section 2 on the one-dimensional problems allow one to bound the quartic term in the energy (1.11) from below. Proposition 3.1. Let u Ω be any minimizer of (1.11) under the mass constraint (1.10) . There is a constant,σ > 0 so that
Therefore, |u Ω (x)| → 0 uniformly on
as Ω → +∞. Proof. We recall the Euler-Lagrange equation for u Ω :
where µ is the Lagrange multiplier associated with the mass constraint. From this we deduce an equation satisfied by U := |u Ω |,
As in the proof of Proposition 2.2, we need first a global L ∞ bound. We claim that
which is proved using a method due to Alberto Farina [16] . Let us introducẽ
We use Kato's inequality and (3.4)
We have −∆(Ũ + ) + (Ũ + ) 2 ≤ 0 which impliesŨ + ≡ 0 by a result of Brézis (see [11] ). Using the easily-proved fact that
and (1.32), the claim is proved. The rest of the proof is an adaptation of that of Proposition 2.2, Step 2: we have
and we apply the comparison principle on the region where Ω 6 |x| 2 − 1 2 2 − µ Ω > 0, which size is readily estimated. The boundary condition is fulfilled thanks to (3.5).
We now turn to the most important series of results of this section which allow us to bound R 2 |u Ω | 4 from below. We note ., . the standard scalar product in L 2 (R + ) and introducẽ
We prove the following proposition which is a first consequence of our analysis in Section 2:
Letũ Ω be defined by (3.7) and u Ω be any minimizer of (1.11) under the mass constraint (1.10) .
For Ω large enough we have:
Proof. We have to prove
Using (1.34) and ignoring the interaction energy, we bound F (u Ω ) from below in the following way
We then combine the upper bound (1.32) and the lower bound (2.6) with the results of Theorem 2.1 and Proposition 2.1:
with c > γ 1 . We have used that V n (r * n ) ≥ 0. Now we recall that
so that we have, dividing by Ω
On the other hand, we know that
which allows to rewrite (3.12) as
and we are done, recalling that γ 2 > γ 1 and c > γ 1 .
We now prove a simple lemma which will state that the total interaction energy of u Ω is superior to the interactions two by two of the modes f n :
We have
Proof. We develop |φ| 4 :
and the only integrals with respect to θ that are not zero are those for which n + p − q − r = 0 so
We are now able to prove the lower bound on R 2 |u Ω | 4 .
Proposition 3.3. Let u Ω be any minimizer of (1.11) under the mass constraint (1.10) with Fourier decomposition
Setũ
with g 1,n being the minimizer of the energy (2.1) under the mass constraint (2.5) . We have
as Ω → +∞ where n * and α p are defined respectively in equations (2.12) 
and (2.16).
Proof. We begin by using Lemma 3.1:
A consequence of Proposition 3.2 is that it is enough to consider only the interactions two by two of the modes labeled by n ∈ N 3/2 (see equation (3.30) ), so that we use
and evaluate the right-hand side. We introduce the rescaled functions ζ p defined for p ∈ N 3/2 by
and ζ p L 2 = 1. According to (3.8) and (2.19), we have
where ξ 1,p is defined by (2.36). A first consequence of this is
Consider now p, q ∈ N 3/2 . A change of variables r = R n * + Ω −3/2 x yields (α n is defined by (2.16))
Now for every p ∈ N 3/2
so that we may write, using that ζ p is bounded in H 1 and therefore in any
but for any p ∈ N 3/2 we have αp hp = Ω(2p) 1/6 α p and
and using that ξ 1 is a gaussian we have
where we have used that Ω(2n) 1/6 = O(Ω 3/2 ) (which is true for any n ∈ N 3/2 ) to pass to the third line. On the other hand
so that, gathering equations (3.22) to (3.27) we have ∀p, q ∈ N 3/2
But (2.19) and (2.15) give
and using this combined with the following consequence of (3.8) and (1.10)
together with
This is (3.17) up to the term O(
which is a O(1) because of (3.8).
4 Proof of Theorem 1.1
Step 1. We begin by improving (3.8) using Proposition 3.3. We claim that for every ε > 0 we have
The argument is by induction, using (3.8) as a starting point. Suppose that we have for some
Then, according to Proposition 3.3 we have
but for every p ∈ N 3/2 , |α p | ≤ CΩ −3/2 so that (4.3) can be simplified
We now reason exactly as in the proof of Proposition 3.2, except that instead of neglecting the interaction energy we use the lower bound (4.4) and obtain:
with c > γ 1 . This implies
and the fixed point of β → β−3/2 2 being β = − 3 2 , (4.1) is proved.
Step 2. We introduce for any D > 0 and
We prove the following:
The argument is again an improvement of the proof of Proposition 3.2. Taking g 1,n * e in * θ as a trial function for the energy F Ω we have 
Equations (4.10) and (4.11) put together yield
which we reorganize as follows
But we have
and thus
where we have used (4.13). It is easy to see that there is a certain D ε such that for every n ∈ N c Dε,ε
where C ′ is a constant strictly larger than the one appearing in the left-hand side of (4.14). As we already know that which was the missing part (according to (3.8) ) to prove
In the sequel we will note N ε := N Dε,ε (4.16) and u
We have just proved, concluding Step 2, that
Step 3. We improve (4.18). The argument is exactly the same as that used in Step 1 to prove u Ω −ũ Ω L 2 ≤ CΩ −3/2 . First, using the same calculations as that of the proof of Proposition 3.3, one gets
Then arguing as in Step 1, one obtains from this lower bound the estimate
Step 4. We claim that
We begin by multiplying the Euler-Lagrange equation for u Ω by u ε Ω . Integrating and injecting the result in F Ω (u Ω − u ε Ω ), we obtain
The non-quadratic part (second line in (4.21)) is, as the interaction energy of u Ω , readily bounded by CΩ 3/2 using Hölder inequalities. On the other hand, a by-product of our computations in Step 2 is a lower bound proving that
Multiplying the Euler-Lagrange equation (3.3) by u Ω and integrating, we see that a similar estimate holds for µ Ω . Then, using (4.19) we get from (4.21)
This implies, together with (4.23) and Sobolev imbeddings
(4.24) for any 1 < p < ∞ and any ε > 0. A simple interpolation argument using (1.10) then proves that for any ε > 0 25) which allows to estimate the difference of the interaction energies of u Ω and u ε Ω :
On the other hand, noting F quad the quadratic part of the energy (1.11), we have
so that, combining (4.26) and(4.27) we have
for ε small enough and Ω large enough. Returning to (4.21) with this in mind and estimating the non-quadratic terms (second line) in a way similar to (4.26) allows to conclude the proof of (4.20).
Step 5. Let us recall the definitions of the blow-up functions ζ n introduced in the proof of Proposition 3.3:
and ζ n L 2 = 1. So far we know from (4.20), changing scales, that
We want to improve this result, which will in turn allow us to improve the result of Proposition 3.3 (see Step 5) . Namely we prove that there is a certain odd polynomialP n of degree 3 such that for every ε > 0
We need an equation for f n . Our result (4.20) allows to use the Euler-Lagrange equation for g 1,n (2.31) and get
in H −1 (R + ) and, changing scales in this equation, we get for ζ n
and the same ideas as in the third step of the proof of Theorem 2.1, we get (4.32). We insist on the fact that this argument implies that the coefficients of P n are bounded uniformly with respect to n.
Step 6. Our last fundamental estimate is an improvement of (3.17):
The proof follows the same steps as that of Proposition 3.3. We begin by
and evaluate the right-hand side. Consider now p, q ∈ N ε . A change of variables r = R * n + Ω −3/2 x yields (α n is defined by (2.16)and
Now, using (4.32) we have
but for any p ∈ N ε we have
and (using the fact that the coefficients ofP p are bounded uniformly with respect to p) Step 7. We conclude the proof of Theorem 1.1. We have the upper bound on the energy for every ε ′ > 0 (with ε ′ = ε 2 ). We repeat once again the arguments of Step 3 to improve the exponent of the right-hand side of (4.51), which completes the proof of (1.21). Returning to (4.47) we deduce (1.22).
Proof of Theorem 1.2
In this section we confirm that all vortices retreat from the bulk of the condensate. To prove Theorem 1.2 we first bound u Ω − g 1,n * e in * θ H 2 using elliptic estimates for the Ginzburg-Landau operator. We state the result we are going to use for convenience and refer to [33] or [4] for a proof. Then for any R > 0 there exists a constant C R > 0 so that
Moreover, C R remains bounded as R goes to infinity.
Here is the estimate we are going to prove as Ω goes to infinity, with C independent of R.
as Ω → ∞. Firstly the convergence results for ξ 1,n * in the harmonic oscillator norm imply by Sobolev imbeddings: 
