Strong shock waves generated by hypervelocity impact can induce vaporization in solid materials. To pursue knowledge of the chemical species in the shock-induced vapors, one needs to design experiments that will drive the system to such thermodynamic states that sufficient vapor can be generated for investigation. It is common to use porous media to reach high entropy, vaporized states in impact experiments. We extended calculations by Ahrens ͓J. Appl. Phys. 43, 2443 ͑1972͔͒ and Ahrens and O'Keefe ͓The Moon 4, 214 ͑1972͔͒ to higher distentions ͑up to five͒ and improved their method with a different impedance match calculation scheme and augmented their model with recent thermodynamic and Hugoniot data of metals, minerals, and polymers. Although we reconfirmed the competing effects reported in the previous studies: ͑1͒ increase of entropy production and ͑2͒ decrease of impedance match, when impacting materials with increasing distentions, our calculations did not exhibit optimal entropy-generating distention. For different materials, very different impact velocities are needed to initiate vaporization. For aluminum at distention (m)Ͻ2.2, a minimum impact velocity of 2.7 km/s is required using tungsten projectile. For ionic solids such as NaCl at distention Ͻ2.2, 2.5 km/s is needed. For carbonate and sulfate minerals, the minimum impact velocities are much lower, ranging from less than 1 to 1.5 km/s.
I. INTRODUCTION
Collision events and the resulting shock compressions are one of the most fundamental processes in planetary formation and evolution. They also play an important role in affecting the planetary climatic system on a planet such as Earth. [1] [2] [3] During collision events, kinetic energy is converted into internal energy and such conversion changes the thermodynamic state of the colliding materials. Depending on the thermodynamic state reached and the release path taken, the system may end up in a solid, liquid, vapor, or plasma state. 4 The amount of vapor released and chemical species in the released vapor, especially those materials containing water and hydroxyl, carbonate and sulfate groups, are of particular interests to planetary scientists as well as geologists. 5, 6 Previously, Boslough et al. 7 and Tyburczy et al. 8 used a gun to launch a metal projectile into mineral specimens and the vapor products were collected and subsequently analyzed by gas source mass spectrometry. More recently, the vapor products generated from a hypervelocity impact of electrostatically accelerated microspheres upon metal targets were studied using time-of-flight mass spectrometry to simulate dust impact on a metal target. [9] [10] [11] Such results were used to develop the dust detectors and analyzers on board of the Galileo, Cassini, and Stardust solar system probes. Recently, Yang and Ahrens 12 have conducted velocity interferometer system for any reflector ͑VISAR͒ experiments on both calcite and anhydrite specimens and Gupta et al. 13 derived the incipient and complete vaporization pressures from these laser interferometric measurements. However, in situ mass spectrometric experiment of the impact vaporization products has not been conducted using mineral samples.
On the other hand, previous simulation studies of the impact vaporization were focused on investigating impact cratering processes using hydrodynamic codes. 14, 15 Few studies focused on the thermodynamic states of materials after impact. Krieger at the RAND cooperation, Santa Monica, CA, conducted thermodynamic calculations for a series of materials including CaCo 3 , 16 CaO, 17 Mg-Si-O, 18 SiC, 19 Al-Si-O systems, 20 and Al. 21 Recently, modern molecular dynamics studies have been performed on laser ablation processes, especially useful in analytical organic chemistry using matrix-assisted laser desorption ionization method. 22 , 23 Ahrens 24 and Ahrens and O'Keefe 25 thermodynamically modeled porous materials for laboratory impact experiments. They calculated the entropies associated with the shocked states in metals, minerals, and common rocks. They observed that minerals and rocks are readily vaporizable at impact velocities less than 5 km/s and they also noted the existence of an optimal distention in the entropy production for a specific material. In their model, they assumed the linear UsϪUp relation in porous materials to perform their impedance match calculations. Here, we explicitly require only a linear UsϪUp relation for nonporous solid materials and conduct thermodynamic modeling of the states of shocked porous materials upon projectile impact in the laboratory. We extended earlier calculations 24, 25 to distentions up to five and we improved the previous calculations by directly solving a modified Mie-GrXneisen equation of state for the porous material. Special interest is placed on minerals containing carbonates, sulfates, and hydroxyl groups that are of relevance to planetary climate
II. MODELING METHODS
We assume that shocked states are thermodynamic equilibrium states and we limit our calculations to states with shock temperatures less than 10 000 K. Above such temperatures, significant ionization of gaseous elements takes place at ambient pressures and free electrons start to behave classically and begin to take up a significant fraction of the thermal energy. Hence, the simple treatment of GrXneisen parameter used in our modeling needs to be significantly modified, if peak shock temperature above 10 000K is reached. 26 We also ignored the effect of the presence of heterogeneous heating and hot spots in porous material under strong shock. These phenomena have been investigated [27] [28] [29] and the main effect due to the presence of these nonequilibrium nonlinear phenomena is to create highly localized and concentrated heat and entropy sources within the shocked porous material. The presence of these highly localized hot spots will promote more vapor production and may cause additional chemical reactions in the vapor state. Such heat production can now be quantified to a certain degree and the shock temperature can be estimated 29 but their effect on vapor production is less well established. Previous investigations ͑e.g., see Ref. 29 and references therein͒ concluded that nonequilibrium thermodynamics of energetic powders mainly affect the reaction initiation. The current study neglecting the nonequilibrium phenomena can be considered as a conservative estimate for vapor generation in a porous material.
In our calculations, the simulation grid included compression and distention. The compression is defined as:
͑1͒
where V H , H are the specific volume and density associated with a Hugoniot state and V 0 , 0 are the specific volume and density of initial nonporous crystalline material. The distention is defined as:
where V 00 and 00 are the specific volume and density of the same material with different porosity. This study covered m from 1 to 5 and from Ϫ0.5 to 0.5.
The peak shock pressure associated with each grid point can then be calculated from a Mie-GrXneisen equation of state. One can then calculate the shock temperature using the existing thermodynamic data and the peak shock pressure. The entropy associated with each Hugoniot state can then be calculated from the shock pressure and temperature for each compression and distention grid point. Finally, with known compression and shock pressure, the shock velocity and particle velocity of each Hugoniot state can be calculated. Such calculation further allows us to solve an impedance match equation for each compression-distention grid point.
Many materials studied in our modeling undergo single or multiple phase transitions. In order to simplify the modeling, we adopted an iterative procedure 30 to establish Hugoniots for the metastable high-pressure phase or high pressure phase assemblage. Therefore, the transformation energy and entropy are involved only in the shock temperature and entropy calculations.
A. Hugoniot pressure and temperature calculations
Assuming a Mie-GrXneisen equation of state, using the principal isentrope as a reference curve, the Hugoniot in the PϪ space for a crystalline material is given as the following:
in which, P H is the Hugoniot pressure, P S is the pressure along the principal isentrope at density H . Here, Kϵ1 ϩ2/␥ where ␥ is the GrXneisen parameter and S is the internal energy along the principal isentrope. The GrXneisen parameter is modeled with a volume dependence:
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We used the theoretical value compatible with the linear UsϪUp relation for the zero-compression GrXneisen parameter, ⌫ 0 , as the following:
where s is the slope from the linear U s ϪU p relationship (U s ϭC 0 ϩs•U p ) of the crystalline material. 33 The reasons for choosing the Eq. ͑4b͒ formulation versus other theoretical values are ͑1͒ for many high pressure phases, data for their GrXneisen parameter is unavailable and ͑2͒ such choice allows us to generate a self-consistant theoretical parameter set for many high-pressure phases. This parameter set includes GrXneisen parameters, the bulk modulus, and the pressure derivative of the bulk modulus. 33 With minor modification, Eq. ͑3͒ can be extended to describe the Hugoniot for distended materials:
where P m is the Hugoniot pressure for the porous material with initial density of 00 . The meaning of other symbols are exactly the same as in Eqs. ͑3͒ and ͑5͒, except the reference density is now changed to that of the porous material. This equation allows one to model the normal Hugoniot curves as well as the inverted Hugoniot curves at high porosity. The pressure along the principal isentrope ͓ P s in Eqs. ͑3͒ and ͑5͔͒ can be expressed in a third-order BirchMurnaghan equation of state and the internal energy change along the principal isentrope ͓ s in Eqs. ͑3͒ and ͑5͔͒ is 32
where
Ϫ1͔/2, ͑6a͒
and K 0S and K 0S Ј are the bulk modulus and the pressure derivative of the bulk modulus along the principal isentrope, respectively. The theoretical values for these two parameters in terms of the shock parameters, C 0 and s, are
and K 0S Ј ϭ4sϪ1.
͑6d͒
Once the shock pressure is calculated using Eq. ͑5͒, the shock temperature can be calculated in two steps. First, we calculate the temperature along the principal isentrope for the nonporous, crystalline material using the result from Walsh and Christian:
and the shock temperature can then be calculated using
where, T S is the temperature along the principal isentrope defined in Eq. ͑7͒ and C V is the heat capacity at constant volume, which can be obtained from Debye model as follows ͑from Kittel:
where R is the gas constant. The Debye temperature is determined from the measured sound velocity:
where is the mean atomic weight. The volume dependence of the Debye temperature can be obtained as following:
͑11͒
Most materials included in this study have room pressuretemperature elastic moduli available in C i j forms. 37 A Voigt approximation for the bulk modulus and shear modulus was employed to calculate the compressional and shear velocities. Equation ͑11͒ assumes the Debye temperature is pressure dependent, but not temperature dependent and the behaviors of the elastic moduli at a high pressure-temperature condition are implicit in this formulation. For those materials which elastic moduli are available to calculate bulk compressional velocity (v p ) and shear velocity (v s ), the Debye model is used. For those materials lacking the sound velocity data, the Dulong-Petit value is assumed. ⌬E in Eq. ͑8͒ is the difference in internal energy generated by the impact (E H ϭ0.5P H •(V 00 ϪV H ), from RankineHugoniot relations͒ and that consumed during compression of the sample from V 0 to V H along the principal isentrope ( S ) as well as that consumed during the phase transition (E Tr , if there exists a phase transition͒, i.e,
Finally, the shock temperature for the porous material can be obtained from modification of the shock temperature of nonporous, crystalline material:
where T H , P m , and P H are defined by Eqs. ͑8͒, ͑5͒, and ͑3͒, respectively. The heat capacities are defined by the Debye model, Eqs. ͑9͒ -͑11͒ or by the Dulong-Petit model and the GrXneisen parameter is obtained from Eqs. ͑4͒ -͑4b͒.
B. Special considerations on porous materials
The Hugoniot curves for crystalline materials without shock-induced phase transitions have a concave-upward shape ͑i.e., ‫ץ‬ 2 P/‫ץ‬V 2 Ͼ0) in the pressure-volume plane. As the porosity of the materials increases ͑bulk density decreases͒, the heat generated due to increasing internal energy makes the material less compressible. At low porosity ͑i.e., mϾ1 but close to unity͒, the peak density reached can be greater than that of the crystalline nonporous material. If the porosity has increased, the heat generated via dynamic compression is so great that the material can only be compressed to a density less than the uncompressed nonporous crystalline density. This behavior is often referred as an inverted Hugoniot in many studies and has been observed in many experiments. 38, 39 In Zeldovich and Raiser's 4 treatment of these Hugoniots, they assumed the GrXneisen parameter to be constant and demonstrated that Eq. ͑5͒ described the inverted Hugoniot curves in high porosity material. Trunin et al. 40 have treated shock experimental data in porous metals using an equation of state which included electronic contributions, which is necessary for very high-pressuretemperature regimes. In the scope of this study, we allowed the GrXneisen parameter to be volume dependent under all conditions, but the electronic contributions are ignored. In fact, the volume dependence of the GrXneisen parameter ͓␥ in Eq. ͑4͔͒, that of the isentrope temperature ͓T S in Eq. ͑7͔͒, and that of the Debye temperature ͓ in Eq. ͑11͔͒ were maintained throughout our calculations, even at inverted Hugoniot conditions. This is sufficient for our purpose because the low vaporization threshold observed in our simulations, particularly in the case of minerals.
C. Entropy calculation
After calculating the Hugoniot pressure and shock temperature, one can then calculate the entropy associated with each shock state. This method has been used in Yang, 41 Yang and Ahrens, 12 and Gupta et al. 13 to calculate entropies of calcite and anhydrite. Figure 1 shows the Hugoniot curve and the principal isentrope for a model mineral undergoing a single shock-induced phase transformation. In Fig. 1 , the Hugoniot curve of this model material consisted a lowpressure phase, a high-pressure phase, and a mixed phase region. We treated the entropy production during the shock compaction as a bulk property ͑using the heat capacity of the bulk material to calculate the entropy production͒ and ignored the localized effect due to the presence of hot spots and heterogenous heating. Such an approach is the most conservative estimate of the entropy production, because the existence of these localized hot zones can only increase the total entropy production. Referring to the volume-pressure points in Fig. 1 , the entropy associated with the state (V H , P H ) can be obtained following three PϪV paths: ͑1͒ from (V 0 , 1 bar) to (V 0 S , 1 bar), the entropy difference is that due to the phase transition, ⌬S 1 ϭ⌬S tr ; ͑2͒ from (V 0 S , 1 bar) to (V H , P S ), the entropy difference is zero, because the path is along the high-pressure phase principal isentrope, ⌬S 2 ϭ0; and ͑3͒ from (V H , P S ) to (V H , P H ), this is isochoric heating and the entropy change is given as ⌬S 3 ϭ͐ T S T H C V /T dT, here again the C V is defined by Eqs. ͑9͒ to ͑11͒ or by the Dulong-Petit value. Therefore, the entropy associated with the final state (V H , P H ) is the sum of ⌬S 1 , ⌬S 2 , and ⌬S 3 plus the standard state entropy of the unshocked sample:
D. Impedance match calculations
After obtained the Hugoniot pressure from compression, we can calculate the shock velocity and the particle velocity achieved from the Rankine-Hugoniot relations. The shock velocity, U S , and the particle velocity, U p , can be calculated from:
The velocity of projectile which induces such given shock state can then be calculated without any knowledge of the shock wave equation of state of the porous materials, which is usually very poorly constrained. Following Ahrens, 42 the impedance match equation is:
where 0A is the density of the projectile, C 0A , s A are the shock wave equation of state parameters for the projectile material, and u f p is the velocity of the projectile just before impact. Using the results from Eqs. ͑15͒ and ͑16͒, we solve Eq. ͑17͒ for the projectile velocity: We used the Hugoniot data of these materials in the form of their shock wave equation of state parameters (C 0 and s͒, the nature, and density of the high-pressure phase͑s͒ and the parameters describing the GrXneisen parameters simultaneously. The purpose is to generate a self-consistent parameter set for each material ͑Table I͒.
In Table I , the values for the initial density of the highpressure phase, 0H , were obtained either ͑1͒ by taking published values for a single solid phase or ͑2͒ by fitting the available Hugoniot data with other listed parameters. The C 0 , s, and '' U p range'' columns tabulate the parameters of the shock equation of state and the particle velocity range in which the C 0 Ϫs values were obtained. An iterative procedure 30 was followed to construct the metastable Hugoniots for the metastable high-pressure phases and phase assemblages for those materials with shock-induced phase transitions. The metastable Hugoniots were used to obtain the associated C 0 *Ϫs* values ͑the asterisks represent metastable phases͒ and are listed in Table I under the C 0 and s columns. The q 0 and qЈ columns list the parameters describing the volume dependence of GrXneisen parameters obtained by fitting the available shock wave data. If a material has been studied in porous conditions, q 0 were obtained by fitting the experimental data at each porosity. An averaged value of q 0 is tabulated and used in the subsequent calculations. If a particular material does not have experimental Hugoniot data for different porosity, the nonporous q 0 value is used throughout the calculation. Because ⌫ 0 can be obtained using Eq. ͑4b͒ directly from s, therefore, the values of ⌫ 0 are omitted from Table I. ⌬S Tr for a phase transition in Table I was obtained either by ͑1͒ calculating from the Clausius-Clapeyron relations (⌬Sϭ⌬V•dP/dT) or ͑2͒ taken from literature. The E Tr for such transition can be derived from thermodynamic equality:
The transition pressures and temperatures were obtained from references indicated in Table I . When insufficient information to obtain ⌬S Tr and E Tr , exists, these were estimated from thermodynamic prop- erties of materials having similar chemical formula and crystal structure. These were labeled within a parenthesis. For brucite, the high-pressure phase assemblage (MgOϩH 2 O) has a molar volume very close to that of the brucite. As a result, no discontinuity is seen in the U s ϪU p plot for brucite 56 and thus the ⌬S Tr and E Tr terms were nearly zero. The S 0 column is the standard entropy of the low-pressure phase at 298 K and the values were taken from the NIST-JANAF tables 60 or from Robie et al.
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IV. RESULTS AND DISCUSSIONS
The calculated Hugoniot curves of selected materials ͑aluminum, calcite, ice at 263 K, and NaCl͒ are compared with the experimental data and are tabulated in Table II . The values in parentheses are our modeling results. Figures 2-5 plotted entropy versus compression with distentions as a parameter. Each plot is also superimposed with the contours of the projectile velocity. The contours were obtained using an interpolation routine. The contours in Figs. 2-5 have a convex-upward shape and become flattened as the distention increases, which may be explained by the two competing processes theory proposed by Ahrens. 24 These competing processes were: ͑1͒ an increase in the production of entropy ͑heat production͒ and ͑2͒ a decrease in the impedance matching as the porosity increases. According to Ahrens 24 and Ahrens and O'Keefe, 25 an optimal entropygenerating distention for a certain impact velocity was observed. We did not observe such an optimal distention in any of the materials studied in our calculations even though our calculations covered a much larger distention and compression range, but the flattening of the projectile velocity contours does suggest that the competing processes theory is still valid within the compression and distention range covered by this study. We attributed this discrepancy in observation of the optimal entropy-generating distention to the different approaches used in the impedance match calculations. However, since we limited the distention range in our calculation from 1 to 5 and the possibility of an optimal distention occurring at even higher distentions cannot be completely ruled out. Such an investigation will require a better GrXneisen parameter model, because of the amount of heat produced ͑shock temperatures well over 10 000 K͒. In addition, the existence of heterogeneous heating and hot spots may enhance the effect of one aspect of the competing process. The high temperatures at the surface of the grains generated by these nonlinear processes 28 should greatly decrease the strength of the porous material and will probably enhance the impedance contrast to increase more dramatically. The enhancement on the entropy production may be limited due to the finite amount of internal energy supplied.
In Figs. 2-5 ͑including those in the Deposit͒, the vaporization intervals and melting intervals were labeled as V.I. and M.I. and additional horizontal lines were drawn to facilitate visualizing the beginning of vaporization and melting. These intervals were obtained from various sources and methods. For metals, these values were calculated using the NIST-JANAF tables. 60 For minerals, the species present in the vapor were assumed and an estimated vaporization temperature were calculated. 13 We then calculated the entropy of the solid and vapor at the vaporization temperature. Some materials go directly into vapor phase or decompose, thus only the vaporization interval is shown. For aluminum with distention Ͻ1.9, a minimum projectile velocity of 2.7 km/s is needed for initiating vaporization using a tungsten projectile. Similar projectile speeds are needed to vaporize iron and lithium. For ionic solids such as NaCl, the required impact velocity for initiating vaporization is somewhat lower than that for metals. In the case of NaCl at distention Ͻ2.2, 2.5 km/s is needed to drive the system into the vapor state. For volatile-bearing minerals, the minimum impact velocities are much lower, ranging from less than 1 to 1.5 km/s. The implication of low projectile velocity is that researchers can reasonably expect that with a properly designed mass spectrometer, an impact experiment using gun launched projectile will provide sufficient energy for vaporizing mineral specimens upon release from the shocked state.
Some approximations and assumptions were made during the modeling and these may contribute uncertainty and errors to the calculation results. A major source of error is the assumption of C v being Debye-type or Dulong-Petit value. The applicability of Dulong-Petit rule in minerals and polymers are very suspicious, especially in the low temperature region (TϽ⌰ D ). In fact, many mineral physical literatures showed that even the Debye model for the heat capacity was not entirely satisfactory in common minerals and a modified lattice vibration model was introduced. 62 In the past two decades, we have seen better thermodynamic databases of minerals become available, 63 but thermodynamic properties of many high-pressure phases are nonexisting. Furthermore, for polymers, knowledge of the nature of the high-pressure phases are extremely limited and not to mention the thermodynamic properties. In fact, for those materials with elastic properties, the discrepancy in constant volume heat capacities calculated using the Debye model and the Dulong-Petit model at any distention within the calculation grid and at high temperatures ͑greater than the Debye temperatures͒ is always less than 1%. Take calcite for example, the calculated constant pressure heat capacity (Cp) at 3000 K, using the Debye model yielded 165.4 J/K mol, the value calculated using the Dulong-Petit model yielded 165.6 J/K mol, and the thermochemical database 63 showed a value of 159.6 J/K.mol, an error of 3.7%. The error at the low-temperature end is much higher. Using calcite as an example again, the constant pressure heat capacity in the thermochemical database 63 at 300 K is 84.9 J/K mol, the Dulong-Petit model yielded 125.3 J/K mol and the Debye model yielded 107.7 J/K mol. The Debye model is about 26.8% off and the Dulong-Petit model is about 47.5% off. Calcite is one of the extreme example due to the non-Debye behavior. 36 Even though the discrepancies seem huge, but the temperature range is limited where these unbearable discrepancy exists. Therefore, the entropy calculation should incur small differences and comparing the difference between the entropies calculated using the Dulong-Petit model and Debye model did yield very similar values ͑mostly Ͻ1%). Additionally, in most of our calculation the temperature range well exceeds the Debye temperature, then the discrepancy is much better controlled. We argue that these heat capacities calculated using either the Dulong-Petit model or Debye model are still quite good first-order approximation for the high-pressure phases.
The other assumption, which may have considerable effect on the results, is the GrXneisen parameter model. In limited pressure-temperature range, the assumption of a simple volume dependency is acceptable. However, as the shock temperature increases, the assumption ceases to be a good description of the solid due to the increase electronic contribution to the heat capacity. At high temperatures, the electrons started to take up a significant amount of thermal energy and an electron correction term is generally needed for the GrXneisen parameter. From Eliezer et al., 26 the temperature for the electrons to become classical is about 10 4 K, therefore, we limited our calculations to be within 10 4 K and thus our assumption of volume dependency of the GrXneisen parameter should hold.
The stability issue must be addressed by free energy calculations. We followed the approach by Gupta et al. 13 to calculate the entropy associated with incipient and complete vaporization by extrapolating available thermodynamic data to high temperatures to estimate the vaporization temperature and then evaluate the entropy of the solid and the vapor phases at the vaporization temperature. In this study, we simply assumed the impact ionization is far less common than impact vaporization, because the energy required for ionizing the vapor species are far too great. The first ionization energy in Cs is a few electron volts and other atoms have an even higher first ionization energy. Therefore, even though it is possible to have some ionized species in the ejecta, the amount of the ionized species can be very small. In addition, the lifetime of these ionized species can be rather short. Therefore, assuming neutral species should be a very good first approximation. The major problem, in fact, is that actual vaporization species are unknown. Some recent literature do suggest that the ejecta has a very different, even nonstoichiometric, chemical composition from the bulk material. 64 However, the equilibrium approach is a much simpler and the most conservative estimate of the vapor generated, as indicated by many studies in hot spot and heterogeneous heating have been able to estimate the anomalous temperature increase and the promoted kinetics. Our current understanding of the speciation reactions in the shock-induced vapors are extremely poor and further experimental study of the speciations in the vapors will be tremendously valuable in elucidating the shock-induced vaporization processes.
