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Все чаще современные системы аналитики и рекомендаций строятся
на основе анализа данных, структурированных с использованием гра-
фовой модели. В данной модели основные сущности представляются
вершинами графа, а отношения между сущностями — ориентирован-
ными ребрами с различными метками. Подобная модель позволяет от-
носительно легко и практически в явном виде моделировать сложные
иерархические структуры, которые не так просто представить, напри-
мер, в классической реляционной модели. В качестве основных областей
применения графовой модели можно выделить следующие: графовые
базы данных [4], анализ RDF данных [6], биоинформатика [26] и стати-
ческий анализ кода [14].
Поскольку графовая модель используется для моделирования от-
ношений между объектами, при решении прикладных задач возникает
необходимость в выявлении неявных взаимоотношений между объекта-
ми. Для этого формируются запросы в специализированных программ-
ных средствах для управления графовыми базами данных. В качестве
запроса можно использовать некоторый шаблон на путь в графе, кото-
рый будет связывать объекты, т.е. выражать взаимосвязь между ними.
В качестве такого шаблона можно использовать формальные грамма-
тики, например, регулярные или контекстно-свободные (КС). Исполь-
зуя выразительные грамматики, можно формировать сложные запросы
и выявлять нестандартные и скрытые ранее взаимоотношения между
объектами. Например, same-generation queries [1] могут быть выражены
КС грамматиками, в отличие от регулярных.
Результатом запроса может быть множество пар объектов, между
которыми существует путь в графе, удовлетворяющий заданным огра-
ничениям. Также может возвращаться один экземпляр такого пути для
каждой пары объектов или итератор всех путей, что зависит от семан-
тики запроса. Поскольку один и тот же запрос может иметь разную се-
мантику, требуются различные программные и алгоритмические сред-
ства для его выполнения.
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Запросы с регулярными ограничениями изучены достаточно хоро-
шо, языковая и программная поддержка выполнения подобных запро-
сов присутствует в некоторых современных графовых базах данных.
Однако, полноценная поддержка запросов с КС ограничениями до сих
пор не представлена. Существуют алгоритмы [3,6,7,17,21] для вычисле-
ния запросов с КС ограничениями, но потребуется еще время, прежде
чем появиться полноценная высокопроизводительная реализация одно-
го из алгоритмов, способная обрабатывать реальные графовые данные.
Работы Никиты Мишина и др. [12] и Арсения Терехова и др. [8]
показывают, что реализация алгоритма Рустама Азимова [3], основан-
ного на операциях линейной алгебры, с использованием GPGPU для
выполнения наиболее вычислительно сложных частей алгоритма, дает
существенный прирост в производительности. Это позволило заклю-
чить, что подобный подход к реализации может быть в теории приме-
ним для анализа данных близких к реальным.
Недавно представленный алгоритм [7] для вычисления запросов с
КС ограничениями также полагается на операции линейной алгебры:
тензорное произведение, матричное умножение и сложение в булевом
полукольце. Данный алгоритм в сравнении с алгоритмом Рустама Ази-
мова [8] позволяет выполнять запросы для всех ранее упомянутых се-
мантик и потенциально поддерживает КС запросы с бо́льшим количе-
ством нетерминалов и правил вывода (в некоторой нормальной форме).
Для его реализации на GPGPU требуются высокопроизводительные
библиотеки примитивов линейной алгебры. Подобные инструменты для
работы со стандартными типами данных, такими как float, double, int
и long, уже представлены. Однако библиотека, которая бы работала с
разреженными данными и имела специализацию указанных ранее опе-
раций для булевых значений, еще не разработана.
Поэтому важной задачей является не только реализация перспек-
тивного алгоритма [7] на GPGPU, но и разработка библиотеки прими-
тивов линейной булевой алгебры, которая позволит реализовать этот и
подобные алгоритмы на данной вычислительной платформе.
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1. Цель и задачи
Целью данной работы является реализация алгоритма поиска путей в
графовых базах данных через тензорное произведение на GPGPU. Для
ее выполнения были поставлены следующие задачи.
• Разработка архитектуры библиотеки примитивов разреженной ли-
нейной булевой алгебры для вычислений на GPGPU.
• Реализация библиотеки в соответствии с разработанной архитек-
турой.
• Реализация алгоритма поиска путей с КС ограничениями через
тензорное произведение с использованием разработанной библио-
теки.
• Экспериментальное исследование библиотеки и реализации алго-
ритма.
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2. Обзор предметной области
Для разработки библиотеки и реализации нового алгоритма необходи-
мо сперва рассмотреть базовую теорию запросов к графам с КС огра-
ничениями, а также ознакомиться с существующими подходами к реа-
лизации. Для этого предлагается рассмотреть алгоритмы выполнения
данных запросов, с акцентом на перспективное направление алгорит-
мов, которые полагаются на операции разреженной линейной алгебры.
Необходимо рассмотреть алгоритм поиска путей на основе тензорно-
го произведения, а также существующие инструменты для работы с
примитивами разреженной линейной алгебры на GPU. Это поможет
обосновать необходимость разработки нового подобного инструмента.
2.1. Терминология
Ориентированный граф с метками на ребрах G = ⟨V,E, L⟩ это тройка
объектов, где V конечное непустое множество вершин графа, E ⊆ V ×
L × V конечное множество ребер графа, L конечное множество меток
графа. Здесь и далее будем считать, что вершины графа индексируются
целыми числами, т.е. V = {0 , ..., |V | − 1}.
Граф G = ⟨V,E, L⟩ можно представить в виде матрицы смежности
M размером |V | × |V |, где M [i, j] = {l | (i, l, j) ∈ E}. Используя булеву
матричную декомпозицию, можно представить матрицу смежности в
виде набора матрицM = {M l | l ∈ L,M l[i, j] = 1 ⇐⇒ l ∈M [i, j]}.
Путь π в графе G = ⟨V,E, L⟩ это последовательность ребер e0, e1, en−1,
где ei = (vi, li, ui) ∈ E и для любых ei, ei+1 : ui = vi+1. Путь между верши-
нами v и u будем обозначать как vπu. Слово, которое формирует путь
π = (v0, l0, v1), ..., (vn−1, ln−1, vn) будем обозначать как ω(π) = l0...ln−1, что
является конкатенацией меток вдоль этого пути π.
Контекстно-свободная (КС) грамматика G = ⟨Σ, N, P, S⟩ это чет-
верка объектов, где Σ конечное множестве терминалов или терминаль-
ный алфавит, N конечное множество нетерминалов, P конечное мно-
жество правил вывода вида A → γ, γ ∈ (N ∪ Σ)∗, S ∈ N стартовый
нетерминал. Вывод слова w в грамматике из нетерминала S примене-
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нием одного или нескольких правил вывода обозначается как S →∗G w.
Язык L над конечным алфавитом символов Σ — множество слов,
составленных из символов этого алфавита, т.е. L ⊆ {w | w ∈ Σ∗}. Язык,
задаваемый грамматикой G, обозначим как L(G) = {w | S →∗G w}.
Произведение Кронекера матриц A и B с размером m×n и p×q соот-
ветственно это блочная матрица размера mp× nq, где блок с индексом
(i, j) вычисляется как aij ∗B.
2.2. Поиск путей с ограничениями
При вычислении запроса на поиск путей в графе G = ⟨V,E, L⟩ в ка-
честве ограничения выступает некоторый язык L, которому должны
удовлетворять результирующие пути.
Поиск путей в графе с семантикой достижимости — это поиск всех
таких пар вершин (v, u), что между ними существует путь vπu такой,
что ω(π) ∈ L. Результат запроса обозначается как R = {(v, u) | ∃vπu :
ω(π) ∈ L}.
Поиск путей в графе с семантикой всех путей — это поиск всех
таких путей vπu, что ω(π) ∈ L. Результат запроса обозначается как
Π = {vπu | vπu : ω(π) ∈ L}. Необходимо отметить, что множество Π
может быть бесконечным, поэтому в качестве результата запроса пред-
полагается не всё множество в явном виде, а некоторый итератор, ко-
торый позволит последовательно извлекать все пути.
Семантика одного пути является ослабленной формулировкой се-
мантики всех путей, так как для получения результата достаточно най-
ти всего один путь вида vπu : ω(π) ∈ L для каждой пары (v, u) ∈ R.
Поскольку язык L может быть бесконечным, при составлении за-
просов используют не множество L в явном виде, а некоторое правило
формирования слов этого языка. В качестве таких правил и выступают
регулярные выражения или КС грамматики. При именовании запросов
отталкиваются от типа правил, поэтому запросы именуются как регу-
лярные или КС соответственно.
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2.3. Существующие решения
Впервые проблема выполнения запросов с контекстно-свободными огра-
ничениями была сформулирована в 1990 году в работе Михалиса Ян-
накакиса [33]. С того времени были представлены многие работы, в
которых так или иначе предлагалось решение данной проблемы.
Однако недавно Йохем Куиджперс и др. [13] на основе сравнения
нескольких алгоритмов [3,17,27] для выполнения запросов с контекстно-
свободными ограничениями заключили, что существующие алгорит-
мы неприменимы для практики из-за проблем с производительностью.
Стоит отметить, что алгоритмы, используемые в статье, были реали-
зованы на языке программирования Java и исполнялись в среде JVM
в однопоточном режиме, что могло существенно повлиять на произ-
водительность представленных алгоритмов и, соответственно, выводы
авторов.
Это подтверждают результаты работы Арсения Терехова и др. [8], в
которой с использованием программных и аппаратных средств Nvidia
Cuda был реализован алгоритм Рустама Азимова [3]. В данном алгорит-
ме задача поиска путей с КС ограничениями была сведена к операциям
линейной алгебры, что позволило использовать высокопроизводитель-
ные библиотеки для выполнения данных операций на GPGPU. Дан-
ное исследование показало, что эффективная реализация алгоритма на
GPU может сделать его применимым для анализа реальных данных.
Алгоритм Рустама Азимова [8] способен выполнять запросы только
в семантике одного пути. Поскольку в качестве формализма для пред-
ставления грамматики КС запроса используется ослабленная нормаль-
ная форма Хомского (ОНФХ) [18], увеличение числа правил в исходной
грамматике запроса может приводить к существенному разрастанию
ОНФХ, что негативно влияет на время работы алгоритма.
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2.4. Поиск путей с КС ограничениями через тензор-
ное произведение
Представленный в работе Егора Орачева и др. [7] алгоритм для вы-
полнения КС запросов использует операции линейной булевой алгеб-
ры: произведение Кронекера (частный случай тензорного произведе-
ния), матричное умножение и сложение. Данный алгоритм позволяет
выполнять запросы в семантике достижимости и всех путей, а также он
подходит для реализации на многоядерных системах, что делает его по-
тенциально применимым для анализа реальных данных. Кроме этого,
данный алгоритм использует в качестве формализма для представле-
ния запроса рекурсивный автомат (РА) [2], что потенциально может
решить проблему разрастания исходной грамматики запроса.
Идея алгоритма состоит в пересечении РА и графа с использованием
некоторой модификации классического алгоритма пересечения конеч-
ных автоматов [18]. Пересечение выполняется с использованием произ-
ведения Кронекера, а множество рекурсивных вызовов учитывается с
помощью транзитивного замыкания, что также выражается с исполь-
зованием матричных операций умножения и поэлементного сложения.
Данный процесс итеративный, и он выполняется до тех пор, пока в
результирующий граф добавляются новые ребра.
В листинге 1 представлен псевдокод алгоритма. Необходимо отме-
тить, что алгоритм использует булеву матричную декомпозицию в стро-
ках 3 – 4 для представления матрицы переходов РА и матрицы смеж-
ности графа, а также использует матричное умножение, сложение и
произведение Кронекера в строках 14 – 16.
Данный алгоритм является относительно простым в реализации,
так как всю сложность выполнения он перекладывает на операции ли-
нейной алгебры, которые должны быть реализованы в сторонних вы-
сокопроизводительных библиотеках.
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Listing 1 Поиск путей через произведение Кронекера
1: function KRONECKERPRODUCTBASEDCFPQ(G, G)
2: R← Рекурсивный автомат для грамматики G
3: M1 ← Матрица переходов R в булевой форме
4: M2 ← Матрица смежности G в булевой форме
5: C3 ← Пустая матрица
6: for s ∈ {0, ..., dim(M1)− 1} do
7: for S ∈ getNonterminals(R, s, s) do
8: for i ∈ {0, ..., dim(M2)− 1} do




13: while Матрица смежностиM2 изменяется do
14: M3 ←M1 ⊗M2 ▷ Вычисление произведения Кронекера
15: M ′3 ←
⊕
Ma3 ∈M3
Ma3 ▷ Слияние матриц в одну булеву матрицу достижимости
16: C3 ← transitiveClosure(M ′3) ▷ Транзитивное замыкание для учета рекурсивных вызовов
17: n× n← dim(M3)
18: for (i, j) | C3[i, j] ̸= 0 do
19: s, f ← getStates(C3, i, j)
20: x, y ← getCoordinates(C3, i, j)
21: for S ∈ getNonterminals(R, s, f) do






2.5. Вычисления на GPU
GPGPU (от англ. General-purpose computing on graphics processing units)
— техника использования графического процессора видеокарты ком-
пьютера для осуществления неспециализированных вычислений, кото-
рые обычно проводит центральный процессор. Данная техника позво-
ляет получить значительной прирост производительности в SIMD (ан-
гл. single instruction, multiple data) вычислениях, когда необходимо об-
рабатывать большие массивы однотипных данных с фиксированным
набором команд.
Исторически видеокарты в первую очередь использовались как гра-
фические ускорители для создания высококачественной трехмерной гра-
фики в режиме реального времени. Позже стало ясно, что мощность
графического процессора можно использовать не только для графи-
ческих вычислений. Так появились программируемые вычислительные
блоки (англ. compute shaders), которые позволяют выполнять на видео-
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карте неграфические вычисления.
На данный момент существует несколько промышленных стандар-
тов для создания программ, использующих графический процессор, од-
ними из которых являются Vulkan [31], OpenGL [30], DirectX [11] как
API для графических и неспециализированных вычислительных задач,
а также OpenCL [25], Nvidia Cuda [23] как API для неспециализирован-
ных вычислений.
В качестве технологии для GPGPU в этой работе используется Nvidia
Cuda. В то время как OpenCL создавался как кросс-платформенный
стандарт для программирования вычислений, Cuda API специфичен
только для видеокарт производства компании Nvidia. Однако он имеет
более широкий набор инструментов как для написания, так и для от-
ладки программ, а также собственный компилятор NVCC, который поз-
воляет осуществлять кросс-компиляцию кода на языке Cuda C/C++,
и прозрачно использовать его вместе с кодом на языке C/C++. Кроме
этого, в данной работе используются результаты исследования Арсения
Терехова и др. [8], в котором также использовался Cuda API.
2.6. Примитивы разреженной линейной алгебры для
GPGPU
Для эффективной реализации алгоритмов [3,7] требуются высокопроиз-
водительные библиотеки операций линейной алгебры. Реальные графо-
вые данные насчитывают порядка 105 – 109 вершин и являются сильно
разреженными, т.е. количество ребер в графе сравнимо с количеством
вершин, поэтому плотные матрицы не подходят для представления та-
кого типа данных. К примеру, плотная матрица смежности ориентиро-
ванного графа без меток с 1000000 вершин, вне зависимости от количе-
ства ребер, занимает 116 GB памяти, что является избыточным.
Библиотеки cuSPARSE [28] и CUSP [9] для платформы Nvidia Cuda
и clSPARSE [5] для платформы OpenCL предоставляют функциональ-
ность для работы с разреженными данными, однако они фокусируются
на обработке численных данных и специализируются только на стан-
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дартных типах, таких как float, double, int и long. Для реализации ал-
горитмов [3, 7] требуются операции над разреженными булевыми мат-
рицами, поэтому требуется специализация вышеуказанных библиотек
для работы с булевыми примитивами. С одной стороны, библиотека
cuSPARSE имеет закрытый исходный код, что делает невозможным ее
модификацию, с другой стороны, библиотеки CUSP и clSPARSE имеет
открытый исходный код и свободную лицензию, однако используемые
ими алгоритмы умножения разреженных матриц достаточно требова-
тельны к ресурсам памяти [8], что делает их неприменимым для обра-
ботки данных большого размера.
Также необходимо отметить такие библиотеки как GraphBLAST [32]
и bhSPARSE [19]. GraphBLAST является попыткой реализовать стан-
дарт GraphBLAS [20] — промышленный API для анализа графов в тер-
минах линейной алгебры. Данный стандарт позволят использовать про-
извольные полукольца для вычислений, включая булево полукольцо.
bhSPARSE предоставляет реализацию примитивов разреженной линей-
ной алгебры для вычислений в гетерогенных системах, включая GPU.
Он также, как и cuSPARSE, CUSP или clSPARSE фокусируется на чис-
ленных типах данных. GraphBLAST и bhSPARSE находятся в данный
момент в активной разработке, поэтому пока что невозможно исполь-
зовать ни один из инструментов для практических задач.
В работе Арсения Терехова и др. [8] была предпринята попытка
самостоятеьно реализовать алгоритм умножения разреженных матриц
Nsparse, предложенный в работе Юсуке Нагасака и др. [24], и специали-
зировать его для булевых значений. Данный алгоритм эксплуатирует
возможности видеокарт Nvidia и засчет бо́льшего количества шагов об-
работки позволяет снизить количество расходуемой видеопамяти. Экс-
перименты показали, что подобный подход позволяет не только снизить
в разы количество расходуемой видеопамяти, но и снизить общее время
работы алгоритма Рустама Азимова [3] по сравнению с его реализацией
на основе библиотеки CUSP.
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3. Архитектура библиотеки
В данной секции предлагается рассмотреть архитектуру разработанной
библиотеки, ее основные компоненты и модули, а также последователь-
ность обработки операций на GPU. Библиотека спроектирована с уче-
том как особенностей реализации нового алгоритма поиска путей с КС
ограничениями, так и основных аспектов, связанных с осуществлением
вычислений на GPU, рассмотренных в предыдущей главе.
Структура библиотеки и ее конченная функциональность в основ-
ном определяется следующими высокоуровневыми требованиями, ко-
торые продиктованы как конечными вычислительными задачами на
GPGPU, так и наличием существующей инфраструктуры для осуществ-
ления экспериментов [35].
• Поддержка вычислений на Cuda-устройстве. В качестве GPGPU
технологии необходимо использовать Nvidia Cuda, поскольку в
библиотеке необходимо повторно использовать уже существую-
щий код для работы с разреженными матрицами из исследования
Арсения Терехова и др. [8].
• Поддержка вычислений на CPU. Пользователь может запустить
вычисления с использованием библиотеки, даже если его компью-
тер не оснащен Cuda-устройством.
• C-совместимый API для работы с библиотекой. Примитивы и
операции библиотеки доступны в среде с неуправляемыми ресур-
сами для вызова библиотечных функций без накладных расходов,
что критически важно для обработки больших массивов данных.
• Python-пакет для работы с библиотекой. Примитивы и операции
доступны в высокоуровневой среде с управляемыми ресурсами,
что снижает порог вхождения и упрощает процесс прототипиро-
вания алгоритмов.
• Поддержка логирования, функций для отладки конечных пользо-
вательских алгоритмов. Конечные пользовательские алгоритмы
могут иметь нетривиальную структуру, поэтому требуются встро-
енные в библиотеку инструменты для отладки.
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Рис. 1: Архитектура разработанной библиотеки
3.1. Компоненты библиотеки
Далее предлагается детально рассмотреть высокоуровневую структуру
разработанной библиотеки cuBool. Библиотека имеет модульную ар-
хитектуру. Интерфейс представлен C-совместимым API, что отвечает
требованиям проекта. Также библиотека предоставляет Python-пакет
pycubool. Архитектура библиотеки представлена на рис. 1. Сторонние
зависимости проекта на рисунке обозначены белым цветом и находятся




Класс Library поддерживает глобальное состояние библиотеки, осу-
ществляет её конфигурацию и инициализацию, выбор конкретного вы-
числительного модуля, первичную валидацию вызовов функций и вход-
ных данных пользователя, а также хранит все созданные пользовате-
лем объекты.
Класс Matrix является proxy-классом, который осуществляет до-
ступ к операциям конкретного вычислительного модуля, выбранного
пользователем на этапе инициализации всей библиотеки. Данный под-
ход позволяет не только динамически выбирать платформу вычисле-
ний, но и позволяет осуществлять дополнительную обработку ошибок,
а также поддерживать дополнительные операции над матрицами.
Класс Logger осуществляет логирование в выбранный пользовате-
лем текстовый файл в процессе использования функций библиотеки, а
также позволяет профилировать операции и также сохранять время их
выполнения в текстовом виде.
Backend
ИнтерфейсMatrixBase предоставляет набор основных функций и опе-
раций, которые каждый вычислительный модуль должен реализовать,
чтобы предоставляемые им матрицы можно было использовать в мо-
дуле Core непосредственно для вычислений.
ИнтерфейсBackendBase описывает базовый контракт, которой дол-
жен предоставлять вычислительный модуль. Данный интерфейс вклю-
чает в себя функции для создания и удаления матриц, специфичных
для этого модуля, а также функции для корректной инициализации,
поддержания глобального состояния и завершения работы это моду-




Класс CudaMatrix предоставляет реализацию матрицы и операций
для осуществления вычислений на Cuda-устройстве. CudaMatrix хра-
нит структуру и данные матрицы (ненулевые элементы) в видео-памяти
и использует Nvidia GPU для вычислений.
Данный вычислительный модуль выбирается по умолчанию, если в
компьютере пользователя имеется Cuda-устройство. Однако пользова-
тель всегда может выбрать Sequential вычисления, если это требуется.
Для работы с технологией Cuda используется как Cuda Toolkit,
так и библиотека Cuda Thrust, которая упрощает работу с высоко-
уровневыми операциями на GPU. Данные инструменты по умолчанию
поставляются в современных пакетах для Сuda-разработки. В качестве
алгоритмов сложения и умножения матриц повторно используются ре-
зультаты исследования Арсения Терехова и др. [8], которые были вы-
делены в отдельную библиотеку Nsparse.
Sequential
Предоставляет реализацию класса матрицы и операций над ней для вы-
числений на CPU. Все вычисления осуществляются последовательно, в
однопоточном режиме, что не требует дополнительных библиотек или
компонентов.
Данный вычислительный модуль используется по умолчанию на
устройствах без Cuda-устройства. Данный подход позволяет использо-
вать библиотеку всем пользователям без исключения. Также данный
подход может быть удобен для прототипирования алгоритмов на ло-
кальном компьютере, чтобы позже запустить вычисления на высоко-
производительном сервере с поддержкой Cuda-вычислений.
Pycubool
Python-пакет предоставляет доступ к примитивам и операциям биб-
лиотеки в языковой среде Python. Модуль matrix предоставляет до-
ступ к классу матрицы и основным операциям, доступным в C API.
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Модуль bridge осуществляет коммуникацию с библиотекой через ме-
ханизмы вызова методов из библиотеки с разделяемым кодом. Модуль
wrapper поддерживает глобальное состояние библиотеки во время ра-
боты Python-интерпретатора. Модули io и gviz предоставляют доступ к
операциям ввода/вывода данных, позволяют загружать или сохранять
матрицы в текстовом формате, а также экспортировать набор матриц в
виде графа в формате GraphViz, что может быть полезно для отладки
пользовательских алгоритмов.
3.2. Последовательность обработки операций
Далее предлагается рассмотреть последовательность обработки вычис-
лительной операции над матрицей. Основная задача библиотеки в дан-
ном процессе — проверка аргументов на более ранних этапах обработки
и максимальная изоляция отдельных вычислительных модулей от ядра
библиотеки. Это необходимо как для поддержки нескольких вычисли-
тельных модулей, так и для снижения риска возникновения ошибок на
стороне вычислительного модуля, которые могут привести к аварийно-
му завершению приложения в целом. На рис. 2 представлена последо-
вательность обработки операции с вычислением на Cuda-устройстве.
Пользовательский Python-код инициирует выполнение операции над
матрицей или несколькими матрицами. Этот вызов обрабатывает па-
кет pycubool, который осуществляет первичную базовую валидацию
аргументов, запаковывает их и передает в функцию cuBool C API че-
рез механизм вызова методов из библиотек с разделяемым кодом. На
стороне реализации данного интерфейса полученные аргументы при-
водятся к требуемому типу и передаются далее в модуль core, кото-
рый поддерживает состояние библиотеки, осуществляет валидацию ар-
гументов, а также определяет допустимость выполнения операции. Да-
лее вызов передается непосредственно вычислительному модулю cuda,
который осуществляет подготовку и непосредственный запуск вычис-
лений на стороне Nvidia GPU.
Когда вычисления завершаются, cuda-модуль обновляет состояние
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Рис. 2: Последовательность выполнения вычислительной матричной
операции на Nvidia GPU с использованием pycubool
матриц в соответствии с полученными результатами. Модуль core осу-
ществят финальное логирование операции, а также сохраняет времен-
ные показатели выполнения вычислений в файл (опционально), и воз-
вращает в качестве результата выполнения статус операции или воз-
можное исключение, которое могло возникнуть на этапе выполнения
операции. cuBool C API осуществляет финальную обработку исклю-
чения (если таковое возникло), и возвращает числовой идентификатор
статуса операции.
В результате выполнения операции pucubool уведомляет пользова-
теля о потенциально возникших ошибках и возвращает управление из
вызываемой функции. Обновленное состояние библиотеки находится в
core, а состояние матриц после выполнения операций хранится на сто-
роне cuda-модуля. Поскольку состояние матриц и их данные хранятся
в видеопамяти GPU, накладные расходы при выполнении операций,
инициированных со стороны CPU, минимальны.
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4. Детали реализации
В данной секции предлагается рассмотреть основные детали реализа-
ции библиотеки cuBool и соответствующего ей Python-пакета pycubool,
которые были разработаны в соответствии с архитектурой, представ-
ленной в предыдущей главе.
Разработка библиотеки осуществлялась в рамках исследовательско-
го проекта лаборатории языковых инструментов JetBrains Research. В
качестве языка программирования для реализации библиотеки исполь-
зуется С++, так как он предоставляет механизмы для ручного управ-
ления ресурсами, а также позволяет использовать язык Cuda C/C++ в
рамках единого компилируемого приложения. Интерфейс библиотеки
реализован в виде C-совместимого API. Исходный код компилируется
в библиотеку с разделяемым кодом libcubool.so, которая может быть
динамически загружена в конечное пользовательское приложение. В
качестве целевой платформы для исполнения поддерживается семей-
ство операционных систем на базе ядра Linux.
4.1. Примитивы и операции
Основным примитивом библиотеки является разреженная матрица бу-
левых значений, которая хранится в видеопамяти видеокарты в фор-
мате CSR (compressed sparse row), который позволяет использовать
O(V +E) памяти для хранения матрицы смежности графа. Существу-
ют и другие форматы хранения разреженных матриц: CSC (compressed
sparse column), COO (coordinate list) и так далее. Однако CSR фор-
мат был выбран на основе результатов исследования Юсуке Нагаса-
ка и др. [24], так как он позволяет эффективно реализовать операцию
матричного умножения в условиях ограниченного объема доступной
видеопамяти.
В качестве поэлементных операций сложения и умножения исполь-
зуются логическое-или и логическое-и. Основные функции работы с
матрицами представлены ниже.
• Создание матрицы M размера m× n.
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• Удаление матрицы M и освобождение занятых ею ресурсов.
• Заполнение матрицы M списком значений {(i, j)k}k.
• Чтение из матрицы M списка значений {(i, j) | M [i, j] = 1}.
• Транспонирование матрицы M = NT .
• Извлечение подматрицы M = N [i : k, j : t].
• Редуцирование матрицы к вектору V : V [i] =
⊕
j M [i, j].
• Сложение матриц C += M .
• Умножение матриц C += M ×N .
• Произведение Кронекера для двух матриц C = M ⊗N .
4.2. Cuda-модуль
Операции линейной алгебры для работы с матрицами реализованы с
использованием технологии Cuda. В качестве основы для реализации
операций умножения и сложения разреженных матриц используются
результаты исследования Арсения Терехова и др. [8], оформленные в
виде библиотеки Nsparse. Данная библиотека была доработана, что-
бы добавить возможность динамически конфигурировать механизмы
использования видеопамяти.
Для реализации произведения Кронекера, операций транспонирова-
ния, редуцирования и извлечения подматрицы использовались прими-
тивы библиотеки Thrust. Данная библиотека позволяет оперировать
данными в терминах высокоуровневых операций свертки, отображе-
ния и префиксной суммы [22], которые выполняются на графическом
процессоре. Thrust поставляется совместно с инструментами Cuda-
разработки и не требует настройки дополнительных зависимостей.
4.3. Python-пакет
Все примитивы и операции библиотеки cuBool доступны внутри Python-
пакета pycubool. Для публикации пакета используется стандартная ин-
фраструктура PyPI. Вызов функций из cuBool C API, находящихся
в скомпилированной библиотеке libcubool.so, осуществляется с помо-
щью модуля Ctypes. Данный модуль поставляется вместе с инфра-
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структурой Python и не требует настройки сторонних зависимостей.
Также в пакет pycubool добавлены дополнительные операции, которые
облегчают использование данного инструмента и предоставляют конеч-
ному пользователю дополнительную функциональность.
• Загрузка и сохранение матрицы в Matrix market формате.
• Экспортирование набора матриц в GraphViz формате.
• Красивая печать матриц в текстовом виде.
• Текстовые маркеры и имена матриц для отладки.
4.4. Пример использования
Listing 2 Пример вычисления транзитивного замыкания с использова-
нием cuBool C API
1 #include <cubool/cubool.h>
2
3 cuBool_Status TransitiveClosure(cuBool_Matrix A, cuBool_Matrix∗ T) {
4 cuBool_Matrix_Duplicate(A, T); /∗ Копируем матрицу смежности А ∗/
5
6 cuBool_Index total = 0;
7 cuBool_Index current;
8 cuBool_Matrix_Nvals(∗T, &current); /∗ Количество ненулевых значений ∗/
9
10 while (current != total) { /∗ Пока результат меняется ∗/
11 total = current;






В качестве примера рассмотрим проблему вычисления транзитив-
ного замыкания (англ. transitive closure) для некоторого ориентирован-
ного графа без меток G = ⟨V,E⟩. Результатом вычисления транзитив-
ного замыкания является новый граф Gtc = ⟨V,Etc⟩, для которого верно
следующее: e = (v, u) ∈ Etc ⇐⇒ ∃vπu в G. Данную проблему можно
решить в терминах линейной алгебры, если представить граф в виде
матрицы смежности с булевыми значениями.
В листинге 2 представлен фрагмент кода на языке C, который реша-
ет данную задачу. В качестве аргументов функция принимает матрицу
22




3 def transitive_closure(a: pycubool.Matrix):
4 t = a.duplicate() # Копируем матрицу смежности А
5 total = 0 # Количество ненулевых значений результата
6
7 while total != t.nvals: # Пока результат меняется
8 total = t.nvals
9 t.mxm(t, out=t, accumulate=True) # t += t x t
10
11 return t
смежности исходного графа, а также указатель на идентификатор, ко-
торый необходимо использовать при сохранении результирующей мат-
рицы смежности графа после транзитивного замыкания.
В листинге 3 представлен похожий фрагмент кода, однако он уже
решает поставленную в задачу на языке Python. Здесь в качестве вход-
ного аргумента используется матрица смежности графа, в качестве ре-
зультата возвращается матрица смежности графа после транзитивного
замыкания.
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5. Алгоритм поиска путей с КС ограниче-
ниями
В данной секции предлагается рассмотреть основные детали реализа-
ции алгоритма [7] поиска путей с КС ограничениями через тензорное
произведение на GPU с использованием библиотеки cuBool, особенно-
сти реализации которой были представлены в предыдущей главе..
Реализация алгоритма написана на языке Python с использованием
пакета pycubool. Программа, исполняемая Python-интерпретатором,
задает только последовательность вызовов операций. Вычислительно-
интенсивные части алгоритма выполняются на GPU в рамках библио-
теки, поэтому решение в целом остается производительным.
На вход алгоритм получает граф и КС грамматику. Граф представ-
лен в виде булевой матричной декомпозиции матрицы смежности гра-
фа. КС грамматика закодирована в виде рекурсивного автомата. Его
матрица переходов также представлена в булевой матричной декомпо-
зиции. На выходе алгоритм возвращает матрицу смежности графа до-
стижимости, а также индекс, который позволяет восстанавливать все
пути в графе в соответствии с входной грамматикой.
Также с использованием pycubool реализован классический мат-
ричный алгоритм Рустама Азимова [3], требуемый для корректного
сравнения производительности с алгоритмом на основе тензорного про-
изведения.
Реализации упомянутых алгоритмов доступны в рамках открыто-
го проекта CFPQ-PyAlgo [35]. Данный проект предоставляет инфра-
структуру для осуществления замеров производительности, а также
для загрузки и конвертации данных, требуемых для экспериментов.
Архитектура данного стенда представлена на рис. 3. Тестовый стенд
позволяет использовать различные библиотеки и инструменты для ре-
ализации в модуле Algorithms алгоритмов поиска путей с КС ограни-
чениями. Также стенд предоставляет утилиты для загрузки входных
графов в модуле Grpah, для загрузки грамматик и преобразования
их в требуемый формат в модуле Grammar соответственно. Пакет
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Рис. 3: Архитектура стенда для тестирования алгоритмов
CFPQ-Data [15] используется для загрузки из локального или уда-
ленного хранилища актуальной версии набора данных для замеров.
В инфраструктуре уже доступны базовые реализации алгоритма Ру-
стама Азимова [3] и алгоритма на основе тензорного произведения для
вычислений на CPU. В качестве основы эти реализации используют
пакет pygraphblas, который предоставляет доступ к примитивам раз-
реженной линейной алгебры из стандарта GraphBLAS API [20] и его
эталонной реализации SuiteSparse [10]. Данные реализации алгорит-




В предыдущих главах были рассмотрены как особенности проектиро-
вания и разработки библиотеки примитивов разреженной линейной бу-
левой алгебры, так и детали реализации алгоритма поиска путей с КС
ограничениями на основе тензорного произведения. В данной секции
предлагается рассмотреть результаты экспериментального исследова-
ния полученных артефактов. Основная задача исследования: оценить
производительность как библиотеки, так и алгоритма, в задачах ана-
лиза данных близких к реальным, и сравнить полученные показатели
с другими схожими решениями в области.
6.1. Постановка экспериментов
Для экспериментов использовалась рабочая станция с процессором Intel
Core i7-6790, тактовой частотой 3.40GHz, RAM DDR4 с объемом памяти
64Gb, видеокартой GeForce GTX 1070 с 8Gb VRAM, под управлением
ОС Ubuntu 20.04.
Исследовательские вопросы
Для того, чтобы структурировать исследование, были сформулированы
следующие вопросы.
В1: Какова производительность отдельных операций реализованной
библиотеки примитивов разреженной линейной булевой алгебры
на GPGPU по сравнению с существующими аналогами?
В2: Какова производительность реализованного алгоритма поиска пу-
тей через тензорное произведение на GPGPU по сравнению с су-
ществующими аналогами, также полагающимися на примитивы
линейной алгебры?
В1 направлен на исследование эффективности отдельных матрич-
ных операций в реализованной библиотеке. В качестве таких операций
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выступают матричное умножение и матричное сложение в булевом
полукольце, как наиболее распространенные и критически важные опе-
рации в прикладных алгоритмах. Для сравнения производительности
в этих операциях предлагается использовать популярные существую-
щие библиотеки разреженной линейной алгебры для платформ Nvidia
Cuda, OpenCL и CPU. В качестве таких библиотек были выбраны CUSP
и cuSPARSE для Nvidia Cuda, clSPARSE для OpenCL, и SuiteSparse
для CPU. CUSP предоставляет реализацию операций, основанную на
шаблонах для параметризации используемого типа данных, однако биб-
лиотека не делает каких-либо дополнительных оптимизация конкретно
для булевых значений. cuSPARSE и clSPARSE предоставляют опера-
ции только для основных типов данных с плавающей запятой. Однако
данное ограничение можно обойти, если интерпретировать ненулевые
значения как true. Библиотека SuiteSparse является эталонной реали-
зацией GraphBLAS API и имеет встроенное булево полукольцо для вы-
числений.
В2 направлен на исследование эффективности реализованного ал-
горитма поиска путей с КС ограничениями на основе тензорного произ-
ведения и на оценку ускорения, полученного при вычислениях на GPU
как в этом алгоритме, так и в алгоритме Рустама Азимова [8], который
также полагается на операции линейной булевой алгебры. Данный ал-
горитм также реализован с использованием разработанного в данной
работе Python-пакета pycubool, что делает исследование корректным.
Также для сравнения будут использованы реализации этих алгоритмов
на основе pygraphblas для вычислений на CPU, чтобы оценить вклад
GPGPU-вычислений в ускорение работы алгоритмов. В качестве тесто-
вой инфраструктуры используется стенд CFPQ-PyAlgo, описанный в
разделе 5.
Набор данных
Для замеров производительности отдельных операций реализованной
библиотеки были выбраны 10 различных квадратных матриц из из-
вестной коллекции университета Флориды [29] для проверки эффек-
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тивности алгоритмов, реализующих операции над разряженными мат-
рицами. Информация о матрицах представлена в таблице 1. Для обо-
значения числа ненулевых элементов используется аббревиатура Nnz
(англ. number of non-zero elements). В таблице приведено официальное
название матрицы, количество строк (соответствует числу столбцов),
количество ненулевых элементов в матрице, соотношение ненулевых
элементов к числу строк, максимальное количество ненулевых элемен-
тов в строке, а также количество ненулевых элементов в производных
матрицах, полученных умножением исходной матрицы на себя, что обо-
значается как степень M 2, и поэлементным сложением исходной матри-
цы с собой также возведенной в степень, что обозначается как M +M 2.
Вычисление данных артефактов имитирует шаг транзитивного замы-
кания. Эффективное вычисление этого шага во многом определяет про-
изводительность конечных пользовательских алгоритмов на графах.
Таблица 1: Разреженные матричные данные
Матрица M Кол-во Строк R Nnz M Nnz/R Max Nnz/R Nnz M 2 Nnz M +M 2
wing 62,032 243,088 3.9 4 714,200 917,178
luxembourg_osm 114,599 239,332 2.0 6 393,261 632,185
amazon0312 400,727 3,200,400 7.9 10 14,390,544 14,968,909
amazon-2008 735,323 5,158,388 7.0 10 25,366,745 26,402,678
web-Google 916,428 5,105,039 5.5 456 29,710,164 30,811,855
roadNet-PA 1,090,920 3,083,796 2.8 9 7,238,920 9,931,528
roadNet-TX 1,393,383 3,843,320 2.7 12 8,903,897 12,264,987
belgium_osm 1,441,295 3,099,940 2.1 10 5,323,073 8,408,599
roadNet-CA 1,971,281 5,533,214 2.8 12 12,908,450 17,743,342
netherlands_osm 2,216,688 4,882,476 2.2 7 8,755,758 13,626,132
Для замеров производительности алгоритмов поиска путей с КС
ограничениями используется коллекция графовых данных лаборато-
рии языковых инструментов JetBrains Research [15], которая использо-
валась в ряде работ [3,7,8,12] для подобных экспериментов. Данная кол-
лекция содержит RDF данные, а также графы программ, полученные
из различных модулей ядра Linux (arch, crypto, drivers, fs). Информа-
ция о графах представлена в таблице 2. В таблице приведено название
графа, количество вершин и ребер, а также количество ребер с метками
sco (subClassOf), type, bt (broaderTransitive), которые относятся к RDF
графам, а также с метками a (assignment) и d (dereference), которые от-
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носятся к графам программ. В верхней секции таблицы расположены
RDF графы, а в нижней — графы программ. Для анализа RDF данных
используются same-generations queries G1 (выражение 1), G2 (выраже-
ние 2), а также Ggeo (выражение 3), представленная в исследовании
Йохема Куиджперса и др. [13] для анализа geospicies RDF. Графы про-
грамм используются для анализа указателей. Данная проблема может
быть сведена к запросам с КС ограничениями, что показано в исследо-
вании Чжэн Синь и др. [34]. Для этого можно использовать грамматику
Gma (выражение 4), предложенную в исследовании Кай Ван и др. [16].
Черточка в выражении над меткой обозначает обратное отношение или
обратное ребро в графе.
S →subClassOf S subClassOf | type S type
| subClassOf subClassOf | type type
(1)
S → subClassOf S subClassOf | subClassOf (2)
S →broaderTransitive S broaderTransitive
| broaderTransitive broaderTransitive
(3)




Для ответа на поставленные исследовательские вопросы в качестве мет-
рик производительности используется время, требуемое для выполне-
ния операции/запроса, а также пиковое количество потребляемой RAM
или VRAM (в зависимости от платформы инструмента) в момент вы-
числения. Показатели времени усреднены по 10 запускам. Отклонение
показателей составляет не более 10% для каждого отдельного экспери-
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Таблица 2: RDF графы и графы программ для КС запросов
Граф G |V | |E| Кол-во sco Кол-во type Кол-во bt Кол-во a Кол-во d
go-hierarchy 45 007 980 218 490 109 0 — — —
enzyme 48 815 109 695 8 163 14 989 — — —
eclass_514en 239 111 523 727 90 512 72 517 — — —
go 272 770 534 311 90 512 58 483 — — —
geospecies 450 609 2 201 532 0 89 062 20 867 — —
taxonomy 5 728 398 14 922 125 2 112 637 2 508 635 — — —
arch 3 448 422 5 940 484 — — — 671 295 2 298 947
crypto 3 464 970 5 976 774 — — — 678 408 2 309 979
drivers 4 273 803 7 415 538 — — — 858 568 2 849 201
fs 4 177 416 7 218 746 — — — 824 430 2 784 943
мента. Предварительно совершался не учитывающийся в замерах за-
пуск, чтобы инициализировать начальное состояние тестируемых биб-
лиотек. Показатели потребления RAM получены с помощью дополни-
тельных функций библиотеки С для семейства ОС на базе ядра Linux.
Показатели потребления VRAM получены с помощью стандартного ин-
струмента nvidia-smi, который с точностью до 1 миллисекунды позво-
ляет отслеживать количество потребляемой памяти процессом ОС на
стороне видеокарты.
6.2. Результаты
В1: Какова производительность отдельных операций реализованной
библиотеки примитивов разреженной линейной булевой алгебры на
GPGPU по сравнению с существующими аналогами?
Результаты эксперимента по сравнению производительности мат-
ричного произведения представлены в таблице 3. Реализованная биб-
лиотека cuBool показывает лучшие результаты по сравнению с другими
библиотеками. Используемый в реализации алгоритм Nsparse позволя-
ет получить прирост в скорости до 5 раз, а также сократить потребле-
ние видеопамяти до 8 раз, что особенно заметно в сравнении с такими
библиотеками как CUSP или clSPARSE.
Результаты эксперимента по сравнению производительности мат-
ричного поэлементного сложения представлены в таблице 4. Библио-
тека clSPRARSE не реализует данную операцию, поэтому относящаяся
к ней колонка с результатами оставлена пустой. cuBool демонстрирует
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Таблица 3: Матричное умножение (время (t) в миллисекундах, память
(m) в мегабайтах, отклонение в пределах 10%)
Матрица M cuBool CUSP cuSPRS clSPRS SuiteSprs
t m t m t m t m t m
wing 1.9 93 5.2 125 20.1 155 4.2 105 7.9 22
luxembourg_osm 2.4 91 3.7 111 1.7 151 6.9 97 3.1 169
amazon0312 23.2 165 108.5 897 412.8 301 52.2 459 257.6 283
amazon-2008 33.3 225 172.0 1409 184.8 407 77.4 701 369.5 319
web-Google 41.8 241 246.2 1717 4761.3 439 207.5 1085 673.3 318
roadNet-PA 18.1 157 42.1 481 37.5 247 56.6 283 66.6 294
roadNet-TX 22.6 167 53.1 581 46.7 271 70.4 329 80.7 328
belgium_osm 23.2 151 32.9 397 26.7 235 68.2 259 56.9 302
roadNet-CA 32.0 199 74.4 771 65.8 325 98.2 433 114.5 344
netherlands_osm 35.3 191 51.0 585 51.4 291 102.8 361 90.9 311
Таблица 4: Поэлементное матричное сложение (время (t) в миллисе-
кундах, память (m) в мегабайтах, отклонение в пределах 10%)
Матрица M cuBool CUSP cuSPRS clSPRS SuiteSprs
t m t m t m t m t m
wing 1.1 95 1.4 105 2.4 163 — — 2.3 176
luxembourg_osm 1.7 95 1.0 97 0.8 151 — — 1.6 174
amazon0312 11.4 221 16.2 455 24.3 405 — — 37.2 297
amazon-2008 17.5 323 29.5 723 27.2 595 — — 64.8 319
web-Google 24.8 355 31.9 815 89.0 659 — — 77.2 318
roadNet-PA 16.9 189 11.2 329 11.6 317 — — 36.6 287
roadNet-TX 19.6 209 14.5 385 16.9 357 — — 45.3 319
belgium_osm 19.5 179 10.2 303 10.5 297 — — 28.5 302
roadNet-CA 30.5 259 19.4 513 20.2 447 — — 65.2 331
netherlands_osm 30.1 233 14.8 423 18.3 385 — — 50.2 311
хорошую производительность, его показатели времени сравнимы с та-
кими промышленными библиотеками как CUSP или cuSPRASE и отли-
чаются незначительно как в большую, так и меньшую сторону. Однако
используемая cuBool операция сложения потребляет значительно мень-
ше видеопамяти во время обработки, что позволяет местами достигать
до 3 раз меньших значений в сравнении с CUSP.
В2: Какова производительность реализованного алгоритма поис-
ка путей через тензорное произведение на GPGPU по сравнению с
существующими аналогами, также полагающимися на примитивы
линейной алгебры?
Для краткости изложения алгоритм на основе тензорного произ-
ведения обозначен как Tns, а алгоритм Рустама Азимова — как Mtx.
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Также используется нижний индекс для обозначения платформы, для
которой данный алгоритм реализован. Версия на основе pycubool для
вычислений на GPU обозначена как gpu, а версия на основе pygraphblas
для вычислений на CPU— как cpu. Ячейка таблицы помечена надписью
err, если тестируемый алгоритм завершился аварийно из-за нехватки
видеопамяти.
Необходимо отметить, что алгоритм на основе тензорного произве-
дения позволяет в результате выполнения получать информацию не
только о достижимости вершин, но и о путях, в сравнении с классиче-
ским алгоритмом Рустама Азимова. Во время работы он поддерживает
тот же набор матриц, что и алгоритм Рустама Азимова, а также специ-
альную матрицу с индексом путей, что требует дополнительное время
и память на обработку. Поэтому нельзя считать бо́льшее время обра-
ботки/потребление памяти недостатком в дальнейшем сравнении.
Результаты эксперимента по анализу RDF данных представлены в
таблице 5 и в таблице 6. Tnsgpu и Mtxgpu демонстрируют хорошую про-
изводительность и в целом показывают лучшие временные характе-
ристики и меньший расход память относительно аналогов для CPU-
вычислений. Однако, на RDF графах для запросов с G1 и G2 прирост
скорости незначительный, так как данные графы имеют относитель-
но небольшой размер. Поэтому для подобного рода анализа достаточ-
но использовать версии алгоритмов для вычислений на CPU. Анализ
графа geospecies с использованием запроса Ggeo показывает увеличение
скорости обработки в 7 раз и снижение потребления памяти на 30%
для Mtxgpu. Tnsgpu не смог завершиться в данном эксперименте из-за
нехватки VRAM.
Результаты эксперимента по анализу указателей на графах про-
грамм представлены в таблице 7. Tnsgpu и Mtxgpu также как и в преды-
дущем эксперименте демонстрируют лучшую производительность от-
носительно CPU-аналогов. Tnsgpu показывает ускорение до 6 раз и до 15
раз меньшее потребление памяти. Однако данная реализация страдает
из-за нехватки VRAM в анализе графа drivers. Mtxgpu демонстрирует
ускорение до 4 раз и до 6 раз меньшее потребление памяти. Из-за мень-
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Таблица 5: Анализ RDF данных с использованием запросов G1 и G2
(время (t) в секундах, память (m) в мегабайтах, отклонение в пределах
10%)
G1 G2
Граф G Tnsgpu Tnscpu Mtxgpu Mtxcpu Tnsgpu Tnscpu Mtxgpu Mtxcpu
t m t m t m t m t m t m t m t m
go-hierarchy 0.15 315 0.17 265 0.11 208 0.08 254 0.27 484 0.24 252 0.06 6 0.09 255
enzyme 0.02 9 0.04 137 0.01 <1 0.01 181 0.01 4 0.02 132 0.01 <1 0.01 181
eclass_514en 0.10 57 0.24 205 0.04 14 0.07 180 0.09 36 0.27 193 0.02 2 0.06 181
go 1.67 176 1.58 282 0.43 68 1.00 244 0.82 119 1.27 243 0.18 12 0.94 246
taxonomy 2.21 1266 4.42 2018 0.71 364 1.13 968 0.90 969 3.56 1776 0.24 91 0.72 1175
Таблица 6: Анализ RDF данных с использованием запроса Ggeo (время
(t) в секундах, память (m) в мегабайтах, отклонение в пределах 10%)
Граф G Tnsgpu Tnscpu Mtxgpu Mtxcpu
t m t m t m t m
geospecies err err 26.32 19537 1.17 5272 7.48 7645
шего потребления памяти в целом данный алгоритм успешно отработал
во всех экспериментах без проблем, связанных с нехваткой VRAM.
Результаты экспериментального исследования в целом позволяют
заключить, что специализация операций в рамках реализованной биб-
лиотеки cuBool демонстрирует лучшую производительность (меньше
потребление памяти и сравнимое или меньше время выполнения опера-
ций) среди известных на текущий момент аналогов. Реализация алго-
ритма поиска путей с КС ограничениями через тензорное произведение
с использованием cuBool для GPU-вычислений позволяет добиться зна-
чительного прироста в производительность в сравнении с CPU-версией,
что делает ее более применимой для анализа реальных данных.
Таблица 7: Анализ указателей с использованием запроса Gma (время (t)
в секундах, память (m) в мегабайтах, отклонение в пределах 10%)
Граф G Tnsgpu Tnscpu Mtxgpu Mtxcpu
t m t m t m t m
arch 57.22 1928 262.45 6718 27.90 588 83.75 1842
crypto 57.43 1966 257.52 6720 28.10 596 84.83 1842
drivers err err 1309.57 46941 62.49 3999 269.93 5750
fs 83.86 3166 470.49 46941 47.67 932 165.09 5750
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7. Заключение
В рамках выполнения данной работы были получены следующие ре-
зультаты.
• Спроектирована библиотека примитивов разреженной линейной
булевой алгебры cuBool для вычислений на GPGPU. Данная биб-
лиотека экспортирует С-совместимый интерфейс, имеет поддерж-
ку различных вычислительных модулей, а также предоставляет
Python-пакет для работы конечного пользователя с примитивами
библиотеки в высокоуровневой среде вычислений с управляемыми
ресурсами.
• Реализована библиотека cuBool в соответствии с разработанной
архитектурой. Ядро библиотеки написано на языке С++, а мате-
матические операции, выполняющиеся на GPU, реализованы на
языке Cuda C/C++. Библиотека предоставляет модуль CPU вы-
числений для компьютеров без Cuda-устройства. Также создан
Python-пакет pycubool, который доступен для скачивания через
пакетный менеджер PyPI.
• С использованием pycubool реализован алгоритм поиска путей с
КС ограничениями через тензорное произведение. Данный алго-
ритм использует операции матричного умножения, сложения и
произведение Кронекера в булевом полукольце, а также различ-
ные операции для манипуляций над значениями матриц.
• Выполнено экспериментальное исследование реализованной биб-
лиотеки и алгоритма. Матричное умножение показывает ускоре-
ние до 5 раз по сравнению с существующими аналогами, матрич-
ное сложение сравнимо по времени с существующими аналогами,
однако операции потребляют до 3 раз меньше видеопамяти. Реа-
лизация алгоритма поиска путей с КС ограничениями на основе
cuBool показывает ускорение до 6 раз по сравнению с CPU верси-
ей, что делает ее более применимой для анализа реальных данных.
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Результаты, полученные в данном исследовании, были представле-
ны на конференции GrAPL 20211. Соответствующая статья опублико-
вана в сборнике материалов конференции.
Библиотека cuBool и Python-пакет pycubool для работы с данной
библиотекой доступны для скачивания через следующие онлайн ресур-
сы: https://github.com/JetBrains-Research/cuBool и https://pypi.
org/project/pycubool/.
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