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Summary 
This paper gives the definition and some properties of a new family of Pad&type approximants (PTA) 
for k-variate formal power series (FPS). These PTA are rational functions P(t)/Q(t) whose denominator 
has the form: 
where x(O), x(1) , . . . ,x(r) are given points in DB’ and x - t is the scalar product of x and t in IR”. Following 
the general scheme given by Brezinski [l], we define the FPS f as 
f(r) = c(gJ.3 t)) (2) 
where gk( x, t) = (1 - x . t)-” and c is a linear functional acting on the space of polynomials in k variables. 
The function gk(., r) is then interpolated at the points x(O), x(l),...,x(r) (ra k - 1) in Iw” by a 
polynomial PL( ., t) of degree at most r - k + 1 according to the general method developed by Hakopian 
M. 
Finally, f(t) is formally approximated by the PTA denoted: 
(r-k+ l/r+ l)f(t)=c(P& t)) 
which has the form P( t)/Q(t) where Q(r) is given by (1). 
In Section 5, we prove that: 
(3) 
In Section 6, we define the PTAs ( p/q)f, for every p, q E N, forming the Pad&type table, and we give 
the corresponding approximation orders. In Section 7 are proved some results on the unicity and some 
invariance properties of the PTAs. Finally Section 8 includes a convergence result for the PTAs of a FPS 
defined by: 
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where (Y is a function with bounded variation in K = n,“,,[a,, b,] (see e.g. [3]). It is proved in this case that 
the convergence may be of geometric type in some parts of the plane 
These Pad&type approximants are different from those given by Brezinski in [l, Section 4.21; the 
generating function being there gk(x, t) = (1 - tlt,) . . . (1 - tktL) (with the notation given below); there- 
fore Brezinski’s approach is of tensor-product type while ours is less restrictive, in some sense, with respect 
to the choice of the hyperplanes defining the singularities of the approximant. 
2. Notations 
Forx=([, ,..., tk)andf=(t, ,..., tk), the scalar product is denoted: 
k 
x * t = c [,t,. 
i-l 
For i=(i,,...,i,)~N~, we have: 
]i]=i,+ ... +i,, 
n ( 1 n! = i i,!i,! f . . i,! ([iI = n), 
thus: 
I$ = ( &lp + . ’ . + &lp)l’p (l <p < m), 
1x1, = max{ ]&I; 1 < i < k}. 
For Kc Rk, dp( K) is the diameter of K for the p-norm: 
d,(K)=sup{Ix-yl,;x,y~K}, 
Vol, K is the volume of K in 08 k. 
For f: Wk + Iw bounded on K: 
If L.K = sup If(x)] and if fE C’*: 
XEK 
D&f= L3”f/a[pl. . . &$,“A for ((~1 = n. 
ForX=(X,,..., A,), we define A,, = 1 - C:,, A, and Q’= {A E R’; E:_rX; < 1, A, >, 0). 
For every set X, = {x(O), x(l), . . . ,x(r)) of points in Rk: 
[x,1= {xalv; x= iA,x(i),x~Q’ 
r-0 I 
is the convex hull of X,.. 
Let 1; be the collection of all subsets of (0. 1,. . . , r ) of cardinality k, and i = (h,,.. . + i, - I 1 E Zkr? then we 
set: 
Xi= {x(iO).x(il),...,x(ik-1)) 
and f{ X,} = (k - l)!ltx,)f or 
(5) 
where dX = dX, . . . dh,_,. 
pn is the vector space of k-variate polynomials of total degree at most n and P = U, bOP,, . 0( t’) is a FPS 
in k variables of the following type: 
G(tr)= c t%(t) 
JIJ=r 
where thei’s are FPS, the constant term of one of them being different from zero. 
3. Multivariate interpolation of Lagrange type 
Let us recall two theorems proved by Hakopian [2]. Suppose that X, = {x(O), x(l), . . . ,x(r)} is a set of 
r + 1 points of Rk in general position, that is: 
Vol,[X,]#O foralliEI~+t. 
Theorem 3.1. Let y, (i E Z;) be (r:‘)) g iven real numbers. Then there exists a unique k-variate polynomial 
p l ‘r-k+1 such that P{ X, ) = yi for all i E 1;. 
Theorem 3.2. For f: R k + R, let P, be.the unique polynomial such that P/ ( Xi } = f ( X, } for all i E I;, then we 
have: 
If(x)-P,(x)l,,k~ (r-f: l)! 
(d,(K))+k+l x(,.,-.4,+~(r-~+lj,~af,~.~~i’~ 
where l/p + l/q = 1, K = [X,] and C, is a constant depending only on k. 
Now, we apply Theorem 3.1 to the function: 
gk+t(x, t)= (1 -~.t)-(~+l) inRk+’ 
to get the following. 
Lemma3.3. For X, =(x(O), x(l),...,x(k)} in Rk+*,‘gk+l({ X,}, t)= A(1 -x(i).t)-I. 
I==0 
Proof. Let f(x) = l/x. then f ck)(x) = (- l)kk!/xk+’ and the Hermite-Gennocchi formula gives: 
Ak=(-l)kf[a,,..., ak]=(-l)“/ fck)(Xoa,+ +*. +X,a,)dX. 
QA 
But it is easily verified, by recurrence, that: 
(6) 
On the other hand, using (5) and the fact that A, + h, + . . . f ii, = 1, 
&+r({X,j.l)=k!jQA &+x(+r) 
i 1-O 1 
-(k+l) 
dA 
and the result follows from (6) and (7) and the choice a, = 1 - x(i). t in (8). 0 
(7) 
(8) 
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4. Pad&type approximants (r - k + 1 /r + 1) f 
Let f( t) be a FPS in k variables: 
r(t)= c ( c VI) 
n>O lil=n 
and c: P + [w be the linear functional defined, for liJ = n, by: 
c,=(“:“;‘)(;)c(xi,. 
Then we have formally: 
fW=cM4 
(9) 
(10) 
(11) 
where 
g,(x, t)=(l -xqk= n+k-1 c ( k-1 )(x’t)” 
n 3 0 
Let X,= {x(O),x(l),...,x(r)} b e an arbitrary set of (r + 1) points in IWk (r 2 k - 1) in general position 
and P;(x, t) E ~~-k+l[x] th e unique k-variate polynomial such that: 
C-(WM=g,GG 4 
for every multi-index i E 1;. 
The Pad&type approximant (r - k + l/r + 1)f is defined as: 
(r-k-t-l/r+l)f(t)=c(P&,r)). (12) 
Theorem 3.1 and Lemma 3.3 imply the following. 
Theorem 4.1. c( I’;(. , t)) is a rational function P( t )/Q( t) where P E fDr._ k+ 1 and Q E P,, 1 has the form: 
Q(t)= ,co(l -x(j).+ 
Proof. 
Kb, 2) = c &(I x, 17 WA-4 
I E 1; 
where Li E pr_t+, is the unique polynomial satisfying L, { X,} = S,,(i,j E 1;). Now, if A, = c( L,), then we 
have: 
which is d sum of (‘:I) fractions whose denominators have the form 
fi (1 -x(i,Y).t)EP,. 
s-o 
Reducing to the same denominator: 
we get a fraction P( t)/Q(t) whose numerator P(t) is of degree at most r - k + 1. 0 
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5. Degree of approximation off by (r - k + 1 /r + l)f 
In order to avoid complicated notations, we give the proof for k = 2. We use the following lemmas (here 
gz(x,1)=(l-x.t)-2). 
Lemma 5.2. Let x(O) = ( aO, 6,) and x(l) = (a,, 6,) be rwo points in R 2. Then we have: 
gz({x(0),x(l)}, r)= [(I -x(Wr)U -x(l).r]-’ 
Proof. 
(1 - ( aOrl + b,r,))-’ = c (a,$, + b,r,)” 
= c c 
m&o II+IZ-n7 
(T)agbkr;[rp, 
(1 - (a,r, + b,r,))-’ = c c ( I)afb{V[1ri2 
n>O J1+j2=II 
and the result follows from putting together the coefficients of rFlri2 (i.e. i, + j, = k, and i, + j, = k2) in the 
product of these two series. 0 
Lemma 5.3. Ler e k,k,tX)= t,"'t,"' am' 
01 
'k,k, = ek,k, w%4)~ = 
=/o’[(l - X)a, + Xa,] “I[(1 - X)b, + hb,)] k2dX, 
then we have 
Proof. 
[(l -X)bo+Xb,]k’= c 
The result follows from the fact that: 
J I(1 0 - X)“+“Xjl+J2dh = (k, + k, + l)-’ (*~;k2)~'(~~ ;h)(_h;j2) 
for i, +j, = k, and i, + j, = k,. 0 
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Proof of Theorem 5.1. From these lemmas it follows that. for every pair (i,j) of indices in (0, 1,. . . .r }, we 
have: 
where 
k,,k,>O 
The unique polynomial P,‘( x, t) E IP’~_ r[x] interpolating 
[x(i), x(j)] can be written: 
r-1 
fY(x9 I>= C C a,p(f)e43(x)e 
n=O a+p=n 
(13) 
g,(x, t) along the it(r + 1) segments 
The $r(r + 1) coefficients asp(t) are the unique solutions of the following linear system of tr( r + 1) 
equations: 
r-1 
c c +$3(t) = Y’W (14) 
n=O a+~=n 
whereiandjE{O,l,..., r},i#j. 
Let A, # 0 be the determinant of (14) and A:B(t) be the determinant obtained from A, be replacing the 
column of the coefficients of asp(t) by the column vector {y”(t)}. Then we have: 
q+(t) = A%>/4 
and the difference: 
A,[g,(x, 2) -&‘(x, [>I 
may be written as the determinant: 
g2(x9 t> eoO(x) elo(x) eolW .-* eO,r-l(x) 
Y”‘W fg) 01 4: 01 <IO . . . CO.,- 1 
Yo2w cg 
02 02 
Cl0 CO1 
. . . 
4% 1 
Y”(t) 00 cl’ 4’0 G 
. . . CL-l 
Y 
r-1.r r-1.r ,-1.r r-1.r ... r-l.r 
‘al Cl0 CO1 E0.V 1 
of order 1 + tr(r + 1). Hence, the difference: 
A&(t)-(r-k+ l/r+ l)r(t)l 
(15) 
(16) 
which is simply A,c[g,(*, t) - PJ(., t)], is a determinant of the same order where, in the first row, e,j(x) 
has been replaced by c( e,,) = (n + l)-’ (:)- ‘c,‘(see Section 4, (10)) and g,(x, t) byf(t)=c(g,(-, 1)). 
Now replacef(t) and y”(t) by their formal developments in t,, t2: the coefficients of tfltt2 in these 
series are, respectively, c,/ and (k, + k, + 1)(‘i:k2)c;iJlk2 in the first column of the determinant (16) and they 
are identical to the coefficients of the column (k,, k2) multiplied by (k, + k, + 1)(ki:k2), at least for 
k, + k, < r - 1. Thus (16) has no term of total degree 6 r - 1 and is a O(tr), which prove Theorem 5.1 for 
k = 2. The proof is similar for k > 3. 0 
6. Pad&type approximants (p/q) f and the Padk-type table 
Every FPS in k variables may be written, for a given n > 1, as: 
f(t)= c q’+ c t%(r)=P,-,(t)+R,-,(t) 
(!lgn--l Ji(=n 
where the f, ‘s are also FPS. 
For a given set X, = { x(O), x(l), . . . , x(r)} of r + 1 points of Rk (r >, k - l), compute the PTA of thef,‘s 
which verify: 
f,(t)-(r-k+l/r+l)f,(t)=O(t’-k+2). (17) 
Now define: 
(n+r-k+l/r+l)f(t)=P,,_,(t)+ c t’(r-k+l/r+l)f,(t). (18) 
l1/=n 
Obviously (18) is a rational function whose numerator is in !P,,+r_k+, and denominator is in tP,.+ ,.
Theorem 6.1. f(t) - (n + r - k + l/r + l)f( t) = 0( tr+n-k+2). 
Proof. We have, from (17) and (18): 
f(t)-(n+r-k+l/r+l)f(t)= c trO(trek+*) 
lil=n 
=O(t n+r-k+2 1. 0 
Now, let us choose n points in R k: x( r + l), . . .,x( r + n), and define: 
g(r)=(l -x(r+ I)-t)-e.(l -x(r+n).t)j(t). 
This FPS has a PTA on X, which verifies: 
g(t)-(r-k+l/r+l)g(t)=O(t’-k+2) 
and we define, for n z 1: 
(r-k+l/r+n+l)/(r)=(r-k+l/r+l)g(r),~~~(l-x(r+r).r) 
which is a rational function whose numerator is in ffbr,- k+ r and whose denominator 
(l-x(O)~t)~~~(l-x(r)~t)(l-x(r+l)~t)~~~(l-x(r+n)~~) 
is in DPr+“+t_ 
Proof. We have, from (19) and (20): 
/(~)-(r-k+l/r+n+l)/(~)=O(t’~k’2)/s~~(1-x(r+s)~r) 
= O(t’-k+*). cl 
(19) 
(20) 
These PTA can be arranged in a Pad&type table (P/q)f (for every P. q E N, q 2 k) whose diagonal 
(r - k + l/r + 1)f is given by Theorem 4.1 and the other ones by formulas (18) and (20). This table 
depends of course, on the set of points x(i) E Iw A. 
7. Unicity and invariance properties 
7. I. Unicity 
Let P(t)/Q(t) = (r + n - k + l/r + l)f(t) be the PTA of f obtained from the interpolation points 
x(O), . . . , x(r) (r 2 k - 1, n 2 0). 
Theorem 7.1. IfR(t)E Pn+,_k+l is a k-variate polynomial satisfying: 
R(t)-Q(t)j(t)=O(trr+r-k+2), 
then R(t)= P(t). 
Proof. 
P(r) - Q(t)f(t) = 0(t”+‘-k+2), 
R(t) - Q(t)f(t) = 0(t”+‘-k+2). 
Thus we get P(t)-R(t)=O(t n+r-k-c2) but since P and Q are of total degree ( n + r - k + 1, we must 
haveP=R. CI 
7.2. Invariance by some transformation on the variable 
Let b E Rk and A be a square matrix of order k. Define: 
t’=At/(l -b.t) 
and g(t)=f(t’)=f(At/(l -6-t)). 
Let P,( t)/Q,( t) = (r/r)f( t); thus we have f(t) - P,( t)/Q,( t) = 0( t’+ I). The change of variable t + t’ 
gives : 
i.e. 
f(f) - P,(r’)/Q,(t’) = O(trr+‘) = O(tr+‘) 
g(t)&(r) -W)/?%(t) = W+l) 
where 
F,(t)= (1 -b.t)‘P,(t’)Epr and Q,(t)=(l-6et)‘Q,(t’)~tP,.. 
Hence from Theorem 7.1 (n = k), pr(t)/Q,(r) is the PTA (r/r)*g(t) obtained from the interpolation 
points: 
y(i)=ATx(i)+bGRk (O<i,<r-1). 
This is a consequence of the fact that: 
Q&)=(1-b+‘jl-x(O).++x(r-1)-k) 
1 -bet 1-b.t 
=(l-(ATx(0)+b).t)a-.(l-(ATx(r- 
because x(i) *At = ATx( i) * t 
l)+b)-t) 
Theorem 7.2. Let (r/r)f( t) be the PTA off obtained from {x(O),..., x(r- 1)) in 02’ and (r/r)*g(t) the 
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PTA ofg(t)=f(At/(l -b.t)) obtainedfrom {y(O),...,y(r-1)) in [Wk wherey(i)=ATx(i)+b. Then we 
have: 
(r/r)f(At/(l - b.t)) = (r/r)*g(t). 
In particular, if A is symmetric and b = 0: (r/r)f( At) = (r/r)*g( t) where g(t) =f( At) and y(i) = Ax(i). 
7.3. Invariance by some transformation on f 
Theorem 7.3. Let g(t) = af (t) + b (a, b E Iw), then ( p/q)g( t) = a( p/q)f (t) + 6. 
Proof. It is an straightforward consequence of the linearity of the numerator of (r - k + l/r + l)f with 
respect to the coefficients off (formula (16)). 0 
7.4. Pad&type approximants of I/f 
Suppose that f (0) f 0 and f (t)g(t) = 1. What is the connection between (r/r) f and (r/r )g? A partial 
answer is given in: 
Theorem 7.4. If there exist 2r points x(i) and y(i) in IWk such that: 
(r/r)f(t) = P,(t)/Q,(t) 
where 
P,(t)=(l -y(l).t)..*(l -y(r).t), Q,(t)=(l -x(l).t)...(l -x(r).?), 
then (r/r)g( t) = Q,( t)/P,( t) is the PTA of g obtained from the points y(l), . . . , (y( r). 
Proof. P,(t)-Q,(t)f(t)=O(t’+‘). 
Multiplying both members by g(t) gives: 
g(t)&(t) - Q,(t) = O(t’+l) 
and Theorem 7.1 gives Q,( r)/P,( t) = (r/r)(t) IJ 
7.5. Restriction to a hyperplane 
Let cy s t = j3 (a E Rk, /3 E R) be the equation of some hyperplane H in Rk, there exists at least one 
SE {l,...,k) such that (Y, f 0: suppose that s = k for sake of simplicity; then we have: 
tn=(/?-a’. t’)/uk 
where 
a’= (+..,$,) and t’= (t,,...,tk 
Define, for (r - k + l/r + 1)f (t) = P( t)/Q(t): 
F(t’)=P(t,,...,t,_,, (/3-a’*t’)/ak) 
&t’>= Q(tl,...,t,_,, (P-a”f’)/ak) 
i- 
_ 1 1 . 
=~~~(l-P~k(i)-(x~(i)-Ek(i)a’/ak)-r’) 
where 
x’(i) = (t,(i) ,...,~k_l(i))EIRk-l, O=zi<r, 
356 P. Suhlonniere / New fumi!v oj Pudh - ype upproxinmm 
Sincef(r)-P(t)/Q(t)=O(t’-k+2) we have also: 
f(r’) -I/&‘) = 0(t”-k+2) 
wherej(t’)=f(r , , . . . , r, _ 1, (/3 - a’ . t’/ak)) is the restriction off to the hyperplane H. 
This proves, using Theorem 7.1, that P( r’)/& r’) is the Pad&type approximant (r - k + l/r + l)J( r’) 
whose singularities in H are the intersections of H with the hyperplanes x(i) . f = 1 which are the 
singularities of .(r - k + l/r + 1)fin R”. 
Theorem 7.5. The restriction to a hyperplane H of a PTA off is a PTA of the restriction off to H. Moreover, 
the singularities of this restriction are rhe intersections with H of the singularities of rhe former PTA. 
This property can be generalised to any finite number of hyperplanes, i.e. to any affine variety V in R ‘: 
the restriction to V of a PTA of f is a PTA whose singularities are the intersections of V with the 
singularities of the first PTA. 
8. Convergence properties for some FPS 
Let K = rI:_,[a,, b,] be a parallelepiped in 08” and (Y a function with bounded variation in K (see e.g. [3, 
Chapter 31). Denote V,(a) the total variation of (Y in K. 
Suppose that the formal power series f is defined by the Stieltjes integral: 
(21) 
Let X = {x(i), i E NJ} be a denumerable and bounded set of points in R” in general position and 
X, = {x(i); 0 < i < r} for all r 2 k. We make the following hypothesis: 
(HI Kc[X,.]C[X] forallr>,r,>k. 
For t > 0, we define: 
52: ={rERk;x(i)~r~l+~foralliEN}, 
52; = {rERk;x(i)~r<l -eforalliEN}. 
Thus, if r E 52: U 52; and if x E [Xl, we always have: 
11 - x. rl2 e > 0. 
Let S = d,[ X] be the diameter of [X] in Rk for the norm 1’ Irn and denote B, the closed ball for the form 
1.11: 
B,,= {r~lR’; It,]+ ... +Ir,lgp} (p>O). 
Let D(E, p) = BP n (tic+ u 52;), then we have the following convergence result. 
Theorem 8.1. If E > 0 and p > 0 satisfy: 
6*p<e, 
rhen for r E D(r, p), the sequence of PTAs (r-k + l/r + l)f(r) converges uniformly to f (r) when r + + 00 
and the conoergence is geometric. More precisely, we have: 
If-(r-k+l/r+l)fl,,,(,,,,~~~(a)XC~~-’ 
where y = Sp/r < 1, and C, depends only on k. 
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Proof. From g,(x, t) = (1 - x * f>-k, we get: 
oagk(x.l)=(k~l)!r”(l-x~r) 
-(ri 1) 
forIaJ=r-k+l. 
As r E D( C, p) and x E KC [X] we have (1 - x a t( > E which gives: 
lD%,CI &.K~ (k$ $& 
fz 
and also: 
since 
,a,*Fk+l( r-~+l)lrl”=irl;-k+l~pr-k+l. 
From Theorem 3.2 we get, for all z E D(c, p): 
kkf.9 r> -&F ad& CkC -k( k; 1)( yk+l 
and finally, from (21): 
If(r)-(?k+l/r+l)f(t)ld t$&+ckr-k(k~l)Yr-k+l 
where y = Q/E c 1. 
Hence (r - k + l/r + l)f(t) converges uniformly tof(t) in every domain D(r, p) such that 6p -z E and 
the convergence is geometric, because (,,Y , ) y r -k+ I is the general term of the convergent series 
(l-y)-k/(k-l)!= c (krljY’-*+r* 0 
r>k-1 
9. Examples and remarks 
Let 
& t2) = 
1 
1 -(f;+f;) = 
l+(t:+t;)+(1:+t;)‘+ ... 
and let us choose the interpolation points: 
x(0) = (1, 11, x(l)= (-1, l), x(2)=(-1, -1),x(3)=(1, -1). 
We get the following PTA: 
w4)f(b t,) = 
1-($+t,2) 
(1 -(G + rJ)(l -(tr - tz)‘) 
=l+(t;+t;)+(t;+6t;r;+z;)+0(r6). 
Note that the set of singularities off is the unit circle while the one of (2/4)f is the set of the four straight 
lines r, + t, = + 1 and r, - r2 = + 1. We have also: 
r(o, t2) = w4)f@, t2) and f($, 0) = (2/4)_&, 0). 
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In this case, we get Brezinski’s PTA (with the same denominator) 
(2, 2/2,2) = 
1 -(t:+r;)-4f+; 
(I -(21 + ‘2J2)(l -_(G- t2J2) 
which givesf - (2, 2/2, 2)f= 0( t6). 
If we choose the interpolation points: 
x(o) = (1, o), x(I) = (0, I), x(2) = (-1, O), x(3) = (0, - 1) 
we get the following PTA: 
(2/4M t, 3 t2 I= 
(1 - t:;(1 - r;> 
=l+(t~+f;)+(t~+t~t;+t;)+O(t6). 
In this case also, we .have (2/4)f=f on the axes t, = 0 and t2 = 0 and this improves the order of 
convergence: f - (2/4)f= tftt + 0( t6) instead of 0(t3) given by Theorem 5.1. 
The corresponding PTA is given by Brezinski: 
(2,2/2,2)f(t,, t2) = 
1 + tl”tz’ 
(1 - $)(l -t;) 
=1 +1:+I:+(r:+r:)‘+O(t6). 
Finally, let us choose the eight points: 
x(0) = (1, O), x(1) = (l/& I/G), x(2) = (0, I), x(3) = (-I/& I/@), 
x(4) = (-1, O), x(5)=(-1/& -Ifi), x(6) = (0, -I), x(7) = (l/&9 -1/q 
They give the following PTA: 
(6/8)f(r, 9 t2 1 = 
l-(t;+t;)+t(t:+1:)2 
(1 - tf)(l - fZ)(l - $( t,+ d2)(1 - 4th - t2)Z) 
which may be written as: 
(6/8),% 7 t2) = 
(1 - $( t: + t:))’ 
(1 -(rf + r,2))(1 - t( t; + t;))’ + tf:r;( t: - t:)2 . 
This shows that (6/8)f=fon the four straight lines z, = 0, t, = 0, f, = t, and f, = - 1,. This good choice 
of the interpolation points (i.e. of the singularities which are the 8 tangents to the unit circle at these 8 
points) give a better order of approximation: 
_& t2) -(6/8)f( r,, r,) = itfr,“( r: - t:)2 + O(P) 
than the 0( t 7, given by Theorem 5.1. 
Although these examples are rather simple, they show, of course, the importance of a good choice of the 
interpolation points x(i) giving the singularities of the PTA. Only the applications to more practical and 
complicated examples will decide whether these PTA are good candidates for the approximation of 
bivariate functions. Some indications about the computation of the PTA (r - l/r + 1)f are given in [4] 
together with a generalization to formal series of functions. 
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