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Abstract: 
This thesis discusses the design and the utilization of the artificial neural 
networks as ECG classifiers and the detectors of heart diseases in ECG signal 
especially myocardial ischaemia. The changes of ST-T complexes are the 
important indicator of ischaemia in ECG signal. Different types of ischaemia are 
expressed particularly by depression or elevation of ST segments and changes of T 
wave. 
The first part of this thesis is orientated towards the theoretical knowledges 
and describes changes in the ECG signal rising close to different types of 
ischaemia. 
The second part deals with to the ECG signal pre-processing for the 
classification by neural network, filtration, QRS detection, ST-T detection, 
principal component analysis. 
In the last part there is described design of detector of myocardial ischaemia 
based on artificial neural networks with utilisation of two types of neural networks 
back – propagation and self-organizing map and the results of used algorithms. 
The appendix contains detailed description of each neural networks,  
description of the programme for classification of ECG signals by ANN and 
description of functions of programme. The programme was developed in Matlab 
R2007b. 
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Abstrakt: 
Práce je zaměřená na návrh a využití umělých neuronových sítí 
jako klasifikátoru srdečních onemocnění z EKG signálu se zaměřením na 
ischemickou chorobu srdeční. Změny ST-T komplexů jsou významným 
ukazatelem ischemie v EKG signálu. Různe typy ischemické choroby srdeční se 
projevují zejména elevací nebo depresí ST segmentů a změnami T vlny 
v analyzovaném signálu. 
První část této práce obsahuje teoretický úvod popisující jednotlivé typy 
ischemické choroby srdeční a na ně vázané změny EKG signálu.  
Druhá část je věnována popisu předzpracování EKG signálu ke klasifikaci 
neuronovými sítěmi. Obsahuje filtraci EKG, QRS detekci, detekci ST-T komplexů 
a popis analýzy hlavních komponent a její využítí k popisu analyzovaného signálu. 
V poslední části práce je popsán návrh a způsob detekce možných příznaků 
ischemické choroby srdeční v EKG pomocí dvou typů umělých neuronových sítí: 
Back-propagation, SOM. Dále jsou zde uvedeny výsledky navržených algoritmů. 
Přílohy obsahují popis navrženého programu pro klasifikaci srdečních 
onemocnění, popis jednotlivých jeho funkcí, dále zde najdeme podrobný popis 
všech použitých neuronových sítí a tabulky obsahující detailní výsledky klasifikace 
EKG signálu. Samotný program byl vytvořen v programovacím prostředí Matlab 
R2007b. 
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1. INTRODUCTION 
The electrocardiography is one of the basic investigative methods in 
cardiology. The electrocardiogram (ECG)  has been the major diagnostic tool for 
cardiologists and the ECG signal provides almost all information about the 
electrical activity of the heart. 
The aim of this thesis is to focus on the utilisation of artificial neural 
networks (NN) as the ECG classifiers and the detectors of heart diseases in ECG 
signal especially myocardial ischaemia (ischaemic heart disease). 
The first part of this thesis is oriented towards the theoretical knowledges 
and describes the changes in the ECG signal rising close to different types of 
ischaemia. 
The second part is dealing with the ECG signal pre-processing for the 
classification by neural networks, filtration, QRS detection, ST-T detection and 
principal component analysis. 
In the last part there is described the design of detector of myocardial 
ischaemia based on artificial neural network with utilisation of two types of neural 
networks: back-propagation and self-organizing map  . 
 The changes of ST-T complexes are important indicator of ischaemia in 
ECG signal. Different types of ischaemia are expressed particularly by depression 
or elevation of ST segments and changes of T wave. Myocardial ischaemia is 
caused by a lack of oxygen and nutrients in the contractile cells. Frequently, it can 
lead to myocardial infarction, with its severe consequence of heart failure and 
arrhythmia that can even lead to patient‘s death. 
Further factors like slow trend of the ST changes and erratic specificity of 
the usual ST-T parameters are still waiting for a reliable solution. The current 
medical knowledge does not allow any reliable definition of rules to help the 
traditional automatic system either in artifacts or in detection of slow ST changes. 
The self-learning property of NN allows to recover the features that implicitly 
characterize the signal. The large variety of topological architectures and learning 
paradigms makes hard the choice for each problem.   
  
2. SHORT DESCRIPTION OF THE ECG SIGNAL 
Electrocardiography is a commonly used, non-invasive procedure for 
recording electrical changes in the heart. The record, which is called an 
electrocardiogram (ECG or EKG), shows the series of waves that relate to the 
electrical impulses which occur during each beat of the heart. The results are 
printed on paper or displayed on a monitor. The waves in a normal record are 
named P, Q, R, S, and T and follow in alphabetical order. The number of waves 
may vary, and other waves may be present. 
The standard ECG records potential differences between prescribed sites on 
the body surface that vary during the cardiac cycle; it reflects differences in 
transmembrane voltages in myocardial cells that occur during depolarization and 
repolarization within each cycle. Einthoven regarded the ECG as originating in a 
stationary, time dependent single-dipole source, which can be represented by a 
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vector, the heart vector. In this model, voltage in any lead was explained by 
projection of the heart vector onto the straight line that defined the lead axis. In 
addition to having a direction that is not the same as that of the lead axis, a lead 
vector has also a length. Voltage in a lead is not merely the projection of the heart 
vector on the lead axis but also its projection on the lead vector times the length (ie, 
the “strength”) of the lead vector. Direction and strength of a lead vector depend on 
the geometry of the body and on the varying electric impedances of the tissues in 
the torso. Pairs of electrodes (or a combination of electrodes serving as 1 of the 2 
electrodes) and the tracings that result from their use are known as leads. 
Placement of electrodes on the torso is distinct from direct placement on the heart, 
because the localized signal strength that occurs with direct electrode contact is 
markedly attenuated and altered by torso inhomogeneities that include thoracic 
tissue boundaries and variations in impedance. At any point in time, the electrical 
activity of the heart is composed of differently directed forces. Accordingly, the 
potential at any point of the body surface represents the instantaneous uncanceled 
electrical forces of the heart, where cancellation is also dependending on torso 
inhomogeneities. As electrodes move farther away from the heart, signal strength 
decreases together with lead strength. According to soli angle theory, signal 
magnitude can be related to both spatial and nonspatial factors. Nonspatial factors 
include the magnitude of transmembrane potential difference across a boundary 
within the heart. Spatial factors include the projected boundary of the difference in 
potential relative to the area of a sphere of unit size; this will increase with the 
absolute size of the area but decrease with distance of the electrode from the heart 
[14]. 
The fundamental frequency for the QRS complex at the body surface is 10 
Hz, and most of the diagnostic information is contained below 100 Hz in adults, 
although lowamplitude, high-frequency components as high as 500 Hz have been 
detected and studied. The QRS of infants often contains important components as 
high as 250 Hz. The fundamental frequency of T waves is approximately 1 to 2 Hz. 
Filtering of the ECG signal to within the band between 1 to 30 Hz produces a 
stable ECG, that is generally free of artifact, but this bandwidth is unacceptable for 
diagnostic recording, because it produces distortions of both high- and low-
frequency components of the signal. The high-frequency components of the ECG 
signal define the most rapidly changing parts of the signal, including Q waves and 
notched components within the QRS complex. Because QRS amplitude 
measurement depends on accurate detection of the peak of an R wave, an 
inadequate high-frequency response results in systematic underestimation of signal 
amplitude and in smoothing of notches and Q waves. On the other hand, an 
inadequate low-frequency response can result in important distortions of 
repolarization. 
A typical ECG tracing of a normal heartbeat (or cardiac cycle) consists of a 
P wave, a QRS complex and a T wave. A small U wave is normally visible in 50 to 
75% of ECGs. The baseline voltage of the electrocardiogram is known as the 
isoelectric line. Typically the isoelectric line is measured as the portion of the 
tracing following the T wave and preceding the next P wave. 
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Fig. 1 Schematic representation of normal ECG 
• P wave – it is important to remember that the P wave represents the sequential 
activation of the right and left atria, and it is common to see notched or 
biphasic P waves of right and left atrial activation, 
• PR interval – represents the time necessary to transfer activation from atria to 
ventricles, 
• QRS complex
 
- The QRS complex is a structure on the ECG that corresponds 
to the depolarization of the ventricles. Because the ventricles contain more 
muscle mass than the atria, the QRS complex is larger than the P wave. In 
addition, because the His/Purkinje system coordinates the depolarization of the 
ventricles, the QRS complex tends to look "spiked" rather than rounded due to 
the increase in conduction velocity. A normal QRS complex is 0.06 to 0.10 sec 
(60 to 100 ms) in duration represented by three small squares or less, but any 
abnormality of conduction takes longer, and causes widened QRS complexes, 
• ST segment and T wave
 
- in a sense; the term "ST segment" is a misnomer, 
because a discrete ST segment distinct from the T wave is usually absent. 
More often the ST-T wave is a smooth, continuous waveform beginning with 
the J-point (end of QRS), slowly rising to the peak of the T and followed by a 
rapid descent to the isoelectric baseline or the onset of the U wave. This gives 
rise to an asymmetrical T wave, 
• T wave - represents the repolarization (or recovery) of the ventricles. The 
interval from the beginning of the QRS complex to the apex of the T wave is 
referred to as the absolute refractory period. The last half of the T wave is 
referred to as the relative refractory period (or vulnerable period) [15]. 
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3.  ISCHAEMIC HEART DISEASE (IHS) 
This thesis is dealing with the detection of myocardial ischaemia in the 
ECG signal based on artificial neural networks. This disease is characterized by 
variability of ST-T complex in the ECG signal. These artifacts are important 
factors limiting the reliability of a system on the automatic analysis of the ST-T 
changes. The self-learning property of neural networks allows to recover the 
features, that implicitely characterize the signal. The large variety of topological 
architectures and learning paradigms makes hard the choice for each problem. 
3.1 Short characteristics of IHS 
Myocardial ischaemia is caused by a lack of oxygen and nutrients in the 
contractile cells. Frequently, it can lead to myocardial infarction, with its severe 
consequence of heart failure and arrhythmia that can even lead to patient‘s 
death. 
Sudden cardiac death (SCD), in general, has been attributed to sudden and 
unexpected ventricular arrhythmias in the group of patients with coronary artery 
disease (CAD) who have no prior history of arrhythmias. Therefore, the 
identification and treatment of high-risk patients before they experience a major 
arrhythmic event have a great impact on the problem of myocardial infarction   
and SCD. Myocardial ischaemia is a major marker of these dangerous events. 
Recently, considerable interest has been directed towards the ventricular 
repolarisation (VR), because ST-T complex changes can be a marker of faulty 
myocardium electrical activity and, further on, this can lead to ventricular 
fibrillation (VF) and even SCD. 
The ST-T complex of the ECG represents the time period from the end of 
the ventricular depolarisation to the end of the corresponding repolarisation ín the 
electrical cardiac cycle. Changes in the values of measured amplitudes, times and 
duration of the ST-T complex are used to detect and quantify ischaemia non-
invasively from the standard ECG [16]. 
3.2  Development of the ECG during persistent ischaemia 
The temporal changes in ST segment morphology during myocardial 
ischaemia and infarction were first described by Pardee in 1920. These changes are 
displayed by Fig. 2. In the first few minutes of infarction, T waves become tall and 
upright before ST elevation (relative to the end of the PR segment) occurs. The 
elevation of the ST segment is thought to be due to opening of ATP-sensitive K+ 
channels, as mice with the gene for this protein knocked out show no ST elevation 
in limb leads during ligation of the left anterior descending artery. Conversely, ST 
elevation in wild types can be prevented by pharmacological blockers of the 
channel. As cells become hypoxic, K-ATP channels open and local areas of 
hyperkalaemia may develop, causing injury currents to flow between them and the 
normal myocardium, which could potentially produce ST elevation on the ECG. 
However, ST elevation is not solely attributable to AMI secondary to coronary 
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artery thrombosis. For example, the majority of healthy adult men have concave ST 
elevation of 0.1 mV or more in at least one precordial lead, and ST elevation can 
occur during pericarditis (widespread and saddle shaped), hyperkalaemia 
(widespread and down-sloping) and pulmonary embolism 
In lesser degrees of ischaemia, where ST depression occurs without 
reciprocal ST elevation in the standard 12-lead ECG, it is unclear whether K-ATP 
channels contribute. Opening of  K-ATP channels and other ischaemic changes that 
shorten action potential duration may also eventually reverse the epi- to endo-
cardial gradient of repolarization, causing T waves to invert after the first few 
hours. 
Myocardial infarction can also produce broad and deep negative deflections 
in the ECG known as Q waves (also described by Pardee), although their 
pathological substrate is unclear. Q waves remain permanently. However the ST 
segment eventually returns to normal, and T waves may return to upright, as the 
infarcted area becomes electrically inexcitable and then necrotic before forming 
scar tissue. 
 
Fig. 2 Development of the ECG during persistent ischaemia 
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Table 1 Evolution of the ECG during a myocardial infarct 
time change 
hyperacute T waves (peaked T waves) 
minutes 
ST-elevation 
ST-elevation, with terminal negative T hours 
negative T wave (these can last for months) 
days pathologic Q waves 
 
3.3  Myocardial infarction 
Ischaemia occurs, when part of the heartmuscle, the myocardium, is 
deprived of oxygen and nutrients. Common causes of ischaemia are: 
• Narrowing or obstruction of a coronary artery 
• A rapid arrhythmia, causing a disbalance in supply and demand of energy. 
A short period of ischaemia causes reversible effects: The heartcells will be 
able to recover. When the episode of ischaemia lasts for a longer period of time, 
heartmuscle cells will die. This is called a heart attack or myocardial infarction. 
That is why it is critical to recognize ischaemia on the ECG in an early stage. 
A heart attack (also known as a myocardial infarction) is the death of heart 
muscle due to the sudden blockage of a coronary artery by a blood clot. Coronary 
arteries are blood vessels that supply the heart muscle with blood and oxygen. 
Blockage of a coronary artery deprives the heart muscle of blood and oxygen, 
causing injury to the heart muscle. Injury to the heart muscle causes chest pain and 
pressure. If the blood flow is not restored within 20 to 40 minutes, irreversible 
death of the heart muscle will begin to occur. Muscle continues to die for six to 
eight hours, at which time the heart attack is usually "complete." The dead heart 
muscle is replaced by scar tissue [16], [17]. 
 
3.3.1 Diagnosis of  myocardial infarction  
The diagnosis of acute myocardial infarction is not only based on the ECG. 
A myocardial infarction is defined as: 
• Elevated blood levels of cardiac enzymes (CKMB or Troponin T) 
• One of the following criteria are met: 
• The patient has typical complaints 
• The ECG shows ST elevation or depression 
• Pathological Q waves develop on the ECG 
• A coronary intervention had been performed (such as stent 
placement) 
 
So detection of elevated serum heart enzymes is more important than ECG 
changes. However, the heart enzymes can only be detected in the serum 5-7 hours 
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after the onset of the myocardial infarction. The ECG can be crucial, especially in 
the first few hours after the myocardial infarction the ECG can be crucial. 
Significant ST elevation is defined as more than 2 mm in two chest leads or 
more than 1 mm in two adjacent limb leads and it is measured 60 ms or 80 ms after 
the J-point. 
 
Fig. 3 Measured of ST elevation 
 3.3.2 The location of the infarct 
The heart muscle itself is very limited in its capacity to extract oxygen from 
the blood that is being pumped. Only the inner layers (the endocardium) profit 
from this blood rich in oxygen. The outer layers of the heart (the epicardium) are 
dependent on the coronary arteries for the supply of oxygen and nutrients. With aid 
of an ECG, the occluded coronary can be identified. This is valuable information 
for the clinician, because treatment and complications of, for instance, an anterior 
wall infarction are different, than those of an inferior wall infarction. The anterior 
wall performs the main pump function, and decay of the function of this wall will 
lead to decrease of blood pressure, increase of heart rate, shock and on a longer 
term: heart failure. An inferior wall infarction is often accompanied with a decrease 
in heart rate, because of involvement of the sinus node. Longterm effects of an 
inferior wall infarction are usually less severe than those of an anterior wall 
infarction. 
The heart is supplied with oxygen and nutrients by the right and left 
coronary arteries. The left coronary artery (the Left Main or LM) divides itself in 
the left anterior descending artery (LAD) and the ramus circumflexus (RCX). The 
right coronary artery (RCA) connects to the ramus descendens posterior (RDP). 
Below you can find several different types of myocardial infarction [18]. 
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Table 2 The localisation of a myocardial infarct 
localisation ST elevation Reciprocal ST depression coronary artery 
Anterior MI V1-V6 None LAD 
Septal MI V1-V4, disapppearance of 
septum Q in leads V5,V6 None LAD 
Lateral MI I, aVL, V5, V6 II, III, aVF RCX or MO 
Inferior MI II, III, avF I,aVL RCA(80%) or RCX(20%) 
Posterior MI V7, V8, V9 high R in V1-V3 with ST depres. V1-V3>2mm RCX  
Righth Ventricle 
MI V1, V4R I, aVL RCA 
Atrial MI Pta in, V5, V6 Pta in I, II, or III RCA 
 
 
Fig. 4 Coronary anatomy 
3.3.3 Classification of the infarction 
Acute myocardial infarction (AMI) is a type of acute coronary syndrome 
illustrated by Fig. 5, which is most frequently (but not always) a manifestation of 
coronary artery disease. The acute coronary syndromes include ST segment 
elevation myocardial infarction (STEMI), non-ST segment elevation myocardial 
infarction (NSTEMI), and unstable angina (UA). 
Depending on the location of the obstruction in the coronary circulation, 
different zones of the heart can become injured. Using the anatomical terms of 
location corresponding to areas perfused by major coronary arteries, one can 
describe anterior, inferior, lateral, apical, septal, posterior, and right-ventricular 
infarctions (and combinations, such as anteroinferior, anterolateral, and so on). For 
example, an occlusion of the left anterior descending coronary artery (LAD) will 
result in an anterior wall myocardial infarction. Infarctions of the lateral wall are 
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caused by occlusion of the left circumflex coronary artery (LCx) or its oblique 
marginal branches (or even large diagonal branches from the LAD.) Both inferior 
wall and posterior wall infarctions may be caused by occlusion of either the right 
coronary artery or the left circumflex artery, depending on which feeds the 
posterior descending artery. Right ventricular wall infarctions are also caused by 
right coronary artery occlusion. 
Another distinction is, whether a MI is subendocardial, affecting only the 
inner third to one half of the heart muscle, or transmural, damaging (almost) the 
entire wall of the heart. The inner part of the heart muscle is more vulnerable to 
oxygen shortage, because the coronary arteries run inward from the epicardium to 
the endocardium, and because the blood flow through the heart muscle is hindered 
by the heart contraction.  
The phrases transmural and subendocardial infarction were previously 
considered synonymous with Q-wave and non-Q-wave myocardial infarction 
respectively, based on the presence or absence of Q waves on the ECG. It has since 
been shown that there is no clear correlation between the presence of Q waves with 
a transmural infarction and the absence of Q waves with a subendocardial 
infarction, but Q waves are associated with larger infarctions, while the lack of Q 
waves is associated with smaller infarctions. The presence or absence of Q-waves 
has also a clinical importance, with improved outcomes associated with a lack of Q 
waves [18]. 
 
Fig. 5 Classification of acute coronary syndromes 
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3.4 Angina pectoris 
Angina pectoris, commonly known as angina, is the chest pain due to 
ischaemia (a lack of blood and hence oxygen supply) of the heart muscle, generally 
due to obstruction or spasm of the coronary arteries (the heart's blood vessels). 
Coronary artery disease, the main cause of angina, is due to atherosclerosis of the 
cardiac arteries. 
3.4.1 Stable angina 
Stable angina refers to the more common understanding of angina related to 
myocardial ischaemia. Typical presentations of stable angina are that of chest 
discomfort and associated symptoms precipitated by some activity (running, 
walking, etc) with minimal or non-existent symptoms at rest. Symptoms typically 
abate several minutes following cessation of precipitating activities and resume 
when activity resumes. In this way, stable angina may be thought of as being 
similar to claudication symptoms. 
3.4.2 Unstable angina 
Unstable angina may occur unpredictably at rest, which may be a serious 
indicator of an impending heart attack. What differentiates stable angina from 
unstable angina (other than symptoms) is the pathophysiology of the 
atherosclerosis. In stable angina, the developing atheroma is protected with a 
fibrous cap. This cap may rupture in unstable angina, allowing blood clots to 
precipitate and further decrease the lumen of the coronary vessel. This explains 
why angina appears to be independent to activity. 
3.4.3 Prinzmetal’s angina 
Prinzmetal’s angina is a form of unstable angina-recurrent episodes of chest 
pain while at rest (angina is the medical term for chest pain, pressure, or tightness). 
It is distinct from stable angina, in which chest pain occurs in a predictable pattern 
during exertion. With Prinzmetal’s angina, chest pain may also be brought on by 
hyperventilation, exposure to cold, or extreme emotional stress. The chest pain of 
Prinzmetal’s angina is caused by coronary artery spasm, which is an abnormal or 
involuntary constriction of the muscle in an artery of the heart. This spasm makes 
the diameter of the artery smaller, restricting the supply of blood and oxygen to the 
heart, causing chest pain. In rare cases if the spasm is not stopped it can lead to a 
heart attack. Episodes of chest pain usually occur in clusters, with periods of 
frequent episodes lasting for a few months followed by weeks or months with no 
chest pain episodes. It occurs more in younger women [18]. 
4. ECG SIGNAL PREPROCESSING 
The main aim of ECG signal preprocessing is to prepare a compact 
description of the ST-T complex, composed of of ST segment and T wave, for 
input to the classification device (the back-propagation and self-organizing map in 
this case) with minimum loss of information.  
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4.1 Used signals 
The European ST-T Database is intended to be used for evaluation of 
algorithms for analysis of ST and T-wave changes. This database consists of 90 
annotated excerpts of ambulatory ECG recordings from 79 subjects. The subjects 
were 70 men aged 30 to 84, and 8 women aged 55 to 71. 
We used 120 s of each record in duration. Record contains two signals, each 
sampled at 250 samples per second with 12-bit resolution over a nominal 20 
millivolt input range [4]. 
 
 
 
4.2  QRS detection 
The QRS complex is the most striking waveform within the 
electrocardiogram. Since it reflects the electrical activity within the heart during the 
ventricular contraction, the time of its occurrence as well as its shape provide mucli 
information about the current state of the heart. Due to its characteristic shape it 
serves as the basis for the automated determination of the heart rate, as an entry 
point for classification schemes of the cardiac cycle, and often it is also used in 
ECG data compression algorithms. In that sense, QRS detection provides the 
fundamentals for almost all automated ECG analysis algorithms [2]. 
 
 
Fig. 6 Functional diagram of the main steps for QRS detection 
Typical frequency components of a QRS complex range from about 14 to 
about 25 Hz. Therefore, almost all QRS detection algorithms use a filter stage prior 
to the actual detection in order to attenuate other signal components and artifacts, 
such as P wave, T wave, baseline drift, and incoupling noise. In this thesis a 
bandpass filter with low frequency 14 and high frequency 25 Hz is used. In the 
next step, filtered signal is in the next step squared to get only positive values of 
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analyzed signal. The filtered signals are then used for generation of a feature signal 
in which the occurence of a QRS complex is detected by comparing the feature 
against the fixed or adaptive thresholds.   
4.2.1 Filtration 
First block in the functional diagram of QRS detetection is a bandpass filter 
FIR. Once the signa lis loaded, it is important to take out undesirable part of a 
signal ilustrated by Fig. 8.  
• Elemination of the direkt komponent is realized by zeroisign of the first 
spectral line (component) . 
                                                  )()( ωXnX DFT→      (1) 
0)1( ==ωX  
)()( nXX IFT→ω  
• Signal was filtered by bandpass filter with these parameters: order 51, low 
frequency 14 Hz and high frequency 25 Hz. 
• Further a signal was squared to get only positive values to analyze.  
 
Fig. 7 Input signal 
 
Fig. 8 Filtered signal 
Each filtration causes the delay of a signal, which is necessary to 
compensate in order to reduce the loss of information in analyzing signal. This 
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delay is carried off by appending the needed number of samples with zero values. 
In my thesis a FIR filter with idle order has been used. Its delay is computed by: 
                                             
2
1−
=
Ndelay  (samples)     (2) 
where N is the length of impulse characteristics. 
 
4.2.2 Thresholding 
In this stage, the analyzed signal is compared with the threshold. The value 
of a threshold is computed on the basis of the characteristics of a signal. In this 
chapter we compare two kinds of thresholding criterion: fixed and adaptive 
threshold.  
 
4.2.2.1  Fixed thresholding criterion 
This algorithm uses basic thresholding criterion with fixed threshold.This 
solution is not able to adapt for erratic changes of the ECG signal. But on the other 
hand, there is a very fast and simply computational procedure, which has good 
results in analyzing relatively short signals with low level of noise.   
Maximum, which is used to compute the threshold value, was obtained  
from the vector of maxima. It consists of maxima from each thousand samples to 
the third of total length of analyzing. Length of vector 1000 of the sample (4 s in 
time duration) was used to obtain the maximum value because there is a big 
probability of occurrence of two R waves. From the vector of maxima we compute 
the median value and it is the   
 
maximum ))1000()......1(max()( nni =    (3) 
         ))((max iimummedianmedian = ,    (4) 
 
where n is a sample of signal a N is a number of samples in a signal and i=1,2..N. 
In this algorithm for QRS detection, the value of threshold is selected by 
testing 60% of median value for the first signal and as 66% for second signal. 
Analyzed signal after thresholding is outlined by Fig. 9. 
  
                                                 1*6,01 medianprah =     (5) 
                                                 2*66,02 medianprah =    (6) 
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Fig. 9 Analyzed signal after thresholding 
4.2.2.2 Adaptive thresholding criterion 
QRS detection in this thesis is realized by adaptive threshold criterion  
Adaptive threshold is able to serve one's time and we can beter observe the 
continuos changes of the ECG . 
Algorithm of adaptive thresholding utilizes the continuos changes of 
maxima for computing the value of threshold in next segment of the ECG. 
Analyzed signal is divided into the segments of 1000 samples and it is 
corresponding with 4 s in time. In this interval there is a big probability that two R 
waves will be in this interval. Adaptibility of this algorithm is that for computing 
the threshold value we use the maximum value from a previous interval. 
To establish the final value of threshold we use the constant, which we can 
change in the user interface of the programme, which is a part of the appendix in 
this thesis. Default set of this constant is the value 0,2. With default settings of a 
programme, there is a hit rate of QRS detection nearly 100% for data set.  
4.2.3 Peak detector 
In the last part of block diagram of QRS detection Fig. 6, the peak detector 
is looping for the local maxima in analyzed signal after a thresholding. 
• First part of the QRS detection includes the folowing condition: 
 
)1()()1( +><− ixixix ,     (7) 
where x is a sample of signal and i=1,2…N, N is a number of samples in the signal. 
 
• Next condition for determination of peak detector has the following rules [13]: 
                          
• If the distance between two extremes is less than 200 ms, then the 
overvalue of both extremes will be leaved in; 
• If the distance between two extremes is between 200 and 300 ms 
then the 1st extréme will be leaved in, if the value of the 2nd 
extreme is in the range of ± 40 % of the value of the 1st extreme; 
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• If the distance between two extremes is between 200 and 300 ms 
and 60% of the 2nd extreme is greater, than the value of the 1st 
extreme, then the 2nd extreme will be leaved in; 
• QRS complexes consider other extremes. 
 
                            
 
Fig. 10 Detected R waves in the ECG signal 
Fig. 10 ilustrates the results of QRS detection algorithm with adaptive 
threshold criterion in this thesis 
4.2.3.1 Results of QRS detection 
The great variety of QRS detection algorithms presented in this review 
reflects the need for a reliable QRS detection in cardiac signal processing. 
Two QRS detection techniques are compared here with fixed and adaptive 
threshold criterion. The algorithm with adaptive threshold is implemented for the 
next preprocessing of the ECG signal and reports the example of QRS detection 
results for the choosing of 40 signals from the database of the thesis. 
The achieved results are corresponding with the type of used detection 
algorithm. Algorithm with the fixed threshold criterion is very quick and is better 
to analyze for short and clear ECG signal. Its hit rate is about 94,5 % in data set of 
signals. On the other hand, the algorithm with adaptive threshold criterion is quite 
complicated, but it is able to comform with continuos changes of the ECG signal. 
In this case there is the hit rate 99,74% in data set. 
 
hit rate = Ndet/Nreal.100% ,     (8) 
where Ndet is the number of detected R waves and Nreal is the number of  real R 
waves in analyzing signal. Detailed results of QRS detection are described in 
appendix  D. of this thesis by tables 17 and 18 on the page 74. 
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Fig. 11 Signal diagram of QRS detection a) input signal, b)thresholded signal 
 
4.3 ST-T detection 
The ST-T complex of the ECG represents the time period from the end of 
ventricular depolarisation to the end of the corresponding repolarisation in the 
electrical cardiac cycle. Changes in the values of measured amplitudes, time and 
duration of the ST-T complex are used to detect and quantify ischaemia non-
invasively from the standard ECG. 
The main aim of this algorithm is to prepare compact description of of the 
ST-T complex, composed of the ST segment and the T wave. 
Windows of 400 ms are selected from the samples composing each beat 
(100 samples at the 250 Hz sampling frequency). This signal’s component forms 
the input for the principal component analysis. 
The ST-T complex was selected as a segment of the length 400 ms using 
the following formula [10]: 
)(3,140)( kRRkb +=  (ms),    (12) 
where b is the distance between the position of R wave and the beginning of ST-T 
complex, RR is the length of RR interval.  
)()()( kbkRpolkp +=  (ms).    (13) 
where p is the beginning of the ST-T complex, Rpol is the position of the R waves 
and k=1,2…..N. N is the number of RR intervals in analyzing signal. 
All of these parameters necessary for the selection of ST-T complex out of 
from the ECG signal can be set in the user interface of the programme, whic is the 
part of the appendix of this thesis. 
Selected ST-T complex is put into the matrix, which is the input for 
principal component analysis. 
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Fig. 13 Matrix of ST-T complex 
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Fig. 12 Normal ECG pattern that belongs to record e0103 from European ST-T 
 
database. ECG waves and ST-T complex for analysis can be observed 
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5. PRINCIPAL COMPONENT ANALYSIS (PCA) 
Feature extraction refers to a process whereby the input data space is 
transformed into a feature space that, altnohgh it has the same dimensionality as the 
original data space, can represent the data set more accurately within the 
constraints imposed by having a reduced number of features at the representation. 
Therefore the original data space undergoes dimensionality reduction as the feature 
space is constructed. The term dimensionality reduction refers to the fact that each 
m-dimensional data vector x of the original data space can be represented with d 
numbers, where d<m, and yet most of the intrinsic information content of the data 
set is retained. 
In mathematical terms, the PCA method (also known as the Karhunen-
Loeve Transformation) transforms a set of correlated random variables, of 
dimensionality m, to a set of d < m uncorrelated (in terms of their second-order 
statistics) variables, according to the direction of maximum variance reduction in 
the training set. The d-uncorrelated variables correspond to the subspace 
decomposition based on the first d principal components of the input data. This 
decomposition is in terms of a second-order statistics optimum, in the sense that it 
permits an optimum reconstruction of the original data in the mean-square error 
sense (subject to the dimensionality constraint). 
For this particular application, PCA has performed well for the extraction of 
representative vectors for the ST-T complexes with only four coefficients.  
In this thesis the PCA is used in two ways. On the one hand we describe 
each particular ST-T complex by four principals components. The inputs for the 
neural networks are four coefficients (principal components), which are typical of 
each ST-T complex. The neural networks is able to divide each ST-T complex into 
two groups. In the first group there are ST-T complexes with a possible sign of 
ischaemia, which means changes of the ST segments, like elevation or depression 
and changes of the T wave. 
On the other hand we can use the PCA for the description of behaviour of 
each sample of the ST-T complex. The inputs for neural networks are four vectors, 
which describe all ST-T complexes in the whole signal. We are able to divide the 
signals into three groups with elevation, depression of ST segment and with 
izoelectric ST segment (normal ST) [11].  
5.1 Mathematical base of the PCA 
Principal component analysis is a classical statistical method. Principal 
component analysis is based on the statistical representation of a random variable. 
Suppose we have a random vector population x, where 
T
nxxx )......,( 21=x     (13) 
and the mean of that population is denoted by 
{ }xEx =µ ,      (14) 
and the covariance matrix of the same data set is  
( )( ){ }TxC xx -x-x µµ= .    (15) 
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The components of Cx, denoted by cij, represent the covariances between the 
random variable components xi and xj. The component cii is the variance of the 
component xi. The variance of a component indicates the spread of the component 
values around its mean value. If two components xi and xj of the data are 
uncorrelated, their covariance is zero (cij=cji=0). The covariance matrix is, by 
definition, always symmetric.  
From a sample of vectors  xI……xM, we can calculate the sample mean and 
the sample covariance matrix as the estimates of the mean and the covariance 
matrix.  
From a symmetric matrix such as the covariance matrix, we can calculate an 
orthogonal basis by finding its eigenvalues and eigenvectors. The eigenvectors ei 
and the corresponding eigenvalues iλ are the solutions of the equation  
nieeC iiix ,........,1, == λ .   (16) 
For simplicity we assume, that the iλ  are distinct. These values can be 
found, for example, by finding the solutions of the characteristic equation 
0=− IλxC ,      (17) 
where the I is the identity matrix having the same order as Cx  and the |.| denotes the 
determinant of the matrix. 
If the data vector has n components, the characteristic equation becomes of 
order n. This is easy to solve only if n is small. Solving eigenvalues and 
corresponding eigenvectors is a non-trivial task, and many methods exist.  
By ordering the eigenvectors in the order of descending eigenvalues (largest 
first), one can create an ordered orthogonal basis with the first eigenvector having 
the direction of largest variance of the data. In this way, we can find directions in 
which the data set has the most significant amounts of energy.  
Suppose one has a data set, which the sample mean and the covariance 
matrix have been calculated of. Let A be a matrix consisting of eigenvectors of the 
covariance matrix as the row vectors.  
By transforming a data vector x, we get 
)( x-xAy µ=      (18) 
which is a point in the orthogonal coordinate system defined by the eigenvectors. 
Components of y can be seen as the coordinates in the orthogonal base. We can 
reconstruct the original data vector x from y by 
 
x
TyAx µ+= .    (19) 
Using the property of an orthogonal matrix T-1 AA = . The TA is the 
transpose of a matrix A. The original vector x was projected on the coordinate axes 
defined by the orthogonal basis. The original vector was then reconstructed by a 
linear combination of the orthogonal basis vectors. 
Instead of using all the eigenvectors of the covariance matrix, we may 
represent the data in terms of only a few basic vectors of the orthogonal basis. If we 
denote the matrix having the K first eigenvectors as rows by AK, we can create a 
similar transformation as seen above 
)( xK -xAy µ=     (20) 
Department of Biomedical Engineering  
Faculty of Electrical Engineering and Communication 
Brno University of Technology 
 
 
 31
 
and 
 x
T
K yAx µ+= .              (21) 
This means that we project the original data vector on the coordinate axes 
having the dimension K and transforming the vector back by a linear combination 
of the basis vectors. This minimizes the mean-square error between the data and 
this representation with given number of eigenvectors.  
If the data is concentrated on a linear subspace, it will provide a way to 
compress data without losing much information and simplifying the representation. 
By picking the eigenvectors having the largest eigenvalues we lose as little 
information as possible in the mean-square sense. One can e.g. choose a fixed 
number of eigenvectors and their respective eigenvalues and get a consistent 
representation, or abstraction of the data. This preserves a varying amount of 
energy of the original data. Alternatively, we can choose approximately the same 
amount of energy and a varying amount of eigenvectors and their respective 
eigenvalues. This would, in turn, give approximately consistent amount of 
information in the expense of varying representations with regard to the dimension 
of the subspace.  
We are here faced with contradictory goals: On the one hand, we should 
simplify the problem by reducing the dimension of the representation. On the other 
hand, we want to preserve as much as possible of the original information content. 
PCA offers a convenient way to control the trade-off between loosing information 
and simplifying the problem at hand.  
Sample mean and sample covariance matrix can easily be calculated from 
the data. Eigenvectors and eigenvalues can be calculated from the covariance 
matrix. The first eigenvector having the largest eigenvalue points to the direction of 
largest variance, whereas the second eigenvector is orthogonal to the first one.  By 
comparing the values of eigenvalues to the total sum of eigenvalues, we can get an 
idea how much of the energy is concentrated along the particular eigenvector. In 
this case, the first eigenvector contains almost all the energy. The data could be 
well approximated with the one-dimensional representation. 
Sometimes it is desirable to investigate the behavior of the system under 
small changes. Assume that this system, or phenomenon, is constrained to a n-
dimensional manifold and can be approximated with a linear manifold. Suppose 
one has a small change along one of the coordinate axes in the original coordinate 
system. If the data from the phenomenon is concentrated in a subspace, we can 
project this small change xδ to the approximative subspace built with PCA by 
projecting xδ on all the basis vectors in the linear subspace by 
xy δδ KA= ,      (22) 
where the matrix AK has the K first eigenvectors as rows. Subspace has then a 
dimension of K. yδ  represents the change caused by the original small change. 
This can be transformed back with a change of basis by taking a linear combination 
of the basis vectors by 
                                                  yx δδ TKA= .                                            (23) 
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Then we get the typical change in the real-world coordinate system, caused 
by a small change xδ  by assuming that the phenomenon constrains the system to 
have values in the limited subspace only [19]. 
The example of the PCA is ilustrated in the Fig. 14. Some artificial data set 
has been generated. The first axis (1.principal component) has the direction of 
largest variance of data set whereas the second axis (2.principal component) is 
orthogonal to the first one etc. 
 
 
Fig. 14 Principal component analysis 
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6. SHORT INTRODUCTION TO THE ISSUE 
ARTIFICIAL NEURAL NETWORKS 
In modern software implementations of artificial neural network, the 
approach inspired by biology has more or less been abandoned for a more practical 
approach based on statistics and signal processing. In some of these systems neural 
networks, or parts of neural networks (such as artificial neurons) are used as 
components in larger systéme that combine both adaptive and non-adaptive 
elements. While the more general approach of such adaptive systems is more 
suitable for real-world problem solving, it has far less to do with the traditional 
artificial intelligence connectionist models. What they do, however, have in 
common is the principle of non-linear, distributed, parallel and local processing and 
adaptation [3]. 
Artificial neural networks has been widely applied in nonlinear signal 
processing, classification, and optimization. In many applications their 
performance was shown to be superior to classical linear approaches. 
This thesis is oriented towards the use of two types of neural networks 
back-propagation and self-organizing map to ECG signal  classification. 
Artifacts are important factors limiting the reliability of a system on the 
automatic analysis of the ST-T complex‘s changes. Further factors like slow trend 
of ST changes and erretic specificity of the usual STsegments and T waves 
parameters are still waiting for reliable solution. The current medical knowledge 
does not allow any reliable definition of rules to help the traditional automatic 
system. The self-learning property of neural network allows to recover the feature,  
that implicitly characterize the signal. The large variety of topological architectures 
and learning paradigma makes hard the choice for each problem. 
6.1 Back – propagation 
It is a supervised learning method, which is an implementation of the delta 
rule. It requires a teacher who knows, or can calculate, the desired output for any 
given input. It is most useful for feed-forward networks (network that have no 
feedback, or simply, that have no connections that loop). The term is an 
abbreviation for "backwards propagation of errors". Back-propagation requires that 
the transfer function used by the artificial neurons (or "nodes") is differentiable. 
As the algorithm's name implies, the errors (and therefore the learning) 
propagate backwards from the output nodes to the inner nodes. So technically 
speaking, backpropagation is used to calculate the gradient of the error of the 
network with respect to the network's modifiable weights. This gradient is almost 
always then used in a simple stochastic gradient descent algorithm to find weights,  
that minimize the error. Often the term "back-propagation" is used in a more 
general sense, to refer to the entire procedure encompassing both the calculation of 
the gradient and its use in stochastic gradient descent. Backpropagation usually 
allows quick convergence on satisfactory local minima for error in the kind of 
networks to which it is suited. 
Department of Biomedical Engineering  
Faculty of Electrical Engineering and Communication 
Brno University of Technology 
 
 
 34
 
It is important to note, that back-propagation networks are necessarily 
multilayer perceptrons outlined by Fig. 15 (usually with one input, one hidden, and 
one output layer). In order for the hidden layer to serve any useful function, 
multilayer networks must have non-linear activation functions for the multiple 
layers: a multilayer network using only linear activiation functions is equivalent to 
some single layer, linear network. Non-linear activation functions that are 
commonly used to include the arctangent, arcsine, sigmoid function is ilustrated in 
the Fig. 17 and computed by eq. (24), etc. These functions should be smooth and 
continuous and have an absolute upper and lower limit. They should also be 
differentiable. The above expressions also have the convenient property that their 
derivative can be re-written in terms of the function itself, which as you will see 
improves the efficiency of the network, and simplifies the mathematics. 
The backpropagation algorithm for calculating a gradient has been 
rediscovered a number of times, and is a special case of a more general technique 
called automatic differentiation in the reverse accumulation mode . 
 
 
Fig. 15 Back propagation architecture 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 16 The structure of the neuron 
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Fig. 17 Sigmoid node transfer function c=1,2,3 
cxc e
xS
−+
=
1
1)(                          (24) 
Input lines represent incoming connections with an associated weight 
outlined by Fig. 16. The neuron itself only performs accumulation and thresholding 
for incoming pulses from its inputs by eq. 
                                           

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i
ii xwSy
1
,    (25) 
where y is the output of neuron, x is the input of neuron, w is the weight value,  Θ is 
the threshold value and S is the neuron’s nonlinear transfer function i=1,..,N . 
When a pulse comes from a connection, it is first multiplied by a number 
called the weight of the connection which assigns a certain importance to the 
connection (identical to the largeness of a biological dentrite), and then 
accumulates the overall result, passing the value through a threshold which emits a 
pulse when a certain value is reached. The output of the threshold stage is in turn 
connected to the inputs to several other neurons, which form a complete network 
[20].  
 
The learning algorithm of the back propagation neural nethesis has two 
phases: During the first phase the input x is presented and propagated forward 
through the network to compute the output values y for each output unit. This 
output is compared with its desired value d, resulting in a global error signal Erms 
for all output units. The second phase involves a backward pass through the 
network during which the error signal is passed to each unit in the network and 
appropriate weight changes are calculated. Global error is computed: 
 
( )∑ ∑ −=
m n
mnmnRMS dyE
2
,  (26) 
where n is number of neurons in the output layer and m is a numer of elements  in 
training set. 
Energy of this network is defined as: 
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ii dyE ,     (27) 
where n is a number of network’s inputs, y is a real output and  d is a 
desired output of the neural network, i=1,…,n. 
The learning procedure requires that the change in weight is proportional to 
wE δδ /
.True gradient descent requires that innitesimal steps are to be taken. The 
constant of proportionality is the learning rate. For practical purposes, we choose a 
learning rate that is as large as possible without leading to oscillation. One way to 
avoid oscillation at large , is to make the change in weight dependent on the past 
weight change. 
Although, theoretically, the back-propagation algorithm performs gradient 
descent on the total error only if the weights are adjusted after the full set of 
learning patterns has been presented, more often than not the learning rule is 
applied to each pattern separately.There exists empirical indication that this results 
in faster convergence. Care has to be taken, however, with the order in which the 
patterns are taught. For example, when using the same sequence over and over 
again the network may become focused on the first few patterns. This problem can 
be overcome by using a permuted training method. 
Summary of the technique: 
• Presents a training sample to the neural network. 
• Compares the network's output to the desired output from that sample. 
Calculates the error in each output neuron. 
• For each neuron, calculates what the output should have been, and a scaling 
factor, how much lower or higher the output must be adjusted to match the 
desired output. This is the local error. 
• Adjusts the weights of each neuron to lower the local error. 
• Assigns "blame" for the local error to neurons at the previous level, giving 
greater responsibility to neurons connected by stronger weights. 
• Repeats the steps above on the neurons at the previous level, using each one's 
"blame" as its error. 
 
6.2 Self-organizing map (Kohonen neural network) 
Kohonen's self-organizing maps (SOM) are simple analogs of the human 
brain's way of organizing information in a logical manner. Kohonen's method 
emulates the unsupervised learning in an elegant, extremely simple manner. During 
the self-organizing procedure the topologically close relationship of the organized 
information is maintained. Initially, a large area is treated in a similar fashion. 
Kohonen's method consists of one layer of neurons and uses the method of 
competitive learning with "winner takes all ". 
Kohonen's self-organizing maps consist of one layer of neurons organized 
in one, two and multi-dimensional arrays. Each neuron has as many input 
connections as there are numbers of attributes to be used in the classification. The 
training procedure consists of finding the neuron with weights closest to the input 
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data vector and declaring that neuron as the winning neuron. Then the weights of 
all of the neurons in the vicinity of the winning neuron are adjusted by an amount 
inversely proportional to the distance. 
There are two methods to determine the similarity. In the first method, each 
input is weighted by a neuron's corresponding weight vector and the results are 
summed. This represents the net input of the particular neuron. Let k represent the 
k-th neuron and N attributes are used, then the net input will be (in terms of a vector 
scalar product) 
[ ]∑
=
=
N
i
k kiwixnet
1
),()( .    (28) 
 
The vector scalar product will give the projection of one vector on to the 
other. If the unit vectors are defined in the x(i) and w(i) directions, their dot product 
yields the cosine of the angle between x and w vectors. This is one of the reasons 
we normalize each set of attributes to have the zero mean and their RMS amplitude 
be unity. A net input of 1 would represent two collinear vectors; they point in the 
same direction and their parameters are similar. A value of 0 will mean that two 
vectors are perpendicular to each other, thus they are not similar. The second 
method to measure the similarity of two vectors is to compute the Euclidean 
distance between two vectors, as 
   [ ]∑
+=
−=
N
i
k kiwixnet
2),()(   (29) 
In this case, a net result of zero will mean that the two vectors are identical. 
A value of close to twice to their normalized amplitudes will mean that they are in 
opposite directions, thus they are not similar. These are repeated for all of the 
neurons and the neuron with largest output of dot product or the minimum 
Euclidean distance is chosen as the winner. 
SOM's can be used in seismic interpretation in two principal ways, one as a 
cluster generator and the other as a classifier. Input data consists of 2-D or 3-D 
trace segments or their attributes. Each data sample and corresponding attributes 
representing a point in the N dimensional space are used to form a set of weights 
for each neural node according to the network topology. These weights are called 
the associated memory, because they represent reference attributes of each cluster 
and they have some organized association to their neighbors. This process takes a 
large number of iterations, of the order of tens of thousands. Measuring the RMS 
error reduction after each iteration can monitor convergence. Once the convergence 
reaches a satisfactory minimum, then the weights are saved for the classification. 
Since each weight vector represents a reference attribute of a particular cluster, we 
perform classification by computing the Euclidean distance between each data 
sample and the weight vector of each node, and select the node with minimum 
distance. The SOM is an unsupervised learning algorithm; it does not give us direct 
information on the actual physical or lithological classification of the data samples. 
It merely clusters and classifies the data set based on the set of attributes used. We 
will need to attach lithological meaning after the classification is completed by the 
use of nearby well information or based on our experience in the area. If there is a 
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lithological column available in the general vicinity of the seismic data, then we 
can experiment with different sets of attributes to see which set gives us similar 
classification boundaries [21], [22]. 
 
 
            Fig. 18 Input to 2-D neural topology 
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7.  THE CLASSIFIER OF THE ISCHAEMIC HEART 
DISEASE BASED ON NEURAL NETWORKS 
Myocardial ischaemia is caused by a lack of oxygen and nutrients in the 
contractile cells. Frequently, it can lead to myocardial infarction, with its severe 
consequence of heart failure and arrhythmia that can even lead to patient‘s death. 
The ST-T complex of the ECG represents the time period from the end of 
the ventricular depolarisation to the end of the corresponding repolarisation ín the 
electrical cardiac cycle. Changes in the values of measured amplitudes, times and 
duration of the ST-T complex are used to detect and quantify ischaemia non-
invasively from the standard ECG 
Feature extraction refers to a process whereby the input data space is 
transformed into a feature space that, altnohgh it has the same dimensionality as the 
originál data space, can represent the data set more accurately within the 
constraints imposed by having a reduced number of features at the representation. 
Therefore the originál data space undergoes dimensionality reduction as the feature 
space is constructed. The term dimensionality reduction refers to the fact that each 
m-dimensional data vector x of the originál data space can be represented with d 
numbers, where d<m, and yet most of the intrinsic information content of the data 
set is retained. 
In mathematical terms, the PCA method (also known as the Karhunen-
Loeve Transformation) transforms a set of correlated random variables, of 
dimensionality m, to a set of d < m uncorrelated variables, according to the 
direction of maximum variance reduction in the training set. The d uncorrelated 
variables correspond to the subspace decomposition based on the first d principál 
components of the input data [9].  
7.1  The block diagram realizes the classification of th IHS 
 
Fig. 19 The block diagram of IHS classification 
    Load data   Preprocessing         PCA 
Classification by 
          NN 
        Results Normal 
IHS 
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7.1.1 Preprocessing  
Once the analyzed signal lis loaded, the filtration is necessary to eliminate 
undesirable signal’s components and QRS detection to establish R wave’s position 
and amplitudes, length of RR interval and then we are able to select ST-T complex 
for the next processing by the PCA. We use the PCA to reduce the dimensionality 
of data set.  All these parts of preprocessing to make inputs for classifier based on 
the artificial neural network are exactly described in the chapter 4 and 5 containing 
characterization of  the PCA. 
7.1.2 Aplication of PCA to ECG data set  
As the input data for the principal component analysis we use a covariance 
matrix of the matrix containig the ST-T complexes. 
However many data sets have more than one dimension, and the aim of the 
statistical analysis of these data sets is usually to see if there is any relationship 
between the dimensions. 
Covariance is such a measure of the relation between the analyzing data. 
Recall that covariance is always measured between 2 dimensions by the eq.30. If 
we have a data set with more than 2 dimensions, there is more than one covariance 
measurement that can be calculated. 
1
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where Xi is i-th value of input vector X, Yi is i-th value of input vector Y a X ,Y  
are arithmetic means of the vectors X ,Y, n is the number of the input data set’s 
values. The matrix C is an example of covariance matrix for 2-D input data space. 
In fact, for an n-dimensional data set, you can calculate m different covariance 
values as: 
2)!.2(
!
−
=
n
n
m .     (32) 
 
7.1.2.1 Description of ST-T complex by PCA 
For this particular application, PCA has performed well for the extraction of 
representative vectors for the ST-T complexes with only four coefficients. Each of 
the ST-T complexes from our data set is described by four coefficients. The first 
principal component (PC) and the second one (but to a lesser extent) represent the 
dominant low-frequency component of the ST-Tcomlplex; the third and fourth PCs 
contain more high-frequency energy. 
The algorith for computing the PCA was developed in Matlab R2007b. The 
input data for this algorithm is  the matrix, which contains 80 ST-T complexes. 
Each of ST-T complexes has 100 samples (400 ms) ilustrated by Fig. 20. 
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In the next step covariance is matrix computed from the matrix STmat by 
the command cov().The covariance matrix has dimension 80 x 80 samples. 
 
)cov()8080(cov STmatxST =    (35) 
 
The principal component analysis is in Matlab R207b realized by the 
command pcacov(). 
cov)PCACOV(ST = EXPLAINED] LATENT, [PC, , (36) 
where PC contains the principal component coefficients of the covariance matrix 
STcov.  PC is a 80-by-80 matrix, with each column containing coefficients for one 
principal component. The columns are in order of decreasing component variance. 
and LATENT includes the eigenvalues of the covariace matrix STcov. In the 
variable EXPLAINED there are the numbers, which describe the percentage of the 
total variance explained by each principal component. 
For the detection of the possible ischaemic changes in ST-T complex we 
need to describe changes of each ST-T complex in our data set. So we use the rows 
of a matrix STmat  as a base for computing principal components.  
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where PCAfirst to PCAfourt are the row vectors of principal components 
characterizing all ST-T complex in our data set. For example four principal 
components, which desribe the first ST-T complex in our data set are: 
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 These principal componets are used in the next step of the classification as 
the inputs to neural network. Fig. 21 illustrates these four PCA projections: 
PCAfirst to PCA fourth. 
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Fig. 20 ST-T complex in analyzing ECG signal 
        
Fig. 21 The PCA projections of four principal componets 
7.1.2.2 Description of time alternation of ST-T complex by PCA 
On the other hand we can utilize the PCA in a different way. We do not 
describe beat by beat by principal components in our data set, but we make a 
description of time alternation of all ST-T complex in analyzing signal. We desribe 
the matrix STmat by four vectors, the length of which is the same as the length of 
selected segment from ECG signal. The first values of these vectors are four 
principal components, which describe the alternation of the first sample of all 
segments in the matrix STmat. 
The number of inputs of the neural network in the next step depends on the 
length of these four vectors. To reduce the number of  the NN’s inputs we selected 
shorter the ST-T complex of the ECG signal illustrated in the Fig. 3. We can 
change the length of the ST-T complex in the user interface of the programme. I 
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use the ST segment of the length 268 ms (67 samples) to test this algorithm. It is 
enough information to learn that the NN divides signals into three groups: normal, 
elevation and depression of ST-T complex. By this algorithm we cannot classify 
beat by beat, but we are able to recognize the whole signal. The signals in the data 
set for this thesis are still signals. If there is some kind of change in one beat, this 
change will be signified more or less in the whole analyzed signal. 
The computing algorithm is the same as in the chapter 7.1.2.1, but for 
computation we use the columns of the matrix STmat. 
Fig. 22 illustrates the shape of four PCA projections. Fig. 23 demonstrates 
that the ST-T complex can be reconstructed effectively with these first four PCA 
projections that represent about 98% of total signal energy. 
 
 
Fig. 22 The PCA projections of four principal components 
 
Fig. 23 Average and reconstructed ST-T complex 
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7.1.3 Data set for learning and testing neural network 
In this thesis there are used the ECG signals from the European ST-T database. We 
divided the signal set into twou groups: learning and testing set for neural network. 
Further the sigindepent medical expert divided the signal set into other groups 
accordingly to the content of possible sign of ischaemia like elevation, depression 
of the ST segment and some kind of T wave’s changes. The examples of 
classification groups are illustrated in this thesis. First example is taken from the 
group of normal (non sign of ischaemia), second and third ones are the 
representatives of the group with possible sign of ischaemia.  
 
 
Fig. 24 Example of normal ST-T complex 
 
Fig. 25 Example of ST-T complex with depression of ST segment  
 
 
 
Fig. 26 Example of ST-T complec with elevation of ST segment 
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8. DETECTION OF IHS BASED ON NEURAL 
NETWORK BACK-PROPAGATION  
For this part part of detection of possible sign of ischaemia we use the 
neural network called back propagation. Back propagation is a supervised learning 
method. It requires a teacher that knows, or can calculate, the desired output for 
any given input. It is most useful for feed-forward network [8]. 
The outputs of principal components analyzis described in chapter 7.1.2 are 
utilized as the inputs for the classification. 
The back propagation type of neural network is programmed in this thesis 
in Matlab R2007b programming langueage by the command newff. 
 
 
8.1 Classification beat by beat 
In this part of the classification we try to recognize possible sign of the IHS 
like depression, elevation of the ST segment or some kind of T wave’s changes in 
all ST-T complexes in the testing set for neural network. 
We can divide this chapter into two parts. In the first part four principal 
components characterizing each of the analyzed ST-T complex are used as the 
inputs for the neural network. After several experiments we used three layers 
neural network. Input layer consists of four neurons depending on the size of input 
data. One hidden layer includes 14 and in the output layer there are 3 neurons 
illustrated by Fig. 27. The transfer function for both layers is a sigmoid transfer 
function illustrated by Fig. 17 and desribed by eq.: 
1)1(
2)(
*2
−+
=
− xe
xS .    (39) 
 
Fig. 27 The architecture of used NN  
The training function for this network is traingdx in Matlab R2007b. It is a 
network training function that updates weight and bias values according to gradient 
descent momentum and an adaptive learning rate. The training set consists of 36 
.
.
.
.
.
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signals (12 normal, 24 with possible sign of the IHS ). From each of these signals 
we have chosen 40 ST-T complex, so the training set includes 1440 ST-T complex. 
3120 ST-T complex from 39 signals was used as a testing set.  
In the next  part there is used as an input for NN’s classifier the 
reconstructed ST-T complex from the first four principal components projection 
described in chapter 7.1.2.2 . The length of the ST-T complex was determined as 
400 ms, it means with 250 Hz of the samplig frequency 101 samples. So the neural 
network in this case has 101 neurons in the input layer, two hidden layers with 45 
and 75 neurons. The output layer consists of 2 neurons. The transfer function from 
all layers is sigmoid transfer function and the training function is utilized traingdx. 
For the training procedure of NN there were reconstructed 36 ST-T complexes 
from 36 ECG signal and in the testing is 3120 ST-T complex from 39 signals. 
Table 3 represents the results of this detection algorithm for the beat’s classification 
into two groups; norlmal beats and the beats with possible sign of  ischaemia.   
Table 3 Average results of a beat by beat classification 
NN inputs 4 pricipal components ST-T complex reconstructed 
beat classification average hit rate(%) average sensitivity average hit rate(%) average sensitivity 
normal 84,25 0,84 86,48 0,86 
ischaemic 94,84 0,95 88,47 0,88 
 
                                          (%)100.
N
N
ratehit D= ,    (40) 
where N is a total number of chosen ST-T complex in signal and ND is a number of 
detected ST-T complex  
                                           
FNTP
TPysensitivit
+
= ,   (41) 
where TP is a true positive value, it means a number of detected ST-T complex and 
FN is false negative. It is a number of unrecognized ST-T complex.  
8.2 Classification of the whole signal 
To make the inputs to neural network we use different ways of the 
application of the principal component analysis. The background of the computing 
this method is described in chapters 7.1.2 and 7.1.2.2 of this thesis.  
In this method of the utilazation of PCA we describe the alternations of 
each sample of the ST-T complex in the analyzed signal. 
The aim of this classification is to recognize, what kind of the ST-T 
complex’s changes occur in analyzed signal, having the minimum of the 
information about ST-T complex’s changes of the signal. Data set for this thesis 
consists of the still ECG signals. If there is some kind of possible ischaemic change 
in the part of a signal, this change will appear more or less in the whole analzed 
signal. The structure of the classifier is outlined by Fig. 28. 
 
Department of Biomedical Engineering  
Faculty of Electrical Engineering and Communication 
Brno University of Technology 
 
 
 47
 














T
T
T
T
PCAfourth
PCAthirth
ondPCA
PCAfirst
)(
)(
)sec(
)(
 
Fig. 28 The structure of the classifier of whole ECG signal 
The number of the NN’s inputs depends on the length of the input vector, 
which consists of PCA projections. In this case, the length of PCA projection is 
same as the length of selected ST-T complex. To reduce the number of NN’s 
inputs, the ST-T complex was selected as a segment of 268 ms (68 samples). For 
the next reduction, where the vectors contain the principal components 
undersampled, every second sample was chosen. Finally the length of the PCA 
projection is after all reductions 33 samples. For these particullar applications there 
is enough information to divide signals into three groups depending on ST-T 
complex‘s changes see Fig. 24 to Fig. 26 . Fig. 22 illustrates the PCA projections 
used for this classification. 
Signal’s training set consists of 36 signals (12 normal, 12 elevation, 12, 
depression). The inputs from NN are computed from the matrix containinig 80 ST-
T complexes from the ECG signal. 
Testing set contains 47 signals (12 normal, 18 elevation, 17 depression). 
The main focus of this classifier is to recognize the static ECG signal having the 
minimum informations about the signal. It means that the input vector to NN is 
computed from the matrix containing first 80, 30, and 5 ST-T complex from 
analyzed signal and consisting of 4, 3, 2 or 1 vectors of the PCA projections. For 
example, if we use matrix containing first five ST-T complexes for computing, we 
need about first 5 s of a ECG signal to divide it. 
The small summary of the results of this algorithm we can find in a Table 5 
and 6. Fig. 29 illustrates graphically dependencies on the Table 5.  
  
Table 4 The sensitivity of the algorithm with firts 4 principal components 
signal classification input vector 
normal ST elevation ST depression ST 
80 ST-T 0,92 0,94 0,94 
30 ST-T 0,75 0,89 0,81 4 PCAu1 
5 ST-T 0,7 0,9 0,5 
 
 
                                                 
1
 4PCAu means that as a input vector for NN’s classifier there are used four vectors containing four 
principal components of each sample of the analyzed ST-T complex, -u means that vectors are 
undersampling (every second sample is choosen), total lenght of NN’s input is 136 samples. 
 Neural Network 
Back propagation 
  Input vector 
elevation 
normal 
depression 
Outupt of NN 
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Fig. 29 The sensitivity of classification into three groups of signals with four 
principal components 
Table 5 The sensitivity of the algorith with first 3,2 and 1 principal components 
beat classification input vector2 
normal ST elevation ST depression ST 
3PCAu 80 ST-T 0,67 0,89 0,7 
2PCAu 80 ST-T 0,67 0,67 0,75 
2PCA 80 ST-T 0,67 0,78 0,75 
1PCA 80 ST-T 0,67 0,72 0,78 
 
More detailed description of used neural network is to be found in the 
appendix C. of this thesis on the page 68. 
                                                 
2
 3PCAu-input vector consists of three vectors with first three principal components, undersampling 
2PCAu-input vector consists of two vectors with first two principal components, undersampling 
2PCA-input vector consists of two vectors with first thre principal components 
1PCA-input vector consists of one vector with first one principal component 
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9. DETECTION OF IHS BASED ON SELF-
ORGANIZING MAP (SOM) 
The self-organizing map (SOM) arranges the neurons at the nodes of a 
lattice that is usually one- or two-dimensional. The SOM training algorithm creates 
a feature map that is topologically ordered. Topological ordering refers to the 
process, by which the locations of the responding (winning) neurons become 
ordered with respect to each other, and a meaningful co-ordinate system for 
different input features is created over the lattice. This neural network model can 
effectively display the important statistical characteristics of a high-dimensional 
input space over the topologically ordered lattice of neurons. 
The SOM generates a non-linear mapping from the input space I (from 
which the training patterns are drawn) to an output space O, described by the 
synaptic weight vectors wi, i = 1,..., N, of the N neurons of the map. The vectors wi, 
i = 1,..., N, provide a good approximation to the original input space I, in the sense 
of 'density matching', i.e. regions in the input space I from which sample vectors x 
are taken, with a high probability of occurrence, are mapped onto larger domains of 
the output space O and therefore have better resolution than regions in I from 
which sample vectors are taken with a low probability of occurrence. Moreover, the 
produced map is topologically ordered, in the sense that the spatial location of a 
neuron in the lattice corresponds to a particular domain or feature of input patterns. 
At the completion of the SOM phase, each neuron represents a class 
according to its reference (weight) vector and the adopted scheme for class voting. 
The task of assigning a class label to each SOM neuron is referred to as map 
calibration. After the map is calibrated, an incoming pattern x is classified 
according to the class of the SOM neuron, which becomes the winner, upon the 
activation of the SOM with x at the input. Although the network training is 
unsupervised, it performs well for the problem of automatic ST-T complex change 
recognition. 
The main aim of this part of this thesis was to classify and compare an 
answer of the different architectures of the neural network (SOM) to a PCA 
coefficients computed in the chapter 7.1.2.1, which are characteristic of ST-T 
complex’s changes. 
The training set for all of these SOM consists of 2880 ST- T complex and 
the network is tested on the data set of 3120 ST-T complex. Each of these beats is 
described by four PCA projection’s coefficients. The SOM is training for four, 
three and two coefficients.   
The Neural network SOM is realized in Matlab R2007b by command 
newsom. 
9.1 Detection algorithm with “hextop“ structure of SOM  
For this particular application I used a self-organizing map containing 24 
neurons (8x3) is used. It is enough to cover all training area with satisfactory 
accuracy. Fig. 30 illustrates the architecture of the SOM. It is a triangular structure 
called “hextop“ in Matlab R2007b.  
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                          Fig. 30 The neuron‘s positions in “hextop “ structure of SOM 
The neural network structure is trained for training set consisting of 2880 
ST-T complexes. All of these segments of the signal are described by four 
coefficients of the PCA projections see chapter 7.1.2.1 page 40. 
Self-organizing maps (SOM) consist of a single layer with the negdist 
weight function, netsum net input function, and the compet transfer function in 
Matlab R2007b.  
Weight functions apply weights to an input to get weighted inputs. For 
example if you define a random weight matrix W and input vector p and calculate 
the corresponding weighted input z. Function negdist returns the negative 
Euclidean distance: 
2)( pwsumz −−= .    (39) 
 
Netsum is a net input function. Net input functions calculate a layer's net 
input by combining its weighted inputs and biases. 
Compet is a neural transfer function. Transfer functions calculate a layer's 
output from its net input. This function transfering the input vector n is illustrated 
below. It returns an output vector a with a 1 in each column where the same 
column of N has its maximum value, and 0 elsewhere. 
 
Fig. 31 Graph and symbol of the Domlet transfer function a=compet(n) 
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As a training function in this case there is used trainr in Matlab R2007b. 
Algorithm of the function: for each epoch, all training vectors (or sequences) are 
each presented once in a different random order, with the network and weight and 
bias values updated after each individual presentation.  
We can divide the training part for this network into three groups. The SOM 
was trained with two, three and four vectors containing the PCA projection’s 
coefficients. For example Fig. 32 outlines relations between first two vectors of 
principal component’s coefficients describing each ST-T complex from the testing 
set. The clusters in the blue area of the graph represent the normal ST-T complex 
and the clusters in the second part (white) of the graph represent the ST-T complex 
with possible sign of the IHS. During the training procedure there is the neuron’s 
structure formed to describe with enough accurancy the distribution of the clusters 
in this space.  The SOM was trained and the testing data vectors are plotted with 
the map that the SOM's weights have formed to see Fig. 33. 
 
 
 
 
       
Fig. 32 First two principal component’s coefficients - testing data set for the SOM 
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Fig. 33 Plotted testing set and SOM's weights after training of the SOM 
The neurons in the graph, which are the part of the circumscription by two 
lines describe the normal ST-T complex and the other neurons make a description 
of ST-T complex with possible sign of the IHS (f.e. elevation or depression of the 
ST segment). 
The answer of the SOM’s neural network is the number of neuron which is 
the most similar to our testing pattern. 
Table 6 presents the classsification performance for ischaemic and normal 
beat. The classification performance is evaluated by means of the beat sensitivity. 
The beat sensitivity is defined as the ratio of the number of detected beats matching 
the annotations to the number of annotated beat. 
Table 6 Average results obtained from SOM with “hextop” neuron’s structure 
beat classification NN 
3inputs Results normal ischaemic 
average hit rate(%) 86,25 70,89 2PCA 
average sensitivity 0,86 0,71 
average hit rate(%) 88,28 85,96 3PCA 
average sensitivity 0,88 0,86 
average hit rate(%) 94,65 89,56 4PCA 
average sensitivity 0,95 0,90 
                                                 
3
  2PCA - The SOM’s inputs are first two PCA coefficients desribing the ST-T complex. 
3PCA - The SOM’s inputs are frst three PCA coefficients desribing the ST-T complex. 
4PCA - The SOM’s inputs are frst two PCA coefficients desribing the ST-T complex 
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9.2 Detection algorithm with “gridtop“ structure of SOM  
For this NN we use the same setting as for the SOM in the previous chapter. 
We change only the neuron’s architecture to “gridtop“ structure. The “gridtop“ is a 
term for neuron’s scheme of the SOM from Matlbat R2007b. It is some kind of 
square structure and the nodes are represented by each particular neurons see Fig. 
34. 
 
Fig. 34 The neuron‘s positions in “gridtop “ structure of SOM 
 
Fig. 35 Plotted testing set and SOM's weights after training of the SOM 
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Fig. 35 illustratest the positions of the neuros after the training procedure, 
including 50 training epochs, using the SOM with 24 neurons and squared 
architecture (8x3, “gridtop“)  the average results of this algorithm are presented in 
Table 7. 
Table 7 Average results obtained from SOM with “gridtop” neuron’s structure 
beat classification NN 
4inputs Results normal ischaemic 
average hit rate(%) 76,25 64,03 2PCA 
average sensitivity 0,76 0,64 
average hit rate(%) 60,53 71,77 3PCA 
average sensitivity 0,70 0,72 
average hit rate(%) 88,60 78,07 4PCA 
average sensitivity 0,88 0,91 
                                
8. RESULTS 
The algorithm was tested on the data set from ST-T European Database 
containing 3120 normal and abnormal ST-T waveforms extracted from 39 signals 
(720 ST-T complexes are normal and the others are with possible signs of the IHS). 
The main focus of this thesis was to compare the beat sensitivity and ability 
of classification of ST-T complex by two types of neural network: back-
propagation and the SOM. As the inputs there were used  the first four principal 
components, which describe each of the ST-T complexes by four coefficients. This 
representation permits about the 90 % of the ST-T signal energy. Table 9 represents 
the comparison of three different architectures of NN use in this thesis.  
Table 8 Global systems comparison for first 4 principal components as the inputs 
for beat-by-beat classification 
NN type beat class. average sensitivity 
normal 0,87 Backp progation 
ischaemic 0,95 
normal 0,95 SOM ("hextop") 
ischaemic 0,90 
normal 0,88 SOM ("gridtop") 
ischaemic 0,91 
 
                                                 
4
  2PCA - The SOM’s inputs are first two PCA coefficients desribing the ST-T complex see 7.1.22. 
3PCA - The SOM’s inputs are frst three PCA coefficients desribing the ST-T complex see 7.1.22. 
4PCA - The SOM’s inputs are frst two PCA coefficients desribing the ST-T complex see 7.1.22. 
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On the other hand we try to classify ST-T waveforms in this thesis by using 
other different inputs and different NN’s architectures. 
Table 9 represents the results obtained from the back-propagation NN. As 
the inputs there were used reconstructed ST-T complexes from PCA projections 
computed in chapter 7.1.2.2. Training set consists of 36 reconstructed ST-T 
complexes from 36 signals and 39 signals in testing set. 
Table 9 Results for BP NN – input: ST-T reconstructed 
NN inputs ST-T complex reconstructed 
beat classification average hit rate(%) average sensitivity 
normal 86,48 0,86 
ischaemic 88,47 0,88 
 
In the next part we studied the influence of the number of principal 
components used as an input for neural network. For the back propagation type of 
neural network we did not get the comparable results with four principal 
components. With utilization of the SOM the results of three and two principal 
components as the inputs are presented in Table 10-12 . The sensitivity for this 
algorithm goes over 0,7 for normal beat and beat with possibly sign of ischaemia. 
Table 10 Algorithm results of SOM with “hextop” neuron’s structure 
beat classification NN inputs5 Results 
normal ischaemic 
average hit rate(%) 84,53 70,89 2PCA 
average sensitivity 0,85 0,71 
average hit rate(%) 86,88 85,68 3PCA 
average sensitivity 0,87 0,86 
 
Table 11 Algorithm results of SOM with “gridtop” neuron’s structure 
beat classification NN inputs Results 
normal ischaemic 
average hit rate(%) 76,41 64,03 2PCA 
average sensitivity 0,76 0,64 
average hit rate(%) 70,53 71,77 3PCA 
average sensitivity 0,70 0,75 
 
 
This algorithm used the PCA in a totally different way than all algorithms 
utilized in this thesis. We do not make a description of each of the ST-T 
                                                 
5
 2PCA - The SOM’s inputs are first two PCA coefficients desribing the ST-T complex see 7.1.22.. 
3PCA - The SOM’s inputs are frst three PCA coefficients desribing the ST-T complex see 7.1.22. 
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waveforms,  but we characterize the time alternations of all ST-T complexes in the 
signal by four vectors-PCA projection coefficients. These vectors are used as an 
input to neural network. There is no dimensionality reduction of input data as 
before. The network is a classifier able to classify the whole signal. Our data set 
consists of static ECG signals, it means, that the ST-T vaweform changes are more 
or less measurable in the whole signal. This classifier based on back propagation 
neural network divides the signals into three groups: normal, elevation and 
depression. The results are described in the Table 12-14. The training set obtaines 
the PCA projections computed from the matrix of 80 ST-T waveforms. To reduce 
the time duration of the analyzed signal to recognize it, we compute the PCA 
projection to tetsting set from the matrix of 80,30 and 5 ST-T waveforms. It means, 
when we use fisrst 5 ST-T complexes of a signal, we need about 5 s of this signal 
to classify them. 
Table 12 Results of sensitivity obtained from BP-time alternations 
beat classification input vector6 
normal ST elevation ST depression ST 
80 ST-T 0,92 0,94 0,94 
30 ST-T 0,75 0,89 0,81 4 PCAu 
5 ST-T 0,7 0,9 0,5 
Table 13 Results of sensitivity obtained from BP-time alternations 
beat classification input vector 
normal ST elevation ST depression ST 
3 PCAu 80 ST-T 0,67 0,89 0,7 
2PCAu 80 ST-T 0,67 0,67 0,75 
2PCA 80 ST-T 0,67 0,78 0,75 
1PCA 80 ST-T 0,67 0,72 0,78 
 
In this chapter there are presented only global results of utilization of these 
neural nettwork. Detailed results of the thesis are presented in the appendix D on 
page 71. 
 
 
 
9. CONCLUSION 
In the firts part of this thesis I desribed a prerocessing to make the inputs to 
the classifier based on artificial neural network. There is a description of the QRS 
                                                 
6
 u-means that input vector consisting of  PCA coefficients is undersampling  
80 ST-T-PCA projecions for testing  NN are computed from the matrix containing 80 ST-T waveforms 
30 ST-T-PCA projecions for testing  NN are computed from the matrix containing 30 ST-T waveforms 
5 ST-T-PCA projecions for testing  NN are computed from the matrix containing 5 ST-T waveforms 
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detection algorithm with adaptive threshold criterion; it is compared with fixed 
threshold criterion’s detection algorithm. The sensitivity of adaptive algorithm is 
about 0,98 and the sensitivity of algorithm with fixed threshold criterion is 0,94 for 
a signal’s set. These detection rates are sufficient for our application. The algorithm 
is able to measure the analyzed signal and in the next step there are selected the ST-
T waveforms from the ECG signal. These waveforms are used to detect and 
quantify ischaemia by artificial neural network from standard ECG. The principal 
component analysis is used  to reduce the input data dimensionality. 
The main aim of thesis was to design the classification system of ischaemic 
heart disease based on two types of neural networks: back propagation and the self-
organizing map. In the second part of the thesis there is the description of these 
classifiers, their design, architecture and the results. Globally the back-propagation 
algorithm is supervised learning method and the SOM is a learning method without 
a supervisor. The NN classifiers were set to detect two groups of signals: normal 
and with possible sign of ischaemia (elevation, depression of the ST segment or 
some T wave’s changes). The testing set consists of 3120 ST-T complexes. In 
conclusion, the results of both types of the NN are comparable. The sensitivity for 
normal beats is about 0,85 and for ischaemic beats 0,91 for four principal 
components. The comparable results are also from backpropagation neural network 
with reconstructed ST-T complex as an input, but there is no dimensionality 
reduction and the neural network has very difficult architecture. 
 On the other hand the back-propagation neural network gets this result with 
half training set, which uses the SOM and BP has shorter learning phase. The SOM 
is able to classify with sufficient sensitivity the beats with less informations than 
back-propagation. The sensitivity of the SOM for two principal coefficients as an 
input is 0,85 for normal beats and 0,71 for ischaemic. Three principal components 
as an input for the SOM present these results, the sensitivity for normal beats is 
0,87 and for ischaemic 0,86. The SOM was tested in two architectures; better 
results are reached with “hextop“ structure described in chapter 9.1.  The results of 
the NN back propagation were not sufficient with utilization of less than four 
principal components to describe ST-T complex. 
Small part of the thesis is devoted to utilization of the PCA in different 
ways to describe the time alternations of ST-T complex in the analyzed signal by 
the vectors of principal component’s coefficients. By this way, we can classify the 
whole signal into three groups: elevation, depression of the ST segment and normal 
ST. This method can be aplied to a still ECG signals, because  we can say, that if  
there is some kind of change in ST-T complex, this change is displayed more or 
less in the whole length of the signal. For four principal components there is a 
sensitivity of classification for normal ST 0,92, for  elevation of ST 0,94 and 
depression of  ST is detected with sensitivity 0,94. 
The great advantage of the thesis with artificial neural network is in their 
self-learning property, which allows to recover the features that implicitly 
characterize the signal. 
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11. GLOSSARY OF TERMS: 
     IHS    ischaemic heart disease 
ECG   electrocardiogram 
MI    myocardial infarction 
SCD   sudden cardiac death 
CAD   coronary artery disease 
VR    ventricular repolarisatiom 
VF    ventricular fibrilation 
LM    left coronary artery 
LAD   left anterior descending artery 
RCx   ramus circumflexus 
RCA   right coronary artery 
STEMI   ST segment elevation myocardial infarction 
NSTEMI   non-ST segment elevation myocardial infarction 
UA    unstable angina 
LCx   left circumflex coronary artery 
PCA   principal component analysis 
NN    neural network 
ANN   artificial neural network 
BP    back propagation 
SOM   self-organizing map 
AMI    acute myocardial infarction 
     Matlab® R2007b  language of technical computing 
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12. APPENDIX 
A. Programme (software manual). 
B. Description of source codes developed in Matlab R2007b. 
C. Description of the setup of all used NN 
D. Tables 
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A. PROGRAMME (SOFTWARE) MANUAL. 
Programme was developed in Matlab R2007b. It consists of four main 
parts: QRS detection, ST-T detetction, PCA’s part and the last part is to utilize and 
design the neural networks back propagation. Programme is conceived for output 
in user interface (GUI) and the language of comunication is English. The focus of a 
programme is to measured ECG signal, make a good description of required 
changes of the ECG, application of principal component analysis to reduce the data 
dimension for neural network’s input and finally design your new neural network 
BP with the training and testing data set or only testing prepared and learned neural 
networks. 
 
Window for QRS detection 
 
 
Fig. 36 Opening window – QRS detection 
 
1) Programme start-up : choose the command  ICHS from console. 
2) Once the programme starts-up, there will apper the oppening window. 
User has to load signal for analysis. From the Menu Bar you choose 
Open (Ctrl+O) and load signal *.dat  
3) It is possible to change filter (order, cut off frequencies), signal 
parameters (length, sampling frequency, selection of recording) in the 
menu parameters. All signals from ST-T database consist of two 
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recordings.You can also select parameters for thresholding and peak 
detetction correction. You confirm setting by pressing the button OK 
and the calculation is started by RUN. It is called function ICHS.m. The 
results of detection are described in table RESULTS, like used sampling 
frequency, number of R vawes and average length of RR intervals.  
4) Some functions and display can be accessed from the part of 
programme window which consists of the following areas: QRS 
detection Bar (it is possible to display the filtered signal, squared 
signal, signal after thresholding, signal with detected peaks) and ST-T 
complex Bar (access to next program window for ST-T detection). 
 
Window for ST-T detection 
 
 
Fig. 37 Program window-ST-T detection 
1) This window is for ST-T complex detection. User can set the 
parameters for detection, like method for computing RR interval. RR 
diference means simply difference between the next and previous 
position of the R wave. RR average is computed by eq.: 
18/.78/
1
>+
=
=
nforaverageRRIntRR
averageRR
nforIntRR
, (42) 
            where IntRR is the length of the last RR interval and n is a number of  
selected RR intervals. Other parameters are T wave’s parameters                               
(positive or negative T wave), parameters of ST-T complex (length, 
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parameters for computation this waveform) and parametrs for 
definition of the reference value - izoelectric line. 
2) The calculation starts by SHOW, it is called the function ST.m. 
Analyzed signal with T wave positions and ST-T waveforms is plotted. 
The matrix containings ST-T waveforms is displayed. Table Results 
contains the length of ST-T complex, number of ST-T complex in 
matrix and the average value of the izoelectric line. 
3) Tool bar Principal Component Analysis opens the window for PCA. 
 
Window for PCA 
 
 
Fig. 38 Program window-PCA 
This window is for computing the PCA. User is able to define the number of 
ST-T complex in the matrix, which is input for PCA. By clicking two radiobuttons it 
is possible to select which method of the PCA’s utilization will be used. Alternation 
STT means the method described in chapter 7.1.2.1 and Each STT is described in 
chapter 7.1.2.2. By clicking on button SHOW the function PCA.m recalled and the 
vectors containing PCA coefficients, reconstructed ST-T complex and average ST-T 
complex are plotted. User can save the output of PCA as testing or learning set to the 
next thesis with neural network. The results are saved to folders NNtest and NNlearn 
as Test_NNaltr.mat, Test_NNeach.mat, IN_NNeach.mat, IN_NNaltr.mat. By Neural 
Network menu user can open the programme windov for design and testingy of neural 
network back-propagation. 
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Window for design and testing neural network BP   
 
 
Fig. 39 Neural network-create new network 
1) User is able to select if he wants to create a new neural network 
with his own testing and learning set or load the neural network 
which is saved in *.mat. 
2) To create a new neural network you have to load the testing and 
learning set. You can define our parameters of the neural network 
like number of the layers, number of neurons, transfer functions, 
learning error, train function etc. For your learning set you have to 
select in table Learning set number of normal signal and the 
number of the signals with possible sign of IHS (elevation, 
depression of ST segments), because of outputs for training. Back 
propagation is a supervised learning algorithm. 
3) In this thesis there were created these NN with BP algorithm: 
4PCAundersamplig, 3PCAundersamplig, 2PCAundersamplig, 
2PCA, 1PCA, 4PCAeach7 and these networks can be loaded into 
                                                 
7
 4PCAundersamplig, 3PCAundersamplig, 2PCAundersamplig, 2PCA, 1PCA are NN described in 
chapter 8.2 of this thesis. 4PCAeach is the NN described in chapter 8.1, thesiss with four principal 
components as the inputs 
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this programme. In Menu bar you choose Load Network. The 
networks are loaded from the folder NET. 
 
 
Fig. 40 Neural network-load network 
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B. DESCRIPTION OF SOURCE CODES DEVELOPE IN 
MATLAB R2007B  
Text written in italics is the name of function. Programme contains the 
following functions. 
1) rddata.m this programme reads data which are saved in format 212 
from ST-T database [4]. 
2) ICHS.m function contains loading signal, filtration, QRS detection. 
ST.m  
3) ST.m is a function to select ST-T waveforms from the ECG signal 
4) PCA.m this m-file realizes the PCA from the matrix of the ST-T 
complex 
5) Nnet.m function to design and test neural network BP 
6) BP4pca.m this function realizes BP neural network with 4 principal 
components as an input. 
7) kohonenNET.m is function to create neural network SOM 
8) uspesnostKohonen.mat  this is the  function for  computing the results 
of learnt SOM networks. 
9) STTrek.m realizes the BP NN with the reconstructed ST-T 
10) NN4pcaUnderSTT.m is function contains BP NN to classify the whole 
signal with four  PCA’s coefficients (undersampling) from matrix 
containing 80 ST-T waveforms 
11) NN4pcaUnder30STT.m is function contains BP NN to classify whole 
signal with four  PCA’s coefficients (undersampling) from matrix 
containing 30 ST-T waveforms 
12) NN4pcaUnder5STT.m is function contains BP NN to classify whole 
signal with four  PCA’s coefficients (undersampling) from matrix 
containin 5 ST-T waveforms 
13) NN3pcaUnder.m is function containing BP NN to classify the whole 
signal with three  PCA’s coefficients (undersampling) 
14) NN2pcaUnder.m is function containing BP NN to classify the whole 
signal with two  PCA’s coefficients (undersampling) 
15) NN2pca.m is function containing BP NN to classify whole signal with 
two  PCA’s coefficients 
16) NNpca.m is function containing BP NN to classify whole signal with 
first one PCA’s coefficients (undersampling) 
The the CD-ROM, which is the part of the appendix, contains all data sets 
and m-files utilized in this thesis. The folder Back propagation contains all 
data and source codes relating to BP neural network (more description in 
ctimeBP.txt)  
In the folder SOM there are data and codes relevant to NN Self-organizing 
map described in ctimeSOM.txt in this folder. 
Programme for preprocessing of the ECG signal and for processing data by 
neural networks including user interface and is located in the folder Program. 
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C. DESCRIPTION OF THE SETUP OF ALL USED 
ARTIFICIAL NEURAL NETWORKS 
Back propagation - Classification beat by beat 
 
Inputs- first four principal components 
Number of inputs:      4 
Number of layers:      2 
Number of neurons in layers:    14, 3 
Transfer functions:      tansig, tansig8 
Learning function:      traingdx9 
Memory coefficient:     0,95 
Train goal:       0,086 
Train epochs:       1491 
 
Inputs - reconstructed ST-T complex 
Number of inputs:      101 
Number of layers:      3 
Number of neurons in layers:    45, 75, 3 
Transfer functions:      tansig, tansig, tansig 
Learning function:      traingdx 
Memory coefficient:      0,95 
Train goal:       0,01 
Train epochs:       366 
 
 
 
Back propagation - Classification of whole signal 
 
Inputs- first four principal components (undersampling) 
Number of inputs:      136 
Number of layers:      3 
Number of neurons in layers:    35, 25, 3 
Transfer functions:      tansig, tansig, tansig 
Learning function:      traingdx 
Memory coefficient:     0,95 
Train goal:      0,027 
Train epochs:       202 
                                                 
8
 Tansig- sigmoid transfer function 
9
 traingdx- is a network training function that updates weight and  bias values according to gradient 
descent momentum and an adaptive learning rate. 
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Inputs- first three principal components (undersampling) 
Number of inputs:      102 
Number of layers:      3 
Number of neurons in layers:    25, 55, 3 
Transfer functions:      tansig, tansig, tansig 
Learning function:      traingdx 
Memory coefficient:      0,95 
Train goal:       0,084 
Train epochs:       89 
 
Inputs- first two principal components (undersampling) 
Number of inputs:      68 
Number of layers:     2 
Number of neurons in layers:    18, 3 
Transfer functions:      tansig, tansig 
Learning function:      traingdx 
Memory coefficient:      0,95 
Train goal:      0, 1 
Train epochs:       93 
 
Inputs- first two principal components 
Number of inputs:      136 
Number of layers:      2 
Number of neurons in layers:    9, 3 
Transfer functions:      tansig, tansig, tansig 
Learning function:      traingdx 
Memory coefficient:      0,95 
Train goal:       0,09 
Train epochs:       92 
 
Inputs- first one principal components 
Number of inputs:      68 
Number of layers:      2 
Number of neurons in layers:    20, 3 
Transfer functions:     tansig, tansig 
Learning function:      traingdx 
Memory coefficient:      0,95 
Train goal:       0,05 
Train epochs:       217 
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Self-organizing map – hextopt structure 
 
Topology function: hextop (triangular structure) -  (8x3)neurons 
Number of neurons in layers:    24 (8x3) 
Ordering phase learning rate:    0,9 
Ordering phase steps:     1000 
Tuning phase learning rate:     0.02 
Tuning phase neighborhood distance:  1 
Train function:     trainr 
Train epochs:      50 
 
Self-organizing map – gridtop structure 
 
Topology function: hextop (squared structure)-  (8x3)neurons 
Number of neurons in layers:    24 (8x3) 
Ordering phase learning rate:     0,9 
Ordering phase steps:     1000 
Tuning phase learning rate:     0.02 
Tuning phase neighborhood distance:   1 
Train function:      trainr 
Train epochs:       50 
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D. TABLES 
Table 14 Results obtained from BP for  first 4 principal components (4PCA) and 
reconstructed ST-T complex used as the inputs for NN 
Back-propagation 
BP(4pca) BP(STTrek) Signals 
sensitivity sensitivity 
125_2 0,93 0,77 
205_2 1,00 0,94 
611_2 1,00 1,00 
613_2 1,00 0,97 
1301_2 0,55 0,60 
121_2 1,00 0,90 
415_2 0,75 0,95 
501_2 0,51 0,78 
105_2 1,00 1,00 
119_2 1,00 0,76 
133_2 0,94 0,93 
151_2 0,96 0,95 
163_2 1,00 0,99 
305_2 1,00 0,70 
403_2 0,96 0,96 
405_2 0,90 1,00 
411_2 1,00 0,69 
415_2 0,88 0,95 
601_2 0,94 0,73 
817_2 0,99 1,00 
515_2 1,00 0,99 
607_1 1,00 0,81 
611_1 0,90 0,87 
103_2 1,00 1,00 
615_2 1,00 0,95 
111_2 0,93 1,00 
115_2 0,83 0,99 
139_2 0,91 0,97 
155_2 0,98 0,95 
161_2 0,99 0,98 
203_2 1,00 0,98 
211_2 0,71 0,36 
213_2 0,80 0,67 
303_2 1,00 0,96 
607_2 0,78 0,71 
609_2 1,00 0,92 
801_2 1,00 0,88 
127_2 1,00 0,83 
107_1 1,00 0,93 
AVERAGE 0,93 0,88 
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Table 15 Results obtained from SOM-“hextop” for first 4, 3 and 2 principal 
components used as an inputs for NN 
Self-organizing map 
SOM(2pca) SOM(3pca) SOM(4pca) Signals 
sensitivity sensitivity sensitivity 
125_2 0,90 1,00 0,99 
205_2 1,00 0,83 1,00 
611_2 1,00 1,00 1,00 
613_2 1,00 0,81 1,00 
1301_2 1,00 0,90 1,00 
121_2 0,26 1,00 1,00 
415_2 0,83 0,89 0,34 
501_2 0,91 0,53 0,60 
105_2 0,96 0,46 0,91 
119_2 0,85 1,00 0,98 
133_2 0,26 1,00 1,00 
151_2 0,98 0,96 0,98 
163_2 0,98 0,99 1,00 
305_2 0,63 0,47 1,00 
403_2 0,99 0,80 0,10 
405_2 0,64 1,00 1,00 
411_2 0,70 0,73 1,00 
415_2 0,98 1,00 0,88 
601_2 0,34 1,00 1,00 
817_2 1,00 0,93 0,98 
515_2 0,19 1,00 0,56 
607_1 0,80 0,99 0,93 
611_1 0,85 1,00 0,98 
103_2 0,96 0,73 1,00 
615_2 0,73 0,78 0,99 
111_2 0,70 0,81 1,00 
115_2 0,95 0,98 1,00 
139_2 0,51 0,90 0,79 
155_2 0,95 0,94 0,98 
161_2 0,11 1,00 1,00 
203_2 1,00 0,99 0,94 
211_2 0,18 1,00 0,80 
213_2 0,98 0,86 0,78 
303_2 0,95 0,90 0,99 
607_2 0,73 0,98 0,94 
609_2 0,69 0,46 1,00 
801_2 0,33 0,15 1,00 
127_2 0,44 0,45 1,00 
107_1 0,44 0,58 1,00 
AVERAGE 0,73 0,87 0,90 
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Table 16 Results obtained from SOM-“gridtop” for first 4, 3 and 2 principal 
components used as an inputs for NN 
Self-organizing map 
SOM(2pca) SOM(3pca) SOM(4pca) Signals 
sensitivity sensitivity sensitivity 
125_2 0,34 0,21 1,00 
205_2 1,00 0,98 0,64 
611_2 0,95 0,55 1,00 
613_2 0,93 1,00 0,95 
1301_2 0,66 1,00 1,00 
121_2 0,98 0,20 1,00 
415_2 0,45 1,00 1,00 
501_2 0,79 0,70 0,50 
105_2 1,00 0,85 1,00 
119_2 0,15 0,95 1,00 
133_2 0,25 0,80 0,61 
151_2 0,05 0,09 1,00 
163_2 0,99 0,14 0,19 
305_2 0,86 0,12 0,98 
403_2 0,94 0,89 0,73 
405_2 0,41 1,00 1,00 
411_2 0,41 0,98 0,84 
415_2 0,98 1,00 1,00 
601_2 0,45 0,32 0,99 
817_2 0,98 1,00 1,00 
515_2 1,00 0,86 1,00 
607_1 0,95 0,95 1,00 
611_1 0,15 0,31 1,00 
103_2 1,00 1,00 0,69 
615_2 0,10 0,31 0,96 
111_2 0,59 1,00 0,83 
115_2 0,85 0,96 0,93 
139_2 0,76 0,63 0,98 
155_2 0,08 0,33 0,12 
161_2 0,24 0,57 0,98 
203_2 1,00 0,95 0,40 
211_2 0,25 0,91 0,40 
213_2 0,99 0,89 0,10 
303_2 0,56 0,83 0,89 
607_2 0,95 0,91 1,00 
609_2 0,99 0,90 0,79 
801_2 0,83 0,85 0,41 
127_2 0,40 0,96 1,00 
107_1 0,70 0,94 0,41 
AVERAGE 0,69 0,74 0,80 
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Table 17 Results of QRS detection for learning set  of NN10 
signal total  peaks TP peaks FN peaks sensitivity hit rate (%) 
e105_1 108 108 0 1,00 100,00 
e107_1 100 100 0 1,00 100,00 
e111_1 119 119 0 1,00 100,00 
e113_1 123 123 0 1,00 100,00 
e121_1 146 146 0 1,00 100,00 
e1301_1 83 81 2 0,98 97,59 
e163_1 127 127 0 1,00 100,00 
e205_1 155 153 2 0,99 98,71 
e413_1 131 131 0 1,00 100,00 
e415_1 165 161 4 0,98 97,58 
e501_1 141 141 0 1,00 100,00 
e515_1 161 161 0 1,00 100,00 
e115_1 181 181 0 1,00 100,00 
e123_1 150 150 1 0,99 100,00 
e125_1 142 141 1 0,99 99,30 
e127_1 144 144 0 1,00 100,00 
e133_1 102 102 0 1,00 100,00 
e151_1 116 116 0 1,00 100,00 
e155_1 138 138 0 1,00 100,00 
e203_1 168 168 0 1,00 100,00 
e207_1 108 108 0 1,00 100,00 
e403_1 150 150 0 1,00 100,00 
e411_1 166 166 0 1,00 100,00 
e103_1 119 119 0 1,00 100,00 
e139_1 154 154 0 1,00 100,00 
e147_1 106 106 0 1,00 100,00 
e161_1 141 141 0 1,00 100,00 
e213_1 193 193 0 1,00 100,00 
e303_1 131 131 0 1,00 100,00 
e305_1 134 132 2 0,99 98,51 
e417_1 161 161 0 1,00 100,00 
e509_1 133 133 0 1,00 100,00 
e603_1 136 136 0 1,00 100,00 
e609_1 140 139 1 0,99 99,29 
e817_1 107 107 0 1,00 100,00 
AVERAGE RESULTS 1,00 99,74 
 
 
 
                                                 
10
 Total peaks - total number of QRS complex in analyzed ECG signal  
TP peaks - true positive peaks means detetected peaks in ECG signal  
FN peaks -  false negative peaks means unrecognized peaks in ECG signal 
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Table 18 Results of QRS detection for testing set  of NN 
signal total peaks TP peaks FN peaks sensitivity hit rate (%) 
e125_2 142 142 0 1,00 100,00 
e205_2 153 153 0 1,00 100,00 
e611_2 90 90 0 1,00 100,00 
e613_2 92 92 0 1,00 100,00 
e1301_2 83 82 1 0,99 98,80 
e121_2 146 146 0 1,00 100,00 
e415_2 164 162 2 0,99 98,78 
e501_2 141 141 0 1,00 100,00 
e105_2 108 108 0 1,00 100,00 
e119_2 118 118 0 1,00 100,00 
e133_2 102 102 0 1,00 100,00 
e151_2 111 111 0 1,00 100,00 
e163_2 127 127 0 1,00 100,00 
e305_2 131 131 0 1,00 100,00 
e403_2 150 148 2 0,99 98,67 
e405_2 126 126 0 1,00 100,00 
e411_2 166 162 4 0,98 97,59 
e415_2 165 162 3 0,98 98,18 
e601_2 111 111 0 1,00 100,00 
e817_2 107 107 0 1,00 100,00 
e515_2 161 161 0 1,00 100,00 
e607_1 136 136 0 1,00 100,00 
e611_1 90 90 0 1,00 100,00 
e103_2 119 119 0 1,00 100,00 
e615_2 119 118 1 0,99 99,16 
e111_2 119 119 0 1,00 100,00 
e115_2 181 181 0 1,00 100,00 
e139_2 154 154 0 1,00 100,00 
e155_2 136 134 2 0,99 98,53 
e161_2 140 140 0 1,00 100,00 
e203_2 168 168 0 1,00 100,00 
e211_2 240 240 0 1,00 100,00 
e213_2 193 193 0 1,00 100,00 
e303_2 131 131 0 1,00 100,00 
e607_2 136 136 0 1,00 100,00 
e609_2 140 140 0 1,00 100,00 
e801_2 127 127 0 1,00 100,00 
e127_2 144 144 0 1,00 100,00 
e107_1 100 100 0 1,00 100,00 
AVERAGE RESULTS 1,00 99,74 
 
