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Abstract—Integrated Gradients as an attribution method for
deep neural network models offers simple implementability. How-
ever, it suffers from noisiness of explanations which affects the
ease of interpretability. The SmoothGrad technique is proposed
to solve the noisiness issue and smoothen the attribution maps
of any gradient-based attribution method. In this paper, we
present SmoothTaylor as a novel theoretical concept bridging
Integrated Gradients and SmoothGrad, from the Taylor’s theorem
perspective. We apply the methods to the image classification
problem, using the ILSVRC2012 ImageNet object recognition
dataset, and a couple of pretrained image models to generate
attribution maps. These attribution maps are empirically evalu-
ated using quantitative measures for sensitivity and noise level.
We further propose adaptive noising to optimize for the noise
scale hyperparameter value. From our experiments, we find that
the SmoothTaylor approach together with adaptive noising is able
to generate better quality saliency maps with lesser noise and
higher sensitivity to the relevant points in the input space as
compared to Integrated Gradients.
I. INTRODUCTION
Deep neural networks have displayed remarkable success
in various large-scale, real-world and complex artificial intel-
ligence tasks in computer vision [1]–[3] and natural language
processing [1]–[3]. However, these high performing non-linear
neural models, unlike traditional machine learning models,
act like a black box which suffers from poor input-to-output
inference and interpretability. Due to the nature of how deep
neural network algorithms are designed, it is difficult to
explain what or why an individual input result in the model
arriving at a particular output [4]. This major disadvantage
hinders human experts to fully understand the basis and the
reasoning of every prediction a deep neural model makes for
each input, limiting the extent of its application in practice.
With the aim to better understand the complex input-to-
output behavior of a deep neural network, a number of
previous work [5]–[16] focus on the problem of attribution.
Attributions measure the contribution of the model’s output
explained in terms of its input variables. For instance, for
image classification systems, an attribution method assigns a
relevance score to every pixel of the input image that explains
for the model’s predicted class. There are many applications
where such an ability to “explain” for a complex model’s
decision is crucial. Attributions act as supporting evidence
to explain the rationale of a model’s decision. This helps to
facilitate the building of trust between humans and automated
systems [17], and encourage higher adoption of deep neural
networks in practice, especially in high-risk application areas.
The importance of attribution is especially more so, in view
of the recent vulnerability discoveries in deep neural networks
against malicious and yet unnoticeable to-the-human-eye ad-
versarial attacks [18], [19].
Sundararajan et al. [13] proposed Integrated Gradients (IG)
as an attribution method for deep neural networks, which
unlike other methods [7]–[9], [11], [12], [14], [15], is fully
independent of the composition of the model’s structure, and
can be easily implemented with access to just the input’s
gradients after back-propagation. As such, it can be widely
applied to various deep neural networks architectures and
tasks, and it is also computationally efficient to compute.
However, IG require a selected baseline as a benchmark,
which raises the question on how such a baseline is to be
chosen. In addition, just as with other gradient-based methods
[5], [6], IG often create attribution maps that are noisy which
affects the ease of its interpretability. For example, compare
the saliency maps (attribution maps visualized by a 2D image)
of IG (center two) with other methods [6], [11], [20] in Figure
1, which is based on a DenseNet [1] with 121 layers pretrained
for the ImageNet image classification task. The noisiness of
its explanations is visually striking.
Those noise pixels seemingly scattered at random across the
maps as shown in Figure 1 may indeed reflect the true behavior
of the gradients of the deep neural model: as the networks
get deeper, the gradients across the input space fluctuate
more sharply, resembling white noise, which is described as
the shattering gradient problem [21]. To tackle the noisiness
issue, Smilkov et al. [20] proposed the SmoothGrad technique,
which uses a random sampling strategy around the input
with averaging of the obtained attributions to produce visually
sharper attribution maps.
In this paper, our contributions are as follows:
• We present SmoothTaylor as a theoretical concept bridge
between IG and SmoothGrad. Unlike IG, it does not
require a selected fixed baseline. Under additional as-
sumptions, SmoothTaylor is an instance of SmoothGrad.
Regarding novelty, SmoothTaylor is derived from the
Taylor’s theorem. Experimental results show that Smooth-
Taylor is able to produce higher quality attribution maps
that are more sensitive and less noisy as compared to IG.
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Fig. 1. Comparison of saliency maps computed by different attribution methods. These saliency maps show the relative contributions of each input pixel that
explains for the model’s prediction. Columns from the left: original input image; raw gradients; SmoothGrad; IG with zero as the baseline (M = 50); IG
with noise as the baseline (N = 1); SmoothTaylor (σ =5e−1, R = 150); Layer-wise Relevance Propagation. Setup: DenseNet121 image classifier pretrained
for ImageNet. Normalized absolute values are used to visualize the attribution maps and values above 99th percentile are clipped.
• From the perspective of gradient shattering, we explain
why SmoothGrad and SmoothTaylor deteriorate with too
small amount of added noise.
• We emphasize smoothness as a second quality measure
for attribution and introduce multi-scaled average total
variation as a new evaluation measure for smoothness of
the attribution maps.
• We further propose adaptive noising for individual input
samples to optimize for either predictor sensitivity of
the generated attribution map or the noisiness of it. We
show that it results in large improvements in performance
compared to constant noise levels.
• This paper aims at a better understanding of existing
gradient-based attribution methods.
The rest of the paper is organized as follows. Section
II briefly describes IG and SmoothGrad. In Section III,
we derive SmoothTaylor as a theoretical bridging concept.
Next, in Section IV, we conduct experiments by applying
the attribution methods on a large-scale image classification
problem to generate attribution maps. These attribution maps
are quantitatively evaluated and compared. Adaptive noising
is discussed in Section V.
II. PRELIMINARIES
A. Integrated Gradients
Suppose one aims to explain the prediction of a deep neural
network represented by a function f for input x. The integrated
gradient [13] for the ith dimension of the input is defined as
follows:
IGi(x, z) := (xi − zi)×
∫ 1
α=0
∂f(z + α× (x− z))
∂xi
dα (1)
The gradient of f in the ith dimension is denoted by ∂f(x)∂xi ,
and z is a selected input baseline. In practice, the path integral
is usually approximated by a summation across discrete small
intervals m with M steps along the straightline path from input
x to baseline z, as follows:
IGi(x, z) ≈ (xi − zi)× 1
M
M∑
m=1
∂f(z + mM × (x− z))
∂xi
(2)
Note that the attributions of the IG method satisfy some
desirable properties. First, it satisfies implementation invari-
ance since the computations are only based on the gradients
of f , and are fully independent on any aspects of the models.
It also fulfils the completeness axiom, which ensures that the
attributions add up to the output difference between input x
and baseline z (i.e.
∑
i IGi(x, z) = f(x)− f(z)).
Thus, it is recommended to choose baseline z to be zero
(with a near-zero score, i.e. f(z) ≈ 0) to represent the absence
of input features. This acts as a basis for comparison and
thus allows for the interpretation of the attributions to be a
function of solely the individual input features. For images,
this is a fully black image, which is argued to be a natural and
intuitive choice. However, a black image is usually a statistical
outlier to most pretrained models, which makes explanations
relative to implausible outlier points seem irrelevant. Another
disadvantage of using zero as the baseline is that input features
that are zero or near-zero will never appear on the attribution
maps since multiplier xi − zi will be almost close to zero.
For example in Figure 1, saliency maps of IG with zero as the
baseline mostly fail to highlight objects of interests represented
by dark-colored pixels.
An alternative baseline with the same near-zero score prop-
erty is also proposed – uniform random noise. To address the
issue of which random noise baseline to be chosen, a valid
approach is to draw different noise baselines z(n) to compute
N IG mappings, and average over them1:
IGnoise(x) =
1
N
N∑
n=1
IG(x, z(n)) (3)
This slight extension does seem to improve IG and result in
more sensitive attribution maps with less noise, though there
is still much room for improvement. Moreover, it should be
noted that uniform random noise is also an unseen outlier, thus
it guides to generate explanations that are no more meaningful
than the zero baseline. Perhaps, the need for this method to
fix a baseline that is consistent enough for all inputs, and at
the same time does not deviate too far from the points in the
dataset, is a fundamental flaw in its design, as such a baseline
may not exist.
B. SmoothGrad
While the original SmoothGrad technique [20] smooths the
raw gradients over the input space, it can be viewed as a
general procedure which computes an attribution map by aver-
aging over multiple attribution maps of an arbitrary gradient-
based attribution method (denoted as M) with multiple N ′
noised inputs:
SmoothGrad(x) =
1
N ′
N ′∑
n=1
M(x+ ),  ∼ N (0, σ′2) (4)
Gaussian noise with parameter σ′ is used to smoothen the
input space of the attribution method and construct visually
sharper attribution maps. It is briefly discussed in their paper
that σ′ needs to be carefully selected to get the best result. If
too small, the attribution maps are still noisy; if too large, the
maps become irrelevant.
1https://github.com/ankurtaly/Integrated-Gradients/
III. SMOOTHTAYLOR
In this section, we explain the derivation of SmoothTaylor.
Firstly, we discuss the motivation of our proposed improve-
ment from the Taylor’s theorem approximation perspective.
Any arbitrary differentiable function f can be approximated
by Taylor’s theorem with the first order term while ignoring
all other higher order terms:
f(x) ≈ f(z) +
∑
i
(xi − zi)∂f(z)
∂xi
(5)
This yields an explanation, which describes how the output
of the model f(·) in point x is different from the output of
the same model in point z. Notably, it is an explanation for
x relative to z. This raises the valid issue on how the point z
should be chosen.
Secondly, in statistics, a valid method to deal with uncer-
tainty is to compute an average over an uncertain quantity.
In the case of uncertainty about which point z should be
chosen, the proper approach is to draw several roots z(r)
(according to some method which we defer the discussion till
later) and average over them, so as to improve the power of
the approximation:
f(x) ≈ 1
R
R∑
r=1
[
f(z(r)) +
∑
i
(xi − z(r)i )
∂f(z(r)))
∂xi
]
(6)
Equation (6), in turn, is a discrete approximation for the
integral (with S which has to be a measurable set):
f(x) ≈
∫
z∈S
f(z) +
∑
i
(xi − zi)∂f(z)
∂xi
dz (7)
We are now ready to outline our method. Based on the
concepts described above, the smooth integrated gradient in
the ith dimension of an input x within a set of roots z ∈ S is
defined as follows:
SmoothTaylori(x) :=
∫
z∈S
(xi − zi)∂f(z)
∂xi
dz (8)
Equation (8) has two salient differences to IG from Equation
(1). First, the explanation point zi in the inner product (xi−zi)
is part of the integral, whereas in IG, it is outside of it. Second,
the integration set S is not a path from x to some point z as
it was in IG.
Similarly, for the reason of efficient computation, the in-
tegral can also be approximated using a discrete summation
over R multiple roots z(r):
SmoothTaylori(x) ≈ 1
R
R∑
r=1
(xi − z(r)i )
∂f(z(r))
∂xi
, z(r) ∼ S
(9)
Equation (9) is derived from the averaged Taylor’s theorem
approximation in Equation (6) by choosing a set of roots
such that the model output score difference between each
root z(r) ∈ S and input x is almost close to zero (i.e.
∀r : f(x) − f(z(r)) ≈ 0). As a result, the inner summation
term f(z(r)) is canceled out with f(x), and the remaining
terms can be explained as the sum of the smooth integrated
gradients across all dimensions. Note that this loosely satisfies
the completeness axiom just like the IG method. It also fulfils
the implementation invariance property.
The next issue is to decide on a suitable method to gen-
erate the roots z(r). If one is interested in classification or
segmentation as pixel-wise classification, then one would want
to choose the set S to be a set of points where the prediction
output class switches. However searching these points on the
training dataset might result in roots which are too far away
from the input x to be explained, which will impact the quality
of the Taylor approximation. One alternative is to seek for a
random set of points sufficiently close to x, so that the quality
of the Taylor approximation is acceptable, and also sufficiently
far away, so that the noise from the gradient shattering effect
in deep networks [21] can be canceled out by averaging
over many z from many different linearity regions. A simple
approach, inspired by SmoothGrad, is to add a random variable
 to input x, where  can be drawn from a Gaussian distribution
with standard deviation σ being the noise scaling factor:
z(r) = x+ ,where  ∼ N (0, σ2) (10)
The choice of the σ value should be carefully selected, and
it is further discussed in Section V. This follows the principle
of choosing z(r) to be close to x and also sufficiently far
away, so that the need for a good Taylor approximation and
averaging effect of the noise in the gradients can be balanced.
Theorem: If the roots in SmoothTaylor are chosen as per
Equation (10), then the discrete version of SmoothTaylor as
given in Equation (9) is a special case of SmoothGrad with
M = ∇f(x+ ) · .
This theorem does not hold for other choices of the set S
in Equation (9), thus SmoothTaylor defines an algorithm class
of its own.
SmoothTaylor offers an alternative formulation to IG, where
the selection of a fixed baseline is not required. The above
theorem establishes SmoothTaylor with a choice of roots as
in Equation (10) as a theoretical bridging concept between IG
and SmoothGrad.
IV. EXPERIMENTS
We apply SmoothTaylor and IG [13] attribution techniques,
and compare their results. We choose to analyze them on the
image classification task. The goal is to compare the quality
of the attribution maps computed by these two methods.
To encourage reproducibility, we publicly release our source
code2. Here, we describe our experiment setup and evaluation
metrics.
A. Setup
We use the first 1000 images from the ILSVRC2012 Im-
ageNet object recognition dataset [22] validation subset as
2https://github.com/garygsw/smooth-taylor
the scope of our experiment. It is a 1000 multi-class image
classification task, with each image preprocessed to be the
size of 224 × 224 pixels. We choose two deep neural image
classifier models, DenseNet121 [1] and ResNet152 [23], that
are both pretrained on the ImageNet dataset to apply the
attribution methods. We compute the attributions with respect
to the function of the predicted class for each input image
regardless of the ground truth label. Therefore, the attribution
process is entirely unsupervised.
B. Hyperparameters
For the SmoothTaylor method, we vary the parameter values
for the number of roots R to be 100, 150, and 200, and
the noise scaling factor σ to be 3e−1, 5e−1, and 7e−1.
The magnitudes of the noise scaling factor are decided to be
roughly in the range of the average values of the inputs after
normalization. For IG, we choose total steps M to be 50, and
vary the type of baselines used. We use the zero (black image)
baseline, and random uniform noise baselines with different
samples sizes N to be 1, 5, 10, and 20.
C. Evaluation Metrics
Sundararajan et al. [13] argued against empirical methods
for evaluating attribution methods, and thus decide to rely
on an axiomatic approach to determine the quality of an
attribution method. However, axiom sets might be incomplete,
and for a data-driven science, a quantitative evaluation is
often aligned with the goals. Furthermore, there are limitations
to qualitative evaluation of attribution maps due to biases
in human intuition towards simplicity whereas deep neural
models which might be over-parametrized and thus of high
complexity. Therefore, in this paper, we use the following two
quantitative metrics:
1) Perturbation Approach: One such metric suggested by
Samek et al. [24] relies on selecting the top salient regions
of pixels in the input image by attribution and successively
replacing them with random noise (also known as pixel pertur-
bation), and then measuring the drop in model output scores. A
higher score drop signifies a more sensitive attribution method,
since the attributions are able to better identify the salient parts
of the input that explain the model’s output.
We describe our pixel perturbation evaluation procedure
formally as follows. First, we use a sliding local window of
kernel size k × k in the input image space to find an ordered
sequence O = (r1, r2, ..., rL) that contains the top-L most
salient non-overlapping regions. The sorting of the regions is
based on the average absolute attribution values of the pixels’
location within each kernel window, from the highest to lowest
(most relevant first). A high average absolute attribution value
in a region rl denotes a high presence of evidence that supports
the model’s prediction.
Second, we follow the sequence of ordered regions in
O to apply the perturbations on. Let g(x, r) be a function
which performs the perturbation on some input image x at
region r, where information in that region is removed by the
replacement of the value of its pixels with random values
Fig. 2. Evaluation metrics curves; the lower the curve the better. Right: Legends. Top row: Perturbations curves. Bottom row: Multi-scaled TV curves.
Left column: Based on DenseNet121. Right column: Based on ResNet152.
drawn from a uniform distribution across the valid input value
range. The function g is then successively applied starting with
the original input image x(0) = x. The input image for the next
step x(l) is iteratively updated after perturbation at step l for
L times:
∀ 1 ≤ l ≤ L : x(l) = g(x(l−1), rl) (11)
At each step l, we consider P number of different random
perturbation samples and compute the mean score y¯(l):
y¯(l) =
1
P
P∑
p=1
f(x(l−1)
(p)
) (12)
The perturbation with the median output score is selected as
the actual perturbation to update. To quantitatively measure the
strength of an attribution method, we look at how much these
mean output scores drop with steps l. That can be quantified
by taking the area under the perturbation curve (AUPC) (see
Figure 2 (top)) after normalizing each mean score y¯(l) at each
step l with the original score f(x), and averaged over all
images in the dataset. Throughout our experiments, we use
kernel size k = 15, number of perturbations L = 30, and
perturbation sample size P = 50.
2) Average Total Variation: We use average total variation
(ATV) as the second evaluation metric to measure the smooth-
ness or the total amount of noise of each pixel with its local
neighbors. We consider a saliency map S as vector of size
h × w to represent every pixel. Taking only absolute values,
a min-max normalization (with values above 99th percentile
clipped off) is applied on an attribution map to construct a
saliency map. The ATV of S is computed as follows:
ATV (S) = 1
h× w
∑
i,j∈N
‖Si − Sj‖p (13)
Here, N defines the set of pixel neighbourhoods (adjacent
horizontal and vertical pixels) and ‖ ·‖ is the `p norm. We use
the established `1-norm in our experiments.
In addition, we construct Gaussian pyramids [25] on the
saliency maps by repeatedly scaling their dimensions down
by 1.5 and applying a Gaussian smoothing filter to remove
information. This process is repeated for each saliency map
until the size of the map is smaller than 30 × 30 pixels. We
then compute the ATV of the scaled and blurred saliency maps
at each step – we call them multi-scaled ATVs. Subsequently,
after averaged over all images, we take the area under the
multi-scaled ATVs curve (AUTVC) (see Figure 2 (bottom)) as
the measure quantity to evaluate the quality of an attribution
method.
D. Results
We compute the attribution maps using a few different
attribution methods based on two pretrained image classifiers
on the ImageNet dataset. Examples of these attribution maps
are visualized as saliency maps in Figure 1.
Qualitatively, we can observe that SmoothTaylor produces
visually sharper saliency maps as compared to IG. In addition,
TABLE I
AREA UNDER THE CURVES RESULTS.
NOTE: LOWER AUPC AND AUTVC IS BETTER.
Attribution Method Image Classifier Model
DenseNet121 ResNet152
IG
baseline N AUPC AUTVC AUPC AUTVC
zero - 23.63 1.52 22.87 1.51
noise
1 21.51 1.62 21.05 1.54
5 21.54 1.52 20.99 1.43
10 21.46 1.45 21.02 1.37
20 21.43 1.39 21.02 1.32
SmoothTaylor DenseNet121 ResNet152
σ R AUPC AUTVC AUPC AUTVC
3e−1
100 21.24 1.28 20.83 1.20
150 21.19 1.24 20.79 1.16
200 21.13 1.22 20.78 1.14
5e−1
100 21.25 1.23 21.00 1.14
150 21.20 1.19 20.95 1.10
200 21.13 1.16 20.86 1.07
7e−1
100 21.39 1.20 21.37 1.08
150 21.30 1.15 21.32 1.04
200 21.30 1.12 21.14 1.01
Adaptive-AUPC 150 19.55 1.14 19.30 1.05
Adaptive-AUTVC 150 22.14 0.99 22.52 0.85
TABLE II
AREA UNDER THE CURVES RESULTS FOR SmoothTaylor WITH EXTREME
HYPERPARAMETER VALUES.
NOTE: LOWER AUPC AND AUTVC IS BETTER.
SmoothTaylor Image Classifier Model
Hyperparameters DenseNet121 ResNet152
σ R AUPC AUTVC AUPC AUTVC
5e−1 10 21.74 1.55 21.43 1.43
1e−4 100 23.45 1.79 23.00 1.55
1e−3 100 23.60 1.53 23.14 1.48
1e−2 100 23.90 1.57 23.46 1.23
1e−1 100 22.03 1.43 21.44 1.22
1 100 21.88 1.17 22.16 1.04
2 100 23.54 1.19 24.48 1.27
they are better at highlighting distinctive regions that explain
the model’s prediction. While it is not the best method that
produces the least noise or the most sensitivity (see saliency
maps produced by Layer-wise Relevance Propagation [11]),
SmoothTaylor offers ease of implementation and fulfils the
two current fundamental axioms of an attribution method.
Next, we discuss the results using quantitative evaluation
measures. A summary of the experimental results is shown
in Table I with the AUPC and AUTVC values for each
experiment run. The Simpson’s rule is used to compute the
area under the curves. We analyze the results based on two
objectives – sensitivity and noise level, and also compare the
results based on two different classifier models.
1) Sensitivity: As observed in Figure 2 (top), when com-
pared to IG, the attribution maps of SmoothTaylor are able
to cause a larger classification score drop as perturbation step
increases. Expectedly, the AUPC values for SmoothTaylor are
also lower, showing that SmoothTaylor is more sensitive to
relevant explanations points in the input space than IG. The
averaged IG with noise baselines are shown to have large im-
provements; almost close to the performance of SmoothTaylor
at our chosen hyperparameters, though still a little worse. Their
improvements also produce diminishing marginal returns as
N increases beyond more than 5. On closer inspection with
Table I, it shows that our choice for σ values did not produce
any significant effect on the AUPC values, which is worth
investigating further in Section IV-E. However, the AUPC
values clearly decrease as R increases. This is expected as
the “smoothing” effect is greater when we draw more roots,
resulting in a statistically better representation of z which
improves the power of the Taylor approximation.
2) Noise level: The SmoothTaylor method clearly generates
attribution maps that are much less noisy than IG. As seen
in multi-scaled ATV curves in Figure 2 (bottom), all the
curves for SmoothTaylor are lower that the curves for IG.
We also compare the effect of σ and R on the noisiness
of the attribution maps of SmoothTaylor. First, the AUTVC
values decrease as R increases. This is also expected due to
the increase “smoothing” effect. Second, the AUTVC values
seem to increase as σ increases. However, we believe that this
relationship is not monotonically true, as the selection of our
σ values may be too low across all images in the dataset. We
discuss this further in Section IV-E.
3) DenseNet121 vs. ResNet152: The sensitivity improve-
ments in the perturbation curves by SmoothTaylor over IG is
noticeably lesser for ResNet152 as compared to DenseNet121.
One hypothesis is that the gradients from ResNet152 are
less noisy to begin with, since residual networks are shown
to have reduced shattering gradients effect. Thus, with more
reliable gradients to explain for the model’s prediction, the
effectiveness of smoothing is also reduced.
E. Noise Hyperparameter Sensitivity Analysis
We choose a range of σ values as high as 2 and as low as
1e−4, while fixing R to be 100. The effects of different values
of the noise scale parameter for SmoothTaylor are displayed
in Figure 3, and its results are summarized in Table II.
We can observe that for too small noise choices such as
1e−4 or 1e−3, the AUPC sensitivity is lower than for choices
in the order of 1e−1. This can be explained from the effect
of gradient shattering in deep networks: when the gradient
has a large component resembling white noise, as observed in
[21], then using averages is a statistically reasonable attempt
to remove the white noise component. Rectified Linear Units
(ReLu) networks consist of zones with locally linear predic-
tions – see Figure 3 in [26] for a clear illustration of this
effect.
The gradient is constant within each such zone. Above
averaging requires to sample the gradient at many different
local linearity zones around the sample of interest x. In
particular averaging requires zi to be outside of the linearity
Fig. 3. Evaluation metrics curves for the study of the impact of varying the noise hyperparameter; the lower the curve the better. Top row: Perturbation
curves. Bottom row: Multi-scaled TV curves. Left column: Based on DenseNet121. Right column: Based on ResNet152.
zone in which x is in. This explains why a very small amount
of noise will not result in an effective averaging of white noise,
as most of the samples zi would just stay in the local linearity
zone of x and in that case not sample different gradients.
The size of the local linearity zone is sample-dependent
[26]. This observation supports the claim that the noise scale
σ needs to be carefully calibrated within a certain range (i.e. it
cannot be too small or too big) for every individual sample x in
order for the attribution maps of SmoothTaylor to be of high
quality. Therefore, based on this observation, we go further
and propose an adaptive improvement to SmoothTaylor in the
next section.
V. ADAPTIVE NOISING
Ideally, the value of noise scale σ should depend on each
individual input, and not generally fixed to all inputs. Thus,
we propose an adaptive noising technique to search for an
optimal noise scale value for each input, so as to optimize the
SmoothTaylor method.
We adopt an iterative heuristic line search approach to
design our algorithm. The goal is to find an optimal value
for σ such that the attribution maps can be the most sensitive
or least noise (quantified by AUPC or AUTVC respectively).
As such, while fixing R, we search for σ∗ for each input such
that the AUPC or AUTVC of its attribution map is minimized.
We describe our algorithm in Algorithm 1.
In our proposed iterative optimization procedure, we search
for σ∗ within maximum iterations of imax. We include an early
stopping mechanism with maximum stop count smax. At each
iteration, σ is updated with learning rate α which direction
depends on a line search. The learning rate is reduced by a
factor learning decay γ < 1 whenever the current iteration’s
AUC is greater than the previous one. In our experiment,
we use R = 150 and set maximum iterations imax = 20,
maximum stop count smax = 3, learning rate α = 0.1,
learning decay γ = 0.9, and use the same setup from the
AUC computation in our earlier experiments.
We report the results from using adaptive noising in Table I
and compare with the results from previous experiment runs.
With adaptive noising, we are able to obtain the best AUPC or
AUTVC values among all runs. However, it is to be noted that
computing AUPC is computationally expensive and slow while
computing AUTVC is much faster. The results conclusively
show that SmoothTaylor with adaptive noising is preferable
over constant noise injection.
VI. CONCLUSION
Explaining for all deep neural model decisions is a huge
challenge given the vast taxonomy of model types and scope
of problems. Thus it is crucial to find a simple attribution
method that is easily applied to various model architectures
so as to encourage widespread usage. In this paper, we bridge
IG and SmoothGrad and proposed SmoothTaylor from the
Taylor’s theorem perspective. In our experiments, we also
introduce multi-scaled average total variation as a new measure
for noisiness of saliency maps. We further proposed adaptive
noising as a hyperparameter tuning technique to optimize
our proposed method’s performance. From the experimental
Algorithm 1: Adaptive Noising
Parameters: Max. iterations imax, learning rate α,
learning decay γ, max. stop count smax
Input : Input x, root size R, model f
Output : Optimal σ∗ value
begin
σ ← 1N
∑ |x|;
AUC← ComputeAUC(x,R, f, σ);
i← 1; s← 0; σ∗ ← σ; AUC∗ ← AUC;
while i ≤ imax do
AUCs ← ComputeAUC(x,R, f, |σ + α|);
if AUCs > AUC then
σ ← |σ − α|;
AUCs ← ComputeAUC(x,R, f, σ);
else
σ ← |σ + α|;
end
if AUCs > AUC then
if s ≤ smax then
α← α ∗ γ; s← s+ 1;
else
break
end
else
s← 0;
if AUCs < AUC∗ then
AUC∗ ← AUCs; σ∗ ← σ;
end
end
AUC← AUCs; i← i+ 1;
end
end
results, SmoothTaylor is able to produce attribution maps that
are more relevance-sensitive and with much less noise as
compared to IG .
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