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Abstract
In super-resolution it is necessary to locate with high precision point sources from noisy
observations of the spectrum of the signal at low frequencies capped by flo. In the case when
the point sources are positive and are located on a grid, it has been recently established that
the super-resolution problem can be solved via linear programming in a stable manner and that
the method is nearly optimal in the minimax sense. The quality of the reconstruction critically
depends on the Rayleigh regularity of the support of the signal; that is, on the maximum number
of sources that can occur within an interval of side length about 1/flo. This work extends the
earlier result and shows that the conclusion continues to hold when the locations of the point
sources are arbitrary, i.e., the grid is arbitrarily fine. The proof relies on new interpolation
constructions in Fourier analysis.
1 Introduction
The super-resolution problem of positive sources (see Figure 1) consists of recovering a high-
frequency signal
x(w) =
∑
i
xiδ(w − wi) (1)
consisting of positive point sources (spikes, for short) located at unknown positions wi ∈ [0, 1) and
of unknown intensity xi > 0; δ(·) is the Dirac delta function. The signal is observed through a
convolution measurement of the form
s(v) =
∫
klo(v − w)x(w)dw + z(v), (2)
where klo(·) is a low-frequency kernel that erases the high-frequency components of the signal and
z(·) is noise.
This problem arises in single-molecule super-resolution microscopy [1–3]. In this application,
wi’s encode the unknown locations of fluorescent molecules, xi is proportional to the number of
photons emitted by the ith molecule during the observation time. Crucially, the number of photons
is a nonnegative number, leading to the assumption xi > 0, which makes the problem much simpler.
Assume that light of wavelength λlo is emitted by the molecules. Due to diffraction of light, the high-
frequency spacial details of the signal are destroyed, no matter how perfect or large the microscope
is. At the detector we record a blurred version of the signal, no details smaller than about λlo are
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Figure 1: Microscope as a low-pass filter: signal (a) and convolution measurement (b).
visible. To restate this mathematically: the function klo(·) models the point-spread function (PSF)
of the microscope; due to diffraction of light the PSF is band-limited to flo , 1/λlo. The noise
z(v) represents all sources of noise in the system. For example, the thermal noise at the detector,
the Poisson quantum mechanical noise due to photon quantization in low-intensity imaging, and
the noise originating from the imperfect knowledge of the PSF in the optical system. We refer
the interested reader to [4], where the connection to super-resolution microscopy is worked out in
details.
1.1 Discrete model
In the earlier work [4] a discrete analog of the model in (1) and (2) has been considered. The signal
is modeled by a discrete vector x = [x0 · · ·xN−1]T ∈ RN , where N is the number of elements in
the grid, corresponding to partitioning the interval wi ∈ [0, 1) into N equispaced segments. Each
nonzero element in x corresponds to one spike in (1). The PSF is modeled by matrix Q that
implements an ideal low-pass filter in the sense that it has a flat spectrum with a sharp cut-off at
flo. Formally,
Q = FHQˆF, (3)
where is the N ×N discrete Fourier transform matrix
[F]k,l =
1√
N
e−i2pikl/N
and Qˆ = diag([Qˆ−N/2+1 · · · QˆN/2]T) with
Qˆk =
{
1, k = −flo, . . . , flo,
0, otherwise.
(4)
The wavelength λlo = 1/flo gives the width of the convolution kernel represented by Q. We assume
throughout the paper that N is even for simplicity.
Translated to discrete setting the model in (2) becomes
s = Qx + z. (5)
1.2 Recovery algorithm
Our recovery method from the observations s in (5) is extremely simple: solve
xˆ = arg min
x˜
‖s−Qx˜‖1 subject to x˜ ≥ 0. (CVX)
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In other words, we are looking for a set of positive spikes such that the mismatch in received
intensities is minimum. Note that this method does not make use of any knowledge other than
the observations s and the PSF Q. Furthermore, (CVX) is a simple convex optimization program,
which can be recast as a linear program since both x and Q are real valued.
1.3 Rayleigh regularity
Consider discrete signal x ∈ RN as samples on the grid {0, 1/N, . . . , 1− 1/N} ⊂ T, where T is the
circle in 1D, i.e., the interval [0, 1) with 0 and 1 identified. We introduce a definition of Rayleigh
regularity inspired by [5, Def. 1]. Let supp(x) , {l/N : xl > 0} denote the support of the discrete
signal.
As we shall see, our ability to super-resolve the signal x, will be fundamentally determined by
how regular supp(x) is in the following sense.
Definition 1 (Rayleigh regularity). We say that the set of points V ⊂ T is Rayleigh-regular
with parameters (d, r) and write V ∈ R(d, r) if it may be partitioned as V = V1 ∪ . . . ∪ Vr, where
the Vi’s are disjoint, and each obeys a separation constraint:
1. for all 1 ≤ i < j ≤ r, Vi ∩ Vj = ∅;
2. for all intervals D ⊂ T of length ∣∣D∣∣ = d (in terms of the wrap-around distance1 on T) and
all i,
|Vi ∩ D| ≤ 1.
In this paper we are interested in super-resolving signals with Rayleigh-regular support: supp(x) ∈
R(d, r). Such signals are illustrated in Figure 2.
As we will discuss, in the special case when supp(x) ∈ R(c˜λlo, 1) [i.e., when r = 1] with c˜ a bit
larger than one (as in Figure 2a), the super-resolution problem is particularly easy. In this case we
will say that the spikes in x are well-separated.
1.4 Discrete stability estimates
The main result of the earlier work [4] is the following proposition.
Proposition 1. Assume x ≥ 0 and supp(x) ∈ R(κλlor, r) with κ , 1.87 and flo ≥ 128r. Assume
that the observations s are given by (5). Then the solution xˆ to (CVX) obeys
‖xˆ− x‖1︸ ︷︷ ︸
Error
≤ Cd(r) ·
(
N
flo
)2r
· ‖z‖1 = Cd(r) ·DSRF2r · ‖z‖1, (6)
where Cd(r) only depends on r (if DSRF ≥ 3.03/r, it can be taken to be Cd(r) = r2r · 4 · 17r).
The ratio DSRF , N/(2flo) is called the discrete super-resolution factor; this is the ratio
between the scale at which we observe the data, 1/(2flo), and the scale of the finest details in the
data, 1/N .
1For a, b ∈ T, the wrap-around distance between a and b is ∣∣b− a∣∣ , b−a mod 1. For an interval [a, b], its length
is
∣∣b− a∣∣.
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(a) R(2λlo, 1)
0 1
≥ 2λlo ≥ 2λlo
(b) R(4λlo, 2)
0 1
λlo ≥ 4λlo
(c) R(4λlo, 2)
0 1
λlo ≥ 4λlo
(d) R(6λlo, 3)
0 1
λlo ≥ 6λlo
Figure 2: Examples of discrete N dimensional signals whose support belongs to the Rayleigh classes
R(2λlo, 1), R(4λlo, 2), R(6λlo, 3) depicted on the grid {0, 1/N, . . . , 1 − 1/N} ⊂ T. Note that the
signals in (b) and in (c) both have support in R(4λlo, 2). In general, Rayleigh regularity does not
require that all spikes in the signal are arranged into separated clusters as is the case in (b) and
in (d). The sine wave sin(2piflot) at the highest visible frequency is shown by the dotted line for
reference. Here, N = 92 and flo = 11, so that λlo = 1/11. By periodicity, the endpoints are
identified.
1.5 Breakdown of discrete stability estimates
In practice, signals do not belong to a discrete grid. In order to accurately approximate the
continuous model in (1) we might need to make the grid very fine, i.e., take N large.
The problem is that the theoretical result in (6) becomes meaningless when flo and ‖z‖1 remain
fixed, and N → ∞. Indeed, observe that (6) guarantees accurate signal recovery when the right-
hand side of (6) is much smaller than ‖x‖1. When N →∞ with flo fixed, then DSRF2r →∞ very
quickly, so that the right-hand side of (6) becomes larger than ‖x‖1, even for very small noise.
This is expected. Consider the hypothetical situation illustrated in Figure 3. The true signal
x consists of three spikes as depicted in Figure 3a in purple solid. The grid is very fine (N is
large); the PSF is wide as shown in Figure 3b (the purple solid curve, with characteristic width λlo,
represents s = Qx with x from Figure 3a); and the data is noisy. Imagine an algorithm produced an
estimate xˆgood as depicted in Figure 3c by the blue dashed spikes. The estimate xˆgood is excellent:
the blue dashed spikes are located in the neighboring discrete bins to the corresponding purple solid
ground truth spikes, the magnitudes are estimated perfectly. In the presence of noise we cannot
hope for infinite resolution, so for large N , we should be happy if we were able to obtain xˆgood as
in Figure 3c. Yet,
‖xˆgood − x‖1 = 2‖x‖1,
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(a) signal x (b) observations s in solid, kernel khi(·) in dotted
(c) x in solid, xˆgood in dashed, khi(·) in dotted (d) x in solid, xˆbad in dashed, khi(·) in dotted
(e) error = ‖khi ?(x− xˆgood)‖1 (f) error = ‖khi ?(x− xˆbad)‖1
Figure 3: Measuring the estimation error when the grid is very fine (N is large).
i.e., the estimation error is about as large as it can possibly be. We conclude that the reason why
the result in (6) becomes meaningless when flo and ‖z‖1 remain fixed and N →∞ is that the error
metric ‖xˆ− x‖1 becomes inadequate. We need a more forgiving error metric that should penalize
small localization errors on the fine grid mildly.
We will explain in Section 2 how to construct the more forgiving error metric and how to
change the definition of super-resolution factor accordingly. With these modifications we can gen-
eralize Proposition 1 and formulate the stability estimates in Theorem 1 that remain meaningful
even when N →∞ and flo and ‖z‖1 are fixed. With the appropriate new definitions, the result in
Theorem 1 is nearly identical to that in Proposition 1. Surprisingly, the proof technique necessary
to obtain Theorem 1 is much harder than the trick that was sufficient to prove Proposition 1. The
proof relies on new trigonometric interpolation constructions that constitute the main mathematical
contribution of this paper.
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2 Main results
2.1 Measuring the reconstruction error
To avoid penalizing the estimators that produce spikes very close to the original spikes on the fine
grid, a natural approach is to convolve the difference xˆ−x with a nonnegative kernel khi(·) of width
λhi (represented by the dotted green line in Figure 3b) before computing the `1 norm:
error = ‖khi ?(xˆ− x)‖1,
where
[khi ?(xˆ− x)]n ,
N−1∑
m=0
khi
(
n−m
N
)
hm
and h = [h0, h1, . . . , hN−1]T , xˆ− x is the difference vector. The new error metric is illustrated in
Figures 3c–3f. When the estimated spikes are closer than λhi to the original spikes, as is the case
for xˆ = xˆgood in Figure 3c, the error, represented by the area of the shaded region in Figure 3e, is
very small. Conversely, when the estimated spikes are further than λhi from the original spikes, as
is the case for xˆ = xˆbad in Figure 3d, we have, error = ‖khi ?(xˆ − x)‖1 ≈ 2‖x‖1, so that the error
is large, as illustrated in Figure 3f.
The width, λhi, of the kernel khi(·) is a parameter of the theory. This parameter will be chosen
to be (i) larger (or equal to) the finest scale of the data, λhi ≥ 1/N , and, simultaneously, (ii) smaller
than the native resolution of the observations, λhi < λlo. Having chosen λhi, we define the super-
resolution factor as:
SRF , λlo
λhi
.
The SRF will play the same role in our theory as the DSRF played in Proposition 1. In Figure 3b,
the SRF is the ratio between λlo, the width of the kernel Q, and λhi, the width of the kernel khi(·).
To be concrete, a reasonable situation might be: λlo = 1/10, 1/N = 1/1000 so that DSRF = 100.
This makes the right-hand side of (6) huge so that the stability estimate is useless. Now, choose
λhi = 1/100 so that SRF = 10, which is much smaller than DSRF. The main result of this paper,
Theorem 1 below, shows that we can upper-bound the error ‖khi ?(xˆ − x)‖1 in terms of SRF2r,
which is much smaller than DSRF2r, keeping the bound tight for realistic values of the noise.
For khi(·), in this paper we use the Fejr kernel:
khi(t) ,
1
N
1
fhi + 1
(
sin(pi(fhi + 1)t)
sin(pit)
)2
, fhi = 1/λhi. (7)
The normalization is such that
N−1∑
n=0
khi
( n
N
)
= 1, (8)
which ensures that the “energy” in the error is preserved in the sense that error = ‖khi ?(xˆ−x)‖1 ≈
2‖x‖1 whenever the estimated spikes in xˆ are far away from the true spikes in x. The concrete
form of the kernel khi(·) is not important. Our results hold for any other periodic nonnegative
high-resolution kernel as long as it satisfies conditions (106) and (107) below.
When N →∞, the error metric defined here becomes the one used in [6] in the analysis of the
continuous super-resolution problem. Compared to [6], the key novelty of this paper is that the
results in [6] apply only when the spikes in the signal are well-separated [supp(x) ∈ R(1.87λlo, 1)]
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as in Figure 2a, a stringent assumption. In this paper we don’t assume that the spikes are well-
separated and our results also hold for signals with supp(x) ∈ R(1.87λlor, r) and r > 1 as in
Figures 2b, 2c, 2d. The price we pay is that our results are only valid for nonnegative signals,
whereas the results in [6] are valid for complex-valued signals.
2.2 Stability estimate on an arbitrarily fine grid
In this paper we prove the following theorem.
Theorem 1. Assume x ≥ 0 and supp(x) ∈ R(κλlor, r) with κ , 1.87 and flo ≥ 128r. Assume
λhi < λlo, λhi ≥ 1/N , and SRF > 12. Assume, in addition, that the elements of supp(x) are
separated by at least 2λhi: if t, t
′ ∈ supp(x) with t 6= t′, then ∣∣t− t′∣∣ ≥ 2λhi, where ∣∣·∣∣ is the wrap-
around distance on T. Assume that the observations s are given by (5). Then the solution xˆ to
(CVX) obeys
‖khi ?(xˆ− x)‖1 ≤ C(r)SRF2r‖z‖1, (9)
where C(r) , r2r+4cr+1 and the positive numerical constant c is defined in (128) below.
The theorem is proven in the next section and in the appendices. Before we embark on the
proof, we discuss the significance and the accuracy of the result.
2.2.1 Significance of the result
Theorem 1 gives essentially the same stability estimate for an arbitrarily fine grid as Proposition 1
does for a discrete grid. With the new definition for error metric, λhi in Theorem 1 plays the same
role as the grid segment size, 1/N , played in Proposition 1. In turn, the grid segment size, 1/N , in
Theorem 1 may be arbitrarily small without affecting the stability estimate at all. The only thing
that changes when N grows is that it becomes numerically harder to solve (CVX).
2.2.2 Tightness
The result is information-theoretically tight in the following sense. It is possible to prove a converse
theorem (see [4, Sec. 2.3]) that says that the best possible algorithm in the worst case (the minimax
setting) cannot achieve stability estimate in (9) with super-resolution factor dependence better than
SRF2r−1. In other words, the exponent of SRF in (9) is near-optimal.
We have made no attempt to optimize C(r). Finding the tightest possible C(r) is an important
open problem, which seems to be hard to address with the mathematical techniques developed in
this paper.
2.2.3 Mathematical novelty
The reader might expect that since Theorem 1 is so similar to Proposition 1, the proof of Theorem 1
is a minor modification of the work done in [4]. Perhaps surprisingly, this is not the case.
The proof technique in [4] relied on a simple and elegant trigonometric interpolation construction
reviewed in Section 6.2. In this paper, in addition, we had to develop a flexible set of techniques
that allowed us to build trigonometric polynomials with specific interpolation properties. These
techniques—that constitute the main mathematical contribution of this paper—are presented in
Sections 6.3 and 6.4 and in Appendix B. We believe that the new techniques are interesting in their
own right and may be useful in other projects.
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2.2.4 Separation by 2λhi
Theorem 1 requires the assumption that no two spikes in x are closer than 2λhi. It is important
to contrast this assumption with the separation assumption in [6, 7]. The results in [7] hold only
when no two spikes in x are closer than 1.87λlo (the spikes are well-separated). Our separation
requirement is much weaker than the one needed in [6, 7]: we require the separation at the scale
of λhi whereas the results in [6, 7] need separation on the scale of λlo. Since the whole point of
super-resolution is to reconstruct the original signal with accuracy about λhi  λlo, our assumption
is mild, whereas the assumption in [6, 7] is restrictive.
Further, it follows from the proof of Theorem 1 that the 2λhi separation requirement may be
relaxed to, for example, λhi/2, or, more generally, to λhi/β for any β > 1. The result in Theorem 1
will not change, except that the constant C(r) will now depend on β. Specifically, the result will
read:
‖khi ?(xˆ− x)‖1 ≤ r2r+4cr+1β2rSRF2r‖z‖1.
To keep the proof of Theorem 1 as clean as possible, we decided to stick with the 2λhi separation
assumption in the theorem.
Finally, it is not clear if the separation assumption of the form λhi/β is fundamentally necessary.
Certainly, it is necessary for the proof technique developed in this paper. It is an open problem to
either find a proof of Theorem 1 that does not rely on this assumption, or to prove a converse result
showing that this assumption is unavoidable. Note that there is no explicit separation assumption
in Proposition 1; however, since the spikes are on the grid, the separation assumption at the scale
of 1/N is made implicitly.
2.2.5 Density constant
We next discuss the following question: can the constant κ = 1.87 in Theorem 1 be made smaller
without changing the result? The answer is “probably yes”. Specifically, our proof builds upon
Lemmas 1 and 2 below. The lemmas generalize [6, Lm. 2.4, Lm. 2.5, Sec. 2.5] and their proof
exploits a construction developed in [7]. The specific value for κ = 1.87 comes from the construc-
tion borrowed from [7]. An improved construction has recently been reported in [8] leading to a
smaller value κ = 1.26. To keep this paper as simple as possible, we decided not to accommodate
this improvement. To do so, one would need to change Lemmas 1 and 2 below and the proof
in Appendix A; all other derivations in this paper will remain unchanged. The constant C(r) in
Theorem 1 would need to be updated accordingly.
We expect that there is a trade-off: the larger κ is, the smaller the constant C(r) can be made.
However, our estimates do not provide the smallest possible constant. Hence, we cannot analyze
the trade-off.
Finally, as explained in [4, Sec. 2.3.1], κ > 1 is a fundamental limit, so our result is within the
factor 1.87 from the optimum.
2.2.6 Gridless super-resolution
It has been shown in [9,7,6] that under the assumption that spikes are separated by at least 1.87λlo
(well-separated spikes), one can solve the gridless super-resolution problem in which the spikes have
completely arbitrary locations on T (no need for the 1/N discretization). It turns out that in the
gridless setup one needs to solve an infinite-dimensional, but convex, total-variation-minimization
problem (see [7, eq. (1.4)]). Surprisingly, if one works in the dual domain and uses the idea of lifting,
the equivalent problem becomes finite-dimensional and, therefore, may be solved on the computer.
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The solution to the original problem may then be reconstructed by duality. This approach is
explained in [7, Sec. 4].
The approach, by now standard, may be carried over to the problem considered in this paper,
where we work with a nonnegative signal x and the spikes need not be well-separated. The same
trigonometric polynomials that certify optimality of (CVX) and lead to Theorem 1 may also be
used to prove stability of the corresponding gridless algorithm.
The reason why we chose to focus on the arbitrarily fine grid and not to discuss the gridless
problem in details is the following practical consideration. In applications, for example in super-
resolution microscopy, there is no real difference between the gridless problem and the problem
with a very fine grid. The real sources have some finite nonzero size, perhaps small. Therefore, in
practice, one has a choice between solving (CVX) on a sufficiently fine grid or solving the infinite-
dimensional total-variation-minimization problem via lifting. To solve (CVX) with N variables
efficiently, one would use a first-order solver whose complexity is dominated by repeated multi-
plications by Q, QT. Using (3) one would implement Q via the fast Fourier transform so that
each matrix multiplication takes O(N logN+flo) multiplications. The gridless approach via lifting
requires one to solve a semidefinite convex optimization problem (see [7, eq. (4.3)]) with O(f2lo)
variables. The complexity of the gridless approach does not depend on N at all, a very nice prop-
erty. However, the necessity to deal with a semidefinite problem with O(f2lo) variables make it much
more costly than solving (CVX) on a sufficiently fine grid in the applications we have encountered.
2.2.7 General PSFs
The sharp rectangular frequency cut-off of Q in (4) corresponds to the PSF klo(·) = sinc(·) in (2).
The sinc function takes negative values (as shown in Figure 3b in purple solid), whereas all PSFs
in microscopy take nonnegative values (as shown in Figure 1). The simplest PSF that takes non-
negative values is the Fejr kernel. The spectrum of Q that corresponds to the Fejr kernel has a
triangular decay of qˆk in (4) as in [4, eq. 13] and in (196). The results for the rectangular spectrum
can be translated into the results for the triangular spectrum (in fact for the spectrum of any
reasonable shape) using the idea of spectrum equalization. We refer the reader to [4] for a detailed
explanation on how this can be done. In this paper we focus on the basic case in (4) only.
2.2.8 2D model
All results in this paper are for the 1D model. The discrete results have been generalized to the
2D model in [4]. We believe that the results in this paper may be generalized to the 2D model in
a similar way. We leave this generalization for future work.
3 Literature review and innovations
3.1 Prior art
Prony’s method. Prony’s method [10] is an algebraic approach for solving the gridless super-
resolution problem from noiseless data when the number of spikes is known a priori. The observa-
tions s are used to form a trigonometric polynomial, whose roots coincide with the spike locations.
The trigonometric polynomial is then factored, thus revealing those locations, and the amplitudes
estimated by solving a system of linear equations. In the noiseless case, Prony’s method recovers
x perfectly provided that ‖x‖0 ≤ flo. No further Rayleigh regularity assumption on the signal
support is needed. With noise, however, the performance of Prony’s method degrades sharply.
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The difficulty comes from the fact that the roots of a trigonometric polynomial constructed by
an algebraic method are unstable and can shift dramatically even with small changes in the data.
Therefore, a crucial problem is to solve the super-resolution problem in the presence of noise.
Fundamental limits. In the pioneering work [5], Donoho studied limits of performance for the
super-resolution problem and recognized the importance of Rayleigh regularity as the fundamental
property that determines how easy it is to super-resolve the signal. He analyzed an intractable
exhaustive search algorithm and demonstrated that assuming supp(x) ∈ R(2λlor, r), the estimator,
xˆ, produced by this algorithm satisfies:
‖xˆ− x‖2 ≤ C˜(r)SRF2r+1‖z‖2. (10)
The algorithm proposed by Donoho may only be applied to vectors x with very few dimensions.
Therefore, the fundamental problem posed by Donoho is to find an efficient algorithm that is
stable in the sense of (10). Donoho has also proven a converse to (10): the SRF dependence in (10)
cannot be better than SRF2r−1 even for the best possible algorithm in the worst-case scenario (the
minimax setting). The results of Donoho have been recently (partially) improved in [11,12] where
for the same intractable algorithm the following stability estimate was derived:
‖xˆ− x‖2 ≤ C˜(r, ‖x‖0)SRF2r−1‖z‖2. (11)
The result is sharp in the sense that the SRF dependence matches Donoho’s converse. The weakness
is that C˜(r, ‖x‖0) depends on the total number of spikes in the signal, which may be very large.
Note also that the stability estimates in (10), (11) are expressed in terms of `2 norms, whereas our
stability estimates in (9) are expressed in terms of `1 norms.
Other works [13–15] study the stability of the super-resolution problem in the presence of noise,
but likewise do not provide a tractable algorithm to perform recovery. Work in [16–18] analyzes
the detection and separation of two closely-spaced spikes, but does not generalize to the case when
there are more than two spikes in the signal.
Super-resolution for well-separated spikes. Progress towards resolving the question posed
in [5] in the general situation where x ∈ CN—in this paper we consider the case x ≥ 0 only—has
been made in [7, 6, 8]. The sharpest from this series of results [8] implies the following. Assume
supp(x) ∈ R(1.26λlo, 1), then the solution to `1-minimization problem
xˆ = arg min
x˜
‖x˜‖1 subject to ‖s−Qx˜‖1 ≤ δ (L1)
with δ chosen so that ‖z‖1 ≤ δ satisfies
‖x− xˆ‖1 ≤ c˜ · SRF2,
where c˜ is a positive numerical constant. The requirement supp(x) ∈ R(1.26λlo, 1) (well-separated
spikes in our terminology) is restrictive because it means that the signal x cannot contain spikes
that are at a distance less than 1.26λlo. This is a limitation for many applications including single-
molecule microscopy, as it is usually understood that the goal of super-resolution is to distinguish
spikes that are (significantly) closer than the Rayleigh diffraction limit, i.e., at a fraction of λlo
apart. Unfortunately, if there are spikes at a distance smaller than λlo, `1 minimization does not,
in general, return the correct solution even if there is no noise. The central question therefore is:
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which algorithms and under which assumptions are able to super-resolve signals robustly when the
distance between some of the spikes may be substantially smaller than λlo?
On a similar line of research, see [19] and [20] for related results on the denoising of line spectra
and on the recovery of sparse signals from a random subset of their low-pass Fourier coefficients.
The accuracy of support detection for well-separated spikes is analyzed in [21,22].
Noise-aware algebraic methods. Many noise-aware versions of Prony’s method are used fre-
quently in engineering applications, for example in radar (see [23, Ch. 6]). The most popular
methods are MUSIC and its numerous variations [24–29], matrix-pencil [30], and ESPRIT [31,32].
For more details on algebraic methods we refer the reader to the excellent book [23, Ch. 4]. It is
important to point out that unlike convex optimization based methods like (L1), algebraic methods
do not need the spikes to be well-separated (x may contain spikes closer than λlo) even when the
signal is complex-valued, at least in the noiseless case.
The stability of noise-aware algebraic methods is an active area of research. Asymptotic results
(at high SNR) on the stability of MUSIC in the presence of Gaussian noise are derived in [33, 34].
More recently, some steps towards analyzing MUSIC and matrix-pencil in a non-asymptotic regime
have been taken in [35] and in [36], respectively.
Especially important is the question of stability of algebraic methods when the spikes are not
well-separated. Substantial progress in understanding this for MUSIC and ESPRIT algorithms has
been made by Li and Liao in the last two years [37–39]. See also [40] for a simplified exposition
of ideas in [38] and some extensions. The authors considered a separated cluster model for spike
locations; the model is similar to Rayleigh regularity in spirit, but is more restrictive. For example,
the signals depicted in Figures 2b and 2c are both Rayleigh-regular with r = 2. However, only
the signal in Figure 2b, but not the signal in Figure 2c, has separated spike clusters. For MUSIC
in [37, 38] and for ESPRIT in [39], assuming Gaussian noise and making a further (restrictive)
assumption flo & ‖x‖20, the authors derived bounds on signal-to-noise ratio in terms of SRF2r−2
and a factor that depend on flo so that the correct signal support recovery is guaranteed. There is
still a large gap between these stability estimates and the minimax converse results. For example,
for ESPRIT, the gap is a factor proportional to flo, which may be very large for high-dimensional
signals [39]. Hence, the problem of finding a super-resolution method for complex-valued signals
that performs well empirically and has sharp theoretical stability estimates in the case when the
spikes are not well-separated is still open.
Super-resolution of nonnegative signals. The case of nonnegative signal, x ≥ 0, was analyzed
in [41], see also [42] for a shorter exposition of the same idea. It is proven in [41] that as long as
‖x‖0 ≤ flo, one can recover x by solving a simple convex feasibility problem in the noiseless setting.
In the presence of noise, [41] does not provide sharp estimates: it does not reveal the correct SRF
dependence in the stability estimate.
More recently, the authors of [43] generalized [41] to the case of more general point spread
functions and sampling patterns in the noiseless case. The corresponding noisy case has been
studied in [44]. Being very general, the results of [44] do not appear to be sharp enough to reveal
the fundamental dependence between the stability of the algorithm, the regularity of the signal,
and the super-resolution factor.
Most relevant to this work is the earlier paper [4] where Proposition 1 has been proven. The
key question remained: what happens if the grid becomes arbitrarily fine or when there is no grid
at all (the gridless setting). Some progress towards answering this question has since been made
in [45] where stability estimates for the detection of signal support have been expressed in terms
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of SRF2‖x‖0−1. Note that ‖x‖0 may be arbitrarily large for high-dimensional signals, and so the
bounds in [45] become highly suboptimal for the practically relevant case in which the spikes are
distributed in a regular way in the signal.
3.2 Innovations
The innovations in this paper may be summarized as follows:
• Generalization of the results of [4] to the case when the grid is arbitrarily fine.
• Seamless connection between the super-resolution results for the discrete grid and the results
for the gridless (continuous) setting. This has theoretical as well as practical implications.
• Mathematically the paper builds on the ideas from [6] and [4] and develops these methods fur-
ther. The interpolation constructions in Lemma 4 and Lemma 5 are new. These constructions
may be of independent interest and may be useful for other problems.
4 Notation
Sets are denoted by calligraphic letters A,B, and so on. Boldface letters A,B, . . . and a,b, . . .
denote matrices and vectors, respectively. The element in the ith row and jth column of a matrix
A is aij or [A]i,j , and the ith element of a vector a is ai or [a]i. For a vector a, diag(a) stands
for the diagonal matrix that has the entries of a on its main diagonal. The vector of all zeros
is denoted 0. The superscript T stands for transposition. For a finite set I, we write ∣∣I∣∣ for
the cardinality. For x ∈ R, dxe , min{m ∈ Z | m ≥ x}. We use [l : k] to designate the set of
natural numbers {l, l + 1, . . . , k}. For a vector a ∈ Cn, ‖a‖1 =
∑n−1
j=0
∣∣aj∣∣ denotes the `1 norm;
‖a‖2 =
(∑n−1
j=0 a
2
j
)1/2
denotes the `2 norm; ‖a‖∞ = maxj
∣∣aj∣∣ denotes the `∞ norm; and ‖a‖0
denotes the number of nonzero elements in a. For a function f(·) : R→ R, ‖f(·)‖∞ = maxt∈R
∣∣f(t)∣∣.
The indicator function is denoted as I[·], it is equal to one if the condition in the brackets is
satisfied and zero otherwise. We use c with various subindexes and superindexes to denote positive
numerical constants; to track things simpler, we use the convention that the numerical constants
with the subscript u, like cu1, satisfy cu1 > 1, and the numerical constants with subscript l, like
cl1, satisfy 0 < cl1 < 1. Throughout the paper we use the convention: flo denotes the frequency
cut-off of the measured data [see (4)], λlo = 1/flo is the corresponding wavelength; fc denotes an
abstract frequency cut-off (this value changes in different places in the paper) and λc = 1/fc is
the corresponding wavelength. To simplify writing, we follow the conventions:
∏r
i=1 ai = 1 and
{a1, . . . , ar} = ∅ when r = 0.
5 Structure of the proof
Previous results in the field [7,6,4] suggest that Theorem 1 may be proven by constructing an ap-
propriate dual certificate. Since the measurement operator is a low-pass kernel, the dual certificate
for this problem is a real-valued trigonometric polynomial frequency-limited to flo with additional
properties. In fact, similar to [6], we will need three trigonometric polynomials instead of one,
each with its own properties; they will be called q0(·), q1(·), and q2(·). These dual trigonometric
polynomials are constructed in Lemmas 3, 4, and 5 in Section 6; q0(·) is borrowed from [4], q1(·)
and q2(·) are new—they are the main mathematical contribution of this paper. In Section 7 we use
q0(·), q1(·), and q2(·) to derive the stability estimates and prove Theorem 1.
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We invite the reader unfamiliar with the concept of dual certificates in convex optimization to
study the short proof of [4, Lm. 1] before reading this paper further. The derivations in Section 7
generalize [4, Lm. 1] to the arbitrarily fine grid setting, but they are much more involved.
Some calculations in this paper are complicated, but we tried to present the key new ideas in a
simple way. At the first pass through the paper we suggest that the reader studies Sections 6.1–6.2;
then focuses on the formulations of Lemmas 4 and 5 and the new constructions in Section 6.3.1 and
in Section B.1; skips the details in Sections 6.3.2–6.3.6 and in Sections B.2–B.5; and finally studies
the stability estimates in Section 7. After this, return to the technical details in Sections 6.3.2–6.3.6
and in Sections B.2–B.5.
6 Dual certificates
Throughout the paper we will use the following definitions. Define the error vector
h = [h0, . . . , hN−1]T , xˆ− x
and the set of points where the error vector takes on negative values
T = {t1, . . . , tS} , {m/N : hm < 0}. (12)
The points are ordered according to t1 < . . . < tS . Recall, xˆ ≥ 0 and x ≥ 0. Therefore, hm can
only take on negative values on supp(x), which implies T ⊂ supp(x). Since supp(x) ∈ R(κλlor, r)
and since the elements of supp(x) are separated by at least 2λhi, it follows T ∈ R(κλlor, r) and
the elements of T are also separated by at least 2λhi. As we will see below, the dual trigonometric
polynomials q0(·), q1(·), and q2(·) need to satisfy specific interpolation constraints on T .
Throughout the paper we will use the following neighborhood notations.
Definition 2. For τ ∈ T, δ > 0,
N (δ, τ) , {t ∈ T : |t− τ | ≤ δ},
where
∣∣·∣∣ denotes the wrap-around distance on T. Above, N (·, ·) stands for “near” (i.e., the points
near τ).
For a set V ⊂ T and δ > 0,
N (δ,V) , ∪τ∈VN (δ, τ),
F(δ,V) , T \ N (δ,V).
Above, F(·, ·) stands for “far” (i.e., the points far from V).
6.1 Building blocks
The following two lemmas serve as common building blocks for the construction of trigonometric
polynomials q0(·), q1(·), and q2(·).
Lemma 1 allows us to construct a trigonometric polynomial frequency-limited to fc that inter-
polates zeros at well-separated points as illustrated in Figure 4a.
Lemma 1. Let λc ∈ (0, 1/128), set fc , 1/λc. Consider a collection of points v1 < v2 < . . . < vV ,
define V , {v1, v2, . . . , vV } and assume V ∈ R(κλc, 1). Then, there exists a real-valued trigonomet-
ric polynomial q(·) = qλc,V(·) that satisfied the following properties.
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(a) (b)
Figure 4: (a) Illustration of Lemma 1. Trigonometric polynomial frequency-limited to fc = 6 inter-
polates zeros at well-separated points {v1, v2} ∈ R(2.5λc, 1). Specifically, qλc,V(vj) = q′λc,V(vj) = 0
and the curvature in the neighborhoods of v1 and v2 is controlled (indicated in red) according to (13).
(b) Illustration of Lemma 2. Trigonometric polynomial frequency-limited to fc = 6 interpolates val-
ues f1 and f2 at well-separated points {v1, v2} ∈ R(2.5λc, 1). Specifically, qλc,V,{fj},{dj}(vj) = fj and
the derivatives at v1 and v2 are constrained (indicated in red) according to q
′
λc,V,{fj},{dj}(vj) = dj .
1. Frequency limitation to fc: q(t) =
∑fc
k=−fc qˆke
−i2pikt for some qˆk ∈ C.
2. Zero values and zero derivatives on V: for all v ∈ V, q(v) = q′(v) = 0.
3. Uniform confinement between zero and one: for all τ ∈ R, 0 ≤ q(τ) ≤ 1.
4. Quadratic behavior near V: for all v ∈ V and for all τ ∈ N (∆λc, v)
cl(v − τ)2
λ2c
≤ q(τ) ≤ cu(v − τ)
2
λ2c
. (13)
5. Boundedness away from zero far from V: for all τ ∈ F(∆λc,V), q(τ) ≥ cl1 > 0.
6. Uniform confinement of the derivative: ‖q′(·)‖∞ ≤ 2pi/λc.
7. Uniform confinement of the second derivative: ‖q′′(·)‖∞ ≤ 4pi2/λ2c .
Above, all the constants are positive numerical constants. Specifically,
κ , 1.87, ∆ , 0.17,
cl , 0.029, cu , 2pi2,
cl1 , ∆2cl = 8.3× 10−4. (14)
Proof. This lemma is a direct consequence of the technique developed in [7]. Let qCFG(·) denote
the trigonometric polynomial constructed as in [7, eq. (2.4)] in order to interpolate −1 on V. Then,
according to [7, Lm. 2.4, Lm. 2.5, Sec. 2.5], q(·) = 0.5(qCFG(·) + 1) satisfies Properties 1, 2, 3,
5 of the lemma, and the lower bound in (13). Since, by Property 3, ‖q(·)‖∞ ≤ 1, Properties 6
and 7 follow by applying (129) [Bernstein theorem]. Finally, the upper bound in (13) follows from
Property 2 and Property 7 by (195) [Mean Value theorem].
Lemma 2 allows us to construct a trigonometric polynomial frequency-limited to fc that inter-
polates arbitrary values and has constrained derivatives at well-separated points as illustrated in
Figure 4b.
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Lemma 2. Let λc ∈ (0, 1/128), set fc , 1/λc. Consider a collection of points v1 < v2 < . . . <
vV , define V , {v1, v2, . . . , vV } and assume V ∈ R(κλc, 1). Consider two sets of real numbers
{f1, f2, . . . , fV } and {d1, d2, . . . , dV } that satisfy
|fj | ≤ 1 and |dj | ≤ 1
λc
(15)
for all j = 1, . . . , V . Then, there exists a real-valued trigonometric polynomial q(·) = qλc,V,{fj},{dj}(·)
that satisfies the following properties.
1. Frequency limitation to fc: q(t) =
∑fc
k=−fc qˆke
−i2pikt for some qˆk ∈ C.
2. Constrained values and derivatives on V: for all j = 1, . . . , V ,
q(vj) = fj and q
′(vj) = dj .
3. Uniform confinement: ‖q(·)‖∞ ≤ cu0.
4. Uniform confinement of the derivative: ‖q′(·)‖∞ ≤ cu1/λc.
5. Uniform confinement of the second derivative: ‖q′′(·)‖∞ ≤ cu2/λ2c .
Above, cu0, cu1, and cu2 are positive numerical constants that are defined in the proof of the lemma
in Appendix A.
The proof of the lemma generalizes the results in [7, Lm. 2.4, Lm. 2.5, Sec. 2.5] slightly in
several technical aspects; it is given in Appendix A for completeness.
6.2 Dual certificate q0(·)
We are now ready to construct the trigonometric polynomial q0(·). This trigonometric polynomial,
illustrated in Figure 5, is frequency-limited to flo, interpolates zeros on a Rayleigh-regular set, is
confined between zero and one, and quickly grows around its zeros.
Figure 5: Illustration of Lemma 3. Trigonometric polynomial frequency-limited to flo = 12 inter-
polates zeros on Rayleigh-regular set T = {t1, t2, t3, t4} ∈ R(5λlo, 2) and bounces away from zeros
“quickly”: the curvature in the neighborhoods of each point ti is “high” in the sense of (17). In
the figure,
∣∣t3 − t1∣∣ ≥ 5λlo = 5/12, ∣∣t4 − t2∣∣ ≥ 5λlo = 5/12, ∣∣t2 − t1∣∣ ∼ 2λhi, ∣∣t3 − t4∣∣ ∼ 2λhi.
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The key difference between the trigonometric polynomial q0(·) and the building block qλc,V(·)
constructed in Lemma 1 is that the points where q0(·) must take zero values may belong to a
Rayleigh-regular set from a class R(d, r) with r > 1. Zeros of q0(·) may be close, whereas zeros of
qλc,V(·) are well-separated (compare Figure 4a to Figure 5). This is the reason why the technique
of [7] and [6] that was used to prove Lemma 1 cannot be applied directly to construct q0(·).
Lemma 3. There exists a real-valued trigonometric polynomial q0(·) that satisfies the following
properties.
1. Frequency limitation to flo: q0(t) =
∑flo
k=−flo qˆ0,ke
−i2pikt for some qˆ0,k ∈ C.
2. Zero values and zero derivatives on T : for all t ∈ T , q0(t) = q′0(t) = 0.
3. Uniform confinement between zero and one: for all τ ∈ R, 0 ≤ q0(τ) ≤ 1.
4. Controlled behavior near T : Take τ ∈ N (r∆λlo, T ). Let {vτ1 , . . . , vτrˆ } , N (r∆λlo, τ) ∩ T . [Note:
since T ∈ R(rκλlo, r) and ∆ < κ, it follows that 1 ≤ rˆ ≤ r.] Set vτ , arg minv∈{vτ1 ,...,vτrˆ }
∣∣v − τ ∣∣.
Then, the following estimates hold.
(a) Lower bound:
q0(τ) ≥ crl2
∏rˆ
l=1(v
τ
l − τ)2
(rλlo)2rˆ
(16)
≥ crl2
(vτ − τ)2λ2(r−1)hi
(rλlo)2r
. (17)
(b) Upper bound:
q0(τ) ≤ crˆu
∏rˆ
l=1(v
τ
l − τ)2
(rλlo)2rˆ
. (18)
5. Boundedness away from zero far from T : for all τ ∈ F(r∆λlo, T ),
q0(τ) ≥ crl1 > 0. (19)
6. Fast growth immediately away from T : for all τ ∈ F(λhi, T ),
q0(τ) ≥ crl
λ2rhi
(rλlo)2r
.
Above, cl2 is a positive numerical constant, defined in the proof below.
The trick to prove this lemma is the main contribution of the earlier paper [4]. The key obser-
vation is the following. It is possible to construct the nonnegative trigonometric polynomial q0(·)
frequency-limited to flo that is zero on all the points of the set T ∈ R(rκλlo, r) as a product of r
trigonometric polynomials. Each of these trigonometric polynomials is zero on a set that belongs
to R(κλlor, 1) and is constructed via Lemma 1. We reproduce the proof below because it motivates
the new construction in Section 6.3.
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Proof. Set
Tk ,
{
tjr+k : j ∈ [0 : b(S − 1)/rc]
}
, k = 1, . . . , r. (20)
Observe that T = T1 ∪ . . . ∪ Tr and Tk ∈ R(κλlor, 1). Set
q0(t) , qrλlo,T1(t)× · · · × qrλlo,Tr(t), (21)
where qrλlo,Tk(·), k = 1, . . . , r, are the trigonometric polynomials constructed2 via Lemma 1 with
λc = rλlo and V = Tk ∈ R(κλlor, 1). The idea of this construction for r = 2 is illustrated in
Figure 6.
Figure 6: Illustration of the proof of Lemma 3. The set T = {t1, t2, t3, t4} is Rayleigh-regular:
T ∈ R(5λlo, 2), with r = 2 and λlo = 1/12. The idea is to split this set as T = T1 ∪ T2 with
T1 = {t1, t3} and T2 = {t2, t4} and observe Ti ∈ R(5λlo, 1). The trigonometric polynomials are
frequency-limited to flo/2 = 6 and satisfy the interpolation constraints qrλlo,T1(t) = q
′
rλlo,T1(t) = 0
for all t ∈ T1 and qrλlo,T2(t) = q′rλlo,T2(t) = 0 for all t ∈ T2. Then, q0(·) = (qrλlo,T1 × qrλlo,T2)(·)
satisfies q0(t) = q
′
0(t) = 0 for all t ∈ T and is frequency-limited to 2×flo/2 = 12. The trigonometric
polynomial q0(·) is displayed in Figure 5. In the figure,
∣∣t2 − t1∣∣ ∼ 2λhi, ∣∣t3 − t4∣∣ ∼ 2λhi.
It remains to verify that Properties 1–6 are satisfied. Broadly, this follows from (21) and
Lemma 1; the details are given below.
Property 1 is satisfied because each of trigonometric polynomials qrλlo,Tk(·), k = 1, . . . , r is
frequency-limited to flo/r. Hence, the product in (21) is frequency-limited to r(flo/r) = flo.
Properties 2 and 3 follow from (21) and from Lemma 1, Properties 2 and 3, respectively.
To prove (16) we lower-bound the terms in (21) separately as follows. Assume that k ∈ {1, . . . , r}
is such that N (r∆λlo, τ)∩Tk 6= ∅, i.e., there exist l ∈ {1, . . . , rˆ} that satisfies vτl ∈ Tk. In this case,
we use the left-hand side of (13) to write
qrλlo,Tk(τ) ≥ cl
(vτl − τ)2
(rλlo)2
. (22)
Note that there are exactly rˆ such terms in (21). Assume that k ∈ {1, . . . , r} is such that
N (r∆λlo, τ) ∩ Tk = ∅. In this case, use Lemma 1, Property 5, to write
qrλlo,Tk(τ) ≥ cl1. (23)
2Strictly speaking this requires that the frequency limitation of qrλlo,Tk (·), flo/r, is an integer. In the rest of the
paper, for simplicity, we will make this additional assumption. If this assumption is not satisfied, we can simply
substitute flo with bflo/rcr and repeat all the arguments in the paper, leading only to a small increase in the density
constant 1.87 in Theorem 1.
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Note that there are exactly r − rˆ such terms in (21). The desired bound (16) is obtained by
plugging (22) and (23) into (21) and setting cl2 , min(cl, cl1).
Bound (17) follows because the elements of T are separated by at least 2λhi and because
λhi/λlo < 1.
To prove (18) we upper-bound the terms in (21) separately as follows. Assume that k ∈
{1, . . . , r} is such that N (r∆λlo, τ) ∩ Tk 6= ∅, i.e., there exist l ∈ {1, . . . , rˆ} that satisfies vτl ∈ Tk.
In this case, we use the right-hand side of (13) to write
qrλlo,Tk(τ) ≤ cu
(vτl − τ)2
(rλlo)2
. (24)
Assume that k ∈ {1, . . . , r} is such that N (r∆λlo, τ) ∩ Tk = ∅. In this case, we use Lemma 1,
Property 3, to write
qrλlo,Tk(τ) ≤ 1. (25)
The desired bound (18) is obtained by plugging (24) and (25) into (21).
Property 5 follows by (21) and Lemma 1, Property 5.
Finally, Property 6 follows from (21), (13), Lemma 1, Property 5, and (14).
6.3 Dual certificate q1(·)
We are now ready to construct the trigonometric polynomial q1(·). This construction and its
analysis is the main mathematical contribution of this paper. Trigonometric polynomial q1(·),
illustrated in Figure 7, is frequency-limited to flo and, on the points tj ∈ T , q1(·) interpolates the
set of signs
sj , sign
 ∑
m/N∈N (λhi,tj)
hm
 , j = 1, . . . , S, (26)
at a (low) level ρ/2, ρ = (λhi/λlo)
2r  1. The behavior of q1(·) is controlled by q0(·) as explained
in Lemma 4 below.
Figure 7: Illustration of Lemma 4. Trigonometric polynomial frequency-limited to flo = 12 in-
terpolates the sign pattern {s1, s2, s3, s4} = {+1,+1,+1,−1} at a (low) level ρ/2. Specifically,
q1(ti) = siρ/2 and q
′
1(ti) = 0. The set T = {t1, t2, t3, t4} is Rayleigh-regular: T ∈ R(5λlo, 2) with
λlo = 1/flo and
∣∣t2 − t1∣∣ ∼ 2λhi, ∣∣t3 − t4∣∣ ∼ 2λhi.
Lemma 4. Set ρ , λ2rhi /λ2rlo . Then, there exists a real-valued trigonometric polynomial q1(·) that
satisfies the following properties.
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1. Frequency limitation to flo: q1(t) =
∑flo
k=−flo qˆ1,ke
−i2pikt for some qˆ1,k ∈ C.
2. Constrained sign pattern (at level ρ) on T and controlled behavior near T : for all j = 1, . . . , S
and all τ ∈ N (λhi, tj), ∣∣∣q1(τ)− ρsj
2
∣∣∣ ≤ r2r+4cr+1u27 q0(τ), (27)
where sj are defined
3 in (26).
3. Uniform confinement: ‖q1(·)‖∞ ≤ r2r+1cru55.
4. Boundedness far from T : for all τ ∈ F(λhi, T ),
|q1(τ)| ≤ r2r+2cru29q0(τ), (28)
The positive numerical constants cu27, cu55, and cu29 are defined in the proof below.
Discussion. Let’s compare q1(·) illustrated in Figure 7 to qλc,V,{fj},{dj}(·) constructed in Lemma 2
and illustrated in Figure 4b. In qλc,V,{fj},{dj}(·), the behavior at a well-separated set of points is
independently controlled: the trigonometric polynomial can take arbitrary values (between −1 and
1). Reminder: we say that the points are well-separated if the distances between the points are no
smaller than ∼ c˜/fc, where fc is the frequency limitation of the trigonometric polynomial under
consideration and c˜ is a bit larger than 1. In the case of q1(·), the points where the behavior is
controlled are not well-separated as illustrated on Figure 7:
∣∣t2 − t1∣∣ ∼ 2λhi  1/flo, ∣∣t3 − t4∣∣ ∼
2λhi  1/flo. Therefore, by Bernstein theorem (see Theorem 2), the behavior of q1(·) at nearby
points cannot be controlled independently. To be concrete: suppose we require that q1(t1) = −1
and q1(t2) = +1. Since the points t1 and t2 are separated by about 2λhi  λlo (not well-separated),
Bernstein theorem says that these two requirements cannot be satisfied simultaneously. Indeed,
since ‖q1(·)‖∞ ≤ C˜(r) = r2r+1cu55, by (129), ‖q′1(·)‖∞ ≤ 2piC˜(r)flo. If the two requirement
would be satisfied simultaneously, the derivative of q1(·) between the points t1 and t2 would be
about (q1(t2) − q1(t1))/(2λhi) = 2/(2λhi) = fhi  2piC˜(r)flo (we are assuming that SRF is large).
However, if the we require that q1(t1) = −ρ and q1(t2) = +ρ and ρ is small enough, the two
requirements may be satisfied simultaneously. This is the reason why ρ is set to λ2rhi /λ
2r
lo  1 in
the formulation of Lemma 4.
Let’s compare q1(·) to the trigonometric polynomial q0(·) constructed in Lemma 3 and illustrated
in Figure 5. In both trigonometric polynomials the behavior is controlled on a Rayleigh-regular
set, whose points are not well-separated in general. The difference is that q0(·) takes the same
value (zero) on all the points of the Rayleigh-regular set. This allows us to use the multiplication
trick illustrated in Figure 6 to prove Lemma 3. In the case of q1(·) this does not work because we
need to interpolate an arbitrary sign pattern on the Rayleigh-regular set. A method to resolve this
problem, presented next, is the main mathematical contribution of this paper.
Proof. Lemma 4 is proven in Sections 6.3.1–6.3.6 below.
3The lemma is valid for an arbitrary sign pattern, we formulate it for the sign pattern defined in (26) for concrete-
ness.
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6.3.1 Construction
We first describe how the trigonometric polynomial q1(·) is constructed. In Sections 6.3.2–6.3.6 we
prove that the construction is valid and that it satisfies the required Properties 1–4.
Recall, T = {t1, . . . , tS} is defined in (12) and, as before, define Tk, k = 1, . . . , r, as in (20);
remember that T = T1 ∪ . . . ∪ Tr and Tk ∈ R(κλlor, 1). Set ηj = ρ(sj + 1)/2 for j = 1, . . . , S.
We will construct the trigonometric polynomial q1(·) as a (shifted) sum of r trigonometric
polynomials {φk(·)}rk=1 (see Figure 8):
q1(t) =
r∑
k=1
φk(t)− ρ/2. (29)
Each of the trigonometric polynomials {φk(·)}rk=1 is frequency-limited to flo,
φk(t) =
flo∑
l=−flo
φˆk,le
−i2pilt for some φˆk,l ∈ C (30)
and is constructed separately to satisfy the following interpolation constraints on T :
φk(tl) =
{
ηl, if tl ∈ Tk,
0, if tl ∈ T ck , T \ Tk,
(31)
φ′k(t) = 0 for all t ∈ T . (32)
Constraints (31), (32), and definition (29) guarantee that for all l = 1, . . . , S
q1(tl) = ρsl/2, (33)
q′1(tl) = 0. (34)
To develop intuition, observe that (30) and (29) guarantee that Property 1 is satisfied. Further,
observe that the interpolation constraints (33) and (34) are needed for (27) to hold because q0(t) =
q′0(t) = 0 for all t ∈ T .
For r = 2 the construction is illustrated in Figure 8. The trigonometric polynomials φ1(·) and
φ2(·) are displayed in Figure 8a; they satisfy the interpolation constraints (31) and (32) as indicated
by the points highlighted in bold. When we compute (φ1 + φ2)(·) we obtain the trigonometric
polynomial displayed in Figure 8b, which, when shifted down by ρ/2, is equal to the desired q1(·)
displayed in Figure 7.
The difficulty remains: how to construct trigonometric polynomials φk(·)? Set
T 0k ,
{
tjr+k : j ∈ [0 : b(S − 1)/rc] and ηjr+k = 0
}
and T +k , Tk \ T 0k for k = 1, . . . , r.
The idea now is to construct φk(·) as a product of two trigonometric polynomials (see Figure 9):
φk(t) , φ0,k(t)× φ+,k(t). (35)
The first term in the product is defined as
φ0,k(t) ,
∏
1≤l≤r, l 6=k
qrλlo,Tl(t), (36)
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(a)
(b)
Figure 8: Construction of the trigonometric polynomial q1(·) (displayed in Figure 7) with target sign
pattern {s1, s2, s3, s4} = {+1,+1,+1,−1}. (a) trigonometric polynomials φ1(·) and φ2(·) satisfy
interpolation constraints (31) and (32) as indicated by the points highlighted in bold. Specifically,
φ1(t1) = φ1(t3) = ρ, φ1(t2) = φ1(t4) = 0, φ2(t1) = φ2(t3) = φ2(t4) = 0 and φ2(t3) = ρ; and
further φ′i(tj) = 0. (b) the sum of φ1(·) and φ2(·) that, after shifting down by ρ/2, is equal
to q1(·). In this figure, φ1(·) and φ2(·) are frequency-limited to flo = 12; T ∈ R(5λlo, 2) with
λlo = 1/flo is represented as T = T1 ∪ T2 with T1 = {t1, t3} ∈ R(5λlo, 1), T2 = {t2, t4} ∈ R(5λlo, 1);∣∣t2 − t1∣∣ ∼ 2λhi, ∣∣t3 − t4∣∣ ∼ 2λhi.
where qrλlo,Tl(·), l = 1, . . . , r, are the trigonometric polynomials constructed via Lemma 1 with
λc = rλlo and V = Tl ∈ R(κλlor, 1). Observe similarity to the trigonometric polynomial in (21);
the difference is that the kth term is missing from the product.
The second term in the product,
φ+,k(t) , r2rcru8qrλlo,Tk,{fj},{dj}(t) (37)
is a (rescaled) trigonometric polynomial qrλlo,Tk,{fj},{dj}(·) constructed via Lemma 2 with λc = rλlo,
and V = Tk ∈ R(κλlor, 1) and cu8 is a positive numerical constant defined in (62) below. Further,
the function-values and derivatives of qrλlo,Tk,{fj},{dj}(·) are constrained on Tk = T 0k ∪ T +k so that
φ+,k(·) satisfies the following:
φ+,k(t) =
{
0, t ∈ T 0k ,
ρ 1φ0,k(t) , t ∈ T
+
k ,
(38)
φ′+,k(t) =
0, t ∈ T
0
k ,
−ρφ
′
0,k(t)
φ20,k(t)
, t ∈ T +k .
(39)
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(a) (b)
(c) (d)
Figure 9: Left column: constructing φ1(·) as a product of φ0,1(·) and φ+,1(·). The trigonometric
polynomial φ0,1(·) is constrained to take zero values (bold blue points) on T2 = {t2, t4} and it is
strictly positive everywhere else. The function values of φ0,1(·) on T1 = {t1, t3} are unconstrained.
The trigonometric polynomial φ+,1(·), in turn, is only constrained on T1 (bold green points). In
this case T1 = T 01 ∪ T +1 with T +1 = {t1, t3} and T 01 = ∅. The function values and derivatives
of φ+,1(·) are constrained on T1 to “compensate” for the function values and derivatives of φ0,1(·)
on T1 in the sense of (38) and (39). The compensation is such that once the two polynomials are
multiplied we obtain φ1(·) with the local maxima at level ρ on T1 as shown in (c) (bold green
points). The local minima of φ1(·) on T2 are produced “automatically”, because φ0,1(·) has zeros
on T2. Note that the function values and the derivatives of φ+,1(·) can be controlled at t1 and t3
independently, because these two points are well-separated and this would have been impossible
if these points where not well-separated. Right column: constructing φ2(·) as a product of φ0,2(·)
and φ+,2(·). The construction is similar, with the roles of T1 and T2 reversed. The difference is
that in this case T2 = T 02 ∪ T +2 with T +2 = {t2} and T 02 = {t4}. Since T 02 is nonempty, we set
φ+,2(t4) = φ
′
+,2(t4) = 0. Finally: observe that the scale in (a) and (b) is different from the scale in
(c) and (d); the level ρ is marked for reference in (a) and (b) by a dotted line just above the zero
line. The fact that ρ = 1/SRF2r  1 is responsible for the noise amplification. The setup is the
same as in Figures 7 and 8: flo = 12; T = T1 ∪ T2 ∈ R(5λlo, 2);
∣∣t2 − t1∣∣ ∼ 2λhi, ∣∣t3 − t4∣∣ ∼ 2λhi;
and the target sign patters is {s1, s2, s3, s4} = {+1,+1,+1,−1}.
We will prove in Section 6.3.3 below, that this specification is valid, in the sense that the corre-
sponding function values and derivatives of qrλlo,Tk,{fj},{dj}(·) on Tk satisfy requirements (15) of
Lemma 2.
It follows from (35), (36), (38), Lemma 1, Properties 2, 4, and 5 that the interpolation con-
22
straint (31) is satisfied:
φk(t) = φ0,k(t)︸ ︷︷ ︸
0
φ+,k(t) = 0 for all t ∈ T ck ,
φk(t) = φ0,k(t)φ+,k(t)︸ ︷︷ ︸
0
= 0 for all t ∈ T 0k ,
φk(t) = φ0,k(t)φ+,k(t) = ρ for all t ∈ T +k .
Next, by (35),
φ′k(t) = φ
′
0,k(t)φ+,k(t) + φ0,k(t)φ
′
+,k(t).
Therefore, by (38), (39), Lemma 1, Properties 2, 4, and 5, the interpolation constraint (32) is
satisfied:
φ′k(t) = φ
′
0,k(t)︸ ︷︷ ︸
0
φ+,k(t) + φ0,k(t)︸ ︷︷ ︸
0
φ′+,k(t) = 0, for all t ∈ T ck ,
φ′k(t) = φ
′
0,k(t)φ+,k(t)︸ ︷︷ ︸
0
+φ0,k(t)φ
′
+,k(t)︸ ︷︷ ︸
0
= 0, for all t ∈ T 0k ,
φ′k(t) = φ
′
0,k(t)φ+,k(t) + φ0,k(t)φ
′
+,k(t)
= φ′0,k(t)ρ
1
φ0,k(t)
− φ0,k(t)ρ
φ′0,k(t)
φ20,k(t)
= 0, for all t ∈ T +k .
Finally, (30) follows from (35) because φ0,k(·) in (36) is frequency-limited to (r − 1)/(λlor)
[Lemma 1, Property 1] and φ+,k(·) in (37) is frequency-limited to 1/(λlor) [Lemma 2, Property 1]
so that φk(·) is frequency-limited to (r − 1)/(λlor) + 1/(λlor) = 1/λlo = flo. Therefore, by (29),
q1(·) is also frequency-limited to flo, which proves Property 1.
For r = 2 the construction is illustrated in Figure 9. In Figure 9a trigonometric polynomials
φ0,1(·) and φ+,1(·) are displayed; φ0,1(t) = 0 for t ∈ T2 as indicated by the bold blue points; φ+,1(·)
satisfies the interpolation constraints (38) and (39) on T1 as indicated by the bold green points.
When we compute φ1(·) = (φ0,1 × φ+,1)(·) we obtain the trigonometric polynomial in Figure 9c.
The same process is displayed in Figures 9b and 9d for φ0,2(·) and φ+,2(·). The trigonometric
polynomials φ1(·) and φ2(·) in Figures 9c and 9d are the same ones as in Figure 8a.
6.3.2 Properties of φ0,k(·)
We will now record useful properties of φ0,k(·) that are needed in the proof below. For r = 1,
according to (36), φ0,k(t) = 1 for all t. For r > 1, the following properties hold.
1. Controlled behavior near T ck : Take τ ∈ N (r∆λlo, T ck ). Let
{vτ1 , . . . , vτrˆ } , N (r∆λlo, τ) ∩ T ck .
Note that since T ck ∈ R(κλlor, r − 1) and ∆ < κ, it follows that 1 ≤ rˆ ≤ r − 1. Then, the
following estimates hold.
(a) Lower bound:
φ0,k(τ) ≥ cr−1l2
∏rˆ
l=1(v
τ
l − τ)2
(rλlo)2rˆ
. (40)
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(b) Upper bound:
φ0,k(τ) ≤ crˆu
∏rˆ
l=1(v
τ
l − τ)2
(rλlo)2rˆ
. (41)
(c) Upper bound on modulus of the first derivative:
∣∣φ′0,k(τ)∣∣ ≤ rˆ∑
m=1
crˆu3
∏
1≤l≤rˆ
l 6=m
(vτl − τ)2
∣∣vτm − τ ∣∣
(rλlo)2rˆ
+ (r − 1− rˆ)crˆ+1u3
∏rˆ
l=1(v
τ
l − τ)2
(rλlo)2rˆ+1
, (42)
where cu3 is a positive numerical constant defined in the proof below.
(d) Upper bound on modulus of the second derivative:
∣∣φ′′0,k(τ)∣∣ ≤ ∑
1≤m≤rˆ
∑
1≤m′≤rˆ
m6=m′
I[rˆ ≥ 2]crˆu3
∏
1≤l≤rˆ
l 6=m, l 6=m′
(vτl − τ)2
(rλlo)2(rˆ−2)
∣∣vτm − τ ∣∣
(rλlo)2
∣∣vτm′ − τ ∣∣
(rλlo)2
+ 2(r − 1− rˆ)
∑
1≤m≤rˆ
crˆ+1u3
∏
1≤l≤rˆ
l 6=m
(vτl − τ)2
(rλlo)2(rˆ−1)
∣∣vτm − τ ∣∣
(rλlo)2
1
rλlo
+ (r − 1− rˆ)2crˆ+2u3
∏rˆ
l=1(v
τ
l − τ)2
(rλlo)2rˆ
1
(rλlo)2
+
∑
1≤m≤rˆ
crˆu3
∏
1≤l≤rˆ
l 6=m
(vτl − τ)2
(rλlo)2(rˆ−1)
1
(rλlo)2
+ (r − 1− rˆ)crˆ+1u3
∏rˆ
l=1(v
τ
l − τ)2
(rλlo)2rˆ
1
(rλlo)2
.
(43)
2. Boundedness away from zero far from T ck : for all τ ∈ F(r∆λlo, T ck ),
φ0,k(τ) ≥ cr−1l1 > 0. (44)
3. Uniform confinement of the derivative:
‖φ′0,k(·)‖∞ ≤ 2pi/λlo. (45)
4. Uniform confinement of the second derivative:
‖φ′′0,k(·)‖∞ ≤ cu5/λ2lo. (46)
5. Fast growth immediately away from T ck : for all τ ∈ F(λhi, T ck ),
φ0,k(τ) ≥ cr−1l
λ
2(r−1)
hi
(rλlo)2(r−1)
. (47)
Next, we give the proofs of the properties.
Proof of properties 1a–1b. These properties are derived in the same way as Properties 4a and
4b in Lemma 3.
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Proof of property 1c. To prove (42), observe
∣∣φ′0,k(τ)∣∣ =
∣∣∣∣∣∣∣∣
 ∏
1≤m≤r
m 6=k
qrλlo,Tm(τ)

′∣∣∣∣∣∣∣∣ ≤
∑
1≤m≤r
m 6=k
∣∣∣∣∣∣∣∣
∏
1≤j≤r
j 6=k,j 6=m
qrλlo,Tj (τ)
∣∣∣∣∣∣∣∣
∣∣q′rλlo,Tm(τ)∣∣. (48)
Above, we applied the chain rule for derivative to (36) and used the triangle inequality.
To upper-bound the sum in (48), we upper-bound the quantities
∣∣qrλlo,Tj (τ)∣∣ and ∣∣q′rλlo,Tm(τ)∣∣
separately. To upper-bound
∣∣qrλlo,Tj (τ)∣∣ we use the same bounds as in (24) and (25). To upper-
bound
∣∣q′rλlo,Tm(τ)∣∣ we use a similar strategy as follows. Assume that m is such that N (r∆λlo, τ)∩Tm 6= ∅, i.e., there exist l ∈ {1, . . . , rˆ} that satisfies vτl ∈ Tm. In this case, according to Lemma 1,
Property 2, q′rλlo,Tm(v
τ
l ) = 0 and according to Lemma 1, Property 7,
∣∣q′′rλlo,Tm(t)∣∣ ≤ 4pi2/(rλlo)2 for
all t. This, by (194) [Mean Value theorem], gives the following bound:
∣∣q′rλlo,Tm(τ)∣∣ ≤ cu2
∣∣vτl − τ ∣∣
(rλlo)2
. (49)
Assume that m is such that N (r∆λlo, τ) ∩ Tm = ∅. In this case, we use Lemma 1, Property 6, to
write ∣∣q′rλlo,Tm(τ)∣∣ ≤ 2pi 1rλlo . (50)
Plugging the estimates for
∣∣qrλlo,Tj (τ)∣∣ [(24) and (25)], (49), and (50) into (48), setting cu3 ,
max(2pi, 4pi2, cu) we obtain (42).
Proof of property 1d. To prove (43), observe
∣∣φ′′0,k(τ)∣∣ =
∣∣∣∣∣∣∣∣
 ∏
1≤m≤r
m6=k
qrλlo,Tm(τ)

′′∣∣∣∣∣∣∣∣
≤
∑
1≤m≤r
m6=k
∑
1≤m′≤r
m′ 6=k,m′ 6=m
∣∣∣∣∣∣∣∣
∏
1≤j≤r
j 6=k,j 6=m,j 6=m′
qrλlo,Tj (τ)
∣∣∣∣∣∣∣∣
∣∣q′rλlo,Tm(τ)∣∣∣∣∣q′rλlo,Tm′ (τ)∣∣∣
+
∑
1≤m≤r
m6=k
∣∣∣∣∣∣∣∣
∏
1≤j≤r
j 6=k,j 6=m
qrλlo,Tj (τ)
∣∣∣∣∣∣∣∣
∣∣q′′rλlo,Tm(τ)∣∣. (51)
To upper-bound the sum in (51), we upper-bound the quantities
∣∣qrλlo,Tj (τ)∣∣, ∣∣q′rλlo,Tm(τ)∣∣, and∣∣q′′rλlo,Tm(τ)∣∣ separately. To upper-bound ∣∣qrλlo,Tj (τ)∣∣ and ∣∣q′rλlo,Tm(τ)∣∣ we use estimates (24), (25)
and (49), (50), respectively. To upper-bound
∣∣q′′rλlo,Tm(τ)∣∣ we use Lemma 1, Property 7, to write∣∣q′′rλlo,Tm(τ)∣∣ ≤ 4pi2 1(rλlo)2 .
Plugging these estimates into (51), we obtain (43).
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Proof of properties 2–5. Property 2 follows by (36) and Lemma 1, Property 5. Property 3
follow from (48) and from Lemma 1, Property 6:∣∣φ′0,k(τ)∣∣ ≤ (r − 1) 2pirλlo < 2piλlo .
Property 4 follow from (51) and from Lemma 1, Properties 6 and 7:∣∣φ′′0,k(τ)∣∣ ≤ (r − 1)(r − 2) 4pi2(rλlo)2 + (r − 1) 4pi
2
(rλlo)2
<
8pi2
λ2lo
,
where we defined cu5 , 8pi2. Finally, Property 5 follows from (36), (13), Lemma 1, Property 5,
and (14).
6.3.3 Existence of φ+,k(·)
In this subsection, we check that trigonometric polynomial φ+,k(·) that satisfies (38) and (39)
can indeed be defined according to (37) with qrλlo,Tk,{fj},{dj}(·) constructed via Lemma 2 with
λc = rλlo and V = Tk ∈ R(κλlor, 1). To this end, we need to show that the constraints on the
function values {fj} and on the derivatives {dj} that are implied by the constraints (38) and (39)
satisfy requirements (15) of Lemma 2.
First consider the case r = 1. As already discussed, in this case φ0,k(t) = 1 for all t, and,
therefore, φ′0,k(t) = 0 for all t. Plugging these values into (38) and (39) we see from (37) that the
requirements (15) of Lemma 2 are satisfied.
Next, consider the case r > 1.
For t ∈ T 0k , by (37), (38), (39), qrλlo,Tk(t) = q′rλlo,Tk(t) = 0 so that requirements (15) of Lemma 2,
are satisfied.
To check that requirements (15) are also satisfied for t ∈ T +k , we need to find upper bounds on∣∣φ+,k(·)∣∣ and ∣∣φ′+,k(·)∣∣.
Take t ∈ T +k and observe:
|φ+,k(t)| (a)=
∣∣∣∣ρ 1φ0,k(t)
∣∣∣∣ (b)≤ λ2rhiλ2rlo 1λ2(r−1)hi
(rλlo)2(r−1)
1
cr−1l
(c)
≤ r2(r−1) 1
crl
λ2hi
λ2lo
(52)
≤ r2r 1
crl
. (53)
Above, (a) follows by (38); (b) follows by (47) which is valid because t ∈ T +k implies t ∈ F(λhi, T ck );
(c) follows because cl < 1.
Next, take t ∈ T +k and observe, according to (39),∣∣φ′+,k(t)∣∣ =
∣∣∣∣∣ρφ′0,k(t)φ20,k(t)
∣∣∣∣∣. (54)
Consider two cases.
Case 1: t ∈ F(r∆λlo, T ck ). Then, by (44), φ0,k(t) ≥ cr−1l1 , and, by (45),
∣∣φ′0,k(t)∣∣ ≤ 2pi/λlo.
Plugging these estimates into (54) we obtain
∣∣φ′+,k(t)∣∣ ≤
∣∣∣∣∣ρ 2picr−1l1 1λlo
∣∣∣∣∣ (a)≤ 2pic2r−2l1 λhiλ2lo
(b)
< r2r−1
(
2pi
c2l1
)r λhi
λ2lo
. (55)
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Above, in (a) we used ρ = (λhi/λlo)
2r ≤ λhi/λlo; (b) is a crude inequality where we used cl1 < 1.
Case 2: t ∈ N (r∆λlo, T ck ). In this case set {v1, . . . , vrˆ} , T ck ∩N (r∆λlo, t) and note 1 ≤ rˆ ≤ r−1.
Hence, by (40):
φ0,k(t) ≥ cr−1l2
∏rˆ
j=1(vj − t)2
(rλlo)2rˆ
. (56)
By (42):
∣∣φ′0,k(t)∣∣ ≤ rˆ∑
m=1
crˆu3
∏
1≤l≤rˆ
l 6=m
(vl − t)2
∣∣vm − t∣∣
(rλlo)2rˆ
+ (r − 1− rˆ)crˆ+1u3
∏rˆ
l=1(vl − t)2
(rλlo)2rˆ+1
. (57)
Plugging (56) and (57) into (54):∣∣φ′0,k(t)∣∣
φ20,k(t)
≤
rˆ∑
m=1
crˆu3
c
2(r−1)
l2
(rλlo)
2rˆ∏
1≤j≤rˆ
j 6=r
(vj − t)2
∣∣vm − t∣∣3 + (r − 1− rˆ) c
rˆ+1
u3
c
2(r−1)
l2
(rλlo)
2rˆ−1∏rˆ
j=1(vj − t)2
(a)
≤ r2rˆ+1 c
rˆ+1
u3
c
2(r−1)
l2
(
λ2rˆlo
λ2rˆ+1hi
+
λ2rˆ−1lo
λ2rˆhi
)
(b)
≤ r2r−1 c
r
u3
c
2(r−1)
l2
(
λ2r−2lo
λ2r−1hi
+
λ2r−3lo
λ2r−2hi
)
(c)
≤ 2r2r−1
(
cu3
c2l2
)r λ2r−2lo
λ2r−1hi
(d)
≤ r2r−1cru6
λ2r−2lo
λ2r−1hi
. (58)
Above, in (a) we used that
∣∣vj − t∣∣ ≥ 2λhi for all j = 1, . . . , rˆ, r − 1 − rˆ ≤ r, and cu3 > 1; in (b)
we used that rˆ ≤ r − 1, λlo/λhi > 1, and cu3 > 1; in (c) we used λlo/λhi > 1 and cl2 < 1; in (d) we
defined cu6 , 2cu3/c2l2. Plugging the estimate (58) into (54),∣∣φ′+,k(t)∣∣ ≤ r2r−1cru6λ2rhiλ2rlo λ
2r−2
lo
λ2r−1hi
= r2r−1cru6
λhi
λ2lo
. (59)
Combining (55) and (59) we find that for all t ∈ T +k ,∣∣φ′+,k(t)∣∣ ≤ r2r−1cru7λhiλ2lo (60)
≤ r2r−1cru7
1
λlo
, (61)
where we defined cu7 , max(cu6, cu1/c2l1).
It follows from (53) and (61) that the function values and derivatives of qrλlo,Tk(t) = φ+,k(t)/(r
2rcru8)
with
cu8 , max(cu7, 1/cl) (62)
satisfy requirements (15) of Lemma 2 on T +k . We conclude that φ+,k(·) can indeed be defined
according to (37). According to Properties 3, 4, and 5 of Lemma 2, and (37), φ+,k(·) satisfies the
following properties:
‖φ+,k(·)‖∞ ≤ r2rcru8cu0, (63)
‖φ′+,k(·)‖∞ ≤ r2r−1cru8cu1
1
λlo
, (64)
‖φ′′+,k(·)‖∞ ≤ r2r−2cru8cu2
1
λ2lo
. (65)
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6.3.4 Proof of property 2
Take j ∈ {1, . . . , S} and consider tj ∈ T . There exists a unique l ∈ {1, . . . , r} such that tj ∈ Tl.
We will show that for all τ ∈ N (λhi, tj)
|φl(τ)− ηj | ≤ r2r+3cr+1u24 q0(τ) (66)
and
|φk(τ)| ≤ r2r+3cr+1u26 q0(τ), for k ∈ {1, . . . , r}, k 6= l, (67)
where the positive numerical constants cu24 and cu26 are defined below.
From this we will conclude that∣∣∣q1(τ)− ρsj
2
∣∣∣ = ∣∣∣∣∣
r∑
k=1
φk(τ)− ρ
2
− ρsj
2
∣∣∣∣∣ =
∣∣∣∣∣
r∑
k=1
φk(τ)− ηj
∣∣∣∣∣
≤
r∑
k 6=l
|φk(τ)|+ |φl(τ)− ηj | ≤ r2r+4cr+1u27 q0(τ)
with cu27 , 2 max(cu24, cu26), as desired.
To prove (66) and (67), recall, by (31) and (32):
|φl(tj)− ηj | = 0 = q0(tj), (68)
φk(tj) = 0 = q0(tj), for k ∈ {1, . . . , r}, k 6= l, (69)
φ′k(tj) = 0 = q
′
0(tj), for k ∈ {1, . . . , r}. (70)
Hence, in order to prove the bounds in (67) and (66), we will derive upper bounds on the second
derivatives
∣∣φ′′k(τ)∣∣, k ∈ {1, . . . , r}, valid for all τ ∈ N (λhi, tj) and use the Mean Value theorem (see
Theorem 3).
Taking the second derivative of (35) and applying the triangle inequality we find:∣∣φ′′k(τ)∣∣ ≤ ∣∣φ′′0,k(τ)∣∣|φ+,k(τ)|︸ ︷︷ ︸
E1(τ)
+2
∣∣φ′0,k(τ)∣∣∣∣φ′+,k(τ)∣∣︸ ︷︷ ︸
E2(τ)
+ |φ0,k(τ)|
∣∣φ′′+,k(τ)∣∣︸ ︷︷ ︸
E3(τ)
. (71)
In the derivation below we upper-bound the terms separately.
We will need the following notations. Set {vτ1 , . . . , vτrˆ } , N (r∆λlo, τ)∩T ck and set {v1, . . . , vr˜} ,
N (r∆λlo−λhi, tj)∩T ck . Note that the set {v1, . . . , vr˜} does not depend on τ and also {v1, . . . , vr˜} ⊂
{vτ1 , . . . , vτrˆ } so that r˜ ≤ rˆ.
The remainder of the proof of Property 2 is organized as follows. First, consider the case tj ∈ Tk
and prove (66), next consider the case tj ∈ T ck and prove (67).
Proof of (66): case tj ∈ Tk.
Bounding E1(τ). By (195) [Mean Value theorem] and the triangle inequality we can write
|φ+,k(τ)| ≤ |φ+,k(tj)|+
∣∣φ′+,k(tj)∣∣|τ − tj |+ 12 ∣∣φ′′+,k(τm)∣∣(τ − tj)2
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with τm ∈ (tj , τ). Next, we use (38) and (52) to upper-bound
∣∣φ+,k(tj)∣∣ by the right-hand side
of (52); use (39) and (60) to upper bound
∣∣φ′+,k(tj)∣∣ by the right-hand side of (60); use (65) to
upper-bound
∣∣φ′′+,k(τm)∣∣. With these estimates we can further upper-bound ∣∣φ+,k(τ)∣∣ as follows:
|φ+,k(τ)| ≤ r2r−1cru9
(
λ2hi
λ2lo
+
λhi
λ2lo
|τ − tj |+ 1
λ2lo
(τ − tj)2
)
≤ r2r−1cru10
λ2hi
λ2lo
. (72)
Above, we defined cu9 , max(1/cl, cu7, cu8cu2), cu10 , 3cu9, and used
∣∣τ − tj∣∣ ≤ λhi.
Assume r˜ ≥ 1 (the case r˜ = 0 will be treated separately below) so that rˆ ≥ 1 and τ ∈
N (r∆λlo, T ck ), which implies that we can use (43) to upper-bound
∣∣φ′′0,k(t)∣∣:
∣∣φ′′0,k(τ)∣∣ ≤ ∑
1≤m≤rˆ
∑
1≤m′≤rˆ
m6=m′
I[rˆ ≥ 2]crˆu3
∏
1≤l≤rˆ
l 6=m, l 6=m′
(vτl − τ)2
(rλlo)2(rˆ−2)
∣∣vτm − τ ∣∣
(rλlo)2
∣∣vτm′ − τ ∣∣
(rλlo)2
+ 2(r − 1− rˆ)
∑
1≤m≤rˆ
crˆ+1u3
∏
1≤l≤rˆ
l 6=m
(vτl − τ)2
(rλlo)2(rˆ−1)
∣∣vτm − τ ∣∣
(rλlo)2
1
rλlo
+ (r − 1− rˆ)2crˆ+2u3
∏rˆ
l=1(v
τ
l − τ)2
(rλlo)2rˆ
1
(rλlo)2
+
∑
1≤m≤rˆ
crˆu3
∏
1≤l≤rˆ
l 6=m
(vτl − τ)2
(rλlo)2(rˆ−1)
1
(rλlo)2
+ (r − 1− rˆ)crˆ+1u3
∏rˆ
l=1(v
τ
l − τ)2
(rλlo)2rˆ
1
(rλlo)2
. (73)
Multiplying (72) and (73) and simplifying we obtain the following upper bound on E1:
E1(τ) =
∣∣φ′′0,k(τ)∣∣|φ+,k(τ)| (a)≤ r2r+1cr+1u11 ∏1≤l≤rˆ(vτl − τ)2(rλlo)2rˆ 1λ2lo
(b)
≤ r2r+1cr+1u11
∏
1≤l≤r˜(vl − τ)2
(rλlo)2r˜
1
λ2lo
. (74)
Above, in (a) we used (multiple times) the bound λhi ≤
∣∣vτl − τ ∣∣, which is true for all l ∈ {1, . . . , rˆ}
(follows because the elements of T are separated by at least 2λhi), used λhi/λlo < 1, and defined
cu11 , max(6cu3cu10, cu8cu0cu5); in (b) we used the fact that
∣∣vτl − τ ∣∣/(λlor) ≤ ∆ < 1 for all
l ∈ {1, . . . , rˆ}.
For the case r˜ = 0, the upper-bound (74) also holds by (46) and (63).
Bounding E2(τ). By (194) [Mean Value theorem] we can write∣∣φ′+,k(τ)∣∣ ≤ ∣∣φ′+,k(tj)∣∣+ ∣∣φ′′+,k(τm)∣∣|τ − tj |
with τm ∈ (tj , τ). Next, we use (39) and (60) to upper-bound
∣∣φ′+,k(tj)∣∣ by the right-hand side
of (60); use (65) to upper-bound
∣∣φ′′+,k(τm)∣∣. With these estimates we can further upper-bound∣∣φ′+,k(τ)∣∣ as follows: ∣∣φ′+,k(τ)∣∣ ≤ r2r−1cru12(λhiλ2lo + 1λ2lo |τ − tj |
)
≤ r2r−1cru13
λhi
λ2lo
. (75)
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Above, we defined cu12 , max(cu7, cu2cu8), cu13 , 2cu12, and used
∣∣τ − tj∣∣ ≤ λhi.
Assume r˜ ≥ 1 (the case r˜ = 0 will be treated separately below) so that rˆ ≥ 1 and τ ∈
N (r∆λlo, T ck ), which implies that we can use (42) to upper-bound
∣∣φ′0,k(t)∣∣:
∣∣φ′0,k(τ)∣∣ ≤ rˆ∑
m=1
crˆu3
∏
1≤l≤rˆ
l 6=m
(vτl − τ)2
∣∣vτm − τ ∣∣
(rλlo)2rˆ
+ (r − 1− rˆ)crˆ+1u3
∏rˆ
l=1(v
τ
l − τ)2
(rλlo)2rˆ+1
. (76)
Multiplying (75) and (76) and simplifying we obtain the following upper bound on E2:
E2(τ) =
∣∣φ′0,k(τ)∣∣∣∣φ′+,k(τ)∣∣ (a)≤ r2rcru14∏1≤l≤rˆ(vτl − τ)2(rλlo)2rˆ 1λ2lo
(b)
≤ r2rcru14
∏
1≤l≤r˜(vl − τ)2
(rλlo)2r˜
1
λ2lo
. (77)
Above, in (a) we used the bound λhi ≤
∣∣vτl − τ ∣∣, which is true for all l ∈ {1, . . . , rˆ} (follows
because the elements of T are separated by at least 2λhi), used λhi/λlo < 1, and defined cu14 ,
max(2cu13cu3, 2picu8cu1); in (b) we used the fact that
∣∣vτl − τ ∣∣/(λlor) ≤ ∆ < 1 for all l ∈ {1, . . . , rˆ}.
For the case r˜ = 0, the upper bound (77) also holds by (45) and (64).
Bounding E3(τ). By (65), ∣∣φ′′+,k(τ)∣∣ ≤ r2r−2cru8cu2 1λ2lo . (78)
Assume r˜ ≥ 1 (the case r˜ = 0 will be treated separately below) so that rˆ ≥ 1 and τ ∈ N (r∆λlo, T ck ),
which implies that we can use (41) to upper-bound
∣∣φ0,k(τ)∣∣:
|φ0,k(τ)| ≤ crˆu
∏rˆ
l=1(v
τ
l − τ)2
(rλlo)2rˆ
. (79)
Multiplying (78) and (79) and simplifying we obtain the following upper bound on E3:
E3(τ) = |φ0,k(τ)|
∣∣φ′′+,k(τ)∣∣ (a)≤ r2r−2cru15∏rˆl=1(vτl − τ)2(rλlo)2rˆ 1λ2lo
(b)
≤ r2r−2cru15
∏
1≤l≤r˜(vl − τ)2
(rλlo)2r˜
1
λ2lo
. (80)
Above, (a) we defined cu15 , cu8cu2cu; in (b) we use the fact that
∣∣vτl − τ ∣∣/(λlor) ≤ ∆ < 1 for all
l ∈ {1, . . . , rˆ}.
For the case r˜ = 0, the upper-bound (80) also holds by (78) because by (36) and Lemma 1,
Property 3,
∣∣φ0,k(τ)∣∣ < 1 and because cu > 1 and cu2 > 1.
From (71), (74), (77), and (80) we conclude that
∣∣φ′′k(τ)∣∣ ≤ r2r+1cr+1u16 ∏1≤l≤r˜(vl − τ)2(rλlo)2r˜ 1λ2lo , (81)
where we defined cu16 , 4 max(cu11, cu14, cu15).
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Putting pieces together. On the one hand, by (195) [Mean Value theorem], using (68),
(70), (81) and we can write for all τ ∈ N (λhi, tj):
|φl(τ)− ηj |
(a)
≤ 1
2
r2r+1cr+1u16
∏
1≤l≤r˜(vl − τm)2
(rλlo)2r˜
(τ − tj)2
λ2lo
(b)
≤ 1
2
r2r+1cr+1u16 2
r˜
∏
1≤l≤r˜(vl − τ)2
(rλlo)2r˜
(τ − tj)2
λ2lo
(c)
≤ r2r+3cr+1u23
∏
1≤l≤r˜(vl − τ)2
(rλlo)2r˜
(τ − tj)2
(rλlo)2
. (82)
Above, in (a) τm ∈ (tj , τ); in (b) we used that
∣∣vl − τm∣∣ < ∣∣vl − τ ∣∣+ λhi < 2∣∣vl − τ ∣∣, which is true
because τ ∈ N (λhi, tj) and because the elements of T are separated by at least 2λhi; in (c) we
defined cu23 , 2cu16.
On the other hand, let {uτ1 , . . . , uτr˘} , N (r∆λlo, τ) ∩ T . Then, by (16),
q0(τ) ≥ crl2
∏r˘
l=1(u
τ
l − τ)2
(rλlo)2r˘
(a)
≥ crl2
∏
1≤l≤r˜(vl − τ)2
(rλlo)2r˜
(τ − tj)2
(rλlo)2
(
(r∆λlo − 2λhi)2
(rλlo)2
)r˘−r˜−1
︸ ︷︷ ︸
P1
(b)
≥ crl3
∏
1≤l≤r˜(vl − τ)2
(rλlo)2r˜
(τ − tj)2
(rλlo)2
. (83)
Above, in (a) we use the fact that {v1, . . . , vr˜} ∪ {tj} ⊂ {uτ1 , . . . , uτr˘} and the fact that by con-
struction of the set {v1, . . . , vr˜} it follows that if, for some k, uτk /∈ {v1, . . . , vr˜} ∪ {tj}, then∣∣uτk − τ ∣∣ ≥ r∆λlo−2λhi; in (b) we used the assumption SRF ≥ 12 so that λhi ≤ λlo/12 and therefore
r∆λlo − 2λhi ≥ r(∆ − 1/6)λlo, used that 0 < ∆ − 1/6 < 1, which implies that P1 ≥ (∆ − 1/6)2r,
and defined cl3 , cl2(∆− 1/6)2 that satisfies 0 < cl3 < 1.
The bound (66) follows from (82) and (83) by defining cu24 , cu23/cl3.
Proof of (67): case tj ∈ T ck . We only need to consider this case when r > 1. Indeed, when
r = 1, the sum in (29) only contains one element, φl(·), and, necessarily, tj ∈ Tl because T cl is
empty.
In this case tj is one of the elements among {v1, . . . , vr˜} ⊂ {vτ1 , . . . , vτrˆ }; in other words, tj =
vm˜ = v
τ
mˆ for some 1 ≤ m˜ ≤ r˜, 1 ≤ mˆ ≤ rˆ. The set Tk ∩ N (r∆λlo − λhi, tj) is either empty
or contains exactly one element. Let b ,
∣∣Tk ∩N (r∆λlo − λhi, tj)∣∣. In the case when b = 1, let
{t˜} , Tk ∩N (r∆λlo − λhi, tj).
Bounding E1(τ). Consider the case b = 1. By (195) [Mean Value theorem] we can write
|φ+,k(τ)| ≤
∣∣φ+,k(t˜)∣∣+ ∣∣φ′+,k(t˜)∣∣∣∣τ − t˜∣∣+ 12 ∣∣φ′′+,k(τm)∣∣(τ − t˜)2
with τm ∈ (t˜, τ). Next, we use (38) and (52) to upper-bound
∣∣φ+,k(t˜)∣∣ by the right-hand side of (52);
use (39) and (60) to upper-bound
∣∣φ′+,k(t˜)∣∣ by the right-hand side of (60); use (65) to upper-bound∣∣φ′′+,k(τm)∣∣. With these estimates we can further upper-bound ∣∣φ+,k(τ)∣∣ as follows:
|φ+,k(τ)| ≤ r2r−1cru9
(
λ2hi
λ2lo
+
λhi
λ2lo
∣∣τ − t˜∣∣+ 1
λ2lo
(τ − t˜)2
)
≤ r2r+1cru10
(t˜− τ)2
(rλlo)2
= r2r+1cru10
[
(t˜− τ)2
(rλlo)2
]I[b=1]
, (84)
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where we used that λhi ≤
∣∣t˜− τ ∣∣ because the elements of T are separated by at least 2λhi and
τ ∈ N (λhi, tj) with t˜ 6= tj . According to (63) the upper bound (84) also holds for b = 0.
Since tj ∈ T ck and τ ∈ N (λhi, tj), it follows τ ∈ N (r∆λlo, T ck ) so that rˆ ≥ 1, which implies that
we can use (43) to upper-bound
∣∣φ′′0,k(τ)∣∣:
∣∣φ′′0,k(τ)∣∣ ≤ ∑
1≤m≤rˆ
∑
1≤m′≤rˆ
m6=m′
I[rˆ ≥ 2]crˆu3
∏
1≤l≤rˆ
l 6=m, l 6=m′
(vτl − τ)2
(rλlo)2(rˆ−2)
∣∣vτm − τ ∣∣
(rλlo)2
∣∣vτm′ − τ ∣∣
(rλlo)2
+ 2(r − 1− rˆ)
∑
1≤m≤rˆ
crˆ+1u3
∏
1≤l≤rˆ
l 6=m
(vτl − τ)2
(rλlo)2(rˆ−1)
∣∣vτm − τ ∣∣
(rλlo)2
1
rλlo
+ (r − 1− rˆ)2crˆ+2u3
∏rˆ
l=1(v
τ
l − τ)2
(rλlo)2rˆ
1
(rλlo)2
+
∑
1≤m≤rˆ
crˆu3
∏
1≤l≤rˆ
l 6=m
(vτl − τ)2
(rλlo)2(rˆ−1)
1
(rλlo)2
+ (r − 1− rˆ)crˆ+1u3
∏rˆ
l=1(v
τ
l − τ)2
(rλlo)2rˆ
1
(rλlo)2
(a)
≤ r2cr+1u17
∏
1≤l≤rˆ,l 6=mˆ(v
τ
l − τ)2
(rλlo)2rˆ
. (85)
Above, in (a) we used (multiple times) the fact that
∣∣vτmˆ − τ ∣∣ ≤ ∣∣vτl − τ ∣∣ for all l ∈ {1, . . . , rˆ}, the
fact that
∣∣vτl − τ ∣∣/(λlor) ≤ ∆ < 1 for all l ∈ {1, . . . , rˆ}, the fact rˆ ≤ r − 1, and defined cu17 , 6cu3.
Multiplying (84) and (85) and simplifying we obtain the following upper bound on E1:
E1(τ) =
∣∣φ′′0,k(τ)∣∣|φ+,k(τ)| (a)≤ r2r+1cr+1u18 [(t˜− τ)2(rλlo)2
]I[b=1] ∏
1≤l≤rˆ,l 6=mˆ(v
τ
l − τ)2
(rλlo)2(rˆ−1)
1
λ2lo
(b)
≤ r2r+1cr+1u18
[
(t˜− τ)2
(rλlo)2
]I[b=1] ∏
1≤l≤r˜,l 6=m˜(vl − τ)2
(rλlo)2(r˜−1)
1
λ2lo
. (86)
Above, in (a) we defined cu18 , cu10cu17; in (b) we use the fact that
∣∣vτl − τ ∣∣/(λlor) ≤ ∆ < 1 for
all l ∈ {1, . . . , rˆ}.
Bounding E2(τ). Consider the case b = 1. By (194) [Mean Value theorem] we can write∣∣φ′+,k(τ)∣∣ ≤ ∣∣φ′+,k(t˜)∣∣+ ∣∣φ′′+,k(τm)∣∣∣∣τ − t˜∣∣
with τm ∈ (t˜, τ). Next, we use (39) and (60) to upper-bound
∣∣φ′+,k(t˜)∣∣ by the right-hand side of (60);
use (65) to upper-bound
∣∣φ′′+,k(τm)∣∣. With these estimates we can further upper-bound ∣∣φ′+,k(τ)∣∣
as follows: ∣∣φ′+,k(τ)∣∣ ≤ r2r−1cru12(λhiλ2lo + 1λ2lo
∣∣τ − t˜∣∣) ≤ r2rcru13 ∣∣τ − t˜∣∣rλlo 1λlo
= r2rcru13
[∣∣τ − t˜∣∣
rλlo
]I[b=1]
1
λlo
, (87)
where we used that λhi ≤
∣∣t˜− τ ∣∣. According to (64) the upper bound (87) also holds for b = 0.
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Since tj ∈ T ck and τ ∈ N (λhi, tj), it follows τ ∈ N (r∆λlo, T ck ) so that rˆ ≥ 1, which implies that
we can use (42) to upper-bound
∣∣φ′0,k(τ)∣∣:
∣∣φ′0,k(τ)∣∣ ≤ rˆ∑
m=1
crˆu3
∏
1≤l≤rˆ
l 6=m
(vτl − τ)2
∣∣vτm − τ ∣∣
(rλlo)2rˆ
+ (r − 1− rˆ)crˆ+1u3
∏rˆ
l=1(v
τ
l − τ)2
(rλlo)2rˆ+1
(a)
≤ cru19
∏
1≤l≤rˆ,l 6=mˆ(v
τ
l − τ)2
(rλlo)2(rˆ−1)
[∣∣t˜− τ ∣∣
rλlo
]I[b=1]
1
λlo
. (88)
Above, in (a) we used the fact that
∣∣vτmˆ − τ ∣∣ ≤ ∣∣vτl − τ ∣∣ for all l ∈ {1, . . . , rˆ}, the fact that∣∣vτl − τ ∣∣/(λlor) ≤ ∆ < 1 for all l ∈ {1, . . . , rˆ}, and the fact that ∣∣vτmˆ − τ ∣∣ ≤ ∣∣t˜− τ ∣∣, and defined
cu19 , 2cu3.
Multiplying (87) and (88) and simplifying we obtain the following upper bound on E2:
E2(τ) =
∣∣φ′0,k(τ)∣∣∣∣φ′+,k(τ)∣∣ (a)≤ r2rcru20 [(t˜− τ)2(rλlo)2
]I[b=1] ∏
1≤l≤rˆ,l 6=mˆ(v
τ
l − τ)2
(rλlo)2(rˆ−1)
1
λ2lo
(b)
≤ r2rcru20
[
(t˜− τ)2
(rλlo)2
]I[b=1] ∏
1≤l≤r˜,l 6=m˜(vl − τ)2
(rλlo)2(r˜−1)
1
λ2lo
. (89)
Above, in (a) we defined cu20 , cu13cu19; in (b) we used the fact that
∣∣vτl − τ ∣∣/(λlor) ≤ ∆ < 1 for
all l ∈ {1, . . . , rˆ}.
Bounding E3(τ). By (65), ∣∣φ′′+,k(τ)∣∣ ≤ r2r−2cru8cu2 1λ2lo . (90)
Since tj ∈ T ck and τ ∈ N (λhi, tj), it follows τ ∈ N (r∆λlo, T ck ) so that rˆ ≥ 1, which implies that
we can use (41) to upper-bound
∣∣φ0,k(τ)∣∣:
|φ0,k(τ)| ≤ crˆu
∏rˆ
l=1(v
τ
l − τ)2
(rλlo)2rˆ
(a)
≤ crˆu
[
(t˜− τ)2
(rλlo)2
]I[b=1] ∏
1≤l≤rˆ,l 6=mˆ(v
τ
l − τ)2
(rλlo)2(rˆ−1)
. (91)
Above, in (a) we used the fact that
∣∣vτmˆ − τ ∣∣ ≤ ∣∣vτl − τ ∣∣ for all l ∈ {1, . . . , rˆ}, the fact that∣∣vτl − τ ∣∣/(λlor) ≤ ∆ < 1 for all l ∈ {1, . . . , rˆ}, and the fact that ∣∣vτmˆ − τ ∣∣ ≤ ∣∣t˜− τ ∣∣. Multiply-
ing (90) and (91) and simplifying we obtain the following upper bound on E3:
E3(τ) = |φ0,k(τ)|
∣∣φ′′+,k(τ)∣∣ (a)≤ r2r−2cru21 [(t˜− τ)2(rλlo)2
]I[b=1] ∏
1≤l≤rˆ,l 6=mˆ(v
τ
l − τ)2
(rλlo)2(rˆ−1)
1
λ2lo
(b)
≤ r2r−2cru21
[
(t˜− τ)2
(rλlo)2
]I[b=1] ∏
1≤l≤r˜,l 6=m˜(vl − τ)2
(rλlo)2(r˜−1)
1
λ2lo
. (92)
Above, in (a) we defined cu21 , cu8cu2cu; in (b) we used the fact that
∣∣vτl − τ ∣∣/(λlor) ≤ ∆ < 1 for
all l ∈ {1, . . . , rˆ}.
From (71), (86), (89), and (92) we conclude that
∣∣φ′′k(τ)∣∣ ≤ r2r+1cr+1u22 [(t˜− τ)2(rλlo)2
]I[b=1] ∏
1≤l≤r˜,l 6=m˜(vl − τ)2
(rλlo)2(r˜−1)
1
λ2lo
, (93)
where we defined cu22 , 4 max(cu18, cu20, cu21).
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Putting pieces together. On the one hand, by (195) [Mean Value theorem], using (69),
(70), (93), and we can write for all τ ∈ N (λhi, tj):
|φk(τ)|
(a)
≤ 1
2
r2r+1cr+1u22
[
(t˜− τm)2
(rλlo)2
]I[b=1] ∏
1≤l≤r˜,l 6=m˜(vl − τm)2
(rλlo)2(r˜−1)
(τ − tj)2
λ2lo
(b)
≤ 1
2
r2r+1cr+1u22 2
r˜
[
(t˜− τ)2
(rλlo)2
]I[b=1] ∏
1≤l≤r˜,l 6=m˜(vl − τ)2
(rλlo)2(r˜−1)
(τ − tj)2
λ2lo
(c)
≤ r2r+3cr+1u25
[
(t˜− τ)2
(rλlo)2
]I[b=1] ∏
1≤l≤r˜(vl − τ)2
(rλlo)2r˜
. (94)
Above, in (a) τm ∈ (tj , τ); in (b) we used the fact that, for l 6= m˜,
∣∣vl − τm∣∣ < ∣∣vl − τ ∣∣ + λhi <
2
∣∣vl − τ ∣∣ and ∣∣t˜− τm∣∣ < ∣∣t˜− τ ∣∣+ λhi < 2∣∣t˜− τ ∣∣, which is true because τ ∈ N (λhi, tj) and because
the elements of T are separated by at least 2λhi; in (c) we defined cu25 , 2cu22 and used the fact
that tj = vm˜.
On the other hand, let {uτ1 , . . . , uτr˘} , N (r∆λlo, τ) ∩ T . Then by (16),
q0(τ) ≥ crl2
∏r˘
l=1(u
τ
l − τ)2
(rλlo)2r˘
(a)
≥ crl2
[
(t˜− τ)2
(rλlo)2
]I[b=1] ∏
1≤l≤r˜(vl − τ)2
(rλlo)2r˜
(
(r∆λlo − 2λhi)2
(rλlo)2
)r˘−r˜−I[b=1]
︸ ︷︷ ︸
P2
(b)
≥ crl3
[
(t˜− τ)2
(rλlo)2
]I[b=1] ∏
1≤l≤r˜(vl − τ)2
(rλlo)2r˜
. (95)
Above, in (a) we used the fact that {v1, . . . , vr˜} ⊂ {uτ1 , . . . , uτr˘}, the fact that if b = 1, then t˜ ∈
{uτ1 , . . . , uτr˘}, and the fact that by construction of the set {v1, . . . , vr˜} it follows that if, for some k,
uτk /∈ {v1, . . . , vr˜} and uτk 6= t˜, then
∣∣uτk − τ ∣∣ ≥ r∆λlo−2λhi; in (b) we used the assumption SRF ≥ 12
so that λhi ≤ λlo/12 and therefore r∆λlo− 2λhi ≥ r(∆− 1/6)λlo, used that 0 < ∆− 1/6 < 1, which
implies that P2 ≥ (∆− 1/6)2r.
The bound (67) follows from (94) and (95) by defining cu26 , cu25/cl3.
6.3.5 Proof of property 3
By (29) and the triangle inequality:
‖q1(·)‖∞ ≤ ρ/2 + r max
1≤k≤r
‖φk(·)‖∞
(a)
≤ ρ/2 + r max
1≤k≤r
‖φ+,k(·)‖∞
(b)
= ρ/2 + r2r+1cru8 max
1≤k≤r
‖qrλlo,Tk,{fj},{dj}(·)‖∞
(c)
≤ ρ/2 + r2r+1cu0cru8
(d)
≤ r2r+1cru55.
Above, in (a) we used (35) and the fact that by (36) and Lemma 1, Property 3, ‖φ0,k(·)‖∞ ≤ 1; in
(b) we used (37); in (c) we used Lemma 2, Property 3; in (d) we defined cu55 , 2cu0cu8 and used
the fact that ρ/2 < 1 < cu0cu8.
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6.3.6 Proof of property 4
Take τ ∈ F(λhi, T ). As above, let {uτ1 , . . . , uτr˘} , N (r∆λlo, τ) ∩ T . Then by (16),
q0(τ) ≥ crl2
∏r˘
l=1(u
τ
l − τ)2
(rλlo)2r˘
. (96)
By (19) this bound is also valid when r˘ = 0.
Fix k. If τ ∈ N (r∆λlo, T ck ), then we can use (41) to upper-bound
∣∣φ0,k(τ)∣∣:
|φ0,k(τ)| ≤ crˆu
∏rˆ
l=1(v
τ
l − τ)2
(rλlo)2rˆ
, (97)
where, as before, {vτ1 , . . . , vτrˆ } , N (r∆λlo, τ) ∩ T ck . If τ /∈ N (r∆λlo, T ck ), we will use that by (36)
and by Lemma 1, Property 3,
|φ0,k(τ)| ≤ 1. (98)
The set Tk∩N (r∆λlo, τ) is either empty or contains exactly one element. Let b ,
∣∣Tk ∩N (r∆λlo, τ)∣∣
denote the size of this set; when b = 1, let {t˜} , Tk ∩ N (r∆λlo, τ). Following the steps that lead
to (84), we obtain
|φ+,k(τ)| ≤ r2r+1cru10
[
(t˜− τ)2
(rλlo)2
]I[b=1]
(99)
and the bound is valid for both cases b = 0 and b = 1.
Case rˆ ≥ 1: Then, {uτ1 , . . . , uτr˘} = {vτ1 , . . . , vτrˆ } ∪ {t˜} if b = 1, and {uτ1 , . . . , uτr˘} = {vτ1 , . . . , vτrˆ } if
b = 0. Therefore,
|φk(τ)| = |φ0,k(τ)||φ+,k(τ)|
(a)
≤ r2r+1cru10crˆu
[
(t˜− τ)2
(rλlo)2
]I[b=1] ∏rˆ
l=1(v
τ
l − τ)2
(rλlo)2rˆ
= r2r+1cru10c
rˆ
u
∏r˘
l=1(u
τ
l − τ)2
(rλlo)2r˘
(b)
≤ r2r+1cru28q0(τ). (100)
Above, (a) follows by (97) and (99); (b) follows by (96) with cu28 , cu10cu/cl2.
Case rˆ = 0: Then, r˘ = 1 and {uτr˘} = {t˜} if b = 1 and r˘ = 0 if b = 0. Therefore,
|φk(τ)| = |φ0,k(τ)||φ+,k(τ)|
(a)
≤ cru10r2r+1
[
(t˜− τ)2
(rλlo)2
]I[b=1]
= r2r+1cru10
∏r˘
l=1(u
τ
l − τ)2
(rλlo)2r˘
(b)
≤ r2r+1cru28q0(τ). (101)
Above, (a) follows by (98) and (99); (b) follows by (96) because cu > 1.
By Lemma 3, Property 6,
ρ
2
=
λ2rhi
2λ2rlo
≤ r
2r
crl
q0(τ). (102)
Therefore, by (29), (100), (101), (102),
|q1(τ)| ≤
r∑
k=1
|φk(τ)|+ ρ/2 ≤ r2r+2cru29q0(τ),
where we defined cu29 , cu28 + 1/cl.
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6.4 Dual certificate q2(·)
Finally, we construct the trigonometric polynomial q2(·). This trigonometric polynomial is concep-
tually similar to q1(·). The difference is that in q1(·) we control the function values on T and the
derivatives on T are zero; in q2(·) we control the derivatives on T and the function values on T are
zero.
Specifically, on the point tj ∈ T , q2(·) is approximated by a linear function whose derivative is
controlled by the sign
s′j , sign
 ∑
m/N∈N (λhi,tj)
(m
N
− tj
)
hm
 , j = 1, . . . , S, (103)
as explained in Lemma 5 below.
Lemma 5. Set γ , ρ/λhi = λ2r−1hi /λ2rlo . Then, there exists a real-valued trigonometric polynomial
q2(·) that satisfies the following properties.
1. Frequency limitation to flo: q2(t) =
∑flo
k=−flo qˆ2,ke
−i2pikt for some qˆ2,k ∈ C.
2. Constrained derivative on T and controlled behavior near T : for all j = 1, . . . , S and all
τ ∈ N (λhi, tj), ∣∣q2(τ)− γs′j(τ − tj)∣∣ ≤ r2r+4cr+1u34 q0(τ), (104)
where s′j are defined
4 in (103).
3. Uniform confinement: ‖q2(·)‖∞ ≤ r2r+1cru56.
4. Boundedness far from T : for all τ ∈ F(λhi, T ),
|q2(τ)| ≤ r2r+2cru52q0(τ). (105)
The positive numerical constants cu34, cu56, and cu52 are defined in the proof below.
The proof of the lemma parallels that of Lemma 4 but contains some important differences; it
is given in Appendix B.
7 Stability estimates
In this section we use the dual trigonometric polynomials q0(·), q1(·), and q2(·) to prove Theorem 1.
We will use the fact that the high-resolution kernel khi(·) satisfies the following estimates:
N−1∑
n=0
∣∣∣k′hi( nN )∣∣∣ ≤ c′kλhi , (106)
1
2
N−1∑
n=0
sup
u∈N (λhi,n/N)
∣∣k′′hi(u)∣∣ ≤ c′′kλ2hi , (107)
where c′k, c
′′
k are positive numerical constants. The bounds are proven in Appendix D.
We will use the following shorthand notations:
Nhi , ∪t∈TN (λhi, t),
Fhi , T \ Nhi.
4The lemma is valid for arbitrary sign pattern, we formulate it for the sign pattern defined in (103) for concreteness.
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7.1 Basic estimates
We begin by decomposing the error ‖khi ?(xˆ− x)‖1 into a sum of simpler terms; each of the terms
will then be upper-bounded separately:
‖khi ?(xˆ− x)‖1 =
N−1∑
n=0
∣∣∣∣∣
N−1∑
m=0
khi
(
n−m
N
)
hm
∣∣∣∣∣
≤
N−1∑
n=0
∣∣∣∣∣∣
∑
m/N∈Fhi
khi
(
n−m
N
)
hm
∣∣∣∣∣∣+
N−1∑
n=0
∣∣∣∣∣∣
∑
m/N∈Nhi
khi
(
n−m
N
)
hm
∣∣∣∣∣∣. (108)
The first term in (108) can be written as follows:
N−1∑
n=0
∣∣∣∣∣∣
∑
m/N∈Fhi
khi
(
n−m
N
)
hm
∣∣∣∣∣∣ (a)=
∑
m/N∈Fhi
(
N−1∑
n=0
khi
(
n−m
N
))
hm
(b)
=
∑
m/N∈Fhi
(
N−1∑
n=0
khi
( n
N
))
hm
(c)
=
∑
m/N∈Fhi
hm︸ ︷︷ ︸
A0
. (109)
Above, (a) follows because hm ≥ 0 for m/N ∈ Fhi and khi(·) ≥ 0; (b) follows by periodicity of
khi(·); (c) follows by (8).
The second term in (108) can be upper-bounded as follows:
N−1∑
n=0
∣∣∣∣∣∣
∑
m/N∈Nhi
khi
(
n−m
N
)
hm
∣∣∣∣∣∣ (a)=
N−1∑
n=0
∣∣∣∣∣∣
S∑
j=1
∑
m/N∈N (λhi,tj)
khi
(
n−m
N
)
hm
∣∣∣∣∣∣
(b)
≤
N−1∑
n=0
S∑
j=1
∣∣∣∣∣∣
∑
m/N∈N (λhi,tj)
khi
(
n−m
N
)
hm
∣∣∣∣∣∣︸ ︷︷ ︸
B
. (110)
Above, (a) follows because the sets N (λhi, tj) do not intersect; (b) follows by the triangle inequality.
To upper-bound B in (110) we will use that for all τ ∈ N (λhi, tj) ∩ T and all t ∈ T,∣∣khi(t− τ)− khi(t− tj)− k′hi(t− tj)(tj − τ)∣∣ ≤ sup
u∈N (λhi,t−tj)
1
2
∣∣k′′hi(u)∣∣(tj − τ)2. (111)
The inequality follows by expanding khi(t− τ) in Taylor series in τ around τ = tj up to first order
and writing the remainder in Lagrange form. We have:
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∣∣∣∣∣∣
∑
m/N∈N (λhi,tj)
khi
(
n−m
N
)
hm
∣∣∣∣∣∣
(a)
≤
∣∣∣∣∣∣
∑
m/N∈N (λhi,tj)
khi
( n
N
− tj
)
hm
∣∣∣∣∣∣+
∣∣∣∣∣∣
∑
m/N∈N (λhi,tj)
k′hi
( n
N
− tj
)(
tj − m
N
)
hm
∣∣∣∣∣∣
+
∑
m/N∈N (λhi,tj)
∣∣∣∣khi(n−mN
)
− khi
( n
N
− tj
)
− k′hi
( n
N
− tj
)(
tj − m
N
)∣∣∣∣|hm|
(b)
≤ khi
( n
N
− tj
) ∣∣∣∣∣∣
∑
m/N∈N (λhi,tj)
hm
∣∣∣∣∣∣+
∣∣∣k′hi( nN − tj)∣∣∣
∣∣∣∣∣∣
∑
m/N∈N (λhi,tj)
(
tj − m
N
)
hm
∣∣∣∣∣∣
+
∑
m/N∈N (λhi,tj)
sup
u∈N (λhi,n/N−tj)
1
2
∣∣k′′hi(u)∣∣(tj − mN )2 |hm|. (112)
Above, (a) follows by adding and subtracting the corresponding terms and applying the triangle
inequality; (b) follows by (111) with t = n/N and τ = m/N and because khi(·) ≥ 0.
Using (112) we can upper-bound B in (110) as follows
B ≤
S∑
j=1
(
N−1∑
n=0
khi
( n
N
− tj
)) ∣∣∣∣∣∣
∑
m/N∈N (λhi,tj)
hm
∣∣∣∣∣∣
+
S∑
j=1
(
N−1∑
n=0
∣∣∣k′hi( nN − tj)∣∣∣
) ∣∣∣∣∣∣
∑
m/N∈N (λhi,tj)
(
tj − m
N
)
hm
∣∣∣∣∣∣
+
S∑
j=1
N−1∑
n=0
sup
u∈N (λhi,n/N−tj)
1
2
∣∣k′′hi(u)∣∣ ∑
m/N∈N (λhi,tj)
(
tj − m
N
)2 |hm|
(a)
=
(
N−1∑
n=0
khi
( n
N
)) S∑
j=1
∣∣∣∣∣∣
∑
m/N∈N (λhi,tj)
hm
∣∣∣∣∣∣
+
(
N−1∑
n=0
∣∣∣k′hi( nN )∣∣∣
)
S∑
j=1
∣∣∣∣∣∣
∑
m/N∈N (λhi,tj)
(
tj − m
N
)
hm
∣∣∣∣∣∣
+
(
N−1∑
n=0
sup
u∈N (λhi,n/N)
1
2
∣∣k′′hi(u)∣∣
)
S∑
j=1
∑
m/N∈N (λhi,tj)
(
tj − m
N
)2 |hm|
(b)
≤
S∑
j=1
∣∣∣∣∣∣
∑
m/N∈N (λhi,tj)
hm
∣∣∣∣∣∣︸ ︷︷ ︸
A1
+ c′k
1
λhi
S∑
j=1
∣∣∣∣∣∣
∑
m/N∈N (λhi,tj)
(
tj − m
N
)
hm
∣∣∣∣∣∣︸ ︷︷ ︸
A2
+ c′′k
1
λ2hi
S∑
j=1
∑
m/N∈N (λhi,tj)
(
tj − m
N
)2 |hm|︸ ︷︷ ︸
A3
. (113)
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Above, (a) follows by periodicity of khi(·); (b) follows by (8), (106), (107).
To complete the proof of Theorem 1, it remains to upper-bound each of the terms A0, A1, A2,
and A3 by ∼ C(r)SRF2r‖z‖1. To do this we will use extended duality arguments that will rely on
the trigonometric polynomials q0(·), q1(·), and q2(·).
7.2 Upper bound on A0
In this section we use the trigonometric polynomial q0(·) constructed in Lemma 3 to upper-
bound A0. Let
q0 = [q00, . . . , q
0
N−1]
T , [q0(l/N) : l ∈ [0 : N − 1]]T
be the vector that consists of the samples of q0(·).
On the one hand,
〈
q0,h
〉 (a)
=
〈
Qq0,h
〉 (b)
=
〈
q0,Qh
〉 (c)≤ ‖q0‖∞‖Qh‖1 (d)≤ ‖Qxˆ− s + s−Qx‖1
(e)
≤ ‖Qxˆ− s‖1 + ‖s−Qx‖1
(f)
≤ 2‖z‖1. (114)
Above, (a) follows because by Lemma 3, Property 1, q0(·) is frequency-limited to flo, and, therefore,
the vector of its samples is also frequency limited (in discrete sense) so that q0 = Qq0; (b) follows
because Q is self-adjoint; (c) follows by Cauchy-Schwartz inequality; (d) follows by Lemma 3,
Property 3; (e) follows by the triangle inequality; (f) follows since (CVX) implies ‖Qxˆ − s‖1 ≤
‖Qx− s‖1 and, by assumption, s = Qx + z.
On the other hand,
〈
q0,h
〉 (a)
=
N−1∑
m=0
q0m|hm|
(b)
≥
∑
m/N∈Fhi
q0m|hm|
(c)
≥ crl
λ2rhi
(rλlo)2r
∑
m/N∈Fhi
|hm|. (115)
Above, (a) follows because, by construction, q0(t) = 0 for all t ∈ T , which means that hm < 0
implies q0m = q0(m/N) = 0, so that q
0
mhm ≥ 0 for m = 0, . . . , N − 1; (b) follows because all terms
in the sum are nonnegative; (c) follows from Lemma 3, Property 6. From (114) and (115), we
conclude that
A0 =
∑
m/N∈Fhi
|hm| ≤ r
2r
crl
SRF2r‖z‖1, (116)
where the equality follows because hm ≥ 0 for m/N ∈ Fhi and we remind the reader that cl < 1.
7.3 Upper bound on A3
In this section we use q0 to upper-bound A3. We have,
2‖z‖1
(a)
≥
N−1∑
m=0
q0m|hm|
(b)
≥
S∑
j=1
∑
m/N∈N (λhi,tj)
q0m|hm|
(c)
≥
S∑
j=1
∑
m/N∈N (λhi,tj)
crl2
(tj −m/N)2λ2(r−1)hi
(rλlo)2r
|hm|.
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Above, (a) follows from (114) because q0mhm ≥ 0 for m = 0, . . . , N − 1; (b) follows because the
sets N (λhi, tj) do not intersect since the elements of T are separated by at least 2λhi; (c) follows
from (17). Hence,
A3 =
1
λ2hi
S∑
j=1
∑
m/N∈N (λhi,tj)
(
tj − m
N
)2 |hm| ≤ r2r
crl2
SRF2r2‖z‖1 (117)
and we remind the reader that cl2 < 1.
7.4 Upper bound on A1
In this section we use trigonometric polynomial q1(·) constructed in Lemma 4 to upper-bound A1.
Set
q1 = [q10, . . . , q
1
N−1]
T , [q1(l/N) : l ∈ [0 : N − 1]]T.
We now proceed as follows:
A1 =
S∑
j=1
∣∣∣∣∣∣
∑
m/N∈N (λhi,tj)
hm
∣∣∣∣∣∣ (a)= 2ρ
S∑
j=1
∑
m/N∈N (λhi,tj)
ρsj
2
hm
(b)
=
2
ρ
∣∣∣∣∣∣
S∑
j=1
∑
m/N∈N (λhi,tj)
(ρsj
2
− q1m
)
hm +
S∑
j=1
∑
m/N∈N (λhi,tj)
q1mhm
∣∣∣∣∣∣
(c)
≤ 2
ρ
S∑
j=1
∑
m/N∈N (λhi,tj)
∣∣∣ρsj
2
− q1m
∣∣∣|hm|︸ ︷︷ ︸
A11
+
2
ρ
∣∣∣∣∣∣
∑
m/N∈Nhi
q1mhm
∣∣∣∣∣∣︸ ︷︷ ︸
A12
. (118)
Above, (a) follows by (26); (b) follows by adding and subtracting the corresponding term and
because the expression in (a) is nonnegative; (c) follows by the triangle inequality and because the
sets N (λhi, tj) do not intersect since the elements of T are separated by at least 2λhi. Next, we
upper-bound the terms A11 and A12 separately.
The first term in (118), A11, can be upper-bounded as follows:
A11
(a)
≤ r2r+4cr+1u27
∑
m/N∈Nhi
q0m|hm|
(b)
= r2r+4cr+1u27
∑
m/N∈Nhi
q0mhm
(c)
≤ r2r+4cr+1u27
N−1∑
m=0
q0mhm
(d)
≤ r2r+42cr+1u27 ‖z‖1. (119)
Above, (a) follows by (27) and because the sets N (λhi, tj) do not intersect; (b) follows because
hm < 0 implies q
0
m = 0; (c) follows because q
0
mhm ≥ 0 for m = 0, . . . , N − 1; (d) follows by (114).
Following exactly the same steps as in (114), changing q0m to q
1
m, and using in step (d) that by
Lemma 4, Property 3, ‖q1‖∞ ≤ r2r+1cru55, we obtain:∣∣∣∣∣
N−1∑
m=0
q1mhm
∣∣∣∣∣ ≤ 2r2r+1cru55‖z‖1. (120)
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Using this, the second term in (118), A12, can be upper-bounded as follows
A12
(a)
≤
∣∣∣∣∣
N−1∑
m=0
q1mhm
∣∣∣∣∣+
∣∣∣∣∣∣
∑
m/N∈Fhi
q1mhm
∣∣∣∣∣∣
(b)
≤ 2r2r+1cru55‖z‖1 +
∑
m/N∈Fhi
∣∣q1m∣∣|hm|
(c)
≤ 2r2r+1cru55‖z‖1 + r2r+2cru29
∑
m/N∈Fhi
q0m|hm|
(d)
= 2r2r+1cru55‖z‖1 + r2r+2cru29
∑
m/N∈Fhi
q0mhm
(e)
≤ 4r2r+2cru57‖z‖1. (121)
Above, (a) follow by the triangle inequality and because Fhi is complementary to Nhi; (b) follow
by (120) and by the triangle inequality; (c) follow by (28); (d) follows because hm > 0 for m/N ∈
Fhi; (e) follows by (114) because q0mhm ≥ 0 for m = 0, . . . , N − 1, because cu29 > 1, and by
defining cu57 , max(cu55, cu29).
Substituting (119) and (121) into (118), using that 1/ρ = SRF2r, we finally obtain
A1 =
S∑
j=1
∣∣∣∣∣∣
∑
m/N∈N (λhi,tj)
hm
∣∣∣∣∣∣ ≤ r2r+4cr+1u53 SRF2r‖z‖1, (122)
where we defined cu53 , 12 max(cu27, cu57).
7.5 Upper bound on A2
In this section we use trigonometric polynomial q2(·) to upper-bound A2. Set
q2 = [q20, . . . , q
2
N−1]
T , [q2(l/N) : l ∈ [0 : N − 1]]T.
We now proceed as follows:
A2 =
1
λhi
S∑
j=1
∣∣∣∣∣∣
∑
m/N∈N (λhi,tj)
(m
N
− tj
)
hm
∣∣∣∣∣∣
(a)
=
1
ρ
S∑
j=1
∑
m/N∈N (λhi,tj)
γs′j
(m
N
− tj
)
hm
(b)
=
1
ρ
∣∣∣∣∣∣
S∑
j=1
∑
m/N∈N (λhi,tj)
(
γs′j
(m
N
− tj
)
− q2m
)
hm +
S∑
j=1
∑
m/N∈N (λhi,tj)
q2mhm
∣∣∣∣∣∣
(c)
≤ 1
ρ
S∑
j=1
∑
m/N∈N (λhi,tj)
∣∣∣γs′j (mN − tj)− q2m∣∣∣|hm|︸ ︷︷ ︸
A21
+
1
ρ
∣∣∣∣∣∣
∑
m/N∈Nhi
q2mhm
∣∣∣∣∣∣︸ ︷︷ ︸
A22
. (123)
Above, (a) follows by (103) and because γ = ρ/λhi; (b) follows by adding and subtracting the
corresponding term and because the expression in (a) is nonnegative; (c) follows by the triangle
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inequality and because the sets N (λhi, tj) do not intersect. Next, we upper-bound the terms A21
and A22 separately.
The first term in (123), A21, can be upper-bounded as follows
A21
(a)
≤ r2r+4cr+1u34
∑
m/N∈Nhi
q0m|hm|
(b)
= r2r+4cr+1u34
∑
m/N∈Nhi
q0mhm
(c)
≤ r2r+4cr+1u34
N−1∑
m=0
q0mhm
(d)
≤ 2r2r+4cr+1u34 ‖z‖1. (124)
Above, (a) follows by (104) and because the sets N (λhi, tj) do not intersect; (b) follows because
hm < 0 implies q
0
m = 0; (c) follows because q
0
mhm ≥ 0 for m = 0, . . . , N − 1; (d) follows by (114).
Following exactly the same steps as in (114), changing q0m to q
2
m, and using that by Lemma 5,
Property 3, ‖q2‖∞ ≤ r2r+1cru56, we obtain:∣∣∣∣∣
N−1∑
m=0
q2mhm
∣∣∣∣∣ ≤ 2r2r+1cru56‖z‖1. (125)
Using this, the second term in (123), A22, can be upper-bounded as follows
A22
(a)
≤
∣∣∣∣∣
N−1∑
m=0
q2mhm
∣∣∣∣∣+
∣∣∣∣∣∣
∑
m/N∈Fhi
q2mhm
∣∣∣∣∣∣
(b)
≤ 2r2r+1cru56‖z‖1 +
∑
m/N∈Fhi
∣∣q2m∣∣|hm|
(c)
≤ 2r2r+1cru56‖z‖1 + r2r+2cru52
∑
m/N∈Fhi
q0m|hm|
(d)
= 2r2r+1cru56‖z‖1 + r2r+2cru52
∑
m/N∈Fhi
q0mhm
(e)
≤ 4r2r+2cru58‖z‖1. (126)
Above, (a) follow by the triangle inequality and because Fhi is complementary to Nhi; (b) follow
by (125) and by the triangle inequality; (c) follow by (105); (d) follows because hm > 0 for
m/N ∈ Fhi; (e) follows by (114) because q0mhm ≥ 0 for m = 0, . . . , N − 1, because cu52 > 1, and by
defining cu58 , max(cu56, cu52).
Substituting (124) and (126) into (123), using that 1/ρ = SRF2r, we finally obtain:
A2 =
1
λhi
S∑
j=1
∣∣∣∣∣∣
∑
m/N∈N (λhi,tj)
hm
∣∣∣∣∣∣ ≤ r2r+4cr+1u54 SRF2r‖z‖1, (127)
where we defined cu54 , 6 max(cu34, cu58).
7.6 Putting pieces together
Substituting (116) into (109); substituting (117), (122), (127) into (113) and the result into (110);
then, substituting (109) and (110) into (108), and defining
c , 4 max(1/cl, c′′k/cl2, cu53, c′kcu54) (128)
we obtain the desired bound (9) and complete the proof of Theorem 1.
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8 Connection to Bernstein theorem
The famous Bernstein theorem states the following [46, Ch. 4, eq. (1.1)].
Theorem 2 (Bernstein). Consider a trigonometric polynomial frequency-limited to fc: q(t) =∑fc
k=−fc qˆke
−i2pikt. Then,
‖q′(·)‖∞ ≤ 2pifc‖q(·)‖∞. (129)
In other words, if a trigonometric polynomial is uniformly bounded, its derivative cannot be
too large anywhere.
Bernstein theorem helped us construct trigonometric polynomials q0(·), q1(·), and q2(·) with the
required properties by telling us what may be achievable and what is forbidden. We now describe
these connections to provide more intuition about our constructions.
Independent control. Consider q(·) = qλc,V,{fj},{dj}(·) in Figure 4. Since we require ‖q(·)‖∞ ≤
cu0, then, by Bernstein theorem, ‖q′(·)‖∞ ≤ 2picu0fc. Suppose, q(v1) = 0. How large q(v2) may
possibly be? Since ‖q′(·)‖∞ ≤ 2picu0fc, we must have q(v2) ≤ 2picu0(v2 − v1)fc. Now, if the points
v1 and v2 are well-separated, i.e., if v2 − v1 is order λc, Bernstein theorem puts no restrictions on
q(v2). However, if v2 − v1  λc, then
∣∣q(v1)− q(v2)∣∣ ≤ 2picu0(v2 − v1)fc  1. Generalizing: it may
be possible to independently control q(v1) and q(v2) only if the points v1 and v2 are well-separated.
This is the reason why q0(·), q1(·), and q2(·) are constructed in an interlaced way. We control the
building blocks on sets of interlaced points that are well-separated, then we multiply the resulting
trigonometric polynomials. See (21) and Figure 6 for an easy example of interlacing; see (35), (36),
Figure 8, and Figure 9 for a more sophisticated example of interlacing.
For readers familiar with using `1-minimization for super-resolution of real-valued (spikes may be
positive and negative) and complex-valued signals [7]: Bernstein theorem is responsible for the fact
that `1-minimization fails when the spikes are not well-separated (closer than λlo to one another).
The dual certificate in the real-valued case is a trigonometric polynomial q(·) with ‖q(·)‖∞ ≤ 1
that interpolates the sign of the spikes in the signal. If, say q(v1) = −1, and v2− v1  λc, it is not
possible that q(v2) = +1 because ‖q′(·)‖∞ ≤ 2pifc. The required dual trigonometric polynomial
does not exist and the algorithm fails.
In contrast to the real-valued case, consider our trigonometric polynomial q1(·), displayed in
Figure 7. Here, we interpolate the sign of the sequence s1, s2, s3, s4 at a set of points t1, t2, t3, t4 that
are not well-separated. How is that possible? The difference is that we interpolate the sign sequence
at a low level ρ = (λhi/λlo)
2r  1, i.e., we interpolate the points siρ/2, and not the points si. The
transitions q1(·) needs to make between the points, are small; for example
∣∣q1(t3)− q1(t4)∣∣ = ρ 1
and this is not disallowed by Bernstein theorem.
High curvature. As should be clear by now, the curvature of the building block qλc,V(·) in the
vicinity of its zeros expressed by (13) (see also the sections marked in red in Figure 4a) determines
the noise amplification in our bounds. How curvy can qλc,V(·) possibly be? Since ‖qλc,V(·)‖∞ ≤ 1,
applying Bernstein theorem twice, we conclude that the second derivative must satisfy ‖q′′λc,V(·)‖∞ ≤
4pi2f2c . Therefore, for v ∈ V, it must hold that qλc,V(v − τ) ≤ 2pi2(v − τ)2/λ2c . We conclude that
the curvature of qλc,V(·) in (13) depends on λc in an optimal way (up to a constant). This leads to
the near-optimal stability estimate in Theorem 1.
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9 Conclusion
When a signal is positive and Rayleigh-regular, then linear programming solves the super-resolution
problem with near-optimal worst-case performance. This result holds independently on how fine
the discretization grid is, approximating the continuum arbitrarily closely. The proof relies on new
trigonometric interpolation constructions; the underlying ideas might be useful for other problems.
Finding an efficient algorithm that solves the same problem with a near-optimal worst-case
performance for complex-valued signals is still an open problem. Despite recent work that derives
stability estimates for MUSIC and ESPRIT algorithms in certain cases, the question of how far are
these algorithms from the optimal performance is not yet answered completely.
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A Proof of Lemma 2
Let
g(t) ,
[
sin(pi(fc/2 + 1)t)
(fc/2 + 1) sin(pit)
]4
and set
q(t) ,
V∑
j=1
αjg(t− vj) + βjg′(t− vj),
where {αj}Vj=1 and {βj}Vj=1 are free coefficients that will be determined in the following. Because
g(·) is frequency-limited to [−fc, fc] [cf. (7), (196)], q(·) satisfies Property 1. Note,
q′(t) =
V∑
j=1
αjg
′(t− vj) + βjg′′(t− vj).
Define matrices D0,D1,D2 ∈ RV×V with the elements
[D0]jk = g(vj − vk), [D1]jk = g′(vj − vk), [D2]jk = g′′(vj − vk).
To satisfy the interpolation constraints in Property 2 we define α = [α1, . . . , αV ]T, β = [β1, . . . , βV ]T,
f = [f1, . . . , fV ]
T, d = [d1, . . . , dV ]
T, demand[
D0 D1
D1 D2
]
︸ ︷︷ ︸
D
[
α
β
]
=
[
f
d
]
and solve for α and β. It can be verified that D0 and D2 are both invertible; the corresponding
Schur complements
E = D2 −D1D−10 D1
F = D0 −D1D−12 D1
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are well defined and are also both invertible (see [7, Sec. 2.3.1, pp. 925–926], [6, App. B, p. 1249] for
the relevant results). Therefore, D is invertible and the inverse can be written as [47, Sec. 9.11.3.(2)]
D−1 =
[
F−1 −D−10 D1E−1
−D−12 D1F−1 E−1
]
.
We know (see [7, Sec. 2.3.1, pp. 925–926], [6, App. B, p. 1249]):
‖D1‖∞ ≤ c˜1
λc
, (130)
‖D−10 ‖∞ ≤
1
1− c˜0 = c¯0, (131)
‖E−1‖∞ ≤
(
pi2fc(fc + 4)
3
−
(
c˜2 +
c˜21
1− c˜0
)
f2c
)−1
≤ c¯Eλ2c , (132)
‖F−1‖∞ ≤ c¯F , (133)
‖D−12 ‖∞ ≤ c¯2λ2c .
Above, ‖A‖∞ is the infinity norm of a matrix defined as
‖A‖∞ = max‖y‖∞=1‖Ay‖∞ = maxi
∑
j
|aij |
and
c˜0 ≤ 0.007, c˜1 ≤ 0.08, c˜2 ≤ 1.06,
c¯0 ≤ 1.008, c¯E ≤ 0.47, c¯2 ≤ 0.43, c¯F ≤ 1.009.
Now we have
‖α‖∞ = ‖F−1f −D−10 D1E−1d‖∞
≤ ‖F−1f‖∞ + ‖D−10 D1E−1d‖∞
≤ ‖F−1‖∞‖f‖∞ + ‖D−10 D1E−1‖∞‖d‖∞
(a)
≤ ‖F−1‖∞ + 1
λc
‖D−10 ‖∞‖D1‖∞‖E−1‖∞
(b)
≤ c¯F + c¯0c˜1c¯E , cα.
Above, (a) follows because
∣∣fj∣∣ ≤ 1 and ∣∣dj∣∣ ≤ 1/λc for all j = 1, . . . V ; (b) follows by (130), (131),
(132), and (133); and cα can be upper-bounded as cα ≤ 1.05. Similarly,
‖β‖∞ = ‖−D−12 D1F−1f + E−1d‖∞
≤ ‖−D−12 D1F−1f‖∞ + ‖E−1d‖∞
≤ ‖−D−12 D1F−1‖∞‖f‖∞ + ‖E−1‖∞‖d‖∞
≤ ‖D−12 ‖∞‖D1‖∞‖F−1‖∞ +
1
λc
‖E−1‖∞
≤ cβλc
with cβ , c¯2c˜1c¯F + c¯E that can be upper-bounded as cβ ≤ 0.51.
The following lemma, proven in the end of this section, records bounds on
∑V
j=1
∣∣g(l)(t− vj)∣∣,
l = 0, 1.
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Lemma 6. The following estimates hold:
V∑
j=1
|g(t− vj)| ≤ cs0,
V∑
j=1
∣∣g′(t− vj)∣∣ ≤ cs1/λc,
where cs0, cs1 are positive numerical constants defined in the proof of the lemma below.
Using the bounds we obtain the required estimates as follows. Observe,
|q(t)| =
∣∣∣∣∣∣
V∑
j=1
αjg(t− vj) + βjg′(t− vj)
∣∣∣∣∣∣
≤ ‖α‖∞
V∑
j=1
|g(t− vj)|︸ ︷︷ ︸
≤cs0
+‖β‖∞
V∑
j=1
∣∣g′(t− vj)∣∣︸ ︷︷ ︸
≤cs1/λc
≤ cαcs0 + cβcs1 , cu0. (134)
This proves Property 3. Property 4 in the lemma follows from (134) by (129) [Bernstein theorem],
using that q′(t) is also a trigonometric polynomial frequency-limited to fc:∣∣q′(t)∣∣ ≤ cu1fc, cu1 , 2picu0. (135)
In turn, Property 5 follows from (135) by (129) [Bernstein theorem], using that q′′(t) is also a
trigonometric polynomial frequency-limited to fc:∣∣q′′(t)∣∣ ≤ cu2f2c , cu2 , 4pi2cu0.
This completes the proof of Lemma 2.
Proof of Lemma 6. For all t ∈ [−1/2, 1/2], we have the following bounds [7, Sec. 2.3.2, p. 928]:
|g(t)| ≤ 1, (136)∣∣g′(t)∣∣ ≤ pi2
3
fc(fc + 4)|t|. (137)
For all t with λc/2 ≤
∣∣t∣∣ ≤ 1/2 and l = 0, 1, by inspection it follows from [7, Lm. 2.6] that the
following bound holds: ∣∣∣g(l)(t)∣∣∣ ≤ pilclg
(fc + 2)4−lt4
(138)
with c0g , 1, c1g , 6. [To obtain this result from [7, Lm. 2.6], observe that, in the terminology of [7],
for all t with λc/2 ≤
∣∣t∣∣ ≤ √2/pi, b(t) < 2a(t) and a(t) < 1.]
Define ukj , t − vj , ordered in such a way that
∣∣u1∣∣ < . . . < ∣∣uV ∣∣. Since {v1, v1, . . . , vV } ∈
R(κλc, 1), we have
|u2j | > λcκ(j − 1) and |u2j−1| > λcκ(j − 1), for j ≥ 2, (139)
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and also,
|uj | > λc
2
κj, for j > 1. (140)
First,
V∑
j=1
|g(t− vj)| =
V∑
j=1
|g(uj)|
(a)
≤ 2 + 1
(fc + 2)4
V∑
j=3
1
u4j
(b)
≤ 2 + 2
(fc + 2)4
dV/2e∑
j=1
1
(λcκj)4
≤ 2 + 1
f4c
2
(λcκ)4
∞∑
j=1
1
j4
(c)
≤ 2 + 2
κ4
4
3
(d)
≤ cs0.
Above, in (a) we used (136) to bound the terms for j = 1, 2 and used (138) to bounds the terms
for j > 2 [(138) is applicable because u3 > λcκ/2 > λc/2 since κ = 1.87 ]; in (b) we used (139); in
(c) we used
∞∑
j=1
1
j4
=
pi2
90
≤ 4
3
;
and in (d) we defined cs0 , 2.22.
Second,
V∑
j=1
∣∣g′(t− vj)∣∣ = ∣∣g′(u1)∣∣+ V∑
j=2
∣∣g′(uj)∣∣
(a)
≤ pi
2
3
fc(fc + 4)
λc
2
κ+
1
(fc + 2)3
6pi
((λc/2)κ)4
+
V∑
j=2
∣∣g′(uj)∣∣
(b)
≤ pi
2
3
fc(fc + 4)
λc
2
κ+
1
(fc + 2)3
6pi
((λc/2)κ)4
+
1
(fc + 2)3
V∑
j=2
6pi
u4j
(c)
≤ pi
2
3
fc(fc + 4)
λc
2
κ+
1
(fc + 2)3
V∑
j=1
6pi
((λc/2)κj)4
≤ pi
2
6
(fc + 4)κ+
6pi
f3c
24
(λcκ)4
∞∑
j=1
1
j4
(d)
≤ pi
2
6
(fc + 4)κ+ 35fc ≤ 12.4 + 38.1fc
(e)
≤ cs1fc.
Above, in (a) we used that if
∣∣u1∣∣ < λcκ/2, then ∣∣g′(u1)∣∣ < (pi2/3)fc(fc + 4)λcκ/2 by (137) and
otherwise
∣∣g′(u1)∣∣ < 6pi/[(fc + 2)3((λc/2)κ)4] by (138); in (b) we used (138), which is applicable
because
∣∣uj∣∣ > λcκ > λc/2 by (140); in (c) we used (140); in (d) we used ∑∞j=1 1/j4 < 4/3; in (e)
we used that fc > 128 and defined cs1 , 38.2.
47
B Proof of Lemma 5
B.1 Construction
We first describe how the trigonometric polynomial q2(·) is constructed. In Sections B.2–B.5, we
prove that the construction is valid and that it satisfies the required Properties 1–4.
Recall, T = {t1, . . . , tS} is defined in (12) and, as before, define Tk, k = 1, . . . , r, as in (20);
remember that T = T1 ∪ . . . ∪ Tr and Tk ∈ R(κλlor, 1).
We will construct the trigonometric polynomial q2(·) as a (shifted) sum of r trigonometric
polynomials {φk(·)}rk=1:
q2(t) =
r∑
k=1
φk(t)− ρ. (141)
Note that we are overloading the notations here and φk(·) in this sections are different from φk(·)
in Section 6.3.1. Each of the trigonometric polynomials {φk(·)}rk=1 is frequency-limited to flo,
φk(t) =
flo∑
l=−flo
φˆk,le
−i2pilt for some φˆk,l ∈ C (142)
and is constructed separately to satisfy the following interpolation constraints on T :
φk(tl) =
{
ρ, if tl ∈ Tk,
0, if tl ∈ T ck , T \ Tk,
(143)
φ′k(tl) =
{
γs′l, if tl ∈ Tk,
0, if tl ∈ T ck .
(144)
Constraints (143), (144), and definition (141) guarantee, for all l = 1, . . . , S,
q2(tl) = 0, (145)
q′2(tl) = γs
′
l. (146)
To develop intuition about our construction, observe that (142) and (141) guarantee that Prop-
erty 1 is satisfied. Further, observe that interpolation constraints (145) and (146) are needed
for (104) to hold because q0(t) = q
′
0(t) = 0 for all t ∈ T .
Next, we explain how to construct the trigonometric polynomials φk(·), k = 1, . . . , r. The idea
is to construct φk(·) as a product of two trigonometric polynomials:
φk(t) , φ0,k(t)× φ+,k(t). (147)
The first term in the product is defined as
φ0,k(t) ,
∏
l 6=k
qrλlo,Tl(t), (148)
where qrλlo,Tl(·), l = 1, . . . , r are the trigonometric polynomials constructed via Lemma 1 with
λc = rλlo and V = Tl ∈ R(κλlor, 1). The second term,
φ+,k(t) , r2rcru31qrλlo,Tk,{fj},{dj}(t) (149)
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is a (rescaled) trigonometric polynomial qrλlo,Tk,{fj},{dj}(·) constructed via Lemma 2 with λc = rλlo,
and V = Tk ∈ R(κλlor, 1) and cu31 is a positive numerical constant defined in (160) below. Further,
the function-values and derivatives of qrλlo,Tk,{fj},{dj}(·) are constrained on Tk so that φ+,k(·) satisfies
the following:
φ+,k(t) = ρ
1
φ0,k(t)
, for all t ∈ Tk, (150)
φ′+,k(tl) = −ρ
φ′0,k(tl)
φ20,k(tl)
+
γs′l
φ0,k(tl)
, for all tl ∈ Tk. (151)
Observe that φ0,k(·) in this section is identical to φ0,k(·) defined in Section 6.3.1 and, therefore,
satisfies all the properties derived in Section 6.3.2; φ+,k(·) in this section is different from φ+,k(·)
in Section 6.3.1 and the notation is overloaded.
We will prove in Section B.2 below, that this specification is valid, in the sense that the cor-
responding function values and derivatives of qrλlo,Tk,{fj},{dj}(·) on Tk satisfy requirements (15) of
Lemma 2.
It follows from (147), (148), (150), Lemma 1, Properties 2, 4, and 5, that the interpolation
constraint (143) is satisfied:
φk(t) = φ0,k(t)φ+,k(t) = ρ, for all t ∈ Tk,
φk(t) = φ0,k(t)︸ ︷︷ ︸
0
φ+,k(t) = 0, for all t ∈ T ck .
Next, by (147),
φ′k(t) = φ
′
0,k(t)φ+,k(t) + φ0,k(t)φ
′
+,k(t).
Therefore, by (150) and (151),
φ′k(tl) = φ
′
0,k(tl)φ+,k(tl) + φ0,k(tl)φ
′
+,k(tl)
= φ′0,k(tl)ρ
1
φ0,k(tl)
+ φ0,k(tl)
(
−ρφ
′
0,k(tl)
φ20,k(tl)
+
γs′l
φ0,k(tl)
)
= γs′l,
for all tl ∈ Tk. Further, by (148), Lemma 1, Property 2,
φ′k(t) = φ
′
0,k(t)︸ ︷︷ ︸
0
φ+,k(t) + φ0,k(t)︸ ︷︷ ︸
0
φ′+,k(t) = 0,
for all t ∈ T ck . We conclude that the interpolation constraint (144) is satisfied.
Finally, (142) follows from (147) because φ0,k(·) in (148) is frequency-limited to (r − 1)/(λlor)
[Lemma 1, Property 1] and φ+,k(·) in (149) is frequency-limited to 1/(λlor) [Lemma 2, Property 1]
so that φk(·) is frequency-limited to (r − 1)/(λlor) + 1/(λlor) = 1/λlo = flo. Therefore, by (141),
q2(·) is also frequency-limited to flo, which proves Property 1.
B.2 Existence of φ+,k(·)
In this subsection, we check that trigonometric polynomial φ+,k(·) that satisfies (150) and (151)
can indeed be defined according to (149) with qrλlo,Tk,{fj},{dj}(·) constructed via Lemma 2 with
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λc = rλlo and V = Tk ∈ R(κλlor, 1). To this end, we need to show that the constraints on the
function values {fj} and on the derivatives {dj} that are implied by the constraints (150) and (151)
satisfy requirements (15) of Lemma 2.
First consider the case r = 1. As already discussed, in this case φ0,k(t) = 1 for all t, and,
therefore, φ′0,k(t) = 0 for all t. Plugging these values into (150) and (151) we see from (149) that
the requirements (15) of Lemma 2 are satisfied.
Next, consider the case r > 1.
To check that requirements (15) are satisfied for t ∈ Tk, we need to find upper bounds on∣∣φ+,k(t)∣∣ and on ∣∣φ′+,k(t)∣∣.
Take t ∈ Tk and observe:
|φ+,k(t)| (a)=
∣∣∣∣ρ 1φ0,k(t)
∣∣∣∣ (b)≤ λ2rhiλ2rlo 1λ2(r−1)hi
(rλlo)2(r−1)
1
cr−1l
(c)
≤ r2(r−1) 1
crl
λ2hi
λ2lo
(152)
≤ r2r 1
crl
. (153)
Above, (a) follows by (150); (b) follows by (47), which is valid because t ∈ Tk implies t ∈ F(λhi, T ck );
(c) follows because cl < 1.
Next, take t ∈ Tk and observe, according to (151),
∣∣φ′+,k(t)∣∣ ≤
∣∣∣∣∣ρφ′0,k(t)φ20,k(t)
∣∣∣∣∣+
∣∣∣∣ γφ0,k(t)
∣∣∣∣. (154)
The first term above can be upper-bounded following exactly the same steps that lead from (54)
to (60). This gives: ∣∣∣∣∣ρφ′0,k(t)φ20,k(t)
∣∣∣∣∣ ≤ r2r−1cru7λhiλ2lo . (155)
To upper-bound the second term in (154), consider two cases.
Case 1: t ∈ F(r∆λlo, T ck ). Then, by (44), φ0,k(t) ≥ cr−1l1 and, therefore,∣∣∣∣ γφ0,k(t)
∣∣∣∣ ≤ γcr−1l1 = 1cr−1l1 λ
2r−1
hi
λ2rlo
≤ r2r−1
(
1
c2l1
)r λhi
λ2lo
. (156)
Above, in the last (crude) inequality we used that cl1 < 1 and that λhi/λlo < 1.
Case 2: t ∈ N (r∆λlo, T ck ). In this case set {v1, . . . , vrˆ} , T ck ∩ N (r∆λlo, t) and note that
1 ≤ rˆ ≤ r − 1. Hence, by (40),
φ0,k(t) ≥ cr−1l2
∏rˆ
j=1(vj − t)2
(rλlo)2rˆ
≥ cr−1l2
λ2rˆhi
(rλlo)2rˆ
,
where we used that
∣∣vj − t∣∣ ≥ 2λhi for all j = 1, . . . , rˆ because all elements of T are separated by
at least 2λhi. Therefore,∣∣∣∣ γφ0,k(t)
∣∣∣∣ ≤ γcr−1l2 (rλlo)
2rˆ
λ2rˆhi
=
1
cr−1l2
λ2r−1hi
λ2rlo
(rλlo)
2rˆ
λ2rˆhi
≤ r2r−1
(
1
c2l2
)r λhi
λ2lo
. (157)
Above, in the last (crude) inequality we used that cl2 < 1, λhi/λlo < 1, and rˆ ≤ r − 1.
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Plugging (155), (156), and (157) into (154) we obtain∣∣φ′+,k(t)∣∣ ≤ r2r−1cru30λhiλ2lo (158)
≤ r2r−1cru30
1
λlo
, (159)
where we used that λhi/λlo < 1 and defined cu30 , 2 max(cu7, 1/c2l1, 1/c2l2).
It follows from (153) and (159) that the function values and the derivatives of qrλlo,Tk(t) =
φ+,k(t)/(r
2rcru31) with
cu31 , max(cu30, 1/cl) (160)
satisfy requirements (15) of Lemma 2 on Tk. We conclude that φ+,k(·) can indeed be defined
according to (149). According to Properties 3, 4, and 5 of Lemma 2, and (149), φ+,k(·) satisfies
the following properties:
‖φ+,k(·)‖∞ ≤ r2rcru31cu0, (161)
‖φ′+,k(·)‖∞ ≤ r2r−1cru31cu1
1
λlo
, (162)
‖φ′′+,k(·)‖∞ ≤ r2r−2cru31cu2
1
λ2lo
. (163)
B.3 Proof of property 2
Take j ∈ {1, . . . , S} and consider tj ∈ T . There exists a unique l ∈ {1, . . . , r} such that tj ∈ Tl.
We will show that for all τ ∈ N (λhi, tj)∣∣φl(τ)− ρ− γs′j(τ − tj)∣∣ ≤ r2r+3cr+1u44 q0(τ) (164)
and
|φk(τ)| ≤ r2r+3cr+1u50 q0(τ), for k ∈ {1, . . . , r}, k 6= l, (165)
where the positive numerical constants cu44 and cu50 are defined below.
From this we will conclude:
∣∣q2(τ)− γs′j(τ − tj)∣∣ =
∣∣∣∣∣
r∑
k=1
φk(τ)− ρ− γs′j(τ − tj)
∣∣∣∣∣
≤
r∑
k 6=l
|φk(τ)|+
∣∣φl(τ)− ρ− γs′j(τ − tj)∣∣
≤ r2r+4cr+1u34 q0(τ),
with cu34 , 2 max(cu44, cu50), as desired.
To prove (164) and (165) recall, by (143) and (144),
φl(τ)− ρ− γs′j(τ − tj)
∣∣
τ=tj
= 0 = q0(tj), (166)
d(φl(τ)− ρ− γs′j(τ − tj))
dτ
∣∣∣∣
τ=tj
= φ′l(tj)− γs′j = 0 = q′0(tj), (167)
φk(tj) = 0 = q0(tj) for k ∈ {1, . . . , r}, k 6= l, (168)
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φ′k(tj) = 0 = q
′
0(tj) for k ∈ {1, . . . , r}, k 6= l. (169)
Hence, in order to prove the bounds in (165) and (164), we will derive upper bounds on the second
derivatives
∣∣φ′′k(τ)∣∣, k ∈ {1, . . . , r}, valid for all τ ∈ N (λhi, tj), and use the Mean Value theorem
(see Theorem 3).
Taking the second derivative of (147) and applying the triangle inequality we find:∣∣φ′′k(τ)∣∣ ≤ ∣∣φ′′0,k(τ)∣∣|φ+,k(τ)|︸ ︷︷ ︸
E1(τ)
+2
∣∣φ′0,k(τ)∣∣∣∣φ′+,k(τ)∣∣︸ ︷︷ ︸
E2(τ)
+ |φ0,k(τ)|
∣∣φ′′+,k(τ)∣∣︸ ︷︷ ︸
E3(τ)
. (170)
In the derivation below we upper-bound the terms separately.
We will need the following notations. Set {vτ1 , . . . , vτrˆ } , N (r∆λlo, τ)∩T ck . Also, set {v1, . . . , vr˜} ,
N (r∆λlo−λhi, tj)∩T ck . Note that the set {v1, . . . , vr˜} does not depend on τ and also {v1, . . . , vr˜} ⊂
{vτ1 , . . . , vτrˆ } so that r˜ ≤ rˆ.
The remainder of the proof of Property 2 is organized as follows. First, consider the case tj ∈ Tk
and prove (164), next consider the case tj ∈ T ck and prove (165).
Proof of (164): case tj ∈ Tk.
Bounding E1(τ). By (195) [Mean Value theorem] and the triangle inequality we can write
|φ+,k(τ)| ≤ |φ+,k(tj)|+
∣∣φ′+,k(tj)∣∣|τ − tj |+ 12 ∣∣φ′′+,k(τm)∣∣(τ − tj)2
with τm ∈ (tj , τ). Next, we use (152) to upper-bound
∣∣φ+,k(tj)∣∣; use (158) to upper-bound ∣∣φ′+,k(tj)∣∣;
use (163) to upper-bound
∣∣φ′′+,k(τm)∣∣. With these estimates we can further upper-bound ∣∣φ+,k(τ)∣∣
as follows:
|φ+,k(τ)| ≤ r2r−1cru35
(
λ2hi
λ2lo
+
λhi
λ2lo
|τ − tj |+ 1
λ2lo
(τ − tj)2
)
≤ r2r−1cru36
λ2hi
λ2lo
. (171)
Above, we defined cu35 , max(1/cl, cu30, cu31cu2), cu36 , 3cu35, and used
∣∣τ − tj∣∣ ≤ λhi.
Assume r˜ ≥ 1 (the case r˜ = 0 will be treated separately below) so that rˆ ≥ 1 and τ ∈
N (r∆λlo, T ck ), which implies that
∣∣φ′′0,k(τ)∣∣ can be upper-bounded by (73).
Multiplying (171) and (73) and simplifying we obtain the following upper bound on E1:
E1(τ) =
∣∣φ′′0,k(τ)∣∣|φ+,k(τ)| (a)≤ r2r+1cr+1u37 ∏1≤l≤rˆ(vτl − τ)2(rλlo)2rˆ 1λ2lo
(b)
≤ r2r+1cr+1u37
∏
1≤l≤r˜(vl − τ)2
(rλlo)2r˜
1
λ2lo
. (172)
Above, in (a) we used (multiple times) the bound λhi ≤
∣∣vτl − τ ∣∣, which is true for all l ∈ {1, . . . , rˆ}
(follows because the elements of T are separated by at least 2λhi), used λhi/λlo < 1, and defined
cu37 , max(6cu3cu36, cu31cu0cu5); in (b) we used the fact that
∣∣vτl − τ ∣∣/(λlor) ≤ ∆ < 1 for all
l ∈ {1, . . . , rˆ}.
For the case r˜ = 0, the upper bound (74) also holds by (46) and (161).
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Bounding E2(τ). By (194) [Mean Value theorem] we can write∣∣φ′+,k(τ)∣∣ ≤ ∣∣φ′+,k(tj)∣∣+ ∣∣φ′′+,k(τm)∣∣|τ − tj |
with τm ∈ (tj , τ). Next, we use (158) to upper-bound
∣∣φ′+,k(tj)∣∣; use (163) to upper-bound∣∣φ′′+,k(τm)∣∣. With these estimates we can further upper-bound ∣∣φ′+,k(τ)∣∣ as follows:∣∣φ′+,k(τ)∣∣ ≤ r2r−1cru38(λhiλ2lo + 1λ2lo |τ − tj |
)
≤ r2r−1cru39
λhi
λ2lo
. (173)
Above, we defined cu38 , max(cu30, cu2cu31), cu39 , 2cu38, and used
∣∣τ − tj∣∣ ≤ λhi.
Assume r˜ ≥ 1 (the case r˜ = 0 will be treated separately below) so that rˆ ≥ 1 and τ ∈
N (r∆λlo, T ck ), which implies that
∣∣φ′0,k(t)∣∣ can be upper-bounded by (76). Multiplying (173)
and (76) and simplifying, we obtain the following upper bound on E2:
E2(τ) =
∣∣φ′0,k(τ)∣∣∣∣φ′+,k(τ)∣∣ (a)≤ r2rcru40∏1≤l≤rˆ(vτl − τ)2(rλlo)2rˆ 1λ2lo
(b)
≤ r2rcru40
∏
1≤l≤r˜(vl − τ)2
(rλlo)2r˜
1
λ2lo
. (174)
Above, in (a) we used the bound λhi ≤
∣∣vτl − τ ∣∣, which is true for all l ∈ {1, . . . , rˆ} (follows
because the elements of T are separated by at least 2λhi), used λhi/λlo < 1, and defined cu40 ,
max(2cu39cu3, 2picu31cu1); in (b) we use the fact that
∣∣vτl − τ ∣∣/(λlor) ≤ ∆ < 1 for all l ∈ {1, . . . , rˆ}.
For the case r˜ = 0, the upper bound (174) also holds by (45) and (162).
Bounding E3(τ). By (163), ∣∣φ′′+,k(τ)∣∣ ≤ r2r−2cru31cu2 1λ2lo . (175)
Assume r˜ ≥ 1 (the case r˜ = 0 will be treated separately below) so that rˆ ≥ 1 and τ ∈ N (r∆λlo, T ck ),
which implies that
∣∣φ0,k(τ)∣∣ can be upper-bounded by (79). Multiplying (175) and (79) and sim-
plifying, we obtain the following upper bound on E3:
E3(τ) = |φ0,k(τ)|
∣∣φ′′+,k(τ)∣∣ (a)≤ r2r−2cru41∏rˆl=1(vτl − τ)2(rλlo)2rˆ 1λ2lo
(b)
≤ r2r−2cru41
∏
1≤l≤r˜(vl − τ)2
(rλlo)2r˜
1
λ2lo
. (176)
Above, (a) we defined cu41 , cu31cu2cu; in (b) we use the fact that
∣∣vτl − τ ∣∣/(λlor) ≤ ∆ < 1 for all
l ∈ {1, . . . , rˆ}.
For the case r˜ = 0, the upper bound (176) also holds by (175) because by (148) and Lemma 1,
Property 3,
∣∣φ0,k(τ)∣∣ < 1 and because cu > 1 and cu2 > 1.
From (170), (172), (174), and (176) we conclude that
∣∣φ′′k(τ)∣∣ ≤ r2r+1cr+1u42 ∏1≤l≤r˜(vl − τ)2(rλlo)2r˜ 1λ2lo , (177)
where we defined cu42 , 4 max(cu37, cu40, cu41).
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Putting pieces together. Applying (195) [Mean Value theorem] to the function f(·) =
φl(·)− ρ− γs′j(· − tj) with a = tj and b = τ and using (166), (167), (177) and we can write for all
τ ∈ N (λhi, tj):
∣∣φl(τ)− ρ− γs′j(τ − tj)∣∣ (a)≤ 12r2r+1cr+1u42
∏
1≤l≤r˜(vl − τm)2
(rλlo)2r˜
(τ − tj)2
λ2lo
(b)
≤ 1
2
r2r+1cr+1u42 2
r˜
∏
1≤l≤r˜(vl − τ)2
(rλlo)2r˜
(τ − tj)2
λ2lo
(c)
≤ r2r+3cr+1u43
∏
1≤l≤r˜(vl − τ)2
(rλlo)2r˜
(τ − tj)2
(rλlo)2
. (178)
Above, in (a) τm ∈ (tj , τ); in (b) we used that
∣∣vl − τm∣∣ < ∣∣vl − τ ∣∣+ λhi < 2∣∣vl − τ ∣∣, which is true
because τ ∈ N (λhi, tj) and because the elements of T are separated by at least 2λhi; in (c) we
defined cu43 , 2cu42.
The bound (164) follows from (178) and (83) by defining cu44 , cu43/cl3.
Proof of (165): case tj ∈ T ck . We only need to consider this case when r > 1. Indeed, when
r = 1, the sum in (141) only contains one element, φl(·), and, necessarily, tj ∈ Tl because T cl is
empty.
In this case tj is one of the elements among {v1, . . . , vr˜} ⊂ {vτ1 , . . . , vτrˆ }; in other words, tj =
vm˜ = v
τ
mˆ for some 1 ≤ m˜ ≤ r˜, 1 ≤ mˆ ≤ rˆ. The set Tk ∩ N (r∆λlo − λhi, tj) is either empty
or contains exactly one element. Let b ,
∣∣Tk ∩N (r∆λlo − λhi, tj)∣∣. In the case when b = 1, let
{t˜} , Tk ∩N (r∆λlo − λhi, tj).
Bounding E1(τ). Consider the case b = 1. By (195) [Mean Value theorem] we can write:
|φ+,k(τ)| ≤
∣∣φ+,k(t˜)∣∣+ ∣∣φ′+,k(t˜)∣∣∣∣τ − t˜∣∣+ 12 ∣∣φ′′+,k(τm)∣∣(τ − t˜)2
with τm ∈ (t˜, τ). Next, we use (152) to upper-bound
∣∣φ+,k(t˜)∣∣; use (158) to upper-bound ∣∣φ′+,k(t˜)∣∣;
use (163) to upper-bound
∣∣φ′′+,k(τm)∣∣. With these estimates we can further upper-bound ∣∣φ+,k(τ)∣∣
as follows:
|φ+,k(τ)| ≤ r2r−1cru35
(
λ2hi
λ2lo
+
λhi
λ2lo
∣∣τ − t˜∣∣+ 1
λ2lo
(τ − t˜)2
)
≤ r2r+1cru36
(t˜− τ)2
(rλlo)2
= r2r+1cru36
[
(t˜− τ)2
(rλlo)2
]I[b=1]
, (179)
where we used that λhi ≤
∣∣t˜− τ ∣∣ because the elements of T are separated by at least 2λhi and
τ ∈ N (λhi, tj) with t˜ 6= tj . According to (161) the upper bound (179) also holds for b = 0.
Since tj ∈ T ck and τ ∈ N (λhi, tj), it follows τ ∈ N (r∆λlo, T ck ) so that rˆ ≥ 1, which implies that∣∣φ′′0,k(τ)∣∣ can be upper-bounded by (85).
Multiplying (179) and (85) and simplifying, we obtain the following upper bound on E1:
E1(τ) =
∣∣φ′′0,k(τ)∣∣|φ+,k(τ)| (a)≤ r2r+1cr+1u45 [(t˜− τ)2(rλlo)2
]I[b=1] ∏
1≤l≤rˆ,l 6=mˆ(v
τ
l − τ)2
(rλlo)2(rˆ−1)
1
λ2lo
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(b)
≤ r2r+1cr+1u45
[
(t˜− τ)2
(rλlo)2
]I[b=1] ∏
1≤l≤r˜,l 6=m˜(vl − τ)2
(rλlo)2(r˜−1)
1
λ2lo
. (180)
Above, in (a) we defined cu45 , cu36cu17; in (b) we use the fact that
∣∣vτl − τ ∣∣/(λlor) ≤ ∆ < 1 for
all l ∈ {1, . . . , rˆ}.
Bounding E2(τ). Consider the case b = 1. By (194) [Mean Value theorem] we can write:∣∣φ′+,k(τ)∣∣ ≤ ∣∣φ′+,k(t˜)∣∣+ ∣∣φ′′+,k(τm)∣∣∣∣τ − t˜∣∣
with τm ∈ (t˜, τ). Next, we use (158) to upper-bound
∣∣φ′+,k(t˜)∣∣; use (163) to upper-bound ∣∣φ′′+,k(τm)∣∣.
With these estimates we can further upper-bound
∣∣φ′+,k(τ)∣∣ as follows:
∣∣φ′+,k(τ)∣∣ ≤ r2r−1cru38(λhiλ2lo + 1λ2lo
∣∣τ − t˜∣∣) ≤ r2rcru39 ∣∣τ − t˜∣∣rλlo 1λlo
= r2rcru39
[∣∣τ − t˜∣∣
rλlo
]I[b=1]
1
λlo
, (181)
where we used that λhi ≤
∣∣t˜− τ ∣∣. According to (162) the upper bound (181) also holds for b = 0.
Since tj ∈ T ck and τ ∈ N (λhi, tj), it follows τ ∈ N (r∆λlo, T ck ) so that rˆ ≥ 1, which implies that∣∣φ′0,k(τ)∣∣ can be upper-bounded by (88).
Multiplying (181) and (88) and simplifying we obtain the following upper bound on E2:
E2(τ) =
∣∣φ′0,k(τ)∣∣∣∣φ′+,k(τ)∣∣ (a)≤ r2rcru46 [(t˜− τ)2(rλlo)2
]I[b=1] ∏
1≤l≤rˆ,l 6=mˆ(v
τ
l − τ)2
(rλlo)2(rˆ−1)
1
λ2lo
(b)
≤ r2rcru46
[
(t˜− τ)2
(rλlo)2
]I[b=1] ∏
1≤l≤r˜,l 6=m˜(vl − τ)2
(rλlo)2(r˜−1)
1
λ2lo
. (182)
Above, in (a) we defined cu46 , cu39cu19; in (b) we used the fact that
∣∣vτl − τ ∣∣/(λlor) ≤ ∆ < 1 for
all l ∈ {1, . . . , rˆ}.
Bounding E3(τ). By (163), ∣∣φ′′+,k(τ)∣∣ ≤ r2r−2cru31cu2 1λ2lo . (183)
Since tj ∈ T ck and τ ∈ N (λhi, tj), it follows τ ∈ N (r∆λlo, T ck ) so that rˆ ≥ 1, which implies that∣∣φ0,k(τ)∣∣ can be upper-bounded as in (91). Multiplying (183) and (91) and simplifying, we obtain
the following upper bound on E3:
E3(τ) = |φ0,k(τ)|
∣∣φ′′+,k(τ)∣∣ (a)≤ r2r−2cru47 [(t˜− τ)2(rλlo)2
]I[b=1] ∏
1≤l≤rˆ,l 6=mˆ(v
τ
l − τ)2
(rλlo)2(rˆ−1)
1
λ2lo
(b)
≤ r2r−2cru47
[
(t˜− τ)2
(rλlo)2
]I[b=1] ∏
1≤l≤r˜,l 6=m˜(vl − τ)2
(rλlo)2(r˜−1)
1
λ2lo
. (184)
Above, in (a) we defined cu47 , cu31cu2cu; in (b) we used the fact that
∣∣vτl − τ ∣∣/(λlor) ≤ ∆ < 1 for
all l ∈ {1, . . . , rˆ}.
55
From (170), (180), (182), and (184) we conclude that
∣∣φ′′k(τ)∣∣ ≤ r2r+1cr+1u48 [(t˜− τ)2(rλlo)2
]I[b=1] ∏
1≤l≤r˜,l 6=m˜(vl − τ)2
(rλlo)2(r˜−1)
1
λ2lo
, (185)
where we defined cu48 , 4 max(cu45, cu46, cu47).
Putting pieces together. Applying (195) [Mean Value theorem] to the function f(·) = φl(·)
with a = tj and b = τ and using (168), (169), (185), and we can write for all τ ∈ N (λhi, tj):
|φk(τ)|
(a)
≤ 1
2
r2r+1cr+1u48
[
(t˜− τm)2
(rλlo)2
]I[b=1] ∏
1≤l≤r˜,l 6=m˜(vl − τm)2
(rλlo)2(r˜−1)
(τ − tj)2
λ2lo
(b)
≤ 1
2
r2r+1cr+1u48 2
r˜
[
(t˜− τ)2
(rλlo)2
]I[b=1] ∏
1≤l≤r˜,l 6=m˜(vl − τ)2
(rλlo)2(r˜−1)
(τ − tj)2
λ2lo
(c)
≤ r2r+3cr+1u49
[
(t˜− τ)2
(rλlo)2
]I[b=1] ∏
1≤l≤r˜(vl − τ)2
(rλlo)2r˜
. (186)
Above, in (a) τm ∈ (tj , τ); in (b) we used the fact that, for l 6= m˜,
∣∣vl − τm∣∣ < ∣∣vl − τ ∣∣ + λhi <
2
∣∣vl − τ ∣∣ and ∣∣t˜− τm∣∣ < ∣∣t˜− τ ∣∣+ λhi < 2∣∣t˜− τ ∣∣, which is true because τ ∈ N (λhi, tj) and because
the elements of T are separated by at least 2λhi; in (c) we defined cu49 , 2cu48 and used the fact
that tj = vm˜.
The bound (165) follows from (186) and (95) by defining cu50 , cu49/cl3.
B.4 Proof of property 3
By (141) and the triangle inequality:
‖q2(·)‖∞ ≤ ρ+ r max
1≤k≤r
‖φk(·)‖∞
(a)
≤ ρ+ r max
1≤k≤r
‖φ+,k(·)‖∞
(b)
= ρ+ r2r+1cru31 max
1≤k≤r
‖qrλlo,Tk,{fj},{dj}(·)‖∞
(c)
≤ ρ+ r2r+1cru31cu0
(d)
≤ r2r+1cru56.
Above, in (a) we used (147) and the fact that by (148) and Lemma 1, Property 3, ‖φ0,k(·)‖∞ ≤ 1;
in (b) we used (149); in (c) we used Lemma 2, Property 3; in (d) we defined cu56 , 2cu0cu31 and
used the fact that ρ < 1 < cu0cu31.
B.5 Proof of property 4
Take τ ∈ F(λhi, T ). As above, let {uτ1 , . . . , uτr˘} , N (r∆λlo, τ) ∩ T . Then by (16),
q0(τ) ≥ crl2
∏r˘
l=1(u
τ
l − τ)2
(rλlo)2r˘
. (187)
By (19) this bound is also valid when r˘ = 0.
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Fix k. If τ ∈ N (r∆λlo, T ck ), then we can use (41) to upper-bound
∣∣φ0,k(τ)∣∣:
|φ0,k(τ)| ≤ crˆu
∏rˆ
l=1(v
τ
l − τ)2
(rλlo)2rˆ
, (188)
where, as before, {vτ1 , . . . , vτrˆ } , N (r∆λlo, τ) ∩ T ck . If τ /∈ N (r∆λlo, T ck ), we will use that by (36)
and by Lemma 1, Property 3,
|φ0,k(τ)| ≤ 1. (189)
The set Tk∩N (r∆λlo, τ) is either empty or contains exactly one element. Let b ,
∣∣Tk ∩N (r∆λlo, τ)∣∣
denote the size of this set; when b = 1, let {t˜} , Tk ∩ N (r∆λlo, τ). Following the steps that lead
to (179), we obtain:
|φ+,k(τ)| ≤ r2r+1cru36
[
(t˜− τ)2
(rλlo)2
]I[b=1]
(190)
and the bound is valid for both cases b = 0 and b = 1.
Case rˆ ≥ 1: Then, {uτ1 , . . . , uτr˘} = {vτ1 , . . . , vτrˆ } ∪ {t˜} if b = 1, and {uτ1 , . . . , uτr˘} = {vτ1 , . . . , vτrˆ } if
b = 0. Therefore,
|φk(τ)| = |φ0,k(τ)||φ+,k(τ)|
(a)
≤ r2r+1cru36crˆu
[
(t˜− τ)2
(rλlo)2
]I[b=1] ∏rˆ
l=1(v
τ
l − τ)2
(rλlo)2rˆ
= r2r+1cru36c
rˆ
u
∏r˘
l=1(u
τ
l − τ)2
(rλlo)2r˘
(b)
≤ r2r+1cru51q0(τ). (191)
Above, (a) follows by (188) and (190); (b) follows by (187) with cu51 , cu36cu/cl2.
Case rˆ = 0: Then, r˘ = 1 and {uτr˘} = {t˜} if b = 1 and r˘ = 0 if b = 0. Therefore,
|φk(τ)| = |φ0,k(τ)||φ+,k(τ)|
(a)
≤ r2r+1cru36
[
(t˜− τ)2
(rλlo)2
]I[b=1]
= r2r+1cru36
∏r˘
l=1(u
τ
l − τ)2
(rλlo)2r˘
(b)
≤ r2r+1cru51q0(τ). (192)
Above, (a) follows by (189) and (190); (b) follows by (187) because cu > 1.
By Lemma 3, Property 6,
ρ =
λ2rhi
λ2rlo
≤ r2r 1
crl
q0(τ). (193)
Therefore, by (141), (191), (192), (193),
|q2(τ)| ≤
r∑
k=1
|φk(τ)|+ ρ ≤ r2r+2cru52q0(τ),
where we defined cu52 , cu51 + 1/cl.
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C Mean Value theorem
We repeatedly use the Taylor series approximation with the remained expressed via the Mean Value
theorem [48, p. 880, 25.2.25] given below for the convenience of the reader.
Theorem 3. Assume that f(t) is twice differentiable on the interval [a, b]. Then, there exists
t1 ∈ (a, b) such that
f(b) = f(a) + f ′(t1)(b− a). (194)
and there exists t2 ∈ (a, b) such that
f(b) = f(a) + f ′(a)(b− a) + f
′′(t2)
2
(b− a)2. (195)
D Properties of Fejr kernel
The results proven in subsections below are analogous to the results in [6, eq. (1.11) and eq. (2.6)]
with the difference that here we need bounds on sums and in [6] bounds on the corresponding
integrals are provided.
Below, we will need uniform upper bounds on
∣∣khi(·)∣∣, ∣∣k′hi(·)∣∣, and ∣∣k′′hi(·)∣∣; these are derived
next.
Fejr kernel (7) can be written as a Fourier sum as follows:
khi(t) =
1
N
∑
|k|≤fhi
(
1−
∣∣k∣∣
fhi + 1
)
ei2pitk. (196)
Taking the absolute value of both sides in (196) and applying the triangle inequality we find:
|khi(t)| ≤ 1
N
∑
|k|≤fhi
(
1−
∣∣k∣∣
fhi + 1
)
=
1
N
(1 + fhi) .
Above, the equality follows by summing up the simple series.
Differentiating (196) we obtain:
k′hi(t) =
i2pi
N
∑
|k|≤fhi
(
1−
∣∣k∣∣
fhi + 1
)
kei2pitk. (197)
Taking the absolute value of both sides in (197) and applying the triangle inequality we find:
∣∣k′hi(t)∣∣ ≤ 2piN ∑|k|≤fhi |k|
(
1−
∣∣k∣∣
fhi + 1
)
(a)
=
2pi
3N
fhi(2 + fhi)
(b)
≤ 2pi
N
f2hi. (198)
Above, (a) follows by summing up the simple power series; (b) follows because fhi > 1.
Differentiating (197) we obtain:
k′′hi(t) = −
(2pi)2
N
∑
|k|≤fhi
(
1−
∣∣k∣∣
fhi + 1
)
k2ei2pitk. (199)
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Taking the absolute value of both sides in (199) and applying the triangle inequality we find:
∣∣k′′hi(t)∣∣ ≤ (2pi)2N ∑|k|≤fhi k2
(
1−
∣∣k∣∣
fhi + 1
)
(a)
=
2pi2
3N
fhi(2 + 3fhi + f
2
hi)
(b)
≤ 4pi
2
N
f3hi. (200)
Above, (a) follows by summing up the simple power series; (b) follows because fhi > 1.
The bounds derived below in this section are crude in the sense that no attempt has been
made to obtain the tightest possible constants; for this reason some of the steps below may appear
unnecessarily wasteful.
D.1 Proof of (106)
Begin by splitting the summation interval and recombining the terms in the following way:
N−1∑
n=0
∣∣∣k′hi( nN )∣∣∣ = ∑
n:n/N∈[0,λhi)
∣∣∣k′hi( nN )∣∣∣+ ∑
n:n/N∈[λhi,1/2)
∣∣∣k′hi( nN )∣∣∣
+
∑
n:n/N∈[1/2,1−λhi)
∣∣∣k′hi( nN )∣∣∣+ ∑
n:n/N∈[1−λhi,1)
∣∣∣k′hi( nN )∣∣∣
≤ 2
∑
n:n/N∈[0,λhi+1/N)
∣∣∣k′hi( nN )∣∣∣+ 2 ∑
n:n/N∈[λhi,1/2+1/N)
∣∣∣k′hi( nN )∣∣∣. (201)
Above, the inequality follows by symmetry of k′hi(·) around 1/2. Next, we upper-bound the two
sums separately.
To upper-bound the first sum in (201) we proceed as follows:
∑
n:n/N∈[0,λhi+1/N)
∣∣∣k′hi( nN )∣∣∣ ≤ (λhi + 1/N)N maxt ∣∣k′hi(t)∣∣ (a)≤ 2λhi2pif2hi (b)= 4pi/λhi. (202)
Above, in (a) we used (198) and the assumption that 1/N ≤ λhi; in (b) we used that fhi = 1/λhi.
To upper-bound the second term in (201) we observe that
∣∣k′hi(·)∣∣ can be upper-bounded as
follows for t ∈ [0, 0.55]:
∣∣k′hi(t)∣∣ (a)= pi sin(pi(fhi + 1)t)N
∣∣∣∣[2 cos(pi(fhi + 1)t)sin2(pit) − 2 cos(pit) sin(pi(fhi + 1)t)(fhi + 1) sin3(pit)
]∣∣∣∣
(b)
≤ 1
N
(
2pi
sin2(pit)
+
2pi
(fhi + 1) sin
3(pit)
)
(c)
≤ 1
N
(
2
(fhi + 1)t3
+
2
t2
)
. (203)
Above, (a) follows by differentiating khi(·) in (7); in (b) we used the triangle inequality and the fact
that
∣∣sin(·)∣∣ ≤ 1, ∣∣cos(·)∣∣ ≤ 1; in (c) we used the inequalities sin(pit)2 ≥ pit2 and sin(pit)3 ≥ pit3 for
t ∈ [0, 0.55]. Therefore,
∑
n:n/N∈[λhi,1/2+1/N)
∣∣∣k′hi( nN )∣∣∣ (a)≤ 21 + fhi 1N ∑
n:n/N∈[λhi,1/2+1/N)
1
(n/N)3
+
2
N
∑
n:n/N∈[λhi,1/2+1/N)
1
(n/N)2
(b)
≤ 2
1 + fhi
(
1
N
1
λ3hi
+
∫ 1/2+1/N
λhi
1
t3
dt
)
+
2
N
1
λ2hi
+ 2
∫ 1/2+1/N
λhi
1
t2
dt
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≤ 2
1 + fhi
(
1
N
1
λ3hi
+
∫ ∞
λhi
1
t3
dt
)
+
2
N
1
λ2hi
+ 2
∫ ∞
λhi
1
t2
dt
=
2
1 + fhi
(
1
N
1
λ3hi
+
1
2λ2hi
)
+
2
N
1
λ2hi
+
2
λhi
(c)
≤ 3
1 + fhi
1
λ2hi
+
4
λhi
<
7
λhi
. (204)
Above, (a) follows from (203) because 1/2 + 1/N < 0.55; in (b) the bound for the first term follows
because the function 1/t3 is monotonically decreasing and the bound for the second term follows
because the function 1/t2 is monotonically decreasing; (c) follows because 1/N ≤ λhi.
Finally, plugging (202) and (204) into (201) and defining c′k = 8pi + 14 we obtain (106).
D.2 Proof of (107)
Begin by splitting the summation interval and recombining the terms in the following way:
1
2
N−1∑
n=0
sup
u∈N (λhi,n/N)
∣∣k′′hi(u)∣∣ = 12 ∑
n:n/N∈[0,2λhi)
sup
u∈N (λhi,n/N)
∣∣k′′hi(u)∣∣
+
1
2
∑
n:n/N∈[2λhi,1/2)
sup
u∈N (λhi,n/N)
∣∣k′′hi(u)∣∣
+
1
2
∑
n:n/N∈[1/2,1−2λhi)
sup
u∈N (λhi,n/N)
∣∣k′′hi(u)∣∣
+
1
2
∑
n:n/N∈[1−2λhi,1)
sup
u∈N (λhi,n/N)
∣∣k′′hi(u)∣∣
≤
∑
n:n/N∈[0,2λhi+1/N)
sup
u∈N (λhi,n/N)
∣∣k′′hi(u)∣∣
+
∑
n:n/N∈[2λhi,1/2+1/N)
sup
u∈N (λhi,n/N)
∣∣k′′hi(u)∣∣. (205)
Above, the inequality follows by symmetry of supu∈N (λhi,·)
∣∣k′′hi(u)∣∣ around 1/2. Next, we upper-
bound the two sums separately.
To upper-bound the first sum in (205) we proceed as follows:
∑
n:n/N∈[0,2λhi+1/N)
sup
u∈N (λhi,n/N)
∣∣k′′hi(u)∣∣ ≤ (2λhi + 1N
)
N max
t
∣∣k′′hi(t)∣∣ (a)≤ 3λhi4pi2f3hi (b)= 12pi2λ2hi . (206)
Above, in (a) we used (200) and the assumption that 1/N ≤ λhi; in (b) we used that fhi = 1/λhi.
To upper-bound the second term in (205) we differentiate khi(·) in (7) twice to obtain:
k′′hi(t) = −
1
N
pi2(− sin(2pit) sin(2pifhit) + cos(2pit) cos(2pifhit) + 2 cos(2pifhit)− cos(2pit)− 2)
(fhi + 1) sin
4(pit)
− 1
N
4pi2fhi sin(pi(2fhi + 1)t)
(fhi + 1) sin
3(pit)
+
1
N
2pi2f2hi cos(2pi(fhi + 1)t)
(fhi + 1) sin
2(pit)
.
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This leads to the following upper bound on
∣∣k′′hi(t)∣∣ for t ∈ [0, 0.55]:
∣∣k′′hi(t)∣∣ (a)≤ 1N
(
7pi2
(fhi + 1) sin
4(pit)
+
4pi2fhi
(fhi + 1) sin
3(pit)
+
2pi2f2hi
(fhi + 1) sin
2(pit)
)
(b)
≤ 1
N
(
7pi
fhit4
+
4pi
t3
+
2pifhi
t2
)
. (207)
Above, in (a) we used the triangle inequality and the fact that
∣∣sin(·)∣∣ ≤ 1, ∣∣cos(·)∣∣ ≤ 1; in (b)
we used the inequalities sin(pit)2 ≥ pit2, sin(pit)3 ≥ pit3, sin(pit)4 ≥ pit4 for t ∈ [0, 0.55]. Next
observe that since the right-hand side of (207) is monotonically decreasing for t > 0 we have for
t ∈ (λhi, 0.55]:
sup
u∈N (λhi,t)
∣∣k′′hi(u)∣∣ ≤ 1N
(
7pi
fhi(t− λhi)4 +
4pi
(t− λhi)3 +
2pifhi
(t− λhi)2
)
. (208)
Therefore, the second term in (205) can be upper-bounded as follows:∑
n:n/N∈[2λhi,1/2+1/N)
sup
u∈N (λhi,n/N)
∣∣k′′hi(u)∣∣
(a)
≤ 7pi
fhi
1
N
∑
n:n/N∈[2λhi,1/2+1/N)
1
(n/N − λhi)4
+ 4pi
1
N
∑
n:n/N∈[2λhi,1/2+1/N)
1
(n/N − λhi)3
+ 2pifhi
1
N
∑
n:n/N∈[2λhi,1/2+1/N)
1
(n/N − λhi)2
(b)
≤ 7pi
fhi
(
1
N
1
(2λhi − λhi)4 +
∫ 1/2+1/N
2λhi
1
(t− λhi)4dt
)
+ 4pi
(
1
N
1
(2λhi − λhi)3 +
∫ 1/2+1/N
2λhi
1
(t− λhi)3dt
)
+ 2pifhi
(
1
N
1
(2λhi − λhi)2 +
∫ 1/2+1/N
2λhi
1
(t− λhi)2dt
)
(c)
≤ 7pi
fhi
(
1
N
1
λ4hi
+
∫ ∞
λhi
1
t4
dt
)
+ 4pi
(
1
N
1
λ3hi
+
∫ ∞
λhi
1
t3
dt
)
+ 2pifhi
(
1
N
1
λ2hi
+
∫ ∞
λhi
1
t2
dt
)
=
7pi
fhi
(
1
N
1
λ4hi
+
1
3λ3hi
)
+ 4pi
(
1
N
1
λ3hi
+
1
2λ2hi
)
+ 2pifhi
(
1
N
1
λ2hi
+
1
λhi
)
(d)
≤
(
28
3
pi + 6pi + 4pi
)
1
λ2hi
=
58pi
3
1
λ2hi
. (209)
Above, (a) follows from (208) because 1/2 + 1/N < 0.55; (b) follows because the functions 1/(t−
λhi)
4, 1/(t − λhi)3, and 1/(t − λhi)2 are monotonically decreasing; (c) follows by changing the
integration variable; (d) follows because 1/N ≤ λhi and because fhi = 1/λhi.
Finally, plugging (206) and (209) into (205) and defining c′′k , 12pi2 + 58pi/3 we obtain (107).
61
References
[1] E. Betzig, G. H. Patterson, R. Sougrat, O. W. Lindwasser, S. Olenych, J. S. Bonifacino, M. W.
Davidson, J. Lippincott-Schwartz, and H. F. Hess, “Imaging intracellular fluorescent proteins
at nanometer resolution,” Science, vol. 313, no. 5793, pp. 1642–1645, Sep. 2006.
[2] R. M. Dickson, A. B. Cubitt, R. Y. Tsien, and W. Moerner, “On/off blinking and switching
behaviour of single molecules of green fluorescent protein,” Nature, vol. 388, no. 6640, pp.
355–358, Jul. 1997.
[3] T. A. Klar, S. Jakobs, M. Dyba, A. Egner, and S. W. Hell, “Fluorescence microscopy with
diffraction resolution barrier broken by stimulated emission,” Proc. Natl. Acad. Sci. USA,
vol. 97, no. 15, pp. 8206–8210, Jul. 2000.
[4] V. I. Morgenshtern and E. J. Cande`s, “Super-resolution of positive sources: the discrete setup,”
SIAM J. Imaging Sci., vol. 9, no. 1, pp. 412—444, Mar. 2016.
[5] D. L. Donoho, “Superresolution via sparsity constraints,” SIAM J. Math. Anal., vol. 23, no. 5,
pp. 1309–1331, Sep. 1992.
[6] E. J. Cande`s and C. Fernandez-Granda, “Super-resolution from noisy data,” J. Fourier Anal.
Appl., vol. 19, no. 6, pp. 1229–1254, Dec. 2013.
[7] ——, “Towards a mathematical theory of super-resolution,” Commun. Pure Appl. Math.,
vol. 67, no. 6, pp. 906–956, Jun. 2014.
[8] C. Fernandez-Granda, “Super-resolution of point sources via convex programming,” Informa-
tion and Inference: A Journal of the IMA, vol. 5, no. 3, pp. 251–303, Apr. 2016.
[9] B. N. Bhaskar, G. Tang, and B. Recht, “Atomic norm denoising with applications to line
spectral estimation,” in Proc. Allerton Conf. Commun., Contr., Comput., September 2011,
pp. 261–268.
[10] R. Prony, “Essai expe´rimental et analytique,” J. de l’Ecole Polytechnique (Paris), vol. 1, no. 2,
pp. 24–76, 1795.
[11] L. Demanet and N. Nguyen, “The recoverability limit for superresolution via sparsity,”
CoRR, vol. abs/1502.01385, Dec. 2015. [Online]. Available: http://arxiv.org/abs/1502.01385
[12] D. Batenkov, L. Demanet, G. Goldman, and Y. Yomdin, “Conditioning of partial nonuniform
Fourier matrices with clustered nodes,” SIAM J. Matrix Anal. Appl., vol. 41, no. 1, pp. 199–
220, 2020.
[13] P. Stoica and A. Nehorai, “Statistical analysis of two nonlinear least-squares estimators of
sine-wave parameters in the colored-noise case,” Circuits, Syst. and Signal Process., vol. 8,
no. 1, pp. 3–15, 1989.
[14] P. Stoica, R. L. Moses, B. Friedlander, and T. So¨derstro¨m, “Maximum likelihood estimation of
the parameters of multiple sinusoids from noisy measurements,” IEEE Trans. Acoust., Speech,
Signal Process., vol. 37, no. 3, pp. 378–392, 1989.
[15] D. Batenkov and Y. Yomdin, “On the accuracy of solving confluent Prony systems,” SIAM J.
Appl. Math., vol. 73, no. 1, pp. 134–154, Jan. 2013.
62
[16] M. Shahram and P. Milanfar, “Imaging below the diffraction limit: a statistical analysis,”
IEEE Trans. Image Process., vol. 13, no. 5, pp. 677–689, May 2004.
[17] ——, “On the resolvability of sinusoids with nearby frequencies in the presence of noise,” IEEE
Trans. Signal Process., vol. 53, no. 7, pp. 2579–2588, Jul. 2005.
[18] C. W. Helstrom, “The detection and resolution of optical signals,” IEEE Trans. Inf. Theory,
vol. 10, no. 4, pp. 275–287, Oct. 1964.
[19] G. Tang, B. N. Bhaskar, and B. Recht, “Near minimax line spectral estimation,” IEEE Trans.
Inf. Theory, vol. 61, no. 2, pp. 499–512, Jan. 2015.
[20] G. Tang, B. N. Bhaskar, P. Shah, and B. Recht, “Compressed sensing off the grid,” IEEE
Trans. Inf. Theory, vol. 59, no. 11, pp. 7465–7490, Nov. 2013.
[21] C. Fernandez-Granda, “Support detection in super-resolution,” in 10th international confer-
ence on Sampling Theory and Applications (SampTA 2013), Bremen, Germany, Jul. 2013, pp.
145–148.
[22] J.-M. Aza¨ıs, Y. de Castro, and F. Gamboa, “Spike detection from inaccurate samplings,” Appl.
Comput. Harmon. Anal., vol. 38, no. 2, pp. 177–195, Mar. 2015.
[23] P. Stoica and R. Moses, Spectral Analysis of Signals. Prentice Hall, 2005.
[24] A. Barabell, “Improving the resolution performance of eigenstructure-based direction-finding
algorithms,” in Proc. IEEE Int. Conf. Acoust., Speech, Signal Process. (ICASSP), vol. 8, 1983,
pp. 336–339.
[25] G. Bienvenu, “Influence of the spatial coherence of the background noise on high resolution
passive methods,” in Proc. IEEE Int. Conf. Acoust., Speech, Signal Process. (ICASSP), vol. 4,
1979, pp. 306–309.
[26] R. O. Schmidt, “Multiple emitter location and signal parameter estimation,” IEEE Trans.
Antennas Propagat., vol. AP-34, no. 3, pp. 276–280, Mar. 1986.
[27] V. F. Pisarenko, “The retrieval of harmonics from a covariance function,” Geophys. J. Int.,
vol. 33, no. 3, pp. 347–366, 1973.
[28] D. W. Tufts and R. Kumaresan, “Estimation of frequencies of multiple sinusoids: making
linear prediction perform like maximum likelihood,” Proc. IEEE, vol. 70, no. 9, pp. 975–989,
Sep. 1982.
[29] J. A. Cadzow, “Signal enhancement—A composite property mapping algorithm,” IEEE Trans.
Acoust., Speech, Signal Process., vol. 36, no. 1, pp. 49–62, Jan. 1988.
[30] Y. Hua and T. K. Sarkar, “Matrix pencil method for estimating parameters of exponentially
damped/undamped sinusoids in noise,” IEEE Trans. Acoust., Speech, Signal Process., vol. 38,
no. 5, pp. 814–824, May 1990.
[31] A. Paulraj, R. Roy, and T. Kailath, “A subspace rotation approach to signal parameter esti-
mation,” Proc. IEEE, vol. 74, no. 7, pp. 1044–1046, Jul. 1986.
63
[32] R. Roy and T. Kailath, “ESPRIT – estimation of signal parameters via rotational invariance
techniques,” IEEE Trans. Acoust., Speech, Signal Process., vol. 37, no. 7, pp. 984–995, Jul.
1989.
[33] H. Clergeot, S. Tressens, and A. Ouamri, “Performance of high resolution frequencies esti-
mation methods compared to the Cramer-Rao bounds,” IEEE Trans. Acoust., Speech, Signal
Process., vol. 37, no. 11, pp. 1703–1720, Nov. 1989.
[34] P. Stoica and T. So¨derstro¨m, “Statistical analysis of MUSIC and subspace rotation estimates
of sinusoidal frequencies,” IEEE Trans. Signal Process., vol. 39, no. 8, pp. 1836–1847, Aug.
1991.
[35] W. Liao and A. Fannjiang, “MUSIC for single-snapshot spectral estimation: stability and
super-resolution,” IEEE Trans. Signal Process., vol. 63, no. 23, pp. 6395–6406, Jul. 2015.
[36] A. Moitra, “Super-resolution, extremal functions and the condition number of Vandermonde
matrices,” in Proceedings of the Forty-Seventh Annual ACM Symposium on Theory of Com-
puting, ser. STOC ’15, 2015, pp. 821–830.
[37] W. Li and W. Liao, “Conditioning of restricted Fourier matrices and super-resolution of MU-
SIC,” in 13th International conference on Sampling Theory and Applications (SampTA), 2019,
pp. 1–4.
[38] W. Li and W. Liao, “Stable super-resolution limit and smallest singular value of
restricted Fourier matrices,” CoRR, vol. abs/1709.03146, 2017. [Online]. Available:
http://arxiv.org/abs/1709.03146
[39] W. Li, W. Liao, and A. Fannjiang, “Super-resolution limit of the ESPRIT algorithm,” IEEE
Trans. Inf. Theory, pp. 1–1, 2020.
[40] S. Kunis and D. Nagel, “On the smallest singular value of multivariate Vandermonde
matrices with clustered nodes,” CoRR, vol. abs/1907.07119, 2019. [Online]. Available:
http://arxiv.org/abs/1907.07119
[41] D. L. Donoho, I. M. Johnstone, J. C. Hoch, and A. S. Stern, “Maximum entropy and the
nearly black object,” J. Roy. Statist. Soc. Ser. B, vol. 54, no. 1, pp. 41–81, Jun. 1992.
[42] J.-J. Fuchs, “Sparsity and uniqueness for some specific under-determined linear systems,” in
Proc. IEEE Int. Conf. Acoust., Speech, Signal Process. (ICASSP), vol. 5, 2005, pp. v/729–
v/732.
[43] G. Schiebinger, E. Robeva, and B. Recht, “Superresolution without separation,” Information
and Inference: A Journal of the IMA, vol. 7, no. 1, pp. 1–30, May 2017.
[44] A. Eftekhari, J. Tanner, A. Thompson, B. Toader, and H. Tyagi, “Sparse non-negative
super-resolution — simplified and stabilised,” Appl. Comput. Harmon. Anal., 2019. [Online].
Available: http://www.sciencedirect.com/science/article/pii/S1063520319300193
[45] Q. Denoyelle, V. Duval, and G. Peyre´, “Support recovery for sparse super-resolution of positive
measures,” J. Fourier Anal. Appl., vol. 23, pp. 1153–1194, Oct. 2017.
[46] R. A. DeVore and G. G. Lorentz, Constructive approximation. Springer-Verlag, 1993.
64
[47] H. Lu¨tkepohl, Handbook of Matrices. Chichester, U.K.: Wiley, 1996.
[48] M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions With Formulas,
Graphs, and Mathematical Tables, 10th ed., ser. Applied Mathematics Series. Washington,
D.C. 20402: U.S. Government Printing Office, 1972, no. 55.
65
