Abstract. Estimation of admixture fractions has become one of the most commonly used computational tools in population genomics. However, there is remarkably little population genetic theory on their statistical properties. We develop theoretical results that can accurately predict means and variances of admixture proportions within a population using models with recombination and genetic drift. Based on established theory on measures of multilocus disequilibrium, we show that there is a set of recurrence relations that can be used to derive expectations for higher moments of the admixture fraction distribution. We obtain closed form solutions for some special cases. Using these results, we develop a method for estimating admixture parameters from estimated admixture proportion obtained from programs such as Structure or Admixture. We apply this method to HapMap data and find that the population history of African Americans, as expected, is not best explained by a single admixture event between people of European and African ancestry. A model of constant gene flow for the past 11 generations until 2 generations ago gives a better fit.
and has been used to estimate times of admixture (Gravel, 2012) . However, proportions within a population will be high, but will thereafter decrease, 32 and will eventually converge to zero in the limit of large genomes. The difficult to relate to data because replicates from multiple identical popula-53 tions rarely are available. In this paper, we consider a different problem, the 54 problem of calculating sample moments for admixture proportions obtained 55 from individuals in one population.
56
We extend the model model in Verdu and Rosenberg (2011) Verdu and Rosenberg (2011) , and will use its notation where possible.
75
Finally, we use the random union of zygotes model, with a diploid popula-76 tion size of N (2N chromosomes), for genetic drift and recombination, and 77 assume a sample size of n chromosomes from a single population.
78
In this model, a hybrid population of N diploid individuals forms in gen- The fraction of the chromosome descended from the second source popu-
where L is the total length of the chromosome.
94
Assume that g generations after the start of admixture we have randomly small, the genealogies of the n samples will be unlikely to differ from n non-108 overlapping binary trees, so G will be approximately constant. If g is large
and similarly for higher-order moments. population, and will rarely be useful for inference purposes.
125
In the following sections, we will show how the constants on the left-hand 126 side, as well as expectations of the random variables on the right-hand side,
127
can be derived for mechanistic models of introgression. By comparing these 128 expectations to the observed admixture parameters from a sample, we will 129 be able to construct a method of moments estimator for the parameters of 130 the model.
131
Let k 1 be the sample mean:
We can express its expectation in terms of the 1-point correlation function 133 of A:
Similarly, let k 2 be the unbiased estimator of the sample variance:
Its expectation is given by
These expectations can be written in terms of two-point correlation func-137 tions of A:
Writing these two correlation functions as
In general, the i th k-statistic is an unbiased estimator of the i th cumulant In matrix notation,
where the the recombination and drift matrices are given by 
For a model using the Haldane map function,
while for a model of complete crossover inteference on a chromosome of 175 length 1 Morgan, we can get a closed form solution:
For predicting the expected sample variance, the difference between these 177 two models is not large, as shown in figure 4. For the simulations and 178 inference in this paper, we will ignore crossover interference, and use the For computing higher-order correlation functions, we find a similar equa-
Bennett's coefficients for higher-order linkage are left-eigenvectors of the 184 recombination matrix U i . For i = 3, it is also a left-eigenvector of the drift 185 matrix, so we immediately get that
For i ≥ 4, this is no longer true, but the results of (Hill, 1974) 
where the diagonal matrix D i(g) has entries giving the probabilities the 194 set of chromosomes, p, in a correlation function are all from the hybrid 195 population in the previous generation:
Note that if s (g) is fixed, then equation (4) 
The expectations we have computed are just the term of this sum. To correct 210 for the variability in the estimates, we need to subtract off the second term.
211
We use a block bootstrap to estimate these effects.
212
One additional complication arises in dealing with genotyping data. We are iid drawn from G. Cumulants are additive, so we use the law of total 218 expectation to find that
Comparison to Verdu and Rosenberg. of genetic ancestors. In this regime, the variance will decline linearly in g.
239
It is also possible to compute the variance over all population replicates 240 under our model, which allows a direct comparison to Verdu and Rosenberg
241
(2011). In the case of one pulse of admixture, we can now solve equations 1
This variance and the expectation of the second k-statistic have the same 244 limit as N → ∞, but for finite N , the variance is larger. This is because
The first variance is small when N is large, but is always non-negative. will be needed to narrow the search space.
282
In this paper, we have assumed that admixture only comes from one Figure 2. The admixture fractions of five replicate populations (each column) 5, 50, and 500 generations after an admixture pulse. As the admixture event grows more ancient, the variability within a replicate population decreases, but some variability is still maintained across the populations. These are the matrices for computing E(k 3 ). The matrices for computing 364 E(k 4 ) are 15 × 15 and not given here, but can be found in (Hill, 1974) . P{A 1(g) (ℓ) = A 1(g) (ℓ ′ ) = A 1(g) (ℓ ′′ ) = 1} P{A 1(g) (ℓ) = A 1(g) (ℓ ′ ) = A 2(g) (ℓ ′′ ) = 1} P{A 1(g) (ℓ) = A 2(g) (ℓ ′ ) = A 2(g) (ℓ ′′ ) = 1} P{A 1(g) (ℓ) = A 2(g) (ℓ ′ ) = A 1(g) (ℓ ′′ ) = 1} P{A 1(g) (ℓ) = A 2(g) (ℓ ′ ) = A 3(g) (ℓ ′′ ) = 1} v 2(g+1) = L 2 1 − s g − t g 0 0 (1 − s g − t g ) 2 U 2 v 2(g) + t g t 2 g + 2t g P{A 1(g) (ℓ) = 1} = L 2 1 − s g − t g 0 0 (1 − s g − t g ) 2 U 2 v 2(g) + t g t 2 g + 2t g v 1 (g) . Similarly, the recursion equation for v 3(g) depends on v 2(g) and v 1(g) .
