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Abstract— Correct fusion of data from two sensors is not
possible without an accurate estimate of their relative pose,
which can be determined through the process of extrinsic
calibration. When two or more sensors are capable of producing
their own egomotion estimates (i.e., measurements of their tra-
jectories through an environment), the ‘hand-eye’ formulation
of extrinsic calibration can be employed. In this paper, we
extend our recent work on a convex optimization approach for
hand-eye calibration to the case where one of the sensors cannot
observe the scale of its translational motion (e.g., a monocular
camera observing an unmapped environment). We prove that
our technique is able to provide a certifiably globally optimal
solution to both the known- and unknown-scale variants of
hand-eye calibration, provided that the measurement noise
is bounded. Herein, we focus on the theoretical aspects of
the problem, show the tightness and stability of our convex
relaxation, and demonstrate the optimality and speed of our
algorithm through experiments with synthetic data.
I. INTRODUCTION
Many autonomous mobile robots perceive their environ-
ments by fusing noisy measurements from multiple sensors.
While certain high-end devices such as 3D lidar units are able
to provide a fairly complete perception solution on their own,
the use of multiple sensors confers the ability to leverage
complementary modalities (e.g., rich colour camera images
with accurate inertial measurements) to improve reliability
and robustness. For safety-critical applications, these prop-
erties are often a necessity, but come at the cost of greater
complexity: the quality of the robot’s map and trajectory
estimates depends directly on accurate knowledge of the
rigid-body transformations between the sensors’ reference
frames (see Figure 1).
The process of determining the rigid transformation from
one sensor’s reference frame to another’s is referred to
as extrinsic calibration. Robot manufacturers often provide
an accurate estimate of this transformation by perform-
ing factory calibration using expensive custom instruments.
However, many end-users will either augment their platforms
with additional sensors or modify the spatial configuration
of existing sensors to suit their specific needs. Additionally,
operation of the robot inevitably leads to unintentional modi-
fication of the extrinsic transformation, either due to gradual
structural and material effects like thermal expansion and
metal fatigue, or from impacts caused by collisions. Since
autonomous robots operating in the field do not have access
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Fig. 1. We perform extrinsic calibration between a sensor (a) that is able
to provide egomotion estimates with known scale, and a monocular camera
(b) which c nnot observe its translation scale α. A quadratically-constrained
quadratic program (QCQP) formulation of hand-eye calibration is relaxed
into a convex semidefinite program (SDP) which can be efficiently solved
to yield a globally optimal estimate of the extrinsic transformation matrix
Θ. The use of a convex relaxation permits certification of global optimality;
we prove that the relaxation is guaranteed to be tight when measurement
noise is bounded.
to their manufacturer’s instruments, automatic extrinsic cal-
ibration algorithms have received a great deal of attention
from the research community. Proposed methods vary in
both their generality (e.g., specificity of the combination
of sensors involved), and in the assumptions they make
about the calibration environment (e.g., requiring the use
of inexpensive calibration ‘targets’ like checkerboards [1] or
common architectural features like room corners [2]).
The term hand-eye calibration refers to determining the
extrinsic transformation between a robotic manipulator and
a sensor (typically a camera) mounted on or held by the
manipulator. However, the common AX = XB formulation
of this problem can be applied to any sensor that can estimate
its egomotion, including stereo cameras, 3D lidar units, and
GNSS-INS solutions [6], [7]. Throughout this work, we
refer to the sensor-agnostic AX = XB problem illustrated
in Figure 1 as hand-eye calibration. Crucially, we extend
the certifiably optimal hand-eye calibration method in [3]
so that one of the sensors need not measure the scale of
its translation correctly (in a metric sense). This case is
important because it permits the use of our algorithm on
sensor pairs which include a monocular camera observing
an unmapped environment [8]. Our problem formulation
requires only that there are sufficient geometric features
in the environment for each sensor to produce a (scaled,
in the case of the camera) egomotion estimate. The main
contributions of our work are:
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1) an extension of the egomotion-based calibration prob-
lem formulation in [3] to include a monocular camera
as one of the sensors,
2) a fast and certifiably optimal solution method using a
convex semidefinite programming (SDP) relaxation,
3) a proof of our method’s global optimality in the
presence of sensor measurement error, and
4) an open source empirical evaluation of our algorithm
on synthetic data.2
Our proof of global optimality in the presence of noise,
also called SDP ‘stability’ [9], is the first of its kind for
a hand-eye calibration algorithm. In Section II we survey
traditional extrinsic calibration methods that do not have this
guarantee and do not provide certificates of (sub)optimality,
making them susceptible to suboptimal performance in the
presence of noise. Our notation and problem formulation are
introduced in Section III, followed by our proposed solution
method in Section IV. In Section V, our theoretical results
are presented. Section VI presents experiments validating our
theoretical claims. We offer concluding remarks and ideas for
future work in Section VII.
II. RELATED WORK
We begin with a brief survey of hand-eye calibration
algorithms. This well-known problem has been studied since
the 1980s and we direct readers to the short literature reviews
in [10] and [11] for more information on recent approaches.
In Section II-B, we summarize the state of the art in the
application of convex relaxation techniques to estimation
problems in computer vision and robotics.
A. Hand-Eye Calibration
Much of the early research on hand-eye calibration ex-
plored fast, closed-form solutions appropriate for the limited
computational resources available at the time and tailored to
the literal hand-eye case where a robot with accurate forward
kinematics manipulates a camera (often with the aid of a
known target in the monocular case) [4]. A dual quaternion-
based formulation is explored in [12] and the advantages
of coupling translation and rotation estimation are reviewed.
The experimental investigation in [13] also concludes that
nonlinear optimization approaches that couple translation
and rotation estimation, like the algorithm developed in this
paper, provide more accurate solutions in the presence of
noise than the simpler but decoupled, closed-form methods.
Our problem formulation is similar to the one in [14], where
observability criteria and different solution methods are pre-
sented in a systematic fashion. The unknown scale case is
also studied in [15], where a second-order cone programming
solution without optimality guarantees is proposed.
Recent research extends the hand-eye formulation to
generic robotic platforms (e.g., self-driving vehicles [16])
and noisy egomotion measurements. Principled probabilistic
(i.e., maximum likelihood) formulations of hand-eye cali-
bration are the subject of [6] and [7]. A similar approach is
2See https://github.com/utiasSTARS/certifiable-calibration for Python
code implementing our algorithm and experiments.
applied to a related multi-robot calibration problem in [17].
Our technique eschews a probabilistic cost function in order
to leverage the simplicity of a classic geometric formulation,
however combining the two approaches is a promising future
direction.
B. Convex Relaxations and Certifiable Algorithms
Convex SDP relaxations have become a popular solution
method for a number of geometric estimation problems
including rotation averaging [18], [19], [20], SLAM [21],
[22], registration [23], [24], [25], relative pose estimation
[26], [27], [28], and hand-eye calibration [10], [3]. In [20],
the authors promote a ‘certifiable perception manifesto’ in
which they argue that the global (sub)optimality certificates
provided by these methods are essential for autonomous
robotic systems that must operate reliably and safely in
human-centric environments. Similarly, we believe that ac-
curate extrinsic calibration is essential for safe operation,
especially for robots expected to function autonomously
for long periods of time. Along with [10] and [3], our
approach is a certifiable algorithm for hand-eye calibration.
Our method advances the state of the art by including the
monocular camera case and by providing the analytic global
optimality guarantees presented in Section V.
III. PROBLEM FORMULATION
In this section, we introduce our notation and formulate
our problem by extending the known-scale case found in [3].
A. Notation
Lower case Latin and Greek letters (e.g., a and α)
represent scalar variables, while boldface lower and upper
case letters (e.g., x and Θ) represent vectors and matrices
respectively. An additional superscript, for example, A(i), in-
dicates the ith column of the matrix A. A three-dimensional
reference frame is designated by F−→. The translation vector
from point b (often a reference frame origin) to a, represented
in F−→b, is denoted t
ab
b . We denote rotation matrices by R;
for example, Rba ∈ SO(3) describes the rotation from F−→a
to F−→b. We reserve T for SE(3) transformation matrices; for
example, Tba is the the matrix that defines the rigid-body
transformation from frame F−→a to F−→b. The binary ⊗ operator
denotes the matrix Kronecker product. The unary operator ∧
acts on r ∈ R3 to produce a skew symmetric matrix such that
r∧s is equivalent to the cross product r × s. The function
vec (·) unwraps the columns of matrix A ∈ Rm×n into a
vector a ∈ Rmn.
B. Rigid Rotations and Transformations
As discussed in Section III-A, the rotation between two
reference frames is represented as an element of SO(3). The
special orthogonal group SO(3) can be described in terms
of quadratic constraints [29]:
SO(3) : R ∈ R3×3,
s.t. RTR = RRT = I,
R(i) ×R(j) = R(k), i, j, k ∈ cyclic(1, 2, 3).
(1)
Similar to rotations, the rigid transformation between two
rotated and translated reference frames F−→b and F−→a is an
element of the special Euclidean group SE(3) and is also
defined by quadratic constraints [29]:
SE(3) : Tba ∈ R4×4,
s.t. Tba =
[
Rba t
ab
b
01×3 1
]
,
Rba ∈ SO(3), tabb ∈ R3,
(2)
C. Extrinsic Calibration
We denote two rigidly connected sensor reference frames
at time t as F−→at and F−→bt . Additionally, we introduce an
arbitrary fixed inertial world frame F−→w. Since the sensors are
rigidly connected, there is some constant Θ , Tba ∈ SE(3)
that describes the transformation between F−→bt and F−→at :
Twat = TwbtΘ ∀ t. (3)
With the basic algebraic manipulation presented in [3], we
can derive the central ‘AX = XB’ equation used in hand-
eye calibration (see Figure 1):
Tbtbt+1Θ = ΘTatat+1 . (4)
D. Monocular Camera Egomotion
Monocular camera measurements in an unmapped envi-
ronment can be used estimate camera pose up to translation
scale [8]. Thus, we can define the camera’s incremental
egomotion by
Tbtbt+1 =
[
Rbtbt+1 αt
bt+1bt
bt
01×3 1
]
, (5)
where α is an unknown (unobservable) scaling factor.
E. QCQP Formulation
Assuming that the second sensor is able to measure its
egomotion, Tatat+1 , the extrinsic calibration problem can
be described as one of minimizing the magnitude over the
error matrices from T time steps:
Et = ΘbaTatat+1−Tbtbt+1Θba ∈ SE(3), t = 1, ..., T. (6)
To make our notation more compact, we denote Rba as R,
tabb as t, Ratat+1 as Rat , and t
at+1at
at as tat (and likewise for
b’s motion). Minimizing the sum of the squared Frobenius
norm of each Et produces a QCQP:
Problem 1. QCQP formulation of Hand-Eye Calibration.
min
R,t,α
Jt + JR,
s.t. R ∈ SO(3),
(7)
where
JR =
T∑
t=1
‖RRat −RbtR‖2F ,
Jt =
T∑
t=1
‖Rtat + t−Rbtt− αtbt‖22.
Using the identity AXB = (BT ⊗ A)vec (X) [30], the
cost function of Problem 1 can be converted into a standard
quadratic form:
MRt =
[
09×4 RTat ⊗ I3×3 − I3×3 ⊗Rbt
]
,
JR =
T∑
t=1
xTMTRtMRtx,
Mtαt =
[
I3×3 −Rbt −tbt tTat ⊗ I3×3
]
,
Jt =
T∑
t=1
xTMTtαtMtαtx,
xT =
[
tT α rT
]
,
JR + Jt = x
TQx,
(8)
where rT = vec (R) and the symmetric cost matrix Q can
be subdivided into
Q =
[
Qtα Qtα,r
QTtα,r Qr
]
. (9)
Given an optimal rotation matrix R?, the unconstrained
optimal translation vector t? and scale α? can be recovered
by solving the linear system induced by Equation (9):[
t? α?
]
= −Q−1tαQtα,rr?. (10)
This allows us to use the Schur complement to reduce the
cost matrix to one that does not include t and α [23]:
Q˜ = Qr −QTtα,rQ−1tαQtα,r. (11)
A reduced form of Problem 1 can then be defined that only
includes the rotation variable:
Problem 2. Reduced QCQP Formulation of Hand-Eye Cal-
ibration.
min
r=vec(R)
rTQ˜r,
s.t. R ∈ SO(3).
(12)
F. Homogenization
In order to simplify the convex Lagrangian dual relaxation
of Problem 1 in Section IV, the constraints given by (1) can
be homogenized with scalar variable y:
RTR = y2I,
RRT = y2I,
R(i) ×R(j) = yR(k), i, j, k ∈ cyclic(1, 2, 3)
y2 = 1,
(13)
which form a set of 22 homogeneous quadratic equality
constraints (six for each orthogonal constraint, three from
each cyclic cross product, and one from the homogenizing
variable y). This also requires augmenting the state to include
y such that r˜T = [vec (R)T y ], and padding Q˜ with zeros.
IV. SOLVING THE NON-CONVEX QCQP
Section III described the extrinsic calibration problem as a
nonconvex homogeneous QCQP. To transform this problem
into a convex SDP that is easier to solve, we derive its
Lagrangian dual relaxation using the standard procedure
outlined in [31]: see [3] and [32] for detailed treatments of
QCQPs similar to ours.
A. Lagrangian Dual
Using the homogenized SO(3) constraints of Equa-
tion (13) from Section III-F, the Lagrangian function L(r˜,ν)
of Problem 1 has the form
L(r˜,ν) = νy + r˜
TZr˜,
Z(ν) = Q˜ + P1(ν) + P2(ν),
(14)
where
P1(ν) =
[−V1 ⊗ I3×3 − I3×3 ⊗ V2 09×1
01×9 tr (V1) + tr (V2)
]
,
P2(ν) =

03×3 −ν∧ijk ν∧kij −νjki
ν∧ijk 03×3 −ν∧jki −νkij
−ν∧kij ν∧jki 03×3 −νijk
−νTjki −νTkij −νTijk −νy
 ,
V1, V2 ∈ S3, νijk, νjki, νkij ∈ R3,
(15)
and we use ν ∈ R22 to denote a concatenation of all the
dual variables. Next, we minimize the Lagrangian function
with respect to r˜:
min
r˜
L(r˜,ν) =
{
νy Z(ν) < 0,
−∞ otherwise. (16)
Finally, the Lagrangian dual problem is the following SDP:
Problem 3 (Dual of Problem 2).
max
ν
νy,
s.t. Z(ν) < 0,
(17)
where Z(ν) is defined in Equations 14 and 15.
Problem 3 can be efficiently solved with any generic
interior-point solver for SDPs [33], [34], [35]. Once we have
found the optimal dual parameters ν?, we have to recover
the primal solution. The primal solution can be found by
examining the Lagrangian dual (Equation 14): because Z is
positive semidefinite (PSD), the r˜? that minimizes Equation
14 lies in the nullspace of Z [32]. Since we enforce that
y = 1, the optimal rotation is actually r˜?/y?, and R? can
be recovered by horizontally stacking the columns of r˜?/y?,
while t? can be recovered with Equation (10). We could
have, alternatively, solved the Lagrangian dual of Problem 3,
which is another SDP commonly called simply the ‘SDP
relaxation’ of Problem 2 [36]; in this paper we only cover
Problem 3 for the sake of clarity and brevity.
V. SDP TIGHTNESS AND STABILITY
In this section, we derive sufficient conditions for our
convex relaxation-based approach to hand-eye calibration to
be tight, ensuring that a certifiably globally optimal solution
to the primal problem can be extracted from the solution to
its convex relaxation. Throughout this section, we will be
dealing with a slightly modified version of Problem 1:
Problem 4 (Orthogonal Relaxation of Hand-Eye Calibra-
tion).
min
R,t,α
Jt + JR
s.t. R ∈ O(3),
(18)
where the cost function Jt + JR is the same as Problem 1’s
and the feasible set is the group of orthogonal matrices
O(3) = {R : RRT = I}.
Problem 4 is a relaxation of Problem 1 because we allow
reflections in addition rotations. An important consequence
of this fact is that any instance of Problem 4 which exhibits
strong duality with a minimizer in SO(3) will also exhibit
strong duality if its constraints are ‘tightened’ to limit its fea-
sible set to SO(3) (i.e., made into an instance of Problem 1).
The smaller constraint set of Problem 4 will make the proofs
of strong duality simpler, and they will double as proofs of
any formulation that adds constraints (e.g., Problem 1 with
or without redundant orthogonality constraints). We will also
make use of the known-scale version of hand-eye calibration
found in [3]:
Problem 5 (Hand-Eye Calibration with Known Scale).
min
R,t
J ′t + JR
s.t. R ∈ O(3),
(19)
where
J ′t =
T∑
t=1
‖Rtat + t−Rbtt− tbt‖22, (20)
which is identical to the translation cost terms in Problem 1
except the scale α is omitted (i.e., it is assumed to be known
and equal to 1).
The ‘known scale’ case in Problem 5, which applies
to scenarios where both sensors measure their egomotion
without scale ambiguity, is simpler to work with and will be
used to extend the proofs in this section to the more general,
monocular formulation of Problem 1.
Proposition 1 (Tightness of the Noise-Free Case). Any
noise-free instance of Problem 4 exhibits strong duality
(i.e., the duality gap is zero and the optimal solution can
be extracted from either SDP relaxation discussed in this
paper).
Proof. We will use Lemma 2 from [9], which requires that
we present a primal solution x? ∈ Rn and a dual solution
λ? ∈ Rm that satisfy
1) primal feasibility (h(x? = 0)),
2) dual feasibility (Q(λ?)  0),
3) and complementarity (λ?T∇h(x?) = −∇f(x?)),
where Q is the Hessian of the Lagrangian of Problem 4.
Selecting the ground truth rotation R? and translation t?
clearly satisfy primal feasibility since R? is a rotation matrix.
If we select λ? = 0, we get Q(λ?) = ∇2f which is clearly
positive semidefinite because f is a positive sum of convex
norms and therefore convex. Finally, since the ground truth
values of R and t give a cost of zero and f ≥ 0, they are
an unconstrained minimizer (i.e., ∇f(x?) = 0). Therefore,
λT∇h(x?) = 0 = −∇f(x?). (21)
This result trivially extends to Problem 5 and Problem 1 with
any number of redundant constraints:
Corollary 1 (Known Scale and Redundant Constraints). The
known scale case (Problem 5), and any formulation with
redundant constraints, also exhibit strong duality for all
noise-free instances.
Next, we present Lemma 1, which will be crucial for
proving our main results in Theorems 1 and 2. One of the
lemma’s conditions, which essentially requires the sensor
platform to rotate about two distinct axes in a fixed global
reference frame, is a common observability criterion found
in similar formulations of extrinsic calibration [7], [37].
Lemma 1 (Strict Convexity). A noise-free instance of our
extrinsic calibration from egomotion Problem 5 has a strictly
convex cost f = J ′t + JR if the measurement data is
generated by motion that includes rotations Rbi 6= I,Rbj 6=
I of the sensor platform about at least two unique axes with
corresponding translations tat , taj satisfying
[(Rtat)
T (Rtaj )
T]T /∈ span(col(
[
I−Rbi
I−Rbj
]
)), (22)
where R is the ground truth extrinsic rotation.
Proof. Our proof relies on the fact that a positive definite
Hessian matrix ∇2f is a necessary and sufficient condition
for strict convexity of quadratic functions [31]. We first note
that f is a positively weighted sum of quadratic norms,
meaning f = xTQx + bTx + c ≥ 0 and ∇2f = Q  0. We
then note that the first-order optimality condition gives us
∇f |x? = 0 =⇒ Qx? = −b. (23)
This tells us that if the solution x? is unique, then Q 
0, otherwise the nullspace of Q provides infinite solutions.
Therefore, it suffices to show that the global (unconstrained)
minimizer x? is unique in order to prove that f is strictly
convex. Since f ≥ 0 is a sum of squared residuals that are
all equal to zero when x? = [t?T r?T]T, where t? and r?
are the true calibration parameters used to generate the noise-
free measurements, we see that f([t?T r?T]T) = 0 is a global
minimum of f . Thus, we must show that f(x) = 0 implies
that x = [t?T r?T]T.
We will first demonstrate that JR(r) = 0 if r = γr?, γ ∈
R. To accomplish this, we will note that each squared
residual term RRai − RbiR is equal to zero if and only
if
R = RbiRR
T
ai . (24)
Using the Kronecker product’s vectorization identity yields
(I9 −Rai ⊗Rbi)r = 0. (25)
Since Rat and Rbt are about different axes, Lemma 1 from
[14] ensures that Equation (25) has a unique solution up to
scale.
Having established that f(x) = 0 =⇒ r = γr?, we will
now investigate the squared residual terms of Jt:
Rtat + t−Rbit− tbt . (26)
Substituting in γr? and setting the ith residual to zero gives
(I−Rbi)t + γR?tat = tbt , (27)
which we can rearrange and combine with the jth residual
to get[
I−Rbi R?tat
I−Rbj R?taj
] [
t
γ
]
= M
[
t
γ
]
=
[
tbt
tbj
]
. (28)
In order to prove that t = t?, γ = 1 is a unique solution,
we must demonstrate that M ∈ R6×4 is full rank. First, note
that
rank(
[
I−Rbi
I−Rbj
]
) = 3. (29)
Suppose ∃w 6= 0 such that (I − Rbi) w = 0 and (I −
Rbj )w = 0. This would mean that w is the axis of rotation
for both Rbi and Rbj , which contradicts our assumption.
Since the left three columns of M are rank 3, M is rank 4
when the fourth column [(R?tat)
T(R?taj )
T]T is not in the
span of of the first 3 columns. This is precisely the condition
[(Rtat)
T (Rtaj )
T]T /∈ span(col(
[
I−Rbi
I−Rbj
]
)), (30)
which is one of our assumptions. Therefore, x? is a unique
minimizer of f and f is strictly convex.
We are now prepared to prove our two main results.
These theorems demonstrate that the strong duality of our
formulation of extrinsic calibration is inherently stable to
the addition of measurement noise. Both theorems rely on
technical results described in detail in [9].
Theorem 1 (Stability of Problem 5). Let θ be a vector con-
taining all the egomotion measurements that parameterize
the cost function of Problem 4. Let θ¯ be any parameterization
such that the conditions of Lemma 1 hold (i.e., they describe
a noise-free problem instance with rotation about two unique
axes and Condition 22 holds). There exists some  > 0 such
that if
∥∥θ − θ¯∥∥ ≤ , then strong duality holds for the in-
stance of Problem 4 described by θ, and the global optimum
can be obtained via the solution of the dual problem.
Proof. We will use Theorem 8 from [9], which requires that:
1) the cost function f varies continuously as a function
of θ,
2) θ¯ is such that fθ¯ is strictly convex (where fθ simply
denotes the specific cost function formed with mea-
surements in θ),
3) Problem 4’s minimizer x? is also the minimizer of the
unconstrained cost function fθ¯ (i.e., ∇fθ¯(x?) = 0),
and
4) the Abadie constraint qualification (ACQ) holds for
the algebraic variety described by the constraints of
Problem 4.
The cost function fθ depends quadratically (and therefore
continuously) on θ, satisfying condition 1). Lemma 1 ensures
that 2) and 3) hold. Finally, condition 4) holds because the
variety described by O(3) defines a radical ideal (see Lemma
21 and Examples 7.3-4 in [9] for details).
Theorem 2 (Stability of Problem 4). The stability property
described in Theorem 1 also holds for the unknown scale
case of Problem 4.
Proof. Since the cost function of Problem 4 is homogeneous,
it is not strictly convex for any θ and we cannot use the same
approach as in Theorem 1. We will instead use Remark 7
and the more general Theorem 14 from [9], which require
that:
1) ACQ holds at x? of the problem instance described by
θ,
2) the constraints of Problem 4 describe a smooth mani-
fold, and
3) the Hessian of the Lagrangian of the cost function fθ¯
is corank-one.
We saw in Theorem 1 that 1) holds, and SO(3) is a smooth
manifold that satisfies 2). Therefore, it remains to prove
3). In Proposition 1 and Corollary 1, we established that
exact measurements lead to a zero-duality gap problem
instance with corresponding Lagrange multiplier λ = 0
for both Problem 5 and Problem 4. Lemma 1 established
that the affine (i.e., non-homogenized) cost function of the
known scale problem is strictly convex. In other words, its
Hessian H = ∇2f is positive definite. We can use the fact
that its Lagrange multiplier λ is zero to conclude that its
Lagrangian’s Hessian Qθ¯(λ) = H is also positive definite.
Letting y denote the affine coordinates of Problem 5, we
note that the homogeneous Problem 4’s coordinates are of
the form
x =
[
yT α
]T
, (31)
where α is the scale variable. The Hessian of Problem 4’s
cost function can therefore be written
G =
[
H 12b
1
2b
T c
]
∈ RN×N , (32)
for appropriate parameters b and c. We need to demonstrate
(for Theorem 14 in [9]) that G has corank-one (i.e., rank
N − 1). Elementary properties of matrix rank tell us that
rank(G) ≥ rank(
[
H
1
2b
T
]
) ≥ rank(H) = N − 1, (33)
with the final equality coming from the positive definiteness
of H. Since the cost function for the unknown scale problem
is homogeneous and has a minimizer that evaluates to zero,
we know it is not full rank. Therefore, the Hessian G is
corank-one as required.
Theorems 1 and 2 demonstrate the existence of a measure-
ment error bound  within which our hand-eye calibration
formulations exhibit strong duality, but we leave the exact
quantification of this bound as future work.
VI. EXPERIMENTS AND RESULTS
In order to demonstrate the strong duality guarantees of
Section V, we focus primarily on synthetic experiments
where measurement statistics and the ground truth value of
Θ are known exactly. We also compare our convex relaxation
approach against a simple method that does not guarantee a
global minimum on the same synthetic data. Throughout this
section, ‘optimality’ refers specifically to global optimality of
an extrinsic transformation estimate with respect to the cost
function of Problem 1. In the presence of noise, optimality
does not imply zero error with respect to the ground truth
Θ; e.g., the dual solutions in Figure 4 are globally optimal
with respect to Problem 1 but still differ from ground truth.
Throughout all experiments, our algorithm exhibited sub-
second runtime similar to its predecessor in [3].
A. Optimality Certification Conditions
Throughout our experiments, three criteria are used to
certify that the solution to the dual problem is optimal.
First, a singular value decomposition (SVD) is performed
to evaluate the numerical rank of the solution matrix Z
in Problem 3. Any right-singular vector with corresponding
singular value less than 10−3 is used to form the solution to
the primal problem. Next, the extracted rotation solutions are
checked via ‖RTR − I‖F < 10−3, which ensures that the
solution belongs to SO(3). Finally, solutions with a duality
gap greater than 0.01% of the primal cost are rejected.3
B. Synthetic Data
The simulation data were created by generating trajectories
on a smooth, undulating surface. The x-axis of F−→at was set
to be tangent to the trajectory at every point tatww , while the
z-axis was set to be normal to the surface, thus defining
Rwat . The full pose Twat is therefore defined by Rwat
and the position tatww . The second sensor’s absolute position
tbtww at each time step is determined using the ground-truth
value of the extrinsic transformation Θ (see Equation (3)).
An example ground-truth trajectory produced via this method
is shown in Figure 2.
To create each dataset, egomotion measurements Tat and
Tbt were extracted from the trajectories of sensors a and b,
respectively, where b was the monocular camera. All camera
translation vectors were scaled by α > 0. Finally, zero-mean
Gaussian noise was added to each translation vector and
injected into each rotation matrix via a left perturbation of
SO(3) [38]. Details about the noise’s variance are given in
Section VI-B.1.
1) Zero-Duality Gap and Redundant Constraints: In Sec-
tion V, we proved the stability of our QCQP formulation
of hand-eye calibration to noisy measurements. In order to
verify this result, the trajectory in Figure 2 was corrupted
with measurement noise and the calibration was determined
with our method. Each bar in Figure 3 represents the
percentage of 100 trials for which the solver was able to
3The approximations of floating point arithmetic necessitate the use of a
numerical tolerance for ‘zero’-duality gap.
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Fig. 2. Trajectory of the rigid body system described in Section VI-B.
Egomotion is determined by each sensor’s SE(3) trajectory, which is then
corrupted by synthetic noise. The monocular camera’s translation estimates
are scaled by α > 0. The sensor platform trajectory provides sufficient
rotation about different axes to satisfy the assumptions of Lemma 1.
find (and certify via the duality gap) a globally optimal
solution. Each grouping in Figure 3 corresponds to a different
standard deviation of translational noise. We ran additional
tests with rotational noise levels up to 10 times the rotational
magnitude. The rotational noise tests revealed that rotational
noise, at the magnitudes tested, had no effect on solution
optimality. Each bar corresponds to a different combination
of SO(3) constraints (Equation (1)).
Our first observation is that the default case, labelled
‘R,’ with no redundant constraints or right-handedness con-
straints, does in fact achieve a global optimum in 100%
of cases, provided the translational error is below 10% of
the translation magnitude. This behaviour was predicted by
Theorem 2. Secondly, we note that including both redundant
column and row orthogonality constraints (‘R+C’) improves
the stability of our approach to measurement noise. Finally,
the inclusion of the right-handedness constraints (‘R+H’ and
‘R+C+H’), which prohibit orthogonal matrices that include
reflections, also increases the robustness of our solver to
noise. These results mirror those in [3], which are (retroac-
tively) predicted by Theorem 1.
2) Calibration Accuracy: In this section we evaluate the
performance of the algorithm against a simple, suboptimal
linear approach inspired by [14]. This suboptimal approach
uses the same cost function as Problem 2, but solves the
unconstrained problem via SVD before projecting onto the
nearest orthogonal matrix using the method of [39], and
then extracting the unconstrained optimal t and α from
Equation (10). Since it solves successive linear least squares
systems to approximately minimize the cost function, we
refer to this as the linear solution. Our results are displayed
in Figure 4: each row has a different pair of translational
and rotational noise settings. At low error, both algorithms
perform similarly, but as the error increases our solution
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Fig. 3. A bar plot indicating the percentage of 100 noisy random trials
in which the dual SDP solver found a global optimum. Each grouping
corresponds to the percentage of translation measurement magnitude used
as the standard deviation for the noise added. The legend specifies which
combination of SO(3) constraints was used: R is row orthogonality, C is
column orthogonality, and H is right-handedness.
outperforms the linear solution, highlighting the importance
of a globally optimal approach.
VII. CONCLUSION
We have presented a novel, certifiable hand-eye calibration
algorithm with a priori global optimality guarantees. Our
experiments demonstrated that the zero-duality-gap region
is large enough to accommodate severe sensor noise and
that our algorithm is fast enough for real-time applications.
This paper focused on the theoretical properties of our
algorithm—we intend to include further experimentation
on challenging real datasets in its sequel. Additionally,
extensions to the closely related robot-world calibration
problem [10], probabilistic cost function variants [17], and
robust problem formulations [11] all hold promise for our
technique. Finally, while the issue of highly accurate joint
spatio-temporal extrinsic calibration has been explored for
various extrinsic calibration problems [40], [41], [42], [43],
a certifiable algorithm has not, to our knowledge, been
proposed.
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