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We consider the Hill’s equation 
Y” + In - q(x) J y = 0, 
where 
4(x + n> = 4(x) 
and 
(1) 
I n q(x) dx = 0. 0 
We assume q(x) to be integrable on (0, n). For background and other 
references, see [3, 61. By y,, y, we denote the solutions of (1) satisfying 
Y,(O) = 1 = Y;(o), 
Y;(o) = 0 = Y*(O)- 
The discriminant of Hill’s equation is given by 
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and A,,, A,, A2 ,..., the zeros of A - 2, are the eigenvalues of (1) subject o the 
boundary conditions 
Y(O) - Y(4 = 0, (2) 
Y’(O) -Y’(T) = 0, 
while A’, A;, 2; ,..., the zeros of A + 2, are the eigenvalues of (1) subject to 
the boundary conditions 
Y(O) + Y(X) = 0, (3) 
y’(0) + y’(7c) = 0. 
These eigenvalues are interlaced in the following way. 
Since q(x) is a n-periodic function with mean value zero, 
q(x)= 5 a,, cos 2nx + b, sin 2nx. 
n=1 
We denote the even and odd harmonic parts of q(x) by qe and q,,, respec- 
tively, and let 
“, a2nt1 Z(x) =x sin 2(2n + 1)x - bz,+ 1 cos 2(2n + 1)x 
n=o 2(2n + 1) 
Then 
4(x) = q,(x) + 90(x), 
where 
40(x) = Z’(x) 
and 
Z(x + 42) = -Z(x). 
Borg [ 1 ] proved the following result. 
THEOREM 1. All zeros of A(L) + 2 are double if” and only if Z(x) = 0. 
Hochstadt [4] gave a d@erent proof of this theorem and using the same 
technique he subsequently [5] proved the following theorem. 
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THEOREM 2. All zeros, with the exception of A,, of A(l) - 2 are double 
zeros if and only if 
q,(x) = & + P(x). 
Goldberg and Hochstadt [2] proved the following inverse theorem. 
THEOREM 3. If all but two zeros of A(A) t 2, namely, ,ur and p2, are 
double zeros then 
2(u, + ,u,)Z + $1’ t I” = 2q,I - I 
xtd2 
qJ dx. (4) 
x 
Necessarily, q is such that I’ is absolutely continuous so that I” exists a.e. 
When I(x) E 0 Theorem 3 reduces to Theorem 1. From Theorem 1 it also 
follows that if I(x) is not identically zero then A@) t 2 has at least two 
simple zeros, say, pi < ,uu,. 
The purpose of this paper is to prove the following converse to Theorem 3. 
THEOREM. Consider the boundary value problem (l)-(3) where q(x) 
satisfies (4). Then all eigenvalues, except p, and p,, are double eigenvalues. 
It is interesting to note that the above direct theorem was unknown until 
after the discovery of the inverse theorem. Generally, the direct theorems 
were known before the inverse theorems, but in the case of our theorem and 
Theorem 3, the direct theorems were discovered only after 
theorems were proved. 
Proof of Theorem. By differentiating (4) and multiplying 
obtains 
(q$) = (pl $ p*) ZZ’ + I3Z’ + II”‘/2. 
We now integrate the above equation to get 
the inverse 
by Z/2 one 
s?(X) = y-- 
Pl + P, $ e4 
4+ 
21(x) I”(X) - [I’(x)12 t 4a* 
412(x) 3 (5) 
where the constant of integration 4a2 is chosen in such a way that 
(I’)’ = 4ar2 at all points where I = 0 so that qe is regular. 




21(x) I”(X) - (I’(x))2 t 4a2 
412(x) 1 y=o (6) 
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with boundary conditions (3). In this form L = 0 is the midpoint of the 
nonvanishing interval @i , ,LJ. To prove that an eigenvalue is double we have 
to show that at such an eigenvalue two periodic, linearly independent 
solutions coexist. 
A direct calculation shows that if y satisfies (6) then so does 
D(x) = f(x) Y(X + 42) + Z(x) Y’(X + 7q4, 
where 
(7) 
f(x) = -f[2A + Z’(X) -z*(x)]. (8) 
Now we suppose that 1 is an eigenvalue, that y(x) is a periodic solution, 
and by translation of coordinates, if necessary, 
Y(0) = -v(n) = 1, 
y’(0) = -y’(n) = 0. 
Clearly, if y(x) is periodic, so is 7”. If they are linearly independent we must 
have a double eigenvalue. For the sake of contradiction we assume there 
exists a real, non-zero constant c such that 
Y(X) = 4f(x> Y(X + 742) + Z(x) Y’(X + 74211. 
At x=0, 
and at x = 742, 
Also, 
1 = 4f(0) YW) + Z(O) Y’W)l 
y(lr/2) = -cy@/Z). 
v’W2) = -4f’W) - Z(O)(q,(O) + Z’(O) - AlI* 
A substitution of (11) and (12) into (10) yields 
1 = -c’[.mfW) + wf’ (42) - Z2w?,(0) + Z’(O) - L>l 
which, with the aid of (5) and (8), becomes 






For III> CI, (13) is impossible, so that we may conclude that y and 7” are 
linearly independent. Therefore, all eigenvalues of the boundary value 
problem (6)-(3) which lie outside the interval (-a, a) must be double. 
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It follows from the fact that p, and p, are simple eigenvalues that the 
interval (,u, p2) must be contained in [-a, a]. Furthermore, we wish to show 
that (6)-(3) has no other eigenvalues in [-a, a]. We now suppose that 1 is 
an eigenvalue of the boundary value problem (6)-(2) corresponding to a 
periodic solution y(x) which, by a translation of coordinates, if necessary, 
satisfies 
Y(O) = Y(X) = 1, (14) 
y’(0) = y’(7r) = 0. 
If 1 is a simple eigenvalue, y and Ty must be linearly dependent. Using 
(14) and following (9) through (13) one obtains 
1 = c2(A2 - a’). (15) 
For ]A] < a, (15) is impossible. It follows that (6~(2) cannot have a simple 
eigenvalue in (-a, a). 
We now show that (6)-(2) cannot have a double eigenvalue in (-a, a). A 
calculation shows that 
r’y = T(Ty) = (A’ - a’) y(x + 7~). (16) 
Now if we let y’(x) = Ty(x) then from (7) and (16) 
Y(x) = f(x) Y(X + 42) + Z(x) Y’(X + 42) (17) 
and 
(A’ - a’) y(x + n) = f(x) Y(x + 42) + Z(x) y”(x + 42). (18) 
Multiplication of (17) and (18) by y(x + 7r/2) and y(x + x/2), respectively, 
followed by a subtraction yields 
y’(x) F(x + 42) - (A’ - a’) y(x + n) y(x + n/2) = -Z(x)W, (19) 
where 
w = y(x + 42) v”(x + 742) - y’x + 42) y’(x + 7r/2), 
the Wronskian of y and 7, which must be constant. But if A is an eigenvalue 
of (6)-(2), it necessarily follows that corresponding eigenfunctions are x 
periodic. Equation (19) now becomes 
g(x) y’x + 42) - (A’ - a2) y(x) y(x + n/2) = -Z(x) W. (20) 
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A substitution of x + 7r/2 for x in (20) gives us 
j(x) y’(x + n/2) - (A’ - a’) y(x) y(x + 42) = Z(x)w. 
By comparing (20) and (21), we see that 
(21) 
w=o, VA: 
and hence y and y’= Ty are linearly dependent. Then Ty = ky, Py = k*y and 
a comparison with (16) shows that A2 2 a*. Therefore, any eigenvalue of 
(6)-(2) must lie outside of (-a, a). 
Since d(L) - 2 has no zeros in (-a, a), d(A) + 2 can only have the zeros 
,u] and ,u, in that interval and our theorem is established. 
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