A new efficient method for finding the generalized equivalence transformations related to a differential equation system via its extended classical symmetries is presented. This technique applies to the case when the arbitrary functions involve only the independent variables of the system. Intriguingly, for this type of equations, any symbolic manipulation program designed to find classical Lie symmetries can also be used to determine generalized equivalence transformations, without any modification of the program. The method has been implemented as the MAPLE routine GENDEFGET and is based on the MAPLE package DESOLV (authors Carminati and Vu). The nonlinear stationary heat conduction equation is considered as an example.
Introduction
Differential equations (DEs) involving arbitrary functions (or arbitrary elements as they are called in the symmetry analysis theory) have received an increased interest in the last decades, especially due to their frequent occurrences in various research fields, such as industrial mathematics, mathematical biology, mathematical finance, and fluid mechanics. The behavior of a mathematical model described by such a DE is crucially influenced by the arbitrary functions (also called data or parameters depending on the context of the studied equation) describing specific elements of the analyzed problem. For instance, for ill-posed parameter identification problems, arbitrary small changes in data may lead to arbitrary large changes in the solution. A modern framework for obtaining particular information related to the model that is encapsulated in the nonlinearity of the equation (such as group invariance, symmetry reductions, dimensionless related models, and group-invariant solutions) is based on Lie transformation group theory. Briefly, various types of transformation groups associated with the model's equation can be explored: classical Lie symmetries (introduced by Lie (Lie, 1929) ), nonclassical symmetries (due to Bluman and Cole (Bluman and Cole, 1969) ), equivalence transformations (introduced by Ovsyannikov (1982) ) or generalized equivalence transformations (discussed by Meleshko (Meleshko, 1996) ). While the classical and nonclassical symmetries have been studied intensively for a remarkable number of mathematical models, the (generalized) equivalence transformations have been less popular, although they have been used mainly for the group classifications of DEs with arbitrary functions (two DEs connected through an equivalence transformation are called equivalent). Beginning with the first implementation of the classical Lie method (due to Katkov and Kostyukova (Ovsyannikov, 1982) ), a large number of computer programs have been designed to find specific symmetry reductions related to DEs. For example, for the symbolic manipulation program Maple, the package DE-SOLV (authors Carminati and Vu (Carminati and Vu, 2000) ) is designed to determine classical Lie symmetries while the subroutine GENDEF (see Bila and Niesen (Bîlȃ, Niesen , 2004) ) can be used to determine the nonlinear system of the determining equations of the nonclassical symmetries related to a DE. In his book (Meleshko, 2005) , Meleshko presents specific REDUCE codes for finding symmetry reductions for DEs. At the moment, no such programs implementing the equivalence transformation method (or the generalized equivalence transformation method) are available.
Recently, Bila and Niesen (Bîlȃ, Niesen , 2009 ) have discussed two new classes of Lie groups of transformations that might be associated with DEs with arbitrary functions that involve only the independent variables of the model's equation. These group transformations have been named extended classical symmetries and extended nonclassical symmetries, respectively. Applications of these new symmetry reductions have been discussed in connection to mathematical models arising in car windshield design (Bîlȃ, 2004) and heat conductivity (Bîlȃ, Niesen , 2009) , respectively. It has been shown that the method based on augmenting the space of the dependent variables with the space of the arbitrary functions may lead to new symmetry reductions that cannot be derived by using the classical or nonclassical methods. Thus, by increasing the number of unknown functions, one can seek symmetry reductions that lead to DEs of less order -for models represented by ordinary differential equations (ODEs) -or less dimension -for models described by partial differential equations (PDEs). In this approach, one can determine classes of arbitrary functions for which the dimension (or the order) of the equation can be reduced. Surprisingly, although the idea of including the arbitrary functions in the set of the dependent variables (or in the set of the independent variables if the model's equation involves arbitrary constants) has appeared in the literature (for instance, in [21] and [73] ), it has not been explored extensively in the context of other classes of symmetry reductions. Therefore, the aim of this paper is to analyze the relationship between the extended classical symmetries and the generalized equivalence transformations and to introduce a new efficient algorithm for determining generalized equivalence transformations. In this paper, we restrict ourselves to the case when the arbitrary functions involve only the independent variables of the equation. As a main result, it is shown that by augmenting the PDE system of the determining equations of the extended classical symmetries by specific PDEs, one can obtain the determining equations of the generalized equivalence transformations. Furthermore, by attaching certain additional equations to the determining equations of the generalized equivalence transformation one can retrieve the determining equations of the equivalence transformations. Consequently, any symbolic manipulation program designed to determine the classical Lie symmetries can also be used to determine the generalized equivalence transformations, and, hence, the equivalence transformations, without any modification of the program.
The paper is structured as follows: Section 2 contains a brief presentation of the extended classical symmetries, the equivalence transformations, and the generalized equivalence transformations. In Section 3, the new method for determining the generalized equivalence transformations is explained in detail. In the last section, the new method is applied to the standard linear second-order parabolic partial differential equation and a parameter identification problem arising in heat conduction.
Extended classical symmetries and generalized equivalence transformations

Extended classical symmetries
Initiated by Sophus Lie (1842 Lie ( -1899 in the nineteenth century (Lie, 1929) , symmetry analysis provides the most powerful tools for obtaining closed-form exact solutions for nonlinear partial differential equations (PDEs) via specific symmetry reductions. Modern presentations of Lie's theory can be found in the works by Ovsiannikov (Ovsyannikov, 1982 ), Ibragimov ((Ibragimov, 1994 , (Ibragimov, 1995) ), and Olver (Olver, 1986) . Symmetry analysis theory is based on the notion of continuous transformation groups (named today Lie groups of transformations). Given a DE, one can study its related symmetry group which consists of Lie groups of transformations called classical Lie symmetries. These (local) transformation groups act on the space of the independent and dependent variables of the equation leaving the set of its solutions invariant. Moreover, the form of the DE remains invariant under the symmetry group action (for instance, see (Ibragimov, 1994) , p.14). The symmetry group associated with a DE can be obtained by applying a technique called today the classical Lie method which is based on the criterion of infinitesimal invariance.
Consider the following DE system
with p independent variables x = (x 1 , . . . , x p ) ∈ X ⊂ R p , q dependent variables u = (u 1 , . . . , u q ) ∈ U ⊂ R q , and r arbitrary functions φ = (φ 1 , . . . , φ r ) ∈ W ⊂ R r , where φ = φ(x) (note that the arbitrary functions φ depend only on the independent variables of the system). Here u (n) denotes the function u together with its partial derivatives up to order n, φ (m) represents the function φ along with its partial derivatives up to order m, and F = (F 1 , . . . , F l ) is the function defining the system (1). Assume that the system is locally solvable and defines a regular submanifold (with respect to u).
To introduce the extended classical symmetries, we augment the space U of the dependent variables u with the space W of the arbitrary functions φ and consider U × W to be the space of the new dependent variables (u, φ) of the system (1) (for more details, see (Bîlȃ, Niesen , 2009) ). Since (1) is locally solvable and of maximal rank with respect to u, these conditions are also true in the new setting for (1) in which u and φ are both unknowns.
Similar to the case of the classical Lie symmetries discussed in (Olver, 1986) , consider the following one-parameter Lie group of transformations
that acts on an open set D ⊂ X × U × W, where ε is the group parameter and let
be the general infinitesimal generator associated with (2) (or extended classical symmetries operator ). Note that here the coefficients of X, also called infinitesimals, are functions of x, u, and φ. A Lie group transformation of the form (2) is called an extended classical symmetry related to (1) if it leaves the form of the system (1) invariant, i.e.,
Observe that the set of all analytical solutions will also be invariant under this group action. Similar to the case of the classical Lie symmetries, the extended classical symmetries can be found by applying the criterion for infinitesimal invariance (Olver, 1986) . In this case, the criterion rewrites as
where N = max(n, m) is the highest leading derivative in (1) and pr (N ) X is the N th order prolongation of X given by
Here D J denotes the total derivatives for the multi-indices J = (j 1 , . . . , j k ), 1 ≤ j i ≤ N , that are obtained from the total derivative with respect to x i , i.e.,
where (6) into (5), we obtain the following relation
(10) which must hold whenever F = 0. The infinitesimals ζ k , λ s , and θ α are found by solving an over-determined linear PDE system named the determining equations of the extended classical symmetries of the DE system (1). This system is obtain as follows: firstly, eliminate any dependence occurring between the partial derivatives of u m and φ α by using the original DE system (1) and, secondly, set to zero all coefficients of the remaining partial derivatives.
Note that the resulting PDE system does not involve the arbitrary functions φ α as that happens in the classical Lie symmetries approach. Recall that the classical Lie symmetries of the DE system (1) are found by seeking a one-parameter Lie group of transformations that acts only on the space of the independent and dependent variables of the system (1). Therefore, the coefficients of its associated infinitesimal generator depend on x and u only, and, consequently, the determining equations of the classical Lie symmetries are given by an over-determined linear PDE system which involves the arbitrary functions φ α (with α = 1, . . . , r) along with their partial derivatives.
Generalized equivalence transformations
with p independent variables x = (x 1 , . . . , x p ) ∈ X ⊂ R p , q dependent variables u = (u 1 , . . . , u q ) ∈ U ⊂ R q , and r arbitrary functions Φ = (Φ 1 , . . . , Φ r ) ∈ W ⊂ R r , where Φ = Φ(x, u). Here u (n) denotes the function u together with its partial derivatives up to order n, Φ (m) represents the function Φ along with its partial derivatives up to order m, and G = (G 1 , . . . , G l ) is the function defining (11). Note that the arbitrary function Φ depends on the independent variables x and the dependent variables u. Later, in Section 3, we will restrict ourselves to the case Φ(x, u) = φ(x) in which Φ involves only the independent variables of the system.
Since the DE system (11) contains the arbitrary function Φ, it may be regarded as belonging to a family T of DE systems of the same type (each function Φ is related to a system of the form (11)). Two distinct functions Φ 1 and Φ 2 yield two DE systems (11) that may have the same differential structure (here the differential structure is considered with respect to the partial derivatives of the dependent variable u only). For DEs involving arbitrary functions, Ovsyannikov (Ovsyannikov, 1982) introduced a new class of transformations called equivalence transformations. In the literature, a transformation of equivalence is often given in its finite form, i.e., x = P (x,ũ) and u = Q(x,ũ). An equivalence transformation associated with the family T of DE systems (11) is a point transformation on the space of the independent x and dependent variables u of the system (or, more precisely, a nondegenerate change of dependent and independent variables) with the property that it leaves the family T invariant. Hence, a transformation of equivalence maps a system belonging to T into another system from T . More precisely, after applying an equivalence transformation a system (11) related to a given function Φ 1 , one obtains a new system with the same differential structure except, in general, the function Φ 1 which is replaced by a new function Φ 2 . Basically, the transformed function Φ 2 may have a different form that Φ 1 , even if the two functions depend on the same arguments. In this context, the function Φ 1 is called a representative for its class of DE systems. Therefore, an equivalence transformation leaves the differential structure of a DE system invariant and it only changes its representative. Two systems of DEs (11) are said to be equivalent if they have the same differential structure and differ from one another only by the arbitrary function. In other words, via an equivalence transformation, the system (11) is kept in the same class (the representative Φ 1 may differ). In this way, the equivalence relation defined on the family T divides T into disjoint classes of equivalent DE systems. To summarize, the systems of the family T are permuted among themselves via distinct equivalence transformations (Ibragimov, 1995) . The set of all equivalence transformations related to (11) form the equivalence group of the DE system (11).
The equivalence transformations can be determined by applying Ovsyannikov's method based on the criterion for infinitesimal invariance. This technique consists in seeking a (connected) Lie group of transformations of the form
where ε is the group parameter, that acts on the space of the independent variables x, the space of the dependent variables u, and the set of the arbitrary functions Φ with the property that it leaves the differential structure of (11) invariant except for its arbitrary function. Note that in the recent literature on this topic, the one-parameter Lie group of transformations (12) is sometimes referred to as the equivalence group of (11). To apply the criterion for infinitesimal invariance to (11), the extension (or prolongation) of the infinitesimal generator associated with (12) is considered and applied to the original DE system (11). In (Meleshko, 1996) , Meleshko proposed a generalization of the equivalence transformations by requiring that (12) be replaced by the one-parameter Lie group of transformations of the form
where ε is the group parameter. In this paper, we will refer to the equivalence transformations in the sense of Meleshko as the generalized equivalence transformations related to (11). Let
be the general infinitesimal generator associated with (13) (or the generalized equivalence operator ). In this case, all coefficients of the infinitesimal generator (14) depend on the independent variables x, the dependent variables u, and the arbitrary functions Φ. Note that the infinitesimal generator related to (12) can be obtained from (14) (14) is defined as (16) with the coefficients given by
and J = (j 1 , . . . , j i ) multi-index of order i with 1 ≤ i ≤ n and 1 ≤ j l ≤ p, 1 ≤ l ≤ i, where
and
where the total derivatives are defined as
We would like to remind the reader that the formula for the extension of Y of arbitrary order can be found in the paper (Romano and Torrisi, 1999 ) by Romano and Torrisi. Ovsiannikov's method for finding generalized equivalence transformations is based on the following criterion for infinitesimal invariance which in this case becomes
In the particular case when the DE system (11) contains the arbitrary functions Φ α along with their partial derivatives up to the order m = 1, the condition (24) turns into
(25) and this must be true whenever (28) holds. To determine the coefficients ξ k , η s , and µ α of the generalized equivalence transformation operator (14), we apply the same technique explained in Section 2.1 for the extended classical symmetries method: any linearly independence that occurs between the partial derivatives of the functions u m and φ α is eliminated by using the DE system (11) and, afterwards, the coefficients of the remaining partial derivatives are set to zero. The resulting PDE system is called the determining equations of the generalized equivalence transformations related to (11).
Remarks. If the arbitrary functions Φ α do not involve all the independent or dependent variables of the system, the original DE system is augmented with specific auxiliary conditions. For instance, if Φ(x, u) = φ(x), then the following auxiliary conditions 
are imposed. In this case, the criterion for infinitesimal invariance is applied to the original DE system (11) augmented with (26), i.e.,
where S = (S β m ) β,m is defined by (26).
New method for finding generalized equivalence transformations
In this section, we discuss the problem of obtaining the generalized equivalence transformations of a DE system via its associated extended classical symmetries by using the criterion for infinitesimal invariance. This method applies to the case when the arbitrary functions involve only the independent variables of the DE system, that is Φ(x, u) = φ(x). For simplicity, we consider that the system (11) contains the arbitrary functions and their first-order partial derivatives only. However, our results may be further generalized to the case when the system also contains higher order partial derivatives of the arbitrary functions.
Consider the DE system
where H = (H 1 , . . . , H l ) is the function defining the equations and φ(x) = (φ 1 (x), . . . φ r (x)) are the system's arbitrary functions. In what that follows we will analyze the determining equations of the extended classical symmetries and, respectively, the determining equations of the generalized equivalence transformations related to (28). The aim is to examine how these equations arise from applying the criterion for infinitesimal invariance to the original DE system and, respectively, to the original system augmented with specific auxiliary conditions. Let
be the extended classical symmetry operator and let
be the generalized equivalence transformation operator associated with (28).
To determine the extended classical symmetries of (28), we calculate the nth order prolongation of V given by (6) and substitute it into the criterion for infinitesimal invariance (10). It follows
which must be identically satisfied whenever H = 0. In (31), the summation is carried over all multi-indices J = (j 1 , . . . , j k ) or order k with 1 ≤ j i ≤ n and 1 ≤ k ≤ n and the coefficients Λ s J and Θ α i are given by the relations (7) and, respectively, (8). From (8), we get
where the total derivative D i is given by (9). Next, we determine the extension (16) of the generalized equivalence transformation operator W and substitute it into the criterion for infinitesimal invariance (27) which rewrites as follows
The first condition in (33) turns into
(34) which must be satisfied identically whenever H = 0 and S = 0. Note that the summation in (34) is carried over all multi-indices J = (j 1 , . . . , j k ) or order k with 1 ≤ j i ≤ n and 1 ≤ k ≤ n and the coefficients A given by (17) and (19) must be restricted to the condition φ = φ(x). For this purpose, let us examine how the total derivatives (21), (22), and (23) rewrites when φ = φ(x). Firstly, the total derivative (21) becomes
Comparing the above relation (35) to (9) yields
Secondly, we have
that implies that the total derivative D i in (22) is not affected by the condition φ = φ(x). Thirdly, the total derivative (23) turns into
From here, by using the relation (36), we get
which implies
for all multi-indices J = (j 1 , . . . , j k ) of order k with 1 ≤ k ≤ n and 1 ≤ j i ≤ p.
To examine the coefficients B α i in (19) under the condition φ = φ(x), we use the following remark
This implies that B
where we define
Under these new considerations, the condition (34) can be rewritten as
which must be identically satisfied on the set of the solutions of the system consisting of (28) and (26). On the other hand, the second condition in (33) 
In the same time, by substituting (38) into (20), we get
Next, replacing (47) in (46) and taking into account that the partial derivatives φ α k must be linearly independent, we obtain the following PDE system 
Note that the above equations implies that the coefficients of the generalized equivalence transformation operator do not depend on the dependent variables of the system, i.e., ξ k = ξ k (x, φ) and µ α = µ α (x, φ). So far, we have shown that the coefficients ξ k , η s , and µ α of the generalized equivalence transformation operator W are solutions of the PDE system resulting from (45) that is additionally augmented with (48). Furthermore, note that replacing (48) in (44), we obtain that T α i = 0. It follows that the right-hand side of (45) becomes zero, i.e.,
(49) Let us make the following observations: if ζ k = ξ k , η s = λ s , and µ α = θ α , then from (40) and (7), it follows that
and, from (32) and (43), we have
Thus, we have proven the following:
The determining equations of the generalized equivalence transformations of the PDE system (28) can be found by solving the determining equations of the extended classical symmetries of the system (28) augmented with the PDE system (48).
It follows that the new procedure consists in three-step procedure:
Step 1.
Step 2.
Step 3.
The MAPLE subroutine gendefGET
The technique presented in the previous section has been implemented in Maple as the subroutine gendefGET. It uses the gendef routine that is part of the Maple package DESOLV (authors Carminati and Vu (Carminati and Vu, 2000) which is designed to find classical Lie symmetries.
Applications
Example 1. Consider the standard linear second-order parabolic PDE (Ibragimov, Meleshko, and Thailert , 2008) 
where a, b, and c are the arbitrary functions. Let
be the general infinitesimal generator of the extended classical Lie symmetries related to (52), where the coefficients ξ i , λ, and θ α depend on x, t, u, a, b, and c. To determine X, we assume that u, a, b, and c are the unknown functions in (52), which, consequently, becomes a nonlinear PDE. Next, we apply the classical Lie method to (52) (see the criterion for infinitesimal invariance (5)). The resulting determining equation system is
whose solution is given by
where p = p(t), q = q(t, x), σ = σ(t, x), and G = G(t, x) arbitrary functions. Note that the extended classical operator (53) can also be written as
where
To determine the generalized equivalence transformations related to (52), we augment this equation with the auxiliary conditions
Next, denote by
the general infinitesimal generator of the generalized equivalence transformations for (52), where ζ i , γ, and ψ α depend on t, x, u, a, b, and c. To find Y , we apply the criterion for infinitesimal invariance (27) to the extended system (52) and (57). According to the method proposed in Section §3, the resulting determining equation system of the generalized equivalence transformations consists of two subsystems: the linear PDE system (54) in which ξ i = ζ i , λ = γ, and θ α = ψ α (with i = 1, 2 and α = 1, 2, 3) and the linear PDE system formed by
The equations (59) result from the invariance of (57) with respect to (58) (see (?? as well). Thus, the coefficients of the generalized equivalence operator Y are given by ζ 1 = p(t), ζ 2 = q(t, x), γ = uσ(t, x), ψ 1 (t, x, u, a, b, c) = a(2q x − p t ), ψ 2 (t, x, u, a, b, c) = aq xx + bq x − bp t + q t − 2aσ x , ψ 3 (t, x, u, a, b, c) = −cp t − σ t − aσ xx − bσ x . (60) and, from here, we get Y = p(t)∂ t + q(t, x)∂ x + uσ(t, x)∂ u + a(2q x − p t )∂ a +(aq xx + bq x − bp t + q t − 2aσ x )∂ b + (−cp t − σ t − aσ xx − bσ x )∂ c .
Note that Y can be obtained from X for G = 0, and, therefore, Y = X p + X q + X σ . Observe that ζ i and γ in (60) do not depend on the arbitrary functions a, b and c. Therefore, the equivalence transformations coincide with the generalized equivalence transformations for the equation (52).
On the other hand, the same result can be obtained by applying the Maple subroutine gendefGET. Here are the Maple commands used for this code:
Conclusion
In this paper, we discuss the relationship between the generalized equivalence transformations and the extended classical symmetries related to PDE systems involving arbitrary functions of the independent variables only. For instance, parameter identification problems arising in the theory of inverse problems for which the data is available on the whole domain may be included in this type of PDEs with arbitrary elements. Determining the generalized equivalence transformations related to such equations can be a difficult task, especially for large PDE systems. Although the method of finding these transformations has consistently occurred throughout the literature on this topic, there is still no published symbolic manipulation program designed for this purpose. In this paper, an alternative method for computing generalized equivalence transformations is proposed. The method applies to the case in which the arbitrary functions involve the independent variables only. Consequently, any symbolic manipulation program used to determine classical Lie symmetries can be used to obtain generalized equivalence transformations. The proposed method has been implemented in Maple as the gendefGET subroutine and uses the package DESOLV (authors Carminati and Vu (Carminati and Vu, 2000) ). Briefly, the generalized equivalence transformations associated with (1) can be found by solving a linear PDE system consisting of two subsystems: the determining equations of the extended classical symmetries and the system resulting from the invariance of the auxiliary conditions attached to (1).
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