Let χ and Φ be "arbitrary" linear functionals on C[0, ∞) and C 1 [0, a], respectively. A large class of evolution equations with one space variable and one time variable is considered. A theorem of uniqueness of the solution of this boundary value problem is proved. 
Introduction
Here we propose a direct operational calculi connected with linear nonlocal boundary value problems for a large class of evolution equations with one space variable and one time variable. Our starting point is the class of linear nonlocal boundary value problems for partial differential equations of the form: For the general construction of the operational calculi that we are to develop, the non-zero linear functionals χ and Φ may be considered as completely arbitrary. Nevertheless, for some technical simplifications specific for the operational calculus, we make the additional restrictions χ{1} = 0 and Φ ξ {ξ} = 0. For the sake of normalization of the functionals χ and Φ, we assume χ{1} = 1,
They allow to consider in a simpler way the following elementary nonlocal boundary value problems, connected with the functionals χ and Φ.
1)
We consider the following elementary boundary value problem in C[0, ∞):
The solution of (1.5) is the resolvent operator
where G(μ) = χ τ {e μτ } is the exponential indicatrix of the functional χ. Our restriction χ{1} = 0 is equivalent to the requirement μ = 0 not to be an eigenvalue of boundary value problem (1.5). The restriction χ{1} = 1 is equivalent to G(0) = 1. Then the resolvent operator r μ ϕ is defined for μ = 0. Denoting l t ϕ(t) := r 0 ϕ, we have 6) where l t is the right inverse operator of the differentiation operator d dt , determined by the nonlocal boundary value condition χ{l t ϕ} = 0.
2)
We consider the following elementary boundary value problem:
with given function
The solution of (1.7) is the resolvent operator
where E(λ) = Φ ξ sin λξ λ is the sine-indicatrix of the functional Φ. Due to restrictions (1.4), this resolvent operator is defined for λ = 0. Denoting
The spectral projectors and their totality
The resolvent operator (1.8) can be used to define the spectral projector, connected with the eigenvalues of (1.7). Such projector exists when the spectrum of (1.9) is nonempty. This is the case when the support of the functional Φ contains at least one point, different from 0. Further, we consider only such functionals Φ.
.. are the eigenvalues of (1.7). Let α n be the multiplicity of λ n as a zero of the sine-indicatrix E(λ) of the functional Φ.
To λ n it corresponds the finite sequence of the eigenfunction
Definition 2.1.
[1] Let Γ n , n = 1, 2, ... be a simple contour enclosing the zero λ n and none of the other zeros of E(λ). The correspondence
is said to be a spectral projector connected with the zero λ n for the boundary value problem (1.7).
The corresponding α n -dimensional eigenspace is
λn . According to a theorem of N. Bozhinov [2] in the case a ∈ suppΦ, the projectors P λn , n = 1, 2, ... form a total system, i.e. a system for which P λn {f } = 0, n = 1, 2, ... implies f ≡ 0.
Nonclassical convolutions
is a bilinear, commutative and associative operation on
is a bilinear, commutative and associative operation on C[0, a] such that
and Lf (x) = {x}
From Definition 2.1 we obtain that the convolution x * has the following projective properties
where
Note that ϕ n (x) = ϕ n,0 (x) (see Dimovski and Petrova [1] , p.94).
Next we introduce a two-dimensional convolution in
Ring of the multiplier fractions of (C(D), * )
We consider the convolution algebra (C, * ), where C = C(D). Our direct operational calculus approach is based on the notion of a multiplier of the convolution algebra (C(D), * ) (see Larsen [5] ).
Definition 4.1. (Larsen [5]) An operator M : C(D) → C(D) is said to be a multiplier of the convolution algebra (C(D), * ) iff M (f * g) = (Mf ) * g for all f, g ∈ C(D).
Here we will remind only some specific notations. The multipliers of the form {u(x, t)} * will be denoted by {u} or u and the result of the application of the operator u * to a function F ∈ C(D) will be denoted simply by {u}F or uF .
Definition 4.2. Let f ∈ C[0, a] and ϕ ∈ C[0, ∞), but both considered as functions of C(D). The operator [f ] t defined by [f ] t u = f
x * u is said to be a partial numerical operator with respect to t, and the operator [ϕ] x u = ϕ t * u is said to be partial numerical operator with respect to x.
In these notations we have
The notion of numerical operator for the Duhamel convolution is introduced in [6] . The standard algebraic procedure of constructing of this ring, named "localization" is described, for example in Lang [7] . Basic for our construction are the algebraic inverses S x = 1 L x and 
For a proof see [9] and [8] .
Algebraization and uniqueness of the solution of boundary value problem (1.1) -(1.3)
Relations (4.1) and (4.2) allow to algebraize boundary value problem (1. 1) -(1.3) , i.e. to reduce it to a single algebraic equation for u in M of the form
whereF is a known element in M.
Thus the problem of uniqueness of the solution of (1.1) -(1.3) reduces to the algebraic problem, whether P (s t ) − Q(S x ) is a nondivisor of zero in M.
Lemma
Let μ, λ ∈ C be the zeros of G(μ) and E(λ), respectively. If there exists a dispersion relation of the form
Using (4.1), (4.2) and E(λ) = 0, G(μ) = 0, we have Let λ n be an arbitrary zero of E(λ) with multiplicity α n . To λ n it corresponds the finite sequence of the eigenfunction b n sin λ n x and α n − 1 associated eigenfunctions ϕ n,i (x), i = 1, ..., α n − 1.
Let (see (3.5))
We multiply (5.2) by ϕ n and obtain
Let us multiply the last equation by S x + λ 2 n αn−p−1 :
Using that S x + λ 2 n σ ϕ n,0 = 0 for σ ≥ α n we obtain (P (s t ) − Q(S x ))a n,p (t)ϕ n,αn−1 (x) = 0.
But ϕ n,αn−1 (x) = b n sin λ n x and b n = 0. Consider
By (4.1) and E(λ n ) = 0 we obtain
This equation is equivalent to the nonlocal Cauchy problem (see Dimovski and Spiridonova [8] ) P d dt a n,p (t) − Q(−λ 2 n )a n,p (t) = 0,
But since P (μ k ) − Q(−λ 2 n ) = 0, we obtain a n,p (t) ≡ 0 (see Theorem of uniqueness of the solution of nonlocal Cauchy problem, Dimovski and Spiridonova [8] ). Therefore ϕ n x * u ≡ 0, n = 1, 2, .... According to the theorem of N. Bozhinov [2] in the case a ∈ supp Φ, we obtain u ≡ 0. 
