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A general method is presented for analyzing turbulent flow fields 
in the near wake regions of two-dimensional and axisymmetric bodies. 
The governing partial differential equations of continuity, momentum 
and turbulence kinetic energy are expressed in elliptic form in terms 
of the dependent variables stream function, vorticity and turbulence 
kinetic energy. An iterative finite-difference technique is used to 
solve the governing equations simultaneously. Numerical solutions are 
obtained for the following physical problems: 
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1. Laminar near wake: Only stream function and vorticity are considered 
for laminar flow. Solutions are compared with available analytical 
results for uniform flow over a sphere. 
2. Turbulent near wake: Predicted distributions of stream function, 
vorticity, mean velocity, mean static pressure and turbulence 
kinetic energy are obtained for two-dimensional and axisymmetric 
turbulent wakes. Comparisons are made with experimental data for 
the two-dimensional turbulent wake of a wedge and for the axisym-
metric turbulent wake of a spheroid. Solutions are obtained by 
two methods. The first method uses experimental data to determine 
effective viscosity distributions. Simultaneous solutions for 
stream function and vorticity are obtained in terms of the known 
effective viscosity, and the turbulence kinetic energy equation is 
solved as an auxiliary equation. Empirical models are developed 
to describe various terms in the turbulence kinetic energy equation. 
The second method assumes that initial distributions of effective 
iii 
viscosity are not available. The turbulence kinetic energy equation 
is solved simultaneously with the equations for stream function and 
vorticity. An additional empirical model is developed to close the 
system of equations. Both methods are used to construct energy 
balances for turbulence kinetic energy. Comparisons are made with 
far wake experimental energy balances. 
The primary advantage of the turbulence kinetic energy approach is its 
ability to consider the "history" of turbulence in a given flow field. 
A systematic development of this approach with the assistance of detailed 
turbulence measurements offers the promise of eventually leading to more 
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The term "free turbulent mixing" refers to flows which result from 
shear motion relative to a surrounding fluid and which are not in direct 
contact with a solid boundary. Free turbulent mixing is the basic 
process which determines the behavior of such flow fields as wakes, jets 
and the mixing of two streams moving at different speeds. 
The present investigation considers free turbulent mixing in near 
wake regions of aerodynamic bodies. Near wakes are distinguished from 
far wakes by comparing changes of quantities in the direction of the 
main flow to changes in the transverse direction. For near wakes, 
changes in both directions contribute significantly to the mixing 
process. For far wakes, changes of quantities in the direction of the 
main flow are slow compared to changes in the transverse direction. 
The characteristics of turbulent wakes are of fundamental impor-
tance in understanding the collision coalescence mechanism between 
freely falling water droplets in atmospheric clouds. The collision 
coalescence mechanism is one of the prominent processes by which 
precipation elements are formed. 
Wake capture effects, whereby a water droplet is accelerated into 
the wake of an adjacent droplet, are discussed by Pearcey and Hill (1), 
Woods and Mason (2) and many others. Experimental and analytical 
studies of droplet interactions are numerous. Eaton and Hoffer (3) 
review recent experimental efforts, and Beard and Pruppacher (4) discuss 
existing discrepancies between theoretical and experimental results. 
Basic understanding of collision coalescence phenomena will be greatly 
enhanced by detailed investigations of the structure of turbulent wakes. 
Movements and concentrations of pollutants in urban areas have 
become a subject of vital national concern. The effects of such factors 
as thermal stratification, surface roughness, alignment of freeways, 
location of large structures, location of industrial sites and urban 
heating (heat-island effect) must be considered in order to solve the 
complex problems of flow and diffusion through a city. 
A closely related problem is that of determining wind effects on 
buildings and structures. International conferences in 1963 (5) and 
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1968 (6) have emphasized the need for additional research in this field. 
A major cause of structural failures is the dynamic loading induced by 
turbulent wakes. Scruton (7) describes actual failures due to turbulent 
wake effects on groups of cooling towers, groups of cylindrical tanks, 
steel framework during construction and tubular T.V. masts. Ostrowski, 
Marshal and Cermak (8) discuss vortex formation around buildings and 
pressure fluctuations caused by these vortices. Nemoto (9) discusses the 
problem of achieving dynamic similarity in wind tunnel experiments. 
Wind tunnel simulations related to flow and diffusion through urban 
areas and to wind effects on buildings and structures are providing a 
better understanding of these problems. Cermak (10) discusses important 
advances in atmospheric simulation techniques made at the Fluid Dynamics 
and Diffusion Laboratory at Colorado State University. Although con-
siderable progress has been made in this field, no entirely satisfactory 
methods are available for producing properly scaled turbulent atmospheric 
flows. Continued investigations of turbulent wakes and free turbulent 
mixing phenoma are of fundamental importance to the understanding and 
eventual solution of these environmental problems. 
3 
4 
II. SURVEY OF THE LITERATURE 
Detailed analytical studies of turbulent flows have long been 
limited by available computing methods. Recent advances in numerical 
techniques for solving the elliptic Navier Stokes equations have made 
it possible to apply these techniques to turbulent flows. This section 
will first present a review of numerical techniques considered to be 
significant in the development of the present method. Next, previous 
approaches used to analyze turbulent mixing phenomena will be reviewed; 
and finally, conclusions from the literature survey will be presented. 
A. Review of Numerical Solutions to the Navier Stokes Equations 
One of the first known finite-difference solutions to the Navier 
Stokes equations was obtained by Thorn (11) for the two-dimensional steady 
flow around a circular cylinder. Thorn expressed the equations of motion 
in terms of stream function and vorticity and used central difference 
approximations to obtain a system of difference equations. The differ-
ence equations were then solved by an iterative successive-substitution 
technique, and solutions were obtained for Reynolds numbers of 10 and 20. 
Subsequent attempts at using this method to obtain solutions for 
steady flow around a cylinder were made by Kawaguti (12) for a Reynolds 
number of 40 and by Allen and Southwell (13) for Reynolds numbers up to 
100. It was found that with higher Reynolds numbers the method became 
increasingly unstable. Kawaguti (14) later used this method to analyze 
steady two-dimensional flows in closed cavities and encountered similar 
~.Jtability problems at Reynolds numbers above 100. 
Thorn and Apelt (15) suggested an under-relaxation method as a 
possible way of resolving the numerical stability problem. This techni-
que was used by Burggraf (16) in attempting to extend Kawaguti's solu-
tions for enclosed cavities. Burggraf obtained solutions for Reynolds 
numbers up to 400; however, he found that further improvements in 
stability could only be achieved by decreasing the mesh size and thereby 
greatly increasing computation time. Burggraf also reported that the 
use of higher order difference approximations failed to significantly 
improve stability and resulted in excessive computer time. 
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The search for a stable method of solution at large Reynolds numbers 
was not limited to steady state problems. Investigators were encountering 
similar difficulties with unsteady solution techniques. The pioneering 
works of Jenson (17) for the unsteady axisymmetric flow around a sphere 
and of Fromm and Harlow (18) for the unsteady two-dimensional flow around 
rectangular obstacles indicated that instability was also a major problem 
in developing unsteady methods. 
The most significant step toward resolving the stability problem was 
the discovery that the use of flow-oriented difference approximations 
for the first order convection terms could cause the stability of solutions 
to be far greater than could be obtained using central differences. Such 
a differencing technique is now commonly referred to as directional dif-
ferencing or flow-oriented differencing. Gosman et al (19) trace the 
original discovery to Courant et al (20), who used directional differ-
encing to increase the stability of hyperbolic equations. Thoman and 
Szewcyyk (21) state that the original suggestion of applying directional 
differencing to viscous flow problems appears to be due to Lelevier as 
reported by Richtmyer (22) in reference to a private communication. 
Runchal and Wolfshtein (23) used directional differencing to obtain 
steady two-dimensional solutions for an impinging jet and for rotating 
cavity flow. Runchal et al (24) extended this work by solving the 
steady two-dimensional equations for heat, momentum and matter for an 
impinging jet, for an enclosed cavity and for a Couette flow with mass 
transfer. In both of these investigations, solutions were found to be 
unconditionally stable for all Reynolds numbers. Computing times were 
small and not strongly dependent on Reynolds number. 
A similar method, which was developed independently, was used by 
Greenspan (25) to obtain solutions for the steady flow in an enclosed 
cavity. His findings with regard to stability and computing time are 
consistent with those of Runchal and Wolfshtein. 
In spite of the apparent success of directional differencing as a 
remedy to numerical stability, it has been criticized because accuracy 
is sacrificed by replacing central differences of second order accuracy 
with differences of first order accuracy. This loss of accuracy is 
usually referred to as "false viscosity". 
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Disagreement over the merits of directional differencing appears to 
be related mainly to its use in unsteady solution techniques. Fromm (26) 
presents a survey of recent convective difference schemes for unsteady 
methods and suggests that higher order convective approximations provide 
a better solution to the stability problem. Rimon (27) also suggests 
that higher rather than lower order differencing might provide some 
advantage for unsteady solutions. However, Thoman and Szewcyyk (21) 
compared directional differencing with six other difference forms for 
unsteady solutions. Comparisons were made on the basis of the best 
compromise between accuracy and stability, and directional differencing 
was judged the best method. They then used this method to obtain stable 
solutions for the unsteady two-dimensional flow around a circular cylin-
5 der for Reynolds numbers up to 3 x 10 • 
B. Review of Turbulence Approaches 
For turbulent flows, solving the Navier Stokes equations usually 
becomes a problem of describing the Reynolds stresses caused by the 
turbulent motion. Most approaches use the concept of an effective 
viscosity introduced by Boussinesq (28). This concept allows the Navier 
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Stokes equations to be written in a form similar to the laminar equations. 
The problem then becomes one of describing the effective viscosity. 
Two basic approaches for describing the effective viscosity are the 
mixing length concept introduced by Prandtl (29), whereby the effective 
viscosity is related to some mean flow quantity by means of an empirical 
mixing length; and the turbulence kinetic energy approach, whereby the 
effective viscosity is related to the turbulence kinetic energy of the 
flow field. The main advantage of the mixing length concept is its 
simplicity. It has been used with reasonable success to predict mean 
flow quantities for some engineering problems; however, a single, 
empirically determined mixing length cannot be extended to a wide 
range of flow conditions. The turbulence kinetic energy approach has 
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the advantage of being able to account for the history of the flow field 
by relating the effective viscosity to the turbulence kinetic energy. It 
also offers a means of taking advantage of future advances in the under-
standing of turbulent transport processes. 
A recent comprehensive review of mixing length theories has been 
made by Byrne (30). Books by Hinze (31) and Schlicting (32) review 
important historical contributions and provide the required theoretical 
background for a study of the subject. A complete review of mixing 
length theories will not be presented here; rather, several examples 
will be briefly described to better illustrate the concept. 
Prandtl (29) introduced the mixing length concept by assuming that 
the effective viscosity for plane flows could be expressed as a product 
of a mixing length parameter and the derivative of the mean velocity 
with respect to the transverse coordinate. He assumed that the mixing 
length was proportional to the width of the mixing region and that a 
lump of fluid carried with it a momentum determined by the mean velocity 
difference between adjacent parallel planes. 
Taylor (33) developed a similar theory by assuming that vorticity 
was carried by a lump of fluid in the same sense that Prandtl had 
assumed for momentum. The resulting expression for effective viscosity 
differed from Prandtl's by a factor of 2. 
Von Karman (34) suggested that the mixing length is determined by 
local flow conditions and that it can be described in terms of these 
conditions at each point in the flow. His model contained first and 
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second derivatives of the mean velocity. He also assumed that geometric 
similarity existed throughout the flow. This mixing length was then used 
in the same manner as Prandtl's to describe the effective viscosity. A 
major drawback to this model was that the second derivative of mean 
velocity appeared in the denominator, which caused the effective viscos-
ity to become infinite when the second derivative was zero. 
The inherent weakness of mixing length theories is the inability of 
these theories to describe in detail the transport of turbulence. Hinze 
(31) reiterates this by emphasizing the necessity for considering more 
closely the transport of turbulence kinetic energy in the mixing region. 
One of the first relationships between turbulent shear stress and 
turbulence kinetic energy was suggested by Nevzaljadov (35) and discussed 
by Dryden (36). In this model,a linear relationship of the form 
T (1) 
was assumed, where T is the turbulent shear stress, a 1 is an empirical 
constant, p is the fluid density and k is the turbulence kinetic energy. 
Bradshaw et al (37) used such a relationship to analyze turbulent wall 
boundary layers by expressing the turbulence kinetic energy equation and 
the momentum equation in terms of turbulent shear stress. The resulting 
system of equations was hyperbolic in form, and solutions were obtained 
by using the method of characteristics. 
Others have used this relationship to analyze turbulent boundary 
layer flows by using Boussinesq's relationship to express the equations 
of momentum and turbulence kinetic energy in parabolic form. Boussinesq's 




where e is the effective viscosity, u is the mean velocity in the 
direction of the main flow and y is the transverse coordinate. The 
(2) 
resulting system of parabolic partial differential equations has been 
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solved by Lee and Harsha (38) for mixing of turbulent jets, by Byrne (30) 
for turbulent wall boundary layers and by Lee and Auiler (39) for two-
dimensional turbulent far wakes. An efficient computational technique 
developed by Patankar (40) for the numerical solution of simultaneous, 
parabolic partial differential equations was used to solve the system 
of equations. 
Solving the turbulence kinetic energy equation simultaneously with 
the elliptic Navier Stokes equations is much more difficult than solving 
the corresponding equations for boundary layer flows. There are three 
main reasons for this. The first reason is that boundary layer flows 
require only two equations to describe the dependent variables velocity 
and turbulence kinetic energy, while the elliptic form requires three 
governing equations to describe vorticity, stream function and turbulence 
kinetic energy. The second reason is that the parabolic equations, which 
are usually used to describe boundary layer flows, are easily solved by 
non-iterative techniques that are free of the stability problems encount-
ered in solving the elliptic equations. The third reason is that boundary 
layer approximations reduce the complexity of the turbulence kinetic 
energy equation, thereby reducing the number of turbulent approximations 
required. 
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The possibility of using the turbulence kinetic energy equation with 
the elliptic Navier Stokes equations to analyze unsteady two-dimensional 
turbulent flows is discussed by Hirt (41). He suggests that false 
viscosity due to directional differencing is not likely to be a problem 
when compared to large effective turbulent viscosities. He concludes 
that solutions are possible, although he concedes that existing methods 
may need improving to obtain solutions. 
Wolfshtein (42) used the turbulence kinetic energy equation to 
obtain steady two-dimensional solutions for a turbulent impinging jet. 
The directional differencing scheme described by Gosman et al (19) and 
used by Runchal et al (23) for two-dimensional laminar flows was used 
to solve the turbulence kinetic energy equation simultaneously with the 
elliptic Navier Stokes equations. An arbitrarily chosen length scale 
and dimensionless empirical constants were used to describe the turbulence 
kinetic energy equation and to relate the effective viscosity to the tur-
bulence kinetic energy. For regions near the wall, the length scale was 
set equal to the distance from the wall. For all other locations it was 
assumed to equal one-tenth of the jet width. All empirical constants 
were chosen by fitting data. Wolfshtein (42) does not discuss the false 
viscosity effect due to directional differencing; however, Runchal 
et al (23) examined the effects of false viscosity in detail for the 
laminar tmpinging jet and concluded the error was not unacceptably large. 
Gosman et al (19) also discuss false viscosity and conclude that for 
turbulent flows the effects are not significant. 
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C. Conclusions from the Literature Survey 
Based on this review of the literature, the following conclusions 
are presented: 
(1) Numerical methods have recently been developed which can be used 
to obtain accurate, stable solutions to the elliptic Navier Stokes 
equations for large Reynolds numbers. 
(2) The steady solution technique described by Gosman et al (19), 
Wolfshtein (42) and others, which controls numerical instabilities 
by directional differencing of convective terms, appears to be one 
of the best numerical methods available for solving the elliptic 
Navier Stokes equations. 
(3) Methods for analyzing turbulent flows should be capable of describing 
in detail the transport of turbulence. Mixing length approaches are 
not adequate for this purpose. 
(4) A sensible approach for analyzing free turbulent flows is to utilize 
available computing techniques to solve the turbulence kinetic 
energy equation simultaneously with the elliptic Navier Stokes 
equations. 
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III. ANALYTICAL CONSIDERATIONS 
A. Approach 
Two basic problems were considered in developing the present approach 
for analyzing turbulent near wakes. The first problem was the selection 
of a numerical method for solving the elliptic Navier Stokes equations. 
Important considerations were numerical stability at high Reynolds 
numbers and sufficient computational efficiency to make the method 
useful as an engineering tool. The second problem was the selection 
of a turbulence approach that would enable basic turbulence transport 
phenomena to be investigated. 
The chosen approach for this investigation uses a modification of 
the numerical method described by Gosman et al (19) to solve the tur-
bulence kinetic energy equation simultaneously with the elliptic Navier 
Stokes equations. A similar technique has been used by Wolfshtein (42) 
to analyze turbulent impinging jets. The numerical method is an itera-
tive finite-difference technique for simultaneously solving an arbitrary 
number of elliptic partial differential equations. An important feature 
of this method is the use of a directional differencing scheme for ob-
taining highly stable solutions at large Reynolds numbers. A successive-
over-relaxation technique is used to improve computational efficiency. 
The turbulence kinetic energy approach was chosen to provide a means for 
investigating basic mechanisms of turbulence transport. It is felt that 
future advances in describing turbulent flows will depend on a better 
understanding of these mechanisms. 
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The remainder of this section describes the basic equations of 
turbulent flow, the particular form of the governing equations considered 
in this study, the finite-difference technique used to solve the govern-
ing equations and the boundary conditions used in the analysis. 
B. Basic Equations of Fluid Flow 
Following are some familiar forms of the basic equations describing 
the dynamic behavior of steady, incompressible turbulent flows for two-
dimensional domains. The forms of these equations and the concepts of 
turbulence used to generate the equations are found throughout the 
literature. Their presentation is intended to provide the reader with 
a familiar starting point for later discussions. Books by Hinze (31), 
Schlichting (32) and Goldstein (43) present comprehensive developments 
of these fundamental concepts and equations. 
In describing a turbulent flow, it is convenient to separate the 
mean motion and the fluctuating motion. This concept is illustrated 
by considering the following relationship for velocity in a turbulent 
flow. 
U = u + u' (3) 
U is the instantaneous component of velocity in a given direction, u is 
the mean component and u' is the fluctuating component. The time average 
of U is defined as 
<U> 
t + T 
= 1 s 0 
T t 
0 
u dt (4) 
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where t is time, t 0 designates the beginning of the time interva\ and T 
represents the length of the time interval. The notation, < >, will be 
used to denote the time average of a quantity. The time interval is 
assumed to be long enough for the time average of a fluctuating quantity 
to be zero; thus, 
< u' > = 0 (5) 
It should be noted that the time average of a product of two fluctu-
ating quantities is not necessarily zero. The intensity or violence of 
2 
a turbulent fluctuation is defined as the root-mean-square value< b' >, 
where b' is any fluctuating quantity. The time average of the product of 
two or more fluctuating components is called a correlation. 
The significance of these turbulence concepts is that they can be 
used to derive turbulent conservation equations from the equations of 
continuity and momentum. The momentum equations for fluid flow are 
known as the Navier Stokes equations. They can be written as 
au au 
pU ox + pV oy (6) 
U ov + ov P ~ pV ·::,y 
vX v 
oP ( 2 eN \ 
- g -- + ~ v v - ----1 
c ay Y2o: I (7) 
where p is the fluid density, U and V are the instantaneous components of 
velocity in the x andy directions, respectively, P is the instantaneous 
static pressure, and~ is the viscosity of the fluid. The quantity o: equals 
zero for two-dimensional cartesian coordinates and one for axisymmetric 
cylindrical coordinates. 2 The operator V is defined as follows. 
n2 = a2 1 o ( a 
v --2+~- y 





The instantaneous values of velocity and pressure are defined in 
terms of mean and fluctuating components as 
U = u + u' 
V v + v' 




The continuity equation can be written in terms of instantaneous 
values as 
(12) 
The averaging of equations (6), (7) and (12) yields the following 
turbulent forms of the Navier Stokes and continuity equations. 
ou + ou 
pu ox pv oy ~ + 02 0 ,2 = - gc ox ~ v u - P ox < u > 
-__e.__£ ya < u'v' > 
a Y ay 
ov 2N 
pu ox + pv PY = g ~ + ~ (V2 v - av ) 
- c oy 2a 
y 






These equations are written in terms of mean quantities with the 
effects of turbulence appearing as extra terms in the Navier Stokes 
equations. Equations of this form were first deducted by Reynolds, and 
the extra turbulent correlations appearing in the Navier Stokes equations 
are known as Reynolds stresses. 
Another way of expressing the turbulent Navier Stokes equations 
was introduced by Boussinesq (28), who assumed that the turbulent 
stresses act like viscous stresses and are directly proportional to 
mean velocity gradients. This concept enables the turbulent equations 
of motion to be written as 
au+ au 




+ 2a (tL + e) 
y 
(16) 
_.2 [<1-L + e)ya ( dv' + au)] 
0y ax ay 
(17) 
The quantity e is the "effective" viscosity due to turbulent stresses. 
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The turbulence kinetic energy is defined as 
(18) 
where < u 12 >, < v 12 >and< w 12 >are the turbulence intensities in 
the three coordinate directions. The equation for the conservation of 
turbulence kinetic energy can be obtained from equations (6) and (7) by 
multiplying equation (6) by u 1 , equation (7) by v 1 , summing and time 
averaging. Detailed derivations are presented by Hinze (31) and by 
Rouse (44). The form of the turbulence kinetic energy equation most 
often found in the literature can be written as 
ok + ok 
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The quantity Dk is the viscous dissipation and is written as 
Dk = [ 2 < ou I 2 > + 2 < ov I 2 > + < ( ou I + ov ')2 > 
f..L ox oy oy ox (20) 
2 
+ < aw' OX (
Ow' 
>+< oy-
C. Governing Equations 
The governing equations used in the present study for analyzing 
turbulent near wakes are those of momentum, continuity and turbulence 
kinetic energy. The forms of the equations just presented are not 
convenient for use in the present solution procedure. In developing 
more useful forms of these equations, it is instructive to examine the 
reasons for choosing each form. 
The first consideration in developing a usable form of the turbulent 
Navier Stokes equations was to select a means of expressing the turbulent 
quantities. Three basic choices are apparent from the equations presented 
in the preceding subsection. 
The most general form is expressed by equations (6) and (7). These 
equations include all of the time dependent fluctuating quantities. The 
other two forms are written in terms of mean flow quantities with the 
effects of turbulence being confined to specific terms. Equations (13) 
and (14) describe the turbulent quantities in terms of Reynolds stresses, 
and equations (16) and (17) use the concept of an effective turbulent 
viscosity. 
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The complete analysis of a turbulent flow in all its details would 
require methods for describing and computing the time dependent, irregular 
fluctuating motions. Schonauer (45) discusses this possibility and con-
cludes that existing computers are inadequate to perform such complex 
tasks. Gosman et al (19) also discuss the limitations of existing 
computers in performing these calculations and suggest that complete 
time dependent turbulent solutions are perhaps a generation away. 
Wolfshtein (42) discusses the problem of specifying a turbulent 
flow from the_standpoint of existing turbulence knowledge. He suggests 
that even if only the Reynolds stresses appearing in equations (13) and 
(14) were considered, the problem of completely relating them to the 
mean velocities appears to be beyond the present realm of turbulence 
knowledge. 
The form chosen as a starting point for the present study is expressed 
by equations (16) and (17). These equations express the turbulent Navier 
Stokes equations in the form of the "steady" laminar equations with the 
effects of turbulence being described by an effective turbulent viscosity. 
The final form of the turbulent Navier Stokes equations used in this 
study is obtained by combining equations (16) and (17) to eliminate the 
static pressure and to obtain a single equation for momentum in the x 
andy directions. Equation (16) is differentiated with respect toy 
and equation (17) is differentiated with respect to x. Subtraction 
of one from the other removes the pressure entirely. After considerable 
manipulation, the resulting equation is written as 
P·u Of£ + pv Ow = ax ay Q' (y e dill)]+ s ox w 
This is referred to as the vorticity transport equation. For free 
turbulent flows the fluid viscosity is many times smaller than the 
effective turbulent viscosity and is not included in this equation. 
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(21) 
Gosman et al (19) present a detailed derivation of the vorticity trans-
port equation for generalized coordinates. 
The vorticity, w, is defined as 
w = au ) 
ay 
This differs from the conventional definition of vorticity by the 
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The continuity equation is satisfied by introducing a stream function, 










Combining equations (22), (25) and (26), the following relationship 
between stream function and vorticity is obtained: 
l 
ot y 
.£i)+ ox - pw (27) 
The forms of the governing equations for momentum and continuity 
used in this study are expressed by equations (21) and (27). These are 
second order, elliptic partial differential equations for the conserved 
quantities w and V• 
The turbulence kinetic energy equation is expressed in elliptic 
form in order to utilize the chosen numerical scheme for solving systems 
of elliptic equations. The resulting form of the turbulence kinetic 
energy equation is written as 
ok + 
ok -Qt [ o ( ot e ok) pu pv = y oy Y ~ ox ay oy 
(28) 
+ 
0 ( ot € ~~)] + pk - Dk ox y -0 
This form was obtained from equation (19) by first assuming that the 
first two terms on the right-hand side of equation (19) could be expressed 
in terms of gradients of turbulence kinetic energy. This assumption is 
responsible for the elliptic nature of equation (28). For the high 
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Reynolds numbers encountered in free turbulent flows, the work done by 
the viscous stresses is negligible, and the term preceding Dk in equa-
tion (19) can be neglected. The quantity 0 is an empirical constant and 
is analogous to the Prandtl number for mean energy. The quantities Pk 
and Dk represent production and dissipation of turbulence kinetic energy, 
respectively. The three terms on the right-hand side of equation (28) 
each contain empirical parameters. A detailed description of these 
parameters and a discussion of the individual terms of the turbulence 
kinetic energy equation will be presented in Section IV. 
D. Solution of the Finite-Difference Equations 
Following is a brief description of the finite-difference method used 
to solve the governing equations. Detailed descriptions of this method 
are presented by Gosman et al (19) and by Dyer (46). 
Equations (21), (27) and (28), describing the conserved quantities 
w, ~' and k, respectively, are written in the following general form: 
u~+pv~ P ax oy ~)+ ay 0 ( Q'l~ ox y cp s (cp) (29) 
where cp represents the conserved quantity of interest, r represents the 
cp 
corresponding diffusion coefficient, and S(cp) is the source term. 
In order to provide more mesh points in regions where gradients are 
large, variable grid spacing can be used in both coordinate directions. 
25 
For axisymmetric flow it is especially advantageous to have closer grid 
spacing near the axis of symmetry. To achieve this, the y coordinate 
was transformed as follows: 




= (1 + 0') y{l + 0') 0 
aY 
The general elliptic equation (29) can now be written in terms of the 
new transverse coordinate, Y, as 
Q' 





= (1 + )2[ __£ (yl+O' r ~)J 
Q' aY cp aY 
2£12)+ ox S (en) 
(30) 
The solution technique involves the use of an iterative finite-
difference method to solve systems of equations of the form of equation {30). 
The flow area is covered by a rectangular grid formed by drawing lines in 
the longitudinal and lateral directions. Figure (1) illustrates part of 
this grid and defines the nomenclature to be used in the finite-difference 
equations. The left-hand side of equation (30) represents the rate of 
change of the quantity cp by convection, the first two terms on the right-
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Figure 1. Finite-Difference Grid. 
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on the right-hand side is the source term. Convection is assumed to 
take place through the four dotted tubes surrounding point P in Figure (l). 
Diffusion is assumed to pass through the four sides of the dotted rec-
tangle surrounding point P, and the source term is assumed to originate 
at point P. The finite-difference approximation to the diffusion terms 
is written as 
where the coefficients CE, ~· CN and c8 are written as 
1 p + 1 E cp cp 
cw = 
1 coP + 1 q:W 
(xp - ~) (~ - ~) 
( ypl 
2a 2a ~~) 2 + a I' + y l + a (1 + a) cpP N (32) eN 
(YN - YS) (YN - y ) p 
( ypl 
2a 2a 
r '!!') (l + a) 2 + a + y l + a 1 p 
cs cp s 
(Yp - Y8 )(YN - Y8 ) 
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Conventional central difference approximations were used to obtain these 
coefficients. The diffusion coefficient, r , is equal to e when ~is 
~ 
.. 
1 h . f 8 h vort1c1ty, --- w en ~ 1s stream unction, and- w en ~ is turbulence 
ya a 
kinetic energy. 
Conventional finite-difference formulations for the convection terms 
present difficult convergence problems. Gosman et al (19) point out the 
difficulties experienced by previous investigators in securing convergence, 
and describe an unsymmetrical, flow-oriented finite-difference approxi-
mation for the convection terms. 
The resulting finite-difference form of the convection terms is 
written as follows: 
CONV = 
(Glp + GlE) ~+P -E 
(xE - ~) 
a 
(G2p Y1 + a {ct + 12 
(YN 
a 
l}(G2p y 1 
+ a 
(ct + p 
(YN 
(Glp + Glw) ~+W -P 
(~- ~) 
Ql 
+ G2N y 1 
+ Ql) 
N ~+P -N 
- y ) 
s 
Ql 
+ G28 y 1 
+ a) 
s ~+S -P 
- y ) 
s 
(33) 
where the notation ~+P _ E' for example, means that ~ is evaluated at 
point p if its coefficient is positive and at point E if its coefficient 
is negative. This notation was suggested by Dyer (46). Gosman et al (19) 
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describe how this scheme allows a finite contribution of convection only 
for surfaces across which there is a positive mass flow rate into the 
rectangle surrounding point P. The quantities Gl and G2 represent the 
mass flows pu and pv, respectively. 
The source term is evaluated at point P by using conventional 
central difference approximations. The finite-difference approximation 
for ~P is now written as 
cpp 
(CE - AE) ~ + (CN -AN) ~ + (CW - Aw)~ + (CS - AS)~S + S(~) 
Ap + CE + CN + ~ + CS 
where the A's are defined by comparing equations (31) and (33). A 
Gauss-Seidel (19) iteration procedure can now be used by applying this 
expression for ~P to each grid point. A successive-over-relaxation 
procedure was used in the present study in order to accelerate the 
convergence. The residual at each grid point was calculated by com-
paring the current value of wp from equation (34) with the value of ~P 
from the previous iteration. This can be written as 
Res = wp 




where Res is the residual, the superscripts n and n - 1 refer to the 
current and previous iterations, respectively, and CDp was obtained from 
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equation (34). The current value of ~p can be expressed in terms of 
this residual as 
(n) 
~p = 
(n - 1) 
~p + Res (36) 
The rate of convergence can be improved by adding a value which is 
slightly greater than the residual to the (n - l)th iterate. This can 
be expressed by introducing a relaxation factor, y, and rewriting 
equation (36) as 
= 
(n - 1) 
~p + y Res (37) 
Figure (2) shows the effect of y on the number of iterations required to 
obtain a percentage residual of less than .001. Two axisymmetric equa-
tions of the form of equation (30) with a 16 x 14 non-uniform mesh size 
were solved, and the optimum value of y was found to be 1.13 for this 
case. The number of iterations shown in Figure (2) has been normalized 
by dividing by the number of Gauss-Seidel iterations required to reach 
the same residual. Use of the relaxation factor causes the solution to 
converge in 74 percent of the number of iterations required for the 
Gauss-Seidel method. The optimum relaxation factor was found to vary 
somewhat with grid spacing, number of equations being solved and geometry. 
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Figure 2. Effect of Relaxation Parameter on Number of Iterations. 
to be studied would be prohibitive. For this reason the value of 1.13 
was used in the present study and is recommended for future studies. 
The finite-difference procedure is outlined as follows: 
(1) Initial conditions are specified over the field of integration. 
Either zero or a previous solution with a slightly different 
input can be used. 
(2) Boundary conditions are specified along all boundaries. 
(3) Velocities and other space dependent variables are calculated at 
each grid point. 
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(4) Equation (34) is used to calculate new values of ~p at each grid 
point. One sweep of the field is made for each conserved quantity, 
~· 
(5) The residual is calculated as a percentage change from the previous 
iteration at each grid point. 
(6) If the maximum percentage residual for each conserved quantity is 
greater than a prescribed value, steps 3 and subsequent steps are 
repeated until convergence is achieved. The maximum percentage 
residual used in this study was .001. 
E. Boundary Conditions 
The domain of integration for an elliptic partial differential 
equation in two space dimensions is an area bounded by a closed curve. 
Boundary conditions for elliptic equations usually specify either the 
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value of the function or the value of its normal derivative at every 
point on the boundary. Rectangular regions are considered for the present 
study. Thus, each dependent variable requires four such boundary condi-
tions to define the problem. 
Typical rectangular regions for the near wake of a 10 degree wedge 
and a 6 x 1 spheroid are shown in Figures (5) and (17). The left and 
right-hand boundaries are perpendicular to the axis of symmetry of the 
wake and can be regarded as inflow and outflow boundaries. The bottom 
boundary is the axis of symmetry of the wake, and the top boundary is 
located far enough away from the axis of symmetry to be out of the region 
of significant turbulent mixing. 
Experimental data are used to specify values of vorticity, stream 
function and turbulence kinetic energy on the left and right-hand 
boundaries. Mean velocity data are used to determine values of vorti-
city and stream function, and turbulence intensity data are used to 
determine values of turbulence kinetic energy. 
For two-dimensional flows the vorticity and stream function are 
equal to zero along the axis of symmetry. For axisymmetric flows the 














Vorticity profiles plotted from experimental data, using equation (39) 
for centerline values, indicate that for axisymmetric flows the normal 
derivatives of vorticity are zero along the centerline. This result is 
expected from the assumed symmetry of the flow fields. The boundary 
condition for vorticity along the axis of symmetry for axisymmetric 
wakes is thus written as 
ow = 0 
oy at y = 0 (40) 
For two-dimensional and axisymmetric wakes the normal derivative 
of turbulence kinetic energy is also zero along the centerline due to 
the symmetry assumption. The corresponding boundary condition for 
turbulence kinetic energy is 
ok 
oy = 0 at y = 0 (41) 
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In the direction away from the axis of symmetry for two-dimensional 
and axisymmetric wakes, the boundary conditions are defined at infinity 
only. However, for computational purposes the boundary must be drawn 
somewhere. The rationale for locating this boundary should be to place 
it out of the region of significant turbulent mixing to minimize whatever 
assumptions are made. For two-dimensional and axisymmetric flows the 
assumed boundary values for vorticity and turbulence kinetic energy 
along the top boundary are 
k = 0 
w = 0 
at y = Top Boundary (42) 
The stream function was assumed to vary linearly along the top boundary 
from the computed values at the tops of the left and right-hand 
boundaries. 
It can be seen by examining the coefficients in the finite-difference 
equations, that boundary values for intermediate quantities, such as mean 
velocities and empirical functions, are also required for the computational 
scheme. Boundary values for these quantities are obtained from calculated 
values of the dependent variables w, W• and k during the iteration 
procedure. 
Initial values for all quantities are needed at the internal grid 
points in order to start the solution procedure. These initial values 
can all be assumed to be zero; however, a previous solution for slightly 
different conditions can be used to obtain faster convergence. 
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Initially linear centerline variations for turbulence kinetic energy 
and vorticity were assumed in order to aid in starting the solution pro-
cedure. This was found to be helpful in speeding convergence by preventing 
unreasonable boundary values due to a poor choice of initial values. In 
some cases,these linear variations were assumed for up to half the total 
number of iterations. 
IV • EMPIRICAL MODELS 
The present approach of solving the turbulence kinetic energy 
equation simultaneously with the equations for vorticity and stream 
function requires empirical parameters to describe certain terms in 
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the turbulence kinetic energy equation and to close the system of equa-
tions. The system of equations is closed by relating the effective 
viscosity to the turbulence kinetic energy. Before describing these 
empirical parameters, it is important to note that this approach can 
also be used to analyze turbulent flows for which previous knowledge of 
the effective viscosity is available. This knowledge may be in the 
form of experimental data or in the form of a previously determined 
mixing length model. To insure greater flexibility for future applica-
tions, two methods are presented that consider the amount of initial 
knowledge of the effective viscosity distribution. 
The remainder of this section will describe these two methods and 
will describe the empirical parameters used in each method for the 
present study of turbulent near wakes. 
A. Method A - Prior Knowledge of Effective Viscosity 
The first method assumes that some prior knowledge of the effective 
viscosity is available. Solutions are obtained by using the finite-
difference procedure described in Section IIID to solve equations (21) 
and (27) simultaneously for vorticity and stream function. This first 
method will be referred to as Method A. 
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The experimental data of Lee (47) and Chevray (48) were used to 
obtain initial effective viscosity distributions. Lee obtained experi-
mental measurements for the incompressible, two-dimensional turbulent 
wake of a 10 degree wedge. Chevray's measurements were for the incom-
pressible, axisymmetric turbulent wake of a 6 x 1 prolate spheroid. The 
measurements of both investigators include near and far wake distributions 
of mean velocity, turbulence intensity, turbulent shear stress and static 
pressure. 
For the two-dimensional form of Method A, an empirical expression 
for the effective viscosity was used that was developed by Lee and presented 
with his experimental results. Lee used Boussinesq's (28) relationship to 
obtain values of effective viscosity from measured shear and mean velocity 
data. These results were correlated at different x locations and presented 
* * in the form of a plot of e vs C, where e is a dimensionless effective 
viscosity defined as 
* e = 
12e 
p(x + 7) .i'!U MAX (43) 
The quantity AU MAX is the maximum velocity difference at each x location, 
and C is a dimensionless ordinate, defined as 
12y 
{; = X +-18 (44) 
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For the axisymmetric form of Method A, a similar approach was used 
to obtain values of effective viscosity from Chevray's data. Distribu-
tions of effective viscosity in the radial direction were obtained at 
different x locations from measured shear and mean velocity data. At 
each x location the radial effective viscosity profile was replaced by 
a linear approximation. Effective viscosity distributions in the x 
direction were then obtained by allowing the resulting radial profiles 
to vary linearly with x at constant values of y. 
B. Method B - Use of the Turbulence Kinetic Energy Equation 
The second method assumes no prior knowledge of the effective viscosity 
distribution in the flow field. Solutions are obtained by using the same 
finite-difference procedure to solve equation (28) for the turbulence 
kinetic energy simultaneously with equations (21) and (27) for vorticity 
and stream function. An empirical model is used to relate the effective 
viscosity to the turbulence kinetic energy at each step in the iteration 
procedure. Since the effective viscosity and mean velocities appear in 
the turbulence kinetic energy equation, the set of equations is closed 
and simultaneous solutions are achieved. Additional empirical models 
are used to describe various terms in the turbulence kinetic energy 
equation. This second method will be referred to as Method B. 
The first step in the development of Method B was to relate the 
effective viscosity to the turbulence kinetic energy in order to obtain 
simultaneous solutions. The concept used to relate the turbulence kinetic 
energy equation to the equations of motion for the near wake evolved from 
the work of several previous investigators in analyzing turbulent boundary 
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layer flows. This work is reviewed in Section II. The -concept was to 
assume a linear relationship between shear and turbulence kinetic 
energy of the form 
(1) 
where Tis the turbulent shear stress,and a 1 is an empirical constant. 
Boussinesq's relationship was then used to relate the shear to the mean 
velocity gradient by introducing an effective viscosity. This is expressed 
for boundary layer flows as 
T = 
ru 
e oy (2) 
This concept worked well because only one component of Reynolds stress 
appears in the boundary layer form of the momentum equation. 
In order to apply Boussinesq's concept to near wake flows, several 
different values for effective viscosity would be required to describe 
each component of Reynolds stress appearing in equations (13) and (14). 
Early attempts by the author to accomplish this indicated that strict 
adherence to Boussinesq's concept for near wakes was impractical until 
additional experimental information became available. In searching for 
other ways to relate the effective viscosity and the turbulence kinetic 
energy, it was also discovered that empirical approximations containing 
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derivatives often became meaningless in an iterative finite-difference 
scheme. 
The relationship between effective viscosity and turbulence kinetic 
energy used in this study is written as 
€ = 
a 1 p k 
Q' 
lwl y 
The expression for a 1 takes the form 
(5 ~0 a) [ (l + ~) ~X _ ~ J 
(45) 
(46) 
Q' (lwl y )MAX 
where the subscript MAX refers to the maximum value of the quantity at 
a particular x location. The parameter ~ is evaluated at each x location 
as 
s = 1 y ~ y" 
(47) 
~ = -.25 y > y" 
where y" is the y location corresponding to ~x· 
42 
An understanding of the individual terms of the turbulence kinetic 
energy equation is essential to the discussion of Method B. The final 
form of the turbulence kinetic energy equation presented in Section III 
is repeated here as 
ak ok pu - + pv 
ox oy (28) 
The left-hand side represents the rate of change of turbulence kinetic 
energy by convection. The terms on the right-hand side represent rates 
of change due to diffusion, production and dissipation, respectively. 
Additional empirical models are needed to describe the three terms on 
the right-hand side. Following is a discussion of these three terms and 
the assumptions made in order to evaluate them. 
The form of the diffusion term in equation (28) suggests that a 
gradient type diffusion process exists that is proportional to local 
gradients of turbulence kinetic energy. The following relationship shows 
the terms which are combined to form this diffusion term. 
0 [< g p' k) > J _e. 0 [ 0' g p' k) >] - p u'(-c- + y < v' (-c- + ox p 0' oy p y 
(48) 
-a [ _2 ( a ~ ak) + 0 ( 0' € ~~ )] y ox y a ax oy y -0 
43 
The chief justification for the assumption that the combined terms 
on the left-hand side are proportional to local gradients of turbulence 
kinetic energy is that it leads to the most mathematically convenient 
form that is not entirely unfeasible from a physical standpoint. The 
physical plausibility of such an assumption has not been clearly estab-
lished; however, Naudascher (49) suggests a similar relationship for 
boundary layer flows and discusses the existing trade-off between mathe-
matical simplicity and limited physical understanding of the turbulence 
diffusion mechanism. The mathematical significance of this assumption 
is that the turbulence kinetic energy equation can be written in the 
same general elliptic form used to describe the equations for vorticity 
and stream function. 
The production term represents the transfer of energy from the mean 
motion to the fluctuating motion, which can be regarded as a production 
of turbulence kinetic energy. The form of the production term generally 
found in the literature is written as 
2 Ou 
Pk = -p < u 1 > ox 
2 dv 2 v p < V I > - - pO' < WI > oy a y 
( ou ov) 
- p < u 1v 1 > -- +--oy ox 
(49) 
Wolfshtein (42) suggests a production term written entirely in terms 
of effective viscosity and mean velocity gradients. For two-dimensional 
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flow, such an expression can be written as 
E: •• 
~J + (50) 
where the effective viscosity is evaluated from the following form of 
Boussinesq's expression: 
-p < U I • 
~ 
u' > j = E: --~ + ---.J.. (au. au.) ij oxj oxi (51) 
The subscripts i and j refer to the x and y components of a quantity, 
respectively. In principle,it is possible to describe production in 
this manner; however, this amounts to relating all the Reynolds stresses 
to mean velocities. This problem has been discussed previously and is 
considered not practical at this time due to limited empirical information. 
Wolfshtein (42) acknowledges this problem and replaces E: •• by a single 
~J 










+ ~) ox. 
~ 
This concept was considered unacceptable for the present study 
(52) 
because equal weights are given to contributions of production due to 
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normal stresses and shear stresses. A more accurate method of describing 
the production due to normal stresses is to use available relationships 
between turbulence intensities and turbulence kinetic energy. In general, 
it is possible to relate the turbulence intensities, < u• 2 >, < v• 2 >and 
< w'2 >, to the turbulence kinetic energy with linear relationships of 
the form 
1 2 < u > = a 11 k 
2 
< v' > = a 22 k (53) 
2 
< w' > = a 33 k 
The constants a 11 , a 22 and a 33 are determined from turbulence kinetic 
energy measurements. The values of these constants are presented in 
Table I. The final form of the production term used in this study is 
written as 
2 e(ou + av) 
Oy ox (54) 
Dissipation of turbulence kinetic energy has been discussed by 
Townsend (50) and Hinze (31) for homogeneous, istropic turbulence. 
Several investigato-rs have attempted to describe an empirical model for 
nonisotropic turbulence. The model most often suggested in the literature 
takes the form 
(55) 
where a 2 and ~ are empirical parameters,and ~ is usually related to 
the scale of turbulence. Discussions of such a model are presented by 
Patankar and Spalding (51) and Wolfshtein (42). Lee and Auiler (39) 
used this model for analyzing turbulent far wakes; the quantity a 2 was 
set equal to 1.5, and ~was assumed to equal the half-width of the 
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mixing region. Wolfshtein used such a model for studying two-dimensional 
impinging jets by basing estimates of the length scale distribution on 
some experimental evidence and assuming a 2 to be an exponential function 
of turbulence kinetic energy and ~· 
The dissipation model used in the present near wake study is a 
variation of the far wake model used by Lee and Auiler (39). Dissipation 
is written in the form of equation (55), with a 2 being expressed as 
(56) 
The quantities CD and Ck are empirical constants, and x is the downstream 
location in feet. A summary of all empirical constants used in this 
study is presented in Table I. 
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TABLE I. SUMMARY OF EMPIRICAL CONSTANTS 
Parameter Equation Two Dimensional Axisymmetric 
f3 47 1.0 y $ y" 1.0 Y$ y" 
-.25 y > y" -.25 y > y" 
all 53 .5 1.0 
a22 53 1.0 .5 
a33 53 .5 .5 
CD 56 2.0 2.0 
CK 56 2.5 .3 
CY 28 .7 .7 
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V. DISCUSSION OF RESULTS 
Results are presented for two-dimensional and axisymmetric wakes. 
Solutions are obtained by using both Methods A and B. These methods have 
been described in Section IV. Laminar results are compared to the results 
of Lin (53). Two-dimensional turbulent results are compared to the experi-
mental measurements of Lee (47), and axisymmetric turbulent results are 
compared to the measurements of Chevray (48). Energy balances for turbu-
lence kinetic energy are presented, and comparisons are made with the far 
wake experimental energy balances of Townsend (52). 
It should be noted that the definition of vorticity for this study, 
as expressed by equation (22), differs from the conventional definition of 
vorticity by the factor 1/ya. For consistency of presentation, all vorti-
city results have been converted to the conventional definition, 0, which 
is expressed as 
0 = yet w = ( Ov - du ) dX dy (57) 
The turbulence kinetic energy results for Method A were obtained by 
solving the turbulence kinetic energy equation as an auxiliary equation 
during the iteration procedure. Individual terms of the turbulence 
kinetic energy equation for Method A were evaluated by using the effective 
viscosity for Method A and the empirical models for diffusion, production 
and dissipation that were developed for Method B. 
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A. Laminar Wake of a Spherical Body 
Laminar wakes can be considered a special case of Method A by replac-
ing the effective viscosity, e, with the fluid viscosity, ~. Solutions 
were obtained for the laminar near wake of a sphere at a Reynolds number 
of 100. The geometry of the flow field is shown in Figure (3). Figure (4) 
compares the predicted mean velocity and vorticity distributions with the 
unsteady results of Lin (53). Results are shown at downstream x/D loca-
tions of 1.25 and 1.375. Inflow and outflow boundaries are at x/D loca-
tions of 1 and 2, and the top boundary is at a y/D location of .9, as 
shown in Figure (3). Lin used an ADI-SOR technique and allowed the results 
to reach steady state. A discussion of ADI-SOR techniques is presented by 
Peaceman and Rachford (54) . No significant differences are noticed in 
Figure (4) between the mean velocity and vorticity predictions of Method A 
and the predictions of Lin (53). These results provide a check on the 
numerical procedure which is independent of turbulence assumptions. 
B. Two-Dimensional Turbulent Wake 
Lee (47) obtained experimental measurements in the turbulent wake of 
a 10 degree, two-dimensional wedge. Measurements of mean velocity, mean 
static pressure, turbulence shear stress and turbulence intensity were 
taken at various near wake and far wake locations. The geometry of the 
flow field is shown in Figure (5). Inflow and outflow boundaries for the 
present study are at x locations of 0.5 inches and 10 inches. Results of 
Methods A and B are presented for x locations of 1 inch, 2 inches and 
5 inches and are shown in Figures (9) through (14). Comparisons are made 
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Figure 4. Mean Velocity and Vorticity Distributions in the Laminar 
































































































































































































































1. Comparison with the Measurements of Lee 
Figure (6) shows predicted contours of vorticity from Methods A and 
B over the entire flow region. It can be seen that the vorticity gradients 
in the near wake are substantially greater than in the far wake. The 
results of Methods A and B both predict this trend. 
Figure (7) compares the predicted vorticity distributions with the 
values obtained from the experimental mean velocity measurements of 
Lee (47). The results of Method A are in very close agreement with the 
data at all three x locations. This is expected since the effective 
viscosities used for Method A were obtained directly from the measure-
ments of Lee. Method B over-predicts the maximum values of vorticity by 
approximately 10 percent at all three x locations. Since the experimental 
results shown for vorticity were obtained from the gradients of measured 
velocities, 10 percent is considered to be within the experimental accuracy. 
Predicted turbulence kinetic energy profiles are compared to the ex-
perimental results of Lee (47) in Figure (8). The maximum predicted 
magnitude of turbulence kinetic energy for Method A agrees with the 
measured data at x = 1 inch. At x locations of 2 inches and 5 inches, 
the maximum predicted values are approximately 4 percent greater than the 
measured data. Method B predicts the correct maximum value at x = 5 inches 
and predicts maximum values approximately 10 percent less than the measured 
data at x locations of 1 inch and 2 inches. An important characteristic 
of the measured turbulence kinetic energy profiles is the movement of the 
maximum value of turbulence kinetic energy. The maximum value decreases 
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Figure 6. Constant Values of Vorticity in the Two-Dimensional 
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y location remains approximately the same. From x = 2 inches to 5 inches, 
the maximum increases and they location increases. This rapid change of 
turbulence kinetic energy in the downstream direction is characteristic 
of near wake motion and illustrates a fundamental difference between 
near wake and far wake motion. It is significant to note that Methods A 
and B both predict such a movement of the maximum value of turbulence 
kinetic energy. 
Mean velocities were calculated at each step in the iteration 
procedure by differentiating the stream function distributions. Mean 
static pressures were calculated by integrating the y component of the 
momentum equation at the completion of the iteration procedure. Compari-
sons between analytical and experimental results for mean velocity and 
mean static pressure are shown in Figures (9) and (10). The only differ-
ences observed between the predicted and experimental velocity profiles 
occur near the wake centerline for x locations of 2 inches and 5 inches. 
At these locations, the measured velocities are approximately 5 percent 
larger than the results of Method A and 8 percent larger than the results 
of Method B. The predicted pressure distributions of Methods A and B are 
within 1 percent of the measured pressures at all three x locations. 
Figure (11) presents the effective viscosity distributions for 
Methods A and B. The effective viscosity distributions for Method A 
were obtained directly from the measurements of Lee (47) as a function of 
position. The value at each point in the flow field was held constant 
during the iterative solution procedure. The distributions shown for 
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2. Energy Balances 
At any point in the wake, the turbulence kinetic energy is conserved; 
thus, the gain or loss of turbulence kinetic energy by convection and 
diffusion plus the gain due to production must equal the loss due to 
dissipation. The two-dimensional near wake energy balances for turbulence 
kinetic energy are shown in Figures (12), (13) and (14). For these energy 
balances a positive value of a quantity represents a positive contribution 
or a gain in energy, and a negative value represents a negative contribu-
tion or a loss in energy. The individual terms were evaluated from the 
results of Methods A and B, and the energy balances were obtained from 
the turbulence kinetic energy equation, which is written as 
ok 
+ 
ok -a [ 0 ( a e ~) + o ( a e ~:)] pu pv oy = y y - - y-ox oy a Ox. cr 
I II 
(58) 




This can be rewritten as 
- I + II + III - IV = 0 (59) 
where: 
I = Convection 
II = Diffusion 
III = Production 
IV = Dissipation 
The numerical values of the individual terms for the energy balances 
shown in Figures (12), (13) and (14) were obtained by dividing the terms 
in equation (58) by g • 
c 
Equation (59) can be used to determine whether a quantity contributes 
to a gain or loss in energy. For example, the quantity IV representing 
dissipation is written as 
and is always positive. Equation (59) shows that this quantity is sub-
tracted in the energy balance. Thus, dissipation always makes a negative 
contribution to the energy balance of equation (59) and therefore, always 
removes energy from the flow. Similar reasoning is used to determine the 
contributions of Terms I, II and III. 
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Experimental data for near wake turbulence kinetic energy balances 
were not available; however, Figure (15) shows an experimental turbulence 
kinetic energy balance developed by Townsend (52) for the far wake of a 
circular cylinder. The predicted near wake energy balances will be 
compared to these experimental far wake results in order to evaluate 
observed trends in the downstream direction. Townsend's energy balance 
was obtained by expressing the turbulence kinetic energy equation in 
boundary layer form as 
ok 
puo ox = 
g p' 
P [- 0; < v' k >- ~ < ~ v'> J + [ -p < u' v' > ~] 
I II III 
(60) 
IV 
where u is the free stream velocity. All of the individual terms were 
0 
measured except the pressure term, which was calculated by substituting 
the measured quantities into equation (60). The isotropic form of the 
dissipation term was assumed as 
,2 
D = 15 II. < ~ > k r- ox (61) 
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Figure (15) shows the individual terms of equation (60) in non-
dimensional form, and the sign convention is consistent with the sign 
convention used for the near wake energy balances in Figures (12), (13), 
and (14). This can be illustrated by expressing equation (60) in the 
form of equation (59), 
- I + II + III - IV = 0 (59) 
where the quantities I, II, Ill and IV now refer to the corresponding 
terms in equation (60) and represent convection, diffusion, production 
and dissipation, respectively. 
In discussing the predicted near wake energy balances shown in 
Figures (12), (13) and (14), the width of the wake will be divided into 
three main regions - the boundary region near the wake centerline, the 
mid-width region and the outer boundary region. For each of these regions, 
the contributions of the individual terms will be discussed, and the de-
velopment of the terms in the downstream direction will be examined. 
a. Centerline Region 
Near the center of the wake, the predicted near wake energy balances 
in Figures (12), (13) and (14) indicate that production is negligible. 
The loss of energy due to dissipation is balanced largely by the gain due 
to diffusion. As the downstream distance increases, dissipation diminishes, 
and the gain due to diffusion becomes less positive. At x = 5 inches, 















c Production < 
<> Dissipation 
68 
0 en ox/D 
0 ~< ::; >) oy/D 




u'v' > Ou 
3 oy/D 
uo 2 
15 ~ [ o(~JJ pu D < ox/D > 
0 
x/D = 160 
0 (Gain) 
Energy Rate 
Figure 15. Experimental Energy Balances for Turbulence Kinetic 
Energy in the Turbulent Far Wake of a Circular Cylinder 
(From Reference 52). 
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contribution to account for approximately 20 percent of the energy gain. 
Experimental data can readily be used to check convective contributions 
· · d ok 1 h s~nce convect~on re uces to pu ox a ong t e centerline and contains no 
empirical approximations. Figure (16) shows centerline distributions of 
mean velocity and turbulence kinetic energy from the measurements of 
Lee (47). The points of inflection in the turbulence kinetic energy 
distribution in Figure (16) indicate that both positive and negative 
centerline convective contributions are possible in the near wake. Beyond 
4 . h ok . . x = ~nc es, ox remaLns negat~ve. As the far wake is approached, changes 
in ~~diminish, and the mean velocity continues to increase linearly. The 
small positive value of convection at x = 5 inches in Figure (14) will 
therefore continue to increase in the downstream direction and will 
approach larger positive values in the far wake. This trend is consis-
tent with the large positive values of centerline convection shown by the 
far wake results of Townsend (52) in Figure (15). 
As x increases from 1 inch to 5 inches, Figures (12), (13) and (14) 
show that the rapid reduction in dissipation is balanced mainly by a 
reduction in diffusion. Beyond x = 5 inches, dissipation will continue 
to decrease at a diminishing rate, and convection will begin to make 
increasingly positive contributions. 
If the energy addition due to convection exceeds the energy loss due 
to dissipation, diffusion must withdraw energy from the flow to maintain 
a balance. The far wake results in Figure (15) verify this and show 
that all of the energy added to the flow along the centerline in the far 
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Figure 16. Measured Centerline Distributions of Turbulence Kinetic 
Energy and Mean Velocity for the Two-Dimensional Turbulent 
Wake of a 10 Degree Wedge (from Reference 47). 
loss due to dissipation, and the excess energy is extracted from the 
centerline region by an outward turbulence diffusion. 
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The near wake predictions in Figures (12), (13) and (14) indicate 
that diffusion and dissipation are approaching far wake behavior beyond 
x = 1 inch, and that convection is beginning to approach far wake behavior 
at x = 5 inches. Centerline values of production are the result of normal 
stresses and do not appear to make significant contributions. 
The results of Methods A and B in Figures (12), (13) and (14) show 
the same trends in the downstream direction. No significant differences 
are noticed between the predicted production and convection terms of 
Methods A and B. The dissipation results of Method A are approximately 
25 percent greater than those of Method B due to the larger centerline 
turbulence kinetic energy predictions of Method A shown in Figure (8). 
Method A also predicts values of diffusion approximately 25 percent greater 
than those of Method B to balance the larger dissipation of Method A. 
b. Mid-Width Region 
The region between the centerline region and the outer boundary region 
is the most significant in determining the overall structure of the near 
wake. The near wake predictions in Figures (12), (13) and (14) show that 
the largest rates of turbulence transport occur in this region. The dis-
sipation and production terms are dominant, and the convection and diffu-
sion terms take on both positive and negative values. 
As x increases from 1 inch to 5 inches, the maximum values of pro-
duction and dissipation diminish rapidly, and the quantities become more 
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evenly distributed across the width. As dissipation and production 
diminish, the relative importance of convection and diffusion increases. 
The far wake results of Townsend (52) in Figure (15) show that 
production and dissipation are no longer dominant across the middle 
portion of the width. The large convective energy addition near the 
centerline remains approximately constant over about 25 percent of the 
width and then decreases rapidly to zero at the approximate mid-point. 
Between the mid-point and the outer boundary, convection removes energy 
from the flow. The energy loss due to outward diffusion at the center-
line increases slightly and then decreases rapidly and goes to zero at 
the approximate mid-point. Beyond the mid-point, diffusion adds energy 
to the flow. 
At x = 1 inch, the near wake predictions in Figure (12) show that 
convection adds energy and reaches a maximum at the location correspond-
ing to maximum values of production and dissipation. Diffusion makes its 
greatest negative contribution at this same point and then changes sign as 
the outer region is approached. 
At x = 2 inches and 5 inches, Figures (13) and (14) show that con-
vection changes gradually from positive to negative near the mid-point 
of the width. The location in the width at which diffusion changes 
from negative to positive is closer to the outer boundary and appears to 
depend largely on the relative magnitudes of production and dissipation. 
From Figure (16) it was observed that increasingly positive centerline 
values of convection will occur beyond x = 4 inches. This will produce 
larger convective gradients across the mid-width region. Since production 
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and dissipation diminish and spread out across the width as the far wake 
is approached, diffusion will be forced to play a greater role in balancing 
the large convective gradients in the mid-width region. This is seen to 
be the case for the far wake results in Figure (15), where large gradients 
of convection and diffusion occur in the mid-width region, and the convec-
tion and diffusion distributions resemble mirror images of one anothero 
The near wake predictions in Figures (12), (13) and (14) do not show 
strong tendencies of approaching far wake behavior in the mid-width region. 
Convective gradients across the width are moderate, and the diffusion 
distribution is strongly influenced by the relative magnitudes of the 
dominant production and dissipation contributions. 
The results of Methods A and Bin Figures (12), (13) and (14) show 
the same trends in the downstream direction. At x = 1 inch, Methods A and 
B differ primarily due to the different values of effective viscosity 
shown in Figure (11). This difference is directly reflected in the mag-
nitudes of the production terms. Method A predicts a maximum value of 
production that is 40 percent greater than the production of Method B at 
x = 1 inch. The maximum dissipation predicted by Method A is 10 percent 
greater than that of Method B. The diffusion and convection distributions 
for Method B are both more positive than those of Method A to account for 
the smaller production of Method B. Similar relationships between the 
results of Methods A and B are observed at x = 2 inches. At x = 5 inches, 
no substantial differences are observed between the results of the two 
methods. 
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c. Outer Boundary Region 
In the outer boundary region, the near wake predictions in Fig-
ures (12), (13) and (14) appear to rapidly approach far wake behavior 
as the downstream distance increases from x = 1 inch to 5 inches. At 
x = 1 inch, the convection, diffusion and production terms make small 
positive contributions to balance the loss due to dissipation. At 
x = 2 inches, convection begins to withdraw energy, and diffusion begins 
to supply energy. At x = 5 inches, convection withdraws more energy 
than dissipation, and diffusion adds more energy than production. 
It can be seen from the far wake results of Townsend (52) in Fig-
ure (15) that production and dissipation are negligible near the outer 
boundary. Convection withdraws energy, which is supplied by a lateral 
pressure diffusion. 
Thus far, no distinction has been made between the two types of 
diffusion presented in Townsend's far wake results. Townsend shows 
separate contributions due to turbulence diffusion and pressure diffu-
sian. For most of the far wake mixing region, the two types of diffu-
sion behave approximately the same. At the outer boundary of the far 
wake, the energy gain is due mostly to mass entrainment due to lateral 
pressure diffusion. In the absence of dissipation, production, and 
turbulence kinetic energy diffusion, the far wake turbulence kinetic 





< c v'> 
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(61) 
and the turbulence transport at the outer boundary is analogous to 
potential flow. 
75 
The diffusion models used for Methods A and B make no distinction 
between the two types of diffusion. The near wake predictions in Fig-
ures (12), (13) and (14) indicate that significant mass entrainment due 
to diffusion begins between x = 2 inches and x = 5 inches; however, the 
magnitudes of pressure diffusion and turbulence kinetic energy diffusion 
responsible for this entrainment cannot be determined from the present 
approach. 
The outer boundary region appears to approach far wake behavior 
before the rest of the mixing region. This is attributed to the reduced 
influence of rapid changes in production and dissipation at the outer 
boundary. Since downstream changes in production and dissipation remain 
small, the convection and diffusion terms develop more quickly. 
No significant differences are observed in Figures (12), (13) and 
(14) between the results of Methods A and B at the outer boundary. The 
agreement is better than that observed over the rest of the mixing region. 
Downstream changes are reflected primarily by changes in convection and 
diffusion. The values of these terms at the outer boundary are not sig-
nificantly affected by the different effective viscosity models for 
Methods A and B shown in Figure (15). 
C. Axisymmetric Turbulent Wake 
Chevray (48) obtained experimental measurements in the turbulent 
wake of a 6 x 1 prolate spheriod. Measurements of mean velocity, mean 
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static pressure, turbulence shear stress and turbulence intensity were 
made in the near wake and far wake regions. The geometry of the flow 
field is shown in Figure (17). Inflow and outflow boundaries for the 
present study are at x/D locations of 0.5 and 6, where D is the body 
diameter. The results of Methods A and Bare presented for x/D locations 
of 1, 2 and 3 and are shown in Figures (18) through (26). Comparisons 
are made with Chevray's experimental results at these three locations. 
1. Comparisons with the Measurements of Chevray 
Predicted contours of vorticity over the flow region are shown in 
Figure (18). The results of Methods A and B both predict the trend of 
greater vorticity gradients as the near wake is approached from the far 
wake. 
Figure (19) compares the predicted vorticity distributions with the 
values obtained from the experimental mean velocity measurements of 
Chevray (48). The results of Method A are in closer agreement with the 
data than those of Method B since the effective viscosities for Method A 
were obtained directly from the measurements of Chevray. The results of 
Method A are within 5 percent of the measured data at all three x/D 
locations. Method B over-predicts the maximum values of vorticity at 
x/D : 1 by 3 percent, at x/D = 2 by 8 percent and at x/D = 3 by 12 percent. 
The predicted results are considered to be within the experimental accuracy 
since the experimental results were obtained from gradients of measured 
velocities. 
Predicted turbulence kinetic energy profiles are compared to the 
measured results of Chevray (48) in Figure (20). Methods A and B both 
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predict an outward radial movement of the maximum turbulence kinetic 
energy as the downstream distance increases. Such a movement is verified 
by the measured results. The measured profiles indicate that the maximum 
value of turbulence kinetic energy decreases 3 percent from x/D = 1 to 2 
and then increases 25 percent from x/D = 2 to 3. The predicted profiles 
do not exhibit this behavior for the maximum value of turbulence kinetic 
energy; however, Method B predicts a similar downstream behavior for 
values of turbulence kinetic energy closer to the centerline. The pre-
dicted results of Method B are less than the measured results between 
the centerline and the region of maximum turbulence kinetic energy. Near 
the centerline, the predicted results are between 20 percent and 30 per-
cent less than the measured results. At x/D = 2, the maximum turbulence 
kinetic energy predicted by Method B is 3 percent less than the measured 
value, and at x/D = 1 and 3 the maximum predicted values of Method B are 
approximately 15 percent less than the measured results. The results of 
Method A are within 10 percent of the measured results over most of the 
width except for the maximum value predicted at x/D = 2, which is 16 per-
cent greater than the measured results. 
Mean velocities and mean static pressures are compared to the measure-
ments of Chevray (48) in Figures (21) and (22). No significant differences 
are observed between the predicted velocity and pressure distributions of 
Methods A and B. The predicted velocities agree well with the experi-
mental data at all three downstream locations, with only slight deviations 
of approximately 4 percent occurring near the centerline at x/D locations 
of 2 and 3. The predicted pressure distributions are within 1 percent of 
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Figure (23) presents the effective viscosity distributions for 
Methods A and B. The effective viscosity distributions for Method A 
were obtained from the measurements of Chevray (48) and were held con-
84 
stant at each position during the iteration procedure. The distributions 
shown for Method B are the final values resulting from the iterative 
solution procedure. 
2. Energy Balances 
The axisymmetric near wake energy balances for turbulence kinetic 
energy are shown in Figures (24), (25) and (26). The individual terms 
were evaluated from the results of Methods A and B. The axisymmetric 
energy balances were constructed in the same manner as the two-dimensional 
energy balance. The sign convention was obtained by starting with the 
turbulence kinetic energy equation in the form of equation (58) and re-
writing it in the form of equation (59). Numerical values for the indi-
vidual terms in Figures (24), (25) and (26) were obtained by dividing the 
turbulence kinetic energy equation (58) by g • The far wake experimental 
c 
results of Townsend (52) in Figure (15) will again be used to evaluate 
observed trends in the downstream direction. Although Townsend's results 
are for a two-dimensional wake, Townsend points out that the general 
characteristics of far wake energy balances will be very similar for 
axisymmetric and two-dimensional bodies. 
a. Centerline Region 
The predicted near wake energy balances in Figures (24), (25) and 
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Axisymmetric Turbulent Wake of a 6xl Spheroid. 
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the loss in energy due to dissipation is balanced largely by gains due to 
diffusion and convection. At x/D = 2, dissipation has diminished by 
40 percent, diffusion remains approximately the same, and convection 
makes a small negative contribution. No significant changes are observed 
between x/D locations of 2 and 3. 
Figure (27) shows centerline distributions of mean axial velocity 
and turbulence kinetic energy from the measurements of Chevray (48). 
These distributions offer a quick check on the centerline convection 
predictions in Figures (24), (25) and (26). Figure (27) shows that~~ is 
negative at x/D = 1; thus, the positive centerline convection in Figure 
(24) is reasonable. Figure (27) shows that ~~ is positive at x/D loca-
tions of 2 and 3; thus, the negative centerline convections in Figures (25) 
and (26) are reasonable. Figure (27) shows that beyond x/D = 10, ~~ is 
t · A th f k · h d h · ok d · · · h d h nega 1ve. s e ar wa e 1s approac e , c anges 1n x 1rn1n1s , an t e 
mean velocity continues to increase. Thus, large positive centerline 
values of convection corresponding to the far wake results of Townsend (52) 
in Figure (15) will not be approached until well beyond x/D = 10. 
From Figures (24), (25) and (26) it is seen that diffusion and dissi-
pation have not shown any definite signs of approaching far wake behavior 
between the x/D locations of 1 and 3. Far wake behavior of diffusion and 
dissipation will begin when diffusion becomes less positive and when dissi-
pation begins to decrease at a diminishing rate. The reduction in dissipa-
tion between x/D = 1 and 2 is accompanied by a small reduction in diffusion 
and a decrease in convection. Until convection shows definite signs of 
increasing positively in the downstream direction, further reductions in 
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dissipation will not necessarily be accompanied by a decreasingly positive 
diffusion. Between x/D = 2 and 3, dissipation remains about the same. 
This is due to the empirical model used for dissipation, which causes it 
to increase with turbulence kinetic energy and decrease with increasing 
downstream distance. The increase in centerline turbulence kinetic 
energy between x/D = 2 and 3 is enough to offset the effect of the in-
creased downstream distance. 
The centerline results of Methods A and Bin Figures (24), (25) and 
(26) show the same trends in the downstream direction. The dissipation 
results of Method A are approximately 35 percent greater than those of 
Method B due to the larger centerline turbulence kinetic energy predic-
tions of Method A shown in Figure (20). At x/D locations of 2 and 3, 
the convection and production predictions of Methods A and B do not differ 
significantly, and the diffusion results of Method A are approximately 
35 percent larger than those of Method B to balance the larger dissipation 
of Method A. At x/D = 1, the larger dissipation for Method A is balanced 
by a diffusion equal to twice the diffusion of Method B and a convection 
equal to half the convection of Method B. 
b. Mid-Width Region 
The axisymmetric near wake predictions in Figures (24), (25) and 
(26) indicate that production and dissipation are dominant in the mid-
width region. As the axial distance increases, the maximum values of 
production and dissipation diminish, and their distributions begin to 
spread in the radial direction. Contributions of convection and diffu-
sion are not large in this region, and both negative and positive values 
are observed. 
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The behavior of the convection and diffusion distributions is deter-
mined primarily by the relative magnitudes of production and dissipation. 
At x/D = 1, Figure (24) shows that convection and diffusion take on small 
negative and positive values and show no particular preference for sign. 
At x/D = 2 and 3, Figures (25) and (26) show that convection and diffusion 
remove energy from the flow to help balance the large amounts of production. 
It was previously observed that the far wake is characterized by 
large gradients of convection and diffusion and by a tendency for these 
terms to form mirror images. The far wake production and dissipation 
distributions in Figure (15) are relatively flat, and the magnitudes 
of the terms are not dominant. The near wake predictions for the mid-
width region in Figures (24), (25) and (26) do not give any indications 
of approaching this far wake behavior. The magnitudes and rates of 
change of production and dissipation exceed those of convection and dif-
fusion and tend to dominate the overall turbulent structure. 
The differences in the results of Methods A and Bin Figures (24), 
(25) and (26) are primarily due to the different effective viscosity 
distributions shown in Figure (23). The maximum values of production 
predicted by Method A are greater than those of Method B by approximately 
50 percent at x/D = 1, 35 percent at x/D = 2 and 20 percent at x/D = 3. 
Maximum values of dissipation predicted by Method A are approximately 
30 percent greater than those of Method Bat all three x/D locations. 
At x/D = 1, the diffusion and convection distributions of Method B are 
more positive than those of Method A. At x/D locations of 2 and 3, no 
substantial differences in convection and diffusion are observed between 
the two methods. 
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c. Outer Boundary Region 
The predicted near wake results near the outer boundary, as shown in 
Figures (24), (25) and (26), give some indication of approaching far wake 
behavior. At x/D = 1, diffusion and convection are negligible. The loss 
in energy due to dissipation is balanced almost entirely by production. 
At x/D = 2, convection begins to withdraw energy, the energy addition 
due to diffusion exceeds that due to production, and the loss due to 
convection is nearly equal to the dissipation loss. 
Two of the observed characteristics of the energy balances at the 
outer boundary applied to both the two-dimensional and axisymmetric results. 
The first characteristic is the tendency for the outer boundary to approach 
far wake behavior before the rest of the mixing region. This is attributed 
to the reduced influence of rapid downstream changes in production and 
dissipation at the outer boundary. This apparent far wake behavior of 
production and dissipation enables convection and diffusion to develop 
more quickly in the downstream direction. The second characteristic 
is the closer agreement of Methods A and B at the outer boundary compared 
to the rest of the mixing region, even though Figures (11) and (23) show 
different values of effective viscosity for the two methods at the outer 
boundary. This shows that the downstream behavior at the outer boundary 
is not significantly affected by different effective viscosity models. 
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VI. CONCLUSIONS AND RECOMMENDATIONS 
The feasibility of using the turbulence kinetic energy equation to 
analyze turbulent near wake flows has been investigated. The following 
conclusions are based on the results of this investigation: 
1. Near wake turbulent flows can be analyzed by solving the turbulence 
kinetic energy equation simultaneously with the equations of continuity 
and momentum. Detailed information can be obtained on distributions 
of vorticity, stream function, mean velocity, mean static pressure 
and turbulence kinetic energy. 
2. Solutions of the turbulence kinetic energy equation can be used to 
construct energy balances, and detailed relationships between the 
convection, diffusion, production and dissipation of turbulence 
kinetic energy can be obtained. 
3. Empirical models are required to close the system of equations and to 
describe the diffusion, production and dissipation of turbulence 
kinetic energy and the diffusion of momentum. 
4. The computational method used for this research solves general 
systems of elliptic partial differential equations and can be 
applied to a wide variety of flows. 
5. The use of this computational method to construct turbulence kinetic 
energy balances is an effective technique for evaluating proposed 
empirical models. 
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6. The same computational method can be used to analyze laminar flows 
and turbulent flows for which prior knowledge of the effective vis-
cosity is available. 
Additional conclusions were reached regarding the future use of the 
turbulence kinetic approach for engineering applications. It is felt that 
the present method of solving the turbulence kinetic energy equation simul-
taneously with the equations of continuity and momentum can be used as an 
effective engineering tool in predicting mean flow parameters and quali-
tative turbulence characteristics for the purpose of establishing engineer-
ing design criteria. It is also felt that the effectiveness of this 
approach as an engineering tool can be substantially improved by making 
additional turbulence measurements for various geometries and flow condi-
tions. Hopefully, as more measurements become available, unique models 
can be established for a wide range of engineering applications. The 
following experimental information would be helpful in improving the 
method for future engineering applications. 
1. Measurements of turbulence stresses, vorticity and turbulence kinetic 
energy are needed to investigate various methods of relating the 
vorticity transport equation to the turbulence kinetic energy 
equation. 
2. Measurements of turbulence kinetic energy diffusion are needed to 
check the validity of a gradient type diffusion model for turbulence 
kinetic energy. Measurements of pressure diffusion are also needed 
to determine the significance of including pressure diffusion ·in 
the gradient type diffusion model. 
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3. Measurements of the dissipation of turbulence kinetic energy are 
needed to better define its behavior in a rapidly changing turbulence 
structure. Measurements of the scale of turbulence are needed to 
investigate possible correlations bet~een the scale of turbulence 
and the dissipation of turbulence kinetic energy. 
4. Measurements of the production of turbulence kinetic energy are 
needed to investigate methods of combining the normal stress and 
shear stress contributions into a single empirical model for 
production. 
5. Comparisons between experimental distributions of production and 
dissipation are needed to see if correlations exist. This informa-
tion could lead to significant simplifications in describing the 
source term in the turbulence kinetic energy equation. 
Existing hot-wire annemometer techniques described by Hinze (31) can 
be used to measure mean velocities, turbulence stresses, turbulence kinetic 
energy, scale of turbulence, and the diffusion, production and dissipation 
of turbulence kinetic energy. Kobashi (55) describes a method for measur-
ing pressure diffusion. 
Following are several examples of current engineering problems to 
which the turbulence kinetic energy approach could be applied. 
1. Flow and diffusion of particulate suspensions in a flowing liquid. 
A better understanding of the mechanisms of particulate transport 
would be useful in controlling the ~ovement of solid pollutants in 
streams and rivers. 
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2. Dynamic loadings on buildings and structures due to wake effects. 
In this case the problem is time dependent, and additional techniques 
would be needed to completely describe the flow. The present approach 
could be used to predict steady state loads for fully developed tur-
bulent wakes. Extension of the turbulence kinetic energy approach to 
unsteady solution techniques should also be considered. 
3. Movements and concentrations of pollutants in urban areas. 
The primary problem in this application is to define empirical models 
relating the equations of species concentration and mean flow energy 
to the turbulence kinetic energy equation. Assuming models could be 
defined, the present computational method could then be used to solve 
the resulting set of governing equations. 
4. Prediction of collision efficiencies between freely falling droplets 
in atmospheric clouds. 
The recently reported experimental data of Bowin (56) for the pressure 
distribution on a sphere due to the wake of an adjacent sphere, and 
the earlier measurements of Pepper (57) for the turbulent wake of a 
single sphere should be useful in preliminary studies of this type. 
The most immediate use of the present approach would be to predict 
the mean velocity and pressure distributions in the turbulent near 
wake of a single sphere. Attempts could then be made to predict the 
resulting force on a second sphere which enters this wake. This 
should eventually lead to a turbulent solution of the two body problem 
and a more complete model of collision efficiency. 
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