This paper presents a conceptual modeling study on the behaviors of terrestrial biosphere-atmosphere systems as they relate to multiple equilibrium states and climate variability, and emphasizes their implications for physically based climate modeling. The conceptual biosphere-atmosphere model consists of equilibrium responses of vegetation and precipitation to each other, dynamics of the vegetation system, and stochastic forcing of precipitation representing the impact of atmospheric internal variability. Using precipitation as the atmospheric variable in describing the biosphere-atmosphere interactions, this model pertains to regions where vegetation growth is limited by water. Low moisture convergence in the atmosphere combined with high sensitivity of the atmospheric climate to vegetation changes provides the most favorable condition for the existence of multiple equilibrium states. In a coupled biosphere-atmosphere system with multiple equilibria, experiments varying the stochastic forcing indicate that atmospheric internal variability is an important factor in the long-term variability of the model climate and in its sensitivity to initial conditions. Specifically, the enhancement of low-frequency rainfall variability by vegetation dynamics is most pronounced with a moderate magnitude of atmospheric internal variability and is less pronounced if internal variability is either too large or too small; detecting the existence of multiple equilibria by examining the sensitivity of the coupled model climate to initial conditions is not always reliable since too large an internal variability reduces or even eliminates the model sensitivity to initial conditions. Findings from the conceptual model are confirmed using results from a physically based, synchronously coupled biosphere-atmosphere model. This study provides guidance for interpreting and understanding the model dependence of biosphere-atmosphere interaction studies using complex climate system models.
Introduction
The self-stablization of subtropical deserts through an albedo-dominated biogeophysical feedback as proposed by Charney (1975) raised the possibility that biosphere-atmosphere interactions may give rise to the existence of multiple equilibria in the earth's climate system. Specifically, the increase of albedo due to natural or manmade desertification causes a radiative cooling at the land surface that induces subsidence of the air, thus suppressing precipitation. This reduction of precipitation may cause further vegetation degradation and enhance the original desertification, leading the regional climate to evolve into a desertlike condition. While it has long been suggested that the earth's ice coverage can sustain different stable states under the same external forcing (e.g., Held and Suarez 1974) , multiple equilibrium states that owe their existence to vegetation feedback represent a relatively new concept, and their implications for global climate modeling and prediction
are not yet well understood. Using a simple conceptual model, this paper seeks to understand the behavior of the coupled biosphere-atmosphere system as it relates to vegetation feedback, multiple climate equilibria, and climate variability.
Over the past several decades, significant research effort has focused on studying the climatic impact of land use and land cover changes (e.g., Charney et al. 1977; Sud and Molod 1988; Dickinson and HendersonSellers 1988; Xue 1997; Hahmann and Dickinson 1997; Chase et al. 2001; Clark et al. 2001; Gates and Ließ 2001; Taylor et al. 2002; Pielke et al. 2002) . This led to an improved understanding of the land surface feedback mechanism that involves not only changes in the energy budget due to vegetation-related albedo modification (as in the traditional Charney framework), but also changes in the hydrological cycle due to the vegetation control on evapotranspiration. At the same time, our capacity to predict the response of vegetation to changes in the environment has also been improved, thanks to the development of various biosphere models, including the earlier equilibrium vegetation models (e.g., Prentice et al. 1992 ) and the more recent dynamic global vegetation models (e.g., Foley et al. 1996; Brovkin et al. 1997; Cox et al. 2000; Sitch et al. 2003; Bonan W A N G et al. 2003) . Advances in these two directions together made it possible to represent the synchronously coupled biosphere-atmosphere system using complex numerical models that simulate not only the response of the atmosphere to vegetation changes but also the response of vegetation to changes in the atmosphere. This allowed us to test the hypothesis of multiple biosphere-atmosphere equilibria and to further scrutinize the role of dynamic vegetation in the earth's climate system using coupled biosphere-atmosphere models.
Multiple climate equilibria arising from biosphereatmosphere interactions have been found in models of different complexity. Using a biome model iteratively coupled with the AGCM ECHAM, Claussen (1998) showed that the regional climate in West Africa and Saudi Arabia can develop into either of two different equilibria depending on the initial vegetation condition. Brovkin et al. (1998) developed a conceptual model for the atmosphere-vegetation system and showed that their conceptual model can explain the existence of multiple equilibrium states in ECHAM-BIOME. Wang and Eltahir (2000b) , using a zonally symmetric atmospheric model synchronously coupled with the dynamic biosphere model Integrated Biosphere Simulator (IBIS; Foley et al. 1996) and considering the role of transient vegetation changes, illustrated the sensitivity of the coupled biosphere-atmosphere system in West Africa to initial vegetation conditions and further demonstrated that perturbations (natural or man-made) can cause reversible transitions of the regional climate system from a wet/green equilibrium to a dry/barren equilibrium or vice versa. The finding of multiple biosphere-atmosphere equilibria in climate models of different nature and of different complexity suggests, although does not confirm, that this special feature of the climate system is robust.
The multiple equilibrium behavior of the coupled biosphere-atmosphere system has significant implications for climate variability and changes. Wang and Eltahir (2000c,d, 2002) documented that the existence of multiple equilibrium states in their coupled model plays an important role in the decadal variability of the West African climate and in the response of this regional climate system to land use/land cover changes as well as CO 2 concentration changes. With increasingly common use of dynamic vegetation models in climate studies (e.g., Cox et al. 2000; Levis et al. 2000; Delire et al. 2003) , it becomes essential that we understand the issue of multiple equilibria and its implications. Specifically, in order to accurately interpret the sensitivity of a model climate to external forcing, whether multiple equilibrium states exist, and, if they do, how their existence impacts the climate variability in that specific model should be documented and understood first.
The existence of multiple climate equilibria, or the lack of it, depends on the mutual sensitivity between the biosphere and the overlying atmosphere. As a result, multiple climate equilibria may exist in certain regions only depending on the regional atmospheric circulation patterns and vegetation surviving conditions. Similarly, for any specific region, some climate models may predict multiple equilibria, while others may not, depending on the differences in their ability to reproduce the most relevant responses and feedback processes. For complex climate system models, it is practically very difficult and computationally very expensive to diagnose whether multiple equilibrium states exist and to identify them where they do exist. This study aims to develop a theoretical understanding of biosphere-atmosphere interactions that can help delineate the multiple-equilibrium space of physically based biosphere-atmosphere models and to provide useful insight on the variability and sensitivity of the model climate. In section 2, a conceptual model of the coupled biosphere-atmosphere system is developed, emphasizing the dynamical nature of the system; section 3 describes the equilibrium solutions of the conceptual system; section 4 focuses on the long-term climate variability of this coupled system and its sensitivity to initial vegetation conditions as well as to atmospheric internal variability; section 5 provides a qualitative validation of the conceptual model using results from a physically based, coupled biosphere-atmosphere model; and conclusions are presented in section 6.
A conceptual model for the terrestrial biosphere-atmosphere system
Climate of the terrestrial biosphere-atmosphere system is governed by interactions between vegetation and the overlying atmosphere, of which precipitation-vegetation feedback is an important aspect. Over a major portion of the globe, vegetation growth is water-dependent, and changes of land cover (i.e., vegetation) can modify atmospheric processes thus resulting in changes of precipitation. Feedback between precipitation and vegetation takes place through various thermal, hydrological, and biogeochemical processes, and involves many key variables such as surface albedo and soil moisture. Instead of analyzing each aspect of the feedback in detail, this study focuses on two representative grand variables: annual precipitation amount P as a state variable of the atmosphere and vegetation amount V as a state variable of the biosphere. Here, vegetation amount V can be measured by leaf area index or green biomass.
In climate system models, and in the real world as well, vegetation and precipitation are often not in equilibrium with each other. Varying at time scales from years to centuries, vegetation is almost constantly in a transient state since a vegetation state in equilibrium with a given amount of precipitation cannot be reached unless the same level of precipitation persists sufficiently long in the climate sense. On the other hand, due to the large internal variability of the atmosphere, precipitation varies significantly from year to year even if vegetation condition were to stay the same. Here a con-
ceptual model of vegetation-precipitation feedback is developed that considers not only the equilibrium response of vegetation and precipitation to each other but also the dynamic nature of vegetation and the stochastic nature of precipitation.
Let V* be the equilibrium vegetation, a virtual vegetation state in equilibrium with precipitation P so that V* ϭ V*(P), and let be the characteristic time scale of vegetation changes. If one assumes that the rate of changes in vegetation depends on the difference between its actual state and the equilibrium, vegetation can then be treated as a first-order dynamic system and its dynamics can be described by the following differential equation:
where t is time. Use of Eq.
(1) to model vegetation dynamics is not new to this study. In fact, it represents the general approach in modeling vegetation carbon dynamics (e.g., Gutman 1986; Foley et al. 1994; Brovkin et al. 1998; Dickinson et al. 1998; Zeng et al. 1999) .
Since V* depends on the time-variant quantity P, Eq.
(1) describes the tendency that water-limited vegetation in the real world grows denser as extra water from precipitation becomes available. Assuming that precipitation is the controlling factor for vegetation dynamics, this model pertains to regions where growth is limited by water as opposed to temperature or nonclimate factors. Precipitation in this study is divided into two parts: a deterministic component P* that depends on the atmosphere's boundary conditions including vegetation [i.e., P* ϭ P*(V)] and a stochastic component PЈ(t) that results from atmospheric internal variability. Assuming that PЈ(t) follows the Gaussian distribution, precipitation P can be expressed as
where t is time, is the standard deviation of precipitation attributable to atmospheric internal variability, and R(t) is a random series that follows a standard normal distribution. The dependence V*(P) that describes the equilibrium response of vegetation to precipitation changes can take various forms (e.g., hyperbolic, logistic, stepwise linear). In general, as precipitation goes from zero (or a minimum) to infinity (or a maximum), the sensitivity of vegetation increases before it decreases. For a given specific region, there exists a certain threshold value below which precipitation cannot support the growth of any vegetation. Therefore increasing the precipitation amount within a certain range from zero may not be able to cause much positive response of the vegetation. In the other extreme, under very wet conditions, an additional amount of water no longer enhances vegetation growth as the water demand of the biosphere is close to being saturated. The highest sensitivity is expected in between these two extremes. The functionality of V*(P) should be consistent with this general notion, but its specific form does not cause any qualitative difference in the results of this study. Brovkin et al. (1998) used a hyperbolic curve to fit the numerical experiments output from the coupled ECHAM-BIOME model. Here we also use a hyperbolic model for the simplicity of its parameterization:
where r ϭ max[0.0, (P Ϫ P t ) 3 /(P m Ϫ P t ) 3 ], P t is the threshold precipitation amount below which no vegetation can survive, P m the precipitation amount corresponding to the peak V* sensitivity, and V max the maximum amount of vegetation that can possibly exist if water is not limiting. The parameters P t , P m , and V max depend on vegetation type as well as environmental conditions such as soil texture and nutrient availability.
The dependency P*(V) may also take various forms, and the validity of the theoretical analysis in this study does not depend on a specific form. Here we take its simplest form, the linear model:
where P d (always nonnegative) is the amount of precipitation that would occur if no vegetation existed over the region of interest; ␣ indicates the sensitivity of P* to V. Guided by the numerous modeling studies (e.g., Xue 1997; Dickinson and Henderson-Sellers 1998) on the climatic impact of desertification and deforestation, we assume that precipitation increases with vegetation. The parameter ␣ is therefore nonnegative. Obviously, both P d and ␣ depend on regional atmospheric circulation patterns.
Equations (1)- (4) together form a conceptual model of the terrestrial biosphere-atmosphere interactions. It treats the high-dimensional nonlinear chaotic climate system as a low-dimensional stochastically forced dynamic system, which is an approach commonly used in stochastic climate modeling (e.g., Demaree and Nicolis 1990; Penland and Matrosova 1994; Penland et al. 2000; Winkler et al. 2001) . In this dynamically evolving conceptual system, V* and P* vary with time since they respectively depend on the time-variant precipitation (P) and vegetation (V). Note that Eqs. (3) and (4) represent one of many possible functionality forms of V*(P) and P*(V). For each specific form of functionality, its parameterization [e.g., values of P t , P m , P d , and ␣ if the functionality form in Eq. (3) and (4) are used] do influence the solution(s) or even the number of solutions of the conceptual system, as will be demonstrated later in section 3. However, the overall behavior of the system (e.g., the possible existence of multiple solutions, the system response to stochastic forcing and to initial conditions) does not depend on the specific functionality forms that P*(V) and V*(P) take.
In the following we will analyze the behavior of the simple conceptual model and how various factors and model parameters impact such behavior. In doing so, we emphasize the implications regarding complex physically based climate models.
Equilibrium solution(s) of the conceptual system
In the proposed conceptual model, the points of intersection between curves V*(P) and P*(V) define the equilibrium solutions of the dynamic system. However, some of these equilibrium solutions may not be stable, depending on the relative magnitude of dV*/dP and 1/(dP*/dV) at the point of intersection. If dV*/dP is smaller, as illustrated in Fig. 1a , when a small disturbance causes vegetation (V) to decrease from V 0 to V 1 , precipitation will respond and decreases from P 0 towards P 1 , which is enough to support vegetation of amount V 2 . Note that under this condition, V 2 is always larger than V 1 . As a result, the system tends to bounce back and the equilibrium state is stable to the small perturbation. On the other hand, if dV*/dP is larger than 1/(dP*/dV), as illustrated in Fig. 1b , a small disturbance will trigger a positive feedback that leads the system away from the equilibrium state (V 0 , P 0 ) to a neighboring stable equilibrium. This equilibrium is therefore not viable when interannual variability or disturbances of various forms are present and is labeled as unstable.
For a same V*(P) dependence, Fig. 2 demonstrates qualitatively how the number and characteristics of the equilibrium solution(s) of the conceptual system change as the parameterization of the P*(V) functionality in Eq. (4) varies. Note that the different P*(V) curves correspond to different regional atmospheric characteristics. Curve groups A, B, and C are distinguished by having the same amount of annual precipitation in the bare soil limit (i.e., P d ), with A having very little, B little, and C a moderate to large amount. Consequently, atmospheric moisture convergence increases from groups A to C since bare soil evaporation is generally small. Within each group, from curve types 1 to 3 (e.g., A 1 to A 2 , B 1 to B 3 , C 1 to C 3 ), precipitation becomes increasingly sensitive to changes at the land surface, that is, ␣ in Eq. (4) increases. As far as the existence of multiple climate equilibria is concerned, there are several different types of atmospheric regimes based on Fig. 2 : small bare land precipitation (P d ) combined with low sensitivity to land cover changes (␣) gives rise to a regional system that has one arid stable equilibrium (e.g., A 1 , B 1 ); small P d combined with medium-to-high ␣ defines a system that has two stable equilibrium states, a dry one and a wet one separated by an unstable medium equilibrium (e.g., A 2 , B 2 ); except in regions with extremely small P d , high ␣ often leads to one stable wet equilibrium (e.g., B 3 , C 3 ); finally, if P d is sufficiently large, the system will always possess one stable wet equilibrium regardless of the magnitude of ␣ (e.g., C 1 Ϫ C 3 ). Note that the above description of P d as ''small'' or ''large'' is relative to the value of P t in V*(P) [Eq. (3)], with small referring to ''not much larger than P t .'' Similarly, the description VOLUME 17 of ␣ as ''low,'' ''medium,'' or ''high'' is with respect to 1/(dV*/dP).
For any given physically based climate system model, one can derive a corresponding parameterization for the V*(P) and P*(V) dependence by carrying out a manageable number of well-defined numerical experiments and fitting the experimental output. Driven with a set of different precipitation forcing, the terrestrial biosphere dynamics component of a climate system model can be run to define the V*(P) dependence; driven with a different prescription of vegetation conditions for the land surface, the atmospheric component of a climate system model can be run to define the P*(V) dependency. Note that these sensitivity experiments only need stand-alone simulations (as opposed to fully coupled simulations) that either prescribe the atmospheric forcing or prescribe vegetation conditions and are therefore computationally feasible. Fitting the output from these numerical sensitivity experiments leads to a parameterization for the vegetation-precipitation equilibrium response, which can then be used as a guide to whether a specific climate system model is predisposed to possess multiple equilibrium states in a certain region. Since simulated climate (including both the biosphere and the atmosphere components) and its sensitivity are often model dependent, one model may predict a single biosphere-atmosphere equilibrium while another predicts two equilibrium states coexisting. Similarly, as climate sensitivity and vegetation growth curves vary from region to region, so does the number of biosphere-atmosphere equilibria.
Although this study focuses on a natural biosphereatmosphere system, it is worth pointing out that the number of equilibrium states of a regional climate system may change as a result of human activities. For example, in case of desertification, the loss of soil productivity due to erosion and nutrient leaching may be significant enough to cause an increase of P t in Eq. (3). As a result, the V*(P) curve in Fig. 2 will shift toward the right-hand side, causing the equilibrium solution(s) of the coupled system to change towards greater aridity. Not only could the amount of equilibrium precipitation but also the number of solutions change in response to soil degradation. If the original system possessed one single wet equilibrium, the new system with degraded soil may have two (one wet and one dry) stable equilibrium solutions; similarly, if the original system featured two alternative equilibria, the degraded system may only allow for one dry equilibrium. In either case, the system becomes prone to drought occurrence.
Temporal variability of the conceptual system
The equilibrium solution(s) of the conceptual biosphere-atmosphere system as described above are dynamical ones. In reality the coupled system constantly oscillates around its equilibrium state(s) due to the internal variability of the atmosphere and the various external perturbations to which vegetation is subject (e.g., deforestation). In most physically based climate modeling, and in this study as well, it is assumed that vegetation growth is primarily influenced by atmosphere and land surface conditions, and the impact of other factors including external perturbations is not considered. Therefore, the atmospheric internal variability becomes the primary driving forcing for the temporal variation of the coupled biosphere-atmosphere system in the conceptual model. It also provides the forcing that drives the system away from its equilibria, while the biosphere-atmosphere feedback works to keep the system around its equilibrium. In the following we will demonstrate how atmospheric internal variability impacts the temporal behavior of the coupled system in the conceptual model. This will be done in combination with the model sensitivity to initial vegetation conditions, an important characteristic of systems with multiple equilibrium states.
First, let us take as an example the conceptual model parameterized as follows: P m ϭ 750 mm yr Ϫ1 , P t ϭ 250 mm yr Ϫ1 , P d ϭ 400 mm yr Ϫ1 , ␣ ϭ 120 mm yr Ϫ1 . We can use leaf area index (LAI) to represent the vegetation amount and assume that V max corresponds to a LAI of 6. This model has two stable equilibrium solutions: a relatively dry equilibrium with an annual precipitation of 434 mm yr Ϫ1 and a LAI of 0.29 (corresponding to 4.8% of V max ); a relatively wet equilibrium with an annual precipitation of 880 mm yr Ϫ1 and a LAI of 4.0 (corresponding to 66.7% of V max ). A random time series of 1000 years [R(t) in Eq. (2)], as shown in Fig. 3 , is used to drive the coupled biosphere-atmosphere system in the conceptual model, and vegetation is assumed to have a characteristic time scale [i.e., in Eq. (1) 2 yr. Figures 4 and 5 plot, respectively, the precipitation (in mm yr Ϫ1 ) and vegetation (in fraction of V max ) time series simulated by the conceptual model with a different magnitude of atmospheric internal variability: the value of in Eq. (2) (i.e., precipitation standard deviation attributable to the atmospheric internal variability) increases from top to bottom. Within each panel, different lines stand for experiments with different initial vegetation conditions. While Fig. 4 presents results for the whole millennium, Fig. 5 plots the first three centuries only to allow for a better view of details. According to these results, as the internal variability of the atmosphere (measured by ) increases, the behavior of the simulated biosphere-atmosphere system varies significantly. Qualitatively, there are three different types of temporal variation of the system, as detailed in the following.
When is small compared to the precipitation difference between the two equilibrium states, the model climate is highly sensitive to initial conditions (Figs. 4a and 5a). Depending on its initial vegetation condition, the coupled system develops into one of two distinct climate regimes, each featuring oscillations around one of the system's two stable equilibrium solutions. The existence of these two distinct regimes causes uncertainty in validation and intercomparison of climate models since observation and different model simulations may describe different climate regimes. Without realizing the existence of multiple equilibrium states, one may attribute the difference between different equilibrium states to model deficiency or model differences.
As the value of gets larger (in Figs. 4b and 5b) , the model's sensitivity to initial conditions decreases. Instead of remaining within one climate regime, the system switches between the two regimes aperiodically. It oscillates around one equilibrium state for quite a long time and then shifts to oscillations around another equilibrium state. The transition of the coupled system from one regime to another takes place rather abruptly. These aperiodic shifts of the system between two regimes result in significant climate fluctuations at decadal to centennial time scales. The impact of initial conditions lasts for as long as it takes for random atmospheric anomalies due to internal variability (or other forcings when considered) to trigger the system's first transition toward the alternative equilibrium. Therefore one may draw a VOLUME 17 completely different conclusion regarding the model sensitivity to initial conditions depending on the length of the simulation on which the conclusion is based. Finally, when becomes sufficiently large (as in Figs. 4c and 5c), the model sensitivity to initial conditions almost disappears. The impact of initial conditions is quickly wiped out by random climate anomalies associated with the atmospheric internal variability. This large random forcing triggers frequent transitions of the coupled biosphere-atmosphere system between its two regimes/equilibria, and a new transition is often initiated before the previous transition is complete. As a result, the temporal variation of both precipitation and vegetation demonstrate more high-frequency fluctuations of very large amplitude, compared to Figs. 4b and 5b.
When a coupled system has only one equilibrium solution, its temporal variation resembles that of a system that has multiple equilibria but remains around one of them due to the smallness of the internal variability. For example, Fig. 6 shows the precipitation and vegetation time series of a conceptual model that is otherwise the same as the one shown in Figs. 4 and 5 except for its P*(V) parameterization. Here P d ϭ 500 mm yr Ϫ1 and ␣ ϭ 80 mm yr Ϫ1 . This system has one equilibrium solution with an annual rainfall of 710 mm and a LAI of 2.6. Regardless of what the system starts with, as shown in Fig. 6 , it always evolves into the same climate regime that features frequent oscillations around the system's equilibrium solution. Changes in the magnitude of do not cause any qualitative differences.
Compared with the white noise driving forcing in Fig.  3 , the output of the conceptual system is significantly reddened for all types of parameterizations examined. This is clear from Fig. 7 , which compares the spectra of the various precipitation time series presented above with the spectrum of the random driven forcing. Note that, if vegetation dynamics is ignored, that is, if in Eq. (1) approaches infinity, the temporal variation of the conceptual system will be completely captured by the stochastic term in Eq. (2), which is a white noise. Therefore, the spectrum comparison between the modeled precipitation time series and the random driven forcing reflects the impact of vegetation dynamics on the variability of the conceptual climate system. Under all parameterizations examined in this study, the model climate has more power at low frequency and less power at high frequency than the random climate anomalies, indicating that vegetation dynamics enhances the lowfrequency variability of the coupled biosphere-atmosphere system and suppresses the high-frequency variability. This is in general consistency with the findings of physically based climate modeling studies (Wang and Eltahir 2000c; Zeng et al. 1999) .
The degree to which vegetation dynamics enhances low-frequency climate variability is greatest for a biosphere-atmosphere system that alternates between two different regimes with a long residence time in each regime. The aperiodic transitions of the climate system between two alternative regimes result in a special form of low-frequency variability that add to the power of the climate at a very long time scale. Not surprisingly, as evident from Fig. 7 , the precipitation time series of Fig. 4b features significantly more power at the centennial time scale than other precipitation time series. Instead of referring to the transition-induced low-frequency variability as ''red noise,'' we propose to call it the Lorenz noise to distinguish it from the reddening by vegetation dynamics unrelated to climate transitions and to reflect its similarity to switches of a Lorenz system between different basins of attraction (Lorenz 1963) . The presence of Lorenz noise in physically based climate models requires special attention. Specifically, a transition of the system toward an alternative equilibrium, which would be part of the natural variability of the climate system under study, may be mistaken as a change of the climate, especially if it coincides with a climate-change forcing applied to the model. On the other hand, the response of the modeled climate system to climate-change forcing will be extremely nonlinear. When the system state is close to the boundary between the attraction basins of the two equilibria, a very small forcing may cause the system to cross the threshold and settle into a different equilibrium state within a very short time, resulting in an abrupt climate shift.
In physically based modeling studies of biosphereatmosphere interactions, as far as the topic of multiple equilibria is concerned, one of the most important questions to address is whether the existence of multiple equilibrium states can be detected from the model-simulated time series of climate state variables. Generally, Fig.  6a with V init ϭ 90%; C stands for the precipitation time series in Fig. 4a with V init ϭ 75%; D stands for the time series in Fig. 4b with V init ϭ 75%; and E stands for the time series in Fig. 4c with V init ϭ 75%. The model driving forcing refers to the random time series in Fig. 3. when multiple equilibria do exist, the model climate is expected to show sensitivity to initial conditions. A reasonable methodology is therefore to compare the output of two long climate simulations that have extremely different initial vegetation states: for example, one starting with a desert land surface and one starting with a forest-covered land surface (Claussen 1998; Wang and Eltahir 2000b) . However, according to Figs. 4c and 5c, even when multiple equilibrium solutions do exist, a system's sensitivity to initial conditions may not be obvious from the model output if the internal variability is too large. Such a large internal variability can be a true characteristic of the regional climate or result from a model deficiency causing overestimation of the atmospheric internal variability. When it reflects the true climate characteristics, none of the existing multiple equilibrium states will be self-sustaining. However, when it is a model deficiency, one may draw a false conclusion regarding the existence of multiple climate equilibria based on the lack of sensitivity of the model output to initial conditions. As a result, the impact of multiple equilibrium on the variability and changes of the regional climate may be mistakenly ignored. Therefore, it is essential for climate models to reproduce not only the mean climate but also the climate variability.
Example from physically based modeling
The impact of atmospheric internal variability on the structure of the biosphere-atmosphere climate, as derived from the stochastically driven dynamic model depicted above, can be qualitatively validated using physically based models. In the following we use a zonally symmetric biosphere-atmosphere model (ZonalBAM: Wang and Eltahir 2000a) as an example. ZonalBAM was developed to study the regional climate system of West Africa. It includes a terrestrial biosphere model (IBIS by Foley et al. 1996 ) and a zonally symmetric atmospheric model. The model domain spans from pole to pole, with land located north of 5ЊN and ocean to the south. Over ocean, a prescribed sea surface temperature (SST) provides the lower boundary condition for the atmosphere; over land, terrestrial biosphere and the overlying atmosphere are synchronously coupled and therefore coevolve with each other.
Over the Sahel region of West Africa, the biosphereatmosphere system simulated by ZonalBAM possesses two stable equilibrium states close to the present climate under the same SST forcing (Wang and Eltahir 2000b,c) , one featuring a healthy grass ecosystem with abundant rain and the other is desertlike; between the two stable ones exists an unstable equilibrium that is not viable under the influence of disturbances in the form of SST interannual variability. The P*(V) and V*(P) curves derived from ZonalBAM using the methodology proposed in section 3 are plotted in Fig. 8 , where the brackets mark the approximate locations of the points of intersection between the two curves. Based on Fig. 1 , it is clear that the curves in Fig. 8 define two stable equi-
The equilibrium response P*(V ) and V*(P) as derived from the physically based biosphere-atmosphere model ZonalBAM, where the heavy brackets mark the approximate location of the equilibrium solutions of the coupled system. Note that the middle equilibrium is not stable.
librium solutions separated by an unstable equilibrium. This is consistent with the documented existence of multiple equilibrium states in ZonalBAM (Wang and Eltahir 2000b,c) .
To derive the V*(P) relationship in Fig. 8 , the biosphere model IBIS was run for 80 years in the standalone mode, driven with the daily climatological National Centers for Environmental Prediction-National Center for Atmospheric Research (NCEP-NCAR) reanalysis data (Kalnay et al. 1996) at 2Њ ϫ 2Њ resolution. The V*(P) scattering diagram in Fig. 8 is based on the simulated vegetation from grid points in the Sahel region at 17ЊN where the difference between the two stable equilibria of ZonalBAM is most pronounced. Note that IBIS in the stand-alone mode is not constrained by the zonal symmetry of the atmosphere as it is in the coupled model ZonalBAM. Therefore it can be run with any spatial resolution and configuration. For the 2Њ ϫ 2Њ simulation used here, multiple grid points exist at the same latitude, causing the scattering of the V*(P) relationship. To derive the P*(V) curve, a group of experiments were run using ZonalBAM with LAI in the grassland region of West Africa prescribed to different values. Different experiments are driven by the same climatological SST forcing, and have the same specified LAI at the grid points south of the Sahel where trees exist. The P*(V) curve in Fig. 8 presents the 5-yr average of annual precipitation versus LAI at the grid point closest to 17ЊN. Due to the zonal symmetry of the atmosphere model, only one grid point is plotted for each P*(V) experiments.
Vegetation in West Africa has a sharp gradient in the meridional direction, and numerical modeling studies (e.g., Zheng and Eltahir 1997) showed that vegetation changes in the region south of Sahel can have a considerable impact on precipitation over the Sahel. Therefore, P*(V) for the Sahel region may shift slightly when vegetation distribution south of the Sahel is specified differently. However, qualitatively, the extremely low precipitation under desert land condition and the high sensitivity of precipitation to LAI changes in Zonal-BAM documented in Fig. 8 are highly favorable for multiple precipitation-vegetation equilibrium states to exist, according to Fig. 2 . The actual existence of two stable equilibrium states in ZonalBAM (Wang and Eltahir 2000c) makes it an ideal tool to test the understanding derived from the conceptual model regarding climate variability of the coupled biosphere-atmosphere system.
Due to the lack of zonal disturbance in a zonally symmetric model, the atmospheric internal variability in ZonalBAM is minimal. However, for the biosphereatmosphere system of West Africa in ZonalBAM, the atmospheric response to oceanic forcing acts similarly to the atmospheric internal variability. Therefore, the SST-induced atmospheric variability at the interannual time scale can be treated as the model internal variability if the focus is over land. Accordingly, one can change this pseudo-internal variability by modifying the SST forcing. Here the SST forcing is defined as the SST anomaly relative to a predefined climatology.
To demonstrate how the simulated regional biosphere-atmosphere climate responds to atmospheric internal variability, results from three pairs of experiments using ZonalBAM are presented here. Each pair includes one experiment initialized with dense grass in the Sahel region (labeled as Wet) and one initialized with 80% less grass (labeled as Dry). In the first pair, ZonalBAM was run for 100 years driven with observed SST forcing extracted from the Global Sea Ice and Sea Surface Temperature (GISST) dataset (Parker et al. 1985; Rayner et al. 1996) for the period 1898-1997 (Wet1 and Dry1); in the second pair, SST anomalies are artificially increased to 1.5 times of their actual value for the same time period (Wet1.5 and Dry1.5); in the third pair, two times of the actual SST anomalies are applied (Wet2 and Dry2). Here the artificially enhanced SST forcing is used to increase the pseudo-internal atmospheric variability in the model. Figures 9 and 10 plot the time series of annual precipitation and growing season grass LAI at the grid point near 17ЊN simulated in the six experiments described above.
Under the influence of ''internal'' atmospheric variability induced by the observed SST forcing, the coupled biosphere-atmosphere system of the Sahel can sustain two distinctive climate regimes, each resulting from oscillations around the respective equilibrium state (Figs. 9a and 10a ). When such internal variability increases (as forced by the enhanced SST forcing), the biosphere-atmosphere interactions can no longer keep the coupled system within one climate regime. Instead, the system alternates between the two regimes and can reside in one regime for decades at a time, causing significant power at very low frequency in the climate variance. For example, in experiment Dry1.5 (Figs. 9b  and 10b) , the system made a transition from dry/desert to wet/green regime right before year 20 of the simulation and persists in that regime for the rest of the simulation period. As the internal variability further increases, the residence time in each regime decreases, and the transitions between different regimes become more frequent. As shown in Figs. 9c and 10c , the Dry2 experiment includes a dry-to-wet transition in the third decade and a wet-to-dry transition around year 90 of the simulation. In addition, in the fourth and seventh decades, a wet-to-dry transition was initiated, but only to be reversed before the transition was complete. Similar to the conceptual model analysis documented in section 4, the physically based numerical experiments presented here indicate that in systems that possess multiple equilibrium states, if the internal variability is large or overestimated, the model sensitivity to initial conditions disappears after the first climate transition.
The response of the climate structure to model internal variability in ZonalBAM is qualitatively the same as what the conceptual model indicates in section 4. Changes from top to bottom in Fig. 4 bears remarkable similarity to those in Fig. 9 , suggesting that the conceptual model proposed in this study provides a useful tool for interpreting/predicting the behavior of the coupled biosphere-atmosphere system simulated by complex, physically based numerical models.
Conclusions
A stochastically driven, nonlinear dynamic model of terrestrial biosphere-atmosphere interactions is developed. The model is used to study the existence of multiple equilibrium states in coupled biosphere-atmosphere systems, long-term variability of the system, and its sensitivity to atmospheric internal variability and to vegetation initialization. Theoretical analyses based on this conceptual model appear to be supported by results from a zonally symmetric, physically based biosphereatmosphere model. This study supports the following conclusions: 1) Generally speaking, biosphere-atmosphere interactions are able to give rise to multiple climate equilibrium states. Whether the climate system in a specific region is predisposed to have multiple equilibria depends on the regional atmospheric circulation pat-
tern and vegetation growing conditions. In regions where growth is limited by water, extremely low moisture convergence in the atmosphere and high sensitivity of precipitation to vegetation changes together provide the most favorable condition for multiple equilibrium states to coexist. 2) Whether a physically based climate model can capture the existence of multiple equilibrium states where they do exist depends on how the model reproduces the most relevant climate sensitivities. These include the response of atmospheric processes to vegetation changes and the response of vegetation to changes in the atmosphere. A set of experiments using the atmospheric model specifying different vegetation conditions and a set of experiments using the dynamic vegetation model driven with different atmospheric forcing can help diagnose the existence of multiple biosphere-atmosphere equilibria in the coupled model. 3) How the existence of multiple equilibrium states impacts climate variability in a model depends on the magnitude of atmospheric internal variability. When the internal variability is small, the climate system resides within either of two distinct, self-sustaining regimes depending on the initial conditions; large internal variability causes aperiodic transitions of the system between alternative regimes/equilibria, leading to climate fluctuations at decadal-centennial time scales. However, if the internal variability is overly large, climate transition will become so frequent and residence time in each regime so short that climate variability is dominated by rapid oscillation of very large amplitude. 4) Detecting the existence of multiple equilibria by examining the sensitivity of the coupled model to initial conditions is not always reliable, depending on the magnitude of atmospheric internal variability. When multiple equilibria do exist, an overly large internal variability in the atmospheric climate reduces or even eliminates the model sensitivity to initial conditions. 5) Compared with a climate system where the biosphere was assumed to be static, vegetation dynamics enhances the power of climate variance at low frequencies. The degree of such enhancement varies with the atmospheric internal variability. The maximum effect is expected where the climate system has multiple equilibrium states and the internal variability is able to trigger the system to shift between different equilibria with very long residence time at each of them. This does not occur if the internal variability is too small or too large compared with the distance between different equilibrium states.
Multiple equilibrium states arising from biosphere-atmosphere interactions can be true characteristics of the earth's climate system and can have significant implications for climate variability and climate changes. This study develops some theoretical understanding about why multiple equilibrium states exist where they do, what role they play in shaping the climate variability, and how the atmospheric internal variability impacts the behavior of a system with multiple equilibria. This will provide useful guidance for studying the issue of multiple equilibrium states and their impact using complex global climate system models. One important assumption of the conceptual model used in this study is that precipitation is the primary control of vegetation. The theoretical understanding thus developed regarding the existence of multiple equilibrium states is most pertinent for regions where water availability is the limiting factor for vegetation growth, and for regions where human activities (e.g., deforestation and desertification) can potentially lead to future water stress in the environment although water is not limiting at the present. These regions are typically located in the Tropics and subtropics, and some in the middle latitudes. When applying the conceptual understanding developed here to a global climate system model, the derivation of the P*(V) and V*(P) curves should be carried out at the regional scale since the vegetation growth curve may vary significantly from region to region. In the high latitudes where temperature sets the limit for vegetation growth, the existence of multiple equilibrium states is also of great scientific interest (e.g., Levis et al. 1999; Brovkin et al. 2003) , and a conceptual model for vegetation-temperature feedback can be developed in analogy to the model proposed in this study.
