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Abstract
This paper is dedicated to provide theta function representations
of algebro-geometric solutions for the Fokas-Lenells (FL) hierarchy
through studying an algebro-geometric initial value problem. Further,
we reduce these solutions into n-dark solutions through the degenera-
tion of associated Riemann surfaces.
1 Introduction
In the past few decades, the celebrated nonlinear Schro¨dinger (NLS) equa-
tion has been widely studied in various of aspects. In ref. [5], Fokas proposed
an integrable generalization of the NLS equation,
iut − νutx + γuxx + σ|u|2(u+ iνux) = 0, σ = ±1, x,∈ R, t > 0
ν, γ, ρ ≡ constant ∈ R, (1.1)
which is known as Fokas equation later, using bi-Hamiltionian methods.
Just like the bi-Hamiltionian structure of the well-known Korteweg-de Vries
equation can be perturbed to yield the integrable Camassa-Holm equation,
the same mathematical trick applied to the two Hamiltionian operators asso-
ciated with the NLS equation yields the Forkas equation. Under the simple
transformation
u→ β√αeiβxu, α = γ/ν, β = 1/ν, σ = −σ,
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the Fokas equation (1.1) changes to the Forkas-Lenells (FL) equation
utx + αβ
2u− 2iαβux − αuxx + σiαβ2|u|2ux = 0, σ = ±1. (1.2)
In the context of nonlinear optics, the FL equation models the propagation
of nonlinear light pulses in monomode optical fibers when certain higher-
oder nonlinear effects are taken into account [16]. In contrast to the case
of the NLS equation which comes in a focusing as well as in a defocusing
version depending on the values of the parameters, and solitons only exist
in the focusing regime, all versions of equation (1.2) are mathematically
equivalent up to a change of variables. The transformation
u→ √abei(bx+2abt)u, a = γ/ν > 0,
ξ = x+ at, τ = −ab2t.
transforms the Forkas equation (1.1) into
uτξ = u− iσ|u|2uξ, σ = ±1, (1.3)
the so-called Forkas-Lenells derivative nonlinear Schro¨dinger equation (FDNS)
in some references [22, 25]. An important feature of equation (1.3) is that it
describes the first negative flow of the integrable hierarchy associated with
the derivative nonlinear Schro¨dinger (DNLS) equation [5, 12, 13, 16].
In this paper, we start from the following coupled form{
qxt − qxx + iqqxr − 2iqx + q = 0,
rxt − rxx − iqrrx + 2irx + r = 0,
(1.4)
which are exactly reduced to the FL equation (α = β = 1 in (1.2))
qxt − qxx ∓ i|q|2qx − 2iqx + q = 0, (1.5)
for r = ±q. Related results can also be directly applied to (1.1) and (1.3)
since the existence of these simple transformations among them. It is shown
that (1.4)/(1.5) is a completely integrable nonlinear partial differential equa-
tion possessing Lax pair, bi-Hamiltonian structure, and soliton solutions
[5, 16, 17, 18]. One of the most remarkable feature of the FL equation is
that it possesses various kinds of exact solutions such as solitons, breathers,
etc.. The bright solitons under vanishing boundary condition have been
constructed by inverse scattering transform (IST) method [17], dressing
method [18] and Hirota method [21]. The lattice representation and the
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n-dark solitons of the FL equation have been presented in [25], where a re-
lationship is also established between the FL equation and other integrable
models including the NLS equation, the Merola-Ragnisco-Tu equations and
the Ablowitz-Ladik equation. In [22], the author has dealt with a sophis-
ticated problem on the dark soliton solutions with a plane wave boundary
condition using Hirota method. The breather solutions of the FL equation
have also been constructed via a dressing-Ba¨cklund transformation related
to the Riemann-Hilbert problem formulation of the inverse scattering the-
ory [26]. Recently, the authors of [8] has investigated n-order rogue waves
solutions of FL equation using Darboux transformation method.
The algebro-geometric solution, parameterized by compact Riemann sur-
face of finite genus, is a kind of important solutions in soliton theory. This
kind of solutions was originally studied on the KdV equation based on
the inverse spectral theory, developed by pioneers such as the authors in
[1, 3, 4, 11, 15, 19, 23] and further developed by the authors in [2, 6, 14, 20],
etc. In a degenerated case of the algebro-geometric solution, the multi-
soliton solution and periodic solution in elliptic function type may be ob-
tained [3].
The purpose of this paper is to analyze the quasi-periodic solutions
and dark soliton solutions of the FL hierarchy using the algebro-geometric
method [7]. This systematic approach, proposed by Gesztesy and Holden
to construct algebro-geometric solutions for integrable equations, has been
extended to the whole (1+1) dimensional integrable hierarchy, such as the
AKNS hierarchy, the CH hierarchy etc. Recently, we investigated algebro-
geometric solutions for the the Degasperis-Procesi hierarchy and Hunter-
Saxton hierarchy [9, 10] using this method.
In the present paper, we consider a Cauchy problem (4.1), (4.2) of FL
hierarchy with a quasi-periodic initial condition q, r (cf. (3.71), (3.72)) and
search for its exact solutions. We will prove the solution of this cauchy
problem is unique (cf. Lemma 4.3) and give the explicit form of q, r (cf.
Theorem 4.6). We also find that the quasi-periodic solutions obtained in
Theorem 4.6 can be linked with the dark solitons of FL hierarchy. Especially,
for the FL equation (1.4)/(1.5), the results of [25] about the n-dark solitons
can be obtained from a different standpoint. As shown in [21, 22], the bright
solitons and dark solitons correspond to the vanishing boundary condition
and non-vanishing boundary condition, respectively. Hence the authors are
confident that there exists another kind of quasi-periodic solutions which
may degenerate to the bright solitons. Obviously, this depends on what
kinds of Cauchy problem we will investigate.
This paper is organized as follows. In section 2, we construct the FL
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hierarchy using a zero-curvature approach and a polynomial recursion for-
malism. Moreover, the hyperelliptic curve Kn of genus n associated with
the FL zero-curvature pairs is introduced with the help of the characteristic
polynomial of Lax matrix Vn for the stationary FL hierarchy. In section 3,
we treat the stationary FL hierarchy and its quasi-periodic solutions. Us-
ing these stationary quasi-periodic solutions as initial values, we solve the
Cauchy problem and obtain the quasi-periodic solutions of FL hierarchy In
section 4. In section 5, we consider the soliton limit of these quasi-periodic
solutions given in section 4 and finally derive the n-dark solitons of the FL
hierarchy.
2 The Fokas-Lenells Hierarchy, Recursion Rela-
tions, and Hyperelliptic Curves
In this section, we provide the construction of FL hierarchy and derive the
corresponding sequence of zero-curvature pairs using a polynomial recursion
formalism. Moreover, we introduce the underlying hyperelliptic curve in
connection with the stationary FL hierarchy.
Throughout this section, we make the following hypothesis.
Hypothesis 2.1. In the stationary case we assume that
q, r ∈ C∞(R), q(x), qx(x), rx(x) 6= 0, x ∈ R. (2.1)
In the time-dependent case we suppose
q(·, t), r(·, t) ∈ C∞(R), t ∈ R, q(x, ·), r(x, ·) ∈ C1(R), x ∈ R,
q(x, t), qx(x, t), rx(x, t) 6= 0, (x, t) ∈ R2.
(2.2)
We first introduce the basic polynomial recursion formalism. Define
{fℓ,±}ℓ∈N0 , {gℓ,±}ℓ∈N0 and {hℓ,±}ℓ∈N0 recursively by
g0,+ = −1, h0,+ = rx, f0,+ = −qx, (2.3)
igℓ,+,x = rxfℓ,+ + qxhℓ,+, ℓ ∈ N0, (2.4)
fℓ,+,x = 2iqxgℓ+1,+ − 2ifℓ+1,+, ℓ ∈ N0, (2.5)
hℓ,+,x = 2ihℓ+1,+ + 2irxgℓ+1,+, ℓ ∈ N0, (2.6)
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and
g0,− = −1/4, h0,− = −ir/2, f0,− = −iq/2, (2.7)
igℓ+1,−,x = qxhℓ,− + rxfℓ,−, ℓ ∈ N0, (2.8)
fℓ+1,−,x = 2iqxgℓ+1,− − 2ifℓ,−, ℓ ∈ N0, (2.9)
hℓ+1,−,x = 2ihℓ,− + 2irxgℓ+1,−, ℓ ∈ N0, i =
√−1, (2.10)
where fℓ,±,x, gℓ,±,x and hℓ,±,x, ℓ ∈ N0, denote the derivative of fℓ,±, gℓ,±, hℓ,±
with respect to the space variable x, respectively. Explicitly, one obtains
g0,+ = −1,
g1,+ = −1
2
qxrx − c1,+,
f0,+ = −qx,
f1,+ =
1
2i
qxx − 1
2
q2xrx − c1,+qx,
h0,+ = rx,
h1,+ =
1
2i
rxx +
1
2
qxr
2
x + c1,+rx,
g0,− = −1
4
,
g1,− = −1
2
qr − 1
4
c1,−,
f0,− = −1
2
iq,
f1,− = −
∫ x
x0
(q + iqqxr) dx− 1
2
ic1,−q,
h0,− = −1
2
ir,
h1,− =
∫ x
x0
(r − iqrrx) dx− 1
2
ic1,−r, etc.
(2.11)
Here {cℓ,±}ℓ∈N denote summation constants which naturally arise when solv-
ing the differential equations for gℓ,+, fℓ,−, hℓ,− in (2.3)-(2.10).
We first consider the stationary case. To construct the stationary Fokas-
Lenells hierarchy we introduce the following 2× 2 matrix
U(ξ, x) =
( −iz qxξ
rxξ iz
)
, z = ξ2 (2.12)
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and make the ansatz
Vn(ξ, x) =
(
iGn(ξ, x) −Fn(ξ, x)
Hn(ξ, x) −iGn(ξ, x)
)
, n = (n−, n+) ∈ N20, (2.13)
where Gn, Fn and Hn are chosen as Laurent polynomials, namely
Gn(ξ, x) =
n−∑
ℓ=0
ξ−2ℓgn−−ℓ,−(x) +
n+∑
ℓ=1
ξ2ℓgn+−ℓ,+(x),
Fn(ξ, x) =
n−∑
ℓ=0
ξ−2ℓ+1fn−−ℓ,−(x) +
n+∑
ℓ=0
ξ2ℓfn+−ℓ,+(x),
Hn(ξ, x) =
n−∑
ℓ=0
ξ−2ℓ+1hn−−ℓ,−(x) +
n+∑
ℓ=0
ξ2ℓhn+−ℓ,+(x),
(2.14)
and gℓ,±, fℓ,±, hℓ,±, are defined by (2.3)-(2.10). The linear system
ψx = U(ξ, x)ψ, ψt = Vn(ξ, x)ψ, ψ = (ψ1, ψ2)
T (2.15)
yields the stationary zero-curvature equation
− Vn,x(ξ, x) + [U(ξ, x), Vn(ξ, x)] = 0. (2.16)
Inserting (2.12) and (2.13) into (2.16), one easily finds
ξqx(x)Hn(ξ, x) + ξrx(x)Fn(ξ, x) = iGn,x(ξ, x), (2.17)
2izFn(ξ, x)− 2iξqx(x)Gn(ξ, x) = −Fn,x(ξ, x), (2.18)
2izHn(ξ, x) + 2irx(x)ξGn(ξ, x) = Hn,x(ξ, x). (2.19)
Insertion of (2.14) into (2.17)-(2.19) then yields
fn+−1,+,x − 2iqxgn−,− + 2ifn−−1,− = 0, (2.20)
−hn+−1,+,x + 2ihn−−1,− + 2irxgn−,− = 0. (2.21)
Thus, varying n± ∈ N0, equations (2.20) and (2.21) give rise to the stationary
Fokas-Lenells (FL) hierarchy which we introduce as follows
s-FLn(q, r) =
(
fn+−1,+,x − 2iqxgn−,− + 2ifn−−1,−
−hn+−1,+,x + 2ihn−−1,− + 2irxgn−,−
)
= 0,
n = (n−, n+) ∈ N20.
(2.22)
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We record the first few equations in FL hierarchy (2.22) explicitly,
s-FL(0,0)(q, r) =
(
1
2 iqx
−12 irx
)
= 0, (2.23)
s-FL(1,1)(q, r) =
( −qxx + iqqxr − 2ic1,−qx + q
−rxx − iqrrx + 2ic1,−rx + r
)
= 0. (2.24)
In the special case c1,− = 1 in (2.24), one obtains the stationary version of
the Fokas-Lenells system (1.4).
From (2.17)-(2.19) one infers that
d
dx
det(Vn(ξ, x)) =
d
dx
(
G2n(ξ, x) + Fn(ξ, x)Hn(ξ, x)
)
= 0, (2.25)
and hence
G2n(ξ, x) + Fn(ξ, x)Hn(ξ, x) = Rn(ξ), (2.26)
where the Laurent polynomial Rn is x-independent. One may write Rn as
Rn(ξ) = z
−2n−
2n+1∏
m=0
(ξ − Em), {Em}2n+1m=0 ⊂ C,
n = 2n+ + 2n− − 1 ∈ N0.
(2.27)
Moreover, (2.26) also implies
lim
ξ→0
zn−Rn(ξ) =
2n+1∏
m=0
Em
and hence
2n+1∏
m=0
Em =
1
16
. (2.28)
Relation (2.26) allows one to introduce a hyperelliptic curve Kn of arithmetic
genus n = 2n+ + 2n− − 1 (possibly with a singular affine part), where
Kn : F(ξ, y) = y2 − z2n−Rn(ξ) = y2 −
2n+1∏
m=0
(ξ − Em) = 0,
n = 2n+ + 2n− − 1 ∈ N0. (2.29)
Next we turn to the time-dependent Fokas-Lenells hierarchy. For that
purpose the coefficients q and r are now considered as functions of both the
7
space and time. For each system in this hierarchy, that is, for each n, we
introduce a deformation (time) parameter tn ∈ R in q, r, replacing q(x), r(x)
by q(x, tn), r(x, tn). Moreover, the definitions (2.12), (2.13) and (2.14) of
U, V and Fn, Gn,Hn, respectively, still apply by adding a parameter tn ∈ R,
that is,
U(ξ, x, tn) =
( −iz qx(x, tn)ξ
rx(x, tn)ξ iz
)
, z = ξ2, (2.30)
Vn(ξ, x, tn) =
(
iGn(ξ, x, tn) −Fn(ξ, x, tn)
Hn(ξ, x, tn) −iGn(ξ, x, tn)
)
, n = (n−, n+) ∈ N20,
(2.31)
Gn(ξ, x, tn) =
n−∑
ℓ=0
ξ−2ℓgn−−ℓ,−(x, tn) +
n+∑
ℓ=1
ξ2ℓgn+−ℓ,+(x, tn), (2.32)
Fn(ξ, x, tn) =
n−∑
ℓ=0
ξ−2ℓ+1fn−−ℓ,−(x, tn) +
n+∑
ℓ=0
ξ2ℓfn+−ℓ,+(x, tn), (2.33)
Hn(ξ, x, tn) =
n−∑
ℓ=0
ξ−2ℓ+1hn−−ℓ,−(x, tn) +
n+∑
ℓ=0
ξ2ℓhn+−ℓ,+(x, tn) (2.34)
with gℓ,±, fℓ,±, hℓ,± defined by (2.3)-(2.10). Equation (2.16) now needs to be
changed to
Utn(ξ, x, tn)− Vn,x(ξ, x, tn) + [U(ξ, x, tn), Vn(ξ, x, tn)] = 0. n ∈ N20. (2.35)
Insertion of (2.3)-(2.10), (2.30)-(2.34) into (2.35) then yields
0 = Utn(ξ, x, tn)− Vn,x(ξ, x, tn) + [U(ξ, x, tn), Vn(ξ, x, tn)]
=
(
−iGn,x+qxξHn+rxξFn qxtξ+Fn,x+2izFn−2iqxξGn
rxtξ−Hn,x+2irxξGn+2izHn iGn,x−qxξHn−rxξFn
)
=
 0 ξ(qxtn+fn+−1,+,x−2iqxgn−,−+2ifn−−1,−)
ξ(rxtn−hn+−1,+,x+2ihn−−1,−
+2irxgn−,−)
0
 . (2.36)
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Equation (2.36) gives rise to two equivalent forms of (2.35),
0 = −iGn,x(ξ, x, tn) + qx(x, tn)ξHn(ξ, x, tn) + rx(x, tn)ξFn(ξ, x, tn),
(2.37)
qxtn(x, tn)ξ = −Fn,x(ξ, x, tn)− 2izFn(ξ, x, tn) + 2iqx(x, tn)ξGn(ξ, x, tn),
(2.38)
rxtn(x, tn)ξ = Hn,x(ξ, x, tn)− 2irx(x, tn)ξGn(ξ, x, tn)− 2izHn(ξ, x, tn),
(2.39)
and
qxtn + fn+−1,+,x − 2iqxgn−,− + 2ifn−−1,− = 0,
rxtn − hn+−1,+,x + 2ihn−−1,− + 2irxgn−,− = 0.
Varying n ∈ N20, the collection of evolution equations
FLn(q, r) =
(
qxtn + fn+−1,+,x − 2iqxgn−,− + 2ifn−−1,−
rxtn − hn+−1,+,x + 2ihn−−1,− + 2irxgn−,−
)
= 0,
tn ∈ R, n = (n−, n+) ∈ N20, (2.40)
then defines the time-dependent Fokas-Lenells hierarchy. Explicitly,
FL(0,0)(q, r) =
(
qxt(0,0) +
1
2 iqx
rxt(0,0) − 12 irx
)
= 0, (2.41)
FL(1,1)(q, r) =
(
qxt(1,1) − qxx + iqqxr − 2ic1,−qx + q
rxt(1,1) − rxx − iqrrx + 2ic1,−rx + r
)
= 0, etc., (2.42)
represent the first few equations of the time-dependent Fokas-Lenells hier-
archy. The special case n = (1, 1), and c1,− = 1, that is,(
qxt(1,1) − qxx + iqqxr − 2iqx + q
rxt(1,1) − rxx − iqrrx + 2irx + r
)
= 0
represents the Fokas-Lenells system (1.4).
Finally, it will also be useful to work with the corresponding homoge-
neous coefficients fˆℓ,±, gˆℓ,±, and hˆℓ,±, defined by the vanishing of the inte-
gration constants ck for k = 1, . . . , ℓ, and choosing c0,± = 1,
fˆ0,+ = f0,+ = −qx, fˆ0,− = f0,− = −1
2
iq, fˆℓ = fℓ|ck=0, k=1,...,ℓ, ℓ ∈ N,
gˆ0,+ = g0,+ = −1, gˆ0,− = g0,− = −1
4
, gˆℓ,+ = gℓ,+|ck=0, k=1,...,ℓ, ℓ ∈ N,
hˆ0,+ = h0,+ = rx, hˆ0,− = h0,− = −1
2
ir, hˆℓ,+ = hℓ,+|ck=0, k=1,...,ℓ, ℓ ∈ N.
(2.43)
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By induction one infers that
fℓ,± =
ℓ∑
k=0
cℓ−kfˆk,±, gℓ,± =
ℓ∑
k=0
cℓ−kgˆk,±, hℓ,± =
ℓ∑
k=0
cℓ−khˆk,±, ℓ ∈ N0.
(2.44)
In a slight abuse of notation we will occasionally stress the dependence of
fℓ,±, gℓ,±, hℓ,± on q, r (or x, t) by writing fℓ,±(q, r), gℓ,±(q, r), hℓ,±(q, r) (or
fℓ,±(x, t), gℓ,±(x, t), hℓ,±(x, t)). Similarly, with Fℓ,+, Gℓ,+,Hℓ,+ denoting the
polynomial parts of Fℓ, Gℓ,Hℓ, respectively, and Fℓ,−, Gℓ,−,Hℓ,− denoting
the Laurant parts of Fℓ, Gℓ,Hℓ, ℓ = (ℓ−, ℓ+) ∈ N20, such that
Fℓ(ξ) = Fℓ,−(ξ) + Fℓ,+(ξ), Gℓ(ξ) = Gℓ,−(ξ) +Gℓ,+(ξ),
Hℓ(ξ) = Hℓ,−(ξ) +Hℓ,+(ξ),
one finds that
Fℓ,± =
ℓ±∑
k=1
cℓ±−k,±F̂k,±, Gℓ,− =
ℓ−∑
k=0
cℓ−−k,±Ĝk,+,
Gℓ,+ =
ℓ+∑
k=0
cℓ+−k,±Ĝk,−, Hℓ,± =
ℓ±∑
k=1
cℓ±−k,±Ĥk,±,
where F̂k,±, Ĝk,±, Ĥk,± are corresponding homogeneous quantities of Fk,±, Gk,±,Hk,±.
3 Stationary Fokas-Lenells formalism
This section is devoted to a detailed study of the stationary Fokas-Lenells hi-
erarchy. We first define a fundamental meromorphic function φ(P, x) on the
hyperelliptic curve Kn, using the polynomial recursion formalism described
in section 2, and then study the properties of the Baker-Akhiezer function
ψ(P, x, x0), Dubrovin-type equations, trace formulas and theta function rep-
resentations of φ,ψ1, ψ2, q, r.
For major parts of this section we suppose (2.1), (2.2), (2.3)-(2.10),
(2.12)-(2.22), keeping n ∈ N0 fixed.
We recall the hyperelliptic curve
Kn :F(ξ, y) = y2 − z2n−Rn(ξ) = y2 −
2n+1∏
m=0
(ξ − Em) = 0, (3.1)
Rn(ξ) = z
−2n−
2n+1∏
m=0
(ξ − Em), {Em}2n+1m=0 ⊂ C, n = 2n+ + 2n− − 1 ∈ N0,
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as introduced in (2.29). Throughout this section we assume Kn to be non-
singular, that is, we suppose that
Em 6= Em′ for m 6= m′, m,m′ = 0, 1, · · · , 2n+ 1. (3.2)
Kn is compactified by joining two points at infinity P∞± , P∞+ 6= P∞− , but
for notational simplicity the compactification is also denoted by Kn. Points
P on
Kn \ {P∞+ , P∞−}
are represented as pairs P = (ξ, y(P )), where y(·) is the meromorphic func-
tion on Kn satisfying
Fn(ξ, y(P )) = 0.
The complex structure on Kn is defined in the usual way by introducing
local coordinates
ζQ0 : P → (ξ − ξ0)
near points Q0 = (ξ0, y(Q0)) ∈ Kn, which are neither branch nor singular
points of Kn; near the points P∞± ∈ Kn, the local coordinates are
ζP∞± : P → ξ−1,
and similarly at branch and singular points of Kn. Hence Kn becomes a
two-sheeted Riemann surface of topological genus n in a standard manner.
The holomorphic map ∗, changing sheets, is defined by
∗ :
{
Kn → Kn,
P = (ξ, yj(ξ))→ P ∗ = (z, yj+1(mod 2)(ξ)), j = 0, 1,
P ∗∗ := (P ∗)∗, etc., (3.3)
where yj(ξ), j = 0, 1, denote the two branches of y(P ) satisfying Fn(ξ, y) =
0, namely
(y − y0(ξ))(y − y1(ξ)) = y2 − z−2n−R2n+2(ξ) = 0. (3.4)
Taking into account (3.4), one easily derives
y0(ξ) + y1(ξ) = 0,
y0(ξ)y1(ξ) = −z−2n−R2n+2(ξ),
y20(ξ) + y
2
1(ξ) = 2z
−2n−R2n+2(ξ).
(3.5)
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Positive divisors on Kn of degree n are denoted by
DP1,...,Pn :

Kn → N0,
P → DP1,...,Pn =
{
k if P occurs k times in {P1, . . . , Pn},
0 if P /∈{P1, . . . , Pn}.
(3.6)
Moreover, for a nonzero, meromorphic function f on Kn, the divisor of f is
denoted by (f).
For notational simplicity we will usually assume that n ∈ N and hence
n ∈ N20\{(0, 0)}. (The trivial case n = (0, 0) is excluded in our discussion
since the ”genus” of corresponding curve is −1 < 0.)
We denote by {µj(x)}j=1,··· ,n and {νj(x)}j=1,··· ,n the zeros of (·)2n−−1Fn(·, x)
and (·)2n−−1Hn(·, x), respectively. Thus we may write
Fn(ξ, x) = −qx(x)ξ−2n−+1
n∏
j=1
(ξ − µj(x)) , (3.7)
Hn(ξ, x) = rx(x)ξ
−2n−+1
n∏
j=1
(ξ − νj(x)) . (3.8)
We now introduce {µˆj}j=1,...,n ⊂ Kn and {νˆj}j=1,...,n ⊂ Kn by
µˆj(x) = (µj(x),−µj(x)2n−Gn(µj(x), x)), j = 1, . . . , n, (3.9)
and
νˆj(x) = (νj(x), νj(x)
2n−Gn(νj(x), x)), j = 1, . . . , n. (3.10)
We also introduce the points P0,± by P0,± =
(
0,±14
) ∈ Kn (cf. (2.28)).
Next we define the fundamental meromorphic function on Kn by
φ(P, x) = − iξ
−2n−y − iGn(ξ, x)
Fn(ξ, x)
=
Hn(ξ, x)
iξ−2n−y + iGn(ξ, x)
, (3.11)
with divisor of φ(·, x) given by
(φ(·, x)) = DP0,−νˆ(x) −DP∞+µˆ(x), (3.12)
using (3.7) and (3.8). Here we abbreviated
µˆ(x) = {µˆ1(x) = P0,+, µˆ2(x), . . . , µˆn(x)},
νˆ(x) = {νˆ1(x) = P∞−, νˆ2(x), . . . , νˆn(x)}.
(3.13)
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Given φ(·, x), the stationary Baker-Akhiezer function ψ is then defined by
ψ(P, x, x0) =
(
ψ1(P, x, x0)
ψ2(P, x, x0)
)
,
ψ1(P, x, x0) = exp
(∫ x
x0
dx′
(−iz + qx(x′)ξφ(P, x′))) , (3.14)
ψ2(P, x, x0) = φ(P, x) exp
(∫ x
x0
dx′
(
rx(x
′)ξφ−1(P, x′) + iz
))
. (3.15)
Basic properties of φ and ψ are summarized in the following result.
Lemma 3.1. Assume (3.11), (3.14), (3.15), P = (z, y) ∈ Kn\{P∞±, P0,±},
and let (ξ, x, x0) ∈ C× R2. Then
(i) φ(P, x) satisfies the Riccati-type equation
φx(P, x) = rxξ + 2izφ(P, x) − qxξφ2(P, x) (3.16)
and
φ(P, x)φ(P ∗, x) =
Hn(ξ, x)
Fn(ξ, x)
, (3.17)
φ(P, x) + φ(P ∗, x) =
2iGn(ξ, x)
Fn(ξ, x)
, (3.18)
φ(P, x)− φ(P ∗, x) = −2iξ
−2n−y(P )
Fn(ξ, x)
. (3.19)
(ii) ψ(P, x, x0) satisfies the first-order system
ψx(P, x, x0) = U(ξ, x)ψ, (3.20)
Vn(ξ, x)ψ(P, x, x0) = iξ
−2n−y(P )ψ(P, x, x0). (3.21)
Moreover,
ψ1(P, x, x0) =
√
Fn(ξ, x)
Fn(ξ, x0)
exp
(
−
∫ x
x0
dx′
(
qx(x
′)ξ−2n−+1y(P )
Fn(ξ, x′)
))
, (3.22)
and
ψ1(P, x, x0)ψ1(P
∗, x, x0) =
Fn(ξ, x)
Fn(ξ, x0)
, (3.23)
ψ2(P, x, x0)ψ2(P
∗, x, x0) =
Hn(ξ, x)
Fn(ξ, x0)
, (3.24)
ψ1(P, x, x0)ψ2(P
∗, x, x0) + ψ1(P
∗, x, x0)ψ2(P, x, x0)
=
2iGn(ξ, x)
Fn(ξ, x0)
. (3.25)
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(iii) φ,ψ satisfy
ψ2(P, x, x0) = φ(P, x)ψ1(P, x, x0). (3.26)
Proof. To prove (3.16) one uses the definition (3.11) of φ and equations
(2.17)-(2.19) to obtain
φx(P, x) =−
(
iξ−2n−y(P )− iGn(ξ, x)
Fn(ξ, x)
)
x
=
iGn,x(ξ, x)
Fn(ξ, x)
+ φ(P, x)
Fn,x(ξ, x)
Fn(ξ, x)
=
ξqxHn(ξ, x) + ξrxFn(ξ, x)
Fn(ξ, x)
+ φ(P, x)
2izFn(ξ, x) − 2iξqxGn(ξ, x)
Fn(ξ, x)
=
ξqxHn(ξ, x)
iξ−2n−y(P ) + iGn(ξ, x)
iξ−2n−y(P )− iGn(ξ, x) + 2iGn(ξ, x)
Fn(ξ, x)
+
−2iξqxGn(ξ, x)φ(P, x)
Fn(ξ, x)
+ 2izφ(P, x) + rxξ
=rxξ + 2izφ(P, x) − qxξφ2(P, x).
Equations (3.17)-(3.19) are clear from the definitions of φ and y. By defini-
tions of ψ,
ψ1,x(P, x, x0) = (−iz + qxξφ(P, x))ψ1,x(P, x, x0), (3.27)
ψ2,x(P, x, x0) = (iz + rxξφ(P, x)
−1)ψ2(P, x, x0), (3.28)
the function ψ2(P, x, x0)/ψ1(P, x, x0) satisfies the first-order linear equation
dL(P, x, x0)
dx
=
(
rxξφ
−1(P, x) + 2iz − qxξφ(P, x)
)
L(P, x, x0).
Since ψ2(P, x, x0)/ψ1(P, x, x0) and φ(P, x) take the same value at x = x0,
that is, ψ2(P, x0, x0)/ψ1(P, x0, x0) = φ(P, x0), one derives (3.26). (3.20),
(3.21) are clear from (3.27), (3.28) and (3.26). (3.23)-(3.25) follow from
(3.14), (3.15), (3.17)-(3.19). Finally, by (2.18),(3.11), (3.14),
ψ1(P, x, x0) = exp
(∫ x
x0
dx′
(−iz + qx(x′)ξφ(P, x′)))
= exp
(∫ x
x0
dx′
(
−iz + qx(x′)ξ
iξ−2n−y(P )− iGn(ξ, x′)
−Fn(ξ, x′)
))
= exp
(∫ x
x0
dx′
(
Fn,x(ξ, x
′)
2Fn(ξ, x′)
− iξ
−2n−+1qx(x
′)y(P )
Fn(ξ, x′)
))
, (3.29)
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which proves (3.22).
Concerning the dynamics of the zeros µj(x) and νj(x) of Fn(ξ, x) and
Hn(ξ, x) one obtains the following Dubrovin-type equations.
Lemma 3.2. Suppose (2.1) and the nth stationary Fokas-Lenells equation
(2.22) holds subject to the constraint (3.2) on an open interval Ω˜µ ⊆ R.
Suppose that the zeros {µj(x)}j=0,...,n of ξ2n−−1Fn(ξ, x) remain distinct and
nonzero for x ∈ Ω˜µ. Then {µˆj(x)}j=0,...,n defined by (3.9), satisfies the fol-
lowing first-order system of differential equations
µj,x(x) =
−2iy(µˆj(x))∏n
k=1,k 6=j(µj(x)− µk(x))
, j = 1, . . . , n, x ∈ Ω˜µ. (3.30)
Next, assume Kn to be nonsingular and introduce initial condition
{µˆj(x0)}j=1,...,n ⊂ Kn (3.31)
for some x0 ∈ R, where µj(x0) 6= 0, j = 1, . . . , n, are assumed to be distinct.
Then there exists an open interval Ωµ ⊆ R, with x0 ∈ Ωµ, such that the
initial value problem (3.30), (3.31) has a unique solution {µˆj}j=1,...,n ⊂ Kn
satisfying
µˆj ∈ C∞(Ωµ,Kn), j = 0, . . . , n, (3.32)
and µj, j = 1, . . . , n, remain distinct and nonzero on Ωµ.
For the zeros {νj(x)}j=1,...,n of ξ2n−−1Hn(ξ, x) similar statements hold with
µj and Ωµ replaced by νj and Ων , etc. In particular, {νˆj}j=1,...,n, defined by
(3.10), satisfies the system
νj,x(x) =
−2iy(µˆj(x))∏n
k=1,k 6=j(νj(x)− νk(x))
, j = 1, . . . , n, x ∈ Ω˜µ. (3.33)
Proof. We only prove equation (3.30) since the proof of (3.33) follows in an
identical manner. Inserting ξ = µj into equation (2.18), one concludes from
(3.9),
Fn,x(µj) = qxµ
−2n−+1
j
n∏
k=1
k 6=j
(µj − µk) = 2iqxµjGn(µj)
= −2iqxµ−2n−+1j y(µˆj), (3.34)
proving (3.30). The smooth assertion (3.32) is clear as long as µˆj stays away
from the branch points (Em, 0). In case µˆj hits such a branch point, one can
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use the local chart around (Em, 0) (with the local chart ζ = σ(ξ−Em)1/2, σ ∈
{1,−1}) to verify (3.32).
Next, we turn to the trace formulas of the FL invariants, that is, expres-
sions of fℓ,± and hℓ,± in terms of symmetric functions of the zeros µj and
νℓ of (·)2n−−1Fn(·) and (·)2n−−1Hn(·), respectively. For simplicity we just
record the simplest case.
Lemma 3.3. Suppose (2.1) and the nth stationary Fokas-Lenells system
(2.22) holds and let x ∈ R. Then
qxx
2iqx
− 1
2
qxrx − c1,+ = −
n∑
j=1
µj, (3.35)
rxx
2irx
+
1
2
qxrx + c1,+ = −
n∑
j=1
νj , (3.36)
iq
2qx
= (−1)n
n∏
j=1
µj, (3.37)
ir
2rx
= (−1)n−1
n∏
j=1
νj . (3.38)
Proof. (3.35)-(3.38) follow by comparison powers of ξ substituting (3.7) and
(3.8) into (2.14) taking into account (2.11).
Next we turn to the asymptotic properties of φ and φj, j = 1, 2.
Lemma 3.4. Suppose (2.1) and the nth stationary Fokas-Lenells system
(2.22) holds and let P ∈ Kn\{P∞±, P0,±}, x ∈ R. Then
φ(P, x) =
ζ→0
{
2i[qx(x)]
−1ζ−1 +O(ζ), P → P∞+,
[irx(x)/2] ζ +O(ζ
3), P → P∞−,
ζ = ξ−1, (3.39)
φ(P, x) =
ζ→0
{
q(x)−1ζ−1 +O(ζ), P → P0,+,
r(x) ζ +O(ζ3), P → P0,−,
ζ = ξ, (3.40)
ψ1(P, x) =
ζ→0
{
ei(x−x0)ζ
−2+O(1), P → P∞+,
e−i(x−x0)ζ
−2+O(1), P → P∞−,
ζ = ξ−1, (3.41)
ψ1(P, x) =
ζ→0
{
q(x)
q(x0)
(1 +O(ζ)), P → P0,+,
1 +O(ζ), P → P0,−,
ζ = ξ, (3.42)
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ψ2(P, x) =
ζ→0

(
2i
qx(x)
ζ−1 +O(ζ)
)
ei(x−x0)ζ
−2+O(1), P → P∞+,(
irx(x)
2 ζ +O(ζ
3)
)
e−i(x−x0)ζ
−2+O(1), P → P∞−,
ζ = ξ−1,
(3.43)
ψ2(P, x) =
ζ→0
{
1
q(x0)
ζ−1 +O(ζ), P → P0,+,
r(x)ζ +O(ζ2), P → P0,−,
ζ = ξ. (3.44)
Proof. The existence of the asymptotic expansions of φ in terms of the
appropriate local coordinates ζ = ξ−1 near P∞± and ζ = ξ near P0,± is
clear from its explicit expression in (3.11). Next, we compute these explicit
expansions coefficients in (3.39) and (3.40). Inserting each of the following
asymptotic expansions
φ = φ0ζ
−1 + φ1 +O(ζ), as P → P∞+, (3.45)
φ = φ0ζ + φ1ζ
2 +O(ζ2), as P → P∞−, (3.46)
φ = φ0ζ
−1 + φ1 +O(ζ), as P → P0,+, (3.47)
φ = φ0ζ + φ1ζ
2 +O(ζ2), as P → P0,− (3.48)
into the Riccati-type equation (3.16) and, upon comparing coefficients of
powers of ξ, which determines the expansion coefficients of φk in (3.45)-
(3.48), one concludes (3.39) and (3.40). (3.41), (3.42) are clear from (3.14),
(3.39) and (3.40). (3.43) and (3.44) follow by (3.39)-(3.42) and (3.26).
Next, we introduce the holomorphic differentials ηℓ(P ) on Kn
ηℓ(P ) =
ξℓ−1
y(P )
dξ, ℓ = 1, . . . , n, (3.49)
and choose a homology basis {aj , bj}nj=1 on Kn in such a way that the
intersection matrix of the cycles satisfies
aj ◦ bk = δj,k, aj ◦ ak = 0, bj ◦ bk = 0, j, k = 1, . . . , n.
Associated with Kn one introduces an invertible matrix E ∈ GL(n,C)
E = (Ej,k)n×n, Ej,k =
∫
ak
ηj ,
c(k) = (c1(k), . . . , cn(k)), cj(k) = (E
−1)j,k,
(3.50)
and the normalized holomorphic differentials
ωj =
n∑
ℓ=1
cj(ℓ)ηℓ,
∫
ak
ωj = δj,k,
∫
bk
ωj = τj,k, j, k = 1, . . . , n. (3.51)
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Apparently, the Riemann matrix τ = (τi,j) is symmetric and has a positive-
definite imaginary part. Associated with τ one defines the period lattice Ln
in Cn by
Ln = {z ∈ Cn| z = N + τM, N,M ∈ Zn}.
The Riemann theta function associated with Riemann surface Kn and the
homology basis {aj , bj}j=1,...,n is given by
θ(z) =
∑
n∈Zn
exp
(
2πi(n, z) + πi(n, τn)
)
, z ∈ Cn, (3.52)
where (A,B) =
∑n
j=1AjBj denotes the inner product in C
n. Then the
Jacobi variety J(Kn) of Kn is defined by
J(Kn) = Cn/Ln,
and the Abel maps are defined by
AQ0 :Kn → J(Kn),
P 7→ AQ0(P ) = (AQ0,1(P ), . . . , AQ0,n(P ))
=
(∫ P
Q0
ω1, . . . ,
∫ P
Q0
ωn
)
(mod Ln)
(3.53)
and
αQ0 : Div(Kn)→ J(Kn),
D 7→ αQ0(D) =
∑
P∈Kn
D(P )AQ0(P )
, (αQ0,1(D), . . . , αQ0,n(D)),
(3.54)
where Q0 is a fixed base point and the same path is chosen from Q0 to P in
(3.53) and (3.54).
Next, let Ω
(3)
P0,−,P∞+
, be the normal differential of the third kind holomor-
phic on Kn\{P0,−, P∞+} with simple poles at P0,− and P∞+, and residues
1 and −1, respectively. Explicitly, one writes Ω(3)P0,−,P∞+ as
Ω
(3)
P0,−,P∞+
=
y − 1/2
ξ
−
n∏
j=1
(ξ − λ′j)
 dξ
2y
, (3.55)
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where the constants {λ′j}j=1,...,n ⊂ C are uniquely determined by employing
the normalization ∫
aj
Ω
(3)
P0,−,P∞+
= 0, j = 1, . . . , n.
The explicit formula (3.55) then implies the following asymptotic expansion∫ P
Q0
Ω
(3)
P0,−,P∞+
=
ζ→0
[
0
ln(ζ)
]
+ ω0,±0 +O(ζ), ω
0,±
0 ∈ C, P → P0,±
(3.56)∫ P
Q0
Ω
(3)
P0,−,P∞+
=
ζ→0
[ − ln(ζ)
0
]
+ ω∞,±0 +O(ζ), ω
∞,±
0 ∈ C, P → P∞±.
(3.57)
Moreover, the Abelian diffrential of the second kind Ω
(2)
P∞±,1
are chosen such
that
Ω
(2)
P∞±,1
=
ζ→0
[ζ−3 +O(1)]dζ, P → P∞±, (3.58)∫
aj
Ω
(2)
P∞±,1
= 0, 1 ≤ j ≤ n, (3.59)
U
(2)
0 = (U
(2)
0,1 , . . . , U
(2)
0,n), U
(2)
0,j =
1
2πi
∫
bj
Ω
(2)
0 , Ω
(2)
0 = 2(Ω
(2)
P∞+,1
−Ω(2)P∞−,1),
(3.60)∫ P
Q0
Ω
(2)
0 =
ζ→0
∓[ζ−2 + e0,0 + e0,1ζ +O(ζ2)], P → P∞±, (3.61)∫ P
Q0
Ω
(2)
0 =
ζ→0
e0,± + e1,±ζ +O(ζ
2), P → P0,±. (3.62)
In the following it will be convenient to introduce the abbreviations
ξ(P,Q) = ΞQ0 −AQ0(P ) + αQ0(DQ),
P ∈ Kn, Q = (Q1, . . . , Qn) ∈ Symn(Kn), (3.63)
where ΞQ0 is the vector of Riemann constants (cf.(A.45) [7]). It turns out
that z(·, Q) is independent of the choice of base point Q0 (cf.(A.52), (A.53)
[7]).
Given these preparations, the theta function representations of φ,ψ1, φ2, q
and r then read as follows.
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Theorem 3.5. Suppose (2.1) and the nth stationary Fokas-Lenells equation
(2.22) holds subject to the constraint (3.2) on an open interval Ω ⊆ R.
Moreover, let P ∈ Kn\{P0,−, P∞+} and x ∈ Ω. In addition, suppose that
Dµˆ(x), or equivalently, Dνˆ(x) is nonspecial for x ∈ Ω. Then, φ,ψ1, ψ2, q, r
admit the following representations
φ(P, x) = C(x)
θ(ξ(P, νˆ(x)))
θ(ξ(P, µˆ(x)))
exp
(∫ P
Q0
Ω
(3)
P0,−,P∞+
)
, (3.64)
ψ1(P, x) = C(x, x0)
θ(ξ(P, µˆ(x)))
θ(ξ(P, µˆ(x0)))
exp
(
−i(x− x0)
∫ P
Q0
Ω
(2)
0
)
, (3.65)
ψ2(P, x) = C(x)C(x, x0)
θ(ξ(P, νˆ(x)))
θ(ξ(P, µˆ(x0)))
× exp
(∫ P
Q0
Ω
(3)
P0,−,P∞+
− i(x− x0)
∫ P
Q0
Ω
(2)
0
)
, (3.66)
where
C(x) =
1
q(x0)
θ(ξ(P0,−, µˆ(x)))
θ(ξ(P0,−, µˆ(x0)))
θ(ξ(P0,+, µˆ(x0)))
θ(ξ(P0,+, νˆ(x)))
× e−i(x−x0)(e0,−−e0,+)−ω0,+0 , (3.67)
C(x, x0) =
θ(ξ(P0,−, µˆ(x0)))
θ(ξ(P0,−, µˆ(x)))
ei(x−x0)e0,− . (3.68)
The Abel map linearizes the divisors Dµˆ(x) and Dνˆ(x) in the sense that
αQ0(Dµˆ(x)) =αQ0(Dµˆ(x0))− iU
(2)
0 (x− x0), (3.69)
αQ0(Dµˆ(x)) =αQ0(Dµˆ(x0))− iU
(2)
0 (x− x0). (3.70)
Moreover, one derives
q(x) = q(x0)
θ(ξ(P0,−, µˆ(x0)))
θ(ξ(P0,−, µˆ(x)))
θ(ξ(P0,+, µˆ(x)))
θ(ξ(P0,+, µˆ(x0)))
ei(x−x0)(e0,−−e0,+), (3.71)
r(x) = r(x0)
θ(ξ(P0,−, νˆ(x)))
θ(ξ(P0,−, νˆ(x0)))
θ(ξ(P0,+, νˆ(x0)))
θ(ξ(P0,+, νˆ(x)))
e−i(x−x0)(e0,−−e0,+), (3.72)
q(x0)r(x0) =
θ(ξ(P0,−, νˆ(x0)))
θ(ξ(P0,−, µˆ(x0)))
θ(ξ(P0,+, µˆ(x0)))
θ(ξ(P0,+, νˆ(x0)))
eω
0,−
0 −ω
0,+
0 . (3.73)
Proof. First, we temporarily assume that
µj(x) 6= µj′(x), νk(x) 6= νk′(x) for j 6= j′, k 6= k′ and x ∈ Ω˜, (3.74)
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for appropriate Ω˜ ⊆ Ω. Since by (3.12), DP0,−νˆ ∼ DP∞+µˆ, and (P0,−)∗ /∈
{νˆ1, · · · , νˆn} by hypothesis, one can use Theorem A.31 in [7] to conclude
that Dµˆ ∈ Symn(Kn) is nonspecial. This argument is of course symmetric
with respect to µˆ and νˆ. Thus, Dµˆ is nonspecial if and only if Dνˆ is.
Next we define the right-hand side of (3.65) to be ψ˜1.We intend to prove
ψ1 = ψ˜1, with ψ1 given by (3.14). For that purpose we first investigate
the divisor of ψ1. Since the zeros and poles can only come from zeros of
Fn(ξ, x) in (2.14), one computes using (3.9), the definition (3.11) of φ, and
the Dubrovin equations (3.30),
qx′(x
′)ξφ(P, x′) =
P→µˆj(x′)
− qx(x′)µj(x′) 2iy(P )−qx′(x′)µj(x′)
∏n
k=1,k 6=j(µj(x
′)− µk(x′))
× 1
ξ − µj(x′) +O(1)
=
P→µˆj(x′)
∂x′ ln(ξ − µj(x′)) +O(1). (3.75)
Together with (3.14) this yields
ψ1(P, x, x0) =

(ξ − µj(x))O(1), as P → µˆj(x) 6= µˆj(x0),
O(1), as P → µˆj(x) = µˆj(x0),
(ξ − µj(x0))−1O(1) as P → µˆj(x0) 6= µˆj(x),
P = (ξ, y) ∈ Kn, x, x0 ∈ Ω˜,
(3.76)
with O(1) 6= 1. Consequently, ψ1 and ψ˜1 have identical zeros and poles on
Kn\{P∞±}, which are all simple by hypothesis (3.74). Next, comparing the
behavior of ψ1 and ψ˜1 near P∞±, taking into account (3.14) and (3.61), the
expression (3.65) for ψ˜1, and (3.41), then shows that ψ1 and ψ˜1 have identical
exponential behavior up to order O(1) near P∞±. Thus, ψ1 and ψ˜1 share the
same singularities and zeros, and the Riemann-Roch-type uniqueness result
(cf. Lemma 3.4 [6]) then proves that ψ1 and ψ˜1 coincide up to normalization.
By (3.62) one infers from the right-hand side of (3.65) that
ψ˜1(P, x, x0) =
ζ→0
C(x, x0)
θ(ξ(P0,−, µˆ(x)))
θ(ξ(P0,−, µˆ(x0)))
e−i(x−x0)e0,− +O(ζ)
as P → P0,−, (3.77)
ψ˜1(P, x, x0) =
ζ→0
C(x, x0)
θ(ξ(P0,+, µˆ(x)))
θ(ξ(P0,+, µˆ(x0)))
e−i(x−x0)e0,+ +O(ζ)
as P → P0,+. (3.78)
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A comparison of (3.42) and (3.77), (3.78) then yields (3.68), (3.71) subject
to (3.74). By (3.12), one infers that φ(P, x) exp(− ∫ PQ0 Ω(3)P0,−,P∞+) must be
of the type
φ(P, x) exp
(
−
∫ P
Q0
Ω
(3)
P0,−,P∞+
)
= C(x)
θ(ξ(P, νˆ(x)))
θ(ξ(P, µˆ(x)))
(3.79)
for some function C(x), x ∈ C. A comparison of (3.79) and asymptotic rela-
tions (3.40) then yields, with the help of (3.56), the following expressions
1
q(x)
=C(x)
θ(ξ(P0,+, νˆ(x)))
θ(ξ(P0,+, µˆ(x)))
eω
0,+
0 , (3.80)
r(x) =C(x)
θ(ξ(P0,−, νˆ(x)))
θ(ξ(P0,−, µˆ(x)))
eω
0,−
0 , (3.81)
q(x)r(x) =
θ(ξ(P0,−, νˆ(x)))
θ(ξ(P0,−, µˆ(x)))
θ(ξ(P0,+, µˆ(x)))
θ(ξ(P0,+, νˆ(x)))
eω
0,−
0 −ω
0,+
0 . (3.82)
Taking into account (3.68),(3.71),(3.80)-(3.82), one easily derives (3.67),
(3.71)-(3.73). (3.66) follows by (3.26), (3.64) and (3.65). Next we only
prove the linearity of the Abel map with respect to x in (3.69) since the
proof for (3.70) can be derived in an identical fashion. Using the Dubrovin
equations (3.30), expression (3.51), and Lagrange’s interpolation formula
n∑
j=1
µℓ−1j∏n
k=1,k 6=j(µj − µℓ)
=
{
0 ℓ 6= n
1 ℓ = n
, µj ∈ C, ℓ, j = 1, . . . , n,
one infers
∂xαQ0(Dµˆ(x)) =∂x
( n∑
j=1
∫ µˆj(x)
Q0
ω
)
=
n∑
j=1
µj,x(x)
n∑
ℓ=1
c(ℓ)
µℓ−1j (x)
y(µˆj(x))
=
n∑
j=1
n∑
ℓ=1
−2iµℓ−1j (x)c(ℓ)∏n
k=1,k 6=j(µj(x)− µℓ(x))
=− 2ic(n) = −iU (2)0 , (3.83)
which proves (3.69). The extension of all these results from Ω˜ to Ω then
simply follows from the continuity of αQ0 and the hypothesis of Dµˆ(x) being
nonspecial on Ω.
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4 Quasi-periodic Solutions
In this section, we extend the the algebro-geometric analysis of Section 2,3
to the time-dependent FL hierarchy.
Throughout this section we assume (2.2) holds.
The time-dependent algebro-geometric initial value problem of the FL
hierarchy is to solve the time-dependent rth FL flow with a stationary so-
lution of the nth equation as initial data in the hierarchy. More precisely,
given n ∈ N20\{(0, 0)}, based on the solution q(0), r(0) of the nth stationary
HS equation s-FLn(q
(0), r(0)) = 0 associated with Kn and a set of integra-
tion constants {cℓ,±}ℓ=1,...,n ⊂ C, we want to build up a solution q, r of the
rth FL flow FLr(q, r) = 0 such that q(t0,r) = q
(0), r(t0,r) = r
(0) for some
t0,r ∈ R, r ∈ N20\{(0, 0)}. To emphasize that the integration constants in
the definitions of the stationary and the time-dependent FL equations are
independent of each other, we indicate this by adding a tilde on all the time-
dependent quantities. Hence we shall employ the notation V˜r, F˜r, G˜r, H˜r,
f˜s, g˜s,±, h˜s,±, c˜s,± in order to distinguish them from Vn, Fn, Gn, Hn, fs,±,
gs,±, hs,±, cs,± with respect to ξ in the following. In addition, we mark the
individual rth FL flow by a separate time variable tr ∈ R.
Summing up, we are interested in solutions q, r of the time-dependent
algebro-geometric initial value problem
F˜Ln(q, r) =
(
qxtr + fr+−1,+,x − 2iqxgr−,− + 2ifr−−1,−
rxtr − hr+−1,+,x + 2ihr−−1,− + 2irxgr−,−
)
= 0,
(q, r)|tr=t0,r = (q(0), r(0)), (4.1)
s-FLn(q
(0), r(0)) =
(
fn+−1,+,x − 2iq(0)x gn−,− + 2ifn−−1,−
−hn+−1,+,x + 2ihn−−1,− + 2ir(0)x gn−,−
)
= 0,
(4.2)
for some t0,r ∈ R, where q = q(x, tr), r = r(x, tr) satisfy (2.2) and a fixed
curve Kn is associated with the stationary solution q(0), r(0) in (4.2). Here
n = (n+, n−) ∈ N2, r = (r+, r−) ∈ N2, n = 2n+ + 2n− − 1 ∈ N.
Noticing that the FL flows are isospectral, we further assume that (4.2)
holds not only for tr = t0,r, but also for all tr ∈ R. In terms of Lax pairs
this amounts to solving the zero-curvature equations
Utr(ξ, x, tr)− V˜r,x(ξ, x, tr) + [U(ξ, x, tr), V˜r(ξ, x, tr)] = 0, (4.3)
− Vn,x(ξ, x, tr) + [U(ξ, x), Vn(ξ, x, tr)] = 0, (4.4)
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where
U(ξ, x, tr) =
( −iz qx(x, tr)ξ
rx(x, tr)ξ iz
)
, z = ξ2,
Vn(ξ, x, tr) =
(
iGn(ξ, x, tr) −Fn(ξ, x, tr)
Hn(ξ, x, tr) −iGn(ξ, x, tr)
)
,
V˜r(ξ, x, r) =
(
iG˜r(ξ, x, tr) −F˜r(ξ, x, tr)
H˜r(ξ, x, tr) −iG˜r(ξ, x, tr)
)
,
(4.5)
and
Gn(ξ, x, tr) =
n−∑
ℓ=0
ξ−2ℓgn−−ℓ,−(x, tr) +
n+∑
ℓ=1
ξ2ℓgn+−ℓ,+(x, tr), (4.6)
Fn(ξ, x, tr) =
n−∑
ℓ=0
ξ−2ℓ+1fn−−ℓ,−(x, tr) +
n+∑
ℓ=0
ξ2ℓfn+−ℓ,+(x, tr), (4.7)
Hn(ξ, x, tr) =
n−∑
ℓ=0
ξ−2ℓ+1hn−−ℓ,−(x, tr) +
n+∑
ℓ=0
ξ2ℓhn+−ℓ,+(x, tr), (4.8)
G˜r(ξ, x, tr) =
r−∑
s=0
ξ−2sg˜r−−s,−(x, tr) +
r+∑
s=1
ξ2sg˜r+−s,+(x, tr), (4.9)
F˜n(ξ, x, tr) =
r−∑
s=0
ξ−2s+1f˜r−−s,−(x, tr) +
r+∑
s=0
ξ2sf˜r+−s,+(x, tr), (4.10)
H˜n(ξ, x, tr) =
r−∑
s=0
ξ−2s+1h˜r−−s,−(x, tr) +
r+∑
s=0
ξ2sh˜r+−s,+(x, tr), (4.11)
for fixed n, r ∈ N20\{(0, 0)}. Here fℓ,±, gℓ,±, hℓ,±, f˜s, g˜s, and h˜s are defined
as in (2.3)-(2.10), with q(x) replaced by q(x, tr), etc, and with appropriate
integration constants cℓ,±, ℓ ∈ N, and c˜s,±, s ∈ N. Explicitly, (4.3) and (4.4)
are equivalent to
0 = −iGr,x(ξ, x, tr) + qx(x, tr)ξHr(ξ, x, tr) + rx(x, tr)ξFr(ξ, x, tr),
qxtr(x, tr)ξ = −Fr,x(ξ, x, tr)− 2izFr(ξ, x, tr) + 2iqx(x, tr)ξGr(ξ, x, tr),
rxtn(x, tr)ξ = Hn,x(ξ, x, tr)− 2irx(x, tr)ξGn(ξ, x, tr)− 2izHn(ξ, x, tr),
0 = −iGn,x(ξ, x, tr) + ξqx(x, tr)Hn(ξ, x, tr) + ξrx(x, tr)Fn(ξ, x, tr),
0 = Fn,x(ξ, x, tr) + 2izFn(ξ, x, tr)− 2iξqx(x, tr)Gn(ξ, x, tr),
0 = −Hn,x(ξ, x, tr) + 2izHn(ξ, x, tr) + 2irx(x, tr)ξGn(ξ, x, tr).
(4.12)
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Equation (4.12) then yields
d
dx
det(Vn(ξ, x, tr)) =
d
dx
(
G2n(ξ, x, tr) + Fn(ξ, x, tr)Hn(ξ, x, tr)
)
= 0,
(4.13)
and meanwhile (cf. Lemma 4.2)
d
dtr
det(Vn(ξ, x, tr)) =
d
dtr
(
Gn(z, x, tr)
2 + Fn(ξ, x, tr)Hn(ξ, x, tr)
)
= 0.
(4.14)
Hence, Gn(ξ)
2 + zFn(ξ)Hn(ξ) is independent of variables both x and tr,
which implies the basic identity (2.26)
Gn(ξ, x, tr)
2 + Fn(ξ, x, tr)Hn(ξ, x, tr) = Rn(ξ) (4.15)
holds and the hyperelliptic curve Kn is still given by (2.29).
As in the stationary context (3.9), (3.10) we introduce
µˆj(x, tr) = (µj(x, tr),−µj(x, tr)2n−Gn(µj(x, tr), x, tr)), j = 1, . . . , n,
(4.16)
and
νˆj(x, tr) = (νj(x, tr), νj(x, tr)
2n−Gn(νj(x, tr), x, tr)), j = 1, . . . , n. (4.17)
In analogy to (3.11), one defines the following meromorphic function
φ(·, x, tr) on Kn,
φ(P, x, tr) = −
iξ−2n−y − iGn(ξ, x, tr)
Fn(ξ, x, tr)
=
Hn(ξ, x, tr)
iξ−2n−y + iGn(ξ, x, tr)
, (4.18)
with divisor of φ(·, x, tr) given by
(φ(·, x, tr)) = DP0,−νˆ(x,tr) −DP∞+µˆ(x,tr). (4.19)
The time-dependent Baker-Ahiezer function ψ is then defined in terms of φ
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by
ψ(P, x, x0, tr, t0,r) =
(
ψ1(P, x, x0, tr, t0,r)
ψ2(P, x, x0, tr, t0,r)
)
,
ψ1(P, x, x0, tr, t0,r) = exp
( ∫ tr
t0,r
ds(iG˜r(ξ, x0, s)− F˜r(ξ, x0, s)φ(P, x0, s))
+
∫ x
x0
dx′
(−iz + qx(x′, tr)ξφ(P, x′, tr)) ), (4.20)
ψ2(P, x, x0, tr, t0,r) =φ(P, x, tr)ψ1(P, x, x0, tr, t0,r),
P = (ξ, y) ∈ Kn\{P0,−, P∞+}, (x, tr) ∈ R2, (4.21)
with fixed (x0, t0,r) ∈ R2.
The following lemma records basic properties of φ and ψ in analogy to
the stationary case discussed in Lemma 3.1.
Lemma 4.1. Assume (2.2) and suppose that (4.3), (4.4) hold.
(i) Let P = (ξ, y) ∈ Kn\{P0,−, P∞+} and (x, x0, tr, t0,r) ∈ R4. Then φ
satisfies
φx(P ) = rxξ + 2izφ(P ) − qxξφ2(P ), (4.22)
and
(qxξφ(P ))tr =
(
−F˜rφ(P ) + iG˜r
)
x
, (4.23)
φtr (P ) =(qxξ)
−1
(
2izF˜rφ(P )− F˜rφx(P ) + iG˜r,x
)
− 2iG˜rφ(P )
=H˜r − 2iG˜rφ(P ) + F˜rφ2(P ), (4.24)
φ(P )φ(P ∗) =
Hn(ξ)
Fn(ξ)
, (4.25)
φ(P ) + φ(P ∗) =
2iGn(ξ)
Fn(ξ)
, (4.26)
φ(P )− φ(P ∗) =− 2iξ
−2n−y(P )
Fn(ξ)
. (4.27)
(ii) Assuming P = (z, y) ∈ Kn\{P0,±}, then ψ satisfies
ψx(P ) = U(ξ)ψ(P ), (4.28)
Vn(ξ, x)ψ(P ) = iξ
−2n−y(P )ψ(P ), (4.29)
ψtr(P ) = V˜tr(ξ)ψ(P ). (4.30)
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and one derives
ψ1(P, x, x0, tr, t0,r) =
√
Fn(ξ, x, tr)
Fn(ξ, x0, t0,r)
exp
( ∫ tr
t0,r
ds
( iξ2n−yF˜r(ξ, x0, s)
Fn(ξ, x0, s)
)
−
∫ x
x0
dx′
(qx(x′)ξ−2n−+1y(P )
Fn(ξ, x′)
))
, (4.31)
and
ψ1(P, x, x0, tr, t0,r)ψ1(P
∗, x, x0, tr, t0,r) =
Fn(ξ, x, tr)
Fn(ξ, x0, t0,r)
, (4.32)
ψ2(P, x, x0, tr, t0,r)ψ2(P
∗, x, x0, tr, t0,r) =
Hn(ξ, x, tr)
Fn(ξ, x0, t0,r)
, (4.33)
ψ1(P, x, x0, tr, t0,r)ψ2(P
∗, x, x0, tr, t0,r) + ψ1(P
∗, x, x0, tr, t0,r)ψ2(P, x, x0, tr, t0,r)
=
2iGn(ξ, x, tr)
Fn(ξ, x0, t0,r)
. (4.34)
In addition, as long as the zeros of Fr(·, x, tr) are all simple for (x, tr) ∈
Ω,Ω ⊆ R2 open and connected, ψ(P, x0, tr, t0,r) is meromorphic on Kn\{P0,±}
for (x, tr), (x0, t0,r) ∈ Ω.
Proof. Equation (4.22), (4.25)-(4.27), (4.32)-(4.34) are proved as in Lemma
3.1. To prove (4.23) and (4.24) one first observes that
(∂x − 2iz + 2qxξφ− qxx
qx
)
(
(qxφ)tr + ξ
−1(F˜rφ− iG˜r)x
)
= 0 (4.35)
using (4.22) and relations (4.12) repeatedly. Thus,
(qxφ)tr + ξ
−1(F˜rφ− iG˜r)x = C exp
(∫ x
x0
dx′(2iz − 2qxξφ+ qxx
qx
)
)
, (4.36)
where the left-hand side is meromorphic in a neighborhood of P∞+, while
the right-hand side is not meromorphic near P∞+ only if C = 0. This proves
(4.23). Equation (4.24) is an immediate consequence of (4.12) and (4.23).
Relations (4.28)-(4.30) are clear from (4.20), (4.21), (4.22) and (4.24). (4.31)
follows by (4.12), (4.18), (4.20) and (4.39). That ψ1(·, x, x0, tr, t0,r) is mero-
morphic on Kn\{P0,±} if Fn(·, x, tr) has only simple zeros is a consequence
of
− iz + qxξφ(P, x′, tr) =
P→µˆj(x′,tr)
∂x′ ln(Fn(ξ, x
′, tr)) +O(1) (4.37)
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as ξ → µj(x′, tr), using (4.12), (4.16) and (4.18) and
− F˜r(ξ, x0, s)φ(P, x0, s) =
P→µˆj(x0,s)
∂s ln(Fn(ξ, x0, s)) +O(1), (4.38)
using (4.12), (4.16) and (4.39). This follows from (4.20) by restricting P to
a sufficiently small neighborhood Uj(x0) of {µˆj(x0, s) ∈ Kn|(x0, s) ∈ Ω, s ∈
[t0,r, tr]} such that µˆk(n0, s) ∈ Uj(x0) for all s ∈ [t0,r, tr] and for all k ∈
{1, . . . , n}\{j} and by simultaneously restricting P to a sufficiently small
neighborhood Uj(tr) of {µˆj(x′, tr) ∈ Kn|(x′, tr) ∈ Ω, x′ ∈ [x0, x]} such that
µˆk(x
′, tr) /∈ Uj(tr) for all x′ ∈ [x0, x] and all k ∈ {1, . . . , n}\{j}.
Next we consider the tr-dependence of Fn, Gn,Hn.
Lemma 4.2. Assume (2.2) and suppose that (4.3), (4.4) hold. Then
Fn,tr = 2i(G˜rFn −GnF˜r), (4.39)
Gn,tr = i(F˜rHn − FnH˜r), (4.40)
Hn,tr = 2i(GnH˜r − G˜rHn). (4.41)
In addition, (4.39)-(4.41) are equivalent to
− Vn,tr + [V˜r, Vn] = 0, (4.42)
and hence (4.14) holds.
Proof. We proves (4.39) by using (4.27) which shows that
(φ(P ) − φ(P ∗))tr =
2iξ−2n−yFn,tr
F 2n
. (4.43)
However, the left-hand side of (4.43) also equals
(φ(P )− φ(P ∗))tr =
2iξ−2n−y
Fn
(2iG˜r −
2iF˜Gn
Fn
), (4.44)
using (4.24), (4.26) and (4.27). Combing (4.43) and (4.44) proves (4.39).
Similarly, starting from (4.26)
(φ(P ) + φ(P ∗))tr = 2iF
−2
n (Gn,trFn − Fn,trGn) (4.45)
yields (4.40). (4.41) is a consequence of (4.12), (4.39) and (4.40). Finally,
differentiating Gn(ξ, x, tr)
2 + Fn(ξ, x, tr)Hn(ξ, x, tr) with respect to tr, and
using (4.39)-(4.41) then yields Rn,tr = 0, or equivalently, (4.14).
Next we turn to the Dubrovin-type equations, which governs the dynam-
ics of of µj and νj with respect to variations of x and tr.
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Lemma 4.3. Suppose (2.2), (4.3), (4.4) on an open and connected inter-
val Ω˜µ ⊆ R2. Suppose that the zeros {µj(·)}j=0,...,n of ξ2n−−1Fn(·) remain
distinct and nonzero on Ω˜µ. Then {µˆj(x)}j=0,...,n defined by (4.16), satisfies
the following first-order system of differential equations
µj,x(x, tr) =
−2iy(µˆj(x, tr))∏n
k=1,k 6=j(µj(x, tr)− µk(x, tr))
, (4.46)
µj,tr(x, tr) =
−2iy(µˆj(x, tr))F˜r(µj(x, tr))
qx(x, tr)µj(x, tr)
∏n
k=1,k 6=j(µj(x, tr)− µk(x, tr))
,
j = 1, . . . , n, (x, tr) ∈ Ω˜µ. (4.47)
Next, assume Kn to be nonsingular and introduce initial condition
{µˆj(x0, t0,r)}j=1,...,n ⊂ Kn (4.48)
for some (x0, t0,r) ∈ R2, where µj(x0, t0,r) 6= 0, j = 1, . . . , n, are assumed
to be distinct. Then there exists an open interval Ωµ ⊆ R, with x0 ∈
Ωµ, such that the initial value problem (4.46-(4.48) has a unique solution
{µˆj}j=1,...,n ⊂ Kn satisfying
µˆj ∈ C∞(Ωµ,Kn), j = 0, . . . , n, (4.49)
and µj, j = 1, . . . , n, remain distinct and nonzero on Ωµ.
For the zeros {νj(·)}j=1,...,n of ξ2n−−1Hn(·) similar statements hold with µj
and Ωµ replaced by νj and Ων , etc. In particular, {νˆj}j=1,...,n, defined by
(4.17), satisfies the system
νj,x(x, tr) =
−2iy(µˆj(x, tr))∏n
k=1,k 6=j(νj(x, tr)− νk(x, tr))
, (4.50)
νj,x(x, tr) =
2iy(νˆj(x, tr))H˜n(νj(x, tr))
rx(x, tr)νj(x, tr)
∏n
k=1,k 6=j(νj(x, tr)− νk(x, tr))
,
j = 1, . . . , n, x ∈ Ων . (4.51)
Proof. It suffices to prove (4.47) since the argument for (4.50) is analogous
and that for (4.46) and (4.51) has been given in the proof of Lemma 3.2.
Inserting ξ = µj(x, tr) into (4.39), observing (4.16), yields
Fn,tr(µj) = −qxµ−2n−+1j µj,x
n∏
k=1,k 6=j
(µj − µk) = −2iGn(µj)F˜r(µj),
= 2iξ−2n−y(µˆj)F˜r(µj). (4.52)
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which indicates (4.47).
Since the stationary trace formulas for fℓ,± and hℓ,± in terms of sym-
metric functions of the zeros µj and νℓ of (·)2n−−1Fn(·) and (·)2n−−1Hn(·) in
Lemma 3.2 extend line by line to the corresponding time-dependent setting,
we next record their tr-dependent analogs without proof. For simplicity we
again confine ourselves to the simplest cases only.
Lemma 4.4. Assume hypothesis (2.2) and suppose that (4.3) and (4.4) hold.
Then,
qxx
2iqx
− 1
2
qxrx − c1,+ = −
n∑
j=1
µj, (4.53)
rxx
2irx
+
1
2
qxrx + c1,+ = −
n∑
j=1
νj , (4.54)
iq
2qx
= (−1)n
n∏
j=1
µj, (4.55)
ir
2rx
= (−1)n−1
n∏
j=1
νj . (4.56)
Next we turn to the asymptotic expansions of φ and ψ in a neighborhood
of P∞± and P0,±.
Lemma 4.5. Assume hypothesis (2.2) and suppose that (4.3) and (4.4) hold.
Moreover, let P = (ξ, y) ∈ Kn\{P∞±, P0,±}, (x, tr) ∈ R2, (x, x0, t0,r, tr) ∈
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R
4. Then
φ(P, x, tr) =
ζ→0
{
2i[qx(x, tr)]
−1ζ−1 +O(ζ), P → P∞+,
[irx(x, tr)/2] ζ +O(ζ
3), P → P∞−,
(4.57)
φ(P, x, tr) =
ζ→0
{
q(x, tr)
−1ζ−1 +O(ζ), P → P0,+,
r(x, tr) ζ +O(ζ
3), P → P0,−,
(4.58)
ψ1(P, x, x0, tr, t0,r) =
ζ→0
{
ei(x−x0)ζ
−2+i(tr−t0,r)
∑r+
s=1 c˜r+−sζ
−2s+O(1), P → P∞+,
e−i(x−x0)ζ
−2−i(tr−t0,r)
∑r+
s=1 c˜r+−sζ
−2s+O(1), P → P∞−,
(4.59)
ψ1(P, x, x0, tr, t0,r) =
ζ→0

q(x,tr)
q(x0,t0,r)
(1 +O(ζ))ei(tr−t0,r)
∑r−
s=1 c˜r−−sζ
−2s
, P → P0,+,
(1 +O(ζ))e−i(tr−t0,r)
∑r−
s=1 c˜r−−sζ
−2s
, P → P0,−,
(4.60)
with the local coordinates ζ = ξ−1 near P∞± and ζ = ξ near P0,±.
Proof. Since by the difinition of φ in (4.18) the time parameter can be
viewed as an additional but fixed parameter, the asymptotic behavior of φ
remains the same as in Lemma 3.1. Similarly, also the asymptotic behavior
of ψ1(P, x, x0, tr, tr) is derived in an identical fashion to that in Lemma 3.1.
This proves (4.59) and (4.60) for t0,r = tr, that is,
ψ1(P, x, x0, tr, tr) =
ζ→0
{
ei(x−x0)ζ
−2+O(1), P → P∞+,
e−i(x−x0)ζ
−2+O(1), P → P∞−,
ψ1(P, x, x0, tr, tr) =
ζ→0
{
q(x,tr)
q(x0,tr)
(1 +O(ζ)), P → P0,+,
1 +O(ζ), P → P0,−.
It remains to investigate
ψ1(P, x0, x0, tr, t0,r) = exp
(∫ tr
t0,r
ds(iG˜r(ξ, x0, s)− F˜r(ξ, x0, s)φ(P, x0, s))
)
.
(4.61)
Next we compute the asymptotic expansions of the integrand in (4.61).
Focusing on the homogeneous coefficients first, and then using the relations
F˜r =
ζ→0
r+∑
s=1
c˜r+−sF̂s,+ +O(1), G˜r =
ζ→0
r+∑
s=1
c˜r+−sĜs,+ +O(1),
31
one finds as P → P∞±,
iG˜r − F˜rφ = iG˜r + F˜rF−1n (iξ−2n−y − iGn)
=
ζ→0
Fn,tr
2Fn
+
iξ−2n−yF˜r
Fn
=
ζ→0
±i
r+∑
s=1
c˜r+−sζ
−2s +O(1). ζ = 1/ξ. (4.62)
Insertion of (4.62) into (4.61) then proves (4.59) as P → P∞±. Similarly, as
P → P0,±,
iG˜r − F˜rφ = iG˜r + F˜rF−1n (iξ−2n−y − iGn)
=
ζ→0
iG˜r + F˜r(i− iGnξ−2n−y)(Fnξ−2n−y)−1
=
ζ→0
±i
r−∑
s=1
c˜r−−sζ
−2s +
{ qtr
q +O(1), P → P0,+,
O(ζ) P → P0,−,
ζ = ξ.
(4.63)
Insertion of (4.63) into (4.61) then proves (4.60) as P → P0,±.
Next, we turn to the principal result of this section, the representation of
φ,ψ1, q, r in terms of Riemann theta function associated with Kn, assuming
n = (n−, n+) ∈ N20\{(0, 0)} for the remainder of this section. In addition
to (3.55) and (3.58), let Ω
(2)
P∞±,k
and Ω
(2)
P0,±,k
be the normalized differentials
of the second kind with a unique pole at P∞± and P0,±, respectively, and
principal parts
Ω
(2)
P∞±,k
=
ζ→0
(ζ−2−k +O(1))dζ, P → P∞±, ζ = ξ−1, k ∈ N0, (4.64)
Ω
(2)
P0,±,k
=
ζ→0
(ζ−2−k +O(1))dζ, P → P0,±, ζ = ξ−1, k ∈ N0, (4.65)
with vanishing a-periods,∫
aj
Ω
(2)
P∞±,k
=
∫
aj
Ω
(2)
P0,±,k
= 0, j = 1, . . . , n.
Moreover, we define
Ω˜(2)r =
( r−∑
s=1
2sc˜r−−s,−(Ω
(2)
P0,+,2s−1
−Ω(2)P0,−,2s−1)
+
r+∑
s=1
2sc˜r+−s,+(Ω
(2)
P∞+,2s−1
− Ω(2)P∞−,2s−1)
)
(4.66)
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and abbreviate
Ω˜∞±r = lim
P→P∞±
(∫ P
Q0
Ω˜(2)r ±
r+∑
s=1
c˜r+−sζ
−2s
)
, (4.67)
Ω˜0,±r = lim
P→P0,±
( ∫ P
Q0
Ω˜(2)r ±
r−∑
s=1
c˜r−−sζ
−2s
)
. (4.68)
The vector of b-periods of Ω˜
(2)
r is denoted by
U˜
(2)
r = (U˜
(2)
r,1 , . . . , U˜
(2)
r,n), U˜
(2)
r,j =
1
2πi
∫
bj
Ω˜0,±r , j = 1, . . . , n. (4.69)
Theorem 4.6. Assume (2.2) and suppose that (4.3) and (4.4) hold subject to
the constraint (3.2) on Ω, where Ω ⊆ R2 is open and connected. In addition,
let P ∈ Kn\{P∞±, P0,±}, (x, tr) ∈ R2 and (x, x0, tr, t0,r) ∈ R4. Moreover,
suppose that Dµˆ(x,tr), or equivalently, Dνˆ(x,tr), is nonspecial for (x, tr) ∈ Ω.
Then φ,ψ1, q, r admit the following representations
φ(P, x, tr) = C(x, tr)
θ(ξ(P, νˆ(x, tr)))
θ(ξ(P, µˆ(x, tr)))
exp
(∫ P
Q0
Ω
(3)
P0,−,P∞+
)
,
(4.70)
ψ1(P, x, x0, tr, t0,r) = C(x, x0, tr, t0,r)
θ(ξ(P, µˆ(x, tr)))
θ(ξ(P, µˆ(x0, t0,r)))
× exp
(
− i(x− x0)
∫ P
Q0
Ω
(2)
0 − i(tr − t0,r)
∫ P
Q0
Ω˜(2)r
)
,
(4.71)
where
C(x, tr) =
1
q(x0, t0,r)
θ(ξ(P0,−, µˆ(x, tr)))
θ(ξ(P0,−, µˆ(x0, t0,r)))
θ(ξ(P0,+, µˆ(x0, t0,r)))
θ(ξ(P0,+, νˆ(x, tr)))
× e−i(x−x0)(e0,−−e0,+)−i(tr−t0,r)Ω˜0,−r −ω0,+0 , (4.72)
C(x, x0, tr, t0,r) =
θ(ξ(P0,−, µˆ(x0, t0,r)))
θ(ξ(P0,−, µˆ(x, tr)))
ei(x−x0)e0,−+i(tr−t0,r)Ω˜
0,−
r . (4.73)
The Abel map linearizes the auxiliary divisors Dµˆ(x,tr),Dνˆ(x,tr) in the sense
that
αQ0(Dµˆ(x,tr)) =αQ0(Dµˆ(x0,t0,r))− iU
(2)
0 (x− x0)− iU˜
(2)
r (t− t0,r), (4.74)
αQ0(Dνˆ(x,tr)) =αQ0(Dνˆ(x0,t0,r))− iU
(2)
0 (x− x0)− iU˜
(2)
r (t− t0,r). (4.75)
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Moreover, one derives
q(x, tr) = q(x0, t0,r)
θ(ξ(P0,−, µˆ(x0, t0,r)))
θ(ξ(P0,−, µˆ(x, tr)))
θ(ξ(P0,+, µˆ(x, tr)))
θ(ξ(P0,+, µˆ(x0, t0,r)))
× ei(x−x0)(e0,−−e0,+)+i(tr−t0,r)(Ω˜0,−r −Ω˜0,+r ), (4.76)
r(x, tr) = r(x0, t0,r)
θ(ξ(P0,−, νˆ(x, tr)))
θ(ξ(P0,−, νˆ(x0, t0,r)))
θ(ξ(P0,+, νˆ(x0, t0,r)))
θ(ξ(P0,+, νˆ(x, tr)))
× e−i(x−x0)(e0,−−e0,+)−i(tr−t0,r)(Ω˜0,−r +Ω˜0,+r ), (4.77)
q(x0, t0,r)r(x0, t0,r) =
θ(ξ(P0,−, νˆ(x0, t0,r)))
θ(ξ(P0,−, µˆ(x0, t0,r)))
θ(ξ(P0,+, µˆ(x0, t0,r)))
θ(ξ(P0,+, νˆ(x0, t0,r)))
× eω0,−0 −ω0,+0 . (4.78)
Proof. As in the corresponding stationary case we temporarily assume
µj(x, tr) 6= µj′(x, tr), for j 6= j′, (x, tr) ∈ Ω˜ (4.79)
for appropriate Ω˜ ⊆ Ω and define the right-hand side of (4.71) to be ψ˜1. We
intend to prove ψ˜1 = ψ1, where ψ1 is given in (4.20). For that purpose we
first investigate the local zeros and poles of ψ1 and note
qx′(x
′, tr)ξφ(P, x
′, tr) =
P→µˆj(x′,tr)
2iy(µˆj(x, tr))∏n
k=1,k 6=j(µj(x
′, tr)− µk(x′, tr))
× 1
ξ − µj(x′, tr) +O(1)
=
P→µˆj(x′,tr)
∂x′ ln(ξ − µj(x′, tr)) +O(1). (4.80)
−F˜r(ξ, x0, s)ξφ(P, x0, s) =
P→µˆj(x0,s)
2iy(µˆj(x0, s))∏n
k=1,k 6=j(µj(x0, s)− µk(x0, s))
× 1
ξ − µj(x0, s) ×
F˜r(x0, s)
qx(x0, s)
+O(1)
=
P→µˆj(x0,s)
∂s ln(ξ − µj(x0, s)) +O(1), (4.81)
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using (4.16), (4.18), (4.46) and (4.47). Thus
ψ1(P, x, x0, tr, t0,r)
=

(ξ − µj(x, tr))O (1) , as P → µˆj(x, tr) 6= µˆj(x0, t0,r),
O (1) , as P → µˆj(x, tr) = µˆj(x0, t0,r),(
ξ − µj(x0, t0,r)
)−1
O (1) , as P → µˆj(x0, t0,r) 6= µˆj(x, tr),
P = (ξ, y) ∈ Kn, (4.82)
with O(1) 6= 0 and hence ψ1 and ψ˜1 have identical zeros and poles on
Kn\{P∞±, P0,±} which are all simple. It remain to study the behavior of
ψ1 near P∞±, P0,±. One infers from (4.59), (4.60), (4.71) that ψ˜1 and ψ1
have the same essential singularities at P∞±, P0,± and the Riemann-Roch-
type uniqueness result [7] proves that ψ1 and ψ˜ coincide up to normalization.
This proves (4.71) for some C(x, x0, tr, t0,r) ∈ C∞(R4). The expression (4.19)
for the divisor φ then yields
φ(P, x, tr) = C(x, tr)
θ(ξ(P, νˆ(x, tr)))
θ(ξ(P, µˆ(x, tr)))
exp
(∫ P
Q0
Ω
(3)
P0,−,P∞+
)
, (4.83)
where C(x, tr) is in dependent of P ∈ Kn. Hence (4.58) implies
1
q(x, tr)
=C(x, tr)
θ(ξ(P0,+, νˆ(x, tr)))
θ(ξ(P0,+, µˆ(x, tr)))
eω
0,+
0 , (4.84)
r(x, tr) =C(x, tr)
θ(ξ(P0,−, νˆ(x, tr)))
θ(ξ(P0,−, µˆ(x, tr)))
eω
0,−
0 , (4.85)
q(x, tr)r(x, tr) =
θ(ξ(P0,−, νˆ(x, tr)))
θ(ξ(P0,−, µˆ(x, tr)))
θ(ξ(P0,+, µˆ(x, tr)))
θ(ξ(P0,+, νˆ(x, tr)))
eω
0,−
0 −ω
0,+
0 . (4.86)
The asymptotic behavior (4.60) of ψ1 near P0,± then yields
ψ˜1(P, x, x0, tr, t0,r) =
ζ→0
C(x, x0, tr, t0,r)
θ(ξ(P0,−, µˆ(x, tr)))
θ(ξ(P0,−, µˆ(x0, t0,r)))
(4.87)
× e−i(x−x0)e0,−−i(tr−t0,r)Ω˜0,−r +O(ζ) as P → P0,−,
ψ˜1(P, x, x0, tr, t0,r) =
ζ→0
C(x, x0, tr, t0,r)
θ(ξ(P0,+, µˆ(x, tr)))
θ(ξ(P0,+, µˆ(x0, t0,r)))
(4.88)
× e−i(x−x0)e0,+−i(tr−t0,r)Ω˜0,+r +O(ζ) as P → P0,+.
A comparison of (4.60), (4.87) and (4.88) then yields (4.73) and (4.76).
(4.72) follows from (4.76) and (4.84). (4.77) is a consequence of (4.72) and
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(4.85). The linearization property of the Abel map in (4.74) and (4.75) a
standard investigation of the differentials Ωi(x, x0, tr, t0,r) = d ln(ψi(·, x, x0, tr, t0,r)),
i = 1, 2 (c.f. [23]).
5 n-Dark Solitons
In this section, we will link the quasi-periodic solutions of FL hierarchy
derived in section 4 with the n-dark solitons through a limiting procedure.
It is known that the solutions obtained after degeneration of the hyper-
elliptic spectral curve depend on the ramification points of Kn and different
choices may lead to different solutions such as solitons, cuspons or peakons,
breathers, etc. in some other integrable models. To derive the n-dark soli-
tons of FL hierarchy, we degenerate the hyperelliptic curve Kn of genus n
into a genus zero algebraic curve by pinching all aj-cycles of the associated
Riemann surface (cf. [3]). We assume that the ramification points Em are
ordered according to
Re(Ej) 6 Re(Ek), j < k, j, k = 0, . . . , 2n + 1,
and consider the limit
E2m−1, E2m → αm, m = 1, . . . , n, (5.1)
where αm 6= αk for m 6= k. Putting E0 = −β,E2n+1 = β with β > 0, one
finds
Kn → K0n : y2 = (ξ2 − β2)
n∏
j=1
(ξ − αj)2, (5.2)
where β 6= αj , j = 1, . . . , n. Then the holomorphic differentials ωj (cf.(3.51)),
ωj =
n∑
ℓ=1
cj(ℓ)ξ
ℓ−1
( 2n+1∏
m=0
(ξ − Em)
)−1/2
→
n∑
ℓ=1
c0j (ℓ)ξ
ℓ−1
(
(ξ2 − β2)
n∏
m=1
(ξ − αm)2
)−1/2
. (5.3)
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Using the normalization condition
∫
ak
ωj = δjk and∫
ak
ωj →
∫
ak
n∑
ℓ=1
c0j (ℓ)ξ
ℓ−1
(√
ξ2 − β2
n∏
m=1
(ξ − αm)
)−1
= 2πiϕj(αk)
(√
α2k − β2
n∏
m=1,m6=k
(αk − αm)
)−1
, (5.4)
one concludes
ϕj(αk) =
1
2πi
δj,k
√
α2k − β2
n∏
m=1,m6=k
(αk − αm). (5.5)
Here we employ the notation
ϕj(ξ) =
n∑
ℓ=1
c0j (ℓ)ξ
ℓ−1. (5.6)
Especially, one obtains
c0j (n) =
√
α2j − β2
2πi
, ϕj(ξ) = c
0
j (n)
n∏
m=1,m6=j
(ξ − αm) (5.7)
from (5.5). Comparing the coefficients (5.6) and (5.7) yields
c0j (n− 1) = −c0j (n)
∑
m6=j
αm = −
√
α2j − β2
2πi
∑
m6=j
αm,
c0j (n− 2) = c0j (n)
∑
m<n,
m,n 6=j
αmαn =
√
α2j − β2
2πi
∑
m<n,
m,n 6=j
αmαn, etc.
Then using (5.7), one finds
ωj → ω0j =
√
α2j − β2
2πi
(√
ξ2 − β2(ξ − αj)
)−1
. (5.8)
The elements of Riemann matrix τ = (τjk)
τjk =
∫
bj
ωk
→ 2
∫ β
αj
ω0k =
i
π
ln
∣∣∣ηj + ηk
ηj − ηk
∣∣∣ ≡ τ0jk (5.9)
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with ηk = (αk − β)1/2(αk + β)−1/2. So for the diagonal elements of τ ,
Re(iτkk) → −∞ in the limit (5.1). Then one can rewrite the Riemann
theta function (3.52) as
θ(z) =
∑
k∈Zn
exp
2πi n∑
j=1
kjzj + 2πi
∑
j<m
τjmkjkm + πi
n∑
j=1
τjjk
2
j

=
∑
k∈Zn
exp
2πi n∑
j=1
kj
(
zj +
1
2
τjj
)
+ 2πi
∑
j<m
τjmkjkm + πi
n∑
j=1
τjjkj(kj − 1)

∼
∑
k∈{0,1}n
exp
2πi n∑
j=1
kj
(
zj +
1
2
τjj
)
+ 2πi
∑
j<m
τ0jmkjkm
 , k = (k1, . . . , kn).
(5.10)
Theorem 5.1. The vectors U
(2)
0 , U˜
(2)
r in (4.74), (4.75) have an alternative
description:
U
(2)
0 =(U
(2)
0,1 , . . . , U
(2)
0,n), U
(2)
0,j = 2
n∑
ℓ=1
cj(ℓ)cˆℓ+1−n(E), (5.11)
U˜
(2)
r =(U˜
(2)
r,1 , . . . , U˜
(2)
r,n),
U˜
(2)
r,j =2(−1)n
2n+1∏
m=0
E−1/2m
r−∑
s=1
c˜r−s,−
2s∑
ℓ=1
cj(ℓ)cˆ2s−ℓ(E
−1)
+ 2
r+∑
s=1
c˜r+−s,+
n∑
ℓ=1
cj(ℓ)cˆℓ+2s−n−1(E). (5.12)
Accordingly, in the limit (5.1)
U
(2)
0,j → [U (2)0,j ]0 =2
n∑
ℓ=1
c0j (ℓ)cˆℓ+1−n(E
0), (5.13)
U˜
(2)
r,j → [U˜ (2)r,j ]0 =2(−1)n+1β2
n∏
m=1
α−1m
r−∑
s=1
c˜r−s,−
2s∑
ℓ=1
c0j (ℓ)cˆ2s−ℓ((E
0)−1)
+ 2
r+∑
s=1
c˜r+−s,+
n∑
ℓ=1
c0j (ℓ)cˆℓ+2s−n−1(E
0) (5.14)
where we use the notation
E0 = (β,−β, α1, . . . , αn). (5.15)
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Proof. We only prove (5.12) and the proof for (5.11) is similar (or cf. [7]).
One computes
ωj =
n∑
ℓ=1
cj(ℓ)ηℓ =
n∑
ℓ=1
cj(ℓ)
ξℓ−1
y(ξ)
dξ
=
n∑
ℓ=1
cj(ℓ)ζ
ℓ−1
∞∑
k=0
c¯k(E)ζ
kdζ
= (−1)n
2n+1∏
m=0
E−1/2m
∞∑
k=0
(
k+1∑
ℓ=1
cj(ℓ)c¯k+1−ℓ(E)ζ
k
)
dζ (5.16)
where
c¯j(E) = cˆj(E
−1).
Then the Bilinear Riemann Relation shows that
1
2πi
∫
bj
Ω
(2)
P∞+,2s−1
=
1
2s
n∑
ℓ=1
cj(ℓ)cˆℓ+2s−n−1(E), (5.17)
1
2πi
∫
bj
Ω
(2)
P∞−,2s−1
= − 1
2s
n∑
ℓ=1
cj(ℓ)cˆℓ+2s−n−1(E), (5.18)
1
2πi
∫
bj
Ω
(2)
P0,+,2s−1
=
1
2s
(−1)n
2n+1∏
m=0
E−1/2m
2s∑
ℓ=1
cj(ℓ)c¯2s−ℓ(E), (5.19)
1
2πi
∫
bj
Ω
(2)
P0,−,2s−1
= − 1
2s
(−1)n
2n+1∏
m=0
E−1/2m
2s∑
ℓ=1
cj(ℓ)c¯2s−ℓ(E), (5.20)
and hence
U˜
(2)
r,j =2(−1)n
2n+1∏
m=0
E−1/2m
r−∑
s=1
c˜r−s,−
2s∑
ℓ=1
cj(ℓ)c¯2s−ℓ(E)
+ 2
r+∑
s=1
c˜r+−s,+
n∑
ℓ=1
cj(ℓ)cˆℓ+2s−n−1(E) ∈ R, j = 1, . . . , n. (5.21)
Finally, the expressions (5.13) (5.14) follow by (5.11), (5.12).
In the following we calculate the limit values of the constants Ω˜0,+r , e0,+.
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We introduce the notations
Ln = (2n− 1)!!
2nn!
, Mm0 = 1,
Mm1 = −
2s∑
j=1
mj , Mmn = (−1)n
∑
1≤i1<...<in≤2s
mi1 . . . min ,
mj ∈ C, 1 ≤ j ≤ 2s, s ∈ N, (5.22)
and the Abel differentials Ω
(2)
P0,±,2s−1
,Ω
(2)
P∞±,2s−1
of second kind are explicitly
defined by
Ω
(2)
P∞±,2s−1
=±
∑2s
j=0 cj(E)ξ
n+2s−j
y(ξ)
dξ +
n∑
i=1
c
(2s−1)
j,± ωj,
=±
∏n+2s
j=1 (ξ −msj)
y(ξ)
dξ, (5.23)
Ω
(2)
P0,±,2s−1
=± (−1)
n+1
∏2n+1
m=0 E
1/2
m
∑2s
j=0 cj(E)ξ
−(2s+1)+j
y(ξ)
dξ
+
n∑
i=1
c˜
(2s−1)
j,± ωj,
=± ξ
−(2s+1)
∏n+2s
j=1 (ξ − m˜sj)
y(ξ)
dξ, (5.24)
where the constants c
(2s−1)
j,± , c˜
(2s−1)
j,± ,mj , m˜j are determined by the normal-
ization conditions ∫
aj
Ω
(2)
P∞±,2s−1
= 0, j = 1, . . . , n, (5.25)∫
aj
Ω
(2)
P0,±,2s−1
= 0, j = 1, . . . , n. (5.26)
Then we get
0 =
∫
aj
Ω
(2)
P∞±,2s−1
=
∫
aj
∏n+2s
j=1 (ξ −msj)
y(ξ)
dξ
(5.1)→
∫
aj
∏n+2s
j=1 (ξ − [msj ]0)√
ξ2 − β2∏nj=1(ξ − αj)dξ. (5.27)
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Hence αj, j = 1, . . . , n are the roots of polynomials
∏n+2s
j=1 (ξ − [msj ]0) using
a standard residue formula. Keeping s ∈ N fixed and assuming [ms2s+j ]0 =
αj , j = 1, . . . , n, and Mp = 0 for p ∈ Z\[1, 2s], one obtains that∫
aj
Ω
(2)
P∞±,2s−1
(5.1)→ ±
∫
aj
∏2s
j=1(ξ − [msj ]0)√
ξ2 − β2
dξ
ζ→0
= ∓
∫
aj
ζ−(2s+1)
( 2s∑
i=1
M[ms]0i ζ i
)( ∞∑
j=0
Ljβ2jζ2j
)
dζ
= ∓
∫
aj
ζ−(2s+1)
∞∑
t=0
( ∞∑
j=0
M[ms]0t−2j Ljβ2j
)
ζtdζ,
= 0, ξ = ζ−1, P → P∞±. (5.28)
This leads to
∞∑
j=0
M[ms]0t−2j Ljβ2j = 0, t = 1, . . . , 2s. (5.29)
Therefore, M[ms]0j , j = 1, . . . , [ t2 ], can be derived from the recursion relation
above. Explicitly,
M[ms]01 = 0,
M[ms]02 = −L1β2
M[ms]03 = 0,
M[ms]04 = (L21 − L2)β4, etc.
Solving the algebraic equation
∏2s
j=0M[m
s]0
j z
2s−j = 0, one gets the explicit
expressions for [msj ]
0, j = 1, . . . , 2s, which depend on the parameter β. Sim-
ilarly,∫
aj
Ω
(2)
P0,±,2s−1
(5.1)→ ±
∫
aj
ξ−(n+2s)
∏2s
j=1(ξ − [m˜sj]0)√
ξ2 − β2
dξ
ζ→0
= ±
∫
aj
ζ−(2s+1)
( 2s∑
i=1
M[m˜s]0i ζ i
)( ∞∑
j=0
Ljβ2jζ2j
)
dζ
= ±
∏2s
m=1[m˜
s
j ]
0√
−β2
∫
aj
ζ−(2s+1)
∞∑
t=0
( ∞∑
j=0
M[m˜s]0t−2j Ljβ−2j
)
ζtdζ,
= 0, ξ = ζ, P → P0,±, (5.30)
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gives rise to
∞∑
j=0
M[m˜s]0t−2j Ljβ−2j = 0, t = 1, . . . , 2s. (5.31)
and the explicit constants for [m˜sj ]
0, j = 1, . . . , 2s.
In summary, we have the following conclusions for the constants e0,±, Ω˜
0,±
r
and related limiting process.
Theorem 5.2. In the limit (5.1),
Ω
(2)
P∞±,2s−1
→ [Ω(2)P∞±,2s−1]0 = ±
∏2s
j=1(ξ − [msj ]0)√
ξ2 − β2
dξ, (5.32)
Ω
(2)
P0,±,2s−1
→ [Ω(2)P0,±,2s−1]0 = ±
ξ−(n+2s)
∏2s
j=1(ξ − [m˜sj]0)√
ξ2 − β2
dξ, (5.33)
where [msj ]
0, [m˜sj ]
0 are 2s roots of polynomials
2s∏
j=0
M[ms]0j z2s−j = 0,
2s∏
j=0
M[m˜s]0j z2s−j = 0, (5.34)
and M[ms]0j ,M[m˜
s]0
j are defined by (5.29) and (5.31), respectively. Let Q0 =
(β, 0) ∈ Kn and Q1 = (β1, y(β1)) be a point near P0,+. Then
Ω˜0,+r
(5.1)→ [Ω˜0,+r ]0 =− 4
r−∑
s=1
sc˜r−−s,−
∏2s
m=1[m˜
s
j ]
0√
−β2
∞∑
t=0
∞∑
j=0
1
t+ 1
M([ms]0)−1t−2j Ljβ−2jβt+11
+ 4
r+∑
s=1
sc˜r+−s,+
∏2s
j=1[m
s
j ]
0√
−β2
∞∑
t=0
∞∑
j=0
1
t+ 1
M[ms]0t−2j Ljβ−2j(
1
β1
)t+1,
(5.35)
Ω˜0,−r
(5.1)→ [Ω˜0,−r ]0 =− [Ω˜0,+r ]0, (5.36)
e0,+
(5.1)→ [e0,+]0 =2
∏2
j=1[m
1
j ]
0√
−β2
∞∑
t=0
∞∑
j=0
1
t+ 1
M[ms]0t−2j Ljβ−2j(
1
β1
)t+1, (5.37)
e0,−
(5.1)→ [e0,−]0 =− [e0,+]0. (5.38)
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Proof. (5.32)-(5.34) follow by (5.28)-(5.31). We only need to consider the
asymptotic behavior near P0,+, P∞+ since∫ P
Q0
Ω
(2)
P∞±,2s−1
= −
∫ P ∗
Q0
Ω
(2)
P∞±,2s−1
,
∫ P
Q0
Ω
(2)
P0,±,2s−1
= −
∫ P ∗
Q0
Ω
(2)
P0,±,2s−1
,
(5.39)
(Q0 is a branch point). Using (5.28)-(5.34), one obtains∫ P
Q0
[Ω
(2)
P∞±,2s−1
]0 =±
∫ P
Q0
∏2s
j=1(ξ − [msj ]0)√
ξ2 − β2
dξ
ζ→0
= ∓ 1
2s
ζ−2s ±
∞∑
k=1
∞∑
j=0
1
k
M[ms]02s+k−2jLjβ2j−k +O(ζ),
ξ = ζ−1, P → P∞+, (5.40)∫ P
Q0
[Ω
(2)
P∞±,2s−1
]0 =±
∫ P
Q0
∏2s
j=1(ξ − [msj ]0)√
ξ2 − β2
dξ
ζ→0
= ±
∏2s
j=1[m
s
j ]
0√
−β2
∞∑
t=0
∞∑
j=0
1
t+ 1
M[ms]0t−2j Ljβ−2j(
1
β1
)t+1
−
∫ β1
β
∏2s
j=1(ξ − [msj]0)√
ξ2 − β2
dξ +O(ζ),
ξ = ζ, P → P0,+, (5.41)∫ P
Q0
[Ω
(2)
P0,±,2s−1
]0 =±
∫ P
Q0
ξ−(2s+1)
∏2s
j=1(ξ − [m˜sj ]0)√
ξ2 − β2
dξ
ζ→0
= ∓
∞∑
t=0
1
t+ 2
(
1
β
)t+2 +O(ζ),
ξ = ζ−1, P → P∞+, (5.42)∫ P
Q0
[Ω
(2)
P0,±,2s−1
]0 =±
∫ P
Q0
ξ−(2s+1)
∏2s
j=1(ξ − [m˜sj ]0)√
ξ2 − β2
dξ
ζ→0
= ∓ 1
2s
ζ−2s ∓
∏2s
m=1[m˜
s
j ]
0√
−β2
∞∑
t=0
∞∑
j=0
1
t+ 1
M([ms]0)−1t−2j Ljβ−2jβt+11
+
∫ β1
β
ξ−(2s+1)
∏2s
j=1(ξ − [m˜sj]0)√
ξ2 − β2
dξ +O(ζ),
ξ = ζ, P → P0,+. (5.43)
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(5.35) is a consequence of (4.66), (4.68),(5.41) and (5.43). (5.37) follows
from (3.60), (3.62) and (5.41). Also (5.36) and (5.38) hold by (5.41).
Let τQ0P0,+ be the integration path from Q0 to P0,+ which completely
lies on the sheet 1 (containing P0,+) of the Riemann surface Kn. Then
αQ0,j(P0,+) =
∫
τQ0P0,+
ωj
→
√
α2j − β2
2πi
∫ 0
β
1√
ξ2 − β2(ξ − αj)
dξ
=
i
2π
ln
∣∣∣ i+ ηj
i− ηj
∣∣∣ ≡ [αQ0,j(P0,+)]0, (5.44)
or more generally, for any P = (ξ0, y(ξ0)), ξ0 ∈ C on sheet 1,
αQ0,j(P ) =
∫ P
Q0
ωj
→
√
α2j − β2
2πi
∫ ξ0
β
1√
ξ2 − β2(ξ − αj)
dξ
=
i
2π
ln
∣∣∣
√
ξ0−β
ξ0+β
+ ηj√
ξ0−β
ξ0+β
− ηj
∣∣∣ ≡ [αQ0,j(P )]0. (5.45)
To obtain reasonable solutions we assume
ΞQ0,j =
1
2
Bjj + εj (5.46)
to hold where εj , j = 1, . . . , n are supposed to be chosen arbitrarily but to
be invariant with respect to variations of Ej , for example,
εj =
1
2
− 2πi
n∑
ℓ=1,ℓ 6=j
Resξ=αℓ
(∫ ξ
β
1√
(ξ2 − β2)((ξ′)2 − β2)(ξ − αℓ)(ξ′ − αj)
dξ′
)
.
(5.47)
Similar to the Cauchy problem discussed in section 4, we are interested in
soliton solutions q, r of
F˜Lr(q, r) = 0, (q, r)|tr=t0,r = (q(0), r(0)), (5.48)
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with q(0), r(0) satisfying
s-FLn(q
(0), r(0)) = 0, (5.49)
or equivalently,
q(0)(x) =q(x0)
det(δik +
2ηj
ηj+ηk
eπi(Λ
0
j (P0,+)+Λ
0
k
(P0,+)))
det(δik +
2ηj
ηj+ηk
eπi(Λ
0
j (P0,−)+Λ
0
k
(P0,−)))
ei(x−x0)([e0,−]
0−[e0,+]0),
(5.50)
r(0)(x) =r(x0)
det(δik +
2ηj
ηj+ηk
eπi(Λ
0
j (P0,+)+Λ
0
k
(P0,+)))
det(δik +
2ηj
ηj+ηk
eπi(Λ
0
j (P0,−)+Λ
0
k
(P0,−)))
e−i(x−x0)([e0,−]
0−[e0,+]0).
(5.51)
Here and thereafter, we denote
Λ0j(P ) =− εj + [αQ0,j(P )]0 − [αQ0,j(Dµˆ(x0))]0 − i[U (2)0,j ]0(x− x0),
Λj(P ) =− εj + [αQ0,j(P )]0 − [αQ0,j(Dµˆ(x0,t0,r))]0 − i[U (2)0,j ]0(x− x0)
− i[U˜ (2)r,j ]0(tr − t0,r),
for ∀P ∈ Kn\{Q0}. Then we have the following result.
Theorem 5.3. Assume (2.1), (2.2) and suppose that (4.1) and (4.2) hold
with respect to the constraint (3.2) on Ω, where Ω ⊆ R2 is open and con-
nected. Moreover, suppose that Dµˆ(x,tr), or equivalently, Dνˆ(x,tr), is nonspe-
cial for (x, tr) ∈ Ω. Then for the Cauchy problem of FL hierarchy (5.48) we
obtain the following n-dark soliton solutions
q(x, tr) =q(x0, t0,r)
det(δik +
2ηj
ηj+ηk
eπi(Λj(P0,+)+Λk(P0,+)))
det(δik +
2ηj
ηj+ηk
eπi(Λj(P0,−)+Λk(P0,−)))
× ei(x−x0)([e0,−]0−[e0,+]0)+i(tr−t0,r)([Ω˜0,−r ]0+[Ω˜0,+r ]0), (5.52)
r(x, tr) =r(x0, t0,r)
det(δik +
2ηj
ηj+ηk
eπi(Λj(P0,+)+Λk(P0,+)))
det(δik +
2ηj
ηj+ηk
eπi(Λj(P0,−)+Λk(P0,−)))
× e−i(x−x0)([e0,−]0−[e0,+]0)−i(tr−t0,r)([Ω˜0,−r ]0+[Ω˜0,+r ]0). (5.53)
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Proof. It suffices to consider the limit (5.1) of (4.76), (4.77). Using (5.10),
the symmetric property θ(z) = θ(−z) and the formula [20]
∑
k∈{0,1}n
exp
2πi n∑
j=1
kjzj + 2πi
∑
j<m
τ0jmkjkm
 = detB,
B = (bik)n×n, bik = δik +
2ηi
ηi + ηk
eπi(zi+zk),
one concludes (5.52), (5.53).
Remark 5.4. (i) Taking fixed r = (1, 1) and varying n ∈ N2\{(0, 0)}, one
finally derives the n-dark soliton solutions of FL equation (1.4), which are
consistent with those by Darboux transformation method [25].
(ii) In Theorem 5.1, taking some fixed r ∈ N2\{(0, 0)}, and varying n ∈
N
2\{(0, 0)}, we obtains the n-dark soliton solutions of the rth equation in
the FL hierarchy.
(iii) The n-dark solitons of FL hierarchy in fact depend on 2n+2 parameters
β, α1, . . . , αn, β1, ε1, . . . , εn.
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