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Plasmonic nanoparticles, such as Au nanoparticles (NPs) coated with bio-compatible ligands, are largely
studied and tested in nanomedicine for photothermal therapies. Nevertheless, no clear physical
interpretation is currently available to explain thermal transport at the nanoparticle surface, where
a solid–liquid (core–ligand) interface is coupled to a liquid–liquid (ligand–solvent) interface. This lack of
understanding makes it difficult to control the temperature increase imposed by the irradiated NPs to
the surrounding biological environment, and it has so far hindered the rational design of the NP surface
chemistry. Here, atomistic molecular dynamics simulations are used to show that thermal transport at
the nanoparticle surface depends dramatically on solvent diffusivity at the ligand–solvent interface.
Furthermore, using physical indicators of water confinement around hydrophobic and hydrophilic
ligands, a predictive model is developed to allow the engineering of NP coatings with the desired
thermal conductivities at the nanoscale.Introduction
Plasmonic nanoparticles (NPs) functionalized with bio-
compatible ligands have attracted enormous interest in the
biomedical eld.1,2 The localized surface plasmon resonance
upon irradiation of light in the ultraviolet-visible-near infrared
region has been largely exploited to improve the performances
of bio-sensing applications3 and photothermal therapies.4 In
photoporation set-ups,5 plasmonic gold nanoparticles (Au NPs)
coated by organic ligands are heated up by short-laser pulses,
inducing nanoscale transient pores in cell membranes, allow-
ing for drug/siRNA penetration into cells in vitro.6 Laser-
irradiated Au NPs have been also tested to favor a more
systematic nuclear envelope rupture (NER) and allow a rigorous
study of the related diseases.7
Regardless of the specic application, the ability to control
the temperature prole developed in the core of8 and around
plasmonic NPs9 would guarantee their optimal design. Plas-
monic NPs in biomedicine are usually coated by organic ligands
to achieve solubility, long circulating time in the bloodstream,
and biocompatibility. As a matter of fact, the presence ofia Dodecaneso 33, 16146 Genoa, Italy
no, Corso Duca degli Abruzzi 24, 10129
n (ESI) available: All the topology
perform the simulations and all tools
ns and to create the NPs are available.
of Chemistry 2020ligands inuences the thermal conductance of the nano-bio
interface, altering the temperature prole developed around
the NP. Therefore, tuning the NP ligand composition to achieve
the desired temperature increase at the NP surface, and to limit
the damage on the healthy tissues,10 is the ultimate objective for
nal designing and exploiting plasmonic coated NPs in
biomedicine.
The direct experimental measurement of the temperature
prole at NP surface is challenging, and it has been attempted
by means of the ad hoc covalent binding of polymers or
quantum dots to the NPs.11,12 A less direct approach consists in
the measurement of the interface thermal conductance via
optical pump and probe techniques, such as time-domain
thermo-reectance, oen applied to extended surfaces. It has
been shown that the presence of a ligand layer enhances the
thermal conductivity with respect to the bare solid surface in
contact with the solvent.13–15 The seminal works by Braun and
Cahill16–18 suggested the dependence of the interfacial conduc-
tance on the hydrophobic or hydrophilic nature of the coating
ligand layer.18 The nature of the solvent,17 the density of cova-
lent bonds at the metal surface19 and the work of adhesion
needed to separate the liquid from the solid20 are all factors that
have been shown to affect thermal conductance. There is
a general consensus that in the presence of a three-component
interface, namely metal–ligand–solvent, the ligand–solvent
interface offers the largest thermal resistance,21 thereby playing
amajor role in the study of heat transfer mechanisms. However,
this interface cannot be classied as an ideal solid–liquid nor as
liquid–liquid interface, instead it strictly preserves a somatterNanoscale Adv.
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View Article Onlinenature whose thermal properties are likely to be explained only
considering its chemical and physical features at the molecular
scale. For this reason, molecular modelling techniques have
been adopted to clarify and unveil the most critical phenomena
ruling the heat transfer at the ligand–water nanoscale interface.
Molecular dynamics (MD) in particular, has demonstrated
a considerable potential to distinguish the specic molecular
mechanisms which inuence heat conduction and the forma-
tion of thermal gradients around NPs. MD studies have proved
that stronger van der Waals interactions favor heat conduction,
both at metal–solvent22,23 and ligand–solvent interfaces.21,24 The
collaborative effects of van der Waals and electrostatic forces,
which contribute to the formation of hydrogen bonds between
the ligands and the solvent, have also shown to increase
thermal conductance at ligand–solvent interfaces.25 Heat
conduction can be enhanced also by the reciprocal alignment of
ligands and intercalating solvent molecules.26
Based on the acoustic and diffusive mismatch models of the
thermal conductance at solid–solid interfaces, several MD
studies have related interfacial temperature drops to the overlap
of the vibrational spectra,27 even for solid–liquid and liquid–
liquid interfaces. For example, the overlap of the vibrational
density of states (vDOS) between Au NPs and rigid or exible
water models has been invoked to explain a little difference in
the thermal conductance at the Au–water interface.28 Similar
considerations hold for three-component interfaces. Gezelter
and collaborators have found positive correlation between the
overlap of the vibrational power spectra of the interface
components and the thermal conductance, in different systems
including Au surface/butanethiol/organic solvent,29 CdSeFig. 1 (A) The Au–S core of the NP, Au in yellow and S in gray; the stick
Only two ligands are shown. (B) The different ligands considered in this
a hydrated Au NP functionalized by PEG7 (water is not shown for clarity
Nanoscale Adv.surface/hexylamine/hexane,30 Au NP/alkane (or alkene) thiols/
hexane.26 Organic ligands with long saturated carbon tails are
expected to have a good vibrational overlap with organic alkane
solvents.21 However, relating the temperature drops at solid–
liquid and liquid–liquid interfaces with the spectra overlapping
between the involved materials is not always straightforward,
and oen only qualitative trends can be derived from this kind
of analysis.21 No correlation between spectral overlap and
thermal conductance was found by Alexeev et al. for graphene–
water interfaces.23 For thiolated Au surfaces in water, Hung et al.
found lower thermal conductance for hydrophobic self-
assembled monolayers (SAMs) than for hydrophilic, –OH-
terminated SAMs, but no correlation with the overlap between
their vibrational spectra and that of water.31 Overall, the reli-
ability of this approach to characterize so interfaces remains
unclear.
Here we use MD simulations to investigate the thermal
gradient developed around hot thiolated Au NP in cold bulk
water. The NP ligands have different degrees of hydrophobicity:
we consider fully hydrophobic carbon chains, polyethylene
glycol chains, and carbon chains terminated by hydrophilic,
charged groups. We show that the temperature prole devel-
oping around the hot NP can be explained in terms of interfacial
water structure and dynamics. Our results reveal that the shape
of the temperature prole, and in particular the ligand capa-
bility to retain the NP temperature in the coating volume, is
correlated to the self-diffusion coefficient of water. When
ligands are hydrophobic, water molecules do not spend enough
time at the ligand interface to cool down the coating volume,
which remains hot. On the contrary, water resides for longers represent the elastic network between Au–Au, S–S and Au–S atoms.
work: C in cyan, O in red, N in blue and H in white. (C) Snapshot of
).
This journal is © The Royal Society of Chemistry 2020
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View Article Onlinetime at the interface with hydrophilic ligands, allowing for an
efficient thermal exchange. In order to give a predictive esti-
mation of the thermal gradients, herein we suggest, and vali-
date, a quantitative model relating interfacial water
connement to the temperature drops at the interfaces, allow-
ing a fast and preliminary screening for the best ligands to coat
NPs in tailored biomedical applications.Results and discussion
Au NP models
In this work, we consider a single Au NP with a diameter of
2 nm, covalently functionalized by different organic thiols. In
Fig. 1B, from top to bottom, the rst, second and third ligand
are negatively charged: para-mercaptobenzoic acid (pMBA), 7-
methyl-mercaptoundecanoic acid (MMUA) and 6-methyl-
mercaptoundecanesulfonic acid (MMUS). 6-Methyl-mercapto-
undecane trimethylammonium (MTMA) is positively charged.
The h and sixth ligands are two neutral but hydrophilic
polyethylene glycol (PEG) chains terminated with a –OH group,
made with 3 and 7 PEG monomers, respectively. The last two
ligands are completely hydrophobic carbon chains, the 6-
methyl-undecane thiol (MC11) and a polypropylene oligomer
(POLYP). The addition of the methyl group in the MMUA,
MMUS, MTMA and MC11 ligands assure that the nal cong-
uration assumed by the functionalized NP in the water phase
(Fig. 1C) is, as much as possible, isotropic and spherical, i.e. the
methyl group is needed to prevent the ordered packing of the
alkane chains on the NP surface, as shown in Fig. S1 of the ESI†
for the MC11 case. Fig. 1C shows the conguration assumed by
the PEG7–Au NP in the water phase; the other Au NPFig. 2 Left: simulation box used for the non-equilibrium MD simulation
Color code as in Fig. 1, water is shown as gray-stick representation. Au ato
cold water molecules constrained to move outside a sphere of 6 nm
different ligand types as a function of the distance from the NP COM, r. T
the light blue one corresponds to the ligand–water interfaces (LW) for th
Method section. Right-bottom: plot of the radial distribution function, g
This journal is © The Royal Society of Chemistry 2020congurations are shown in Fig. S2 of the ESI.† The system is
modeled with the OPLS united-atom (UA) force-eld32–36 in
explicit rigid simple point charge (SPC/E) water model,37 as
better described in the Methods section.
Non-equilibrium MD set-up
The temperature proles generated by the hot Au NPs, are ob-
tained from non-equilibrium MD simulations consisting of one
thiol protected Au NP constrained in a simulation box of about
2000 nm3 (le panel of Fig. 2). As in Tascini et al.,38 temperature
is controlled in only two spatial regions, hot and cold, by two
independent thermostats, while the rest of the system is le un-
thermostated. The heat source is represented by the Au atoms of
the NP, thermostated at an average temperature of Thot¼ 380 K.
The heat sink corresponds to a group of 500 water molecules,
constrained to move outside a sphere of 6 nm from the Au NP
center of mass (COM) (Fig. 2, blue) and thermostated at Tcold ¼
300 K. The constrained water molecules do not affect the
dynamics nor the structural properties of water, as better
detailed in the next paragraph and in the ESI (see Fig. S5†).
We also tested an alternative set-up, as described in the ESI,†
in which the heat sink is represented by a solid sphere of 7 nm
in diameter and veried that the resulting temperature prole
around the Au NPs does not depend on the choice of the non-
equilibrium MD scheme.
Temperature proles
We start analyzing the behavior of our training set of NPs,
functionalized with MC11, PEG7, PEG3, MMUA and pMBA. The
training set comprises also the reference bare Au NP. For the
bare Au NP, the only thermally conductive interface is the Au–s. A Au NP is placed at the center of the box and solvated with water.
ms are the heat source, while the sink is constituted by a group of 500
from the NP COM. Top-right: plot of the temperature profile for the
he light red shaded area corresponds to the Au–ligand interface (AuL);
e MC11 case. The protocol to compute the interface is detailed in the
(r), of water molecules as a function of r.
Nanoscale Adv.
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View Article Onlinewater interface. For the functionalized NPs there are two
interfaces, Au–ligand and ligand–water. The spatial extension of
ligand–water interfaces depends on the type of ligand, as better
described in the Methods section. In the top right panel of
Fig. 2, we show the temperature proles as a function of the
distance from the NP COM. The bare NP case, as expected,
shows a single large temperature drop at the Au–water interface,
DTAuW¼ 48.7 0.7 K.When the NP is functionalized by ligands,
we can distinguish two main behaviors depending on the
hydrophobicity of the ligand: in presence of a hydrophilic
ligand, the largest temperature drop is recorded at the Au–
ligand interface, DTAuL (light-red shaded area in Fig. 2). The
temperature drop at the ligand–water interface, DTLW (light-
blue shaded area for the MC11 case in Fig. 2), in contrast, is
smaller by an order of magnitude. For example, for the pMBA
ligand (orange line) DTAuL ¼ 39.8  0.7 K > DTLW ¼ 2.1  0.4 K.
The hydrophobic MC11 ligand, instead, shows two almost equal
temperature drops at the Au–ligand and ligand–water interfaces
(DTAuL ¼ 31.6  0.4 K and DTLW ¼ 24.3  0.3 K), separated by
a temperature plateau. The temperature drops for all ligands are
reported in Table S1 of the ESI.† A similar behavior is also
shown in the work of Hung et al.31 for the temperature drops at
the interface between a Au(111)-supported SAM and water:
using a hydrophilic SAM they observe DTAuL > DTLW and vice
versa for the hydrophobic case. We also measured the thermal
conductance obtained at the ligand–water interface, as better
described in the Methods section, and obtained values in close
agreement with the experimental data by Ge et al.18
To quantitatively rank the temperature proles, we have
dened the following dimensionless quantity:
R ¼ DTAuL
DTAuL þ DTLW : (1)
For the bare case, R ¼ 1 since DTLW ¼ 0. The lower the R
value, the more the ligand acts as a thermal insulator,
increasing DTLW and lowering DTAuL.Overlap of core, ligand and water vDOS
We calculated the vDOS of the different materials composing
the interface (Au and S atoms, ligand atoms and water mole-
cules at ligand–water interface), for the MC11 and MMUA cases,
as better detailed in the Methods section. We found, as shown
in Fig. S6 of the ESI,† that there is no appreciable difference
between the overlap of solvent and ligand vDOS in the MC11
and MMUA cases, despite the temperature proles are quite
different. We thus explored in more detail other physical
parameters characterizing the hydrophobic and hydrophilic
ligand–water interfaces.Dynamics and structure of interfacial water
Since hydrophobicity seems to be an important driving force
shaping the temperature prole around the NP, we have
investigated water penetration into the shell of the different
ligand types. The bottom-right panel of Fig. 2 shows the radial
distribution functions (RDFs) of the water molecules asNanoscale Adv.a function of the distance from the NP COM. Despite the
different chemico–physical nature of the ligands, there is no
clear correlation between the water RDFs and the temperature
proles. For instance, the RDFs of water for MMUA and MC11
are quite similar while the temperature proles differ signi-
cantly. This suggests that, if water molecules play a role in the
heat transfer, this may not be related to the number of water
molecules inside the ligand shell or at the ligand–water inter-
face but rather to water dynamics or to the specic interaction
between water molecules and the functionalizing ligands.
We thus investigated if and how the thermal gradients are
correlated to the mobility of interfacial water. We classify as
interfacial water all water molecules having non-bonded interac-
tions with the ligand atoms (Lennard-Jones and Coulomb energy
terms) larger than the thermal energy of the uid at interface
(fkBT), as described in detail in the Methods section and in
Chiavazzo et al.39 From equilibrium MD simulations, we
computed the self-diffusion coefficient of bulk water (that is,
water far from the NP) Dbulk, and that of the interfacial water
molecules, Dint. The results are shown in Fig. 3 and also reported
in Table S2 of the ESI.† The diffusion coefficient for bulk water is
compatible with the one obtained for the SPC/E water model.40,41
The diffusion coefficient of water at the ligand–water interface is
substantially reduced with respect to the bulk molecules, as also
shown in ref. 39 for water conned around a wide class of NPs.
Most interestingly, the reduction of the diffusion coefficient
depends on the functionalization of the Au NP: we recorded the
lowest value of the diffusion coefficient for the pMBA ligand, Dint
¼ 0.74  0.03 105 cm2 s1, and the highest Dint ¼ 1.72  0.06
105 cm2 s1 is found in presence of the hydrophobic MC11
ligand type. Dint visibly clusters into three groups identied as
weakly, moderately and highly conned water corresponding to
the transition from hydrophobic to hydrophilic ligands and
eventually to the bare Au surface (panel A and C of Fig. 3). We also
quantied the residence time of interfacial water around the
different types of ligands, sr (panel D of Fig. 3), as dened in the
Methods section. The residence time depends on the function-
alization of the Au NP: the lowest value is recorded for the MC11
(sr ¼ 0.7 ps) and the largest for the pMBA (sr ¼ 42 ps). Fig. 3
distinctly emphasizes that a large water mobility at hydrophobic
ligand interface prevents the heat release at the ligand–water
interface. Hydrophobic ligands are thus acting as a thermal
insulator. On the other hand, a more conned water state regis-
tered around the hydrophilic ligands is the promoter of a more
efficient thermal transport across the interface (highest R).
To characterize the water structuring and density at interface
we calculated the RDF of the water oxygens as a function of the
distance between the oxygen and any atom of the Au NP and
ligands. As conrmed by Fig. 3B, the MC11 coated Au NP shows,
at ligand–water interface, the lowest density and oxygen struc-
turing. The hydrophilic NPs, instead, exhibit a typical layering
prole around highly interacting moieties.A predictive model based on energetic and structural data
We then tested if the different behavior of interfacial water
could be related to the strength and spatial extent of the ligand–This journal is © The Royal Society of Chemistry 2020
Fig. 3 (A) Self-diffusion coefficient of the water molecules confined at the ligand–water interface, Dint, for the different ligand types. The grey
area corresponds to the range of the self-diffusion coefficient of bulk water, far from the NP (Dbulk), obtained for the different ligands, compatible
with the SPC/E self-diffusion coefficient.40,41 (B) Radial distribution function, g(r), of the water oxygens as a function of the distance between the
oxygen and any atom of the Au NP and ligands. (C) and (D) Plot of the R parameter (see eqn (1)) as a function of Dint (C) or as a function of the
water characteristic residence time sr (D), at ligand–water interface. Colored bars and circles indicate the degree of water confinement: red for
weakly confined water at the interface of hydrophobic MC11, green for moderately confined water in proximity of hydrophilic PEG7, PEG3 and
MMUA and purple for highly confined water close to charged pMBA and bare Au NP.
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View Article Onlinewater interaction. Indeed, energy and structural data are
accessible via equilibrium MD simulations without recurring to
non-equilibrium set-ups and to the extensive sampling that is
required to quantify water dynamics or temperature proles. As
proposed by Chiavazzo et al.39 we characterized the water
connement around a NP by means of a spatial and an ener-
getic parameter, d and 3. Fig. 4A provides a graphical explana-
tion of the physical meaning of d and 3. Their denition relies
on the identication of a single-well effective potential inter-
action between water and the NP surface. The characteristic
length of water nanolayer d can be explained as a measurement
of the thickness of the layer in which the non-bonded interac-
tion energy between water and the ligands is larger than
thermal energy (fkBT), thus causing the typically reduced
solvent mobility at the interface.42 The water connement
energy 3 instead represents the binding energy of the effective
potential between interfacial water and the NP (core and
ligands). We have then computed these two parameters for all
the considered Au NPs, as reported in Fig. 4 and in Table S1 of
the ESI.†This journal is © The Royal Society of Chemistry 2020The water connement energy 3, which is expressed
in kJ mol1, is divided by the thermal energy associated to the
temperature at the ligand–water interface, in order to obtain
a dimensionless parameter, the normalized-3. In Fig. 4 the
parameter R (see eqn (1)) is plotted as a function of normalized-3
(panel B); and as a function of the characteristic water
connement length, d (panel C). The normalized-3 and
d parameters are distributed in three main regions. For R < 0.8,
we only nd the MC11 ligand that is characterized by the
smallest R and the feeblest interaction with water (normalized-3
¼ 1.48  0.06 and d ¼ 0.34  0.01 nm). All the hydrophilic
ligands (PEG7, MMUA, PEG3 and pMBA), instead, show similar
values of the normalized-3 and d (see Table S1†). Finally, for R¼
1 we have the bare Au NP with the strongest interaction with
water (normalized-3¼4.41  0.06) and the largest d¼ 0.463
0.006 nm. We thus observe that ligands with a feebler interac-
tion with water lead to the formation of a thick hot layer around
the NP, which is further evidence of a poor heat conduction on
the solvent side. The R data vs. normalized-3 and d are well tted
by a hyperbolic function (solid grey line in the plots of Fig. 4BNanoscale Adv.
Fig. 4 (A) Schematic representation of the adsorbed water layer (i.e. interfacial water molecules). Color code as Fig. 1. (B) Dimensionless
parameter R (see eqn (1)) as a function of the parameter 3 normalized with respect to the thermal energy associated to the temperature at ligand–
water interface. Ligands used to derive the fit parameters are shownwith full symbols, while the ligands used for model validation are indicated by
empty symbols. (C) Plot of the same parameter R as a function of the characteristic water confinement length, d.
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View Article Onlineand C, tting parameters in Table S3†). Our results suggest that
short equilibrium MD simulations could be used to screen
a large set of ligands with different degrees of hydrophobicity.
We obtained the values of the normalized-3 and d with 25 ns MD
simulations, while we had to sample at least 150 ns in order to
derive the temperature proles shown in Fig. 2.Ligand validation set
We have validated our approach by testing the reliability of the
model on three ligands that were not included in the tting
procedure, namely POLYP (hydrophobic), MMUS and MTMA
(hydrophilic, see Fig. 1). Fig. 4 shows that their R, normalized-3
and d parameters fall well within the hydrophilic and hydro-
phobic clusters previously identied and can allow for the
prediction of the temperature gradients arising at the NP–
solvent interface. The corresponding temperature proles are
shown in Fig. S8.†
Methods
Au NP core model
The core of the NP is made of 144 Au atoms with icosahedral
symmetry and 60 S atoms bound to Au atoms, as predicted via ab
initio calculations43 and resolved with X-ray spectroscopy.44 A total
of 60 ligands are bound to the NP core via Au–S bonds. The AuS
core model relies on our previous work.10,45,46 The classical
Lennard-Jones pair potential describing the Au–Au and Au–S
interactions within the OPLS model suffers from intrinsic limi-
tations at describing the many-body character of the metal
bonding, and thus it may fail at reproducing the transfer of heat
from the hot Au core to the ligands via atomic vibrations. We
solved this issue by modeling Au–Au and Au–S interactions with
an elastic network parameterized using as a target the harmonic
vibrational spectrum of the Au NP given by a more reliable many-
body model.47,48 The optimized elastic network uses two different
elastic constants: 32 500 kJmol1 nm1 for surface Au atoms and
11 000 kJ mol1 nm1 for bulk Au atoms. The S atoms are boundNanoscale Adv.to Au atoms via harmonic bonds with equilibrium distances from
ref. 43 and elastic constant of 32 500 kJ mol1 nm1. Tomaintain
the structure of S atoms stable, an elastic network is added also
between S–S atoms with an elastic constant of 25 000 kJ mol1
nm1. Moreover, to prevent the overlap between S and Au atoms
a purely repulsive Lennard-Jones potential is added between Au
and S atoms (3 ¼ 0.2324 106 kJ mol1). The non-bonded
parameters for Au atoms are from Heinz et al.49 For the S
atoms the standard OPLS parameters are used.Water model
SPC/E model is the most widely used in combination with the
OPLS force eld. It has already been used successfully for the
study of thermal transport at the interface between different
organic compounds and water.23,31,50–52 Also, the SPC/E model is
designed to well reproduce the self-diffusion coefficient of
water41,53 and it is also able to well reproduce the thermal
conductance at room temperature, with a small deviation from
experiments53–55 (about 10 to 20%).
We also tested a different water model. As we found that the
self-diffusion coefficient of water plays a crucial role in deter-
mining the heat ow from the hot nanoparticle to the cold-
water bath, we tested the TIP4P-2005 water model41,56,57 that
perfectly matches water self-diffusion coefficient, with a devia-
tion from experiments of less than 1%. For what concerns the
thermal conductance, its behavior is similar to the SPC/E
model.53 On the computational side, the TIP4P-2005 model is
about 1.5 times slower than the SPC/E model. We have calcu-
lated a new temperature prole for the TIP4P-2005 water model
with the hydrophobic MC11 ligand type and we found that the
temperature prole, within the errors, is the same as that
calculated with the SPC/E water model.Ligand models
The topology of all ligands was derived following the standard
OPLS-UA rules32–36 and our previous work,10,46,58 with missingThis journal is © The Royal Society of Chemistry 2020
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View Article Onlineparameters taken from the AMBER forceeld.59 For what
concerns the PEG chains, three OPLS-compatible parameters
were tested, from Fuchs et al.,60 Fischer et al.61 and Weiner
et al.32 For each parameter set, a MD simulation was performed
with one PEG molecule composed by 28 monomers, solvated
with about 30 000 SPC/E water molecules. We calculated the
chain radius of gyration and compared it, via extrapolation at
low molecular weight, with the experimental data by Kawaguchi
et al.62 The model based on Weiner is able to reproduce well the
experimental data. The cationic trimethylammonium terminal
group of the MTMA ligand rely on the modied-Berger param-
eters for lipids63 while the anionic terminal group of the MMUS
ligand are taken from ref. 64. All the topology les of the ligands
and of the functionalized Au NPs used in this work are freely
available in our online repository.65 For what concerns the
generation of the functionalized Au NPs the reader is addressed
to the ESI.†MD simulation set-up
All non-equilibrium simulations were performed with a time step
of 2 fs. The pressure was kept constant at 1 bar with Parrinello–
Rahman barostat66 (sP ¼ 0.1 ps). The temperature of the two
thermostated regions were kept constant with two Nose–Hoover
thermostats.67 The heat source was set at 380 K (sT ¼ 0.5 ps) and
the heat sink at 300 K (sT ¼ 1 ps). The Thot temperature we chose
is lower than the typical melting temperature of Au NPs of this
size,68 while Tcold is the reference room temperature. The NP was
restrained at the center of the box by applying a position restraint
at one of the most internal Au atoms with an elastic constant of
5000 kJ mol1 nm1 in the three directions. The group of 500
water molecules associated with the heat sink was constrained to
move outside a sphere of radius 6 nmcentered at the center of the
box, with a spherical at-bottom position restraint and an elastic
constant of 1000 kJ mol1 nm1. Each water molecule in this
group is subject to a harmonic repulsive potential only if its
distance from the NP COM is less than 6 nm, otherwise it moves
unperturbed. All non-equilibrium simulations were pre-
equilibrated with the same parameters for 5 ns. Then, 80 ns
long production runs, for each NP, were performed and used to
calculate the temperature proles.
All equilibriumMD simulations to calculate water properties
were performed in the NPTNP ensemble with a time step of 1 fs
and a verlet-buffer-tolerance of 0.0001 kJ mol1 ps1. These
simulations were pre-equilibrated in the NPT ensemble with
a time step of 2 fs, Berendsen barostat69 and v-rescale thermo-
stat70 to maintain constant, respectively, pressure (1 bar) and
temperature of the system (300 K). Then, the barostat was
switched to Parrinello–Rahman (sP ¼ 0.1 ps) and the v-rescale
thermostat (sT ¼ 0.2 ps), with a reference temperature of 300
K, was applied only on the NP atoms while the rest of the system
was le un-thermostated, in order not to affect the properties of
water at the interface. In this case two independent 5 ns runs
were performed for each NP.
In all simulations the rigid SPC/E37water model and the PME
method, with a grid spacing of 0.12 nm for long-range electro-
statics, was used. All H-bonds were constrained with the LINCSThis journal is © The Royal Society of Chemistry 2020(linear constraint solver) algorithm.71 All simulations were per-
formed with Gromacs v. 2018.72
Temperature proles
The temperature proles in function of the distance from the
NP COM, were calculated with an in house Gromacs tool, freely
downloadable from our online repository.65 To calculate the
local temperature, the system was divided in spherical shells of
xed thickness (Dr ¼ 0.2 nm) and the kinetic energy (Ki) for the
ith shell was calculated according to the equipartition theorem
as Ti¼ NDOFi Ki/2. NDOFi is the total number of degrees of freedom
(DOF) in the ith shell, taking appropriately into account the
presence of constrained bonds.
In order to obtain a smooth temperature prole, as shown in
Fig. 2, each prole is obtained by averaging, along the 80 ns
trajectory, the temperature proles collected every 2 ns; this
time interval was chosen in such a way as to average indepen-
dent temperature proles, coherently with the longest decor-
relation time of the temperature of a given shell, as we have
calculated with the error estimation option of the gmx analyze
tool. The error on temperature was computed as the standard
error associated to the mean.
Core–ligand and ligand–water interfaces
The temperature drop at the sharp Au–ligand interface (and Au–
water in the case of the bare NP), DTAuL, was calculated as DTAuL
¼ T(r ¼ 1 nm)  T(r ¼ 0.8 nm). Since the ligand–water interface
is not sharp, we dened the temperature drop at the ligand–
water interface as DTLW ¼ T(rW)  T(rL). Where rL is the radius,
from the NP COM, that gives 75% of the integral of the ligand
RDF, while rW gives 95%. The values of rL and rW are reported in
Table S1.†
Thermal conductance
The thermal conductance G at the interface between NP ligands
and water was quantied via:73
G ¼ J/DT
where J is the heat ux across the interface. As already
successfully done,74,75 following the work of Hoover and Hoo-
ver76 it is possible to compute the amount of energy delivered to
the system by the hot Nose–Hoover thermostat. The heat ux
across the ligan–dwater interface was computed as follow:
J ¼  hxiNDOFkBThot
SLW
where hxi is the time average of the thermostat heat bath
parameter,NDOF and Thot are, respectively, the number of degrees
of freedom and temperature of the hot thermostat, kB is the
Boltzmann constant and SLW is the surface area of the ligand–
water interface. We performed two simulations in order to obtain
the G value for a hydrophilic and a hydrophobic ligand differing
only for their terminal group, namely MMUS (from the new
Validation set) and MC11. We obtained G ¼ 470  54 MW m2
K1 for the hydrophilicMMUS ligand, andG¼ 123 15MWm2Nanoscale Adv.
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View Article OnlineK1 for the hydrophobic MC11 ligand. These data are in good
agreement with the experimental data by Ge et al.,18 related to at
surfaces functionalized by SAMs of different hydrophobicity.Solvent accessible surface area (SASA)
The SASA estimation, needed for the calculation of 3 and d, was
obtained from a 5 ns long simulation, for each NP, with the gmx
sasa tool.77Self-diffusion coefficient
The self-diffusion coefficient of bulk water, Dbulk, was calculated
following the Einstein relationship with the mean square
displacement (MSD) calculated as:
MSD ¼ lim
t/þN
D
kriðtÞ  rið0Þk2
E
i˛bulkwater
¼ 6Dt
the MSD was calculated by the gmx msd tool. The error was
computed as the standard deviation of the self-diffusion ob-
tained from independent simulations.
The self-diffusion coefficient of water at the ligand-water
interface, Dint, was calculated with a homemade Gromacs
tool, freely downloadable from our online repository.65 The
input trajectory, with 1 frame every 5 ps, was divided into
stretches of 150 ps. For each stretch, the MSD was calculated
only for the water molecules that were in contact (within a cut-
off equal to the value of d) with at least one atom of the NP +
ligands system (i.e. those water molecules within d from the NP
+ ligands SASA) in the rst frame of that stretch. Then, the MSD
was averaged between all stretches and Dint was calculated with
the Einstein relationship. The error was computed in the same
way as for Dbulk.Characteristic connement estimator
The concept of interfacial water, also known as hydration layer,
has been largely studied because of its structural and thermo-
dynamic properties, which are found signicantly different
from those of bulk water. Essentially, the collective non-bonded
interactions between interfacial water molecules and the adja-
cent atoms of the solute induce a more conned and ordered
state of water, with remarkable consequences on nanoparticle
or protein stability, self-assembly, nanouidic, and heat trans-
port. The characteristic water connement length d and water
connement energy 3 were dened by Chiavazzo et al.39 The
spatial d parameters denes the thickness of a shell of inuence
of the NP on water. Water molecules that are found within
a distance d from the solvent accessible area can be considered
as bound to the NP, and as such they may exhibit a different
dynamic with respect to bulk water. The 3 parameter quanties
the binding energy of the NP-bound water molecules. These
parameters, which are experimentally validated by Diallo
et al.,78,79 were calculated using our modied version of the
Matlab script, freely downloadable from our online repository.65
The error estimation to 3 and d is described in the ESI.†Nanoscale Adv.Characteristic residence time
The water characteristic residence time, sr, is calculated with
a homemade Gromacs tool, available in our online repository.65
For each frame of the trajectory, a shell of thickness s around
each atom of the NP is dened. Each water molecule for each
frame is tracked to record the time, s, for which the water
molecule is continuously inside the shell, i.e. continuously in
contact with an atom of the NP. A frequency histogram P(s) is
built. The characteristic residence time, sr, is dened as80,81
sr ¼
ðþN
0
sPðsÞds
ðþN
0
PðsÞds
:Vibrational density of states
The vDOS spectra are calculated by means of the double
precision version of the Gromacs gmx dos tool82 using the
Fourier transform of the mass-weighted velocity autocorrelation
function.83Conclusions
In this work, we have unveiled the role of water dynamics on the
thermal conductance at the three-component Au NP–ligand–
water interface. In particular, we have investigated via MD
simulations the interfacial water physics driving the thermal
transport from a hot ligand coated Au NP to a cold-water bath.
For bare NPs and hydrophilic ligand-coated NPs, the tempera-
ture prole exhibits a single steep descent at the Au–ligand
interface. Instead, a different temperature prole is found in the
case of fully hydrophobic ligands coating the hot Au NP. We
observe a rst temperature drop at the Au–ligand interface,
a temperature plateau, and a second large drop of at the ligand–
water interface.
We thus propose an interpretation of the data based on the
dynamics of water at the ligand–water interface. The large water
mobility registered only in the case of completely hydrophobic
ligands prevents interfacial water from exchanging heat with
the hot NP, thereby increasing the thermal resistance at the
ligand–water interface and causing a signicant heating of the
ligand shell. On the contrary, water is more effectively conned
at the interface with hydrophilic ligands, promoting NP-to-
solvent heat transfer and reducing the thermal resistance at
the ligand–water interface. This mechanism, which we have
described for the case of thiolated Au NPs, can also explain the
dependence of thermal conductance on the hydrophobicity of
the self-assembled monolayers adsorbed at different planar
interfaces.18
Beyond the physical insight, our study can contribute to the
engineering of coated NPs with controlled thermal behavior in
presence of intense, short laser pulses.9 The proposed compu-
tational approach could indeed be used to predict which func-
tionalization would be more efficient at creating a spatially
conned hot region around the NP. As this approach is basedThis journal is © The Royal Society of Chemistry 2020
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View Article Onlineon the use of short equilibrium molecular dynamics runs, it
could be easily exported to the case of larger NPs, coated by
more massive organic ligands.12 These results, together with the
knowledge of the NP absorbance, could nally allow the esti-
mation of the temperature rise occurring in those biological
components in direct contact with theranostic Au NPs, such as
the lipids and the plasma membrane proteins in photoporation
applications.
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