Time optimal control has been applied to a digital computer control system governing a research reactor (Toshiba Training Reactor). A program was developed for the control computer, with which actual experiments were performed. The results demonstrated the applicability of the various modern control theories for designing such systems.
INTRODUCTION
Using analytical results obtained in preceding papers(1)(2), an experiment on time optimal control has been performed for a digital computer control system comprising the TTR -a 100kW swimming pool type reactor, a TOSBAC 3225A digital control computer, and a special satellite digital computer alarm scanner.
The purpose of this experiment is to develop an effective method applicable to direct digital control (DDC) system, and more particularly to examine the utility of the modern control theory to practical systems design.
The time optimal control considered here is a control that transfers the reactor state from one to another in minimum time, while holding within prescribed limits the maximum reactivity in core as well as the maximum overshoot of reactor power.
The DDC system can also be arranged to provide a control that maintains the reactor power constant at a given steady state, and as such is not necessarily time optimal. Switchover between constant power and time 
II . SYSTEM DESCRIPTION
The digital computer control system for TTR was planned for examining the feasibility of a fully automated control system using digital computers, and resulted in successful demonstration of completely automatic reactor operation, covering pre-startup check, startup, scheduled power operation and shutdown, as well as scram/alarm monitoring and data logging by digital computers. Details of this system have already been reported(3), and it should suffice to briefly describe only the part of the system directly related to the reactor power control. (see Fig. 1 III. SOME PRACTICAL
CONSIDERATIONS
Before considering the actual programming of the time optimal control, it is necessary to solve some practical problems, as mentioned in the introduction.
1. Discrepancy between One Delayed Neutron Group Model and the Exact Model
Although the one delayed neutron group model is useful in simplifying the optimal control design, one cannot avoid some discrepancy in the reactor power change calculated for a given control function u(t) between the results from this model and the actual reactor state. This discrepancy cannot be corrected by adjustment of the lumped decay constant of the one group delayed neutron precursors.
For the six group model the prompt jump approximation gives (1) where n, ci's are normalized quantities. Combining the above equations,
The above equation reveals upon comparison with Eq. (12) in Part (I) of the present series that the accurate effective decay constant leff is a time variable quantity Figure 2 shows the variation of leff with reactivity corresponding to typical power variations calculated with the six group model . In the figure, the optimal trajectory (A) leads to a final power which is about 17 .9 times as large as the initial power while with the trajectory (B) this is about 8.1 times.
Since this relation between leff and the reactivity is not too dependent on the magnitude of power variation, the one group decay constant should be replaced by leff which is approximately determined as a function of reactivity.
By this approximation, the point at which the optimal trajectory reaches the maximum reactor power boundary and the control algorithms developed later become more realistic.
This approximation is also used in the negative reactivity region. Since this delay t is included in the control input u, the equations of motion are (3) for the uniform reactivity worth model. Letting u(t-t)=v (t) in the above equations, one obtains the same equation as for the ideal case in the preceding papers.
In order to establish a feedback type of control in discrete time systems, the control v(t) is determined by the state variable at the sampling instant t=kT, at which moment the control must be instantaneously changed. Thus we derive the equation v(t)=s(n(t), r(t)), t=kT or u(t')=s(n(t'+t), r(t'+t)), t'=t-t. Since the time delay t is smaller than the period T, the state variable can be predicted from the linearized model:
where (u'=+-u0t) is the preceding control and u' (t-T+t) is assumed to be zero if tT+t<=0.
The second term of Eq. (5) and the third term of Eq. (6) are the corrections to cover the preceding rod motion, while the second term of Eq. (6) is that for the present reactivity.
As shown later, these two corrections will be taken up separately in the actual control algorithm.
Reactivity Computation
The reactivity can be computed in two steps: first the concentrations of the delayed neutron precursors are calculated with Eq. (1), and then the reactivity PROGRAMMING OF CONTROL ALGORITHMS Here we consider the methods for computing reactivity and for determining the optimal control as a function of the state variables. Then the programming of the optimal control algorithms is discussed together with the method of selecting the control rods to be moved.
1. Reactivity Calculation To obtain the reactivity, the concentrations of the delayed neutron precursors are necessary for each sampling instant.
Solving Eq. (1) with the initial conditions ci=ci(0) at t=0, the conditions at t=T are given by (8) Since the details of n(t) between t=0 and t=T cannot be known, this is assumed to be Substituting the above equation into Eq. (8) leads to (9) It is indicated from this equation that the concentrations of the delayed neutron precursors ci(mT) can be derived from their value at the preceding sampling ci[(m-1)T) and the neutron densities at the present and the preceding samplings, i.e. n(mT) and n[(m-1)T]. Using these values the reactivity is calculated with the use of Eq. (7).
Critical Curve and Width
As discussed in the previous papers, once a target equilibrium state is determined, the optimal trajectories reaching this state are determined by a switching locus such as shown in Fig. 3 of Part (II) (2) . Now, in order to determine the optimal control, the critical curve as well as the width of the unsaturated region of pulse width t defined in the neighborhood of the terminal state are extended to the whole state space in Fig. 4 of this page. Since the optimal control should aim at maintaining r=ra near the boundary, it can be given by a linear approximation where the reactivity worth dr/dw is the value at r=ra. The above equation can also be used on the boundary r=rb by changing the suffix.
With respect to the stretch C of the curve, it has been shown that the switching locus does not coincide with a single trajectory .
However the difference between the locus and the optimal trajectory, for instance the innermost one (A), is practically negligible, as was shown in Fig. 4 of Part (II) of the present series. Hence the locus can be approximated by (A) of that figure.
The same figure showed that the optimal control in this region should be determined such that the state variable would be drawn onto the curve (A) in one sampling interval T if possible.
Thus the equicontrol curve with x=+-1, 0 ?? t ?? T can be drawn near the curve (A).
To simplify the determination of the optimal control, the system equations are simplified by linear approximation and are solved for PWM control a for one sampling period. The results are as follows, where the second derivative of reactivity with respect to w is neglected: where the first term on the right hand side is the original deviation from the critical curve, and hence the second term represents the contraction factor, which is smaller than one. Thus the critical curve can be taken to be p0-lrT/(1-r), and the width to be (dr/dw){u0T/(1-r)}. In terms of neutron density n, the control
The above equation also holds in the negative reactivity region i.e., in the stretch D'. In the stretch E, the critical curve and the width are defined by Eq. (49) in Part (II) of the present series.
Thus the critical curve and the width can be defined to cover the whole region and from this the control a is determined in feedback control form.
Since both the reactivity r and the control rod position w have one to one correspondence in every stretch of the curve, the critical curve as well as the width can be considered functions of the reactivity, and these are fitted by polynominals of the reactivity, using the method of least squares to simplify computation in the control computer.
In addition the correction for the time delay t is taken into account by adding it to the period T in the calculation of the critical curve, as for instance in Eq. (16).
Control Rod Selection
From considerations of safety in reactor operation, the allowable positive reactivity has been limited to 0.25 $, corresponding to an asymptotic reactor period of 25 sec. The negative reactivity limit is determined by the available regulating rods. There are two regulating rods in TTR: the fine regulating rod has about 0.5 $ worth of reactivity, and the coarse regulating rod about 0.8 $.
To maintain a sufficient rate of reactivity change, -0.5 $ is taken as limit for negative reactivity.
Hence the sequence of manipulation of these rods must be artificially determined beforehand, especially for a power descent.
The method of rod selection employed is as follows.
For a reactivity decrease, first lower the fine regulating rod until it reaches the lower limit of its travel.
If it is necessary to further decrease the reactivity, the coarse regulating rod is lowered as long as the drive signal is at the limit value t=T.
For a reactivity increase, the fine regulating rod is always manipulated except when (a) the prevailing reactivity is smaller than the value r=-rc<0, which corresponds to the reactivity change created by the insertion of the fine regulating rod from its center to its lower limit and (b) the coarse regulating rod has been lowered, in which case the coarse regulating rod is withdrawn first. Moreover, if the fine regulating rod has already been fully withdrawn, and the reactivity is to be further increased, the coarse regulating rod is moved upward as long as the full drive signal is maintained.
Since the coarse regulating rod drive is commanded by on-off switching, the "on" signal is transmitted only when the reactor is set to full drive.
The critical curve and the width in the negative reactivity region are determined on the basis of the reactivity change produced by this control rod manipulation.
Flow Chart of the Whole Program
The flow chart of the whole program organized to give the optimal control signals to the regulating rods is shown in Fig. 5 . The reactor power signal is read through alarm scanner every 2 sec and is averaged to reduce the noise component . Then this signal is normalized such that the target power always corresponds to a constant value, 1,000. The normalization factor is computed before each target power change .
Since the reactivity is determined by the ratio between the sum of the concentrations of the delayed neutron precursors and the overall neutron density , the former is computed from the raw data of the latter on Eq . 
Reactor Simulator Experiment
Prior to actual reactor experiment, a reactor simulator experiment was performed to check the validity of the control program. The system used was almost identical to the actual system, only with the reactor core replaced by an electronic reactor simulator: The control rod motion was detected in the reactor core, made subcritical for this particular experiment, and the data was converted to reactivity signals for transmission to the simulator.
The output from the simulator was fed to a direct current amplifier as substitute for signals from the CIC. The reactivity worth of the control rod was assumed to be uniform throughout its travel. An example of the experimental results is shown in Fig. 7 . It may be concluded that the validity of the control program has been ascertained, considering that imperfection in the reactivity signal pick up, combined with delay in the response of the simulator to this signal were the points that had been feared to deteriorate the system response.
Based on this judgement, it was decided to proceed with the reactor experiments.
Transient Performance
The transient performance of the time optimal control was investigated for various J . Nucl. Sci. Technol. Another example is shown in Fig. 9 in the form of plots on the phase plane, along with the critical curve and the width. Figure 10 shows the changes observed on the various parameters during a transient from 84 W to 1.5 kW. Also shown in the figure is the calculated power and reactivity variations based on the continuous control scheme.
From these results, it is thus ascertained that the present control program can really produce the time optimal reactor power ascent.
The effect of the time delay correction is shown in Fig. 11 , where the correction to A typical result for reactor power descent is shown in Fig. 12 , where the regulating rod motion is also presented . A phase plane plot of another run is shown in Fig . 13 Table 1 shows the gradient as well as the optimal and maximum widths for some values of l'.
Since these facts are derived from sufficient conditions for stability, they may be adopted as guidelines to experimental determination of the optimal parameters. 
