Chromatin interactions mediated by a particular protein are of interest for studying gene regulation, especially the regulation of genes that are associated with, or known to be causative of, a disease. A recent molecular technique, Chromatin interaction analysis by paired-end tag sequencing (ChIA-PET), that uses chromatin immunoprecipitation (ChIP) and high throughput paired-end sequencing, is able to detect such chromatin interactions genomewide. However, ChIA-PET may generate noise (i.e., pairings of DNA fragments by random chance) in addition to true signal (i.e., pairings of DNA fragments by interactions). In this paper, we propose MC_DIST based on a mixture modeling framework to identify true chromatin interactions from ChIA-PET count data (counts of DNA fragment pairs). The model is cast into a Bayesian framework to take into account the dependency among the data and the available information on protein binding sites and gene promoters to reduce false positives. A simulation study showed that MC_DIST outperforms the previously proposed hypergeometric model in terms of both power and type I error rate. A real data study showed that MC_DIST may identify potential chromatin interactions between protein binding sites and gene promoters that may be missed by the hypergeometric model. An R package implementing the MC_DIST model is available at http://www.stat.osu.edu/~statgen/SOFTWARE/MDM.
Introduction
Long-range chromatin interactions mediated by a particular protein are of great interest for the study of gene regulation. This is particularly relevant in cancer research, as scientists have discovered that a number of cancer gene regulating transcription factors have binding sites that are located far away from the target gene promoter regions in certain cancers. Examples of such transcription factor binding sites include estrogen receptor (ER) binding sites in breast cancer (Carroll et al., 2006) and androgen receptor (AR) binding sites in prostate cancer (Jia et al., 2008; Wang et al., 2009; Yu et al., 2010) . Studies of such long-range chromatin interactions have been aided by the molecular technique chromosome conformation capture (3C) (Dekker et al., 2002) and many other developments derived from 3C. As a principle, 3C has been demonstrated for its ability of detecting long-range chromatin interactions (Tolhuis et al., 2002; Murrell et al., 2004; Spilianakis and Flavell, 2004; Vernimmen et al., 2007) . However, 3C is a low throughput technique since it only studies chromatin interaction between two pre-selected DNA loci. As such, many further developments to improve the capability of such a technique have flourished. They include circularized 3C (4C) (Simonis et al., 2006; Zhao et al., 2006) , carbon-copy 3C (5C) (Dostie et al., 2006) , ChIP-loop (Horike et al., 2005) , and Hi-C (Lieberman- Aiden et al., 2009 ). These new techniques address the limitations of 3C, with Hi-C being the technique that is capable of capturing genome-wide chromatin interactions.
Chromatin interaction analysis by paired-end tag sequencing (ChIA-PET) is another molecular technique for detecting genome-wide chromatin interactions (both long-range ones and short-range ones), but with restriction to those that are mediated by a particular protein. Here is a schematic description of ChIA-PET, full details can be found in Fullwood et al. (2009) . First, the chromatin is cross-linked with formaldehyde and sonication is used to break up the chromatin; second, specific antibody of choice is used to precipitate the chromatin fragments bound by the protein of interest (chromatin immunoprecipitation, or ChIP) and the biotinylated oligonucleotide half-linkers containing flanking MmeI (a restriction enzyme) sites are used to ligate the tethered DNA fragments; third, the linkers are ligated and MmeI is introduced to digest the ligated fragments; finally, the ligation products are purified using streptavidin-coated beads and the pair end tags are sequenced through high throughput paired-end sequencing. Note that the ChIP step is for the purpose of focusing on only interactions involving a particular protein of interest, which sets it apart from the Hi-C protocol. A full comparison between ChIA-PET and Hi-C can be found in de Wit and de Laat (2012) .
A ChIA-PET experiment generates millions of paired-end sequencing reads that can be mapped uniquely to the reference genome (Fullwood et al., 2009 ). Pairs of DNA regions, which we will refer to as fragment pairs, can then be determined based on the overlapping of the read alignments. For each such fragment pair, the count of alignment pairs that fall into the fragment pair can be obtained. Such counts, together with their associated fragment pairs, are referred to as the ChIA-PET count data in this paper. However, not all fragment pairs in the count data are due to true biological interactions: some of them are present because of "random collision" of two sonicated DNA fragments during ligation due to their close proximity. Such pairings are termed false pairs to distinguish them from the true pairs, those indeed the results from chromatin interactions. In general, the larger the count is, the more likely the fragment pair is a true pair. However, false pairs may also have large counts as revealed by simulation. Therefore, modeling the observed frequencies of the fragment pairs from such experiments to distinguish true pairs from false pairs is an interesting and important problem. Few methods are available for performing this task to date. The hypergeometric test employed by Fullwood et al. (2009) is an example, however the underlying assumption for such a test to be valid appears to be oversimplified. Therefore, the hypergeometric test can sometimes perform poorly, as we can see from the simulation study.
In this paper, we propose MC_DIST based on a mixture modeling framework for ChIA-PET count data to distinguish true pairs from false ones. We compared its performance with two other models, including a model (denoted as NIP) proposed in the paper for comparison purpose and the hypergeometric model (denoted as HG in this paper), through an extensive simulation study. We also applied MC_DIST on a real ChIA-PET data set from Fullwood et al. (2009) and identified potential chromatin interactions between ER binding sites and ER regulated genes that are missed by the hypergeometric model. An R package MDM (Marginal count Distance Model) implementing the MC_DIST model is available at http://www.stat.osu. edu/~statgen/SOFTWARE/MDM.
Model
Let X = {X i , i = 1, 2, …, n} be a set of random variables where X i ≥ k represents the count of fragment pair i, i.e., the number of read pairs uniquely mapped to the i-th pair of fragments in a ChIA-PET experiment, n is the total number of fragment pairs, and k is the cut-off value that one may use to decide whether a pair should be kept in the analysis. Usually, k = 1, that is, one keeps all the pairs. In Fullwood et al. (2009) , k was set to be 2, as a pair that has been observed once was assumed by the authors to be a false pair and should be excluded from the analysis. This threshold can be set by investigators based on their knowledge of the experiments.
We assume that X i follows a two-component mixture distribution:
where w oi +w 1i = 1, and λ 0i < λ 1i for 1 ≤ i ≤ n is also assumed for identifiability. The component probability mass function f(·|λ) is the (k-1)-truncated Poisson distribution:
The use of a (k-1)-truncated Poisson distribution is motivated by the nature that X i is a count and that X i ≥ k. We further note that Poisson has been used to model next-generation sequencing (NGS) count data in the literature (Marioni et al., 2008; Jiang and Wong, 2009; Srivastava and Chen, 2010) , although negative binomial is also a popular one (Anders and Huber, 2010; Robinson et al., 2010) .
For pair i (1 ≤ i ≤ n), the first component f(·|λ 0i ) models the count conditional on it being a false pair, whereas the second component f(·|λ 1i ) models the count conditional on it being a true pair. The requirement that λ 0i < λ 1i comes from a biologically supported assumption (Rousseau et al., 2011 ) that we expect the interaction intensity to be higher for a true pair.
It is easy to see that the counts of two pairs with a common fragment are correlated with each other and therefore the data are dependent. We also noted that the extent to which the locations of a fragment pair relative to a pair of known DNA loci of interest is useful for our classification purpose. In light of these two observations, we cast the above model into a Bayesian framework and incorporate the data dependency and proximity of genomic positions of pairs to known DNA loci into the modeling of the prior distributions of w 0i and w 1i . The details of the Bayesian framework are as follows.
We assume that where A, B and C are large constants, leading to uninformative distributions. In the simulation study and real data study, we chose A = B = C = 1000.
To take the data dependency and the genomic locations of the pairs relative to known DNA loci into account, we define the following two terms for each pair and use them in the specification of the priors of the w's. For pair i (1 ≤ i ≤ n), mc i , or marginal count, is defined as the sum of two marginal counts of the two fragments of the pair, where the marginal count of a fragment is defined as the sum of the counts of all pairs containing that fragment. On the other hand, dist i , or distance, is defined as the minimum of the following two values: the sum of the distance between the midpoint of frag 1i and the nearest midpoint of a transcription factor binding site (TFBS) of the protein P and the distance between the midpoint of frag 2i and the nearest gene transcription start site (TSS); and the sum of the distance between the midpoint of frag 1i and the nearest gene TSS and the distance between the midpoint of frag 2i and the the nearest midpoint of TFBS of the protein P. Here frag 1i and frag 2i are the two fragments of the pair i, and P is the protein of interest in the ChIA-PET experiment. Here, the marginal counts of the pairs reflect the dependency among the data and the distance of each pair measures the extent to which the pair is related to a pair of DNA loci of interest.
With the above two quantities, we model w 1i by a beta distribution as follows:
where ,
and d is a hyperparameter. The rmcd i stands for the "ratio of marginal count to distance of pair i". The motivations for specifying such a prior distribution are that the larger mc i is, the more active the two fragments of pair i are, thus pair i is more likely to be a true pair; and that the smaller dist i is, the more likely the pair is observed because of the interaction between the nearby TFBS and the nearby gene TSS. Since w 1i represents the probability of pair i being a true pair, it is naturally to include the rmcd i 's into the prior distribution of w 1i as described above. It is also worth to re-emphasize that, although the ChIA-PET protocol can identify the TFBSs of the protein of interest and the chromatin interactions with their regulated genes, the existence of random collisions may include pairs that do not have the correct genomic features. The introduction of the additional information (external to ChIA-PET) is precisely to address this issue and can lead to more accurate identification of random collisions without sacrificing the power of detecting true interactions. We also assume that d follows a uniform distribution, i.e., d∼U (0, D) , where D is a large constant and should be large enough to balance the difference between mc and dist, since they are in different units. In the simulation study and real data study, we chose D = 10,000. Note that we do not need to specify the prior distribution of w 0i since w 0i = 1-w 1i .
To determine whether pair i truly represents interacting chromatins, we define a latent variable
The Z i is an indicator variable in which Z i = 1(0) implies that the pair i is a true (false) pair. We conclude that pair i is a true pair whenever P(Z i = 1|X) is bigger than a cutoff, say 0.5. The posterior probabilities are calculated using samples obtained by a Markov Chain Monte Carlo (MCMC) method. Specifically, in each MCMC iteration Z i , w 1i and σ 2 are sampled from their full conditional distributions (Bernoulli distribution for Z i , beta distribution for w 1i , and inverse gamma distribution for σ 2 ). On the other hand, since the full conditional distributions of the other parameters are not of a known form, we utilize the Metropolis-Hastings algorithm using either a log-normal distribution (for λ 0i , λ 1i , r 0 or b) or a uniform distribution (for d) as the proposal distribution.
We refer to the above model as Marginal Count-Distance Model and denote it by MC_DIST. A graphical representation of MC_DIST is shown in Figure 1 . We also proposed another model, non-informative prior model (NIP), which does not take locations and dependency into account. It may be considered as a special case of MC_DIST. Specifically, in NIP we assume that w 0 and w 1 (weights of the mixture components) are common for all pairs and
The inclusion of the NIP is to show, through a simulation study, the importance of including such information in the MC_DIST model.
Inference

Simulation study
To evaluate the performance of MC_DIST and compare it with NIP and HG, we carried out a simulation study to evaluate the type I error rate, power and the effect of interaction intensity.
Data generation
To generate the count data, we imitated a ChIA-PET experiment aiming to study genome-wide chromatin interactions bound by estrogen receptor alpha (ERα) in breast cancer cell line MCF7.
First, we determined 6348 pairs of DNA loci and designated each pair either as a pair with interaction or a pair without interaction. The DNA loci used to form those 6348 pairs included 23 × 2 = 46 randomly selected ERα binding sites in MCF7 cell line (two on each human chromosome), 23 × 2 = 46 randomly selected gene transcription start sites (two on each human chromosome), and 23 × 4 = 92 randomly selected non-specific loci (not a ERα binding site or a gene transcription start site, four on each human chromosome). The ERα binding site information is obtained from database ChIPBase (Yang et al., 2013) and the gene transcription start site information is from the RefSeq gene model for human genome GRCh37/hg19 (Pruitt et al., 2014) . After we determined the DNA loci, we paired each selected ERα binding site with each selected transcription start site to get a set of 46 × 46 = 2116 pairs. We also paired each selected ERα binding site with each selected non-specific loci to get another set of 46 × 92 = 4232 pairs. The former set of pairs were designated as pairs with interaction ("true pairs") and were assigned higher sampling probabilities in the later sampling process, and the latter set of pairs were designated as pairs without interaction ("false pairs") and were assigned lower sampling probabilities in the later sampling process. To facilitate the following discussion, we denoted the 46 ERα binding sites by TFBS ij and the 46 transcription start sites by TSS ij , where 1 ≤ i ≤ 23 is the chromosome index and 1 ≤ j ≤ 2 is the locus index.
Next, we sampled 100,000 pairs of DNA loci from the above 2116+4232 = 6348 pairs (with replacement). To study the effect of interaction intensity on the performance of MC_DIST, we divided the set of 2116 pairs of DNA loci with interaction into two groups (group 1 and group 2) of equal size and assigned the sampling probabilities in such a way that the sampling probability of a pair in group 1 is twice of that of a pair in group 2. The group 1 consisted of those 1058 pairs whose two DNA loci shared the same locus index, i.e., a TFBS ij and a TSS kj for some 1 ≤ i, k ≤ 23 (i and k can be equal) and some 1 ≤ j ≤ 2. The group 2 consisted of the remaining 1058 pairs. For each pair in the set of the 4232 pairs that we designated as pairs without interaction (referred to as group 3), we assigned the sampling probability to be one third of the sampling probability of a pair in group 2. Thus for each pair in the above three groups, the sampling probabilities are 0.000436, 0.000218 and 0.000072, respectively.
For each sampled pair, we cut along the related chromosome(s) according to a Poisson process so that the expected fragment length be 250 bp (imitating a sonication process) and selected the two DNA fragments containing the two DNA loci of the sampled pair; we then randomly selected two ends from the total four ends of the two fragments and ligated the two ends with probability 0.8 (imitating a ligation process). We sequenced each ligated product to get a pair of 50 bp reads centered at, and with the read directions toward, the ligation point (imitating a restriction enzyme digestion process followed by sequencing). Then we aligned such read pairs to the reference human genome GRCh37/hg19 and discarded those read pairs with at least one read that could not be aligned uniquely to the genome, also we discarded those read pairs of which the two reads were aligned too close to each other (the criterion of "too close" are explained below in more details), as those read pairs were likely to be from self-ligated products (formed by the ligation between the two ends of the same sonicated DNA fragment). Next we extended each alignment of the remaining alignment pairs to 250 bp along the direction opposite to the read direction [imitating the read extension step in ChIA-PET analysis ]. We then define disjoint chromatin regions by overlapping extended alignments [imitating the step of identifying the ChIP-enriched interaction anchor regions in ChIA-PET analysis ]. Finally, for each pair of the obtained chromatin regions (fragment pair), we counted the number of alignment pairs that fell into it, i.e., those alignment pairs with two alignments overlapped with the two chromatin regions respectively, to obtain a data set of counts of the fragment pairs. Note that in the obtained ChIA-PET count data set we excluded those fragment pairs with count 0.
To determine whether the two reads of a read pair are too close to each other so that to be discarded in the above simulation, we calculated the logarithm of the genomic distance between the two aligned reads for each aligned read pair, and then performed a k-means clustering on all those values to partition the read pairs into two groups. Those read pairs in the group with smaller genomic distances were then assumed to be those with the two reads too close to each other. The above clustering method is also used in the ChIA-PET protocol .
Data analysis and results
The simulated data is summarized in Figure 3 , which shows count versus the logarithm of the ratio of marginal count to distance [log(rmcd)'s] for the fragment pairs. The dark green and red points represent true pairs, while the dark red and gold points represent false pairs. We see from the figure that, in general, true pairs have both large counts and large rmcds, while false pairs have both small counts and small rmcd i 's. However, there exist pairs that have large rmcds but small counts (red points), or large count but small rmcd's (dark red points to the right of the vertical line). These are pairs that are difficult to classfy correctly, and it is therefore of particular interest to see how the algorithms perform on these points.
We applied three models (MC_DIST, NIP and HG) to the simulated data, which contains 6110 fragment pairs whose counts range from 1 to 46. For each MCMC algorithm used for MC_DIST or NIP, we set the total number of iterations to be 2,000,000 and set the burn-in period to be 400,000 to ensure its convergence, which was also confirmed by the trace plots of posterior samples. Furthermore, we used Raftery and Lewis diagnostic (as in Raftery and Lewis, 1995) to ensure that the total number of iterations and the burn-in were large enough; we also used the Gelman and Rubin's convergence diagnostic (as in Gelman and Rubin, 1992) to further check for convergence of the MCMC algorithms. We used a machine with a Intel Xeon processor (E5-2643 at 3.30 GHz) and the computing time is 4.5 h for NIP model and 9 h for the MC_DIST model. For more details on the MCMC algorithms, such as the tuning parameters used in the proposal distribution of the Metropolis Hastings algorithms, the achieved acceptance rates, convergence, please see the Supplementary materials (Sections S1 and S2). Provided there is also an analysis of the posterior distribution (Section S3).
The results for the three models (MC_DIST, NIP and HG) in the simulation study are summarized in Table 1 . Note that in this table, the "type I error" refers to the false positive rate, i.e., the proportion of fragment pairs that are classified as true pairs by a particular method among all false pairs; and the "power" refers to the true positive rate, i.e., the proportion of fragment pairs that are classified as true pairs by a particular method among all true pairs. In this table, the result of HG model was obtained by setting the cut-off of p-values in such a way that the classification result had the same type I error rate (0.057) as the NIP classification result. Note that setting the cut-off for the HG model in such a way is to facilitate direct comparison of power between HG and NIP as they now have the same empirical type I error rate. The HG model performed the worst: it had the smallest power (0.418). The NIP model had a much higher power (0.872) than the HG model. On the other hand, the MC_DIST model performed the best. It had the smallest type I error rate (0.0003, only one type I error) and the highest power (0.876). By looking at those bold (true fragment pairs of which the two DNA loci were assigned lower sampling probabilities) and italic (true fragment pairs of which the two DNA loci were assigned higher sampling probabilities) entries in Table 1 , we found that pairs with strong interaction are easier to be classified correctly than those with weak interaction for the three models (especially for the HG model), as one would expect. By varying the cut-off value for the posterior probabilities of NIP, MC_DIST and that for the p-values obtained by HG, we obtained three ROC curves shown in Figure 2 . Again we see that the order of the models, from the best to the worst, is MC_DIST, NIP and HG.
We dissect the advantage of MC_DIST over NIP as an illustration of the importance of taking data dependency and the genomic locations of the pairs relative to known DNA loci into account. In particular, we compared the results of MC_DIST with NIP by plotting the count versus the logarithm of the ratio of marginal count to distance for the fragment pairs (Figure 3) . The coloring scheme is determined by results from MC_DIST: dark green points represent the true positives; gold points represent the false positives; dark red points represent the true negatives and red points represent the false negatives. The blue vertical line at 7.5 depicts the classification scheme of NIP, that is, pairs with count larger than seven are all classified as true pairs. We see that many false positives by NIP were corrected by MC_DIST (dark red points to the right of the blue line). The reason is that these pairs have small ratios of marginal count to distance, although their count are relatively large (from 8 to 14). This result demonstrates the flexibility of MC_DIST: pairs classified as "truth pairs" do not necessarily have larger counts than those classified as "false pairs"; the additional information from marginal counts and genomic features contribute to the classification rule as well.
To investigate how reproducible the results from MC_DIST are across multiple simulations, we replicated the same simulation 100 times to obtain 100 simulated data sets. MC_DIST was then applied to analyze each of them. The type I error rate across these 100 data sets ranges from 0 to 0.0079, while the power is between 0.852 and 0.938. These results show that MC_DIST performs consistently. See Section S4 and Figure S6 in the Supplementary materials for further details.
Real data analysis
We also evaluated MC_DIST on a real ChIA-PET data set. The data set is the IHM001F data set from Fullwood et al. (2009) , which was created from a ChIA-PET experiment to study the chromatin interactions mediated by estrogen receptor alpha (ERα) in MCF-7 cell line. It contains 2289 pairs of DNA fragments whose counts range from 2 to 83. In order to calculate the distance for each fragment pair, we used the TSS information in the UCSC human gene annotation (hg18) (Karolchik et al., 2014) and the ERα binding site information for the MCF7 cell line from Fullwood et al. (2009) . We applied MC_DIST to the real data set and compared the classification result with that of the HG model. The classification of the HG model was based on the q-values [p-values after false discovery rate (FDR) adjustment] and the FDR is controlled at 0.05, i.e., all pairs with q-values < 0.05 was classified as true pairs, otherwise were classified as false pairs. The result is illustrated in Figure 4 , which shows the logarithm of the count versus the logarithm of the ratio of marginal count to distance for the fragment pairs. The coloring scheme is determined by the classification results from MC_DIST and HG: dark green points represent the pairs that were classified as true pairs by both models (+/+); gold points represent pairs that were classified as true pairs by MC_DIST but as false pairs by HG (+/-); dark red points represent pairs that were classified as false pairs by both models (-/-); red points represent pairs that were classified as false pairs by MC_DIST but as true pairs by HG (-/+). We see that all but nine pairs that were classified as true pairs by MC_DIST were also classified as true pairs by HG. However, many pairs that were classified as false pairs by MC_DIST were classified as true pairs by HG (1641 out of 1857). The above observation is consistent with the property of MC_DIST model: that is, making using of the data dependency and the proximity of known DNA loci may reduce the false positive rate.
Interestingly, for the nine fragment pairs that were classified as true pairs by MC_DIST but were classified as false pairs by HG, they have high q-values (all 1 except a 0.43) and also high posterior probabilities (0.6-0.8). They are summarized in Table 2 . From the literature, we see that, among them, there are two genes (CYP24A1, PARD6B) that are ERα regulated (Labhart et al., 2005; Parisi et al., 2009 ) and one (SNX24) that is directly regulated by estrogen (Wright et al., 2009) . It turns out that all three interactions involve the chromosomal region chr17:57151973-57159980, which in fact harbors three ERα binding sites. These results showed that MC_DIST may be able to identify chromatin interactions that are missed by the hypergeometric model. However, we do realize that the "ground truth" is unknown, and therefore, the results need to be substantiated by other external data. Nevertheless, pairs identified by MC_DIST can be helpful in aiding the designs of further investigation and/or experimental validations.
Discussion
In this paper we proposed the MC_DIST model for distinguishing true pairs of DNA fragments brought to close proximity by chromatin interactions from false pairs (due to random collisions) based on ChIA-PET count data. We utilized a mixture modeling framework and cast the problem into a Bayesian setting to incorporate data dependency and the relative proximity of fragment pairs to DNA loci of special interest in the ChIA-PET study. With this feature, MC_DIST outperforms NIP and the hypergeometric model in Fullwood et al. (2009) , as shown in the simulation study. We also evaluated MC_DIST on a real ChIA-PET data and showed that MC_DIST can identify potential chromatin interactions that can be missed by the hypergeometric model. An R package that implemented the MC_DIST method is available from the website provided.
To confirm that the superiority of MC_DIST over NIP is due to MC_DIST incorporating useful information (marginal counts and distances) rather than simply due to MC_DIST being more flexible in its modeling than NIP (i.e., allowing for pair specific weights w 1i 's), we applied a variant of NIP to the simulated data and compared its performance with NIP. Specifically, in the NIP variant we make the mixture weight to be pair specific (i.e., w 1i for pair i) and assume that w 1i ∼beta(α, β), where α∼U(0, 1000) and β∼U(0, 1000). The classification result of the NIP variant turned out to be identical to that of NIP. Moreover, for each pair, the posterior probability of it being a true pair under the NIP variant was almost identical to its counterpart under the NIP model (the difference was between 0 and 0.013 for all pairs). This study showed that the MC_DIST outperforms NIP because the extra information plays a supplementary, but important, role in the classification.
In addition to the simulation study presented in Subsection 3.1, we also performed several other simulation studies to investigate the sensitivity and stability of MC_DIST. First, we explored an alternative prior distribution of λ 1i given λ 0i to study the sensitivity of the prior specification. The alternative prior distribution is N(λ 0i +m, σ 2 )·I(λ 1i > λ 0i ) with m > 0 pre-selected, which may be considered as more sensible because of the constraint that λ 1i > λ 0i . Our exploration shows that such MC_DIST variant does not outperform MC_DIST. Specifically, we ran MC_DIST on the simulated data set and calculated the 10th, 20th, 30th and 40th percentiles of the posterior samples of {λ 1i -λ 0i |1 ≤ i ≤ n}. We then set m to be each of those percentiles and ran the MC_DIST variant with the alternative prior. The type I error rates of those MC_DIST variants are between 0 to 0.0003, and the powers are between 0.871 to 0.882 (see the Supplementary materials Section S5 and Table S7 for details). We have also considered m as a hyperparameter that follows a uniform distribution and modified the above MC_DIST variant correspondingly, but the resulted model had smaller type I error rate (0) but also smaller power (0.847) than MC_DIST. These results suggest that MC_DIST is quite robust.
We also considered the effect of our definition of marginal counts (mc) on the MC_DIST classification as the information contained therein seems to be extremely important for separating true pairs from the false ones. Our definition of mc as in Section 2 double counts the connection between the pairs under consideration, and therefore we modified the definition by eliminating the double counting. Using the same simulated data but with the new mc definition, we achieved identical results. This exercise reinforce our prior notation that mc adds an abundance of information but its specific definition does not affect the outcome as long as it captures the essence of dependency. Posterior probability of being a true pair from MC_DIST.
Our final additional simulation study is to investigate the stability of MC_DIST under different simulation settings. We first consider the effect of the sampling probabilities on the performance of MC_DIST. To this end, we reset the ratio of the sampling probabilities of each pair in the three groups mentioned in the Subsection 3.1 from the original 6:3:1 to 8:4:1 and 10:5:1 and simulated two new ChIA-PET count data sets. We ran MC_DIST on the two new data sets and found that, as the ratio becomes larger, the type I error rate of MC_DIST decreases and the power of MC_DIST increases. Specifically, for the data set with the sampling ratio of 8:4:1 and the data set with the sampling ratio of 10:5:1, the type I error rates are 0 and 0 and the powers are 0.885 and 0.904, respectively. We then consider the effect of the composition of true pairs and false pairs used for the simulation on MC_DIST. To this end, we increased the number of pairs of DNA loci in group 3, i.e., the group of pairs that were designated as pairs without interaction, from the original 4232 to 6348, and simulated another three ChIA-PET count data sets by setting the ratio of the sampling probabilities of each pair in the three groups be 6:3:1, 8:4:1 and 10:5:1. The results showed that MC_DIST also performed well. The type I error rates are 0.0005, 0.0005 and 0.0004; and the powers are 0.895, 0.899, and 0.913, respectively. Again here we see that the ratio becomes larger, the type I error rate of MC_DIST decreases and the power of MC_DIST increases. To get the 6348 new false pairs of DNA loci, we randomly selected 23 × 3 = 69 non-specific loci (not a ERα binding site or a gene transcription start site, three on each human chromosome), and paired them with TFBS ij and TSS ij , where 1 ≤ i ≤ 23 and 1 ≤ j ≤ 2, to get 69 × 92 = 6348 pairs of DNA loci.
The main advantage of MC_DIST is that it makes use of the dependency and distance information of ChIA-PET data to reduce the false positives in distinguishing the true pairs from the false ones. As such, it has a much higher sensitivity and specificity than the HG model currently in use for ChIA-PET analysis. However, there are rooms for improvement. For example, instead of using distance information based on existing databases to weigh the relevance of a site in chromatin interaction, we may directly use data from ChIP-Seq and gene expression experiments performed on the same experimental units (e.g., cell lines) to gain "first-hand" rather than "second-hand" information, which may lead to greater information in specifying the prior probabilities.
