The equations of RFD can be written as a hyperbolic system of conservation laws by choosing an appropriate vector of unknowns. We give an explicit formulation of the full spectral decomposition of the Jacobian matrices associated to the uxes in each spatial direction, which is the essential ingredient of the techniques we propose in this paper. These techniques are based on the recently derived ux formula of Marquina, a new way to compute the numerical ux at a cell interface which leads to a conservative, upwind numerical scheme. Using the spectral decompositions in a fundamental way, we construct high order versions of the basic rst order scheme described by Donat and Marquina in 5] and test their performance in several standard simulations in one dimension. Two dimensional simulations include a wind tunnel with a at faced step and a supersonic jet stream, both of them in strongly ultrarelativistic regimes.
Introduction
The term Relativistic Fluid Dynamics applies to both those ows in which the velocities (of individual particles or of the uid as a whole) approach c, the velocity of light in vacuum, or those where the e ects of the background gravitational eld -or that generated by the matter itself-are so important that a description in terms of Einstein theory of gravity becomes necessary.
In recent years, Relativistic Fluid Dynamics (RFD henceforth) has come to play an important role in science. In Nuclear Physics, heavy-ion collision experiments taking place nowadays in large particle accelerators produce beams with velocities equal to a large fraction of c. Nuclear collisions are described in the language of relativistic hydrodynamics as a solution of an initial value problem. After the nuclei collide, compression shock waves form in the nuclear matter. The aim of these experiments is to gain insight into the equation of state of hot dense matter (see e.g. the review in 32] or Strottman's talk in 33] ). Currently, energies of more than 100 GeV/nucleon are obtained (i.e. Lorentz factors larger than 100) and the TeV regime is planned in future experiments.
Almost any high energy astrophysical phenomenon requires a relativistic treatment. Scenarios involving compact objects as supernovae, active galactic nuclei and coalescing compact binaries include ows at relativistic speeds and the presence of strong shock waves. In particular, ow velocities as large as 99% of c are required to explain the apparent superluminal motion observed in many of the commonly observed jets in extragalactic radio sources associated to active galactic nuclei (two superluminal sources have been recently identi ed in our Galaxy 31] ). The observational evidences in these systems con rm that Lorentz factors greater than 10 are plausible (see e.g. 24] and references therein).
The evolution of a relativistic uid is described by a system of equations which are the expression of local conservation laws: the local conservation of baryon number density, and the local conservation of energy-momentum r ( u ) = 0; r T = 0
(throughout the paper, Greek indices run from 0 to 3 and Latin indices from 1 to 3 and units in which the speed of light is equal to one are used). Here, is the rest-mass density, u the 4-velocity vector and r stands for the covariant derivative. The energy-momentum tensor, T , describes the physical properties of matter. For example, for a perfect uid T = hu u + pg (2) where p is the pressure and h is the speci c enthalpy, de ned as h = 1 + " + p= ; (3) with " being the speci c internal energy. The tensor g de nes the metric of the space-time M where the uid evolves.
The RFD equations have a hyperbolic nature, just as their Newtonian counterparts, which is the mathematical manifestation of the fact that information takes time to spread in space-time. An immediate consequence of a nite speed of propagation is the possibility of discontinuities in the solution of the system of partial di erential equations.
Simulations based on the numerical integration of the hydrodynamical equations provide a valuable tool to confront the theoretical models with the observations (as in Astrophysics) or the experimental results (as in Nuclear Physics), which explains the rapid progress, during the last few years towards the development of reliable RFD-codes that work accurately under the extreme conditions of interest.
The rst Eulerian code in RFD was developed by Wilson 36] , on the basis of explicit nite-di erencing techniques and monotonic transport. The code incorporated arti cial viscosity techniques based on earlier work of Richtmyer and Morton for the non-relativistic ow equations. Wilson's code and its sequels have been widely used in Cosmology, axisymmetric relativistic stellar collapse, accretion onto compact objects, collisions of heavy ions and, more recently, in studies of coalescing compact binaries. However, despite its popularity (almost all codes in numerical relativistic hydrodynamics in the eighties were based in Wilson's procedure -see e.g. references in 3]-) it turned out to be unable to resolve the extremely strong shock structures that appear in the ultrarelativistic regime.
Norman and Winkler analyzed in depth the arti cial viscosity approach to RFD in 26]. Their research led them to the conclusion that a fully implicit treatment of the relativistic equations was the only way to increase the accuracy of arti cial viscosity formulations in the ultrarelativistic regime.
By the mid-eighties, and fueled by an increasing awareness that the arti cial viscosity approach was of limited use in the ultrarelativistic regime, part of the numerical RFD community started to look into other shock capturing techniques that had been successfully applied in gas dynamics to obtain accurate numerical approximations in the presence of strong shocks.
Over the last few decades, many shock-capturing methods have arisen in classical gas dynamics simulations. Nowadays, state-of-the-art numerical simulations employ High Resolution Shock Capturing (HRSC henceforth) methods. HRSC techniques produce highly accurate numerical approximations (formally second order or better) in smooth regions of the ow and capture the motion of unresolved steep gradients, without creating spurious oscillations. Typically, these techniques require a deeper knowledge of the physics of the system than the arti cial viscosity approach, but the resulting numerical codes are more robust and less dependent on ad-hoc parameters.
Although most HRSC methods were developed with the Euler equations of gas dynamics in mind, they have now been carefully formulated within a systematic mathematical framework that makes them general purpose numerical methods for hyperbolic systems of conservation laws. This explains why the development of modern shock capturing codes in numerical RFD has followed the trail of Newtonian hydro-codes.
The rst explicit shock capturing codes in RFD without arti cial viscosity appear in the early nineties 19, 17, 9] . These codes follow the so-called "Godunov approach", and their design is based on two main points: 1) The ability to write the RFD equations as a system of hyperbolic conservation laws, identifying a suitable vector of unknowns. 2) An approximate Riemann solver built using the spectral decomposition of the Jacobian matrices of the system. Nowadays, many of the most successful shock-capturing codes in gas dynamics have a relativistic extension. For example, and with no intent of being exhaustive, Eulderink 9] has explicitely derived a relativistic Roe Balsara 2] has extended Colella's two-shock approximation. With the help of these extensions, the realm of simulations of special-relativistic ows has begun to be explored within the last few years 6, 7, 10, 12, 13, 22, 23, 24, 21, 29] .
From the results of many test calculations shown in the previous references, it is apparent that an accurate description of ultrarelativistic ows with strong shock waves can be accomplished by writing the RFD equations in conservation form and using the wealth of shock capturing techniques devised for Newtonian hydrodynamics.
HRSC methods are now routinely used in classical gas dynamics to discretize the convective derivatives of a general system of convection-di usion-reaction equations in any number of spatial dimensions. It is well known, although not particularly well understood, that many of these shock capturing techniques can, on occasions, fail quite spectacularly. An excellent review on the numerical pathologies that can be encountered in gas dynamics simulations is given by Quirk 27] . Usually, the pathological behavior is local, and does not cause the code to crash. However, in complicated situations, the pathological behavior that a particular scheme may display can have a disastrous e ect on the numerical approximation: one example treating an interface separating a liquid drop -incompressible Navier Stokes uid-and a high speed gas -chemically reactive Navier-Stokes uid-is described in 11].
As in Newtonian hydrodynamics, HRSC methods are starting to become part of numerical codes designed to model more complicated situations. In the references given above, many of the local pathologies observed in Newtonian hydrodynamics can also be observed in relativistic tests. It becomes thus important to be aware of the occurrence of any numerical pathologies in a given scheme.
In a recent paper 5] Donat and Marquina propose a numerical scheme for hyperbolic systems of conservation laws that produces numerical approximations less sensitive to the local pathologies mentioned in 27]. In the case described in 11], the use of Marquina's ux formula also results in a physically well-behaved numerical solution which appears free of (unwanted) oscillations.
In this paper, we provide the technical ingredients needed to implement Marquina's scheme for relativistic ows. In our numerical simulations in RFD, a sample of which shall be displayed in later sections, we observe that the behavior of the scheme is largely the same as in the classical gas dynamics case: Many of the (local) numerical pathologies encountered in some of the aforementioned references are considerably reduced or even eliminated.
The paper is organized as follows: In section 2, we give an explicit ready-to-work description of the spectral decomposition of the multi-dimensional RFD system in conserva-tion form. In section 3 we describe brie y Marquina's technique. In order to demonstrate the capabilities of Marquina's scheme in the simulation of relativistic ows, in section 4 we analyze a signi cant sample of the standard one dimensional tests, for which the exact solution is known. All tests in this section have also been carried out by other authors, using other algorithms, and our results can be directly compared with theirs.In two dimensions we carry out a relativistic extension of Emery's step test, a benchmark for numerical schemes in classical hydrodynamics, and an astrophysical application: the evolution of a relativistic jet moving at a supersonic speed. Finally, we draw some conclusions in section 6.
HRSC Methods in RFD
In recent years, and trailing the evolution of computational methods for classical uid dynamics, several new methods for numerical RFD have been designed which exploit the hyperbolic and conservative character of the relativistic equations.
The rst step towards the adaptation of HRSC techniques to RFD consists in rewriting the system of equations (1) in conservation (or divergence) form: @ t u + r f(u) = 0 (4) This basic step serves to identify the set of unknowns, the conserved quantities, and their corresponding uxes. Once the equations have been written in conservation form, almost every high resolution method devised to solve hyperbolic systems of conservation laws can be extended to RFD.
To focus our discussion, we shall restrict our attention to special relativistic hydrodynamics. In this case, and for a perfect gas, system (1) can be rewritten as 13] @F (w) @x = 0; 
Written in this form, the hyperbolic character of the RFD system is explicitly displayed in a form that is suitable for the application of the HRSC machinery developed in classical gas dynamics. The system of partial di erential equations is closed, as usual, with an equation of state p = p( ; "). Anile 1] has shown that system (11) is hyperbolic for causal equations of state, i.e., those satisfying c s < 1, where c s , de ned as hc 2 s = @p @ + (p= 2 ) @p @ ; (12) is the local sound velocity. When applying a shock capturing technique to a conservative formulation of system (1), the code evolves the conserved quantities, in time. The local rest-frame variables f ; ; pg and the three-velocity v j have to be computed at least once per time step in each computational cell. This computation requires a non-linear root-nding routine 21].
Modern HRSC schemes use the characteristic structure of the hyperbolic system of conservation laws. In many Godunov-type schemes, the characteristic structure is used to compute either an exact or an approximate solution to a sequence of Riemann problems at each cell interface. In characteristic based methods (see 11] or 30]), the characteristic structure is used to compute the local characteristic elds, which, in the case of a system, are the quantities that are properly thought of as propagating in various directions.
In each of these two approaches, the characteristic decomposition of the Jacobian matrices of the nonlinear system of conservation laws is important, not only because it is one of the key ingredients in the design of the numerical ux at the interfaces, but because experience has shown that it facilitates a robust upgrading of the order of a numerical scheme.
Following a procedure similar to the one described in 13], we have derived analytical expressions for the spectral decomposition of the three 5 5 Jacobian matrices B i associated to the uxes f i (u) of system (11) B i = @f i (u) @u (13) The eigenvalues of matrix B x (u) are (the i = y; z cases are easily obtained by symme- For an ideal gas equation of state K = h, thus K > 1, and is di erent from zero (j v x j< 1).
In a previous work 13], the algebraic study of the characteristic elds was restricted to nd the eigenvalues and right-eigenvectors of the Jacobian matrices of system (5). Hence, a multiplication of the right-eigenvectors matrix by the Jacobian matrix associated to the ux in the temporal direction of system (5) was necessary. Besides that incomplete analysis, the code in 13] also included a time consuming matrix-inversion routine for the computation of the left-eigenvectors. The procedure, albeit rudimentary, allowed the construction of a two-dimensional code that was able to successfully simulate mildly relativistic ows in two dimensions.
We would like to point out that, to the best of our knowledge, this is the rst time that a full, ready-to-implement description of the characteristic structure of system (11) in multi-dimensions is explicitly given. This spectral decomposition provides the user with the technical ingredients needed to develop state-of-the-art, upwind-biased HRSC codes for numerical relativistic hydrodynamics in a way which is identical to the classical case. Let us note however, that the characteristic wave speeds in the relativistic case not only depend on the uid velocity components in the wave propagation direction, but also on the normal velocity components. This coupling adds new numerical di culties which are speci c to RFD. 3 Marquina's scheme
In 5] Donat and Marquina propose a new ux formula to compute the numerical ux at a cell interface.
In the scalar case Marquina's ux formula is precisely an entropy satisfying numerical ux formula used by Shu and Osher in the design of their ENO schemes 30]. The novelty of the approach described in 5] lies in the extension of Shu-Osher's numerical ux to systems of hyperbolic conservation laws. In Marquina's scheme there are no Riemann solutions involved (either exact or approximate) and there are no arti cial intermediate states constructed at each cell interface.
Given the spectral decompositions described in section 2, the implementation of Marquina's scheme in RFD is straightforward: we simply follow the recipe described in 5] to obtain the rst order scheme. For the sake of completeness, we shall include the basic description of the rst order scheme in the one-dimensional case.
To compute the numerical ux at a given interface, separating the states u l and u r , we compute rst the sided local characteristic variables and uxes: 
?(u l ; u r ) is a curve in the space of states of the system connecting u l and u r . For any hyperbolic system where the elds are either genuinely nonlinear or linearly degenerate, we can test the possible sign changes of k (u) by checking the sign of k (u l ) k (u r ). Also, k can be determined as k = maxfj k (u l )j; j k (u r )jg:
Marquina's ux formula is then:
Marquina's scheme can thus be interpreted as a characteristic-based scheme that avoids the use of an averaged intermediate state to perform the transformation to the local characteristic elds. The common approach in all characteristic-based methods is to evaluate this transformation at some reasonable average of the states adjacent to each cell interface. There is clearly a great deal of ambiguity in choosing this average (as opposed to what happens in the approximate Riemann solver context) and any particular choice seems to introduce subtle spurious features into the solution. In Marquina's scheme the ambiguity is avoided by using directly the unambiguous data on the left and right sides of each cell wall.
The extension to higher dimensions is accomplished, as in 30], in a dimension by dimension fashion, so that the one dimensional method applies unchanged to higher dimensional problems.
To construct higher order versions of the scheme, we follow the method of lines approach (see e.g. 16] ). We consider the discretization process in two stages, discretizing rst only in space, leaving the problem continuous in time. This step leads to a system of ordinary di erential equations in time, called the \semi-discrete equations". We then discretize in time using any standard numerical ODE solver.
This simple procedure decouples the time and space discretizations. High order accuracy in space can be achieved by applying a high order interpolation procedure in space, while high order accuracy in time is obtained by applying an adequate high order ODE solver. This approach is also particularly useful in extending methods to two or more space dimensions.
In this paper we choose to follow the simpli ed ENO framework of Shu and Osher 30] to improve the order of the method. Shu-Osher numerical schemes have been already used in RFD. In 17] a numerical scheme of this type was used to simulate ultrarelativistic one-dimensional ows. Later on, Dolezal and Wong 7] have also applied the techniques in 30] to collisions of heavy ions.
In this framework the spatial order of accuracy is improved by performing an upwind biased ENO type reconstruction on the characteristic uxes. The time evolution step is carried out by a family of Runge-Kutta methods which are also Total Variation Diminishing (see 30] for details).
In the context of Marquina's scheme, we perform the reconstruction procedure on the characteristic uxes p l , p r , which are constructed using the spectral information of the Jacobian matrices B(u l ) and B(u r ). The states u l and u r on both sides of a cell boundary are computed using the same type of reconstruction procedure as for the characteristic uxes.
Higher order versions of Marquina's scheme lead to full HRSC schemes, i.e., schemes with sharp resolution at discontinuities, no spurious oscillatory behavior and at least second order accuracy in smooth regions of the ow.
Technical Remarks:
In this paper we shall consider second and third order extensions of Marquina's scheme. In our numerical experimentation (both in the classical and relativistic frameworks) we have observed that the piecewise-hyperbolic reconstruction (PHM 18]) is slightly more robust in many situations (probably because it is more local than the ENO parabolic reconstruction) and it is therefore our preferred third order reconstruction.
An extensive comparison between the third order reconstructions available in the literature is presently under way, however, in general terms we can say that the second order reconstructions are more robust under extreme circumstances than the third order ones (PHM and ENO3). We shall be more speci c in each example within the next section.
In carrying out Marquina's scheme, we have to compute B(u l ) and B(u r ) at each cell interface. In the rst order method, at the boundary between the jth and the j + 1st cell we have u l = u j and u r = u j+1 , thus we only need to carry out one Jacobian evaluation per cell-interface. In a high order extension we have to compute u l (respectively u r ) using an appropriate reconstruction procedure. This increases the computational cost of the method since we do require now two Jacobian evaluations (i.e. spectral decompositions) per cell boundary. In the original formulation (see 5]), the reconstruction step is performed on the conserved variables, but doing this in RFD increases the computational cost, since it becomes necessary to return to the rest-frame quantities in order to complete the computation of the spectral decompositions. To minimize the computational cost in our codes, the reconstruction step in the upgrading process is done directly on ; v i and "; then p and h are computed from the equation of state and (3), respectively.
One-dimensional numerical experiments
Riemann problems involving ow in a constant section pipe have become standard test problems in numerical hydrodynamics. The ow evolution involves shock and rarefaction waves as well as contact discontinuities, and can be computed analytically in a way which is similar to the classical case 20]. The comparison of the numerical approximations obtained by a given algorithm and the true solution, provides thus a good measurement of its e ciency and accuracy.
In this section we apply our codes to several one-dimensional ows of the above type moving at relativistic velocities. 
Relativistic blast wave tests
The original set up of these test problems is as follows: At time t = 0 two regions of an ideal gas at rest with pressures p L and p R and densities L and R are separated by a diaphragm which is suddenly removed. As in the non-relativistic case, four constant states occur separated by three elementary waves; details on the exact solution can be found in 20], 29]. The main di erences between the solution of relativistic shock tubes and their Newtonian counterparts are due to the non-linear velocity addition and the Lorentz contraction. The rst e ect yields a curved pro le for the rarefaction fan, as opposed to a linear one in the Newtonian case. The Lorentz contraction narrows the shock plateau. These e ects, specially the second one, become particularly strong in the ultrarelativistic regime.
We have simulated two particular shock tube tests for which the solution consists of a rarefaction wave traveling to the left and a shock wave moving to the right with a contact discontinuity in between. The initial states are as follows: structure. The leading shock is placed at x = 0:83, the trailing contact discontinuity at x = 0:78 and the corners of the rarefaction pro le are located at x = 0:21 and x = 0:56. The velocity of the gas behind the shock reaches the value of 0.72 and the relativistic e ects are already noticeable. It can be seen that our second and third order extensions display no spurious overshoots or undershoots at rarefaction wave corners.
The numerical solution obtained with our rst order code shows an O( x) kink in the rarefaction wave pro le. This pathology, well known in Newtonian rst order codes, disappears in our higher order numerical approximations. It is observed in these gures that the obtained pro les are sharper and the overall resolution improves as the order of the method increases. Figure 4 shows a third order approximation on a 400 zones grid. The results show that the quality of the computed solution is similar to the one obtained by Mart and M uller in 21] with a relativistic extension of the PPM method which employs the exact relativistic Riemann solver. Table I displays the mean errors for the three methods. The largest errors occur in the post-shock area. In a smooth region, such as the curved pro le of the rarefaction wave, the errors are much smaller. For example, for the 200 zones runs, there is only a 7:09%, 3:12%, 2:37% error in the rst, second and third order approximations to the density, respectively. In the 400 zones run, the error in the third order approximation is reduced to 1:18%.
We should also mention that, in this particular problem, the third order PHM reconstruction (which uses hyperbolae as reconstructing functions) leads to negative internal energies, which causes the code to crash. This trend appears whenever there are large jumps into cold regions (p ! 0). A common practice in this situation, which we shall not follow in this paper, is to substitute these negative values (which are in fact very small) by positive ones. This simple procedure leads, however, to a loss of conservation.
Case 2: This test was rst considered by Norman and Winkler 26] . The ow pattern is similar to that of Case 1 but the relativistic e ects make it much more severe.
An initial jump in pressure of ve orders of magnitude leads to the formation of a thin and dense shell bounded by a leading shock front and a trailing contact discontinuity. The post-shock velocity is 0.96 (W 3:5), while the shock speed is 0.986 (W 6).
The thin shock plateau is a hard test for any numerical scheme. Norman and Winkler 26], with an implicit hydrodynamical code that incorporated arti cial-viscosity terms, had to use an adaptive grid to obtain consistent pro les. Conservative methods do a good job with a xed Eulerian grid. Mart and M uller, with their relativistic PPM, obtain in 21] results comparable to those of 26] with a xed Eulerian grid and an explicit numerical code.
Figures 5-7 show our numerical results. We use an Eulerian grid of 400 zones to allow for a direct comparison with 21]. As in Case 1, our third order method gives the same overall resolution as their relativistic PPM with the exact Riemann solver. Table I displays the mean errors for the three methods. As in Case 1 (and also as in 21]), the largest errors occur in the post-shock area. In a smooth region, such as the curved pro le of the rarefaction wave, there is only a 0:52%, 0:19%, 0:11% error in the rst, second and third order approximations to the density, respectively. It is worth mentioning that the ENO third order reconstruction leads, in this problem, to velocities greater than one, the speed of light, causing the code to crash. On the other hand, and because the jump in pressure does not involve a cold gas, the PHM reconstruction leads to a well behaved numerical approximation which is formally third order accurate.
Relativistic shock re ection test
An ideal cold gas ( 1 = 0) with velocity v 1 hits a wall. The gas is thus compressed and heated, giving rise to a shock which starts to propagate o the wall, leaving the gas behind at rest (v 2 = 0). Subscripts 1 and 2 stand for the states of gas ahead and behind, respectively, of the shock.
The post-shock density is an increasing function of the initial in ow velocity according to the following compression ratio ( 2 = 1 ) 
where 2 = W 1 ? 1 and ? is the adiabatic index of the equation of sate. As it is wellknown, in the Newtonian limit this compression ratio is independent of the initial velocity.
On the contrary, in the ultrarelativistic regime the density of the gas behind the shock is unbounded ( W 1 ).
In our numerical set-up the computational domain covers the interval 0; 1] and the wall is placed at x = 1. We use an Eulerian grid of 100 zones and an ideal gas with ? = 5=3. For numerical reasons, the speci c internal energy of the in ow gas was set to a small initial value (" 1 = 10 ?5 W 1 ). Figure 8 shows the normalized pro les of the pressure, density and velocity obtained with our ENO2 code at a time when the shock has propagated 0.5 units o the wall. The pro les shown correspond to an initial velocity v 1 = 0:99999 (W 224). As in the previous tests, the shock resolution is poorer in the numerical pro les corresponding to the rst order method (not shown). The in ow velocity imposes no particular theoretical or numerical constraints on the scheme, which means that the ultrarelativistic regime poses no special di culties in the simulations. Di erent runs varying the in ow velocity (not shown) gave qualitatively similar pro les.
There are, however, several technical remarks that need to be pointed out: Because the numerical simulation involves a cold gas, the PHM reconstruction may cause a code-crash in the case of extremely large pressure jumps when negative values of the internal energy may be obtained. The problem usually disappears when we increase the spatial resolution (which in turn, increases the resolution power of the numerical reconstruction procedure). In this problem, we obtain a well behaved numerical approximation with a PHM-third order code and 250 zones in the computational domain (see gure 9). In treating extremely large velocities (v 1) we will eventually hit the numerical precision barrier, when the velocity becomes numerically indistinguishable from unity, or even (because of the Essentially Non Oscillatory character of the reconstruction procedures considered in this paper) the reconstructed velocities may become slightly larger than one, causing the code to crash. A remedy for this extreme situation consists of carrying out the reconstruction procedure on the spatial components of the 4-velocity U j = v j W and using W = (1 + U U) 1=2 . This can be included in the original formulation of the conservative form of the scheme ( 9] ) or incorporated into the existing formulation ( 7] ). The numerical test in gures 8 and 9 have been done including the second option in the basic scheme.
At the shock location, the numerical procedure described in 21] to recover the values of the rest-frame quantities from the conserved variables becomes quite ine cient for large values of the in ow velocity. This is due to the extremely large pressure jumps and the poor choice of the initial pressure in the root-nding routine. Typically, the maximum number of Newton-Raphson iterations is 3-4, and this is the case, in this problem, for in ow velocities up to 1 ? 10 ?9 (i.e. W 1 > 2 10 4 , in any case, well above the range needed in applications), this value increases up to 30 ? 40 for v 1 = 1 ? 10 ?10 and up to 300 ? 400 for v 1 = 1 ? 10 ?11 . However, the de ciency can be easily overcome by taking an appropriate average of various neighboring pressure values as the initial guess for the Newton-Raphson iteration.
Conventional schemes applied to shock re ection tests often give numerical approximations with a consistent O(1) error in the density and internal energy in a few cells near the re ecting wall. This 'overheating', as it is known in classical hydrodynamics (see e.g. 5] and references therein), is purely a numerical artifact, which is considerably reduced when Marquina's scheme is used. This was the case in classical gas dynamics simulations (see 5]) and it also seems to apply to RFD simulations. For the sake of comparison, the left side of gure 9 displays the numerical values obtained with Shu-Osher's scheme at the last 50 zones near the wall (at x = 1), with several reconstruction procedures on a 250-zone grid. The 'overheating' phenomenon is clearly visible and it leads to a 17% error at the wall in the rst order scheme (11% in its PHM version). The right side of the same gure displays the numerical values obtained with Marquina's scheme. In this case the error at the wall is less than 4% error in the rst order version of Marquina's scheme ( around 2.5% in its PHM version). As in the classical gas dynamics case, Marquina's scheme seems to be able to reduce the 'wall heating error' in shock re ection problems.
Multidimensional Numerical Experiments

Wind tunnel with a at-faced step
A challenging test for two-dimensional shock calculations is the numerical simulation of a wind tunnel with a at faced step, originally introduced by Emery 8 ] to compare several di erence schemes in classical uid dynamics. We have extended this test to the relativistic (and ultrarelativistic) ow regime trying to keep the geometry and most of the initial conditions as in the original experiment 8].
A Mach 3 ow (Newtonian de nition) is injected into a tunnel containing a step. The tunnel is three units long and one unit wide. The step is 0.2 units high and it is located 0.6 units from the left-hand end of the tunnel. Initially, the wind tunnel is lled with an ideal gas with ? = 7=5, which everywhere has density (0; x; y) = 0 = 1:4, v x (0; x; y) = v x 0 and v y (0; x; y) = v y 0 = 0 for all x; y. Gas with these properties is continually fed in from the left-hand boundary.
An in ow boundary condition is applied at the left end of the computational domain and out ow boundary conditions are applied at the right end. Along the walls of the tunnel, as well as on the boundary marked by the step, re ecting boundary conditions are applied. The corner of the step is the center of a rarefaction fan and, thus, a singular point of the ow. As in the classical gas dynamics framework 37], numerical errors generated in the neighborhood of this point can seriously a ect the global ow. Our experimentation con rms that, just as in the Newtonian limit, it is necessary to apply an additional boundary condition near the corner of the step in order to minimize the generation of numerical errors generated near this singular point. Our corner treatment is based on a relativistic extension of the conditions imposed in 37] for Newtonian gas dynamics. Speci c details can be found in the Appendix.
The computational domain is discretized using a rectangular grid of 120 x-cells 40 y-cells. The initial value of the x-component of the three velocity, v x 0 , has been used as a free parameter for di erent runs.
The density distribution is the hardest one to compute due, on one hand, to the Mach stem at the upper wall and, on the other hand, to the corner of the step. Moreover, in the ultrarelativistic regime where the Lorentz factor W >> 1, the large jumps in density and pressure make the test much more severe. The general evolution is similar to the Newtonian case (see 37]) but the bow shock moves much faster in the ultrarelativistic regime. In the computational domain we consider, an overall steady ow never develops and, eventually the bow shock leaves the computational domain. The exit time depends on the in ow velocity. Figure 10 shows contour plots of the density obtained with our rst, second and third order codes for v x 0 = 0:995, which corresponds to W 10. By time t = 4:3 the unsteady ow has a rich and interesting structure. The location of the bow shock, Mach stem and re ected shock are consistent in the three runs. As in the one-dimensional case, increasing the order of the method leads to sharper pro les, i.e., less numerical viscosity. This is specially noticeable in the secondary re ected shock over the step. Figure 11 shows a section plot of the density at y = 0:4.
A 2D simulation of a supersonic jet
As a 2D application we have simulated the evolution of a uid injected supersonically into the computational domain through a small nozzle. This simple initial setup allows for the study of the morphology and dynamics of relativistic jets encountered in some astrophysical scenarios. A comprehensive study can be found in 24], where Marquina's solver was used together with the piecewise-parabolic reconstruction procedure of Woodward and Colella, adapted to the relativistic equations by Mart and M uller in 21].
Here we choose one particular model of the large sample in 24] to illustrate the performance of Marquina's scheme with respect to another linearized solver or Roe's type previously employed in relativistic simulations (see 22] ).
We use cylindrical coordinates (r, z) to discretize the numerical domain, which is 25 units long in the z-direction and 7 units wide in the r-direction. The domain is covered by a uniform numerical grid consisting of 500 140 zones. The beam uid is injected into the grid parallel to the symmetry axis (the z axis) through a nozzle at the bottom (r = 0) of the left boundary of the grid (z = 0), which is 20 zones wide (i.e. of length We apply two di erent codes to this initial set-up. Both codes use the same piecewiseparabolic reconstruction and time-stepping procedures, but one incorporates Marquina's recipe in the numerical ux computation while the other one uses the Roe-type linearized solver used in 22] . Figure 12 show our numerical approximations obtained at an early stage of the simulation in each case. Even with this simple initial setup the ow develops an interesting structure. In both gures one can see the leading bow shock, the internal contact discontinuity which is Kelvin-Helmholtz unstable and the beam, the innermost internal channel. At this time of the evolution the beam presents an internal conical shock and a Mach disk at its head, which slows down the material inside the beam.
The most signi cant di erence between both plots is the small protuberance ahead of the bow shock which appears when using the Roe-like solver. This is purely a numerical artifact, since the Mach disk prevents the material inside the beam from pushing other material ahead of the bow shock. This local pathological behavior is well known in blunt body simulations in gas dynamics (see 27] and references therein) and receives the name of carbuncle. As pointed out by Quirk 27 ], Roe's scheme admits sometimes this spurious solution, being the e ect more likely to appear for high Mach number ows and the more closely the grid is aligned to the bow shock. This is precisely what we have here. As can be seen in gure 12 the pathology seems to disappear when Marquina's solver is used.
Conclusions
Marquina's ux formula 5], a new numerical ux formula to compute the ux at a cell interface for hyperbolic systems of conservation laws, is used to describe a new class of HRSC methods and study its performance and applicability in the eld of special relativistic hydrodynamics.
An appropriate conservative formulation for the equations of RFD is the starting point to apply any shock capturing technique to RFD. In this paper we continue using the conservative formulation employed in 13, 21, 22, 17, 24] providing, for the rst time, an explicit, ready-to-use, formulation of the full spectral decomposition of the Jacobian matrices associated to the uxes in each spatial direction. This is an essential ingredient in the HRSC techniques we propose, since the spectral decomposition is used in the ux computation as well as in the reconstruction step. The spectral decomposition has, moreover, the potential interest of allowing an extensive range of application of HRSC methods, with di erent approaches, i.e, di erent approximate Riemann solvers.
We have performed several standard one-dimensional shock tube tests and our numerical results con rm the feasibility of our theoretical procedure as well as our numerical algorithm. The explicit spectral decomposition of the Jacobian matrices given in Section Figure 12 : Simulation of a supersonic relativistic jet: the logarithm of the rest-mass density { gray-scale { obtained with a PPM reconstruction procedure and Top: a linearized Roe-like solver. Notice the "carbuncle phenomenon" ahead of the bow shock Bottom: Marquina's ux formula. The behaviour of the numerical solution agrees with the physics of the problem x2 allows us to carry out our higher order reconstructions for locally de ned characteristic elds, which seems to be an important ingredient to obtain well behaved pro les in the presence of strong pressure jumps. In all our numerical tests, the behavior of our second and third order codes is consistent with what is to be expected of a HRSC method.
Our second and third order methods provide accurate, oscillation free numerical approximations of better quality than those of 29], specially at the corners of rarefaction waves. This is probably due to the fact that special relativistic e ects are included in the scheme in a fundamental way, not only by an a priori estimate of two signal velocities. Concerning the comparisons with previous results in 21], we can conclude that our relativistic PHM provides numerical approximations which are similar to their relativistic PPM (also a third order method). This would imply that, at least for high order methods, nothing is gained by using an exact Riemann solver.
To illustrate the behavior of these schemes in two dimensions, we have studied numerically the ow evolution in a wind tunnel containing a at-faced step. In our relativistic extension of this classical test in gas dynamics we obtained a well behaved numerical approximation. In addition we have computed the evolution of a supersonic (and ultrarelativistic) jet stream, obtaining an approximation which appears to be both physically correct and numerically well behaved. This last simulation was done using an existing code, substituting the numerical ux computation routine by the one described in this paper. Marquina's ux formula can be easily incorporated into an existing conservative code for the solution of hyperbolic systems of conservation laws (once the spectral decomposition of the Jacobian matrices of the system is known), thus avoiding the daunting task of programming a new method from scratch.
APPENDIX: DISCUSSION OF THE CORNER TREATMENT IN RELATIVISTIC HYDRODYNAMICS
As in the Newtonian case 37, 5] , the correction process at the corner of the step is based on the assumption of a nearly steady ow in a small region around the corner.
We shall perform two successive corrections on certain cells, which we call "b", above the step, using the values of the variables at the cell located just to the left and below the corner, we call this cell "a". The "b" cells are the rst four cells of the rst row above the step starting just to the right of the corner, and the rst two cells of the second row above, also starting from the right.
The corrections in the relativistic case are the natural extension of those in 5] for the Newtonian case. They are as follows:
Entropy Correction
In each "b" cell, we reset the density in order for the "pseudo-entropy", A = P , in cell "b", to be the same as in cell "a". 
with q 2 b being the sum of the squares of the original components of the velocity in cell "b" and B being A =( ? 1). Equation (26) is just Bernouilli's law for relativistic ows 15], and it always has a nonnegative solution for , because the value of the density in "b" cells is never larger than the value in cell "a": If these two successive corrections are not applied the entropy, is violated along the streamlines just above the step.
In Figures 13 and 14 we display two contour plots of the pseudo-entropy, A, at t = 4:3. They correspond to numerical approximations obtained with the our PHM-third order code. Figure 13 corresponds to the application of the corner treatment and Figure 14 to the absence of corner treatment. We have observed that, when no treatment is applied, the value of the enthalpy above and near the corner is slightly smaller than the value at the left of the corner. The uid around the corner is almost steady, however, the entropy is clearly violated. The section y = 0:2 of the pseudo-entropy is shown in Figures 15  and 16 for both cases. We observe a strong entropy violation at x = 0:2, the abscissa of the corner, which can be considered nearly a streamline of the ow. When the corner treatment is applied, there are no sudden entropy jumps except for the expected entropy production at the bow shock. 
