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a b s t r a c t
In this paper, we initiate the study of a variation of standard domination, namely total
restrained domination. Let G = (V , E) be a graph. A set D ⊆ V is a total restrained
dominating set if every vertex in V − D has at least one neighbor in D and at least
one neighbor in V − D, and every vertex in D has at least one neighbor in D. The total
restrained domination number ofG, denoted by γtr (G), is theminimumcardinality of all total
restrained dominating sets of G. We determine the best possible upper and lower bounds
for γtr (G), characterize those graphs achieving these bounds and find the best possible
lower bounds for γtr (G)+ γtr (G¯)where both G and G¯ are connected.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
It is well-known that an interconnection network can be modeled by a graph with vertices representing sites of the
network and edges representing links between sites of the network. Therefore various problems in networks can be studied
by graph theoretical methods. Now dominations have become one of the major areas in graph theory after more than 20
years of development. The reason for the steady and rapid growth of this areamay be the diversity of its applications to both
theoretical and real-world problems, such as facility location problems. Among the domination-type parameters that have
been studied, the two most fundamental ones are the domination number and the total domination number.
LetG = (V , E) be a graph. For any vertex v ∈ V , the open neighborhood of v, denoted byN(v), is defined by {u ∈ V |uv ∈ E}
and the closed neighborhood of v denoted by N[v], is defined by N(v) ∪ {v}. The degree of v, denoted by dG(v), is the
cardinality of N(v). Similarly, the open neighborhood of a subset S ⊆ V , denoted by N(S), is defined by ∪v∈S N(v) − S
and the closed neighborhood of S denoted by N[S], is defined by N(S) ∪ {S}. A path is a non-empty graph P = (V , E) of the
form V = {v0, v1, . . . , vk} and E = {v0v1, v1v2, . . . , vk−1vk}, where vi are all distinct. The vertices v0 and vk are linked by P
and are called its ends, the vertices v1, v2, . . . , vk−1 are the inner vertices of P . The number of edges of a path is its length and
the path of order n is denoted by Pn. If k ≥ 3, then the graph C := P + v0vk is called a cycle and is denoted by v0v1 · · · vkv0.
The length of a cycle is its number of edges (or vertices). The cycle of order n is called an n-cycle and is denoted by Cn. If G
is a connected graph, then the distance between two vertices u and v is defined as the length of a shortest path from u to
v and the diameter is the number diam(G) = max{d(u, v) : u, v ∈ V (G)}. The minimum length of a cycle (contained) in a
graph G is the girth of G, denoted by g(G). Themaximum length of a cycle in G is its circumference, denoted by c(G). (If G does
not contain a cycle, we set the former to∞, the latter to zero.) An edge which joins two vertices of a cycle but is not itself
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an edge of the cycle is a chord of that cycle. Let V ′ ⊆ V . The subgraph of G whose vertex set is V ′ and whose edge set is the
set of those edges of G that have both ends in V ′ is called the subgraph of G induced by V ′ and denoted by G[V ′]. Similarly,
E ′ ⊆ E(G), the subgraph of G whose edge set is E ′ is called the subgraph of G induced by E ′ and denoted by G[E ′]. We call a
graph with just one vertex trivial and all other graphs nontrivial. A subset D of the vertex set of G is called the dominating
set if every vertex v ∈ V (G)− D is adjacent to at least one vertex of D. The domination number γ (G) is the cardinality of the
smallest dominating set of G. A subset D is called the restrained dominating set of G if it is a dominating set and every vertex
in V (G)− D has at least one neighbor in V (G)− D. The restrained domination number γr(G) is the cardinality of the smallest
restrained dominating set of G.
A subset D of the vertex set G is a total restrained dominating set, abbreviated TRDS, of G. If every vertex in V − D has at
least one neighbor in D and at least one neighbor in V − D, and every vertex in D has at least one neighbor in D. The total
restrained domination number of G, denoted by γtr(G), is the minimum cardinality of a TRDS. A TRDS of cardinality γtr(G) is
called a γtr(G)-set. Note that total restrained domination is defined only for graphs having no isolated vertices and every
graph having no isolated vertices has a TRDS, since D = V is such a set. The decision problem to determine the domination
number and total domination number of a graph remains NP-hard even when restricted to a cubic graph or planar graphs
of maximum degree 3 [1].
In recent years, many domination-type parameters were given by several authors, see for example [2,3]. The concept
of total restrained domination in graphs was introduced in [4], albeit indirectly, as a vertex partition problem and has
been studied, for example, in [2–16]. Recently, Henning and Maritz [7] investigated upper bounds on the total restrained
domination number of a graph. Hattingh et al. [5], gave some lower bounds of a tree and characterized the extremal trees
achieving these lower bounds. Further, Hattingh et al. [6], gave an upper bound for graphs not one of several forbidden
graphs and δ ≥ 3. Raczek and Cyman [14], characterized the trees with equal total and total restrained dominating numbers
and give a lower bound on the total restrained dominating number of a tree in terms of its order and the number of
leaves. Moreover, Cyman and Raczek [10] showed that γtr(G) ≥ n∆ for a graph G of order n with maximum degree ∆ and
characterized the extremal graphs. In this paper, we continue the study of total restrained domination. We determine the
total restrained dominating number for certain classes of graphs, obtain the best possible upper and lower bounds for γtr(G)
and characterize those graphs achieving these bounds and find the best possible lower bounds for γtr(G) + γtr(G¯) where
both G and G¯ are connected. Notation and definitions not given here can be found in [17].
2. Definitions and results
Let Kn, Cn and Pn denote, respectively, the complete graph, the cycle and the path of order n, and let Kn1,...,nt denote the
complete multipartite graph with vertex set S1 ∪ · · · ∪ St where |Si| = ni for 1 ≤ i ≤ t . Let K1,n−1 be the star of order n and
the empty graph is the graph without edges. In a graph, a leaf is a vertex of degree one.
The following results are immediate.
Proposition 2.1. Let n ≥ 4 be a positive integer, then γtr(Kn) = 2.
Proposition 2.2. Let n ≥ 2 be a positive integer, then γtr(K1,n−1) = n.
Proposition 2.3. Let n1 and n2 be positive integers such that min{n1, n2} ≥ 2, then γtr(Kn1,n2) = 2. Furthermore, if t ≥ 3 is a
positive integer andmax{n1, n2, . . . , nt} ≥ 2, then γtr(Kn1,n2,...,nt ) = 2.
It is clear that γ (G) ≤ γtr(G) by the definitions of domination and total restrained domination. Furthermore, there exists
graph G for which γtr(G)−γ (G) can bemade arbitrarily large. For example, γ (K1,n−1) = 1 and γtr(K1,n−1) = n, where n ≥ 2.
Proposition 2.4 ([5]). Let n ≥ 4 be a positive integer, then γtr(Pn) = n− 2
 n−2
4

.
The proof of the following result is similar to that of Proposition 2.4.
Proposition 2.5. Let n ≥ 4 be a positive integer, then γtr(Cn) = n− 2
 n
4

.
Proof. Let D be a TRDS of Cn, where the vertex set of Cn is V = {v1, v2, . . . , vn}. Note that any component of V −D is of size
exactly two. Suppose there arem such components. Then, 2m+ 2m ≤ n andm ≤  n4. Thus, |D| = n− 2m ≥ n− 2  n4.
On the other hand, clearly, V − vi|1 ≤ i ≤ 4  n4 , i ≡ 1 or 2(mod 4) is a TRDS of size n− 2  n4. 
It is clear that γtr(G) ≤ n for any connected graph G of order n. The following result describes which connected graph of
order n satisfies that γtr(G) = n. Let S = {v ∈ V (G)|dG(v) = 1 or u ∈ N(v) and dG(u) = 1}.
Theorem 2.6. Let G be a connected graph of order n ≥ 4. Then γtr(G) = n if and only if G− S is an empty graph.
Proof. By the definition of TRDS, for any TRDS D of G, we have that S ⊆ D. For any vertex v ∈ V (G) − S, since G − S is
an empty graph and G is a connected graph, we have that NG(v) ⊆ S. Thus, if v ∈ V − D, then there is no vertex in V − D
adjacent to v, a contradiction. Hence, v ∈ D and γtr(G) = n.
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Conversely, suppose that G − S is not an empty graph. Let B be a nontrivial component of G − S and let e = uv ⊆ B.
Note that for any vertex in B which is not adjacent to any leaf vertex of G. If NB(u) ∩ NB(v) = ∅ or dG(w) ≥ 3 where
w ∈ NB(u) ∩ NB(v), then it is easy to verify that V (G) − {u, v} is a TRDS of G of size n − 2, a contradiction. So, there exists
a vertex, say w′ ∈ NB(u) ∩ NB(v) and dG(w′) = 2. Since |V (G)| ≥ 4 and G is a connected graph, we have that at least u or
v has another neighbor except w′, v or w′, u in G. We may assume that u has another neighbor. Note that v ∉ S and every
vertex in NG(v) has degree at least two in G. Since NG(v) ∩ NG(w′) = {u} and dG(u) ≥ 3, we have that V (G) − {w′, v} is a
TRDS of G of size n− 2, also a contradiction and completes the proof. 
Let G = {G|G − S is an empty graph}. If G is a connected graph of order n and G ∉ G, then γtr(G) ≤ n − 2. The next two
theorems will describe for which graphs can obtain this upper bound. First, we give a lemma.
Lemma 2.7. Let G be a connected graph of order n ≥ 4. If γtr(G) = n− 2, then G− S contains only one nontrivial component.
Proof. By Theorem 2.6, G−S contains at least one nontrivial component. Suppose that G−S contains at least two nontrivial
components, say B1 and B2. We may select e1 = u1v1 ⊆ B1 and e2 = u2v2 ⊆ B2 such that N({u1, v1}) ∩ S ≠ ∅
and N({u2, v2}) ∩ S ≠ ∅. If both i = 1 and i = 2, either NBi(ui) ∩ NBi(vi) = ∅ or dG(wi) ≥ 3 holds for any vertex
wi ∈ NBi(ui) ∩ NBi(vi). By the same argument as used in the proof of Theorem 2.6, we have that V (G) − {u1, v1, u2, v2}
is a TRDS of G of size n − 4, a contradiction. Hence, there exists a vertex w1 ∈ NB1(u1) ∩ NB1(v1) with dG(w1) = 2 or
w2 ∈ NB2(u2)∩NB2(v2)with dG(w2) = 2. Let t1 ∈ S and t1 be adjacent to u1 or v1, say v1. Note that u1 ∉ S and we have that
S ∪ V (B1)− {u1, w1} is a TRDS of S ∪ B1, by a similar method to B2 ∪ S.
Let D be a γtr(G)-set of G, clearly, S ⊆ D. Let Di = D∩ (Bi ∪ S) (i = 1, 2). Since D1 ∩D2 = S and (D1− S)∩ (D2− S) = ∅,
we have that Di is a γtr(Bi ∪ S)-set of Bi ∪ S. Otherwise, we will get a TRDS of Gwith cardinality less than D, a contradiction.
By a similar argument as the above, we have that |D ∩ (Bi ∪ S)| ≤ |Bi| + |S| − 2. Then, |D| ≤ |D ∩ (B1 ∪ S)| + |D ∩ (B2 ∪
S)| − |S| + |V (G− B1− B2− S)| ≤ |B1| + |S| − 2+ |B2| + |S| − 2− |S| + |V (G)| − |B1| − |B2| − |S| = n− 4, a contradiction.
Thus, G− S contains only one nontrivial component and we complete the proof of the lemma. 
Let G be a connected graph of order n ≥ 4 and γtr(G) = n−2, by Lemma 2.7, G− S contains only one nontrivial component.
Denote it by B.
Theorem 2.8. Let G be a connected graph of order n ≥ 4 and G− S be a forest, then γtr(G) = n− 2 if and only if the nontrivial
component of G− S is a path on at most five vertices and only the ends of path are adjacent to the vertices of S.
Proof. It is easy to verify that if the nontrivial component of G − S is a path on at most five vertices and only the ends of
path are adjacent to the vertices of S, then γtr(G) = n− 2.
Conversely, let G be a connected graph of order n ≥ 4 such that γtr(G) = n − 2 and G − S be a forest. Clearly, for any
TRDS D of G, we have that S ⊆ D.
Claim: diam(B) ≤ 4.
Otherwise, diam(B) ≥ 5. Let P be the longest induced path in B of order at least 6, say P = v1v2, . . . , vp (6 ≤ p ≤ |V (B)|).
First, we give the following two observations which will be used repeatedly in the following proof.
Observations: (1) v1, vp are both leaves of B since P is the longest path in B, and (2) every leaf of B is dominated by S since
every vertex v in B satisfies that dG(v) ≥ 2.
By the observations, v1 and vp are dominated by S, we have that V (G)−{v1, v2, v5, v6} is a TRDS of G of size n−4, which
is a contradiction and we complete the proof of claim. Next, we consider the following three cases.
Case 1: diam(B) = 1. Clearly, B ∼= P2.
Case 2: diam(B) = 2.
Then B has an induced subgraph P3. Assume that the consecutive vertices of P3 are v1, v2, v3. By the above observations,
the ends of P3 are dominated by S. We say v2 has no neighbors in V (B) − V (P3). Otherwise, v2 has a neighbor not on the
path, then V (G)− {v1, v2, v3} is a TRDS of G of size n− 3, a contradiction. So, B ∼= P3.
Case 3: diam(B) = 3. By the similar method to Case 2 and we have that B ∼= P4.
Case 4: diam(B) = 4.
Then B has an induced subgraph P5 say, v1v2v3v4v5. Clearly, v1 and v5 are total restrained dominated by S. By applying
the same argument as used in Case 2, neither v2 nor v4 has another neighbor in V (B)−V (P5). If v3 has another neighbor not
on the path P5, then V (G)− {v1, v2, v4, v5} is a TRDS of G of size n− 4, also a contradiction. Thus, B ∼= P5.
Furthermore, By the same discussion as used in the above and dG(v) ≥ 2 for any vertex v ∈ S ∩ N(Pi), it is verified that
no interior vertex of Pi (i = 3, 4, 5) has a neighbor in S and we complete the proof. 
A graph is called a diamond graph if it is obtained from a complete graph K4 by removing an arbitrary edge, denoting
it by K4 − e. Let B˜ be the graph obtained from pasting two triangles at one vertex. The proofs for Theorems 2.8 and 2.10
are roughly similar. However, the details of the proof of Theorem 2.10 are considerably more complex and we need the
following lemma.
Lemma 2.9. Let G be a connected graph of order n ≥ 4 and γtr(G) = n− 2. If the longest edge induced cycle in B is C3 and there
is only one vertex of C3 which has neighbors in B− C3, then B ∼= B˜ or B is isomorphic to C3 by attaching an edge or a path P3.
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Proof. Let C3 = v1v2v3v1 and assume that only v1 has neighbors in B − C3. First, we give a fact which will be used in the
following proof repeatedly.
Fact: any vertex in B is not adjacent to any leaf vertex of G and every leaf of B is dominated by S.
Case 1: v1 has at least three neighbors in V (B)− V (C3), denote them by u1i (i = 1, 2, . . . , |NB(v1)| − 2).
It is clear that NB(u1i ) ∩ NB(u1j ) − {v1} = ∅, where u1j , u1i ∈ NB(v1) − {v2, v3}. For any vertex u in NB(v1) has at most
one neighbor in NB(v1), otherwise, we have a longer edge induced cycle than C3. If for any vertex u in NB(v1) − {v2, v3}
satisfies that dG(u) ≥ 3 or dG(u) = 2 and u has no neighbor in NB(v1), then V (G)− {u11, u12, v1} is a TRDS of G of size n− 3,
a contradiction. Thus, there exists vertex u1j ∈ NB(v1)− {v2, v3}with dG(u1j ) = 2 and u1j has a neighbor in NB(v1), say u1k . It
is verified that V (G)− {u1j , u1k, v2, v3} is a TRDS of G of size n− 4, also a contradiction.
Case 2: v1 only has two neighbors in V (B)− V (C3), say u andw.
First, we prove that u and w are adjacent. Otherwise, by observation, it is verified that V (G) − {u, v1, w} is a TRDS of G
of size n − 3, a contradiction. Next, we will prove that B ∼= B˜. Otherwise, there is a vertex t ∈ V (B) − (V (C3) ∪ {u, w})
which is adjacent to u orw, say u. Then t is not adjacent tow, otherwise, we will have a longer edge induced cycle than C3.
If NB(t)∩ NB(u) = ∅ or dG(t ′) ≥ 3 for any vertex t ′ ∈ NB(t)∩ NB(u), then V (G)− {u, t, v2, v3} is a TRDS of G of size n− 4, a
contradiction. So, there exists a vertex t ′ ∈ NB(t) ∩ NB(u) and dG(t ′) = 2. But in this case, V (G)− {v2, v3, t, t ′} is a TRDS of
G of size n− 4, also a contradiction. Thus, B ∼= B˜.
Case 3: v1 has only one neighbor in V (B)− V (C3), say u.
Suppose that u has at least two neighbors in V (B)− V (C3), sayw11 andw21 . Then NB(w11) ∩ NB(w21)− {u} = ∅, otherwise
we will have a longer edge induced cycle than C3. If NB(u) ∩ NB(w11) = ∅ or dG(t) ≥ 3 for any t ∈ NB(u) ∩ NB(w11), then
V (G)−{v1, u, w11} is a TRDS of G of size n−3, a contradiction. Thus, there exists a vertex t ′ ∈ NB(u)∩NB(w11) and dG(t ′) = 2.
But in this case, V (G)−{w11, t ′, v2, v3} is a TRDS of G of size n−4 from the fact, also a contradiction. Hence, u has atmost one
neighbor in V (B)−V (C3), sayw. Next, we prove thatw has no neighbors in V (B)−V (C3)−{u}. Otherwise,w has a neighbor
in V (B)− V (C3)−{u}, say t . If NB(w)∩NB(t) = ∅ or dG(v) ≥ 3 for any vertex v ∈ NB(w)∩NB(t), then V (G)−{w, t, v2, v3}
is a TRDS of G of size n− 4, a contradiction. Thus, there exists a vertexw′ ∈ NB(w)∩NB(t) and dG(w′) = 2. However, in this
case, V (G)− {t, w′, v2, v3} is a TRDS of G of size n− 4, also a contradiction. So, B is isomorphic to C3 by attaching an edge or
a path P3 and we complete the proof of the lemma. 
Theorem 2.10. Let G be a connected graph of order n ≥ 4 and G− S contain a cycle. Then γtr(G) = n− 2 if and only if one of
the following holds:
(a) G ∼= K4 or G ∼= K4 − e or G ∼= B˜ or G ∼= Ci (i = 4, 5, 6, 7).
(b) G − S is a disjointed union of C4 and isolated vertices. Furthermore, either one vertex or two adjacent vertices of C4 have
neighbors in S.
(c) G− S is a disjointed union of diamond graph K4 − e and isolated vertices. Moreover, only one vertex of K4 − e whose degree
is two has neighbors in S.
(d) G− S is a disjointed union of C3 and isolated vertices. Furthermore, at most two vertices of C3 have neighbors in S.
(e) G− S is a disjointed union of C3 by attaching an edge at one vertex of C3 and isolated vertices. Furthermore, either two ends
of the edge or one end of the edge which does not coincide with the vertex of C3 has neighbors in S.
(f) G − S is a disjointed union of C3 by attaching a path P3 at one vertex of C3 and isolated vertices. Furthermore, only the end
vertex of P3 which does not coincide with the vertex of C3 has neighbors in S.
(g) G− S is a disjointed union of B˜ and isolated vertices. Furthermore, only one vertex whose degree is two in B˜ has neighbors in
S.
Proof. It is easy to verify that if G satisfies one of the above conditions, then γtr(G) = n− 2.
Conversely, let G be a connected graph of order n ≥ 4 and γtr(G) = n − 2 such that G − S contain a cycle. Clearly, any
total restrained dominating set D of G satisfies that S ⊆ D. Let B be the only nontrivial component of G − S. We first give
two facts which will be used repeatedly in the following proof.
Facts: (1) G− B ⊆ D and the vertex in B is not adjacent to any leaf of G, and
(2) every leaf of B is dominated by the vertex of S which has degree at least two.
Claim: c(B) ≤ 7.
Otherwise, let v1, v2, . . . , vp (8 ≤ p ≤ |V (B)|) are consecutive vertices on the longest edge induced cycle Cp of length
at least 8 in B. First, we prove that V (B) − V (Cp) = ∅. Otherwise, there exists u ∈ V (B) − V (Cp) which is adjacent to the
vertex of Cp, say v2. Then u cannot be adjacent to v1 or v3, otherwise we will have a longer edge induced cycle than Cp. If
NB−Cp(v1) ∩ NB−Cp(v3) = ∅ or dG(w) ≥ 3 for any vertex w ∈ NB−Cp(v1) ∩ NB−Cp(v3), by the facts, V (G) − {v1, v2, v3} is a
TRDS of G of size n− 3, which is a contradiction. Thus, there exists a vertexw′ ∈ NB−Cp(v1)∩NB−Cp(v3) and dG(w′) = 2. But
in this case, V (G)− {w′, v1, v2} is a TRDS of G of size n− 3, also a contradiction. Hence, there is no other vertex adjacent to
Cp in B. Since B is connected, we have that B ∼= G[V (Cp)]. However, in this case, V (G)− {v1, v2, v5, v6} is a TRDS of G of size
n− 4, a contradiction. Thus, c(B) ≤ 7.
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Next, we consider the following three cases.
Case 1: c(B) ≥ 5.
First, we consider that the circumference of B is 5. Suppose that the consecutive vertices of the longest edge induced cycle
C5 in B are v1, v2, . . . , v5. By a similar discussion as the claim, we have that V (B) − V (C5) = ∅. Next, we prove that there
are no chords on the edge induced cycle C5. Otherwise, without loss of generality, we may assume that v1v3 is a chord of C5.
In this case, we can obtain that V (G)− {v1, v2, v5} is a TRDS of G of size n− 3 from the facts, a contradiction. Thus, B ∼= C5.
Furthermore, we say G ∼= C5. Otherwise, there is vertex u ∈ V (G)− V (C5) adjacent to C5, say v2. By the facts, dG(u) ≥ 2 and
is dominated by a vertex of degree one in G. Then V (G)− {v1, v2, v3} is a TRDS of G of size n− 3, which is a contradiction.
Using a similar method as the above to c(B) = 6 or 7, we can also obtain that G ∼= C6 or G ∼= C7.
Case 2: c(B) = 4.
Let the consecutive vertices of the longest edge induced cycle C4 in B be v1, v2, v3, v4. By applying the same argument
as used in the claim, we have that V (B) − V (C4) = ∅. Otherwise, there exists u ∈ V (B) − V (C4) such that u is adjacent
to C4, say v2. Since c(B) = 4, u is not adjacent to v1 or v3. If NB−V (C4)(v2) ∩ NB−C4(u) = ∅ or dG(u′) ≥ 3 for any vertex
u′ ∈ NB−C4(v2) ∩ NB−C4(u), then V (G) − {u, v2, v3} is a TRDS of G of size n − 3, a contradiction. Thus, there exists a vertex
u′ ∈ NB−C4(v2)∩NB−C4(u) and dG(u′) = 2. Since c(B) = 4, we have thatNB−C4(v1)∩NB−C4(u) = ∅,NB−C4(v4)∩NB−C4(u) = ∅
andNB−C4(v1)∩NB−C4(v4) = ∅. ThenV (G)−{u, u′, v1, v4} is a TRDS ofG of size n−4, also a contradiction. Thus,V (B) = V (C4)
and it is easy to verify that B ∼= K4 or B ∼= K4 − e or B ∼= C4. Furthermore, if S = ∅, then, G ∼= K4 or G ∼= K4 − e or G ∼= C4.
Following this, we assume that S ≠ ∅ and consider the following three cases.
Subcase 2.1: B ∼= C4.
We prove that either two adjacent vertices or only one vertex of C4 is adjacent to S. Otherwise, if v1 and v3 or v2 and v4 are
adjacent to S, say v1 and v3, we can obtain that V (G)−{v1, v2, v4} is a TRDS of G of size n−3 from the facts, a contradiction.
Hence, either two adjacent vertices or only one vertex of C4 is adjacent to S and (b) holds.
Subcase 2.2: B ∼= K4 − e.
Let e = v1v3 and at least two vertices of K4 − e have neighbors in S, say {v1, v2} or {v1, v3} or {v2, v4}. Then it is verified
that V (G) − {v1, v3, v4} or V (G) − {v1, v2, v4} or V (G) − {v1, v2, v3} is a TRDS of G of size n − 3 from the fact, which is
a contradiction. Thus, at most one vertex of K4 − e has neighbors in S. Further, if v2 or v4 has neighbors in S, say v2, then
V (G)− {v1, v3, v4} is a TRDS of G of size n− 3, also a contradiction. Thus, exactly one vertex of v1 and v3 has neighbors in S
and (c) holds.
Subcase 2.3: B ∼= K4.
We prove that G ∼= K4, Otherwise, there exists u ∈ V (G)− V (K4) and u is adjacent to v1. Note that any two vertices of K4
have no commonneighbors. Otherwise,wewill have a longer edge induced cycle than C4. It is verified thatV (G)−{v2, v3, v4}
is a total restricted dominating set of G of size n− 3 from the facts, a contradiction.
Case 3: c(B) = 3.
Let the consecutive vertices of the longest edge induced cycle C3 in B be v1, v2, v3.
Note that for any vertex u ∈ V (B− C3) is adjacent to at most one vertex of C3. Otherwise, we have a longer edge induced
cycle than C3, a contradiction.
Claim 3.1: There is at most one vertex of C3 adjacent to the vertices of V (B)− V (C3).
Otherwise, there are at least two vertices of C3 adjacent to the vertices of V (B) − V (C3). If all the vertices of C3 have
neighbors in B− C3. By the facts, we have that V (G)− {v1, v2, v3} is a TRDS of G of size n− 3, a contradiction. Thus, at most
two vertices of V (C3) have neighbors in B−C3. Wemay assume that v1 and v2 have neighbors in B−C3. Let ui be a neighbor
of vi(i = 1, 2) not on the cycle C3, respectively. If NB(v1) ∩ NB(u1) = ∅ or dG(w) ≥ 3 for any vertex w ∈ NB(v1) ∩ NB(u1),
then V (G) − {u1, v1, v3} is a TRDS of G of size n − 3, a contradiction. Thus, there exists a vertex w′ ∈ NB(v1) ∩ NB(u1) and
dG(w′) = 2. If dG(u1) ≥ 3, then V (G) − {w′, v1, v3} is a TRDS of G of size n − 3, a contradiction. So, dG(u1) = 2. Further, if
NB(v2) ∩ NB(u2) = ∅ or dG(t) ≥ 3 for any vertex t ∈ NB(v2) ∩ NB(u2), then V (G)− {u2, v2, v3} is a TRDS of G of size n− 3
from the facts, which is a contradiction. Thus, there exists a vertex t ′ ∈ NB(v2) ∩ NB(u2) and dG(t ′) = 2. But in this case, we
have that V (G)−{u1, w′, u2, t ′} is a TRDS of G of size n− 4, also a contradiction and we complete the proof of the claim 3.1.
Subcase 3.1: There is only one vertex of C3 adjacent to the vertex B− C3, say v1.
By Lemma 2.9, we have that B ∼= B˜ or isomorphic to C3 by attaching an edge or a path P3.
Subcase 3.1.1: B ∼= B˜.
Let V (B˜) = {v1, v2, v3, u, w} and dB(v1) = 4. Note that any vertex in S with degree more than one is dominated by a leaf
vertex and every vertex in B is not adjacent with the leaf vertex of G. If S ≠ ∅, then there exists a vertex of S adjacent to B˜, say
v1. We have that V (G)− {v2, v3, u, w} is a TRDS of G of size n− 4, a contradiction. If there are two vertices of {v2, v3, u, w}
that have neighbors in S, we may assume that v2, v3 or v2, u. Then V (G)− {v1, v2, v3} or V (G)− {v1, v3, w} is a TRDS of G
of size n− 3, also a contradiction. Thus, only one vertex of B˜ except the vertex of degree 4 has neighbors in S. If S = ∅, it is
verified that G ∼= B˜.
Subcase 3.1.2. B is isomorphic to C3 by attaching an edge e.
Let e = v1u. Since G is connected and dB(u) = 1, there exists a vertexw of S adjacent to u in G and dG(w) ≥ 2. If there are
vertices of S adjacent to v2 or v3, say v2, then it is verified that V (G)−{v1, v3, u} is a TRDS of G of size n− 3, a contradiction.
Thus, at most v1 of the vertex set of C3 has neighbors in S and (e) holds.
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Fig. 1. The graphs G and G¯.
Subcase 3.1.3: B is isomorphic to C3 by attaching a path P3.
Let P3 = {v1, u, w}. Clearly, w has a neighbor in S. We say that none vertex of {v1, v2, v3, u} has neighbors in S. If v2 or
v3 has neighbors in S, say v2, by facts, V (G)− {v1, u, v3} is a TRDS of G of size n− 3, a contradiction. If v1 has a neighbor in
S, similarly, it is verify that V (G)− {u, w, v2, v3} is a TRDS of G of size n− 4, a contradiction. Further, if u has a neighbor in
S, by facts, V (G)− {v1, u, w} is a TRDS of G of size n− 3, also a contradiction. Thus, onlyw has neighbors in S and (f ) holds.
Subcase 3.2: There is no vertex of C3 adjacent to V (B)− V (C3).
Since B is connected, we have that B = C3. Furthermore, since G is a connected graph of order n ≥ 4, there are vertices
of S adjacent to C3. If three vertices of C3 have neighbors in S, as a fact, V (G) − {v1, v2, v3} is a TRDS of G of size n − 3, a
contradiction. Thus, at most two vertices of C3 have neighbors in S and (d) holds.
We discuss all the cases and complete the proof of the theorem. 
Corollary 2.11. Let G be a connected graph of order n. Then γtr(G) = n if and only if G − S is an empty graph. Furthermore,
γtr(G) = n− 2 if and only if G have the properties which are described in Theorems 2.8 or 2.10.
Let G¯ be a complement graph of G. In [11], Jaeger and Payan give a result for the domination number: if G is a graph
of order n ≥ 2, then 3 ≤ γ (G) + γ (G¯) ≤ n + 1; In [18], the authors give the best possible bounds on the sum of the
restrained dominating number of a graph and its complement: if G is a graph of order n ≥ 2 such that G  P3 and G¯  P3,
then 4 ≤ γr(G) + γr(G¯) ≤ n + 2. By the definition of total restrained domination set, the following result is immediate.
Furthermore, we give an example to show that this lower bound is the best. See Fig. 1, it is easy to verify that γtr(G) = 2 and
γtr(G¯) = 2. We also have that for any connected graph G, if γtr(G) = 2, then diam(G) ≤ 3. But the converse is not true, let
G∗ = G¯− {v5v6, v2v3}, where G¯ is a graph in Fig. 1, then diam(G∗) = 3, but γtr(G) = 6.
Proposition 2.12. Let G and G¯ be connected graphs of order n ≥ 4, then γtr(G)+ γtr(G¯) ≥ 4.
In [3], the author gave the following result. Here we give a short proof by using the set S and S ⊆ D for any TRDS of G.
Corollary 2.13 ([3]). Let T be a tree of order n ≥ 4, then γtr(T ) ≥ ∆(T )+ 1. Furthermore, γtr(T ) = ∆(T )+ 1 if and only if T
is a star.
Proof. Let T be a tree of order n ≥ 4. Suppose that T has t leaves, then t + 2(n− t − 1)+∆ ≤ 2(n− 1) and so∆ ≤ t , Thus,
T has at least∆ leaves. Hence, γtr(T ) ≥ ∆(T )+ 1.
Clearly, for a star of order n, we have that γtr(T ) = n = ∆+ 1.
Conversely, let v be a vertex in T of degree∆(T ) and let D be a γtr-set of T . We consider the vertex v of degree∆. If there
is a vertex in NT (v), say v1 has another neighbor, expect v, then we can find the longest path P where one end is v1. Clearly,
another end of P is a leaf of T . We proceed the same argument as that applied for v1 on the other vertex of NT (v)which has
neighbors expecting v. Note that any two paths are disjoint. It is easy to verify that γtr(T ) > ∆(T )+ 1. Thus, the neighbors
of v in T have degree one and T is a star. 
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