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Abstract
Joint estimation and scheduling for sensor networks is considered in a system formed by two sensors, a scheduler
and a remote estimator. Each sensor observes a Gaussian source, which may be correlated. The scheduler observes the
output of both sensors and chooses which of the two is revealed to the remote estimator. The goal is to jointly design
scheduling and estimation policies that minimize a mean-squared estimation error criterion. The person-by-person
optimality of a policy pair called “max-scheduling/mean-estimation” is established, where the measurement with the
largest absolute value is revealed to the estimator, which uses a corresponding conditional mean operator. This result
is obtained for independent sources, and in the case of correlated sources and symmetric variances. We also consider
the joint design of scheduling and linear estimation policies for two correlated Gaussian sources with an arbitrary
correlation structure. In this case, the optimization problem can be cast a difference-of-convex program, and locally
optimal solutions can be efficiently found using a simple numerical procedure.
I. INTRODUCTION
The multiple components of Cyber-physical systems are often interconnected by shared communication links of
limited bandwidth [1]. One way to model this bandwidth constraint is to assume that, at any time instant, a single
packet can be reliably transmitted over the link to its destination [2]. Therefore, the system designer must come up
with rules/algorithms that allocate shared communication resources among multiple transmitting nodes. This paper
introduces a new class of remote estimation problems where the communication resources are allocated dynamically
based on the observations at the sensors, rather than based purely on the statistical description of the sources.
The basic framework considered is shown in Fig. 1. Two sensors, possibly making correlated observations, report
their measurements to a scheduler. The role of the scheduler is to select one of the observations and transmit it
to a remote estimator. Finally, the remote estimator forms estimates of both measurements. Our goal is to jointly
design scheduling and estimation policies that minimize a mean-squared estimation error. Alternatively, this problem
can be understood as one of dimensionality reduction [3], where an encoder-decoder pair is designed to minimize
the expected distortion between the original and reconstructed vectors, with the constraint that a scalar (versus a
vector) is transmitted or stored. The solution to this canonical problem formulation can be used to drive the design
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Fig. 1. Block diagram of the observation-driven sensor scheduling problem.
of scheduling algorithms for more complex networked systems, where decisions on what is transmitted or not are
made in real-time.
The problem of selecting a subset among a larger set of sensors with the purpose of transmission over a bandwidth
constrained network and subsequent estimation is generally referred to as sensor scheduling, with applications
spanning many areas in engineering such as networked control, sensor networks, target tracking and remote
estimation [4]–[6]. This class of problems has a long and rich history initiated with [7]. In general, sensor scheduling
is a hard combinatorial optimization problem [8]. However, the computational complexity may be circumvented by
suboptimal pruning of decision trees [9], [10]. Another approach to address the complexity issue is by use convex
relaxations [11], [12]. In certain cases, it is possible to show that the solution to these relaxed problems yield
optimal scheduling schemes which are periodic and therefore admit simple implementations [13], [14]. In a related
line of work, a framework for sensor selection where a cost function augmented with a sparsity promoting term is
introduced with the goal of trading off complexity vs. performance [15].
Our approach to the scheduling problem is aligned with the work of [16], [17] where the decision is made based
on the realizations of the measurements themselves. The idea is to design and exploit event-triggers [18] for the
transmission of one of the variables over the other, which allows for implicit communication via signaling [19]. In
a way, the problem we address here is an observation selection problem, such as in [20] and the techniques we
use in the design of decision making policies are reminiscent of quantization theory [21], where the observation
space is partitioned in regions where certain decisions are made. In the context of our problem, the observations
“trigger” which one of the measurements is transmitted over the communication link. Interestingly, in our schedul-
ing/estimation schemes, the transmitted variable is used as side information for the estimation of the non-transmitted
variable.
The problem addressed in this paper is directly related to the infamous “Witsenhausen’s Counterexample” and
the “Gaussian Test Channel” [22], [23]. The connection between these classical problems and ours is that the joint
design of scheduling and estimation policies is entangled by signaling. In other words, the action of the scheduler
directly affects what the estimator observes, which turns this problem one of team-decision with a non-classical
information structure [24].
Finally, the problem studied in this paper is closely related to the problem of estimating random variables observed
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3by individual sensors, which independently decide to transmit over a collision channel [2]. In that case, unless a
sensor uses a policy to remain always silent, collisions may occur. Here, the inclusion of a scheduler has the goal
of completely avoiding collisions. In a sense, the problem considered here is a “centralized” version of the problem
in [2], which in principle can be used to lower bound the performance of the decentralized system.
A. Contributions and Organization
The main contributions of this paper are:
• We establish the person-by-person optimality of the max-scheduling/mean-estimation policy pair for sensors
making independent Gaussian observations. One remarkable feature of this result is that the structure of the
scheduling policy is completely independent of the variances of the observations. The mean estimation policy,
in this case, is a piecewise linear function of received packet at the remote estimator.
• We establish the person-by-person optimality of the same pair of strategies in the case when the observations
are correlated but have equal variances. In this case, the mean-estimation policy is a non-linear function of
the information received by the sensor over the channel. The proof of this result depends on the symmetry
and monotonicity properties related to a soft-thresholding nonlinear estimator induced by the max-scheduling
policy.
• Our third contribution is to provide a numerical procedure that efficiently solves a non-convex optimization
problem when the estimators are constrained to the class of piece-wise linear functions. For two sensors, the
solutions found by this algorithm can be verified to be globally optimal.
• Finally, we extend the person-by-person optimality result to account for any number of sensors observing
independent zero mean Gaussian sources.
Preliminary versions of the Theorems 1 and 2 presented here have appeared previously in [25], where certain
key technical aspects of the proofs were either conjectured or omitted. The proofs of the results reported here are
detailed and precise. Additionally, we provide several new results which have not appeared elsewhere in Theorems
3, 4, 5 and 6. Another important key contribution is the derivation of an efficient numerical algorithm for the design
of piecewise linear minimum mean squared error estimators.
The article is organized in nine sections including the Introduction. In Section II, we state the precise problem
formulation and define the two notions of optimality which are used throughout the paper. Then, we state the
two main theoretical results of the paper in Section III. The proof of Theorem 1, which concerns the case of
independent Gaussian observations is presented in Section IV and the proof of Theorem 2 for the correlated case
with symmetric variances is presented in Section V. In Section VI, we provide another person-by-person optimality
result that addresses the case of general covariance matrix structure by using a linear decorrelating transform. In
the last part of the paper, the optimization problem is constrained to the class of piecewise linear estimators. In
Section VII, we obtain locally optimal solutions for the case with a general covariance matrix using a numerical
procedure based on the Convex-Concave Procedure. Finally, we extend the result on the independent case to an
arbitrary number of sensors observing Gaussian random variables in Section VIII. We conclude in Section IX with
our final remarks and suggestions for future work.
August 21, 2018 DRAFT
4B. Notation
We adopt the following notation: random variables and random vectors are represented using upper case letters,
such as X . Realizations of random variables and random vectors are represented by the corresponding lower case
letter, such as x. The probability density function of a continuous random variable X , provided that it is well
defined, is denoted by fX . Functions and functionals are denoted using calligraphic letters such as F . We use
N (m,σ2) to represent the Gaussian probability distribution of mean m and variance σ2, respectively. The real line
is denoted by R. Sets are represented in blackboard bold font, such as A. The probability of an event E is denoted
by P(E); the expectation of a random variable Z is denoted by E[Z]. The indicator function of a statement S is
defined as follows:
1
(
S
) def
=
1 if S is true0 otherwise. (1)
II. PROBLEM FORMULATION
Consider the system in Fig. 1 comprised of two sensors labeled S1 and S2. Each sensor observes a Gaussian
random variable with known mean and variance. Without loss of generality, we assume that sensor Si observes Xi,
where
Xi ∼ N (0, σ2i ), i ∈ {1, 2}. (2)
The correlation coefficient between X1 and X2 is defined as:
ρ
def
=
E[X1X2]
σ1 · σ2 . (3)
The observations X1 and X2 must be communicated to a remote estimator over a communication link, where a
single packet is transmitted to the remote estimator at a time.
The scheduler’s decision variable, denoted by U , is computed according to a scheduling policy, which is a
measurable function U : R2 → {1, 2} such that
U = U(X1, X2). (4)
The set of all admissible scheduling policies is denoted by U.
The scheduler’s decision U determines what the remote estimator observes as follows:
Y = (U,XU ). (5)
The vector Y belongs to the set Y def= {1, 2} × R.
Remark 1: Notice that the scheduler effectively sends a packet containing the index U in addition to the real
number XU . The reason behind this assumption is to let the estimator know the origin of the packet before forming
its estimates. The presence of an identification number on a packet is a standard assumption in data networks [26].
Upon observing Y , the remote estimator forms estimates of the observations at both sensors X1 and X2, denoted
by Xˆ1 and Xˆ2, respectively. This is done according to an estimation policy E : Y→ R2 as follows:
(Xˆ1, Xˆ2) = E(Y ). (6)
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Our goal is to solve the following optimization problem.
Problem 1: Given the variances σ21 , σ
2
2 > 0 and the correlation coefficient ρ ∈ [0, 1), find a scheduling and
estimation policy pair (U , E) ∈ U× E that jointly minimizes the following cost:
J (U , E) def= E
[(
X1 − Xˆ1
)2
+
(
X2 − Xˆ2
)2]
. (7)
A. Notions of optimality
1) Global optimality: A pair of scheduling and estimation strategies (U?, E?) ∈ U× E is globally optimal if
J (U?, E?) ≤ J (U , E), (U , E) ∈ U× E. (8)
2) Person-by-person optimality: A pair of scheduling and estimation strategies (U?, E?) ∈ U× E is
person-by-person optimal if
J (U?, E?) ≤ J (U , E?), U ∈ U (9)
J (U?, E?) ≤ J (U?, E), E ∈ E. (10)
III. MAIN RESULTS
The main contribution of this work is to establish the person-by-person optimality of several pairs of scheduling
and estimation policies for Problem 1 for the different structures of correlation between the observations X1 and
X2. Before formally stating the results, we first define the max-scheduling, mean-estimation, and soft-thresholding
estimation policies.
Definition 1 (max-scheduling policy): Let x ∈ R2. The max-scheduling policy is defined as:
Umax(x) def=
1 if |x1| ≥ |x2|2 otherwise. (11)
Definition 2 (mean-estimation policy): Let ξ ∈ R. The mean-estimation policy is defined as:
Emean(i, ξ) =

[
ξ 0
]T
if i = 1[
0 ξ
]T
if i = 2.
(12)
The reason why the policy above is called mean-estimation is that the estimator outputs the mean of the unobserved
random variable as an estimate. In other words, the side information provided by observing Xi = ξ is irrelevant
for estimating Xj , i 6= j. In this case, since the random variables X1 and X2 are assumed to be zero-mean, the
mean-estimation policy takes the form above.
Definition 3 (soft-thresholding estimation policy): The soft-thresholding estimation policy is defined as:
Esoft(i, ξ) =

[
ξ η(ξ)
]T
if i = 1[
η(ξ) ξ
]T
if i = 2.
(13)
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η(ξ)
def
=
∫ |ξ|
−|ξ| τ exp
(
− (τ−ρξ)22σ2(1−ρ2)
)
dτ∫ |ξ|
−|ξ| exp
(
− (τ−ρξ)22σ2(1−ρ2)
)
dτ
. (14)
Our main results are stated in the Theorems bellow.
Theorem 1: If ρ = 0, the policy pair (Umax, Emean) is a person-by-person optimal solution for the cost J (U , E)
in Eq. (7).
Theorem 2: If σ21 = σ
2
2 , the policy pair (Umax, Esoft) is a person-by-person optimal solution for the cost J (U , E)
in Eq. (7).
Remark 2: Theorems 1 and 2 present candidates for globally optimal scheduling and estimation policy pairs for
Problem 1. We conjecture that these pairs are globally optimal. However, at this point there are no analytical tools
to make stronger statements. An alternate way to interpret this result is from the perspective from game theory, as
Theorems 1 and 2 say that the pairs (Umax, Emean) and (Umax, Esoft) constitute Nash-equilibrium solutions [27].
IV. INDEPENDENT OBSERVATIONS
We start with the simpler case where the sensors make independent measurements. Let X1 and X2 be uncorrelated
scalar Gaussian random variables, i.e., the correlation coefficient ρ = 0. We will now state two necessary optimality
conditions reminiscent of quantization theory [28]. The first property pertains to the optimality of an optimal
estimation policy for an arbitrarily fixed scheduling policy U ∈ U.
Lemma 1 (Optimal estimator): For a fixed scheduling policy U ∈ U, the estimation policy that minimizes the
mean squared error cost in Eq. (7) is the following:
E?U (y) = E [X | Y = y] . (15)
Proof citation: This is the classical nonlinear filtering result. Its proof is found in many texts, such as [29,
pg. 143].
Remark 3: There are two noteworthy facts about Lemma 1: (i) The optimal estimation policy is always a function
of the scheduling policy. This coupling leads to the lack of convexity of Problem 1; (ii) The scheduling policy
creates a coupling between the random variables X1 and X2 even when they are independent, which means that
no matter what is received by the remote estimator should be used as side information for forming the optimal
estimates Xˆ1 and Xˆ2.
Lemma 2 (Identity structure): The search for optimal estimation policies can be constrained to the set of policies
E that satisfy the following identity property:
E(1, ξ) =
 ξ
η2(ξ)
 and E(2, ξ) =
η1(ξ)
ξ
 , (16)
where ηi : R→ R, i ∈ {1, 2}.
Proof: Let i, j ∈ {1, 2} such that i 6= j, then for any fixed scheduling policy U ∈ U the event {Y = (i, ξ)}
is equivalent to the event
{
U = i,Xi = ξ
}
. Therefore,
E
[
Xi | Y = (i, ξ)
]
= ξ. (17)
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E
[
Xj | Y = (i, ξ)
]
=
∫
R
xjfXj |U=i,Xi=ξ(xj)dxj . (18)
For the remainder of this article, every admissible estimator E ∈ E satisfies the identity property in Lemma 2
and therefore is completely specified by so-called representation functions denoted by η1 and η2. This fact will be
used to establish a necessary optimality condition for the optimal scheduling policy, for a given estimation policy
E ∈ E.
Lemma 3 (Generalized nearest neighbor condition): For a fixed estimation policy E ∈ E parameterized by
representation functions η1 and η2, the following scheduling policy minimizes the cost in Eq. (7):
U?E (x) =
1 if |x1 − η1(x2)| ≥ |x2 − η2(x1)|2 otherwise. (19)
Proof: Using the law of total expectation, we write:
J (U , E) = E
[
‖X − Xˆ‖2 | U = 1
]
P(U = 1) + E
[
‖X − Xˆ‖2 | U = 2
]
P(U = 2). (20)
Due to the identity structure in Lemma 2, the following holds:
J (U , E) =
∫
R2
(
x2 − η2(x1)
)2
1
(U(x) = 1)fX(x)dx+ ∫
R2
(
x1 − η1(x2)
)2
1
(U(x) = 2)fX(x)dx. (21)
For fixed representation functions η1 and η2, we can construct a scheduling policy that minimizes the expression
above. Let Qi be defined as:
Qi
def
=
{
x ∈ R2 | U(x) = i}, i ∈ {1, 2}. (22)
Assign to Q1 the points x ∈ R2 which satisfy the following inequality:(
x2 − η2(x1)
)2 ≤ (x1 − η1(x2))2, (23)
and the remaining points are assigned to Q2.
Remark 4: Notice that Lemma 3 is completely independent of the joint probability density function fX .
We are now equipped to prove Theorem 1.
Proof of Theorem 1: Let the estimation policy be E = Emean. The associated representation functions are
given by:
ηi(ξ) = 0, ξ ∈ R, i ∈ {1, 2}. (24)
From Lemma 3, an optimal scheduling policy for Emean is:
U?Emean(x) =
1 if |x1| ≥ |x2|2 otherwise, (25)
which is equal to the max-scheduling policy Umax.
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by:
E?Umax(i, ξ) = E
[
X | Y = (i, ξ)], (26)
where i ∈ {1, 2} and ξ ∈ R.
If i = 1, then:
E
[
X | Y = (1, ξ)] =
 ξ
η2(ξ)
 , (27)
where
η2(ξ) =
∫
R x21
(Umax(ξ, x2) = 1)fX2|X1=ξ(x2)dx2∫
R 1
(Umax(ξ, x2) = 1)fX2|X1=ξ(x2)dx2 . (28)
Since ρ = 0, then the conditional probability density function is equal to:
fX2|X1=ξ(x2) =
1√
2piσ22
exp
(
− x
2
2
2σ22
)
. (29)
Therefore, the representation function η2 can be explicitly computed as:
η2(ξ) =
∫ |ξ|
−|ξ| x2
1√
2piσ22
exp
(
− x22
2σ22
)
dx2∫ |ξ|
−|ξ|
1√
2piσ22
exp
(
− x22
2σ22
)
dx2
. (30)
Due to the even symmetry of the marginal Gaussian density around zero, we have:
η2(ξ) = 0, ξ ∈ R. (31)
Repeating the same steps for i = 2, leads to:
η1(ξ) = 0, ξ ∈ R. (32)
Therefore,
E?Umax = Emean. (33)
A. An illustrative example
For two independent Gaussian observations X1 ∼ N (0, σ21) and X2 ∼ N (0, σ22), the performance of the person-
by-person optimal pair of policies (Umax, Emean) is given by the following formula:
J (Umax, Emean) = E[min{X1, X2}]. (34)
Figure 2 shows the performance of this pair of policies as a function of σ21 while keeping σ
2
2 = 1. In contrast
with the case where the observations are not taken into account, the decision of what to transmit is based on the
statistics of the source rather than the measurements. In this “open-loop” scheduling scheme, the source with the
largest variance is always is transmitted, i.e.,
Uopen(x) def= arg max
i∈{1,2}
σ2i . (35)
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Fig. 2. Performance of the max-scheduling and mean estimation policy computed as a function of the variance σ21 , while keeping σ
2
2 = 1
fixed. The dashed plot corresponds to the performance of the open-loop scheduling policy where the sensor with largest variance is transmitted
to the remote estimator.
Interestingly, the optimal estimator for the policy above is:
E?Uopen = Emean. (36)
Therefore, the performance of the open-loop scheme is thus given by the following expression:
J (Uopen, Emean) = min{σ21 , σ22}. (37)
Figure 2 shows the performance of the two schemes and the improvement achieved by the max-scheduling policy,
which schedules the transmissions among sensors dynamically. The gap between the two curves is the “value-of-
information”, i.e., how much we can gain from the additional information contained in the realizations for the
scheduling problem.
V. THE SYMMETRIC CORRELATED CASE
The two essential properties that enabled us to come up with a simple proof for the person-by-person optimality
result in Theorem 1 were: (i) The fact that the two random variables X1 and X2 are independent; (ii) The fact
that the (conditional) Gaussian pdfs are symmetric about the mean (which is zero in this case). When considering
correlated Gaussian observations, these two properties no longer hold.
We proceed with exploring the case when the variances are equal, but the observations are correlated, i.e., the
covariance matrix is:
Σ = σ2
1 ρ
ρ 1
 . (38)
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Fig. 3. Nonlinear soft-thresholding estimator induced by the max-scheduling policy for symmetric Gaussian sources. In this figure the variance
is normalized to one.
In this case, the conditional density of Xi | Xj = ξ is:
N (ρξ, σ2(1− ρ2)) . (39)
Let us define the optimal nonlinear representation functions induced by the max-scheduling policy when the
observations are symmetrically correlated. Let i, j ∈ {1, 2} such that i 6= j. Then, under the max-scheduling policy
we have:
E
[
Xi | Y = (j, ξ)
]
=
∫ |ξ|
−|ξ| xifXi|Xj=ξ(xi)dxi∫ |ξ|
−|ξ| fXi|Xj=ξ(xi)dxi
. (40)
Notice that, due to the symmetric variances, the two nonlinear estimates corresponding to i = 1, 2 given by the
expression above are equal. This leads to the nonlinear soft-thresholding representation function:
η(ξ)
def
=
∫ |ξ|
−|ξ| τ exp
(
− (τ−ρξ)22σ2(1−ρ2)
)
dτ∫ |ξ|
−|ξ| exp
(
− (τ−ρξ)22σ2(1−ρ2)
)
dτ
. (41)
The representation function η(ξ) is shown in Fig. 3. It is straightforward to show that η has odd symmetry. We
state this fact without proof as a lemma.
Lemma 4 (Odd symmetry of the nonlinear soft-thresholding representation function): The function η defined in
Eq. (14) satisfies:
η(−ξ) = −η(ξ), ξ ∈ R. (42)
In the proof of Theorem 2, we will make extensive use of two auxiliary functions.
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Definition 4 (Auxiliary functions): Let P and T be defined as follows:
P(ξ) def= ξ − η(ξ), ξ ∈ R (43)
and
T (ξ) def= ξ + η(ξ), ξ ∈ R. (44)
The fact that P and T possess certain monotonicity properties is of paramount importance in the proof of Theorem 2.
Lemma 5 (Monotonicity of P and T ): Let ξ1, ξ2 ∈ R. For all ξ1 and ξ2 such that ξ1 ≤ ξ2, then:
P(ξ1) ≤ P(ξ2) (45)
T (ξ1) ≤ T (ξ2). (46)
Proof: See Appendix A.
We are now equipped to prove Theorem 2.
Proof of Theorem 2: Assuming that U = Umax, due to the symmetry of the pdf, Lemma 2 implies that the
optimal estimator E?Umax is characterized by a single representation function η(ξ) in Eq. (14) as follows:
E?Umax(1, ξ) =
 ξ
η(ξ)
 and E?Umax(2, ξ) =
η(ξ)
ξ
 . (47)
Therefore,
E?Umax = Esoft. (48)
We will show that this choice of estimation policy implies, via Lemma 3, the optimality of the max-scheduling
policy. Define the function H : R2 → R such that:
H(x) def= (x2 − η(x1))2 − (x1 − η(x2))2. (49)
The function above can be rewritten using the two auxiliary functions P and T from Eqs. (43) and (44) as follows:
H(x) = [T (x2)− T (x1)]× [P(x2) + P(x1)]. (50)
Lemma 3 implies the optimal scheduling policy given by:
U?E?Umax (x) =
1 if H(x) ≤ 02 otherwise. (51)
Partition of R2 into eight subsets
{
A1, · · · ,A8
}
depicted in Fig. 4. Let x ∈ A1, which is characterized by x1 ≥ 0,
x2 ≥ 0 and x1 ≥ x2. Lemma 5 implies that:
P(x1) ≥ P(0) = 0 (52)
P(x2) ≥ P(0) = 0. (53)
Therefore,
P(x1) + P(x2) ≥ 0. (54)
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Since x2 ≥ x1, Lemma 5 also implies that:
T (x2)− T (x1) ≥ 0. (55)
Together, Eqs. (54) and (55) imply:
H(x) ≥ 0. (56)
Similarly, if x ∈ A2, we have:
P(x1) + P(x2) ≥ 0. (57)
On the other hand:
T (x2)− T (x1) ≤ 0. (58)
Therefore,
H(x) ≤ 0. (59)
Proceeding in a similar way, making use of the Lemmas 4 and 5, we can cover all the eight regions. Thereby,
showing that for each of the eight regions all the points either satisfy H(x) ≥ 0 or H(x) ≤ 0. Moreover, if
x ∈ A1 ∪A4 ∪A5 ∪A8 then H(x) ≥ 0 and if x ∈ A2 ∪A3 ∪A6 ∪A7 then H(x) ≥ 0. Thus, equivalently showing
that:
U?Esoft = Umax. (60)
VI. THE DECORRELATING TRANSFORMATION APPROACH
In this section, we propose a person-by-person optimal solution to the scheduling of two arbitrarily correlated
Gaussian sources by using pre- and post-processing blocks on the observations and the estimates. The idea is to
“decorrelate” the two observations using an invertible linear transformation, use the max-scheduling/mean-estimation
x1<latexit sha1_base64="yPrcvIBD4gv1nS/8VHvYA67D74I=">AAAB6 XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsN4KXjxWNFpoQ9lsJ+3SzSbsbsQS+hO8eFDx6j/y5r9x2+agrQ8GHu/NMDMvTAXXxnW/ndLK6tr6Rnmzsr W9s7tX3T+410mmGPosEYlqh1Sj4BJ9w43AdqqQxqHAh3B0NfUfHlFpnsg7M04xiOlA8ogzaqx0+9TzetWaW3dnIMvEK0gNCrR61a9uP2FZjNIwQbXu eG5qgpwqw5nASaWbaUwpG9EBdiyVNEYd5LNTJ+TEKn0SJcqWNGSm/p7Iaaz1OA5tZ0zNUC96U/E/r5OZqBHkXKaZQcnmi6JMEJOQ6d+kzxUyI8aWU Ka4vZWwIVWUGZtOxYbgLb68TPyz+mXdvTmvNRtFGmU4gmM4BQ8uoAnX0AIfGAzgGV7hzRHOi/PufMxbS04xcwh/4Hz+AHYhjWk=</latexit><latexit sha1_base64="yPrcvIBD4gv1nS/8VHvYA67D74I=">AAAB6 XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsN4KXjxWNFpoQ9lsJ+3SzSbsbsQS+hO8eFDx6j/y5r9x2+agrQ8GHu/NMDMvTAXXxnW/ndLK6tr6Rnmzsr W9s7tX3T+410mmGPosEYlqh1Sj4BJ9w43AdqqQxqHAh3B0NfUfHlFpnsg7M04xiOlA8ogzaqx0+9TzetWaW3dnIMvEK0gNCrR61a9uP2FZjNIwQbXu eG5qgpwqw5nASaWbaUwpG9EBdiyVNEYd5LNTJ+TEKn0SJcqWNGSm/p7Iaaz1OA5tZ0zNUC96U/E/r5OZqBHkXKaZQcnmi6JMEJOQ6d+kzxUyI8aWU Ka4vZWwIVWUGZtOxYbgLb68TPyz+mXdvTmvNRtFGmU4gmM4BQ8uoAnX0AIfGAzgGV7hzRHOi/PufMxbS04xcwh/4Hz+AHYhjWk=</latexit><latexit sha1_base64="yPrcvIBD4gv1nS/8VHvYA67D74I=">AAAB6 XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsN4KXjxWNFpoQ9lsJ+3SzSbsbsQS+hO8eFDx6j/y5r9x2+agrQ8GHu/NMDMvTAXXxnW/ndLK6tr6Rnmzsr W9s7tX3T+410mmGPosEYlqh1Sj4BJ9w43AdqqQxqHAh3B0NfUfHlFpnsg7M04xiOlA8ogzaqx0+9TzetWaW3dnIMvEK0gNCrR61a9uP2FZjNIwQbXu eG5qgpwqw5nASaWbaUwpG9EBdiyVNEYd5LNTJ+TEKn0SJcqWNGSm/p7Iaaz1OA5tZ0zNUC96U/E/r5OZqBHkXKaZQcnmi6JMEJOQ6d+kzxUyI8aWU Ka4vZWwIVWUGZtOxYbgLb68TPyz+mXdvTmvNRtFGmU4gmM4BQ8uoAnX0AIfGAzgGV7hzRHOi/PufMxbS04xcwh/4Hz+AHYhjWk=</latexit>
x2<latexit sha1_base64="A/0fgN9cZvU5GcbdnsMWVnZh5cw=">AAAB6 XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mLYL0VvHisaGyhDWWz3bRLN5uwOxFL6E/w4kHFq//Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4W19Y3NreJ2aW d3b/+gfHj0YOJUM+6xWMa6E1DDpVDcQ4GSdxLNaRRI3g7G1zO//ci1EbG6x0nC/YgOlQgFo2ilu6d+vV+uuFV3DrJKajmpQI5Wv/zVG8QsjbhCJqkx 3ZqboJ9RjYJJPi31UsMTysZ0yLuWKhpx42fzU6fkzCoDEsbalkIyV39PZDQyZhIFtjOiODLL3kz8z+umGDb8TKgkRa7YYlGYSoIxmf1NBkJzhnJiC WVa2FsJG1FNGdp0SjaE2vLLq8SrV6+q7u1FpdnI0yjCCZzCOdTgEppwAy3wgMEQnuEV3hzpvDjvzseiteDkM8fwB87nD3ekjWo=</latexit><latexit sha1_base64="A/0fgN9cZvU5GcbdnsMWVnZh5cw=">AAAB6 XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mLYL0VvHisaGyhDWWz3bRLN5uwOxFL6E/w4kHFq//Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4W19Y3NreJ2aW d3b/+gfHj0YOJUM+6xWMa6E1DDpVDcQ4GSdxLNaRRI3g7G1zO//ci1EbG6x0nC/YgOlQgFo2ilu6d+vV+uuFV3DrJKajmpQI5Wv/zVG8QsjbhCJqkx 3ZqboJ9RjYJJPi31UsMTysZ0yLuWKhpx42fzU6fkzCoDEsbalkIyV39PZDQyZhIFtjOiODLL3kz8z+umGDb8TKgkRa7YYlGYSoIxmf1NBkJzhnJiC WVa2FsJG1FNGdp0SjaE2vLLq8SrV6+q7u1FpdnI0yjCCZzCOdTgEppwAy3wgMEQnuEV3hzpvDjvzseiteDkM8fwB87nD3ekjWo=</latexit><latexit sha1_base64="A/0fgN9cZvU5GcbdnsMWVnZh5cw=">AAAB6 XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mLYL0VvHisaGyhDWWz3bRLN5uwOxFL6E/w4kHFq//Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4W19Y3NreJ2aW d3b/+gfHj0YOJUM+6xWMa6E1DDpVDcQ4GSdxLNaRRI3g7G1zO//ci1EbG6x0nC/YgOlQgFo2ilu6d+vV+uuFV3DrJKajmpQI5Wv/zVG8QsjbhCJqkx 3ZqboJ9RjYJJPi31UsMTysZ0yLuWKhpx42fzU6fkzCoDEsbalkIyV39PZDQyZhIFtjOiODLL3kz8z+umGDb8TKgkRa7YYlGYSoIxmf1NBkJzhnJiC WVa2FsJG1FNGdp0SjaE2vLLq8SrV6+q7u1FpdnI0yjCCZzCOdTgEppwAy3wgMEQnuEV3hzpvDjvzseiteDkM8fwB87nD3ekjWo=</latexit>
A1
<latexit sha1_base64="yHT04sh59rvbuyDaZ3hu8z6qRcE=">AAAB8 nicbVBNSwMxFHxbv2r9qnr0EiyCp7IrgvVW8eKxgmsL3aUkabYNzWaXJCuUpX/DiwcVr/4ab/4bs+0etHUgMMy8x5sMSQXXxnW/ncra+sbmVnW7tr O7t39QPzx61EmmKPNpIhLVI1gzwSXzDTeC9VLFcEwE65LJbeF3n5jSPJEPZpqyMMYjySNOsbFSEMTYjAnJb2YDb1BvuE13DrRKvJI0oERnUP8KhgnN YiYNFVjrvuemJsyxMpwKNqsFmWYpphM8Yn1LJY6ZDvN55hk6s8oQRYmyTxo0V39v5DjWehoTO1lk1MteIf7n9TMTtcKcyzQzTNLFoSgTyCSoKAANu WLUiKklmCpusyI6xgpTY2uq2RK85S+vEv+ied107y8b7VbZRhVO4BTOwYMraMMddMAHCik8wyu8OZnz4rw7H4vRilPuHMMfOJ8/NxiRTg==</late xit><latexit sha1_base64="yHT04sh59rvbuyDaZ3hu8z6qRcE=">AAAB8 nicbVBNSwMxFHxbv2r9qnr0EiyCp7IrgvVW8eKxgmsL3aUkabYNzWaXJCuUpX/DiwcVr/4ab/4bs+0etHUgMMy8x5sMSQXXxnW/ncra+sbmVnW7tr O7t39QPzx61EmmKPNpIhLVI1gzwSXzDTeC9VLFcEwE65LJbeF3n5jSPJEPZpqyMMYjySNOsbFSEMTYjAnJb2YDb1BvuE13DrRKvJI0oERnUP8KhgnN YiYNFVjrvuemJsyxMpwKNqsFmWYpphM8Yn1LJY6ZDvN55hk6s8oQRYmyTxo0V39v5DjWehoTO1lk1MteIf7n9TMTtcKcyzQzTNLFoSgTyCSoKAANu WLUiKklmCpusyI6xgpTY2uq2RK85S+vEv+ied107y8b7VbZRhVO4BTOwYMraMMddMAHCik8wyu8OZnz4rw7H4vRilPuHMMfOJ8/NxiRTg==</late xit><latexit sha1_base64="yHT04sh59rvbuyDaZ3hu8z6qRcE=">AAAB8 nicbVBNSwMxFHxbv2r9qnr0EiyCp7IrgvVW8eKxgmsL3aUkabYNzWaXJCuUpX/DiwcVr/4ab/4bs+0etHUgMMy8x5sMSQXXxnW/ncra+sbmVnW7tr O7t39QPzx61EmmKPNpIhLVI1gzwSXzDTeC9VLFcEwE65LJbeF3n5jSPJEPZpqyMMYjySNOsbFSEMTYjAnJb2YDb1BvuE13DrRKvJI0oERnUP8KhgnN YiYNFVjrvuemJsyxMpwKNqsFmWYpphM8Yn1LJY6ZDvN55hk6s8oQRYmyTxo0V39v5DjWehoTO1lk1MteIf7n9TMTtcKcyzQzTNLFoSgTyCSoKAANu WLUiKklmCpusyI6xgpTY2uq2RK85S+vEv+ied107y8b7VbZRhVO4BTOwYMraMMddMAHCik8wyu8OZnz4rw7H4vRilPuHMMfOJ8/NxiRTg==</late xit>
A2
<latexit sha1_base64="GUipXrtqM0KeIebKZHke0CMaDMc=">AAAB8 nicbVBNSwMxFHzrZ61fVY9egkXwVHaLYL1VvHis4NpCdynZNNuGJtklyQpl6d/w4kHFq7/Gm//GbLsHbR0IDDPv8SYTpZxp47rfztr6xubWdmWnur u3f3BYOzp+1EmmCPVJwhPVi7CmnEnqG2Y47aWKYhFx2o0mt4XffaJKs0Q+mGlKQ4FHksWMYGOlIBDYjKMov5kNmoNa3W24c6BV4pWkDiU6g9pXMExI Jqg0hGOt+56bmjDHyjDC6awaZJqmmEzwiPYtlVhQHebzzDN0bpUhihNlnzRorv7eyLHQeioiO1lk1MteIf7n9TMTt8KcyTQzVJLFoTjjyCSoKAANm aLE8KklmChmsyIyxgoTY2uq2hK85S+vEr/ZuG6495f1dqtsowKncAYX4MEVtOEOOuADgRSe4RXenMx5cd6dj8XomlPunMAfOJ8/OJuRTw==</late xit><latexit sha1_base64="GUipXrtqM0KeIebKZHke0CMaDMc=">AAAB8 nicbVBNSwMxFHzrZ61fVY9egkXwVHaLYL1VvHis4NpCdynZNNuGJtklyQpl6d/w4kHFq7/Gm//GbLsHbR0IDDPv8SYTpZxp47rfztr6xubWdmWnur u3f3BYOzp+1EmmCPVJwhPVi7CmnEnqG2Y47aWKYhFx2o0mt4XffaJKs0Q+mGlKQ4FHksWMYGOlIBDYjKMov5kNmoNa3W24c6BV4pWkDiU6g9pXMExI Jqg0hGOt+56bmjDHyjDC6awaZJqmmEzwiPYtlVhQHebzzDN0bpUhihNlnzRorv7eyLHQeioiO1lk1MteIf7n9TMTt8KcyTQzVJLFoTjjyCSoKAANm aLE8KklmChmsyIyxgoTY2uq2hK85S+vEr/ZuG6495f1dqtsowKncAYX4MEVtOEOOuADgRSe4RXenMx5cd6dj8XomlPunMAfOJ8/OJuRTw==</late xit><latexit sha1_base64="GUipXrtqM0KeIebKZHke0CMaDMc=">AAAB8 nicbVBNSwMxFHzrZ61fVY9egkXwVHaLYL1VvHis4NpCdynZNNuGJtklyQpl6d/w4kHFq7/Gm//GbLsHbR0IDDPv8SYTpZxp47rfztr6xubWdmWnur u3f3BYOzp+1EmmCPVJwhPVi7CmnEnqG2Y47aWKYhFx2o0mt4XffaJKs0Q+mGlKQ4FHksWMYGOlIBDYjKMov5kNmoNa3W24c6BV4pWkDiU6g9pXMExI Jqg0hGOt+56bmjDHyjDC6awaZJqmmEzwiPYtlVhQHebzzDN0bpUhihNlnzRorv7eyLHQeioiO1lk1MteIf7n9TMTt8KcyTQzVJLFoTjjyCSoKAANm aLE8KklmChmsyIyxgoTY2uq2hK85S+vEr/ZuG6495f1dqtsowKncAYX4MEVtOEOOuADgRSe4RXenMx5cd6dj8XomlPunMAfOJ8/OJuRTw==</late xit>
A3
<latexit sha1_base64="tSivV7rnDK7Nyvzru41aCzXCbg8=">AAAB8 nicbVDLSsNAFL3xWeur6tLNYBFclUQF667ixmUFYwtNKJPppB06mYR5CCX0N9y4UHHr17jzb5y0WWjrgYHDOfdyz5wo40xp1/12VlbX1jc2K1vV7Z 3dvf3aweGjSo0k1CcpT2U3wopyJqivmea0m0mKk4jTTjS+LfzOE5WKpeJBTzIaJngoWMwI1lYKggTrURTlN9P+Rb9WdxvuDGiZeCWpQ4l2v/YVDFJi Eio04VipnudmOsyx1IxwOq0GRtEMkzEe0p6lAidUhfks8xSdWmWA4lTaJzSaqb83cpwoNUkiO1lkVIteIf7n9YyOm2HORGY0FWR+KDYc6RQVBaABk 5RoPrEEE8lsVkRGWGKibU1VW4K3+OVl4p83rhvu/WW91SzbqMAxnMAZeHAFLbiDNvhAIINneIU3xzgvzrvzMR9dccqdI/gD5/MHOh6RUA==</late xit><latexit sha1_base64="tSivV7rnDK7Nyvzru41aCzXCbg8=">AAAB8 nicbVDLSsNAFL3xWeur6tLNYBFclUQF667ixmUFYwtNKJPppB06mYR5CCX0N9y4UHHr17jzb5y0WWjrgYHDOfdyz5wo40xp1/12VlbX1jc2K1vV7Z 3dvf3aweGjSo0k1CcpT2U3wopyJqivmea0m0mKk4jTTjS+LfzOE5WKpeJBTzIaJngoWMwI1lYKggTrURTlN9P+Rb9WdxvuDGiZeCWpQ4l2v/YVDFJi Eio04VipnudmOsyx1IxwOq0GRtEMkzEe0p6lAidUhfks8xSdWmWA4lTaJzSaqb83cpwoNUkiO1lkVIteIf7n9YyOm2HORGY0FWR+KDYc6RQVBaABk 5RoPrEEE8lsVkRGWGKibU1VW4K3+OVl4p83rhvu/WW91SzbqMAxnMAZeHAFLbiDNvhAIINneIU3xzgvzrvzMR9dccqdI/gD5/MHOh6RUA==</late xit><latexit sha1_base64="tSivV7rnDK7Nyvzru41aCzXCbg8=">AAAB8 nicbVDLSsNAFL3xWeur6tLNYBFclUQF667ixmUFYwtNKJPppB06mYR5CCX0N9y4UHHr17jzb5y0WWjrgYHDOfdyz5wo40xp1/12VlbX1jc2K1vV7Z 3dvf3aweGjSo0k1CcpT2U3wopyJqivmea0m0mKk4jTTjS+LfzOE5WKpeJBTzIaJngoWMwI1lYKggTrURTlN9P+Rb9WdxvuDGiZeCWpQ4l2v/YVDFJi Eio04VipnudmOsyx1IxwOq0GRtEMkzEe0p6lAidUhfks8xSdWmWA4lTaJzSaqb83cpwoNUkiO1lkVIteIf7n9YyOm2HORGY0FWR+KDYc6RQVBaABk 5RoPrEEE8lsVkRGWGKibU1VW4K3+OVl4p83rhvu/WW91SzbqMAxnMAZeHAFLbiDNvhAIINneIU3xzgvzrvzMR9dccqdI/gD5/MHOh6RUA==</late xit>
A4
<latexit sha1_base64="zM6nK7lHukhBB4lyZBm5efOHjdU=">AAAB8 nicbVBNSwMxFHxbv2r9qnr0EiyCp7IrgvVW8eKxgmsL3aVk02wbmmSXJCuUpX/DiwcVr/4ab/4bs+0etHUgMMy8x5tMlHKmjet+O5W19Y3Nrep2bW d3b/+gfnj0qJNMEeqThCeqF2FNOZPUN8xw2ksVxSLitBtNbgu/+0SVZol8MNOUhgKPJIsZwcZKQSCwGUdRfjMbXA7qDbfpzoFWiVeSBpToDOpfwTAh maDSEI617ntuasIcK8MIp7NakGmaYjLBI9q3VGJBdZjPM8/QmVWGKE6UfdKgufp7I8dC66mI7GSRUS97hfif189M3ApzJtPMUEkWh+KMI5OgogA0Z IoSw6eWYKKYzYrIGCtMjK2pZkvwlr+8SvyL5nXTvb9stFtlG1U4gVM4Bw+uoA130AEfCKTwDK/w5mTOi/PufCxGK065cwx/4Hz+ADuhkVE=</late xit><latexit sha1_base64="zM6nK7lHukhBB4lyZBm5efOHjdU=">AAAB8 nicbVBNSwMxFHxbv2r9qnr0EiyCp7IrgvVW8eKxgmsL3aVk02wbmmSXJCuUpX/DiwcVr/4ab/4bs+0etHUgMMy8x5tMlHKmjet+O5W19Y3Nrep2bW d3b/+gfnj0qJNMEeqThCeqF2FNOZPUN8xw2ksVxSLitBtNbgu/+0SVZol8MNOUhgKPJIsZwcZKQSCwGUdRfjMbXA7qDbfpzoFWiVeSBpToDOpfwTAh maDSEI617ntuasIcK8MIp7NakGmaYjLBI9q3VGJBdZjPM8/QmVWGKE6UfdKgufp7I8dC66mI7GSRUS97hfif189M3ApzJtPMUEkWh+KMI5OgogA0Z IoSw6eWYKKYzYrIGCtMjK2pZkvwlr+8SvyL5nXTvb9stFtlG1U4gVM4Bw+uoA130AEfCKTwDK/w5mTOi/PufCxGK065cwx/4Hz+ADuhkVE=</late xit><latexit sha1_base64="zM6nK7lHukhBB4lyZBm5efOHjdU=">AAAB8 nicbVBNSwMxFHxbv2r9qnr0EiyCp7IrgvVW8eKxgmsL3aVk02wbmmSXJCuUpX/DiwcVr/4ab/4bs+0etHUgMMy8x5tMlHKmjet+O5W19Y3Nrep2bW d3b/+gfnj0qJNMEeqThCeqF2FNOZPUN8xw2ksVxSLitBtNbgu/+0SVZol8MNOUhgKPJIsZwcZKQSCwGUdRfjMbXA7qDbfpzoFWiVeSBpToDOpfwTAh maDSEI617ntuasIcK8MIp7NakGmaYjLBI9q3VGJBdZjPM8/QmVWGKE6UfdKgufp7I8dC66mI7GSRUS97hfif189M3ApzJtPMUEkWh+KMI5OgogA0Z IoSw6eWYKKYzYrIGCtMjK2pZkvwlr+8SvyL5nXTvb9stFtlG1U4gVM4Bw+uoA130AEfCKTwDK/w5mTOi/PufCxGK065cwx/4Hz+ADuhkVE=</late xit>
A5
<latexit sha1_base64="DCw0jcGwYWbTtkEjyjVfmkNh1nQ=">AAAB8 nicbVDLSsNAFL3xWeur6tLNYBFclUQU667ixmUFYwtNKJPppB06mYR5CCX0N9y4UHHr17jzb5y0WWjrgYHDOfdyz5wo40xp1/12VlbX1jc2K1vV7Z 3dvf3aweGjSo0k1CcpT2U3wopyJqivmea0m0mKk4jTTjS+LfzOE5WKpeJBTzIaJngoWMwI1lYKggTrURTlN9P+Zb9WdxvuDGiZeCWpQ4l2v/YVDFJi Eio04VipnudmOsyx1IxwOq0GRtEMkzEe0p6lAidUhfks8xSdWmWA4lTaJzSaqb83cpwoNUkiO1lkVIteIf7n9YyOm2HORGY0FWR+KDYc6RQVBaABk 5RoPrEEE8lsVkRGWGKibU1VW4K3+OVl4p83rhvu/UW91SzbqMAxnMAZeHAFLbiDNvhAIINneIU3xzgvzrvzMR9dccqdI/gD5/MHPSSRUg==</late xit><latexit sha1_base64="DCw0jcGwYWbTtkEjyjVfmkNh1nQ=">AAAB8 nicbVDLSsNAFL3xWeur6tLNYBFclUQU667ixmUFYwtNKJPppB06mYR5CCX0N9y4UHHr17jzb5y0WWjrgYHDOfdyz5wo40xp1/12VlbX1jc2K1vV7Z 3dvf3aweGjSo0k1CcpT2U3wopyJqivmea0m0mKk4jTTjS+LfzOE5WKpeJBTzIaJngoWMwI1lYKggTrURTlN9P+Zb9WdxvuDGiZeCWpQ4l2v/YVDFJi Eio04VipnudmOsyx1IxwOq0GRtEMkzEe0p6lAidUhfks8xSdWmWA4lTaJzSaqb83cpwoNUkiO1lkVIteIf7n9YyOm2HORGY0FWR+KDYc6RQVBaABk 5RoPrEEE8lsVkRGWGKibU1VW4K3+OVl4p83rhvu/UW91SzbqMAxnMAZeHAFLbiDNvhAIINneIU3xzgvzrvzMR9dccqdI/gD5/MHPSSRUg==</late xit><latexit sha1_base64="DCw0jcGwYWbTtkEjyjVfmkNh1nQ=">AAAB8 nicbVDLSsNAFL3xWeur6tLNYBFclUQU667ixmUFYwtNKJPppB06mYR5CCX0N9y4UHHr17jzb5y0WWjrgYHDOfdyz5wo40xp1/12VlbX1jc2K1vV7Z 3dvf3aweGjSo0k1CcpT2U3wopyJqivmea0m0mKk4jTTjS+LfzOE5WKpeJBTzIaJngoWMwI1lYKggTrURTlN9P+Zb9WdxvuDGiZeCWpQ4l2v/YVDFJi Eio04VipnudmOsyx1IxwOq0GRtEMkzEe0p6lAidUhfks8xSdWmWA4lTaJzSaqb83cpwoNUkiO1lkVIteIf7n9YyOm2HORGY0FWR+KDYc6RQVBaABk 5RoPrEEE8lsVkRGWGKibU1VW4K3+OVl4p83rhvu/UW91SzbqMAxnMAZeHAFLbiDNvhAIINneIU3xzgvzrvzMR9dccqdI/gD5/MHPSSRUg==</late xit>
A6
<latexit sha1_base64="3s8OedgIY1+9rZpmmDph32LS9gU=">AAAB8 nicbVDLSsNAFL3xWeur6tLNYBFclURE667ixmUFYwtNKJPppB06mYR5CCX0N9y4UHHr17jzb5y0WWjrgYHDOfdyz5wo40xp1/12VlbX1jc2K1vV7Z 3dvf3aweGjSo0k1CcpT2U3wopyJqivmea0m0mKk4jTTjS+LfzOE5WKpeJBTzIaJngoWMwI1lYKggTrURTlN9P+Zb9WdxvuDGiZeCWpQ4l2v/YVDFJi Eio04VipnudmOsyx1IxwOq0GRtEMkzEe0p6lAidUhfks8xSdWmWA4lTaJzSaqb83cpwoNUkiO1lkVIteIf7n9YyOm2HORGY0FWR+KDYc6RQVBaABk 5RoPrEEE8lsVkRGWGKibU1VW4K3+OVl4p83rhvu/UW91SzbqMAxnMAZeHAFLbiDNvhAIINneIU3xzgvzrvzMR9dccqdI/gD5/MHPqeRUw==</late xit><latexit sha1_base64="3s8OedgIY1+9rZpmmDph32LS9gU=">AAAB8 nicbVDLSsNAFL3xWeur6tLNYBFclURE667ixmUFYwtNKJPppB06mYR5CCX0N9y4UHHr17jzb5y0WWjrgYHDOfdyz5wo40xp1/12VlbX1jc2K1vV7Z 3dvf3aweGjSo0k1CcpT2U3wopyJqivmea0m0mKk4jTTjS+LfzOE5WKpeJBTzIaJngoWMwI1lYKggTrURTlN9P+Zb9WdxvuDGiZeCWpQ4l2v/YVDFJi Eio04VipnudmOsyx1IxwOq0GRtEMkzEe0p6lAidUhfks8xSdWmWA4lTaJzSaqb83cpwoNUkiO1lkVIteIf7n9YyOm2HORGY0FWR+KDYc6RQVBaABk 5RoPrEEE8lsVkRGWGKibU1VW4K3+OVl4p83rhvu/UW91SzbqMAxnMAZeHAFLbiDNvhAIINneIU3xzgvzrvzMR9dccqdI/gD5/MHPqeRUw==</late xit><latexit sha1_base64="3s8OedgIY1+9rZpmmDph32LS9gU=">AAAB8 nicbVDLSsNAFL3xWeur6tLNYBFclURE667ixmUFYwtNKJPppB06mYR5CCX0N9y4UHHr17jzb5y0WWjrgYHDOfdyz5wo40xp1/12VlbX1jc2K1vV7Z 3dvf3aweGjSo0k1CcpT2U3wopyJqivmea0m0mKk4jTTjS+LfzOE5WKpeJBTzIaJngoWMwI1lYKggTrURTlN9P+Zb9WdxvuDGiZeCWpQ4l2v/YVDFJi Eio04VipnudmOsyx1IxwOq0GRtEMkzEe0p6lAidUhfks8xSdWmWA4lTaJzSaqb83cpwoNUkiO1lkVIteIf7n9YyOm2HORGY0FWR+KDYc6RQVBaABk 5RoPrEEE8lsVkRGWGKibU1VW4K3+OVl4p83rhvu/UW91SzbqMAxnMAZeHAFLbiDNvhAIINneIU3xzgvzrvzMR9dccqdI/gD5/MHPqeRUw==</late xit>
A7
<latexit sha1_base64="9+t+KpQfUiawl0WxRm8V43WdaXk=">AAAB8 nicbVBNSwMxFHxbv2r9qnr0EiyCp7IrQuut4sVjBdcWuktJ0mwbms0uSVYoS/+GFw8qXv013vw3Zts9aHUgMMy8x5sMSQXXxnW/nMra+sbmVnW7tr O7t39QPzx60EmmKPNpIhLVJ1gzwSXzDTeC9VPFcEwE65HpTeH3HpnSPJH3ZpayMMZjySNOsbFSEMTYTAjJr+fD1rDecJvuAugv8UrSgBLdYf0zGCU0 i5k0VGCtB56bmjDHynAq2LwWZJqlmE7xmA0slThmOswXmefozCojFCXKPmnQQv25keNY61lM7GSRUa96hfifN8hM1A5zLtPMMEmXh6JMIJOgogA04 opRI2aWYKq4zYroBCtMja2pZkvwVr/8l/gXzaume3fZ6LTLNqpwAqdwDh60oAO30AUfKKTwBC/w6mTOs/PmvC9HK065cwy/4Hx8A0AqkVQ=</late xit><latexit sha1_base64="9+t+KpQfUiawl0WxRm8V43WdaXk=">AAAB8 nicbVBNSwMxFHxbv2r9qnr0EiyCp7IrQuut4sVjBdcWuktJ0mwbms0uSVYoS/+GFw8qXv013vw3Zts9aHUgMMy8x5sMSQXXxnW/nMra+sbmVnW7tr O7t39QPzx60EmmKPNpIhLVJ1gzwSXzDTeC9VPFcEwE65HpTeH3HpnSPJH3ZpayMMZjySNOsbFSEMTYTAjJr+fD1rDecJvuAugv8UrSgBLdYf0zGCU0 i5k0VGCtB56bmjDHynAq2LwWZJqlmE7xmA0slThmOswXmefozCojFCXKPmnQQv25keNY61lM7GSRUa96hfifN8hM1A5zLtPMMEmXh6JMIJOgogA04 opRI2aWYKq4zYroBCtMja2pZkvwVr/8l/gXzaume3fZ6LTLNqpwAqdwDh60oAO30AUfKKTwBC/w6mTOs/PmvC9HK065cwy/4Hx8A0AqkVQ=</late xit><latexit sha1_base64="9+t+KpQfUiawl0WxRm8V43WdaXk=">AAAB8 nicbVBNSwMxFHxbv2r9qnr0EiyCp7IrQuut4sVjBdcWuktJ0mwbms0uSVYoS/+GFw8qXv013vw3Zts9aHUgMMy8x5sMSQXXxnW/nMra+sbmVnW7tr O7t39QPzx60EmmKPNpIhLVJ1gzwSXzDTeC9VPFcEwE65HpTeH3HpnSPJH3ZpayMMZjySNOsbFSEMTYTAjJr+fD1rDecJvuAugv8UrSgBLdYf0zGCU0 i5k0VGCtB56bmjDHynAq2LwWZJqlmE7xmA0slThmOswXmefozCojFCXKPmnQQv25keNY61lM7GSRUa96hfifN8hM1A5zLtPMMEmXh6JMIJOgogA04 opRI2aWYKq4zYroBCtMja2pZkvwVr/8l/gXzaume3fZ6LTLNqpwAqdwDh60oAO30AUfKKTwBC/w6mTOs/PmvC9HK065cwy/4Hx8A0AqkVQ=</late xit>
A8
<latexit sha1_base64="tCRSopdKBz1wn0XW9uQXeFMIPJk=">AAAB8 nicbVBNSwMxFHxbv2r9qnr0EiyCp7IrgvVW8eKxgmsL3aUkabYNzWaXJCuUpX/DiwcVr/4ab/4bs+0etHUgMMy8x5sMSQXXxnW/ncra+sbmVnW7tr O7t39QPzx61EmmKPNpIhLVI1gzwSXzDTeC9VLFcEwE65LJbeF3n5jSPJEPZpqyMMYjySNOsbFSEMTYjAnJb2aD1qDecJvuHGiVeCVpQInOoP4VDBOa xUwaKrDWfc9NTZhjZTgVbFYLMs1STCd4xPqWShwzHebzzDN0ZpUhihJlnzRorv7eyHGs9TQmdrLIqJe9QvzP62cmaoU5l2lmmKSLQ1EmkElQUQAac sWoEVNLMFXcZkV0jBWmxtZUsyV4y19eJf5F87rp3l822q2yjSqcwCmcgwdX0IY76IAPFFJ4hld4czLnxXl3PhajFafcOYY/cD5/AEGtkVU=</late xit><latexit sha1_base64="tCRSopdKBz1wn0XW9uQXeFMIPJk=">AAAB8 nicbVBNSwMxFHxbv2r9qnr0EiyCp7IrgvVW8eKxgmsL3aUkabYNzWaXJCuUpX/DiwcVr/4ab/4bs+0etHUgMMy8x5sMSQXXxnW/ncra+sbmVnW7tr O7t39QPzx61EmmKPNpIhLVI1gzwSXzDTeC9VLFcEwE65LJbeF3n5jSPJEPZpqyMMYjySNOsbFSEMTYjAnJb2aD1qDecJvuHGiVeCVpQInOoP4VDBOa xUwaKrDWfc9NTZhjZTgVbFYLMs1STCd4xPqWShwzHebzzDN0ZpUhihJlnzRorv7eyHGs9TQmdrLIqJe9QvzP62cmaoU5l2lmmKSLQ1EmkElQUQAac sWoEVNLMFXcZkV0jBWmxtZUsyV4y19eJf5F87rp3l822q2yjSqcwCmcgwdX0IY76IAPFFJ4hld4czLnxXl3PhajFafcOYY/cD5/AEGtkVU=</late xit><latexit sha1_base64="tCRSopdKBz1wn0XW9uQXeFMIPJk=">AAAB8 nicbVBNSwMxFHxbv2r9qnr0EiyCp7IrgvVW8eKxgmsL3aUkabYNzWaXJCuUpX/DiwcVr/4ab/4bs+0etHUgMMy8x5sMSQXXxnW/ncra+sbmVnW7tr O7t39QPzx61EmmKPNpIhLVI1gzwSXzDTeC9VLFcEwE65LJbeF3n5jSPJEPZpqyMMYjySNOsbFSEMTYjAnJb2aD1qDecJvuHGiVeCVpQInOoP4VDBOa xUwaKrDWfc9NTZhjZTgVbFYLMs1STCd4xPqWShwzHebzzDN0ZpUhihJlnzRorv7eyHGs9TQmdrLIqJe9QvzP62cmaoU5l2lmmKSLQ1EmkElQUQAac sWoEVNLMFXcZkV0jBWmxtZUsyV4y19eJf5F87rp3l822q2yjSqcwCmcgwdX0IY76IAPFFJ4hld4czLnxXl3PhajFafcOYY/cD5/AEGtkVU=</late xit>
Fig. 4. Partition of the observation space used in the proof of Theorem 2.
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W
<latexit sha1_base64="OF8MpN3Eoy wuhUkAvGV4cTbVj70=">AAAB8HicbVBNS8NAFHypX7V+VT16WSyCp5KKYL0VvHis YGyxDWWzfWmXbjZhdyOU0H/hxYOKV3+ON/+NmzYHbR1YGGbeY+dNkAiujet+O6W 19Y3NrfJ2ZWd3b/+genj0oONUMfRYLGLVDahGwSV6hhuB3UQhjQKBnWByk/udJ1S ax/LeTBP0IzqSPOSMGis99iNqxkGYdWaDas2tu3OQVdIoSA0KtAfVr/4wZmmE0jB Bte413MT4GVWGM4GzSj/VmFA2oSPsWSpphNrP5oln5MwqQxLGyj5pyFz9vZHRSO tpFNjJPKFe9nLxP6+XmrDpZ1wmqUHJFh+FqSAmJvn5ZMgVMiOmllCmuM1K2Jgqyo wtqWJLaCyfvEq8i/p13b27rLWaRRtlOIFTOIcGXEELbqENHjCQ8Ayv8OZo58V5d z4WoyWn2DmGP3A+fwAyeJDE</latexit><latexit sha1_base64="OF8MpN3Eoy wuhUkAvGV4cTbVj70=">AAAB8HicbVBNS8NAFHypX7V+VT16WSyCp5KKYL0VvHis YGyxDWWzfWmXbjZhdyOU0H/hxYOKV3+ON/+NmzYHbR1YGGbeY+dNkAiujet+O6W 19Y3NrfJ2ZWd3b/+genj0oONUMfRYLGLVDahGwSV6hhuB3UQhjQKBnWByk/udJ1S ax/LeTBP0IzqSPOSMGis99iNqxkGYdWaDas2tu3OQVdIoSA0KtAfVr/4wZmmE0jB Bte413MT4GVWGM4GzSj/VmFA2oSPsWSpphNrP5oln5MwqQxLGyj5pyFz9vZHRSO tpFNjJPKFe9nLxP6+XmrDpZ1wmqUHJFh+FqSAmJvn5ZMgVMiOmllCmuM1K2Jgqyo wtqWJLaCyfvEq8i/p13b27rLWaRRtlOIFTOIcGXEELbqENHjCQ8Ayv8OZo58V5d z4WoyWn2DmGP3A+fwAyeJDE</latexit><latexit sha1_base64="OF8MpN3Eoy wuhUkAvGV4cTbVj70=">AAAB8HicbVBNS8NAFHypX7V+VT16WSyCp5KKYL0VvHis YGyxDWWzfWmXbjZhdyOU0H/hxYOKV3+ON/+NmzYHbR1YGGbeY+dNkAiujet+O6W 19Y3NrfJ2ZWd3b/+genj0oONUMfRYLGLVDahGwSV6hhuB3UQhjQKBnWByk/udJ1S ax/LeTBP0IzqSPOSMGis99iNqxkGYdWaDas2tu3OQVdIoSA0KtAfVr/4wZmmE0jB Bte413MT4GVWGM4GzSj/VmFA2oSPsWSpphNrP5oln5MwqQxLGyj5pyFz9vZHRSO tpFNjJPKFe9nLxP6+XmrDpZ1wmqUHJFh+FqSAmJvn5ZMgVMiOmllCmuM1K2Jgqyo wtqWJLaCyfvEq8i/p13b27rLWaRRtlOIFTOIcGXEELbqENHjCQ8Ayv8OZo58V5d z4WoyWn2DmGP3A+fwAyeJDE</latexit>
X1
<latexit sha1_ba se64="Ich2t4Mn7IqwxXhai2TZl8YXSw w=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69 LBbBU0lEsN4KXjxWNLbQhrLZTtqlm03Y 3Qgl9Cd48aDi1X/kzX/jts1BWx8MPN6b YWZemAqujet+O6W19Y3NrfJ2ZWd3b/+ genj0qJNMMfRZIhLVCalGwSX6hhuBnVQ hjUOB7XB8M/PbT6g0T+SDmaQYxHQoecQ ZNVa67/S9frXm1t05yCrxClKDAq1+9as 3SFgWozRMUK27npuaIKfKcCZwWullGl PKxnSIXUsljVEH+fzUKTmzyoBEibIlDZ mrvydyGms9iUPbGVMz0sveTPzP62Ymag Q5l2lmULLFoigTxCRk9jcZcIXMiIkllC lubyVsRBVlxqZTsSF4yy+vEv+ifl137y 5rzUaRRhlO4BTOwYMraMIttMAHBkN4h ld4c4Tz4rw7H4vWklPMHMMfOJ8/RYGNS Q==</latexit><latexit sha1_ba se64="Ich2t4Mn7IqwxXhai2TZl8YXSw w=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69 LBbBU0lEsN4KXjxWNLbQhrLZTtqlm03Y 3Qgl9Cd48aDi1X/kzX/jts1BWx8MPN6b YWZemAqujet+O6W19Y3NrfJ2ZWd3b/+ genj0qJNMMfRZIhLVCalGwSX6hhuBnVQ hjUOB7XB8M/PbT6g0T+SDmaQYxHQoecQ ZNVa67/S9frXm1t05yCrxClKDAq1+9as 3SFgWozRMUK27npuaIKfKcCZwWullGl PKxnSIXUsljVEH+fzUKTmzyoBEibIlDZ mrvydyGms9iUPbGVMz0sveTPzP62Ymag Q5l2lmULLFoigTxCRk9jcZcIXMiIkllC lubyVsRBVlxqZTsSF4yy+vEv+ifl137y 5rzUaRRhlO4BTOwYMraMIttMAHBkN4h ld4c4Tz4rw7H4vWklPMHMMfOJ8/RYGNS Q==</latexit><latexit sha1_ba se64="Ich2t4Mn7IqwxXhai2TZl8YXSw w=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69 LBbBU0lEsN4KXjxWNLbQhrLZTtqlm03Y 3Qgl9Cd48aDi1X/kzX/jts1BWx8MPN6b YWZemAqujet+O6W19Y3NrfJ2ZWd3b/+ genj0qJNMMfRZIhLVCalGwSX6hhuBnVQ hjUOB7XB8M/PbT6g0T+SDmaQYxHQoecQ ZNVa67/S9frXm1t05yCrxClKDAq1+9as 3SFgWozRMUK27npuaIKfKcCZwWullGl PKxnSIXUsljVEH+fzUKTmzyoBEibIlDZ mrvydyGms9iUPbGVMz0sveTPzP62Ymag Q5l2lmULLFoigTxCRk9jcZcIXMiIkllC lubyVsRBVlxqZTsSF4yy+vEv+ifl137y 5rzUaRRhlO4BTOwYMraMIttMAHBkN4h ld4c4Tz4rw7H4vWklPMHMMfOJ8/RYGNS Q==</latexit>
X2
<latexit sha1_ba se64="g8uuu5SITqGwGMGGQok0vfFbL6 A=">AAAB6XicbVBNS8NAEJ34WetX1aOX xSJ4KkkRrLeCF48VjS20oWy2k3bpZhN2 N0IJ/QlePKh49R9589+4bXPQ1gcDj/dm mJkXpoJr47rfztr6xubWdmmnvLu3f3B YOTp+1EmmGPosEYnqhFSj4BJ9w43ATqq QxqHAdji+mfntJ1SaJ/LBTFIMYjqUPOK MGivdd/r1fqXq1tw5yCrxClKFAq1+5as 3SFgWozRMUK27npuaIKfKcCZwWu5lGl PKxnSIXUsljVEH+fzUKTm3yoBEibIlDZ mrvydyGms9iUPbGVMz0sveTPzP62Ymag Q5l2lmULLFoigTxCRk9jcZcIXMiIkllC lubyVsRBVlxqZTtiF4yy+vEr9eu665d5 fVZqNIowSncAYX4MEVNOEWWuADgyE8w yu8OcJ5cd6dj0XrmlPMnMAfOJ8/RwSNS g==</latexit><latexit sha1_ba se64="g8uuu5SITqGwGMGGQok0vfFbL6 A=">AAAB6XicbVBNS8NAEJ34WetX1aOX xSJ4KkkRrLeCF48VjS20oWy2k3bpZhN2 N0IJ/QlePKh49R9589+4bXPQ1gcDj/dm mJkXpoJr47rfztr6xubWdmmnvLu3f3B YOTp+1EmmGPosEYnqhFSj4BJ9w43ATqq QxqHAdji+mfntJ1SaJ/LBTFIMYjqUPOK MGivdd/r1fqXq1tw5yCrxClKFAq1+5as 3SFgWozRMUK27npuaIKfKcCZwWu5lGl PKxnSIXUsljVEH+fzUKTm3yoBEibIlDZ mrvydyGms9iUPbGVMz0sveTPzP62Ymag Q5l2lmULLFoigTxCRk9jcZcIXMiIkllC lubyVsRBVlxqZTtiF4yy+vEr9eu665d5 fVZqNIowSncAYX4MEVNOEWWuADgyE8w yu8OcJ5cd6dj0XrmlPMnMAfOJ8/RwSNS g==</latexit><latexit sha1_ba se64="g8uuu5SITqGwGMGGQok0vfFbL6 A=">AAAB6XicbVBNS8NAEJ34WetX1aOX xSJ4KkkRrLeCF48VjS20oWy2k3bpZhN2 N0IJ/QlePKh49R9589+4bXPQ1gcDj/dm mJkXpoJr47rfztr6xubWdmmnvLu3f3B YOTp+1EmmGPosEYnqhFSj4BJ9w43ATqq QxqHAdji+mfntJ1SaJ/LBTFIMYjqUPOK MGivdd/r1fqXq1tw5yCrxClKFAq1+5as 3SFgWozRMUK27npuaIKfKcCZwWu5lGl PKxnSIXUsljVEH+fzUKTm3yoBEibIlDZ mrvydyGms9iUPbGVMz0sveTPzP62Ymag Q5l2lmULLFoigTxCRk9jcZcIXMiIkllC lubyVsRBVlxqZTtiF4yy+vEr9eu665d5 fVZqNIowSncAYX4MEVNOEWWuADgyE8w yu8OcJ5cd6dj0XrmlPMnMAfOJ8/RwSNS g==</latexit>
X˜2<latexit sha1_base64="QIhsS/12+M gXmFBbjn3GhMbsSII=">AAAB8XicbVBNS8NAEN3Ur1q/qh69LBbBU0mKYL0VvHis YGwhDWWz2bRLN7thdyKU0J/hxYOKV/+NN/+N2zYHbX0w8Hhvhpl5USa4Adf9dio bm1vbO9Xd2t7+weFR/fjk0ahcU+ZTJZTuR8QwwSXzgYNg/UwzkkaC9aLJ7dzvPTF tuJIPMM1YmJKR5AmnBKwUDICLmBX92bA1rDfcprsAXideSRqoRHdY/xrEiuYpk0A FMSbw3AzCgmjgVLBZbZAblhE6ISMWWCpJykxYLE6e4QurxDhR2pYEvFB/TxQkNW aaRrYzJTA2q95c/M8LckjaYcFllgOTdLkoyQUGhef/45hrRkFMLSFUc3srpmOiCQ WbUs2G4K2+vE78VvOm6d5fNTrtMo0qOkPn6BJ56Bp10B3qIh9RpNAzekVvDjgvz rvzsWytOOXMKfoD5/MHp3eRAA==</latexit><latexit sha1_base64="QIhsS/12+M gXmFBbjn3GhMbsSII=">AAAB8XicbVBNS8NAEN3Ur1q/qh69LBbBU0mKYL0VvHis YGwhDWWz2bRLN7thdyKU0J/hxYOKV/+NN/+N2zYHbX0w8Hhvhpl5USa4Adf9dio bm1vbO9Xd2t7+weFR/fjk0ahcU+ZTJZTuR8QwwSXzgYNg/UwzkkaC9aLJ7dzvPTF tuJIPMM1YmJKR5AmnBKwUDICLmBX92bA1rDfcprsAXideSRqoRHdY/xrEiuYpk0A FMSbw3AzCgmjgVLBZbZAblhE6ISMWWCpJykxYLE6e4QurxDhR2pYEvFB/TxQkNW aaRrYzJTA2q95c/M8LckjaYcFllgOTdLkoyQUGhef/45hrRkFMLSFUc3srpmOiCQ WbUs2G4K2+vE78VvOm6d5fNTrtMo0qOkPn6BJ56Bp10B3qIh9RpNAzekVvDjgvz rvzsWytOOXMKfoD5/MHp3eRAA==</latexit><latexit sha1_base64="QIhsS/12+M gXmFBbjn3GhMbsSII=">AAAB8XicbVBNS8NAEN3Ur1q/qh69LBbBU0mKYL0VvHis YGwhDWWz2bRLN7thdyKU0J/hxYOKV/+NN/+N2zYHbX0w8Hhvhpl5USa4Adf9dio bm1vbO9Xd2t7+weFR/fjk0ahcU+ZTJZTuR8QwwSXzgYNg/UwzkkaC9aLJ7dzvPTF tuJIPMM1YmJKR5AmnBKwUDICLmBX92bA1rDfcprsAXideSRqoRHdY/xrEiuYpk0A FMSbw3AzCgmjgVLBZbZAblhE6ISMWWCpJykxYLE6e4QurxDhR2pYEvFB/TxQkNW aaRrYzJTA2q95c/M8LckjaYcFllgOTdLkoyQUGhef/45hrRkFMLSFUc3srpmOiCQ WbUs2G4K2+vE78VvOm6d5fNTrtMo0qOkPn6BJ56Bp10B3qIh9RpNAzekVvDjgvz rvzsWytOOXMKfoD5/MHp3eRAA==</latexit>
X˜1<latexit sha1_base64="4U2AE1Tu1p KDlf92pMaJzbBYPBE=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69BIvgqSQiWG8FLx4r GC20oWw2m3bpZjfsToQS+jO8eFDx6r/x5r9x2+agrQ8GHu/NMDMvygQ36HnfTmV tfWNzq7pd29nd2z+oHx49GJVrygKqhNLdiBgmuGQBchSsm2lG0kiwx2h8M/Mfn5g 2XMl7nGQsTMlQ8oRTglbq9ZGLmBXd6cAf1Bte05vDXSV+SRpQojOof/VjRfOUSaS CGNPzvQzDgmjkVLBprZ8blhE6JkPWs1SSlJmwmJ88dc+sEruJ0rYkunP190RBUm MmaWQ7U4Ijs+zNxP+8Xo5JKyy4zHJkki4WJblwUbmz/92Ya0ZRTCwhVHN7q0tHRB OKNqWaDcFffnmVBBfN66Z3d9lot8o0qnACp3AOPlxBG26hAwFQUPAMr/DmoPPiv Dsfi9aKU84cwx84nz+l9JD/</latexit><latexit sha1_base64="4U2AE1Tu1p KDlf92pMaJzbBYPBE=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69BIvgqSQiWG8FLx4r GC20oWw2m3bpZjfsToQS+jO8eFDx6r/x5r9x2+agrQ8GHu/NMDMvygQ36HnfTmV tfWNzq7pd29nd2z+oHx49GJVrygKqhNLdiBgmuGQBchSsm2lG0kiwx2h8M/Mfn5g 2XMl7nGQsTMlQ8oRTglbq9ZGLmBXd6cAf1Bte05vDXSV+SRpQojOof/VjRfOUSaS CGNPzvQzDgmjkVLBprZ8blhE6JkPWs1SSlJmwmJ88dc+sEruJ0rYkunP190RBUm MmaWQ7U4Ijs+zNxP+8Xo5JKyy4zHJkki4WJblwUbmz/92Ya0ZRTCwhVHN7q0tHRB OKNqWaDcFffnmVBBfN66Z3d9lot8o0qnACp3AOPlxBG26hAwFQUPAMr/DmoPPiv Dsfi9aKU84cwx84nz+l9JD/</latexit><latexit sha1_base64="4U2AE1Tu1p KDlf92pMaJzbBYPBE=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69BIvgqSQiWG8FLx4r GC20oWw2m3bpZjfsToQS+jO8eFDx6r/x5r9x2+agrQ8GHu/NMDMvygQ36HnfTmV tfWNzq7pd29nd2z+oHx49GJVrygKqhNLdiBgmuGQBchSsm2lG0kiwx2h8M/Mfn5g 2XMl7nGQsTMlQ8oRTglbq9ZGLmBXd6cAf1Bte05vDXSV+SRpQojOof/VjRfOUSaS CGNPzvQzDgmjkVLBprZ8blhE6JkPWs1SSlJmwmJ88dc+sEruJ0rYkunP190RBUm MmaWQ7U4Ijs+zNxP+8Xo5JKyy4zHJkki4WJblwUbmz/92Ya0ZRTCwhVHN7q0tHRB OKNqWaDcFffnmVBBfN66Z3d9lot8o0qnACp3AOPlxBG26hAwFQUPAMr/DmoPPiv Dsfi9aKU84cwx84nz+l9JD/</latexit>
Umax
<latexit sha1_base64="sgh10+IV0b /sBfjnlonLveVV9nI=">AAAB+nicbVBPS8MwHP3Vv3P+q/PoJTgET6MVwXkbePE4 wbrBVkeapVtYmpYklY3Sr+LFg4pXP4k3v43p1oNuPgi8vPf7kZcXJJwp7Tjf1tr 6xubWdmWnuru3f3BoH9UeVJxKQj0S81h2A6woZ4J6mmlOu4mkOAo47QSTm8LvPFG pWCzu9SyhfoRHgoWMYG2kgV3rR1iPCeaZlz9m5jLNB3bdaThzoFXilqQOJdoD+6s /jEkaUaEJx0r1XCfRfoalZoTTvNpPFU0wmeAR7RkqcESVn82z5+jMKEMUxtIcod Fc/b2R4UipWRSYySKpWvYK8T+vl+qw6WdMJKmmgiweClOOdIyKItCQSUo0nxmCiW QmKyJjLDHRpq6qKcFd/vIq8S4a1w3n7rLeapZtVOAETuEcXLiCFtxCGzwgMIVne IU3K7derHfrYzG6ZpU7x/AH1ucPFfCUow==</latexit><latexit sha1_base64="sgh10+IV0b /sBfjnlonLveVV9nI=">AAAB+nicbVBPS8MwHP3Vv3P+q/PoJTgET6MVwXkbePE4 wbrBVkeapVtYmpYklY3Sr+LFg4pXP4k3v43p1oNuPgi8vPf7kZcXJJwp7Tjf1tr 6xubWdmWnuru3f3BoH9UeVJxKQj0S81h2A6woZ4J6mmlOu4mkOAo47QSTm8LvPFG pWCzu9SyhfoRHgoWMYG2kgV3rR1iPCeaZlz9m5jLNB3bdaThzoFXilqQOJdoD+6s /jEkaUaEJx0r1XCfRfoalZoTTvNpPFU0wmeAR7RkqcESVn82z5+jMKEMUxtIcod Fc/b2R4UipWRSYySKpWvYK8T+vl+qw6WdMJKmmgiweClOOdIyKItCQSUo0nxmCiW QmKyJjLDHRpq6qKcFd/vIq8S4a1w3n7rLeapZtVOAETuEcXLiCFtxCGzwgMIVne IU3K7derHfrYzG6ZpU7x/AH1ucPFfCUow==</latexit><latexit sha1_base64="sgh10+IV0b /sBfjnlonLveVV9nI=">AAAB+nicbVBPS8MwHP3Vv3P+q/PoJTgET6MVwXkbePE4 wbrBVkeapVtYmpYklY3Sr+LFg4pXP4k3v43p1oNuPgi8vPf7kZcXJJwp7Tjf1tr 6xubWdmWnuru3f3BoH9UeVJxKQj0S81h2A6woZ4J6mmlOu4mkOAo47QSTm8LvPFG pWCzu9SyhfoRHgoWMYG2kgV3rR1iPCeaZlz9m5jLNB3bdaThzoFXilqQOJdoD+6s /jEkaUaEJx0r1XCfRfoalZoTTvNpPFU0wmeAR7RkqcESVn82z5+jMKEMUxtIcod Fc/b2R4UipWRSYySKpWvYK8T+vl+qw6WdMJKmmgiweClOOdIyKItCQSUo0nxmCiW QmKyJjLDHRpq6qKcFd/vIq8S4a1w3n7rLeapZtVOAETuEcXLiCFtxCGzwgMIVne IU3K7derHfrYzG6ZpU7x/AH1ucPFfCUow==</latexit>
X˜1 or X˜2<latexit sha1_base64="IEHtNR6npRJm4IiBRNkJqaCBIKQ=">AAACDXicbZC7 SgNBFIZnvcZ4W7W0GQwBq7AbBGMXsLGMYEwgG5bZ2ZNkyOyFmbNiWPIENr6KjYWKrb2db+PkImjigYGP/z+HM+cPUik0Os6XtbK6tr6xWdgqbu/s7u3bB4e3OskUhyZ PZKLaAdMgRQxNFCihnSpgUSChFQwvJ37rDpQWSXyDoxS6EevHoic4QyP5dtlDIUPI22PfpR71EO4xT9R4yj9O1bdLTsWZFl0Gdw4lMq+Gb396YcKzCGLkkmndcZ0Uuz lTKLiEcdHLNKSMD1kfOgZjFoHu5tNzxrRslJD2EmVejHSq/p7IWaT1KApMZ8RwoBe9ifif18mwV+vmIk4zhJjPFvUySTGhk2xoKBRwlCMDjCth/kr5gCnG0SRYNCG4i ycvQ7Nauag412elem2eRoEckxNySlxyTurkijRIk3DyQJ7IC3m1Hq1n6816n7WuWPOZI/KnrI9vJmSbtQ==</latexit><latexit sha1_base64="IEHtNR6npRJm4IiBRNkJqaCBIKQ=">AAACDXicbZC7 SgNBFIZnvcZ4W7W0GQwBq7AbBGMXsLGMYEwgG5bZ2ZNkyOyFmbNiWPIENr6KjYWKrb2db+PkImjigYGP/z+HM+cPUik0Os6XtbK6tr6xWdgqbu/s7u3bB4e3OskUhyZ PZKLaAdMgRQxNFCihnSpgUSChFQwvJ37rDpQWSXyDoxS6EevHoic4QyP5dtlDIUPI22PfpR71EO4xT9R4yj9O1bdLTsWZFl0Gdw4lMq+Gb396YcKzCGLkkmndcZ0Uuz lTKLiEcdHLNKSMD1kfOgZjFoHu5tNzxrRslJD2EmVejHSq/p7IWaT1KApMZ8RwoBe9ifif18mwV+vmIk4zhJjPFvUySTGhk2xoKBRwlCMDjCth/kr5gCnG0SRYNCG4i ycvQ7Nauag412elem2eRoEckxNySlxyTurkijRIk3DyQJ7IC3m1Hq1n6816n7WuWPOZI/KnrI9vJmSbtQ==</latexit><latexit sha1_base64="IEHtNR6npRJm4IiBRNkJqaCBIKQ=">AAACDXicbZC7 SgNBFIZnvcZ4W7W0GQwBq7AbBGMXsLGMYEwgG5bZ2ZNkyOyFmbNiWPIENr6KjYWKrb2db+PkImjigYGP/z+HM+cPUik0Os6XtbK6tr6xWdgqbu/s7u3bB4e3OskUhyZ PZKLaAdMgRQxNFCihnSpgUSChFQwvJ37rDpQWSXyDoxS6EevHoic4QyP5dtlDIUPI22PfpR71EO4xT9R4yj9O1bdLTsWZFl0Gdw4lMq+Gb396YcKzCGLkkmndcZ0Uuz lTKLiEcdHLNKSMD1kfOgZjFoHu5tNzxrRslJD2EmVejHSq/p7IWaT1KApMZ8RwoBe9ifif18mwV+vmIk4zhJjPFvUySTGhk2xoKBRwlCMDjCth/kr5gCnG0SRYNCG4i ycvQ7Nauag412elem2eRoEckxNySlxyTurkijRIk3DyQJ7IC3m1Hq1n6816n7WuWPOZI/KnrI9vJmSbtQ==</latexit> Emean
<latexit sha1_base64="95WCNAukByJAYS9k3a6661O1eIc=">AAACJXicbZDL SsNAFIYn9V5v0S7dBIvgqqQiWHcFEVxWsCo0sZxMT3XoXMLMRCkhz+JWX8aVCK58ERcmaRbeDgzz859zOD9fFHNmrO+/O7W5+YXFpeWV+ura+samu7V9aVSiKfap4kp fR2CQM4l9yyzH61gjiIjjVTQ5KfpX96gNU/LCTmMMBdxKNmYUbG4N3UYgwN5R4OlpdpMGAkFmQ7fpt/yyvL+iXYkmqao3dD+DkaKJQGkpB2MGbT+2YQraMsoxqweJwR joBG5xkEsJAk2YluEzby93Rt5Y6fxJ65Xu940UhDFTEeWTRVTzu1eY//UGiR13wpTJOLEo6ezQOOGeVV5BwhsxjdTyaS6AapZn9egdaKA251UPJD5QJQTIUYUlLVGpe PZrkZZuVuBq/4bzV/QPWsct//yw2e1U3JbJDtkl+6RNjkiXnJEe6RNKpuSRPJFn58l5cV6dt9lozal2GuRHOR9fySSnwQ==</latexit><latexit sha1_base64="95WCNAukByJAYS9k3a6661O1eIc=">AAACJXicbZDL SsNAFIYn9V5v0S7dBIvgqqQiWHcFEVxWsCo0sZxMT3XoXMLMRCkhz+JWX8aVCK58ERcmaRbeDgzz859zOD9fFHNmrO+/O7W5+YXFpeWV+ura+samu7V9aVSiKfap4kp fR2CQM4l9yyzH61gjiIjjVTQ5KfpX96gNU/LCTmMMBdxKNmYUbG4N3UYgwN5R4OlpdpMGAkFmQ7fpt/yyvL+iXYkmqao3dD+DkaKJQGkpB2MGbT+2YQraMsoxqweJwR joBG5xkEsJAk2YluEzby93Rt5Y6fxJ65Xu940UhDFTEeWTRVTzu1eY//UGiR13wpTJOLEo6ezQOOGeVV5BwhsxjdTyaS6AapZn9egdaKA251UPJD5QJQTIUYUlLVGpe PZrkZZuVuBq/4bzV/QPWsct//yw2e1U3JbJDtkl+6RNjkiXnJEe6RNKpuSRPJFn58l5cV6dt9lozal2GuRHOR9fySSnwQ==</latexit><latexit sha1_base64="95WCNAukByJAYS9k3a6661O1eIc=">AAACJXicbZDL SsNAFIYn9V5v0S7dBIvgqqQiWHcFEVxWsCo0sZxMT3XoXMLMRCkhz+JWX8aVCK58ERcmaRbeDgzz859zOD9fFHNmrO+/O7W5+YXFpeWV+ura+samu7V9aVSiKfap4kp fR2CQM4l9yyzH61gjiIjjVTQ5KfpX96gNU/LCTmMMBdxKNmYUbG4N3UYgwN5R4OlpdpMGAkFmQ7fpt/yyvL+iXYkmqao3dD+DkaKJQGkpB2MGbT+2YQraMsoxqweJwR joBG5xkEsJAk2YluEzby93Rt5Y6fxJ65Xu940UhDFTEeWTRVTzu1eY//UGiR13wpTJOLEo6ezQOOGeVV5BwhsxjdTyaS6AapZn9egdaKA251UPJD5QJQTIUYUlLVGpe PZrkZZuVuBq/4bzV/QPWsct//yw2e1U3JbJDtkl+6RNjkiXnJEe6RNKpuSRPJFn58l5cV6dt9lozal2GuRHOR9fySSnwQ==</latexit>
Xˆ1<latexit sha1_base64="qXyCPnFBA3Fy+rpj4b5ZWKFOgSQ=">AAACGXicbVA9 SwNBEN3zM8avqKXNYRCswp0Ixk6wsYzgmUguhLnNxCzux7G7p4TjfoWt/hkrsbXyv1i4Sa5Q44NlHu/NMLMvSTkzNgg+vYXFpeWV1cpadX1jc2u7trN7Y1SmKUZUcaU 7CRjkTGJkmeXYSTWCSDi2k/uLid9+QG2Yktd2nGJPwJ1kQ0bBOuk2HoHNO0U/7NfqQSOYwp8nYUnqpESrX/uKB4pmAqWlHIzphkFqezloyyjHohpnBlOg93CHXUclCD S9fHpw4R86ZeAPlXZPWn+q/pzIQRgzFonrFGBH5q83Ef/zupkdNns5k2lmUdLZomHGfav8ye/9AdNILR87AlQzd6tPR6CBWpdRNZb4SJUQIAd5LBBk4YrbodJZ1SKfq kXh4gr/hjNPouPGWSO4OqmfN8vcKmSfHJAjEpJTck4uSYtEhBJBnsgzefGevVfvzXuftS545cwe+QXv4xtskaLf</latexit><latexit sha1_base64="qXyCPnFBA3Fy+rpj4b5ZWKFOgSQ=">AAACGXicbVA9 SwNBEN3zM8avqKXNYRCswp0Ixk6wsYzgmUguhLnNxCzux7G7p4TjfoWt/hkrsbXyv1i4Sa5Q44NlHu/NMLMvSTkzNgg+vYXFpeWV1cpadX1jc2u7trN7Y1SmKUZUcaU 7CRjkTGJkmeXYSTWCSDi2k/uLid9+QG2Yktd2nGJPwJ1kQ0bBOuk2HoHNO0U/7NfqQSOYwp8nYUnqpESrX/uKB4pmAqWlHIzphkFqezloyyjHohpnBlOg93CHXUclCD S9fHpw4R86ZeAPlXZPWn+q/pzIQRgzFonrFGBH5q83Ef/zupkdNns5k2lmUdLZomHGfav8ye/9AdNILR87AlQzd6tPR6CBWpdRNZb4SJUQIAd5LBBk4YrbodJZ1SKfq kXh4gr/hjNPouPGWSO4OqmfN8vcKmSfHJAjEpJTck4uSYtEhBJBnsgzefGevVfvzXuftS545cwe+QXv4xtskaLf</latexit><latexit sha1_base64="qXyCPnFBA3Fy+rpj4b5ZWKFOgSQ=">AAACGXicbVA9 SwNBEN3zM8avqKXNYRCswp0Ixk6wsYzgmUguhLnNxCzux7G7p4TjfoWt/hkrsbXyv1i4Sa5Q44NlHu/NMLMvSTkzNgg+vYXFpeWV1cpadX1jc2u7trN7Y1SmKUZUcaU 7CRjkTGJkmeXYSTWCSDi2k/uLid9+QG2Yktd2nGJPwJ1kQ0bBOuk2HoHNO0U/7NfqQSOYwp8nYUnqpESrX/uKB4pmAqWlHIzphkFqezloyyjHohpnBlOg93CHXUclCD S9fHpw4R86ZeAPlXZPWn+q/pzIQRgzFonrFGBH5q83Ef/zupkdNns5k2lmUdLZomHGfav8ye/9AdNILR87AlQzd6tPR6CBWpdRNZb4SJUQIAd5LBBk4YrbodJZ1SKfq kXh4gr/hjNPouPGWSO4OqmfN8vcKmSfHJAjEpJTck4uSYtEhBJBnsgzefGevVfvzXuftS545cwe+QXv4xtskaLf</latexit>
Xˆ2<latexit sha1_base64="q83UvgMJize2Xe4FQ6OwB6T+5oQ=">AAACGXicbVDL SgNBEJz1GeMr6tHLYhA8hU0QjLeAF48RjIlkQ+iddJIh81hmZpWw7Fd4jT/jSbx68l88OHkcNLFg6KKqm+6pKObM2CD48tbWNza3tnM7+d29/YPDwtHxg1GJptigiiv disAgZxIbllmOrVgjiIhjMxrdTP3mE2rDlLy34xg7AgaS9RkF66THcAg2bWXdSrdQDErBDP4qKS9IkSxQ7xa+w56iiUBpKQdj2uUgtp0UtGWUY5YPE4Mx0BEMsO2oBI Gmk84Ozvxzp/T8vtLuSevP1N8TKQhjxiJynQLs0Cx7U/E/r53YfrWTMhknFiWdL+on3LfKn/7e7zGN1PKxI0A1c7f6dAgaqHUZ5UOJz1QJAbKXhgJBZq64HSqeVy3Sm ZplLq7ycjirpFEpXZeCu8tirbrILUdOyRm5IGVyRWrkltRJg1AiyAuZkFdv4r15797HvHXNW8yckD/wPn8Abj6i4A==</latexit><latexit sha1_base64="q83UvgMJize2Xe4FQ6OwB6T+5oQ=">AAACGXicbVDL SgNBEJz1GeMr6tHLYhA8hU0QjLeAF48RjIlkQ+iddJIh81hmZpWw7Fd4jT/jSbx68l88OHkcNLFg6KKqm+6pKObM2CD48tbWNza3tnM7+d29/YPDwtHxg1GJptigiiv disAgZxIbllmOrVgjiIhjMxrdTP3mE2rDlLy34xg7AgaS9RkF66THcAg2bWXdSrdQDErBDP4qKS9IkSxQ7xa+w56iiUBpKQdj2uUgtp0UtGWUY5YPE4Mx0BEMsO2oBI Gmk84Ozvxzp/T8vtLuSevP1N8TKQhjxiJynQLs0Cx7U/E/r53YfrWTMhknFiWdL+on3LfKn/7e7zGN1PKxI0A1c7f6dAgaqHUZ5UOJz1QJAbKXhgJBZq64HSqeVy3Sm ZplLq7ycjirpFEpXZeCu8tirbrILUdOyRm5IGVyRWrkltRJg1AiyAuZkFdv4r15797HvHXNW8yckD/wPn8Abj6i4A==</latexit><latexit sha1_base64="q83UvgMJize2Xe4FQ6OwB6T+5oQ=">AAACGXicbVDL SgNBEJz1GeMr6tHLYhA8hU0QjLeAF48RjIlkQ+iddJIh81hmZpWw7Fd4jT/jSbx68l88OHkcNLFg6KKqm+6pKObM2CD48tbWNza3tnM7+d29/YPDwtHxg1GJptigiiv disAgZxIbllmOrVgjiIhjMxrdTP3mE2rDlLy34xg7AgaS9RkF66THcAg2bWXdSrdQDErBDP4qKS9IkSxQ7xa+w56iiUBpKQdj2uUgtp0UtGWUY5YPE4Mx0BEMsO2oBI Gmk84Ozvxzp/T8vtLuSevP1N8TKQhjxiJynQLs0Cx7U/E/r53YfrWTMhknFiWdL+on3LfKn/7e7zGN1PKxI0A1c7f6dAgaqHUZ5UOJz1QJAbKXhgJBZq64HSqeVy3Sm ZplLq7ycjirpFEpXZeCu8tirbrILUdOyRm5IGVyRWrkltRJg1AiyAuZkFdv4r15797HvHXNW8yckD/wPn8Abj6i4A==</latexit>
ˆ˜X2
<latexit sha1_base64="SSk6PFnjcEK5IbIEZOYajFDIvGI=">AAACI3icbVDJ SgNBEO1xN26jHr0MBsFTmIig3gQvHhWMBjIh1PRUTGMvQ3eNEob5FK/6M57Eiwf/xIOd5eD2oKjHe1VU8dJcCkdx/B7MzM7NLywuLddWVtfWN8LNrWtnCsuxxY00tp2 CQyk0tkiQxHZuEVQq8Sa9Oxv5N/donTD6ioY5dhXcatEXHMhLvXAzGQCVCQmZYdmuqt5BL6zHjXiM6C9pTkmdTXHRCz+TzPBCoSYuwblOM86pW4IlwSVWtaRwmAO/g1 vseKpBoeuW49eraM8rWdQ31pemaKx+3yhBOTdUqZ9UQAP32xuJ/3mdgvrH3VLovCDUfHKoX8iITDTKIcqERU5y6AlwK/yvER+ABU4+rVqi8YEbpUBnZaIQdOWbv2HyS beqHKs+sLDe/B3OX9I6aJw04svD+unxNLcltsN22T5rsiN2ys7ZBWsxzh7YI3tiz8FT8BK8Bm+T0ZlgurPNfiD4+ALwHKbH</latexit><latexit sha1_base64="SSk6PFnjcEK5IbIEZOYajFDIvGI=">AAACI3icbVDJ SgNBEO1xN26jHr0MBsFTmIig3gQvHhWMBjIh1PRUTGMvQ3eNEob5FK/6M57Eiwf/xIOd5eD2oKjHe1VU8dJcCkdx/B7MzM7NLywuLddWVtfWN8LNrWtnCsuxxY00tp2 CQyk0tkiQxHZuEVQq8Sa9Oxv5N/donTD6ioY5dhXcatEXHMhLvXAzGQCVCQmZYdmuqt5BL6zHjXiM6C9pTkmdTXHRCz+TzPBCoSYuwblOM86pW4IlwSVWtaRwmAO/g1 vseKpBoeuW49eraM8rWdQ31pemaKx+3yhBOTdUqZ9UQAP32xuJ/3mdgvrH3VLovCDUfHKoX8iITDTKIcqERU5y6AlwK/yvER+ABU4+rVqi8YEbpUBnZaIQdOWbv2HyS beqHKs+sLDe/B3OX9I6aJw04svD+unxNLcltsN22T5rsiN2ys7ZBWsxzh7YI3tiz8FT8BK8Bm+T0ZlgurPNfiD4+ALwHKbH</latexit><latexit sha1_base64="SSk6PFnjcEK5IbIEZOYajFDIvGI=">AAACI3icbVDJ SgNBEO1xN26jHr0MBsFTmIig3gQvHhWMBjIh1PRUTGMvQ3eNEob5FK/6M57Eiwf/xIOd5eD2oKjHe1VU8dJcCkdx/B7MzM7NLywuLddWVtfWN8LNrWtnCsuxxY00tp2 CQyk0tkiQxHZuEVQq8Sa9Oxv5N/donTD6ioY5dhXcatEXHMhLvXAzGQCVCQmZYdmuqt5BL6zHjXiM6C9pTkmdTXHRCz+TzPBCoSYuwblOM86pW4IlwSVWtaRwmAO/g1 vseKpBoeuW49eraM8rWdQ31pemaKx+3yhBOTdUqZ9UQAP32xuJ/3mdgvrH3VLovCDUfHKoX8iITDTKIcqERU5y6AlwK/yvER+ABU4+rVqi8YEbpUBnZaIQdOWbv2HyS beqHKs+sLDe/B3OX9I6aJw04svD+unxNLcltsN22T5rsiN2ys7ZBWsxzh7YI3tiz8FT8BK8Bm+T0ZlgurPNfiD4+ALwHKbH</latexit>
ˆ˜X1
<latexit sha1_base64="/4gRmrrZHkeS8w4OcqUecD7c0F0=">AAACI3icbVA9 TxtBEN2DhDgOIWco05xiRaKy7hASpEOiSWkkHFvyWdbc3hivvB+n3bkg63Q/hZb8GSpEQ8E/oWD9UQTDk0bz9N6MZvSyQgpHcfwYbG1/+LjzqfG5+WX36963sLX/x5n ScuxxI40dZOBQCo09EiRxUFgElUnsZ7Pzhd//i9YJoy9pXuBIwZUWE8GBvDQOW+kUqEpJyByrQV2Pk3HYjjvxEtFbkqxJm63RHYfPaW54qVATl+DcMIkLGlVgSXCJdT MtHRbAZ3CFQ081KHSjavl6Hf30Sh5NjPWlKVqq/29UoJybq8xPKqCp2/QW4nvesKTJ6agSuigJNV8dmpQyIhMtcohyYZGTnHsC3Ar/a8SnYIGTT6uZarzmRinQeZUqB F375m+YYtWtqpaqDyxsJ5vhvCW9o86vTnxx3D47XefWYN/ZD3bIEnbCzthv1mU9xtk1u2G37F9wG9wF98HDanQrWO8csFcInl4A7m+mxg==</latexit><latexit sha1_base64="/4gRmrrZHkeS8w4OcqUecD7c0F0=">AAACI3icbVA9 TxtBEN2DhDgOIWco05xiRaKy7hASpEOiSWkkHFvyWdbc3hivvB+n3bkg63Q/hZb8GSpEQ8E/oWD9UQTDk0bz9N6MZvSyQgpHcfwYbG1/+LjzqfG5+WX36963sLX/x5n ScuxxI40dZOBQCo09EiRxUFgElUnsZ7Pzhd//i9YJoy9pXuBIwZUWE8GBvDQOW+kUqEpJyByrQV2Pk3HYjjvxEtFbkqxJm63RHYfPaW54qVATl+DcMIkLGlVgSXCJdT MtHRbAZ3CFQ081KHSjavl6Hf30Sh5NjPWlKVqq/29UoJybq8xPKqCp2/QW4nvesKTJ6agSuigJNV8dmpQyIhMtcohyYZGTnHsC3Ar/a8SnYIGTT6uZarzmRinQeZUqB F375m+YYtWtqpaqDyxsJ5vhvCW9o86vTnxx3D47XefWYN/ZD3bIEnbCzthv1mU9xtk1u2G37F9wG9wF98HDanQrWO8csFcInl4A7m+mxg==</latexit><latexit sha1_base64="/4gRmrrZHkeS8w4OcqUecD7c0F0=">AAACI3icbVA9 TxtBEN2DhDgOIWco05xiRaKy7hASpEOiSWkkHFvyWdbc3hivvB+n3bkg63Q/hZb8GSpEQ8E/oWD9UQTDk0bz9N6MZvSyQgpHcfwYbG1/+LjzqfG5+WX36963sLX/x5n ScuxxI40dZOBQCo09EiRxUFgElUnsZ7Pzhd//i9YJoy9pXuBIwZUWE8GBvDQOW+kUqEpJyByrQV2Pk3HYjjvxEtFbkqxJm63RHYfPaW54qVATl+DcMIkLGlVgSXCJdT MtHRbAZ3CFQ081KHSjavl6Hf30Sh5NjPWlKVqq/29UoJybq8xPKqCp2/QW4nvesKTJ6agSuigJNV8dmpQyIhMtcohyYZGTnHsC3Ar/a8SnYIGTT6uZarzmRinQeZUqB F375m+YYtWtqpaqDyxsJ5vhvCW9o86vTnxx3D47XefWYN/ZD3bIEnbCzthv1mU9xtk1u2G37F9wG9wF98HDanQrWO8csFcInl4A7m+mxg==</latexit>
WT
<latexit sha1_base64="TxpLnsROqNN4irsSJKWfd90U7jw=">AAACKXicbZDL TgIxFIY7eEO8oS5cuJlITFyRwZiIOxI3LjEBIWFG0ilnoKGXSdvRkMk8jVt8GVfq1tdwYRlYKHiSpn/+/5z09AtjRrXxvA+nsLa+sblV3C7t7O7tH5QPjx60TBSBNpF Mqm6INTAqoG2oYdCNFWAeMuiE49tZ3nkCpakULTOJIeB4KGhECTbW6pdPfI7NKIzSTvaY5lpHaSvL+uWKV/XycldFbSEqaFHNfvnbH0iScBCGMKx1r+bFJkixMpQwyE p+oiHGZIyH0LNSYA46SPMPZO65dQZuJJU9wri5+3sixVzrCQ9tZ77icjYz/8t6iYnqQUpFnBgQZP5QlDDXSHdGwx1QBcSwiRWYKGp3dckIK0yMZVbyBTwTyTkWA8sGs MjmiGQ8vxVPczfHVVuGsyral9Wbqnd/VWnUF9yK6BSdoQtUQ9eoge5QE7URQRl6QVP06kydN+fd+Zy3FpzFzDH6U87XD5hwqcE=</latexit><latexit sha1_base64="TxpLnsROqNN4irsSJKWfd90U7jw=">AAACKXicbZDL TgIxFIY7eEO8oS5cuJlITFyRwZiIOxI3LjEBIWFG0ilnoKGXSdvRkMk8jVt8GVfq1tdwYRlYKHiSpn/+/5z09AtjRrXxvA+nsLa+sblV3C7t7O7tH5QPjx60TBSBNpF Mqm6INTAqoG2oYdCNFWAeMuiE49tZ3nkCpakULTOJIeB4KGhECTbW6pdPfI7NKIzSTvaY5lpHaSvL+uWKV/XycldFbSEqaFHNfvnbH0iScBCGMKx1r+bFJkixMpQwyE p+oiHGZIyH0LNSYA46SPMPZO65dQZuJJU9wri5+3sixVzrCQ9tZ77icjYz/8t6iYnqQUpFnBgQZP5QlDDXSHdGwx1QBcSwiRWYKGp3dckIK0yMZVbyBTwTyTkWA8sGs MjmiGQ8vxVPczfHVVuGsyral9Wbqnd/VWnUF9yK6BSdoQtUQ9eoge5QE7URQRl6QVP06kydN+fd+Zy3FpzFzDH6U87XD5hwqcE=</latexit><latexit sha1_base64="TxpLnsROqNN4irsSJKWfd90U7jw=">AAACKXicbZDL TgIxFIY7eEO8oS5cuJlITFyRwZiIOxI3LjEBIWFG0ilnoKGXSdvRkMk8jVt8GVfq1tdwYRlYKHiSpn/+/5z09AtjRrXxvA+nsLa+sblV3C7t7O7tH5QPjx60TBSBNpF Mqm6INTAqoG2oYdCNFWAeMuiE49tZ3nkCpakULTOJIeB4KGhECTbW6pdPfI7NKIzSTvaY5lpHaSvL+uWKV/XycldFbSEqaFHNfvnbH0iScBCGMKx1r+bFJkixMpQwyE p+oiHGZIyH0LNSYA46SPMPZO65dQZuJJU9wri5+3sixVzrCQ9tZ77icjYz/8t6iYnqQUpFnBgQZP5QlDDXSHdGwx1QBcSwiRWYKGp3dckIK0yMZVbyBTwTyTkWA8sGs MjmiGQ8vxVPczfHVVuGsyral9Wbqnd/VWnUF9yK6BSdoQtUQ9eoge5QE7URQRl6QVP06kydN+fd+Zy3FpzFzDH6U87XD5hwqcE=</latexit>
person-by-person optimal
<latexit sha1_base64="GkgdnpeZhS twWMpRjW2eEzwHWTQ=">AAACKnicbVC7SkNBEN3r2/iK2gg2i0GwMdykMXYBG8sI RgNJCHM3E13cF7t7lXC5fo1t/BkrsfUzLNw8CjUeWOZwzgwzexIjuPNx/B4tLC4 tr6yurRc2Nre2d4q7ezdOp5Zhk2mhbSsBh4IrbHruBbaMRZCJwNvk4WLs3z6idVy raz802JVwp/iAM/BB6hUPTDC1Ok2Gp1NGtfFcgugVS3E5noDOk8qMlMgMjV7xq9P XLJWoPBPgXLsSG9/NwHrOBOaFTurQAHuAO2wHqkCi62aTH+T0OCh9OtA2POXpRP 05kYF0biiT0CnB37u/3lj8z2unflDrZlyZ1KNi00WDVFCv6TgO2ucWmRfDQIBZHm 6l7B4sMB/SKHQUPjEtJah+1pEIKg8l7NBmWq3MJmqeh7gqf8OZJ81q+bwcX1VL9 dostzVySI7ICamQM1Inl6RBmoSRZ/JCRuQ1GkVv0Xv0MW1diGYz++QXos9vhDupp A==</latexit><latexit sha1_base64="GkgdnpeZhS twWMpRjW2eEzwHWTQ=">AAACKnicbVC7SkNBEN3r2/iK2gg2i0GwMdykMXYBG8sI RgNJCHM3E13cF7t7lXC5fo1t/BkrsfUzLNw8CjUeWOZwzgwzexIjuPNx/B4tLC4 tr6yurRc2Nre2d4q7ezdOp5Zhk2mhbSsBh4IrbHruBbaMRZCJwNvk4WLs3z6idVy raz802JVwp/iAM/BB6hUPTDC1Ok2Gp1NGtfFcgugVS3E5noDOk8qMlMgMjV7xq9P XLJWoPBPgXLsSG9/NwHrOBOaFTurQAHuAO2wHqkCi62aTH+T0OCh9OtA2POXpRP 05kYF0biiT0CnB37u/3lj8z2unflDrZlyZ1KNi00WDVFCv6TgO2ucWmRfDQIBZHm 6l7B4sMB/SKHQUPjEtJah+1pEIKg8l7NBmWq3MJmqeh7gqf8OZJ81q+bwcX1VL9 dostzVySI7ICamQM1Inl6RBmoSRZ/JCRuQ1GkVv0Xv0MW1diGYz++QXos9vhDupp A==</latexit><latexit sha1_base64="GkgdnpeZhS twWMpRjW2eEzwHWTQ=">AAACKnicbVC7SkNBEN3r2/iK2gg2i0GwMdykMXYBG8sI RgNJCHM3E13cF7t7lXC5fo1t/BkrsfUzLNw8CjUeWOZwzgwzexIjuPNx/B4tLC4 tr6yurRc2Nre2d4q7ezdOp5Zhk2mhbSsBh4IrbHruBbaMRZCJwNvk4WLs3z6idVy raz802JVwp/iAM/BB6hUPTDC1Ok2Gp1NGtfFcgugVS3E5noDOk8qMlMgMjV7xq9P XLJWoPBPgXLsSG9/NwHrOBOaFTurQAHuAO2wHqkCi62aTH+T0OCh9OtA2POXpRP 05kYF0biiT0CnB37u/3lj8z2unflDrZlyZ1KNi00WDVFCv6TgO2ucWmRfDQIBZHm 6l7B4sMB/SKHQUPjEtJah+1pEIKg8l7NBmWq3MJmqeh7gqf8OZJ81q+bwcX1VL9 dostzVySI7ICamQM1Inl6RBmoSRZ/JCRuQ1GkVv0Xv0MW1diGYz++QXos9vhDupp A==</latexit>
Fig. 5. System architecture for the arbitrarily correlated case. The pre-processing block implements a decorrelating linear transformation W
obtained from the eigendecomposition of the covariance matrix Σ. The post-processing block implements the inverse of the decorrelating
transformation WT.
policy on the transformed random variables, and then “correlate” the estimates using the inverse transformation.
This strategy is depicted in the block diagram of Fig. 5.
Consider the eigendecomposition of symmetric positive definite covariance matrix Σ:
Σ = WΛWT, (61)
where WWT = I, and Λ is a diagonal matrix. Using the matrix W, define the following scheduling and estimation
policies:
Udec(x) def= Umax(Wx), x ∈ R2 (62)
and
Edec(i, ξ) def= WTEmean(i, ξ), i ∈ {1, 2}, ξ ∈ R. (63)
Theorem 3: Let X ∼ N (0,Σ), where Σ is a symmetric positive definite covariance matrix. The pair (Udec, Edec)
is a person-by-person optimal solution to Problem 1.
Proof: Let W be computed from the eigendecomposition of Σ, and denote
W =
w11 w12
w21 w22
 . (64)
Let x˜ ∈ R2 be defined as x˜ def= Wx. Assuming that the estimator uses policy Edec, then the optimal scheduling
decision rule is to transmit x˜1 if:
(x1 − w11x˜1)2 + (x2 − w12x˜1)2 ≤ (x1 − w21x˜2)2 + (x2 − w22x˜2)2. (65)
Recalling that x = WTx˜, we have:
(w221 + w
2
22)x˜
2
2 ≤ (w211 + w212)x˜21 (66)
Since W is a unitary matrix, the inequality above is equivalent to:
|x˜2| ≤ |x˜1|. (67)
Therefore,
U?Edec = Udec. (68)
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Conversely, assume that the scheduler uses Udec. Let i, j ∈ {1, 2} such that i 6= j. Then,
E?Udec(i, x˜i) = WTE
[
X˜ | Y = (i, x˜i)
]
, (69)
where
X˜
def
= WX. (70)
Computing the expectation above gives:
E
[
X˜i | Y = (i, x˜i)
]
= x˜i, (71)
and, for j 6= i, we have:
E
[
X˜j | Y = (i, x˜i)
]
=
∫ |x˜i|
−|x˜i| x˜jfX˜j |X˜i=x˜i(x˜j)dx˜j∫ |x˜i|
−|x˜i| fX˜j |X˜i=x˜i(x˜j)dx˜j
. (72)
Since X˜i ⊥⊥ X˜j , and fX˜j is an even function, we have:
E
[
X˜j | Y = (i, x˜i)
]
= 0, x˜i ∈ R. (73)
Therefore,
E?Udec = Edec. (74)
Remark 5: Despite the fact that (Udec, Edec) is person-by-person optimal for Problem 1, we will show later that
this is a suboptimal solution in general. For example, for a symmetric correlated source, the pair (Umax, Esoft)
yields a smaller cost, albeit the difference in performance is not large. We conjecture that, in general, the globally
optimal estimation policy is nonlinear. However, Theorem 3 is a useful result because it leads to person-by-person
optimal policies for Gaussian sources of arbitrary dimension as we will formally state in Section VIII.
VII. LINEAR MINIMUM MEAN SQUARED ERROR ESTIMATORS
Up to this point, we have obtained person-by-person optimal solutions to Problem 1, which is defined over
infinite dimensional policy spaces. In this section, we will consider the design of jointly optimal scheduling and
estimation policies when the estimation policies are constrained to belong to the parametrizable class of piecewise
linear estimation policies.
Definition 5 (Class of admissible piecewise linear estimation policies): Let a ∈ R2. An admissible estimation
policy E lineara ∈ E is piecewise linear if it has the following structure:
E lineara (i, ξ) =

[
ξ a2ξ
]T
if i = 1[
a1ξ ξ
]T
if i = 2.
(75)
The set of all admissible piecewise linear estimation policies is denoted by Elinear.
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A. LMMSE estimation of symmetric correlated sources
Within the class of piecewise linear estimators, Problem 1 admits a unique solution when the sources are
symmetric. Before stating this result in Theorem 4, we show that the search for LMMSE estimators can be performed
by solving a finite dimensional optimization problem.
Proposition 1: Consider Problem 1 with the additional constraint that E ∈ Elinear. Then, the problem is equivalent
to the finite dimensional nonconvex optimization problem below:
minimize
a∈R2
Jq(a) (76)
where the objective function Jq : R2 → R is defined as:
Jq(a) def= E
[
min
{(
X1 − a1X2
)2
,
(
X2 − a2X1
)2}]
. (77)
Proof: Recalling the cost functional:
J (U , E) = E[(X1 − Xˆ1)2 + (X2 − Xˆ2)2]. (78)
If E ∈ Elinear, then the cost can be rewritten in integral form as:
J (U , E) =
∫
R2
(
x1 − a1x2
)2
1(U(x) = 2)fX(x)dx+
∫
R2
(
x2 − a2x1
)2
1(U(x) = 1)fX(x)dx (79)
For arbitrarily fixed constants a1, a2 ∈ R, the optimal scheduling policy U?a is given by:
U?a (x) def=
1 if
(
x2 − a2x1
)2 ≤ (x1 − a1x2)2
2 otherwise.
(80)
Therefore, we may, without loss of optimality, define a new cost solely in terms of a ∈ R2:
Jq(a) def= J (U?a , E), (81)
which is equal to the expression in Eq. (77).
Theorem 4: Consider two symmetric correlated Gaussian sources with variance σ2 and correlation coefficient ρ.
Constraining the estimator to belong to the class of piecewise linear functions, the policy pair (Umax, E lineara? ) is
globally optimal for Problem 1, where:
a? =
ρ · σ2
2 · ∫R2 x211(|x1| ≥ |x2|)fX(x)dx. (82)
Proof: See Appendix B.
Remark 6: The performance of the scheduling/estimation schemes of Sections V, VI and VII-A are displayed in
Fig. 6 for symmetric correlated Gaussian sources with variance σ2 = 1. The system implementing max-scheduling
and nonlinear soft-thresholding estimation of Theorem 2 has the best performance. We conjecture that this is
indeed the globally optimal performance in this case. The performance of the decorrelating transformation approach
followed by max-scheduling and mean-estimation of Theorem 3 has the second best performance, and as we can
see, it shows that a person-by-person optimal solution is not necessarily optimal. Finally, the worst performance
is of max-scheduling followed by the optimal linear estimator of Theorem 4. Despite being suboptimal, this is a
globally optimal solution among the class of all possible piecewise linear estimators. Therefore, we can trustfully
state that this solution cannot be improved upon, whereas the other two strategies do not share this feature.
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Fig. 6. Performance of three different scheduling and estimation schemes for symmetric correlated Gaussian sources with variance σ2 = 1.
B. Optimization via the Convex-Concave Procedure
Notice that the equivalent optimization problem stated in Proposition 1, although finite dimensional, it is still a
non-convex stochastic program. Unlike the symmetric case, a closed form solution to this problem for the general
case is not known. However, in our subsequent analysis we will decompose the cost into a difference of convex
functions and derive an efficient numerical optimization algorithm to compute locally optimal solutions using the
so-called Convex-Concave Procedure [30].
Define the functions F ,G: R2 → R such that:
F(a) def=(1 + a22)σ21 + (1 + a21)σ22 − 2ρσ1σ2(a1 + a2) (83)
and
G(a) def= E
[
max
{(
X1 − a1X2
)2
,
(
X2 − a2X1
)2}]
. (84)
The cost function in Eq. (77) can be expressed as a difference of convex functions as follows:
Jq(a) = F(a)− G(a). (85)
The convex-concave procedure (CCP) for minimizing Jq is given by the following algorithm:
a(k+1) = arg min
a∈R2
{
F(a)− Gaffine(a; a(k))
}
, (86)
where
Gaffine(a; a(k)) def= G(a(k)) + g(a(k))T(a− a(k)) (87)
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and g(a) is a subgradient of G(a). We solve the optimization problem in Eq. (86), by using the first order optimality
condition:
∇F(a?)− g(a(k)) = 0. (88)
Since the function F is differentiable in both of its arguments, its gradient can be explicitly computed:
∇F(a) =
2a1σ22 − 2ρσ1σ2
2a2σ
2
1 − 2ρσ1σ2
 , (89)
which leads to the following dynamical system:a(k+1)1
a
(k+1)
2
 =
 12σ22 0
0 1
2σ21
 g(a(k)) +
ρσ1σ2
ρσ2σ1
 . (90)
The sequence {ak}∞k=1 defined by the system above always converges to a critical point of Jq [31]. In order to
compute a subgradient g(a), we use the rules of (weak) subgradient calculus [32].
Proposition 2: The map g : R2 → R2 defined as:
g(a)
def
= −2 ·E
(X1 − a1X2) ·X2 · 1(|X1 − a1X2| ≥ |X2 − a2X1|)
(X2 − a2X1) ·X1 · 1
(|X1 − a1X2| < |X2 − a2X1|)
 (91)
is a subgradient of G(a) defined in Eq. (84).
Proof: Let the function G(a;x) be defined as:
G(a;x) def= max{G1(a;x),G2(a;x)}, (92)
where
G1(a;x) def=(x1 − a1x2)2 (93)
and
G2(a;x) def=(x2 − a2x1)2. (94)
Therefore,
G(a) = E[G(a;X)]. (95)
In order to construct a subgradient of G(a), we first find a subgradient g(a;x) of G(a;x) and take its expectation
with respect to x.
At the points where G1(a;x) > G2(a;x), then
g(a;x)
def
= ∇G1(a;x) =
−2(x1 − a1x2)x2
0
 . (96)
Similarly, at the points where G1(a;x) < G2(a;x), then
g(a;x)
def
= ∇G2(a;x) =
 0
−2(x2 − a2x1)x1
 . (97)
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When G1(a;x) = G2(a;x), either one of the gradients above can be chosen as a subgradient of G(a;x). The
following choice is a valid subgradient of G(a;x):
g(a;x) = ∇G1(a;x)1
(G1(a;x) ≥ G2(a;x))+∇G2(a;x)1(G1(a;x) < G2(a;x)). (98)
Finally, we let
g(a)
def
= E
[
g(a;X)
]
, (99)
which is a subgradient of G(a).
Remark 7: In principle, the CCP algorithm above does not guarantee that the solutions found through the algorithm
are globally optimal. However, in the case considered in this paper where two scalar Gaussian sources are being
scheduled, the finite dimensional cost function can be visualized (as in Fig. 7) and the global optimality of the solu-
tions can be empirically verified. Table I shows the solutions found by the CCP algorithm for sources with variances
σ21 = 5 and σ
2
2 = 7 and several values of the correlation coefficient ρ. For all the entries in Table I the solutions
were verified to be globally optimal. One advantage of this numerical scheme is that it can be used for jointly
designing schedulers and piecewise linear estimators for any pair of sources, regardless of their joint distribution.
VIII. EXTENSIONS
Theorem 1 can be extended to any number of sensors observing independent zero mean Gaussian random
variables. This is a significant generalization of the two sensor case considered in Section IV. Let x ∈ Rn and
consider the following generalization to the max-scheduling and mean-estimation strategies for n ≥ 2:
Umax(x) def= arg max
i∈{1,··· ,n}
|xi| (100)
and
Emean(i, ξ) def= ξ · ei, (101)
TABLE I
OPTIMAL COST FOR SCHEDULING POLICIES INDUCED BY PIECEWISE LINEAR ESTIMATION POLICIES FOR GAUSSIAN SOURCES WITH
σ21 = 5 AND σ
2
2 = 7.
ρ J ?q a?1 a?2
0 2.1271 0.0007 0.0012
0.1 2.1099 0.0552 0.0678
0.2 2.0579 0.1131 0.1330
0.3 1.9704 0.1709 0.2023
0.4 1.8457 0.2292 0.2772
0.5 1.6815 0.2936 0.3513
0.6 1.4741 0.3612 0.4345
0.7 1.2179 0.4336 0.5314
0.8 0.9038 0.5189 0.6426
0.9 0.5149 0.6255 0.7897
DRAFT August 21, 2018
19
0
4
5
10
3
15
42
20
3
25
1 2
30
10
0-1 -1
-2 -2
Fig. 7. Cost function Jq for two correlated Gaussian sources with parameters σ21 = 5, σ22 = 7 and ρ = 0.6. A single global minimum exists,
but a formal proof is difficult to obtain due to the lack of convexity.
where ei is the i-th standard basis vector in Rn, i ∈ {1, 2, · · · , n} and ξ ∈ R.
Theorem 5: If X ∼ N (0,diag(σ21 , σ22 , · · · , σ2n)), then (Umax, Emean) is a person-by-person optimal solution to
Problem 1.
At this point it is unclear if Theorem 2 can also be generalized to an arbitrary number of sensors with correlation
structures that display some kind of symmetry, and it is a topic for future research. However, Theorem 5 is useful
for the scheduling of n sensors with arbitrary correlation matrix provided that we use the pre- and post-processing
using the decorrelating transformation derived from its eigendecomposition in the same spirit of Section VI. We
present the generalization of Theorem 3 to an arbitrarily n-dimensional correlated Gaussian source.
Theorem 6: Let X ∼ N (0,Σ) and the unitary matrix W be obtained from the eigendecomposition of the
covariance matrix as Σ = WΛWT. Define
Udec(x) def= Umax(Wx) (102)
and
Edec(i, ξ) def= WTEmean(i, ξ), (103)
where Umax and Emean are given by Eqs. (100) and (101). The pair (Udec, Edec) is a person-by-person optimal
solution to Problem 1.
IX. CONCLUSIONS
We have presented a new approach to sensor scheduling where a centralized agent observes the realization
of a bivariate Gaussian source and chooses a single component to be transmitted to a remote estimator. The
motivation for this problem comes from constraints in networked control and estimation, where a single packet can
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be reliably transmitted over a communication link. This problem can also be viewed as a data-driven dimensionality
reduction problem. Similarly to the “Witsenhausen’s counter-example”, the design of globally optimal scheduling
and estimation policies is elusive due to the lack of convexity of the overall optimization problem caused by
signaling. However, we can prove the person-by-person optimality of a pair of policies in two important particular
cases: independent observations; and symmetrically correlated observations. In both cases the optimal (in the
person-by-person sense) scheduling policy consists of selecting the measurement with the largest magnitude to
be transmitted. Interestingly, this scheduling scheme provides the receiver with upper and lower bounds which can
be used for estimating the non-transmitted measurement. In the independent case, the person-by-person optimality
result can be extended to any number of sensors. We also showed how to use the first person-by-person result
to obtain suboptimal policies for the general correlated Gaussian case, where a pre-processing linear decorrelating
transformation followed by a max-scheduler is used. On the receiver end, the mean-estimation policy is followed
by the inverse transformation. Finally, we have considered the joint design of scheduling and estimation policies
for a bivariate Gaussian source when the estimator is constrained to the class of piecewise linear estimators. In this
case, we obtained globally optimal solutions to the non-convex optimization problem by using the Convex-Concave
Procedure.
Opportunities for future work: This work aims to initiate an entire class of problems in sensor scheduling, which
we refer to as observation-driven sensor scheduling. One important topic for future investigation is to prove the
conjecture that the pair (Umax, Emean) is globally optimal for the two main cases in the first part of the paper. We
believe that the proof of global optimality will involve results from information theory, such as the data-processing
inequality and rate-distortion function for Gaussian sources as in [33]. A similar approach was used in [23] to
prove the joint optimality of linear transmission and estimation policies for the “Gaussian Test Channel”. A second
topic for future work is to bound the performance of the separated design using the decorrelating transformation
for an arbitrary number of sensors, in order to obtain a performance guarantee. Also, extending the person-by-
person optimality result for a Gaussian source with a correlated structure under suitable symmetry structures in
the covariance matrix. Finally, to investigate how this theory would apply for more general joint distributions, and
possibly accounting for situations where the joint distribution is unknown or needs to be estimated from data.
APPENDIX A
MONOTONICITY OF P AND T
The proof of Theorem 2 requires that the functions P and T defined in Eqs. (43) and (44) are monotone
increasing. Here we present a proof of Lemma 5.
Proof of Lemma 5: Consider the function P . Recall that
P(α) def= α− η(α), (104)
where η is defined in Eq. (14). The function P can be alternatively expressed as:
P(α) = E
[
α−X
∣∣∣ − |α| ≤ X ≤ |α|], (105)
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where X ∼ N (ρα, σ2(1− ρ2)). Since P is an odd function, we can constrain our analysis to α ≥ 0, without loss
of generality. Therefore, we assume that:
P(α) = E
[
α−X
∣∣∣ − α ≤ X ≤ α]. (106)
Notice that, when conditioned on {−α ≤ X ≤ α}, the following inequality holds:
α−X ≥ 0 a.s. (107)
Therefore, we can rewrite P as:
P(α) =
∫ ∞
0
P
(
α−X ≥ t
∣∣∣ − α ≤ X ≤ α)dt. (108)
Define the following function:
W(α, t) def= P
(
X ≤ α− t
∣∣∣ − α ≤ X ≤ α), (109)
and notice that
W(α, t) = 0, t ≥ 2α. (110)
For any fixed t ∈ [0, 2α], the function W(α, t) is monotone increasing in α. In order to show this, consider
W(α, t) = 1− P
(
α− t ≤ X ≤ α)
P
(− α ≤ X ≤ α) . (111)
Let
ft(α)
def
= P
(
α− t ≤ X ≤ α). (112)
The fact that t ∈ [0, 2α] implies that the derivative of f with respect to α satisfies:
f ′t(α) ≤ 0. (113)
We proceed to define g as:
g(α)
def
= P
(− α ≤ X ≤ α). (114)
It can be easily verified that g is monotone increasing. Therefore,
g′(α) ≥ 0. (115)
Since
f ′t(α)g(α) ≤ 0 ≤ ft(α)g′(α), (116)
we have: (
ft(α)
g(α)
)′
≤ 0, (117)
which implies that W(α, t) is a monotone increasing function of α for all t ∈ [0, 2α]. Since
P(α) =
∫ 2α
0
W(α, t)dt (118)
is a superposition of monotone increasing functions, the function P(α) is also monotone increasing. The proof of
monotonicity of T (α) follows the same sequence of steps and is omitted for brevity.
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APPENDIX B
PROOF OF THEOREM 4
Proof: When the sources are symmetric, we may constrain the optimization of Jq to a1 = a2 = a ∈ R without
loss of optimality. Therefore,
E lineara (1, x) =
 x
ax
 and E lineara (2, x) =
ax
x
 . (119)
Lemma 2 implies that for all a < 1, the policy Umax is optimal for E lineara . Evaluating the cost for the pair
(Umax, E lineara ), we obtain:
J (Umax, E lineara ) = E
[
(X2 − aX1)2 | U = 1
]
P(U = 1) + E
[
(X1 − aX2)2 | U = 2
]
P(U = 2). (120)
The symmetry of the sources implies that the first order derivative with respect to a is:
∂
∂a
J (Umax, E lineara ) = −2ρ · σ2 + 4a ·E
[
X21 | U = 1
]
P(U = 1). (121)
Therefore, the first order optimality condition implies that
a? =
ρ · σ2
2 · ∫R2 x211(|x1| ≥ |x2|)fX(x)dx. (122)
It can be shown that a? computed above satisfies a? < 1.
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