This paper provides a lower bound on the exponent of tractability for Sparse Grid Quadratures for multivariate integration of functions from a certain class of weighted tensor product spaces. This lower bound is sharp since it matches a corresponding upper bound of Wasilkowski and Wo zniakowski (1999). It also shows that, for slowly decreasing weights, the exponent of Sparse Grid Quadratures is far from being optimal.
Introduction
We consider strong tractability of the following class of multivariate integration prob- f(x) dx (1) by quadratures (algorithms) that only use function evaluations as information operations and, in particular, we would like to know for which weights f k g 1 k=1 , such integration problem is strongly tractable.
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We say that a problem is strongly tractable if the cost (i.e., number of function eval- 2 The lower bound 
Obviously, H d is also an RKHS and its kernel is
We wish to approximate the integral (1) using quadratures Q(f) = P n j=1 a j f(t j ). The quality of a quadrature is measured by its error
where k k H d denotes both the vector-and operator-norm in H d , correspondingly.
We consider a special class of quadratures which are given as follows. For each integer k, we rst select a sequence of points ft k j g 1 j=1 0; 1], and let Q k i be the one-dimensional quadratures that use the points t k j , 1 j i, and minimize the error in the space H k . Thus Q k i is the H k -orthogonal projection of S 1 onto the subspace spanned by R k (t k j ; ), 1 j k. For a multi-index j = (j 1 ; : : : ; j d ), we let
(Q k 0 = 0 by convention). The quadratures that we consider are given as
where P n IN d is a set of indices of cardinality n. Here n is an arbitrary positive integer. We assume that P n is consistent, which means that if j 2 P n and i j (coordinate-wise) then also i 2 P n . Note that Q d Pn is uniquely determined by P n .
This kind of quadratures is a generalization of Smolyak's construction and was considered by Wasilkowski and Wo zniakowski (1999) for general tensor product linear problems, and by Plaskota (2000) for`unweighted' integration. For the purpose of this paper, we call them Sparse Grid Quadratures (SGQ).
Any SGQ corresponding to a consistent P n has the following remarkable property;
namely, it uses exactly n points which are t j = (t (3) i.e., when we want the absolute error to be at most ". In particular, Theorem 1 holds for both (2) 
We rst present a lower bound for the exponent of a sequence of the form
w k j = b k j ?q ; for j 1; where a and b are some positive reals, a b, and q > 1. For > 0 (which will be chosen later), we select the set of indices as P n = n j 0 :
where, as before, n = n( ) is the cardinality of P n . Obviously, P n is consistent, due to monotonicity of fw k j g j 1 for any k 1. Furthermore, due to the same argument, that selection minimizes the`error' (5) with respect to all P n of n indices. Indeed, to minimize the error, we have to select the n largest Q d k=1 w k j k , and this is what we do by selecting all the products at least equal to .
We now bound the cardinality n of P n and the`error' " d =ẽ(fw k j g; P n ) from below.
For the cardinality, we let P (1) = f j 2 P n : exactly one component of j is di erent than 0 g:
For the error, we let P (2) = f j = 2 P n : exactly one component of j is di erent than 0 g:
where the niteness of A follows from P 1 k=1 k < 1, we have 
To estimate the error for such , we use the fact that P 3. Let w k j and u k j be as in (6) and (4), respectively. We now show that it is possible to choose q = 3 and parameters a and b in (6) such that for any SGQ and corresponding fu k j g we have for all n 0 and k 1. Then we can use Lemma 4 of Plaskota (2000) to show that for any SGQ the exponent of the corresponding sequence fu k j g is not smaller than the exponent of fw k j g given by (11) and (12). Equality (13) will complete the proof. (The proof in Plaskota (2000) was formally for the case of w k j independent of k, but it can be obviously modi ed for sequences that vary with k.) To show (14) we x k and, for convenience, we drop the superscript k. That is, we want to approximate the integral 
(The best choice of points is t j = h + (j ? The proof of Theorem 1 is complete.
