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Конспект лекцій розроблено згідно програми нормативної навчальної 
дисципліни «Вища математика» та робочої навчальної програми підготовки 
бакалавра за спеціальністю 193 – Геодезія та землеустрій, які розраховано для 
студентів денної та заочної форми навчання. 
Теоретичний матеріал структуровано та узгоджено з аудиторними 
лекційними заняттями, що проводяться під час вивчення модуля «Вища 
математика». 
Конспект лекцій містить стислий теоретичний матеріал необхідний 
студентам для засвоєння основних знань з вищої математики. В конспекті 
розміщено значну кількість прикладів розв’язання типових задач, а також задач 
прикладного характеру, які спрямовано на практичне застосування та 
закріплення отриманих знань для вирішення професійно-орієнтованих задач.  
У додатках, наприкінці конспекту лекцій, розташовані додаткові 
відомості та матеріали. 
Для більш поглибленого вивчення та пошуку довідникової інформації 
подано посилання на джерела, в яких можна знайти більш детальну інформацію 
про ті або інші математичні положення або доведення теорем, оскільки вони не 




МОДУЛЬ 2 ІНТЕГРАЛЬНЕ ЧИСЛЕННЯ ФУНКЦІЙ ОДНІЄЇ ЗМІННОЇ. 
ДИФЕРЕНЦІАЛЬНІ РІВНЯННЯ. ФУНКЦІЇ ДЕКІЛЬКОХ ЗМІННИХ. 
 
ЗМІСТОВИЙ МОДУЛЬ 2.2  ІНТЕГРАЛЬНЕ ЧИСЛЕННЯ ФУНКЦІЙ  
ОДНІЄЇ ЗМІННОЇ 
 
ТЕМА 1  НЕВИЗНАЧЕНИЙ ІНТЕГРАЛ 
 
1.1  Поняття первісної та невизначеного інтегралу. Таблиця інтегралів 
 
Раніше нами було розглянуто задачу, в якій було задано функцію )(xF  і 
необхідно було знайти її похідну )()( xFxf  . Тепер ми будемо розглядати обе-
рнену задачу, коли задана функція )(xf  й потрібно відшукати таку функцію 
)(xF , похідна якої дорівнюватиме )(xf , тобто ( ) ( ).F x f x   
Означення. Функція )(xF  називають первісною від функції )(xf  на про-
міжку X , якщо для всіх точок цього проміжку виконується рівність: 
 ( ) ( ).F x f x                                                     (1.1) 




 . Згідно означення та-





 . Але такими ж пер-
вісним функція водночас є функція ln x C , (С – const). 
Теорема 1. Якщо )(1 xF  та )(2 xF  дві первісних від функції )(xf  на про-
міжку X , то різниця між ними дорівнює постійному числу. 
З цієї теореми має висновок: якщо для деякої функції )(xf  первісною є 
функція )(xF , то будь-яка інша первісна має вигляд CxF )( , де .C const  
Означення. Якщо )(xF  є первісною для функції )(xf , то вираз CxF )(  
називають невизначеним інтегралом від функції )(xf  і позначають символом 
 dxxf )( , тобто 
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CxFdxxf  )()( , якщо ( ) ( ),F x f x                                       (1.2) 
де )(xf  – підінтегральна функція, dxxf )(  – підінтегральний вираз.  
Таким чином, невизначений інтеграл – це сімейство функції ( ) .y F x C   З 
геометричної точки зору, невизначений інтеграл є сукупністю кривих зсуву од-
нієї з кривих паралельно самій собі вниз або вгору, тобто вздовж осі ординат. 
Знаходження первісної для заданої функції називають інтегруванням. 
Зауваження. Не для будь-якої функції існує невизначений інтеграл. Пер-
вісна (а, отже, й невизначений інтеграл) існує у тому випадку, коли функція 
)(xf  неперервна на проміжку Х.  
Первісна від елементарних функцій можливо й не буде представлена за 
допомогою кінцевого числа елементарних функцій. 
Властивості невизначеного інтегралу: 
1. Похідна від невизначеного інтегралу дорівнює підінтегральній функції: 
 ( ) ( ).f x dx f x

  
2. Диференціал від невизначеного інтегралу дорівнює підінтегральному 
виразу: 
( ) ( ) .d f x dx f x dx  
3. Невизначений інтеграл від диференціалу деякої функції дорівнює сумі 
цієї функції та довільної сталої: 
( ) ( ) .dF x F x C   
Наприклад, .dx x C   
4. Постійний множник можна винести за знак невизначеного інтегралу: 
( ) ( ) .C f x dx C f x dx    
5. Невизначений інтеграл від алгебраїчної суми неперервних функцій до-
рівнює сумі їх невизначених інтегралів: 
 1 2 3 1 2 3( ) ( ) ( ) ( ) ( ) ( ) .f x f x f x dx f x dx f x dx f x dx         
Наприклад, С
xx










Теорема 2. Якщо аргумент підінтегральної функції лінійний відносно 
змінної, то справедливі такі формули: 





)( , ,a const                              (1.4) 
Наприклад, 
1
sin cos   sin cos ;xdx x C xdx x C 

       
1
( ) ( ) .f ax b dx F ax b C
a
                                      (1.5) 
Наприклад, 
1
ln   ln ;
dx dx
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1.2 Інтегрування методом заміни змінної та інтегрування частинами 
 
Метод заміни змінної. Існує кілька різновидів методу заміни змінних. Для 
розуміння суті питання розглянемо спочатку приклад. 




sin .xu e Тоді 
sin cosxdu e xdx і інтеграл приймає вид  
sin .xdu u C e C     
Таким чином,  метод заміни змінної полягає в тому, щоб за допомогою 
введення нової змінної заданий інтеграл привести до табличного. Застосову-
ються цей метод у випадках, коли підінтегральний вираз містить функцію ра-
зом з її похідною: 
( )
( ( )) ( ) ( ) ( ) ( ( )) ,
( )
u x






      
   







1 2 1 1 1
: 2 .
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
    
2. 0,5 1,5 3
sin 2 2
sin cos   sin .
cos 3 3
u x
x xdx u du u du u C x C
du xdx














     
   
Розглянемо інтеграли виду 
( )



























ln sin 4 .





   
    
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Метод заміни змінних є одним з основних методів обчислення невизна-
чених інтегралів. Навіть в тих випадках, коли ми інтегруємо будь-яким іншим 
методом, нам часто доводиться в проміжних обчисленнях використовувати ме-
тод заміни змінних. 
Для того щоб успішно застосовувати метод заміни потрібні певні навички 
та інтуїція. Невірна заміна може ускладнити вирішення або взагалі завести в 






3 3 3 2 .
2
u x u x
x x dx x u u u udu
dx udu
    
       





2 2 2,5 1,52( 3) 2 2 6 2 6 ( 3) 2( 3) .
5 3 5
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1 ln ( 1) 1
1 ln 2 2 2 2 .
ln 1 1 1
2
u x
x u du u du
dx u x du du






      
  

      
Тоді інтеграл дорівнює: 
1 ln 1 1 ln 1
2 ln 2 1 ln ln .
ln 1 1 ln 1
x u x
dx u C x C
x x u x
   
      
  
 
У випадках, коли підінтегральний вираз представлено як добуток двох 
функцій, одна з яких алгебраїчна (наприклад, степенева функція), а друга – тра-
нсцендентна (логарифмічна, показникова, тригонометрична або обернена три-
гонометрична), то застосовують метод інтегрування частинами. 
Нехай ( )U U x  і ( )V V x  – дві неперервні функції, які мають неперервні 
похідні, тоді диференціал добутку UV обчислюється за формулою: 
( ) .d U V UdV VdU    
Інтегруючи обидві частини, отримаємо ) ,dUV UV UdV VdU      або 
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.UdV UV VdU                                  (1.6) 
Отримана формула інтегрування частинами. Її зазвичай застосовують до 
інтегрування виразів, які можна представити у вигляді про-винищення двох 
функцій, які можна після простого перетворення представити у вигляді U і dV. 
Зазвичай формула (2.4) застосовується для інтегралів виду: 
sin ,  cos , ln ,  ,  sin ,  cos .n n n n x x xx xdx x xdx x xdx x e dx e xdx e xdx            
Застосовувати цей метод доречно, коли інтеграл праворуч простіший, ніж 
той, що ліворуч, або йому подібний. Як правило, за U вибирають функцію, яка 
спрощується при диференціюванні. Тоді за dV  – те, що залишилось, але ця ча-
стина має містити dx  та бути інтегрованою. Саме через це частина  dV не має 
містити такі функції, як: логарифмічні та обернені до тригонометричних. Фун-
кцію V знаходять у явному вигляді як одну з первісних dv  (поклавши 0C  ). 
Зауваження 2. Іноді метод інтегрування частинами необхідно застосову-
вати декілька разів. А інколи призводить до заданого інтегралу, в цьому випад-
ку, такі інтеграли називають зворотними. 
Приклади. Знайти невизначений інтеграли: 
 1. ln xdx . Нехай U=lnx, V=x. Тоді за формулою  (1.6) отримуємо: 
ln ln (ln ) ln ln ln .
dx
xdx x x xd x x x x x x dx x x x C
x
              
2. lnx xdx . Нехай  U=lnx, V=x2. Тоді за формулою  (1.6) отримуємо: 
 2 2 2 2 2ln 0,5 ln ( ) 0,5 ln 0,5 ln 0.5 .
dx
x xdx xd x x x x x x x C
x
 
      
 
    
3. sinx xdx . Нехай U = x, dV = sinxdx, де  V =- cosx. Тоді за формулою  (1.6) 
отримує: 
sin (cos ) cos cos cos sinx xdx xd x x x xdx x x x C            











                                     0.5 ln(1 ) .
2 1
x
arctgxdx xarctgx xd arctgx xarctgx dx
x
d x
xarctgx xarctgx x C
x
    







5. ( ) .
x x x x x xJ xe dx xd e xe e dx xe e C          
6. sin (cos ) cos cos ,
x x x xJ e xdx e d x e x e xdx          
cos (sin ) sin sin sin .x x x x xe xdx e d x e x e xdx e x J        










1.3 Інтегрування деяких функцій, що містять квадратний тричлен.  
 
Розглянемо інтегрування виразів, що містять у знаменнику квадратний 





































Знаходження інтегралів виду 1I , 2I  приводиться до основних невизначених 
табличних інтегралів. Для цього необхідно в знаменнику вираз cbxax 
2
 до-
повнити до повного квадрату. 





   
Перетворимо вираз cbxax 
2
у вигляді суми або різниці квадратів: 
2 2
2 2 2 2 .
2 2 2
b c b b c b
ax bx c a x x a x x
a a a a a a
      
              
       
 
Тоді   2 2 2 2 2( ) ,
2
b
ax bx c a x k a u k
a
 
       
 










     .  
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J , або 
1 2 2 2
1 1 1 2
,
2
dx du u ax b
J arctg C arctg C
ax bx c a u k ak k ak ak

     
     
1 2 2 2
1 1 1 2 2
ln ln .
2 2 2 2
dx du u k ax b ak
J C C
ax bx c a u k ak u k ak ax b ak
  
     
        
Приклади.  Знайти: 1.   2082 2 xx
dx
;  2. 2 .2 8 10
dx
x x   
Розв’язання.  
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2. 2 2 2 22 8 10 2 ( 4 5) 2 ( 4 4 4 5) 2 ( 2) 9 ,x x x x x x x                  
2 2
1 1 2 3 1 1
ln ln .
2 8 10 2 ( 2) 9 12 2 3 12 5
dx dx x x
C C
x x x x x
  
    
       
 























 , якщо 0a , 













2 2 2 22 5 2 1 1 5 41 4
dx dx dx du
x x x x ux
  
       




ln 4 ln 1 2 5 .
2 5 4
dx du
u u C x x x C
x x u
          
  
   
2. Оскільки 
22222 11)2()3444()34(34 uxxxxxxx  , 
маємо: 
2 2
arcsin arcsin( 2) .
4 3 1
dx du
u C x C
x x u
     
  
   
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BAx  . Тоді інтег-
рал можна представити у вигляді суми двох інтегралів: 
3 2 2 2
( ) (2 )
.
2 2
Ax B A ax b Ab dx
J dx dx B
ax bx c a ax bx c a ax bx c
   
     
      
    
Другий інтеграл обчислюється за формулами, представленим в випадку 1. 





(2 ) ( )
ln .
2 2 2
A x b A d ax bx c A
J dx ax bx c C
a ax bx c a ax bx c a
  
     














Представимо 16252  xx , тоді: 
2 2 2
2 5 2 6
.
6 13 6 13 6 13
x x dx
dx dx
x x x x x x
 
 
       
 




2 6 ( 6 1)
ln 6 13 .
6 13 6 13
x d x x
dx x x C
x x x x
  
    
    
 




6 13 6 9 9 13 ( 3) 4 2 2
dx dx dx x
arctg C
x x x x x

   
         
 




ln 6 13 0,5 .
6 13 2
x x
dx x x arctg C
x x
 
    
 
 


















                                                   




Ax B A d ax bx ca a
dx
aax bx c ax bx c ax bx c
Ab dx A Ab dx
B ax bx c B
a a aax bx c ax bx c
 
        
     
   
         



















35  xxx , тоді: 
2
2 2 2 2 2
2 2
5 3 2 4 ( 4 10)
2,5 7 2,5 7    
4 10 4 10 4 10 4 10 ( 2) 6
                                                             5 4 10-7ln x 2 4 10 .
x x dx d x x dx
dx
x x x x x x x x x
x x x x C
   
    
         
       
    
 
1.4  Інтегрування раціонального дробу за допомогою розкладання його 
на прості дробі 
 
Означення. Раціональним дробом (дробово-раціональною функцією) на-
зивається відношення двох многочленів: 
1 2 3
0 1 2 3 1
1 2 3
0 1 2 3 1
( ) ...
( ) ...
m m m m
m m m
n n n n
n m m
P x В x В x В x В x В x B





     

     
, 
де ( )mP x  – многочлен степені m; ( )nQ x  – многочлен степені n. 
Якщо степінь чисельника нижче степені знаменника m < n, то дріб нази-
вається правильним, якщо, навпаки, m  n, то дріб – неправильний.  






m  можна подати у вигля-
ді суми цілої частини і правильного дробу  )()()()()( xQxRxGxQxP nknmnm   , 
причому цей розклад єдиний. Тут )(xG nm  – многочлен, який називають цілою 
частиною раціонального дробу, а  )()( xQxR nk  – правильний дріб, тобто nk  . 
Многочлени )(xG nm  і )(xRk  – відповідно частка й остача від ділення «кутом» 
)(xPm  на )(xQn .  









  і пода-
ти його у вигляді суми цілої частини та правильного дробу.  
Розв’язання. Для виділення цілої частини застосуємо ділення «кутом» 
многочлена на многочлен, але спочатку розкриємо дужки у знаменнику, вико-
15 
 
навши множення, та представимо результат у стандартному вигляді в порядку 
спадання степенів:    
4 2





3                       2 1
2              2 3
     2 3
     2 4 2
                 3 2 3
                 3 6 3
                         -4 6   
x x x




















2 1 2 1
x x
x x
x x x x
 
   
   
 
Зауваження. Виділення цілої частини неправильного раціонального дро-
бу інколи можна зробити простіше, виконавши алгебраїчні перетворення чисе-
льника.  
Далі будемо розглядати правильні раціональні дроби. 
Інтегрування многочленів процес не дуже складний, найбільші труднощі 
зустрічаються під час інтегрування правильних раціональних дробів. Для інтег-
рування правильних раціональних дробів використовують метод розкладання 
на найпростіші дробі, згідно твердження, що будь-який правильний раціональ-
ний дріб можна представити у вигляді суми найпростіших дробів. 




















 називають елементарними (найпростішими) дробами відповідно 1, 
2, 3, 4 типу. 
Згідно таблиці інтегралів 




:         ln .
A




      
















     






 за умови, що квадратний тричлен має комплексні 







0 0.5 ln .
4 4 4
Px Q p Q Pp x p
dx q P x px q arctg
x px q q p q p
  
      
   
  
Як відомо, будь-який многочлен можна записати у вигляді добутку ліній-
них та квадратичних множників з дійсними коефіцієнтами, тобто 
...)(...)()( 2  tk qpxxaxxQ  
Кожному множнику 
kax )(   у розкладанні знаменника )(xQ  відповідає в 





 k  доданків суми найпростіших дробів типу 2 




























1 ... ; 
а кожному множнику 
tqpxx )( 2   відповідає сума t  найпростіших дробів 
типу 4 


























Постійні 11,...,, AAA kk   та 11,...,, AAA tt   знаходять методом невизначених ко-
ефіцієнтів або методом визначених значень (частинних значень). 
У разі, якщо множники у розкладанні знаменника мають кратність 1  (тоб-
то, 1k , 1t ), то сума най простіших дробів буде складатися з найпростіших 


























Таким чином, інтегрування правильних раціональних дробів полягає в 
тому, що, виконавши розкладання на множники знаменника дробу та розклав-
ши на найпростіші дробі, заданий інтеграл заміняємо сумою інтегралів від най-
простіших дробів. 
Випадок 1. Корені знаменника дійсні і різні. 
31 2( ) ( ) ...
( ) ( )( )( )... ( ) ( ) ( )
AA AP x P x
Q x x a x b x c x a x b x c
    
     
 
Приклад. Знайти невизначений інтеграл: 9 5 .












( 1)( 2)( 3) 1 2 3
x A B D
x x x x x x

  
     
 
Для знаходження постійних скористаємось методом визначених значень.   
9 5 ( 2)( 3) ( 1)( 3) ( 1)( 2)
1  4 ( 1)( 2)  2;
2  -1 (1)( 1)  1;
3  -6 (2)(1)  3.




         
       
      




2 3 2ln 1 ln 2 3ln 3 .
( 1)( 2)( 3) 1 2 3
x dx dx dx
dx x x x C
x x x x x x

         
        
 
Випадок 2. Корені знаменника дійсні і є кратними. 
3 11 2
2
( ) ( )
... .
( ) ( )( ) ( ) ( ) ( ) ( )
k
k k
A AA AP x P x
Q x x a x b x a x b x b x b
     
     
 























Розв’язання:   
1. 
22 \( 1) \( 1)( 2) \( 2)
2 2
2
( 2)( 1) ( 2) ( 1) ( 1)
x x x xx A B D
x x x x x
   
  
    
, тоді 
2 22 ( 1) ( 2)( 1) ( 2).x A x B x x D x         
Для знаходження постійних скористаємось методом визначених значень:   
при 1    3 3     -1x D D       ; 
при 2    6 9      2/3x A A     ; 
при 0    2 2 2x A B D     . Тоді, В = 1/3. 
     
2
22
ln 12 2 1 2 1
ln 2 .
2 ( 1) 3 ( 2) 3 1 3 3 ( 1)1
xx dx dx dx
dx x C
x x x x xx

       
    




( 2) ( 2) ( 2) ( 2)
x A B D
x x x x

  
   
, тоді 23 ( 2) ( 2)x A B x D x      , 
при Ax  5    2 ; 
при 0    3 2 4      2 4 2     2 1x A B D B D B D           ; 
при 1    4      1x A B D B D        ; 
18 
 








щодо В і D, отримаємо B = 1, D =0. 
Отже, інтеграл дорівнює: 




( 2) 2( 2) ( 2)2 2
x dx dx
dx C
x x xx x

     
   
    
Випадок 3. Квадратний тричлен знаменника має комплексні корені. Розг-
лянемо досить простий випадок: 
2 2 2
( ) ( )
.
( ) ( )( ) ( ) ( ) ( b)
AP x P x Bx D
Q x x a x b x a x b x
   
    
 










( 1)( 1) 1 ( 1) ( 1)
x A Bx D
x x x x x
  
    
 
2( 1) ( 1) ( 1);
1  1 2   0,5;
0  0   0,5;
2  2 5 2   0,5.
x A x Bx x D x
x A A
x A D D
x A B D B
     
    
     
       
 
2 2 2
0,5 0,5 0,5 .
( 1)( 1) 1 1 1
xdx dx xdx dx
x x x x x
  
       
 













 інтеграл дорівнює: 
2
2
0,5ln 1 0,25ln( 1) 0,5 .
( 1)( 1)
xdx
x x arctgx C
x x
     
 
 
Випадок 4.  Серед коренів знаменника є кратні комплексні корені. 
Приклад. Знайти невизначений інтеграл 
2 2
.






2 2 2\ 1 \( 1)( 1) \( 1)
22 2 22
( ) ( )
( 1) ( 1) 1 11
x x x xx Ax B Dx E F
x x x xx
    
  
   
, 
EBCxEDABxEDABxCEDAxВСx  )()()2()( 234 . 
При 1    1 4     0,25 x F F     . Прирівняємо коефіцієнти при однакових сте-






0                   при 
0                  при 
2 0     при 
1       при 
0                     
F D x
E D x
A D E F x






   
    

   
 
Тоді: D  = – 0,25; E  = – 0,25; A =  – 0,5; B  =  0,5. 
































12 2 2 2
1 1 1)
0,5ln( 1) ,
1 2 ( 1) ( 1)
x d(x dx
dx x arctgx C
x x x
 
     










2 2 2 2 2 2 2 2 2
1 ( 1) 1
0,5 0,5 ,
( 1) ( 1) ( 1) 1 ( 1)
x d x dx dx
dx
x x x x x
 
    




22 2 2 2 2 22
3 32 2
( 1 ) 1
0,5
( 1) ( 1) 1 11
                   0,5 0,5 0,5 0,5 .
1 1
dx x x dx dx xdx
x arctgx xd
x x x xx
x x
arctgx arctgx C arctgx C
x x
   
      
    
      
 


















0,25 0,125ln( 1) 0,25ln 1 .





     
    
 
1.5. Інтегрування виразів, що містять лінійну ірраціональність. 
 
Нехай ми маємо інтеграл вигляду  
  dxbaxbaxbaxxR
kkk
),,,( 321 , 
тоді потрібно скористатися підстановкою ,
nax b t   де n – найменший спіль-
ний знаменник ступенів  1 2 3, , .k k k    
 Якщо маємо інтеграл 
1( , ,... ) ,s
rm
kkR x x x dx  
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тоді слід скористатися підстановкою 
1n nx t dx nt dt   , де  n - найменший 
спільний знаменник ступенів  1 2, ,.. .sk k k    












   
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2 3 3 3 34 4
3 3
4 4 4
4 4 ( ) ln 1 ln 1 .
1 1 3 3 3
t dt t
J t dt t t C x x C
t t
          
  
 




















( ) ( 1)
x t
dx t dt
dx t dt t dt










    
5
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                       1
     -
    - -
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t t









    


                     1




4 3 2 11 .
1 1
t
t t t t
t t






4 3 210 10 .
( 1) 1
t dt dt
t dt t dt t dt t dt dt
t t
 
        





















2 , або 
5 102 3 5 10 10
5 2
10
2 2,5 5 10 10ln 1 .
3 
dx
x x x x x x C
x x
       

  
















x tx dx t
dt
tx t dt t dtx
 
 
   
   
Оскільки підінтегральною функцією є неправильний дріб, то потрібно 
виділити цілу частину (зробити самостійно), а потім окремо проінтегрувати 
правильні дробі. У результаті отримаємо таку відповідь 




1 2 1 4 1 16 1
8 1 .
7 5 3 2 2
x x x x
x arctg C
   
       
 
1.6 Інтегрування тригонометричних виразів 
 
Нехай дано вираз раціональний від тригонометричних функцій. Оскільки 
усі тригонометричні функції можна представили через sinx та cosx, то отримає-
мо вираз (sin ,cos ).R x x  




, який унаслідок підстановки 
2
x
tgu   (універсальна тригонометрична підстановка) перетворюється на інтег-





















































































Повертаючись до підстановки 
2
x











Універсальну тригонометричну підстановку краще застосовувати лише у 
випадку, коли функції sinx та cosx мають непарні степені. Якщо степені цих 








































dx u du xdu









































8 2 8 2 4 41
(1 ) 3 5
1
du du du du du
u u u uu
u
u
     
    
   
 




















































   
23 
 
Знаходження інтегралу виду   xdxx
nm cossin , де Znm ,  залежить від показ-
ників степені, а отже: 
1) якщо або m або n непарне, то використовують підстановку 
xu sin  xu cos  
Приклад Знайти  xdxx
23 cossin . 
Розв’язання.   xdxxxxdxx sincossincossin
2223
 
 2 22 2 2
cos , sin
1
sin ,sin 1 cos 1
u x du xdx
u u du
du xdx x x u
  
     
        
5 3 5 3
2 4 cos cos
5 3 5 3
u u x x
u du u du C C          . 
2) якщо m і n – парні, то застосовують формули зниження порядку, а са-
ме:    xx 2cos2cos1
2
1
 ,    2
1
1 cos 2 sin .
2
x x   
Приклад. Знайти 4cos 2 .xdx  
Розв’язання.    xdxxxdx 2cos2cos2cos
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1 2  
 2
1 1 sin 4 1 sin 4 sin8
cos 4 cos 4 1 cos8 .
4 4 4 16 8 4 16 8 64
x x x x x x
xdx xdx x dx C              
3) якщо 0, nm  та їхня сума парне число, то застосовують підстановку u=tgx, 
яка дозволяє привести інтеграл до суми інтегралів від степеневих функцій. 












2 2 2 2
2 2 2
6 2 2
sin sin sin cos
(1 ) ,
cos cos cos
x x x x
dx dx tg x tg x dx
x x x
 
    
 
    
тоді 
3 5 3 5
2 2 2 2 2
2
(1 ) (1 ) .
3 5 3 5
1
tgx u
u u tg x tg x





           


   
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4) у разі, коли один з показників степені дорівнює нуля, а інший 
від’ємний, то застосовують універсальну тригонометричну підстановку. 
Інтеграли виду sin cos ,   sin sin ,    cos cos .mx nxdx mx nxdx mx nxdx    


















































2 2 2/ (1 ) 1 1
u tgx u u
tg xdx du u du
dx du u u u
  
    
    
    
3 2 2 20,5tg ln 1 0,5 ln cos .tg xdx x tg x C tg x x C        
 
1.7 Тригонометричні підстановки 
 
1. Інтеграли виду 2 2( , .f x a x dx  
Рекомендується застосувати підстановку uax sin . Тоді 




9 9 3cos 9 cos 4,5 (1 cos 2 )
3cos
      4,5 2,25sin 2 .
x u




















 , отримує 
2





     
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2. Інтеграли виду   dxxaxf
22,(  
Рекомендується застосувати підстановку tguax  . Тоді: 
2 2 2 2 2 2
2
1 ,     .
cos cos
a adu
a x a a tg u a tg x dx
u u
        
 Приклад. 
2
2 2 22 2
2
2
2 cos 1 cos 1
2 2 / cos ,




x u du C
x tg u u ux x
dx du x

       


    















































3.  Інтеграли виду   dxaxxf
22,(  
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sin 0,5 (1 cos 2 ) 0,5 0,25sin 2
1 1 1
              0,5arccos 0,5sin cos 0,5arccos 0,5 .
x dx






     
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ТЕМА 2 ВИЗНАЧЕНИЙ ІНТЕГРАЛ І ЙОГО ЗАСТОСУВАННЯ 
 
2.1 Основні властивості визначеного інтеграла. Формула  Ньютона –
Лейбніца 
 
Визначений інтеграл – одне з основних понять математичного аналізу. 
Обчислення площ, обмежених кривими, довжин дуг, обсягів, роботи сили, 
швидкості і переміщення, моментів інерції, центрів тяжіння твердого тіла зво-
диться до певних інтегралів. 
Нехай на відрізку  ba,  задано функцію  xfy  , яка є додатною, 
  0xf . Знайдемо площу S  криволінійної трапеції (рис. 2.1) основа якої нале-
жить осі, праворуч та ліворуч відповідно обмежена прямими та зверху – кри-
вою  xfy  . Як відомо, площа фігури дорівнює сумі площ декількох фігур з 
яких вона складається. Отже, будь-який багатокутник можна розбити на трику-
тники. Потім за допомогою граничного переходу за площами правильних впи-
саних та описаних багатокутників можна визначити площу, але при цьому слід 
враховувати геометричні властивості фігури. 
Обчислимо площу зазначеної фігури (рис. 2.1). 
Для цього відрізок  ba;  розіб’ємо точками 
bxxxax n  ,....,,, 210  (рис 2.2). У кожній точці 
ділення проведемо перпендикуляр до точки пе-
ретину з графіком функції  xfy   (рис 2.1).   
                Рисунок 2.1                   Таким чином, трапецію розіб’ємо на n частин-
них трапецій. На кожному відрізку  10 , xx ,  21, xx ,…,  nn xx ,1  виберемо точку i  і 
проведемо прямі паралельні до осі y0  до перетину з  xfy   та отримаємо 
 if  . 
 
Рисунок 2.2  
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332211 )()(...)()()(   
будемо називати інтегральною сумою для функції  xfy   на відрізку  ba; . Ця 
сума залежить як від способу розбиття так й від вибору точок i . Вираз   ii xf   
є площею прямокутника, а їх сума – площа криволінійної трапеції. Площа сту-
пінчастої фігури буде вважатися наближеним значенням площі заданої криво-
лінійної трапеції, яке буде тим більш точнішим, якщо буде збільшено кількість 
точок розбиття ( n ) та чим меншим буде довжина частинного інтервалу ( ix ). 
Означення. Якщо границя інтегральної суми при ixmax , що прямую до 
нуля, існує, кінцева та не залежить від способу вибору точок ix  та точок i , то 
цю границю називають визначеним інтегралом від функції  xf  на відрізку 
 ba;  та позначають  dxxf
b
a
 . Сама функція  xf  називається інтегрованою на 










f x dx f x
 

                                     (2.1) 
де a, b – нижня та верхня границі інтегрування відповідно. 
Теорема 1. Якщо функція  xfy   неперервна на відрізку  ba; , то вона 
інтегрована на цьому відрізку. 
Властивості визначеного інтегралу. 
1. Постійний множник можна винести за знак визначеного інтегралу:   
( ) ( ) ,  .
b b
a a
c f x dx c f x dx c const      
2. Визначений інтеграл від суми (або різниці) функцій дорівнює сумі ви-
значених інтегралів від кожного доданку:  
 ( ) ( ) ( ) g( ) .
b b b
a a a
f x g x dx f x dx x dx      
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3. ( ) ( ) ( ) ,  .
b c b
a a c
f x dx f x dx f x dx a c b       
4. ( ) ( )
b a
a b
f x dx f x dx  , ( ) 0
a
a
f x dx  ; 
5. Якщо на відрізку  [ , ]   ( ) ( )a b f x g x , то  ( ) g( )
b b
a a
f x dx x dx   
Теорема 2 (про оцінку визначеного інтегралу). Значення визначеного ін-
тегралу міститься між добутком найменшого та найбільшого значення підінте-
гральної функції на довжину інтегралу інтегрування: 
  )()( abMdxxfabm
b
a
  , 
де m , M  – найменше та найбільше значення функції  xf  
  .m f x M   
Теорема 3 (теорема про середнє значення). Нехай точка належить відріз-
ку [a, b]. Якщо функція неперервна на цьому відрізку, то справедливо рівність: 
( ) ( ) ( ).
b
a
f x dx b a f     


















де  - деяке число, розташоване між найменшим та найбільшим значеннями 
функції  на інтервалі [a, b]. Отже,  )( f . 
Для обчислення визначених інтегралів користуються формулою Ньюто-
на-Лейбніца: 





f x dx F x F b F a a c b                                   (2.2) 











































sin 0,5 (1 cos 2 ) 0,5 0,25sin 2 .
2
xdx x dx x x
 
  




sin 2 sin3 0,5 ( cos5 cos ) 0,1 sin5 0,5sin 0.x xdx x x dx x x
 
 
          
 
2.2  Заміна змінної  та інтегрування частинами у визначеному інтегралі 
 




dxxf )(  для безперервної на відрізку функції )(xfy  . Введемо змінну 
)(ux  . Якщо ( ) ,  ( )a b     , )(u , )(u  безперервні на відрізку   , і  
))(( uf  визначена і неперервна на відрізку, то має місце рівність: 
( ) ( ( )) ( ) .
b
a
f x dx f u u dt


                                        (2.3) 
Зауваження. Можна не користуватися формулою (2.3). У цьому випадку 
досить обчислити невизначений інтеграл методом заміни змінної, потім отри-
мати відповідь через задану змінну, а потім застосувати формулу (2.3). 






/(1 ln ) 1 4
e u xdx du
arctgu
du dx xx x u

   
     , т.к. 
1ln   ,01ln  e  
2 1
1
(ln ) (ln ) (ln1) (1) (0) .
(1 ln ) 4
e
edx
arctg x arctg e arctg arctg arctg
x x
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     
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    
  
  
   , тоді: 




(1 2cos 2 ) sin 2 .
2 2 2 4
R R R R
u du u u

  
     







udv uv vdu                                                           (2.4) 
Приклади.1. 1 1
1 1
ln ln 0 1 1.
e e
e ex
xdx x x dx e x e e
x
           
2. 0
0 0 0 0
cos (sin ) sin sin 0 0 cos 2.x xdx xd x x x xdx x
  

         
 
 
2.3 Невласний інтеграл першого роду і другого роду 
 
Невласні інтеграли з нескінченими межами (першого роду). 
Визначення. Нехай функція f (x )  визначена на напівнескінченому інтервалі 






  , то функція f ix)  називається інтегрованою невласно на проміжку [а, 
), а вказана границя називається невласним інтегралом, вона позначається: 




f x dx f x dx


                                      (2.5) 
Якщо зазначена границя існує (і набуває скінченого значення), то невласний 
інтеграл називається збіжним, а якщо не існує (або прямує до нескінченності) - 
розбіжним. 




























     
   
   збігається. 





















     
  
 розбігається. 
При 1 , невласний інтеграл: 













lnlimlim  розбігається 
Невласний інтеграл відображає площу необмеженої області, укладеної 
між лініями axxfy    ),(  и віссю Ох. 




f x dx f x dx


   
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    
    
Невласний інтеграл збігається.  
Невласні інтеграли від розривних функцій (другого роду) 
Визначення. Нехай функція f (x )  визначена і неперервна на інтервалі 
 [а ,  c ) ,  а в точці  х =c  вона або не визначена, або має розрив другого роду. У 
цьому разі не може йти мова про визначений інтеграл (за визначенням він є 
границею інтегральних сум), бо функція  f (x)  не є неперервною на інтервалі 
[а ,  b ] ,  а отже, границя може не існувати. Позначимо інтеграл від функції, яка 
має розрив в точці b,  так: 
0




f x dx f x dx
 
                                              (2.6) 
Якщо існує ця границя (2.6), то функцію f (x )  називають інтегрованою 
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невласно на проміжку [а, с), а зазначена границя називається невласним інтег-
ралом. 
Аналогічно визначають невласний інтеграл, якщо функція f (x)  має роз-
рив на нижній межі 
0




f x dx f x dx
 
                                       (2.7) 
Якщо функція f(х) має розрив в деякій точці х = d,  яка належить інтервалу 
інтегрування [а ,  b ] ,  то інтеграл розбивають на два: в одному з них функція 
має розрив на верхній межі (2.6), а в другому - на нижній (2.7): 
( ) ( ) ( ) .
c d c
a a d
f x dx f x dx f x dx     




















     
 
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Згідно результату з прикладу 1, інтеграл розбігається. 
Зауваження. Цей інтеграл досить підступний, якщо не помітити точки ро-








     
Виходить парадокс. Функція 2/1 xy  приймає тільки позитивні значення, 




2.4 Геометричні застосування визначеного інтегралу 
 
1. Площа плоскої фігури. 




dxxf )(  це число, яке дорівнює площі криволінійної трапеції, яку зверху 
обмежено кривою )(xfy  , знизу віссю абсцис, праворуч та ліворуч пря-
мими x=a, x=b (рис. 2.1). Тому першим геометричним застосуванням ми 
розглядатимемо саме обчислення площі фігури. Якщо фігура,  площу якої 
потрібно знайти, обмежена лініями )(xfy   0)( xf , x=a, x=b,  y=0 
тобто буде розташована під віссю абсцис, то площу такої фігури слід зна-




dxxfS )( , або ( ) .
b b
a a
S y dx f x dx                                      (2.7) 
Якщо фігуру обмежено лініями )(1 xfy   та )(2 xfy   
( )()( 21 xfxf  ) (рис. 2.3), то площу фігури знахо-
дять за формулою: 
 1 2 1 2( ) ( ) ( ) .
b b
a a
S y y dx f x f x dx               (2.8) 
           Рисунок 2.3  
Якщо на відрізку  ba;  функція )(xfy  , що зверху обмежує криволіній-
ну трапецію, є кусочно-монотонною, при цьому  bac ; , то площу цієї фігури 
слід знаходити, як 
1 2 1 2( ) ( ) .
c b
a c
S S S f x dx f x dx                                   (2.9) 
Приклад 1. Обчислити площу, обмежену синусоїдою  xy sin і віссю 
Ох на відрізку [0, 2]. 










          
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Приклад 2. Знайти площу плоскої фігури, яку обмежено лініями 
,2 2xxy   .xy   (рис. 2.4)  
Розв’язання: Знайдемо точки перетину па-
раболи ,2 2xxy   і прямої .xy   Для цього 
вирішимо рівняння: xxx  22 . Так як 
3,0 21  xx , то нижня границя  інтегрування до-
рівнює нулю, а верхня границя  інтегрування 
дорівнює трьом. Згідно (2.8), площа дорівнює: 















Приклад 3. Обчислити площу фігури, обмеженої лініями  
4
,  ,  0,  4,  0.у x y x x y
x
       
Розв’язання: Побудуємо фігуру (рис. 2.5). Як бачимо 
)(xfy  , яка обмежує задану фігуру, є кусочно-
монотонною, тому для знаходження площі фігури ско-
ристаємось формулою (2.9). Знайдемо координати точки 
перетину графіків функцій, прирівняємо їх: 
      Рисунок 2.5                                  
24 0  4  2.x x x x        
Таким чином, 0a , 4b , 2c . Значення 2x  не задовольняє умові 

















   
1.2. Крива задана параметричними рівняннями. Розглянемо випадок, коли 












                                                (2.10) 
 Якщо параметр t змінюється на відрізку ],[  , то ba  )(    ,)(  . 
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)())(()( ttfxfy   . Отже, площа криволінійної трапеції обчислюється за 
формулою: 
( ) ( ) .
b
a
S ydx t t dt


                                              (2.11) 
Приклад.  Обчислити площу еліпса, якщо рівняння еліпса задано в пара-
метричному вигляді tbytax sin   ,cos  . 




2 sin ( sin ) 2 sin 2 sin (1 2cos 2 ) .S b t a t dt ab tdt ab tdt ab t dt
 
 
           
Тоді 
0
( 0,5sin 2 ) .S ab t t ab

     
1.3. Площа криволінійного сектора в полярних координатах. Нехай крива 
задана рівнянням )(),(   f . Тоді обчислимо площу 
сектора ОАВ (рис. 2.6). Розіб'ємо сектор на n малих секто-
рів. Позначимо k через довжину радіуса-вектору, відпо-
відного кутку kkk  1 . Розглянемо кругової сектор 
Рисунок 2.6    з центральним кутом k .  Площа сектора буде дорівнює 
kkkS  












2 )(5.05,0  . 
Так як сума є інтегральною для функції  22 )( f , то на відрізку ],[   
границя  цієї суми при є певним інтегралом: 
 
221 1 ( ) .
2 2
S d f d
 
 
                                              (2.12) 
Приклад. Обчислити площу, яка обмежена лемніскатою  2cosa  







4 cos 2 sin 2 .
2
S a d a a


         
 
            Рисунок 2.7  
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2. Обчислення довжини дуги плоскої фігури. 
2.1. Крива задана у вигляд )(xfy  . Нехай )(xfy   неперервна функція 
разом зі своїми похідними )(xf  . Такі лінії будемо називати гладкими.  
Довжиною дуги кривої називатимемо границею, до якої прямує довжина 
вписаної в неї ламаної під час необмеженого зрос-
тання числа її ланцюжків, за умови прямування до-
вжини найбільшого з них до нуля (рис. 2.8). 
Поділимо дугу АВ точками М1, М2, Мі, ..з абсциса-
ми x1, x2, xі  Поєднаємо точки відрізками АМ1, М1М2,   
        Рисунок 2.8                 М2М3 .. довжини яких позначимо l1,  l2,.. lк, .  
Ми отримали ламану яка вписана в дугу АВ . Довжина ламаної складається з 
довжин відрізків  n kl l  . Тоді 
   
2
2 2
lim lim lim 1 ,kk k kkn n n
k
y
l l x y x
x  
 
         
 
   , або 





1                                                      (2.13) 
































   



































1            (2.14) 
Приклад. Знайти довжину дуги астроїди taytax
33 sin   ,cos   (рис.2.9)  
Розв’язання:
/2






4 9 (cos sin sin cos )
12 sin cos 3 cos 2 3 ( 1 1) 6
l a t t t t dt









          Рисунок 2.9 
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2.3. Крива задана в полярних координатах. Так як, 
 sin  ,cos  yx , то 
2222
cossin    ,sincos










 Отже, довжина дуги в полярній системі координат обчислюється за фор-
мулою 










 ddffl                                (2.15) 
Приклад. Знайти довжину дуги кардіоїди )cos1(   a  (рис. 2.10). 









cos4sin)cos1(2 adadaal  
       Рисунок 2.10 
3. Обчислення об’єму тіла 
Нехай на відрізку  ba;  задана неперервна знакопостійна функція 
 xfy  . Знайдемо об’єм тіла, отриманого обертанням лінії навколо осі абсцис 
(рис. 2.11,а). Для знаходження об’єму скористаємось методом проектування 
криволінійної трапеції на вісь абсцис. Розіб’ємо відрізок  ba;  на елементарні 
відрізки точками bxxxxa n  ...210 , та на кожному відрізку  ii xx ;1  довільним 
чином виберемо iz  ni ,...2,1 . Тоді деяке набли-








2 )(  - це об’єм циліндра з висотою 
1 iii xxx  та радіусом основи )( izf . 
Рисунок 2.11                     Очевидно, що наближення до шуканого об’єму 
xV  буде тим ближчим, чим менша довжина відрізка розбиття ix , тому шуканий 













)(lim  , де ixmax  – максимальна 







2 .                                               (2.16) 
Формально замінивши змінну x на y, ми отримаємо формулу для обчис-





2 .                                         (2.16) 
Приклад. Знайти об’єм тіла обертання фігури, обмеженої лініями 
3,5.0 2  xyx  






ЗМІСТОВИЙ МОДУЛЬ 2.2  ДИФЕРЕНЦІАЛЬНІ РІВНЯННЯ 
 
ТЕМА 3 ДИФЕРЕНЦІАЛЬНІ РІВНЯННЯ ПЕРШОГО ПОРЯДКУ 
 
3.1 Поняття про диференціальне рівняння. Загальні і частинні 
розв’язки. Початкові та крайові умови. Задача Коші та крайова задача   
 
Рівняння називається диференціальним, якщо воно містить похідні (дифе-
ренціали) шуканої функції.  
Порядком диференціального рівняння називається порядок найвищої по-
хідної (диференціала), що входить у нього.  
Коли шукана функція )(xyy   є функцією однієї змінної x, то диференці-
альне рівняння (ДР) називають звичайним. Далі будемо розглядати лише зви-
чайні ДР.  
Диференціальне рівняння  n–го порядку зв'язує незалежну змінну x, шука-
ну функцію )(xfy   та її похідні ...,,'',' yy  )(ny  (чи відповідні диференціали).  
Диференціальне рівняння n–го порядку можна подати в загальному ви-
гляді 0)...,,,( )(  nyyyyxF . де )(xyy   – шукана функція.  
Рівняння може не містити в явному вигляді незалежну змінну x, саму шу-
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кану функцію та її похідні нижчих порядків )1(...,,'',' nyyy , але до нього 
обов’язково повинна входити n-а похідна )(ny . Це неявна форма запису ДР. 
Розв’язавши загальне рівняння відносно найвищої похідної, отримаємо каноні-
чний (нормальний) вигляд ДР  ( ) ( 1), , ', '',...,n ny f x y y y y  . 
Наприклад,  02)'(5''' 4  xeyyy  – ДР третього порядку, подане у зага-
льній (неявній) формі;  8)6( )'(4''' yxyy   – ДР шостого порядку, записане в ка-
нонічній (явній) формі.  
Уже відома задача знаходження первісної )(xFy   для даної функції )(xf  
породжує найпростіше диференціальне рівняння )(' xfy  , розв’язування якого 
зводиться до інтегрування.  
Вирішенням диференціального рівняння називається довільна функція 
)(xyy  , що при підстановці в це рівняння перетворює його в тотожність. Гра-
фік розв’язку ДР називається інтегральною кривою.  
Зауваження 1. Розв’язок ДР n –го порядку є n  разів диференційованою 
функцією. Тому інтегральна крива є досить гладкою лінією.  
Процес знаходження розв'язку ДР називається його інтегруванням.  
Зауваження 2. Розв’язок ДР, записаний у неявній формі, часто називають 
інтегралом диференціального рівняння. 
Зауваження 3. Розв’язок ДР також може подаватися в параметричній формі.  
Зауваження 4. Диференціальне рівняння вважається розв’язаним, якщо 
множина його рішень задається співвідношеннями без диференціювання, що 
можуть включати операції інтегрування відомих функцій. Серед вказаних інте-
гралів допускаються й ті, що не виражаються через елементарні функції у скін-
ченному вигляді. Як правило, будемо намагатися знаходити розв’язок ДР у 
найбільш простій явній формі та обчислювати всі наявні інтеграли.  
Щоб знайти шукану функцію з ДР n -го порядку, треба в загальному ви-
падку виконати n  операцій інтегрування, що дає n  довільних сталих. Таким чи-
ном, диференціальне рівняння має безліч рішень. 
Загальним вирішенням диференціального рівняння n -го порядку є функ-
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ція ),...,,,( 21 nCСCxyy  , що містить n  довільних сталих nCCC ,...,, 21  і задовольняє 
диференціальному рівнянню при будь-яких допустимих значеннях nCCC ,...,, 21 .   
Геометричний зміст: загальному розв’язку відповідає сім’я інтегральних 
кривих. При цьому через кожну внутрішню точку області визначення сім’ї про-
ходить єдина інтегральна крива.  
Частинним вирішенням диференціального рівняння називається розв'я-
зок, який одержується із загального розв'язку при конкретних фіксованих зна-
ченнях довільних сталих nCCC ,...,, 21 .  
Геометричний зміст: частинному розв’язку відповідає конкретний екзем-
пляр з сім’ї інтегральних ліній.  
Наприклад, маємо рівняння 
dy y
dx x








  - 
частинний розв’язок. 
Для знаходження конкретних значень довільних сталих, що входять у за-
гальний розв’язок, звичайно використовуються:   
1) початкові умови – відомі значення функції та її похідних в деякій одній 
фіксованій точці 0xx  ;   або  
2) крайові (граничні) умови – відомі значення функції та її похідних в де-
кількох різних фіксованих точках.  
Початкових або крайових умов повинно бути стільки, скільки довільних 





  nn yxyyxyyxy , 
де  )1(0000 ,...,',,
nyyyx  − відомі числа (початкові дані).  
Диференціальне рівняння разом з початковими умовами називають поча-
тковою задачею (задачею Коші). Диференціальне рівняння разом з крайовими 




3.2  Диференціальні рівняння першого порядку. Рівняння з відокрем-
люваними змінними. Однорідні рівняння першого порядку. Лінійні рів-
няння першого порядку 
 
Для ДР першого порядку задача Коші має вигляд:   
0),,( yyxF   при 0 0( )y x y , або 
( , )y f x y  при 0 0( )y x y .                                      (3.1) 
і з геометричної точки зору зводиться до побудови інтегральної кривої, що про-
ходить через задану точку );( 000 yxM , в якій дотична має заданий кутовий кое-
фіцієнт '0y . За відповідною теоремою Коші за певними умовами ця крива існує 
й єдина. Загальний розв’язок диференціального рівняння першого  порядку – це 
функція незалежної змінної x та довільної сталою 1C :  1( , )y y x C .  
Припускаємо, що в околі точки ),(
00
yx  рівняння задовольняє умовам тео-
реми існування і одиничності рішення. 
Це означає, що, якщо права частина рівняння (3.1)  
неперервна в деякій області R: 
byyaxx 
00
, , то існує рішення, визначене 
в околі dxx 
0
)0( d  (рис. 3.1). Рішення єдине, 
якщо виконана умова Ліпшиця  
yyNyxFyxF  ~),()~,( ,     
Рисунок 3.1                    де  max ( , )yN f x y  в області R. 
 
Диференціальні рівняння з відокремлюваними змінними 
Визначення. Диференціальні рівняння, у яких змінні можна розділити 
шляхом множення обох частин рівняння на один і той самий вираз, називають-
ся диференціальними рівняннями з відокремлюваними змінними. Таким, на-
приклад, може бути рівняння 
( ) ( );   ( ) ( )
dy
y f x g x f x g x
dx
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   lnln
1
lnln  
З геометричної точки зору загальне рішення ДР – це сімейство кри-
вих (рис. 3.2). 
Приклад 2. Знайти загальний розв’язок ди-
ференціального рівняння  
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Однорідні диференціальні рівняння першого порядку 
Визначення. Диференціальне рівняння першого порядку називається од-





   
 
для деякої функції g(x). 
Рівняння  ( , )y f x y  називається однорідним, якщо ),(),( yxfyxf
n  . 
Однорідне рівняння зводиться до рівняння з відокремлюваними змінними 
за допомогою підстановки 
  ,  
y du
u y xu y u xu u x
x dx
                            (3.3) 
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     
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Розв’язання:    
du
y ux x u u tgu
dx
        
 ln(sin ) ln( )   sin     arcsin( )
du dx y
u Cx Cx y x Cx
tgu x x
         







 . Зробимо заміну: 




















 Тоді ДР приводиться до однорідного і ви-
































У цьому випадку маємо рівняння з відокремлюваними змінними. 










   
44 
 
Розв’язання: Зробимо заміну  kxxhyy 11 ,  
1
1 1 1 1 1 1 1
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Лінійні диференціальні рівняння першого порядку 
Визначення. Диференціальне рівняння першого порядку називається лі-






                                     
        (3.4) 
де P(x), Q(x) – деякі функції змінної x. Якщо функція  тотожно дорівнює нулю, 
то рівняння (3.4) називається однорідним, в іншому разі – неоднорідним.  
Розв’язок лінійного рівняння шукаємо у вигляді: 




y uv v u
dx dx
    .                                     (3.6) 
 Підставимо (3.5-3.6) у рівняння (3.4) 
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( ) ( ),
( ) ( ).
du dv
v u P x uv Q x
dx dx
du dv




   
 
                            (3.7) 
Візьмемо в якості v будь-який частинний розв’язок рівняння 
 
( ) 0  ( )  
( )   ln ( )  
                      ( ) exp ( ) .
dv dv
P x v P x dx
dx v
dv
P x dx v P x dx
v
v x P x dx
     
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Приклад 5. Знайти загальний розв’язок диференціального рівняння
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ТЕМА 4 ДИФЕРЕНЦІАЛЬНІ РІВНЯННЯ ВИЩИХ ПОРЯДКІВ. ЛІНІЙНІ 
ДИФЕРЕНЦІАЛЬНІ РІВНЯННЯ ДРУГОГО ПОРЯДКУ 
 
4.1 Диференціальні рівняння вищих порядків 
 
Розглянемо диференціальні рівняння: 
( , ).y f x y   
і розглянемо частинні випадки, які легко зводяться до диференціальних рівнянь 
першого порядку. 
1 Права частина рівняння не містить шуканої функції та її похідної. Рівняння: 
( ) ( ).ny f x                                              (4.1) 
- це найпростіші диференціальні рівняння вищих порядків. Їхній загальний ін-








)1( )( , 
де х0 – фіксоване значення. 
Повторюємо процес інтегрування: 
0 0
( 1)










( ) ( )
...... ( ) .... ... .
( 1)! ( 2)!
x x n n
n
x x
x x x x
y f x dx dx C C C
n n
  
    
    
Щоб визначити частинний розв’язок рівняння (4.1), достатньо використа-
ти початкові умови. 
Приклад 1. Диференціальне рівняння вигину консолі має вигляд.  
( ),   0,   0
0 0
P
y l x y y
x xEJ
    
 
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   
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 та отримаємо С1=С2=0. 


















2 Диференціальні рівняння вищого порядку, що допускають пониження 
порядку. Рівняння виду: 
( , ).y f x y                                                (4.2) 
за допомогою підстановок uyuy  зводять до диференціальних рівнянь 
першого порядку відносно нової шуканої функції 
( , ).u f x u   
Знизивши порядок диференціального рівняння, отримаємо диференціаль-
ні рівняння першого порядку будь-якого з вивчених типів. Щоб повернутися до 
початкової функції, проінтегруємо цей вираз ще раз. Розглянемо алгоритм 
розв’язання на прикладі. 
Приклад 2.  Трубка з шариком масою m  всередині обертається навколо 
нерухомої осі з кутовою швидкістю . На шарик діє відцентрова сила 
xmF 2  . Знайти рівняння руху шарика. 
Розв’язання. Згідно закону Ньютона: 
2 2  .ma m x x x     
Тоді:     
2
2 2 2
,    
                 .
2 2
du










При 0,  0x x u    , отже С=0. Рішення ДР має вигляд: 
     
ln ln ln   .t
dx dx
u x x dt
dt x
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4.2.  Лінійні однорідні диференціальні рівняння другого порядку  
 
Лінійним диференціальним рівнянням n-го порядку )1( n  називається рі-
вняння вигляду  
( ) ( 1)
1( ) ... ( ) ( )
n n
ny a x y a x y f x
    , 
де )(xyy   − шукана функція аргументу x;  )(xai , ni ,1  та )(xf  − відомі непе-
рервні функції від  x  (або сталі), причому )(xai , ni ,1  − коефіцієнти, )(xf  − 
права частина. Тобто, таке ДР є лінійним відносно шуканої функції )(xyy   та 
всіх її похідних.  
Якщо 0)( xf , то рівняння називається лінійним однорідним ДР (ЛОДР) 
(лінійним рівнянням з нульовою правою частиною), у протилежному випадку, 
коли 0)( xf , − лінійним неоднорідним (ЛНДР) (лінійним рівнянням з нену-
льовою правою частиною).  
Загальні властивості лінійних ДР вищих порядків розглянемо на прикладі 
лінійного ДР другого порядку: 
)(xfqyypy  ,                                                      (4.3) 
де  )(xp  і )(xq  − коефіцієнти;  )(xf  − права частина.  
Система функцій )(...,),(),( 21 xyxyxy n  )2( n  називається лінійно залежною 
в інтервалі );( ba , якщо існують сталі числа n ...,,, 21 , не всі рівні нулю, такі, 
що для відповідної лінійної комбінації у кожній точці );( bax  виконується рів-
ність 1 1 2 2( ) ( ) ... ( ) 0n ny x y x y x      .  
Якщо ця тотожність виконується лише за умови, коли всі 0i , ni ,1 , то 
система функцій nixyi ,1),(   називається лінійно незалежною в інтервалі );( ba .  
У випадку двох функцій )(1 xy  і )(2 xy  умову лінійної залежності можна 
подати у вигляді constCxyxy )()( 21 , );( bax .  
Наприклад,  а) функції xxy ln)(1   і xxy lg)(2   лінійно залежні на напівп-
рямій );0(  , оскільки constxxxyxy  10lnlgln)()( 21 ;  
б) функції xxy sin)(1   і xxy 2sin)(2   лінійно незалежні на множині дій-
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сних чисел R , оскільки constxxxxyxy  )cos2/(12sinsin)()( 21 .  
Для даного ЛОДР n -го порядку будь-яка лінійно незалежна система n  йо-
го частинних рішень )(...,),(),( 21 xyxyxy n  називається фундаментальною.  
Теорема. Якщо функції )(),( 21 xyxy  утворюють фундаментальну систему 
частинних рішень ЛОДР другого порядку, то їх лінійна комбінація 
1 1 2 2Cy y C y  , де 1C  і 2C  − довільні сталі, служить загальним Вирішенням цього 
рівняння.  
Зауваження 1. Очевидний нульовий розв’язок ЛОДР 0y  не утворює 
фундаментальної системи з довільними іншими частинними розв’язками, оскі-
льки при цьому вронськіан тотожно рівний нулю.  
Для ЛОДР n-го порядку зі сталими коефіцієнтами: 
( ) ( 1)
1 ... 0
n n
ny a y a y
    , 
де ia const R  . 
Ейлером розроблено загальний метод його розв'язування шляхом побудо-
ви фундаментальної системи і на її основі загального розв’язку. Розглянемо йо-
го на прикладі ЛОДР другого порядку зі сталими коефіцієнтами p, q:  
0.y py qy                                             (4.4) 
Частинні розв'язки шукаємо у вигляді експоненти kxey  , де k  − невідо-
мий сталий коефіцієнт. Підставимо цю функцію 
kxey   та її похідні kxkey ' , 
kxeky 2''   у рівняння і дістанемо  0)( 2  kxeqpkk . Оскільки 0kxe , то для ви-
значення k  отримуємо співвідношення  
2 0k pk q   ,                                               (4.5) 
яке називають характеристичним рівнянням даного ЛОДР. 
Характеристичне рівняння є квадратним відносно k  і на множині компле-
ксних чисел завжди має два розв’язки 1k  і 2k . При цьому можливі три випадки, 
в залежності від знаку дискримінанта  2 4D p q  .  
Випадок 1. 0D . Обидва корені 1k  і 2k  − дійсні різні числа 21 kk  :  
  22,1 Dpk  . Тоді 
xk
ey 11   і 
xk
ey 22   − лінійно незалежні розв’язки, що 
50 
 
утворюють фундаментальну систему. Загальний розв’язок має вигляд   
1 2
1 2 .
k x k x
y C e C e                                                               (4.6) 
Приклад 1. Знайти загальний розв’язок  02'3''  yyy . 
0232  kk ; 0189 D ; 
11 k , 22 k ; 
xx eCeCy 221
  . 
Випадок 2. 0D . Корені 1k  і 2k  − дійсні рівні числа 2/21 pkkk  . 
Тобто, 2/pk   - один корінь кратності 2r . Тоді, 
kxey 1  - частинний 
розв’язок. Другий лінійно незалежний з ним розв’язок kxe xy 2  (без доведення).  
Отже, загальний розв’язок ЛОДР можна подати у вигляді: 
1 1 2 2 1 2 1 2C    ( )
kx kx kxy y C y C e C x e e C C x      .                           (4.7) 
Приклад 2. Знайти загальний розв’язок  025,0'''  yyy .  
011 D ,  2/121  kkk ;  )( 21
2/ xCCey x  .   
Випадок 3. 0D . Характеристичне рівняння має два комплексні спряже-
ні корені  ik 2,1 , де 2/p , 2/D , 04












2   − комплексні лінійно незале-
жні розв’язки. Їх лінійна комбінація ( ) ( )1 2
i x i x
кy С e C e
       служить комплекс-
ним загальним вирішенням. Але ДР має дійсні коефіцієнти, тому бажано мати 









Можна показати, що для комплекснозначної функції, яка є вирішенням 
диференціального рівняння, її уявна та дійсна частини також будуть його 
розв’язками (зробіть це самостійно).  
Таким чином, дістаємо лінійно незалежні дійсні частинні розв’язки 
xey x   cos1  і xey
x   sin2 , що утворюють фундаментальну систему. Дійс-
ним загальним Вирішенням служить  їх лінійна комбінація:   
1 2( cos sin ).
xy e C x C x                                (4.8) 
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Приклад 3. Знайти загальний розв’язок  013'4''  yyy . 
01342  kk ; 0365216 D ; 
iik 322/)64(2/)164(2/)364(2,1  ; 
3;2  ;   )3sin3cos( 21
2 xCxCey x   .   
Приклад 4. Розв’язати задачу Коші:  '' 16 0; (1) 2; '(1) 0y y y y     ;  
Складаємо і розв’язуємо характеристичне рівняння:  
0162  kk ;  2 16  4k k i     . 
Оскільки корені 1k  і 2k  − уявні числа, то маємо випадок 3. У відповідній 
формі записуємо загальний розв’язок (4.8) при =0:   
  1 2cos4 sin 4 .y C x C x   
Конкретні значення довільних сталих 1C  і 2C  знаходимо, враховуючи по-
чаткові умови:  









2 cos0 sin 0;
















Тоді   2cos4y x  − розв’язок задачі Коші.  
 
4.3 Лінійні неоднорідні диференціальні рівняння другого порядку зі 
сталими коефіцієнтами та з правою частиною спеціального вигляду 
 
Теорема 1. Загальний розв’язок ЛНДР другого порядку: 
)(xfqyypy  ,                                         (4.9) 
можна зобразити у вигляді суми загального розв’язку y  відповідного ЛОДР  
0y py qy     і якого-небудь частинного розв’язку 
*y  ЛНДР:  
*yyy  .                                                      (4.10) 
Розглянемо ЛНДР (4.9), де права частина має спеціальний вигляд. Нижче 
розглянуті різні випадки підбору  частинного  розв’язку в залежності від виду 
правої частини.  
52 
 
Випадок 1. xGxHxf  cossin)(  . 
Частинне  розв'язання шукаємо у вигляді xExDy  cossin*    
Підставивши розв'язання в (4.9) і прирівнювання коефіцієнти при косинусів 
і синусах в лівій і правій частинах можна  обчислити значення невідомих D, E. 
Продемонструємо розв'язання на прикладі моделі, яка описує процес ви-
мушених коливань, які виникають при дії сили ( ) sin .F t Н t  (Рис.4.1). На ті-
ло В масою m діють тільки сила тяжіння, сила пружності (коефіцієнт пружності 
пружини – c) і сила F(t). Диференціальне рівняння руху має вигляд: 
thqyy sin ,                                           (4.11) 
 де mHhmcq /  ;/
2    
Тоді загальне рішення однорідного рівняння: 
2 0.y y   
Рисунок  4.1       має вигляд: 1 2sin cos .y C t C t    
Частинне  розв'язання шукаємо у вигляді tDy sin
*  .                   (4.12) 
Тоді: 










Цю константу називають амплітудою змушених 
коливань. Графік D в залежності від ставлення час-
тот має приблизний вигляд на рисунку 4.2. Таким 
чином, рішення ДР має вигляд:  
Рисунок 4.2                            1 2 2 2sin cos sin .
h
y C t C t D t  
 
   

 
При прагненні  D   , тобто амплітуди вимушених коливань необ-
межено зростає. Таке явище називають резонансом. Но так як D при 
  , то частинний розв'язок не можна вибирати у вигляді (4.12). Як же бути? 
У цьому випадку пропонується шукати розв'язання у вигляді:  
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* cos .y Dt t                                               (4.13) 
Тоді: 
* * 2cos sin ;   2 sin cos .y D t D t t y D t D t t             







Амплітуда вимушених коливань при резонансі не-
обмежена зростає (рис 4.3). 
 
              Рисунок 4.3 
Випадок 2. ( ) ( ( )cos ( )sin )ax n mf x e P x bx Q x bx  .   
Тут  )(xPn  і )(xQm  − многочлени відповідно степеня n i m;  a і b − дійсні 
сталі, з яких формується характерне комплексне число  biaz  .  
Згідно з методом невизначених коефіцієнтів структура частинного розв'я-
зку ЛНДР формується за виглядом правої частини )(xf  з урахуванням того, ко-
ренем якої кратності r  )0( r  служить характерне число biaz   для характе-
ристичного рівняння. Невідомі параметри (коефіцієнти) цієї структури знахо-
дяться з системи алгебраїчних рівнянь, які одержуються прирівнюванням кое-
фіцієнтів при подібних відносно x членах. Частинний розв’язок має вигляд: 
* ( ( )cos ( )sin )r ax s sy x e P x bx Q x bx  ,                              (4.14) 
де  )(xPs  і )(xQs  − многочлени степені },max{ mns   з невідомими коефіцієнтами.  
Приклад 1. Записати структуру частинного розв’язку ДР:  
)4sin4cos(20'4'' 22 xxxeyyy x   . 
020'4''  yyy ;  02042  kk ;  64D ;  
ik 422,1  ;  ibiaz 42  − корінь  
кратності 1r ;  2}0;2max{ s ;  
)4sin)(4cos)(( 2221* xFExDxxCBxAxexy
x   ,  
де FEDCBA ,,,,,  – невідомі коефіцієнти. 
Приклад 2. Знайти загальний розв’язок диференціального рівняння   
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)sin7cos9(2''' xxeyyy x  . 
02'''  yyy ;  022  kk ;  9D ;  21 k ;  
12 k ; 
xx eCeCy  2
2
1 ;  ibiaz  1  − не є коренем  
)0( r ;  0}0;0max{ s ;  )sincos(* xBxAey
x  ;  
 xAexBxAexBxAey xxx cos()cossin()sincos('*   
)cossinsin xBxAxB  ;    xBxAey x sincos(''*   
 )sincoscossin()cossin xBxAxBxAexBxA x   
)cos2sin2( xBxAex  ;  
 xAxBxAexBxAe xx sinsincos()cos2sin2(   
0:|)sin7cos9()sincos(2)cos  xxx exxexBxAexB ;  






























Отже, маємо загальний розв’язок:  
2
* 1 2 ( 2cos 3sin ).
x x xy y y C e C e e x x        
Випадок 3. Права частина – многочлен степені n:  
1
0 1( ) ( ) ... .
n n
n nf x P x A x A x A
      
Частинне  розв'язання в залежності від коренів характеристичного рів-
няння будемо шукати у вигляді: 
1. )(* xQy n , якщо  1 20   и 0 .k k   
2. xQy n
*
, якщо  1 20   или 0 .k k   
Приклади. а) 
23 2 1 .y y y x       
2
1 2 1 2-1   2  .
x xk k y C e C e        
* 2 * *( ) 2 ,( ) 2 ;y Bx Dx E y Bx D y B         
2 22 6 3 2 2 2 1 ;
2 1 0,5;
6 2 0 1,5;
2 3 2 1 1 4.5 2 1 1,25.
B Bx D Bx Dx E x
B B
B D D
B D E E E
      
    
   





1 2 0.5 1,5 1,25.
x xy C e C e x x       
б) 4 8 .y y x     
4
1 2 1 20   4  .
xk k y C C e      
* 2 * *( ) ( ) 2 ,( ) 2 ;y x Bx D Bx Dx y Bx D y B          
2 8 4 8 ;
8 8 1;
2 4 0 0,5.




    
    
 xxeCCy
x 5.0 2421   
Випадок 4.  Права частина ( ) .
xf x Ae   
Частинне  розв'язання в залежності від коренів характеристичного рів-
няння будемо шукати у вигляді: 
1. 
xDey * , якщо  1 2  и .k k    
2. 
xDxey * , якщо  1 2  или .k k    
3. 
xeDxy 2*  , якщо  1 2  и .k k    
Приклади. а) 
34 3 8 .xy y y e      
3
1 2 1 2-1   3  .
x xk k y C e C e        
Тоді 






x x ey C e C e     
б) 5 6 2 .
xy y y e      
6
1 2 1 2-1   6  .
x xk k y C e C e       
   * * *    ,  2 ;x x x x xy Dxe y De Dxe y De Dxe    
 
        
2 5 5 6 2 ;x x x x x xDe Dxe De Dxe Dxe e            










ЗМІСТОВИЙ МОДУЛЬ 2.3 ФУНКЦІЇ ДЕКІЛЬКОХ ЗМІННИХ 
 
ТЕМА 5 ОСНОВНІ ПОНЯТТЯ ФУНКЦІЇ ДЕКІЛЬКОХ ЗМІННИХ 
 
5.1 Поняття функції багатьох змінних.  
 
Нехай n – деяке фіксоване натуральне число. Упорядкована множина n 
довільних дійсних чисел ),...,,( 21 nxxx  називаються n-вимірною точкою і позна-
чається однією буквою, наприклад, M . Числа nxxx ,...,, 21  називаються координа-
тами точки M . Позначається ),...,,( 21 nxxxM . Множина всіх n - вимірних точок 
називається n - вимірним точковим простором  nR . 
Нехай задано деяку n - вимірну непорожню множину D . Якщо кожній то-
чці M  цієї множини відповідає одне цілком певне значення дійсної змінної u , 
то кажуть, що задано функцію n  змінних  )(Mfu  ),...,,( 21 nxxxf . При цьому 
множину D  називають областю визначення функції )(Mfu  . Незалежні змін-
ні nxxx ,...,, 21  називають аргументами, а залежну змінну u  – функцією.  
Якщо D  – область на координатній площині Oxy  (плоска, двовимірна), то 
функція ),()( yxfMfz   є функцією двох змінних yx , . Якщо D  – область у 
тривимірному координатному просторі Oxyz , то функція ),,()( zyxfMfu   є 
функцією трьох змінних zyx ,, .  
Приклад 1. Знайти і зобразити штриховкою на координатній площині 
Oxy  природну область визначення D  заданої функції:  
а) )99(ln 22 yxz  ;   б) xyz  12 . 
Розв’язання. а) Природна область визначення D  даної функції 
)99(ln 22 yxz   – множина всіх тих точок ),( yx , для яких 099 22  yx , бо 
логарифм визначений тільки для додатних значень аргументу, а жодних інших 
обмежень на змінні yx ,  немає.  
Щоб зобразити область D  геометрично, знайдемо її межу:  
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099 22  yx ;   99 22  yx ;   119 22  yx . 
Це рівняння еліпса з півіссями 3a  та 1b . Даний еліпс у залежності від 
знаку виразу 22 99 yx   ділить всю координатну площину Oxy  на дві частини – 
внутрішню і зовнішню (рис. 5.1).  
Щоб виявити, яка з частин входить у об-
ласть визначення, тобто задовольняє 
умову 099 22  yx , треба взяти довіль-
но по одній пробній внутрішній точці з 
кожної частини і для них перевірити цю 
умову. Наприклад, для точки )0,0(O  умова виконується 090909 22  , тому 
внутрішня область, що обмежено еліпсом, входить в D . Для точки )2,0(B  ця 
умова не виконується 0272909 22  , тому область, що лежить поза еліп-
сом, не входить в D .  
Отже, внутрішніми точками області визначення D  даної функції є точки, 
обмежені еліпсом. Сам еліпс не належить області D , тому що для його точок  
099 22  yx . Область D  – відкрита, її межа позначена пунктиром (рис. 5.1).  
б) Квадратний корінь добувається тільки з невід’ємних чисел, тому 
012  xy . Жодних інших обмежень на аргументи yx ,  немає. Щоб зобразити 
область визначення D  геометрично, знайдемо її межу:  
012  xy ;   12  xy . 
Це рівняння визначає параболу, яка в залежності від знаку виразу  
xy 12   поділяє координатну площину на 
дві частини – внутрішню і зовнішню  
(рис. 5.2). Точка )0,0(O  лежить усередині па-
раболи і не задовольняє належній умові. То-
чка )0,2(A  лежить зовні параболи і задово-
льняє цій умові. Отже, область визначення D  
складається з точок, що лежать ззовні параболи. Область D  – замкнена, її межа 
















Множина всіх точок  zyxP ,,  простору, координати яких задовольняють 
рівняння ),( yxfz  , називається графіком функції двох змінних ),( yxfz  .  
Звичайно графіком є деяка повер-
хня S , що проектується на пло-
щину Oxy  на область визначення 
D  (рис. 5.3). (Поверхня 
),( yxfz  – це «дах», що «нави-
сає» над плоскою областю D ). 
Для графічного зображення фун-
кцій двох і трьох змінних викори-
стовуються також відповідно лінії 
та поверхні рівня. Лінією рівня функції двох змінних ),( yxfz   називається 
множина всіх точок координатної площини Oxy , в яких ця функція набуває 
одного й того ж значення Cz  ,  constC  . Рівняння лінії рівня  ( , )f x y C . Через 
кожну точку  000 , yxM  області D  проходить єдина лінія рівня  )(),( 0Mfyxf  .  
При різних C  дістанемо різні лінії рівня для даної функції ),( yxfz  , ко-
жна з яких служить проекцією лінії перетину поверхні ),( yxfz   площиною 
Cz  . Поверхнею рівня функції трьох змінних ),,( zyxfu   називається множи-
на всіх точок простору Oxyz , в яких ця функція набуває одного й того ж зна-
чення Cu  ,  constC  . Рівняння поверхні рівня ( , , )f x y z C . Прикладом пове-
рхонь рівня служать еквіпотенціальні поверхні просторового електростатично-
го поля.  
 
5.2 Частинні похідні. Повний диференціал.  
 
Нехай функція ),( yxfz   визначена в деякому околі фіксованої точки 
),( yxM . Надаємо змінній x приросту x , залишаючи змінну y фіксованою 











по x функції ),( yxfz   в точці );( yxM , що відповідає приросту x  незалежної 
змінної x.  Аналогічно   
),(),( yxfyyxfzy   – частинний при-
ріст по y.   
Якщо одночасно  x надати змінній  
приросту x , а змінній  y приросту y , то 
різниця ),(),( yxfyyxxfz   назива-
ється повним приростом функції 
),( yxfz   в точці );( yxM .  
  Рисунок 5.4 
Зауваження. Із рисунку 5.4  зрозуміло, що повний приріст z , у загаль-
ному випадку, не дорівнює сумі частинних приростів: zzz yx  .  
Частинною похідною  функції ),( yxfz   за змінною x називається грани-
ця відношення частинного приросту по x цієї функції ),(),( yxfyxxfzx   до 
відповідного приросту аргументу x , коли останній прямує до нуля:   
0
( , ) ( , )
lim lim .x
x
z z f x x y f x y
x x x 
   
 
  
                               (5.1) 





















































.                         (5.2) 
Таким чином,  
  
y const x const
z dz z dz
x dx y dy 
   
        
                                    (5.3) 
Приклад. Знайти всі частинні похідні заданої функції:   
а)  yyxz sin2 ;  б) yxz  ;  в) 
2
.xy zu e z    
Розв’язання .  
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а)       2 2 2sin sin (1/ ) ( ) 0 0 (1/ ) 2 2 / ;Ix xxx x
z
x y y x y y y x y x x y
x
 
              

 
       2 2 2 2 2 2 2sin sin (1/ ) cos 0 1/ cos cos .Iy xyy y
z
x y y x y y x y y x y y x y y
y
 
                  

  













   
в)   
2 2 2 2 22 2 21 1( ) ( ) (1/ ) ;xy z xy z xy z xy z xy zx x
x
u
e z e e xy z z e y z y e
x z z




2 2 2 2 221 ( ) (1/ ) ( ) (1/ ) 2 2 ;xy z xy z xy z xy z xy zy y
y
u
e z e z e xy z z e xz y xye
y z









( ) ( )
( ) .
Ixy z xy z xy z xy z
xy z xy z xy zz z z
z
u e z e z e xy z z e
e z e xy z e z
z z z
     
    

  
Функція ),()( yxfMfz   називається диференційованою в точці ),( yxM , 
якщо її повний приріст  ),( yyxxfz  ),( yxf  можна подати у вигляді  
    yyxxyxyBxAz  ,, , 
де  BA,  – незалежні від x  і y  величини;  ),( yx   і ),( yx   – нескінченно 
малі при 0x  і 0y   функції.  
Повним диференціалом dz функції ),( yxfz   в точці ),( yxM  називається 
головна частина її повного приросту в цій точці, лінійна щодо приростів x  і y  
аргументів: yBxAdz  .  
Повний диференціал функції ),( yxfz   дорівнює сумі добутків частинних 








                                                           (5.4) 
Доведемо формулу (5.4). Повний приріст функції має вигляд: 
),(),( yxfyyxxfz  , або 
)],(),([)],(),([ yxfyyxfyyxfyyxxfz  . 
Застосуємо теорему Лагранжа: 
/
/
( , ) ( , ) ( , ) ;
( , ) ( , ) ( , ) ,
x
y
f x x y y f x y y f y y x
f x y y f x y f x y


      




де yyyxxx   , . 
При 0, 0 ,x y x y         
( , ) ( , ),
( , ) ( , ).
x x
y y
f y y f x y
f x f x y


   
 
 
По теоремі про нескінченно малих можна записати: 
( , ) ( , ) ,
( , ) ( , ) .
x x
y y
f y y f x y
f x f x y
 
 
    
  
, 
де  и  нескінченно мали при 0, 0.x y    . 
Таким чином, маємо: 
( , ) ( , ) .x yz f x y x f x y y x y            
Останню формулу надамо у вигляді: 
( , ) ( , ) ,x yz f x y x f x y y       
 
де 2 2( ) ( )x y     ;  
0







   
Повний диференціал функції - це лінійна частина приросту: 
( , ) ( , ) .x ydz f x y x f x y y      
Прирощення незалежних змінних x, y будемо називати диференціала-
ми незалежних змінних і позначати dx, dy. Отже, формула для обчислення пов-
ного диференціала функції двох змінних має вигляд: 
( , ) ( , ) .x y
z z
dz f x y dx f x y dy dx dy
x y
 
      
 
 
Формулу (5.4) доведено. 
 
5.3 Похідна від складної функції. Повна похідна. Частинні похідні 
вищих порядків. 
 








Припустимо, що функції безупинні і мають безперервні похідні. Надамо 
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приріст х. тоді: 
.
x x x x
x x x x
F F
z u v u v
u v
z F u F v u v




         
 
      
     
      
 
Спрямуємо приріст по х до нуля, отримаємо (врахувавши, що межі не-
скінченно малих дорівнюють нулю): 
.
z F u F v
x u x v x
    
 
    
                                   (5.5) 
Аналогічно,  
.
z F u F v
y u y v y
    
 
    
                                  (5.6)  
Приклад. Надано )/( vuarctgz  , де yxvyxu  , . Довести, що 
2 2
.
z z x y





Розв’язання  . 
2 2 2 2
1, 1, 1, 1,
, ,
x y x yu u v v
z v z u
u u v v u v
       
 
  
   
 
тоді 2 2 2 2 2 2 2 2, .
z v u y z v u x
x u v x y y u v x y
   
    
     
 
2 2 2 2 2 2
.
z z y x x y
x y x y x y x y
  
    
    
 
Частинні похідні xz   і yz   функції двох змінних ),( yxfz   також є 
функціями двох змінних x, y, а тому самі можуть мати частинні похідні.  
Частинна похідна по x від частинної похідної по x називається другою чи-






















   
  
   
.                                                       (5.7) 
Аналогічно частинна похідна по y від частинної похідної по y називається 














,  або  
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   
  
   
.                                                     (5.8) 
Якщо від частинної похідної по x взяти частинну похідну по  y, то отри-











або xyz  .  Отже,   
2z z
x y y x
   
  
    
.                                              (5.9) 
Якщо від частинної похідної по  y взяти частинну похідну по x, то одер-
жимо другу мішану частинну похідну по x, y  (з іншим порядком диференцію-










,  або  yxz  .   Отже,  
2z z
y x x y
   
  
    
.                                              (5.10) 
Зауваження. Аналогічно частинним похідним другого порядку вводяться 













































Теорема.  Для неперервних мішаних частинних похідних порядок дифе-




x y y x
 

   
  
Приклад. Для заданої функції ),( yxfz   перевірити рівність указаних 
мішаних частинних похідних:  
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2
( cos( )) cos( ) sin( );y
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;   2 22 2 2 2 2 2 2 2
2 2
4 ( ) 0
( ) ( )
xy xy y
x x y
x y x y x y
      
  
  
0)()422( 222  yxxyxyxy ;  00  . 
Таким чином, задана функція задовольняє вказаній умові.  
б) )cos()sin( yxxyxxz  ; )cos( yxxyz  ;  2 2 sin( )z y x x y      
   sin( ) cos( ) cos( ) sin( ) 2 sin( ) 0x x y x x y x x y x x y x x y           ;  00  .  
Отже, задана функція задовольняє вказаній умові.  
 
5.4. Похідна за напрямом. Градієнт 
  
Нехай у деякій області D  простору задано скалярну функцію трьох змін-
них ),,()( zyxfMfu  . Тоді кажуть, що в області D  задане просторове скаляр-
не поле  )(Mfu  .  Функція двох змінних ),( yxfz  , яка визначена у плоскій 
області D , задає плоске скалярне поле  ),( yxfz  .  
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Поле – це функція )(Mfu  , що розглядається разом з її областю визна-
чення D  (фізичний зміст функції багатьох змінних). Приклади скалярних фізи-
чних полів:  поля температури, атмосферного тиску, електричного потенціалу.  
Для геометричного зображення скалярного поля використовуються лінії 
рівня Cyxf ),(  (на площині) та поверхні рівня Czyxf ),,(  (у просторі), де  
constC  .  Поверхні рівня (у просторі) та лінії рівня (на площині) є основ-
ними геометричними характеристиками скалярного поля.  
Нехай у деякому околі фіксованої точки ),,( zyxM  задано просторове ска-
лярне поле ),,()( zyxuMuu  . Проведемо з цієї точки M  довільний ненульовий 
вектор s , напрямні косинуси якого cos , cos  і cos . У напрямі цього вектору 
на деякій відстані l  від початку M  візьмемо іншу точку ),,(1 zzyyxxM   
(рис. 5.5). Тоді:   
2 2 2( ) ( ) ( )s x y z       ;   
cos ;  cos ;  cosx s y s z s            
Різниця: 
( , , ) ( , , )su u x x y y z z u x y z        
 значень функції в точках 1M  і M  на-
зивається приростом функції 
),,( zyxuu   у напрямі вектору s .  
   Рисунок 5.5 








            
  
, 
де  01  , 02  , 03   при 0s  .  
Тоді:   
 1 2 3cos cos cos cos cos cos .l
u u u
u l l l l l l
x y z
        
  





Похідною функції ),,( zyxuu   у точці ),,( zyxM  за напрямом вектору s

 на-










Похідна за напрямом обчислюється за формулою:  
cos cos cos .
u u u u
s x y z
  
   
  
   
                         (5.11) 
і визначає швидкість змінювання функції (скалярного поля) за напрямом векто-
ру s

 у точці ),,( zyxM .  
Градієнтом функції (скалярного поля) ),,( zyxuu   називається вектор, 
проекціями якого на координатні осі є відповідні частинні похідні даної функції:  
 grad .
u u u





                                                (5.12) 
Теорема (зв’язок між градієнтом і похідною за напрямом). Похідна u s   
за напрямом вектору s











.                                      (5.13) 
Похідна u s   скалярного поля ),,( zyxuu   у даній точці ),,( zyxM  за на-
прямом вектору s

 має найбільше значення, коли напрям цього вектору співпа-
дає з напрямом градієнта ugrad . Це найбільше значення похідної u s   дорів-









   при   maxs grad u . 
Фізичний зміст градієнта. Градієнт указує напрям найшвидшого зрос-
тання скалярного поля в даній точці, а його модуль дорівнює цій найбільшій 
швидкості.  
Градієнт скалярного поля визначається самим полем і не залежить від ви-
бору системи координат.  Похідна u s   скалярного поля ),,( zyxuu   у довіль-
ній точці ),,( zyxM  за напрямом вектору, який перпендикулярний до градієнта 
ugrad , дорівнює нулю:  0s gradu u s     . 
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Градієнт ugrad  можна прийняти за вектор нормалі n

 до поверхні рівня 
CzyxuS ),,(:  у відповідній точці ),,( zyxM   
CzyxuS ),,(: ;    Sugrad   n grad u  .  
Приклад. Для заданої функції знайти градієнт і модуль градієнта в указа-
ній точці: а)   yxyxz 23sin52  ; )3,2(0M ; б)  zyyxxyzu
2323  ; )1,2,1(0 M .  



















;   
 yxxyz 23cos102  ;   
0
2 2 3 15cos 3 2 2 3 3;
M










 ;  
























 ;  yxyzxu 263  ;    
zyxxzyu /223 3  ; 223 zyxyzu  ;  
0
23 2 1 6 ( 1) 2 6;
M
u x            
0
33 ( 1) 1 2 ( 1) 2 2 3;
M







grad 6 3 8
M
u i j k      




ugrad  . 
 
ТЕМА 6 ЕКСТРЕМУМ ФУНКЦІЇ ДЕКІЛЬКОХ ЗМІННИХ   
 
6.1 Поняття екстремуму функції багатьох змінних. Необхідні умови 
екстремуму функції багатьох змінних 
 
Нехай функція двох змінних ),()( yxfMfz   визначена в деякій області 
D  і ),( 000 yxM  – внутрішня точка цієї області. Точка 0M  називається точкою 
максимуму функції )(Mfz  , якщо значення функції в цій точці 0M  більше, ніж 
значення функції у всіх близьких сусідніх точках:  
max)()(,),,( 0000  MMfMfMMMUM ,  
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де  ),( 0 MU  –  деякий  -окіл точки 0M ,  0 .   
Аналогічно вводиться поняття точки мінімуму:  
min)()(,),,( 0000  MMfMfMMMUM  .  
Точки максимуму та мінімуму називаються точками екстремуму. Зна-
чення функції ),()( 000 yxfMfz   у точці екстремуму 0M  називається її екст-
ремальним значенням (екстремумом).  
Зауваження 1. Розрізняють гладкий екстремум (рис. 6.1, а), в якому фун-
кція диференційована, і гострий екстремум, в якому хоча б одна частинна по-
хідна першого порядку не існує (рис. 6.1, б).  
а                             б 
Рисунок 6.1 
Теорема (необхідні умови гладкого екстремуму). Якщо диференційована 
функція ),( yxfz   має екстремум у точці ),( 000 yxM , то всі частинні похідні 
першого порядку в цій точці дорівнюють нулю:  
0 0







               
                 (6.1) 
Точки, в яких виконуються необхідні умови екстремуму, тобто всі час-
тинні похідні або дорівнюють нулю або не існують, називаються критичними 
точками функції )(Mzz  . Критичні точки, в яких всі перші частинні похідні 
дорівнюють нулю, називаються стаціонарними точками функції )(Mzz  .  

































екстремум. Тобто у цій точці екстремум може бути, а може і не бути. Напри-
клад, для функції 2)( 22 yxz   (гіперболічний параболоїд на рис. 6.2) початок 





yyz ,  
але екстремум у ній відсутній: )0,0(O  – 
сідлова точка функції 2)( 22 yxz  ).  
 
   Рисунок 6.2 
Приклад. Знайти стаціонарні точки функції: 34523  zyxyzxyxu .  
Розв’язання. Для знаходження стаціонарних точок складаємо і роз-



















































1  1;  1
5 /2  3;  2
y
x x x
z x z z
 

    
        
 
Тоді  маємо стаціонарні точки М1(-1; -2; -2), М2(1; -2; -2).    
 
6.2 Достатні умови екстремуму функції двох змінних. Найменше та 
найбільше значення функції двох змінних у замкненій області. 
 
Аналогічно функції однієї змінної, наявність і характер екстремуму функції 


























Нехай у деякому околі стаціонарної точки ),( 000 yxM  функція ),( yxfz   










































    .  
Теорема (достатні умови гладкого екстремуму). 1) Якщо визначник   
додатний, то 0M  – точка екстремуму, причому  
а) 0M  – точка мінімуму, якщо 0A ;  
б) 0M  – точка максимуму, якщо 0A .  
2) Якщо визначник   від’ємний, то у точці 0M  екстремум відсутній  
( 0M  – сідлова точка функції ),( yxfz  ).  
3) Якщо визначник   дорівнює нулю, то у точці 0M  екстремум може бу-
ти, а може і не бути.  (Сумнівний випадок. Потрібні додаткові дослідження.)     
Приклад. Дослідити функцію на екстремум:  2633  xyyxz .  
Розв’язання.  Знаходимо частинні похідні першого порядку: 
yxxz 63 2  ;    xyyz 63 2  . 
Використовуючи необхідні умови екстремуму, знаходимо стаціонарні то-





2;0 3 6 0
    
0 3 6 0 2 2 0;
y xz x x y
z y y x x x
     
  
       
 



















Отже, стаціонарні точки   )0,0(1M ; )2,2(2M .  
Для перевірки достатніх умов екстремуму знаходимо частинні похідні 
другого порядку xxz 622  ;   yyz 622  ;   62  yxz . 
Дослідимо на екстремум точку )0,0(1M .  
Обчислимо частинні похідні другого порядку в точці )0,0(1M  і значення 













yxzB ;   036)6(00 22  BAC .  
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Оскільки 0 , то у точці 1M  екстремуму немає.  
Дослідимо на екстремум точку )2,2(2M .  
Обчислимо частинні похідні другого порядку в точці )2,2(2M  і значення 














yxzB ;   0108)6(1212 22  BAC .  
З нерівності  0  випливає, що  2M  – точка екстремуму.  
Оскільки  012 A , то 2M  – точка мінімуму. Знайдемо мінімальне зна-
чення функції у цій точці: 10222622)( 332min  Mzz .    
Знаходження найменшого та найбільшого значень функції в замкненій 
області Нехай функція ),( yxfz   неперервна і диференційована в замкненій 
області D . Тоді вона досягає найменшого (найбільшого) значення на множині 
D  або в одній із стаціонарних точок, що належать цій області D , або в одній із 
точок межі області.  
Правило знаходження найменшого та найбільшого значень функції 
),( yxfz   у замкненій області D :  
1) Побудувати область D  в прямокутній системі координат Oxy . Знайти 
всі кутові точки – точки, що сполучають сусідні ділянки межі області; 
2) Знайти стаціонарні точки функції ),( yxfz  . Виділити з них ті, що 
лежать в області D . Обчислити значення функції у виділених точках;  
3) Знайти значення функції в усіх кутових точках межі області D ;  
4) На кожній ділянці межі області D  перейти до функції однієї змінної, 
що одержується з початкової функції ),( yxfz   врахуванням рівняння цієї ді-
лянки. Знайти стаціонарні точки одержаної функції однієї змінної. Виділити з 
них ті, що лежать на даній ділянці. Обчислити значення функції у виділених 
точках і на кінцях відрізка зміни аргументу;  
5) Порівняти всі одержані значення функції між собою і вибрати серед 
них найменше – глобальний мінімум z
Dyx ),(





max .  
Приклад. Знайти найменше та найбільше значення заданої функції 
2 (4 )z x y x y    в замкненій області D , що обмежена вказаними лініями:  
0; 0; 6x y x y      
Розв’язання. У декартовій системі координат Oxy  
побудуємо вказані лінії межі області і позначимо штри-
ховкою саму область (рис. 6.3). Кутові точки визнача-







    
  
    
 
Рисунок 6.3 
Для визначення стаціонарних точок складаємо і розв’язуємо систему не-
обхідних умов екстремуму для функції 2 3 2 24z x y x y x y   :  
2 2
2 3 2
8 3 2 0
4 2 0
z x xy x y xy
z y x x x y
      

     
   
2
(8 2 ) 0
 





   .
 
Звідси отримаємо стаціонарні точки  1 2 3 4 5(0;0), (2;1), (0;4), (0;2), (8/3;0). M M M M M  
Усі ці точки належать області.  
Знайдемо стаціонарні точки на межі області. Розглянемо лінію 
0 (0 6)x y   . Тоді 0,  / 0.z z y     На цій лінії стаціонарних точок немає.  
Розглянемо лінію 0 (0 6)y x   . Тоді 0,  / 0.z z x     На цій лінії стаці-
онарних точок немає. Розглянемо лінію 6 (0 6)y x x     . Тоді  
2 3 2 2 3 2
2
1 2 1 2
4 (6 ) (6 ) (6 ) 2 12 ,
 / 6 24 0  0;  4;  6;  2.
z x x x x x x x x
z x x x x x y y
       
         
 
Отже, на цій лінії маємо дві стаціонарні точки  6 7(0;6), (4;2). M M  
Обчислюємо значення функції в знайдених стаціонарних точок:  
1 2 3 4 5 6 7
0;  4;  0;  0;  0;  0;  64. 
M M M M M M M
z z z z z z z         
Отже, найменше та найбільше значення функції відповідно  





  ;   





  .    
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