We explore different two-parametric families of quasi-periodically Forced Logistic Maps looking for universality and self-similarity properties. In the bifurcation diagram of the one-dimensional Logistic Map, it is well known that there exist parameter values s n where the 2 n -periodic orbit is superattracting. Moreover, these parameter values lay between the parameters corresponding to two consecutive period doublings. In the quasi-periodically Forced Logistic Maps, these points are replaced by invariant curves, that undergo a (finite) sequence of period doublings.
Introduction
Universality and self-similarity properties of uniparametric families of unimodal maps are a well known phenomenon. A paradigmatic example of such families is the Logistic Map l α (x) = αx(1 − x). Given a typical one-parametric family of unimodal maps {l α } α∈I , one observes numerically that there exists a sequence of parameter values {d n } n∈N ⊂ I such that the attracting periodic orbit of the map undergoes a period doubling bifurcation. Between one period doubling and the next there exists a parameter value s n , for which the critical point of l sn is a periodic orbit with period 2 n . Moreover, 
The convergence to this limit δ (the so-called Feigenbaum constant) indicates a self-similarity on the parameter space of the family. On the other hand, the constant δ is universal, in the sense that one obtains the same ratio δ for any family of unimodal maps with a quadratic turning point having a cascade of period doubling bifurcations [de Melo & van Strien, 1993] . In this paper, we explore the same kind of phenomenon when the one-dimensional map is quasi-periodically forced.
We will see that universality and self-similarity do manifest, but in different manners. Moreover, we show that they occur in a more "restrictive" class of maps, in the sense that the quasi-periodic forcing has to have a very particular form.
A quasi-periodically forced one-dimensional map is a map of the form
where f ∈ C r (T × R, R) with r ≥ 1 and ω ∈ T\Q, being T = R/Z. A quasi-periodically forced map determines a dynamical system on the cylinder, explicitly defined as
Given a continuous function u : T → R, we will say that u is an invariant curve of (3) if, and only if,
The value ω is known as the rotation number of the curve. An equivalent way to define an invariant curve is to require the set {(θ, x) ∈ T × R | x = u(θ)} to be invariant by F , where F is the function defined by (2). On the other hand, note that F n is also a quasi-periodically forced map.
Given a function u : T → R, we will say that u is a n-periodic invariant curve of F if u is invariant by F n (and there is no smaller n satisfying such condition).
Given x = u 0 (θ) an invariant curve of (3) of class C r (r ≥ 1), its linearized normal behavior is described by the following linear skew product:
where a(θ) = D x f (θ, u 0 (θ)) is of class C r−1 , x ∈ R and θ ∈ T. A linear skew product like (4) (4) is reducible. An n-periodic invariant curve is reducible if it is reducible for F n . We note that, for a reducible curve, we can use a standard normal form technique to separate the dynamics of the angular variable θ from the dynamics of the x variable up to some finite order. This implies that the bifurcations of invariant curves are the same as the bifurcations of fixed points. If the curve is not reducible, the variables θ and x cannot be uncoupled and the bifurcations are different [Jorba & Tatjer, 2008] . In particular, to have a period doubling bifurcation the bifurcating curve has to be reducible.
In the case that a(·) is a C ∞ function and ω is Diophantine (for the main properties of Diophantine numbers see, for instance, [Lang, 1991] ), the skew product (4) is reducible if, and only if, a(·) has no zeros [Jorba & Tatjer, 2008] . Due to this property, when ω is Diophantine, the reducibility loss can be characterized as a codimension-one bifurcation.
Let us consider a one-parametric family of linear skew-products
where ω is Diophantine, µ belongs to an open set of R and a is a C ∞ function of θ and µ. Let us now define reducibility loss bifurcation. We say that the system (5) undergoes a reducibility loss bifurcation at µ 0 if, and only if,
(1) a(·, µ) has no zeros for µ < µ 0 , (2) a(·, µ) has a double zero at θ 0 for µ = µ 0 ,
On the other hand, consider a system like (3) with f a C ∞ function, which depends (smoothly) on a one-dimensional parameter µ (we denote this dependence as f = f µ ), having an invariant curve u = u µ . We will say that the invariant curve undergoes a reducibility loss bifurcation if the family of linear skew-products (5), where a(θ, µ) = D x f µ (θ, u µ (θ)), undergoes a reducibility loss bifurcation. For more details see Sec. 2.1 in [Jorba et al., 2012] or Sec. 3 in [Jorba & Tatjer, 2008] .
For a linear skew-product (4) we have that, due to the rigid rotation in the periodic component, one of its Lyapunov exponents is equal to zero (see [Alsedà & Costa, 2009] ). Then the definition of the Lyapunov exponent can be suited to the case of linear skew-products as follows.
If θ ∈ T, we define the Lyapunov exponent of (4) at θ as
We also define the Lyapunov exponent of the skew product (4) as
If Λ is finite then, applying the Birkhoff Ergodic Theorem we have that the lim sup in (6) is in fact a limit and λ(θ) = Λ for Lebesgue a.e. θ ∈ T. If a(θ) never vanishes, the lim sup in (6) is again a limit and coincides with Λ, but now for all θ ∈ T. Quasi-periodically forced one-dimensional maps have been extensively studied [Grebogi et al., 1984; Heagy & Hammel, 1994; Prasad et al., 1998; Jäger, 2003; Feudel et al., 2006; Jorba & Tatjer, 2008; Bjerklöv, 2009; Figueras & Haro, 2012] with a focus on the existence of strange nonchaotic attractors.
The kind of maps that we consider here are like (3), where f is given by an unimodal onedimensional map plus a small perturbation which depends on both variables x and θ. The paradigmatic example in our case of study is the Forced Logistic Map, which is defined as
where (α, ε) are parameters and ω is a fixed irrational number. This family has interest not only for phenomena related with the existence of strange nonchaotic attractors [Heagy & Hammel, 1994; Prasad et al., 1998; Feudel et al., 2006; Nguyen et al., 2011] but also as a model for the truncation of period doubling bifurcation cascade [Kaneko, 1983; Jorba et al., 2012] . The term "truncation of the period doubling bifurcation cascade" refers to the fact that, for fixed ε and growing α, the attracting set of the map undergoes only a finite number of period doubling bifurcations before exhibiting chaotic behavior. This differs from the onedimensional case, where there are infinitely many period doubling bifurcations before chaos.
In [Jorba et al., 2012] we studied the truncation of the period doubling cascade for the map (7). We observed that the reducibility of the invariant curves plays a crucial role. We note that, in this example and for |ε| < 1, D x f (θ, x) is zero if and only if x = 1 2 . Hence, if |ε| < 1, an invariant curve is reducible if and only if it does not intersect the line x = 1 2 . We computed bifurcation diagrams in terms of the dynamics of the attracting set, taking into account different properties, as the Lyapunov exponent and, in the case of having a periodic invariant curve, its period and reducibility. One of these bifurcation diagrams is reproduced in Fig. 1 .
Let d n be the value of the parameter α where the attracting periodic orbit of the one-dimensional map doubles from period 2 n to period 2 n+1 . Figure 1 shows that from every parameter (α, ε) = (d n , 0) of the map (7), a period doubling bifurcation curve of invariant curves is born. Let s n be the parameter value where the critical point 2 . The axes correspond to the parameters α (horizontal) and ε (vertical). The black lines represent the period doubling bifurcations from period one to two (left) and two to four (right). The color coding is the following: Black means "invariant curve with zero Lyapunov exponent", red means "chaotic attractor", blue means "nonchaotic nonreducible attractor", gray means "nonchaotic reducible attractor" and white refers to "no attractor (divergence to −∞)". of the (nonforced) one-dimensional family is periodic with period 2 n . Figure 1 also shows that from every parameter value (α, ε) = (s n , 0) two curves of reducibility loss are born. The left curve (namely, S − n ) corresponds to a passage from a reducible to nonreducible 2 n -periodic invariant curve, while the right curve (S + n ) corresponds to a passage from nonreducible to reducible of the same 2 n -periodic invariant curve. In a forthcoming paper we prove, under suitable hypotheses, that these curves exist. In Fig. 1 we can observe that the period doubling bifurcation curve born at (d n , 0) is between the right reducibility loss bifurcation curve born at (s n , 0) and the left reducibility loss bifurcation curve born at (s n+1 , 0).
In this paper we study, numerically, the extension of this self-similarity to the quasi-periodically Forced Logistic Map. To this end, we approximate numerically the reducibility loss bifurcations curves S − n and S + n near (α, ε) = (s n , 0). As we will see, there are self-similarities between these curves.
The Curves of Reducibility Loss
In this section we focus on the reducibility loss curves S ± n born at the points (α, ε) = (s n , 0), for ε small. To start, let us assume that each of these curves is the graph of a function depending on ε (this assumption is discussed in a forthcoming paper). In other words, there exist a neighborhood U n of s n , an interval I = [0, ρ) and functions α ± n :
To compute values of the curve (α ± n (ε), ε) we have used the following procedure. First, the 2 nperiodic invariant curve of (7) is written as a truncated Fourier series and then the invariance condition gives an equation (that also depends on the parameters α and ε) for these coefficients (see [Castellà & Jorba, 2000] or [Jorba, 2001] for more details). This equation is then supplemented by a second equation that is the condition of reducibility loss bifurcation of the curve (in this case, this is to ask that the curve has a tangency with the line x = 1 2 ). The role of this condition is to impose a relation between both parameters which defines the curves S ± n we are looking for. Finally, a standard continuation procedure on these two equations allows to compute the desired curves. A similar scheme was used in [Jorba et al., 2012] to compute the curve of zero Lyapunov exponent.
Assume that the functions α ± n (ε) are written at first order as
That is,α ± n denotes the derivative of α ± n (ε) at ε = 0. To obtain a numerical approximation of the values α ± n we have used the previous procedure to compute points (α ± n (ε), ε) ∈ S ± n for ε = 2 −k h n for k = 1, 2, . . . , M, h n being a prescribed small value. In our computations we have taken M = 20 and h n = 1 100 δ −n , where δ is the Feigenbaum constant. Then, we can use a forward difference to estimateα ± n :
To improve the accuracy, we have done three steps of Richardson extrapolation. To estimate the accuracy of the results, we have repeated this same extrapolation but halving the value of h n . All these computations have been done with quadruple precision, using the library [Bailey et al., 2012] .
Lemma 1. Let us consider a map of the form,
If there is a reducibility loss bifurcation curve (ε, α(ε)), then (−ε, α(ε) ) is also a reducibility loss bifurcation curve.
The proof is obvious noting that the map is conjugated (by θ → θ + 1 2 ) to the same map but replacing ε by −ε.
Note that Lemma 1 implies, in our case, that α − n = −α + n . As a test of our calculations, we have computed both valuesα ± n , and in all the cases the values obtained satisfyα − n = −α + n (within the accuracy of the computations). Hence, in what follows we only focus on the valuesα − n . To simplify the notation, from now on, we will refer toα − n asα n . The values ofα n depend on ω, the rotation number of the system. Hence, from now on, we writẽ α n =α n (ω). The estimated values ofα n (ω) for the family (7) when ω = √ 5−1 2 are shown in Table 1 . We have included the ratiosα n (ω)/α n−1 (ω) in the third column of the table. The value a in the fourth column corresponds to the estimated absolute error of the value ofα n . In Tables 2 and 3 and ω = 4
2 . A remarkable fact is that the ratiosα n (ω)/ α n−1 (ω) on the third column of Table 1 are approximately the same values on the third column of Table 2 . Approximate values ofαn(ω) for the map (7) for ω = 2 Table 2 , but shifted on the index value n by one position. In fact, the bigger n is, the closer are the values. The same phenomenon can be observed in Tables 2 and 3 . We can also observe in Tables 1-3 that the ratiosα n (ω)/α n−1 (ω) do not converge to a constant value. However, in the following sections we will obtain some self-similarity properties of this family.
Behavior of the sequence of ratios
Let F be a quasi-periodic forced map like (2) where f is a C r map and ω an irrational number. We suppose that this map depends on two parameters α, ε such that, if ε = 0 then f does not depend on θ and it has a cascade of period doubling bifurcations with respect to α. Moreover we assume, for ε small, that the reducibility-loss bifurcation curves are well defined as differentiable functions with respect to ε. In what follows, we will write explicitly the dependence of the slopes of these curves on f asα n (ω, f ). Now we can resume the discussion on the phenomenon observed in Tables 1-3 . Our numerical computations for the case f (θ, x, α, ε) = αx(1 − x)(1 + ε cos(2πθ)) suggest that, for large n,α
Consider two different values ω 0 and ω 1 such that 2ω 0 = 2ω 1 mod 1. If (8) 
To check it, in Table 4 we have recomputed the same values as in Table 1 but for ω = √ 5 2 (and f the function associated to the map (7) as before).
If F denotes a quasi-periodically forced map (2), we denote F 2 to be the map composed with itself, F 2 (θ, x) = (θ + 2ω, f (θ + ω, f (θ, x))). To simplify the notation, let us denote by f 2 the map defined as f 2 (θ, x) := f (θ + ω, f (θ, x) ). Moreover, we have that the 2 k -periodic curves of F are 2 k−1 periodic curves of the map F 2 , thereforẽ α n (ω, f ) =α n−1 (2ω, f 2 ). Hence, for n large, the relation given by (8) can be rewritten as
The relation given by (8) would be explained if the asymptotic behavior of the sequenceα
does not depend on f . This would imply (9) and consequently (8).
Let us test these properties for a different map,
This map is like (7) but with an additive forcing instead of a multiplicative one. In the literature, sometimes (7) is referred to as the Driven Logistic Map and (10) is referred to as the Forced Logistic Map. In this paper we consider both as two different versions of the Forced Logistic Map. Note that both maps are quasi-periodically forced one-dimensional unimodal maps, with a quasi-periodic forcing of the type h(x) cos(2πθ), where h is a function of one variable. In Sec. 4, we explore what happens when the quasi-periodic forcing is not of this form. We have computed the slopesα n (ω), the associated ratiosα n (ω)/α n−1 (ω) and the estimation of their accuracy for the family (10) as it was done for the family (7). The results are shown in Table 5 for ω = √ 5−1 2 and in Table 6 for ω = 2
2 . Now we can compare the sequencesα n (ω)/α n−1 (ω) in Tables 1 and 2, with the ones in Tables 5 and 6 , respectively. Again we observe that both sequences have an equivalent asymptotic behavior for equal values of ω.
Self-Similarity of the Bifurcation Diagram
Given a one-dimensional map in the interval g :
A an affine transformation. Note that the self-similarity (1) in the bifurcation diagram of the Logistic Map can also be seen in the following way. If s * is the limit of the sequence of parameter values s n , then s n − s * ≈ δ(s n+1 − s * ).
In terms of the parameter space this means that the affine map L(α) = δ(α − s * ) + s * sends (approximately) the point s n to s n−1 . Given a q.p. forced map like (2), one might try to define a renormalization for these kind of maps. The most simple choice would be to define its (doubling) renormalization also as
with A a suitable affine map. If the map F has rotation number ω, its (doubling) renormalization will have rotation number 2ω. This is due to the composition of F with itself when we define its renormalization. The reducibility loss curves S ± n in the parameter space of the map (7) depend on the rotation number (i.e. S ± n = S ± n (ω)). We can look for self-similarity of the parameter space, but taking into account the "doubling" of the rotation number. In other words, we look for an affine relationship between the slopes of the curves S ± n around s n for ω and the slope of the same curves for 2ω. That is, we look for an affine map of the kind
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such that it maps the tangent lines, at ε = 0, of the curves S − n (2ω) to the ones of S − n−1 (ω) (and respectively, the tangents of S + n (2ω) to the ones of S + n−1 (ω)). If we impose these conditions to the local parameterization (around s n ) of the curves considered above then we get
for any t and s. Then, replacing s = t/δ 1 in the first coordinate and equating terms in the order of t, we obtain
Using these two equations, we have that the value δ 1 can be estimated as δ 1 ≈ δ 0α
, which converges to the Feigenbaum constant δ. Therefore, we replace δ 0 by δ in the estimation of δ 1 , obtaining
In Table 7 we have estimations of these values for the family (7) for ω =
(left) and ω = √ 5 − 1 (right). In Table 8 , we have the same estimation for the family (10) and ω = √ 5−1 2 . In all the cases, the sequence seems to converge to a concrete value. This convergence means that there exists an affine relation between the reducibility loss bifurcation curves S ± n (ω) and S ± n−1 (2ω) around the superstable periodic orbits of the uncoupled map. Note that the limit constants obtained in each of these three cases are different from each other. This indicates that the renormalization factor depends both on the value of ω taken and the family of maps considered. Therefore the renormalization factor δ 1 is not universal. Table 8 . Estimations of the value δ 1,n = δ 1,n (ω) = δα n (ω) αn−1(2ω) for the family (10) with ω = These evidences of self-similarity are only valid for infinitely small values of the coupling parameter ε. If the self-similarity between families extends to larger values of ε, the bifurcation diagram of the map (7) in a box I 1 × I 2 of the parameters space for a prescribed ω = ω 0 should be approximately the same as the diagram in the box L(I 1 × I 2 ) for ω = 2ω 0 , where L is the affine map (11).
In Fig. 2 , we have a bifurcation diagram of the map (7) analog to the one displayed in Fig. 1 . The scale of the boxes has been selected such that the one on the left is the image of the one on the right through the affine map L given by (11). The value of δ 0 has been taken equal to the Feigenbaum constant and δ 1 ≈ 7.54718 is the experimental value obtained in Table 7 . The results indicate that selfsimilarity properties extend to the whole reducibility region around each period doubling bifurcation.
On Universality and Self-Similarity
A natural question to ask after the previous numerical results is whether these properties hold for a large class of quasi-periodically forced unimodal maps. In this section we present an example which demonstrates that the universality and the selfsimilarity properties depend on the Fourier expansion of the quasi-periodic forcing. Consider the following family,
Here E is a fixed value and α and ε are true parameters, obtaining a two parametric family. We note that for E = 0 we recover the map (10).
We have done the computation of the values α n (ω) for the family (12), for E = 10 −1 , 10 −2 , 10 −3 and ω = Tables 9-14 . To compute the values in the tables we have used the same procedure as for the families (7) and (10). In these tables, we have also included the estimated values of the ratios α n (ω)/α n−1 (ω) and the estimated accuracies. In Table 15 , we include the ratios δ 1,n (ω) =α n (ω)/ α n−1 (2ω) and the differences δ 1,n (ω) − δ 1,n−1 (ω).
In the third column of Tables 9-14 we observe that the relations given by (8) do not hold in this case. Moreover, if f (θ, x) = αx(1 − x)(1 + ε cos(2πθ)) and g(θ, x) = αx(1 − x) + ε(cos(2πθ) + E cos(4πθ)), the numerical results displayed in these 
We also observe in Table 15 that the different sequences δα n (ω)/α n−1 (2ω) cease to converge.
Recall that the limit of this sequence gives the scale factor between the bifurcations diagrams of the map and of the square of the map. In other words, the self-similarity properties of the maps disappear.
Analyzing the results in more detail, we can observe in Tables 9 to 15 that (when the parameter E is small) the map is not self-similar, but it behaves "close to self-similar" in the following sense: The valuesα n (ω) for the family (10) that were shown in Table 5 become, for the family (12), the values shown in Tables 9, 11 and 13. Similarly, the values in Table 6 become, for E = 0, the values shown in Tables 10, 12 and 14. Note that the change in these values when E = 0 is of the order of E. This implies that the differences δ 1,n − δ 1,n−1 are also of the order of E.
The previous results seem to imply that the self-similarity holds for a very restrictive class of functions: quasi-periodically forced one-dimensional unimodal maps, with a quasi-periodic forcing that only depends on the first Fourier mode (cos 2πθ and sin 2πθ). Hence, we cannot refer to these properties as universal in the class of unimodal maps with a quasi-periodic forcing.
Summary and Conclusions
We have performed a numerical study of the asymptotic behavior of the slopesα n (ω, f ) of the reducibility loss bifurcation curves of quasi-periodic perturbations of the Logistic Map. The results can be summarized as follows.
• First numerical observation: We have computed the sequencesα n (ω)/α n−1 (ω) for the maps (7) and (10). They do not look convergent but the difference between these two sequences seems to have zero limit.
• Second numerical observation: The sequencẽ α n (ω)/α n−1 (2ω) seems to be convergent in n. The limit depends on ω and on the particular family considered.
• Third numerical observation: The two previous observations are not true for the map (12). The sequence seems to be E-close to the corresponding sequence for E = 0 [i.e. map (10)].
Although these numerical computations cannot be taken as a proof, they seem to show the existence of some structure governing the asymptotic behavior of the sequenceα n (ω). An analytical study of these properties can be found in [Rabassa, 2010] , and it will appear elsewhere. The influence of the value of ω in the results is work in progress.
