A popular method in combinatorial optimization is to express polytopes P, which may potentially have exponentially many facets, as solutions of linear programs that use few extra variables to reduce the number of constraints down to a polynomial. After two decades of standstill, recent years have brought amazing progress in showing lower bounds for the so-called extension complexity, which for a polytope P denotes the smallest number of inequalities necessary to describe a higher-dimensional polytope Q that can be linearly projected on P.
INTRODUCTION
Linear programs are at the heart of combinatorial optimization as they allow one to model a large class of polynomial-time solvable problems such as flows, matchings, and matroids. The concept of LP duality led in many cases to structural insights that in turn led to specialized polynomial-time algorithms. In practice, general LP solvers turn out to be very competitive for many problems, even in cases in which specialized algorithms have better theoretical running time. Hence, it is particularly interesting to model problems with as few linear constraints as possible. For example, if we consider the convex hull P ST of the characteristic vectors of all spanning trees in a complete n-node graph, then this polytope has 2 Ω(n) many facets [11] . However, one can write P ST = {x | ∃y : (x, y) ∈ Q } with a higher-dimensional polytope Q with only O (n 3 ) many inequalities [22] . Hence, instead of optimizing a linear function over P ST , one can optimize over Q. In fact, Q is Here, δ (U ) denotes the set of edges that have exactly one endpoint in U . We omit the number n of nodes if they are clear from the context. Note that there are only n degree constraints and O (n 2 ) nonnegativity constraints, but 2 Ω(n) odd set inequalities. Any linear function can be optimized over P P M in strongly polynomial time using Edmonds's algorithm [10] . Moreover, given any point x P P M , a violating inequality can be found in polynomial time via the equivalence of optimization and separation or using Gomory-Hu trees; see Padberg and Rao [23] . There are compact formulations for P P M for special graph classes [17] , and every active cone of P P M admits a compact formulation [28] . Moreover, the best-known upper bound on the extension complexity in general graphs is poly(n) · 2 n/2 [12] , which follows from the fact that poly(n) · 2 n/2 many randomly taken complete bipartite graphs cover all matchings and that the convex hull of the union of polytopes can be described with an extended formulation whose size is basically the sum of the individual number of inequalities [2] . Moreover,
∀U ⊆ V : |U | odd; x e ≥ 0 ∀e ∈ E} is the convex hull of all matchings in G (not just the perfect ones). Here, E (U ) denotes the edges running inside of U . Since P P M is a face of P M , we have xc(P P M ) ≤ xc(P M ). But one can also prove that xc(P M (n)) ≤ xc(P P M (2n)). 1 For a detailed discussion of the matching polytope, we refer to the book of Schrijver [27] .
Our Contribution
Despite of all those nice structural properties, we show: Theorem 1.1. For all even n, the extension complexity of the perfect matching polytope in the complete n-node graph is 2 Ω(n) .
This answers a question that was open at least since the paper of Yannakakis [29] . The previously best-known lower bound was Ω(n 2 ) [14] . As argued earlier, this also implies that xc(P M ) ≥ 2 Ω(n) .
Yannakakis's paper [29] also describes a linear projection from a face of the TSP polytope in an O (n)-node graph to the perfect matching polytope in an n-node graph. This immediately implies a lower bound for TSP as well, which improves on the 2 Ω( √ n) bound due to [15] .
Corollary 1.2. For all n, the convex hull P TSP of the characteristic vectors of all Hamiltonian cycles in a complete n-node graph has extension complexity 2 Ω(n) .
Also, this bound is tight up to constant factors in the exponent. After the publication of the conference version of this article, Braun and Pokutta [6] extended our arguments to show that any polytope K with P M ⊆ K ⊆ (1 + 1 2n )P M must still have extension complexity 2 Ω(n) , implying that there is no "FPTAS-style" approximate extended formulation for matching. We provide a simple reduction that extends their result over the whole parameter range of ε (see Section 4). It seems this has not been observed before.
OUR APPROACH
Formally, the extension complexity xc(P ) is the smallest number of facets of a (higher-dimensional) polyhedron Q such that there is a linear projection π with π (Q ) = P. This definition seems to 41:4 T. Rothvoss et al.
ignore the dimension, but one can always eliminate a nontrivial lineality space from Q and make Q full-dimensional, and then the dimension of Q is bounded by the number of inequalities anyway. Before we continue our discussion of the matching polytope, consider a general polytope P and let x 1 , . . . , x v be a list of its vertices. Moreover, let P = conv{x 1 , . . . , x v } = {x ∈ R n | Ax ≤ b} be any inequality description, say, with f inequalities. A crucial concept in extended formulations is the slack matrix S ∈ R f ×v ≥0 , which is defined by S i j = b i − A i x j . Moreover, the nonnegative rank of a matrix is rk + (S ) = min r | ∃U ∈ R f ×r ≥0 , V ∈ R r ×v ≥0 : S = UV . Recall that if the nonnegativity condition is dropped, we recover the usual rank from linear algebra. The connection between extension complexity and nonnegative rank is expressed by the following theorem (we reprove the statement here to be fully self-contained): Theorem 2.1 (Yannakakis [29] ). Let P be a polytope 2 with vertices {x 1 , . . . , x v }, inequality description P = {x ∈ R n | Ax ≤ b}, and corresponding slack matrix S. Then xc(P ) = rk + (S ).
Proof. Let A 1 , . . . , A f be the rows of matrix A. We begin with showing that r := rk + (S ) ⇒ xc(P ) ≤ r .
So, suppose that we have a nonnegative factorization S = UV with U ∈ R f ×r ≥0 and V ∈ R r ×v ≥0 . We claim that Q := {(x, y) ∈ R n+r |Ax + Uy = b; y ≥ 0} is a linear extension and the projection π with π (x, y) = x satisfies that π (Q ) = P; in other words, we claim that P = {x ∈ R n | ∃y ∈ R r ≥0 : Ax + Uy = b}. To see this, take a vertex x j of P, and then we can choose the witness y := V j and have
On the other hand, if x P, then there is some constraint i with A i x > b i and no matter what y ≥ 0 is chosen, we always have
For the second part, we have to prove that r := xc(P ) ⇒ rk + (S ) ≤ r . Hence, suppose that we have a linear extension Q = {(x, y) ∈ R n+k | Bx + Cy ≤ d} with r inequalities and a linear projection π so that π (Q ) = P. After a linear transformation, we may assume that π (x, y) = x, which means π is just the projection on the x-variables. We need to come up with vectors u i , v j ∈ R r ≥0 so that for each constraint i and each vertex x j , one has <u i , v j > = S i j . For each point x j , fix a lift (x j , y j ) ∈ Q and choose v j := d − Bx j − Cy j ∈ R r ≥0 as the vector of slacks that the lift has w.r.t. Q. By LP duality, we know that each constraint A i x + 0y ≤ b i can be derived as a conic combination of the system Bx + Cy ≤ d. In other words, there is a vector u i ∈ R r ≥0 so that
Now multiplying gives that
In particular, Theorem 2.1 implies that instead of lower bounding the geometric quantity xc(P ) for a polytope P with slack matrix S, it fully suffices to find a lower bound for the algebraic quantity rk + (S ). A potential way of lower bounding rk + (S ) was already pointed out in the classical paper of Yannakakis and is known as rectangle covering lower bound: Suppose that r = rk + (S ) and S = UV with U , V ≥ 0. Then is a covering of the support of S with r rectangles. In fact, Fiorini et al. [15] show that the number of rectangles necessary for such a covering of the slack matrix of the correlation polytope is exponential, which in turn lower bounds the extension complexity. More precisely, this is done by considering a cleverly chosen submatrix of the slack matrix and then applying Razborov [25] as a blackbox.
So, let us discuss the situation for the perfect matching polytope. Since the number of degree constraints and nonnegativity inequalities is polynomial anyway, we consider the part of the slack matrix that is induced by the odd set inequalities. In other words, we consider the matrix S with
The first natural approach would be to check whether the rectangle-covering lower bound is superpolynomial. Unfortunately, this is not the case, as was already observed in [29] . To see this, take any pair e 1 , e 2 ∈ E of nonadjacent edges and choose M e 1 ,e 2 := {M | e 1 , e 2 ∈ M } and U e 1 ,e 2 := {U | e 1 , e 2 ∈ δ (U )}, and then we obtain O (n 4 ) many rectangles of the form U e 1 ,e 2 × M e 1 ,e 2 . First of all, we have S U M ≥ |{e 1 , e 2 }| − 1 ≥ 1 for each U ∈ U e 1 ,e 2 and M ∈ M e 1 ,e 2 ; hence, the rectangles contain only entries (U , M ) that have positive slack. But every entry (U , M ) with S U M ≥ 1 is also contained in at least one such rectangle. To be precise, if S U M = k and δ (U ) ∩ M = {e 1 , . . . , e k+1 }, then the entry (U , M ) lies in ( k+1 2 ) rectangles. So the approach with the rectangle-covering bound does not work. On the other hand, considering the rectangle covering as a sum of O (n 4 ) many 0/1 rank-1 matrices also does not provide a valid nonnegative factorization of S. The reason is that an entry with S U M = k is contained in Θ(k 2 ) many rectangles instead of just k many, and thus entries with large slack are overcovered. Moreover, we see no way of rescaling the rectangles in order to fix the problem. This raises the naive question:
Maybe every covering of S with polynomially many rectangles must overcover entries with large slack? Surprisingly, it turns out that the answer is "yes"! To make this more formal, we will use the hyperplane separation lower bound suggested by Fiorini [13] . This bound has been known to experts but has not appeared explicitly in the literature, and hence we state it here in generality and include a proof. For matrices S,W ∈ R f ×v , we will write
v j=1 S i j · W i j as their Frobenius inner product. Intuitively, the hyperplane separation bound says that if we can find a linear function W that gives a large value for the slack matrix S but only small values on any rectangle, then the extension complexity is large.
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T. Rothvoss et al. [13] ). Let S ∈ R f ×v ≥0 be the slack matrix of any polytope P and let W ∈ R f ×v be any matrix. Then
Lemma 2.2 (Hyperplane Separation Lower Bound
Proof. First, note that the assumption provides that even for any fractional rank-1 matrix R ∈ [0, 1] f ×v one has W , R ≤ α. To see this, take an arbitrary rank-1 matrix R ∈ [0, 1] f ×v and write it as R = xy T with vectors x and y. After scaling, one can assume that x ∈ [0, 1] f and y ∈ [0, 1] v . Now suppose that our R = xy T is an optimal solution to
and suppose R is not binary, say, because x {0, 1} v . If we fix y, this optimization problem is linear in x and there is always an x ∈ {0, 1} v that is also optimal. Similarly, also y can be made binary so that the optimum solution to this LP is a rectangle. Geometrically speaking, we have just proven that conv{R
, even though the set of matrices of rank at most 1 is not a convex set itself. By Theorem 2.1, we have xc(P ) = rk + (S ). Now abbreviate r = rk + (S ), and then there are r rank-
, we know that R i is nonnegative and hence
Rearranging gives the claim. Now, let us go back to the perfect matching polytope and see how we can make use of this bound. Let k ≥ 3 be an odd integer constant that we choose later. We consider only complete graphs G = (V , E) that have |V | = n = 3m(k − 3) + 2k many vertices, for some odd integer 3 m. Wherever convenient, we will assume that n and m are large enough, compared to k.
Let M all := {M ⊆ E | M is perfect matching} be the set of all perfect matchings in G. We fix t := m+1 2 (k − 3) + 3, which is an odd integer, and consider the set
be the set of pairs of cuts and matchings intersecting in edges and let μ be the uniform measure on Q . In the following, a rectangle is of the form R = U × M with M ⊆ M all and U ⊆ U all . Note that for parity reasons, μ 2i (R) = 0 for all i ∈ Z ≥0 . Now we want to choose a matrix W ∈ R U all ×M all for which the hyperplane separation bound provides an exponential lower bound. We choose
The intuition is that we reward a rectangle for covering an entry in Q 3 , punish it for covering entries in Q k , and completely forbid to cover any entry in Q 1 . First, it is not difficult to see that
Our hope is that any large rectangle R must overcover entries with |δ (U ) ∩ M | = k and hence W , R is small. In fact, we can prove the following:
For any large enough odd constant k (k := 501 suffices) and any rectangle R with R = U × M with U ⊆ U all and M ⊆ M all , one has W , R ≤ 2 −δ n , where
The proof of this lemma is the hard part and takes the complete next section. From the technical point of view, our proof is a substantial modification of Razborov's original rectangle corruption lemma [25] .
Assuming the bound from Lemma 2.3, we can then apply Lemma 2.2 and infer that the perfect matching polytope satisfies
Here we use that W , S = 1, S ∞ ≤ n and that W , R ≤ 2 −δ n for all rectangles R.
THE QUADRATIC MEASURE INCREASE
In this section, we provide the proof of the main technical ingredient, Lemma 2.3. Formally, we will prove the following statement:
Lemma 3.1. For each odd k ≥ 3 and for any rectangle R with
We verify that this indeed implies Lemma 2.3. Consider a rectangle R and assume that μ 1 
where we choose k as a large enough constant (e.g., k = 501) and recall that m is linear in n.
The Concept of Partitions
The main trick that Razborov used in his classical paper [25] to show a relation between certain measures was to argue that his inequality holds for most random partitions, and that the contribution of the remaining partitions where it does not hold is negligible. In fact, we want to use the same rough idea and translate it to the setting of odd cuts and matchings. However, our 41:8 T. Rothvoss et al.
Fig. 2. Visualization of a partition T with all edges E (T ).
concept of partitions is significantly more involved. For the remainder of Section 3, we fix a rec-
with V = A∪C∪D∪B and the following properties:
• D ⊆ V is a set of k nodes.
• B = B 1∪ . . .∪B m with B ⊆ V is a partition of the remaining nodes so that
Here, the symbol "˙ " indicates a union of disjoint set. For a node set U , let
as the edges associated with the partition T ; see Figure 2 . We say that
are all perfect matchings that respect the partition T . In other words, the matchings in M all (T ) have only edges running inside A i or B i or inside C ∪ D. Similarly, we say that
are all the t-node cuts that respect the partition (see Figure 3) . In other words, those cuts are fully contained in A ∪ C and for each i, they contain either all or none of the nodes A i . Moreover, let
be the subsets containing all matchings and cuts from our rectangle R that respect the partition. The advantage of such partitionsT is that if we take a matching M ∈ M all (T ) and a cut U ∈ U all (T ), then the intersection δ (U ) ∩ M can only contain edges in E (C ∪ D) (in fact, it contains an odd number between 1 and k edges).
The 
Generating the Distributions μ 3 and μ k
The key trick is that the measures μ 3 (R) and μ k (R) can be nicely compared for the rectangles U (T ) × M(T ) that are induced by each partition T . Hence, we consider an alternative way to generate uniform members of Q 3 and Q k . To fix some notation, we say that H is an -matching if H is a matching with exactly edges. The nodes incident to edges H are denoted by V (H ).
For a matching
as the chance that a random extension of H to a perfect matching respecting the partition lies in the rectangle.
as the probability given that H is the exclusive set of edges that runs between C and D. For c ⊆ C, let p U,T (c) := Pr U ∼U all (T ) [U ∈ U | c ⊆ U ] be the chance that a random extension of c to a cut U respecting the partition T lies in the rectangle. Again, we also define p ex
as the chance, given that c are the only nodes in C. By a slight abuse of notation, we denote p ex
Recall that all cuts U ∈ U all have size |U | = t; this implies that |U | − 3 is a multiple of k − 3, and hence, p U,T (c) > 0 only if |c | ∈ {3, k }.
For the sake of a clearer notation, in the following we will use the symbol H always for a 3-matching H ⊆ C × D and the symbol F will always be used for a k-matching that we take either as
In the remainder of this article, whenever we write ET [. . .], then T is a uniform random partition, and if we write E|H |=3 [. . .], then H is a uniformly picked 3-matching in the complete bipartite graph between C and D (always assuming that the partition T has been selected before). The concept of partitions can be used to generate uniform entries from Q 3 and Q k in the following way:
• Generating a uniform random entry (U , M ) ∈ Q 3 : Pick a random partition T . Pick a random 3-matching H ⊆ C × D. Then randomly extend H to a matching M ∈ M all (T ) with 41:10
See again Figure 3 .
• Generating a uniform random entry (U , M ) ∈ Q k : Pick a random partition T . Pick a random k-matching F in the bipartite graph C × D. Then randomly extend F to a matching M ∈ M all (T ) with M ∩ (C × D) = F and to a cut U ∈ U all (T ) with δ (U ) ∩ (C × D) = F . Hence,
The Notion of Good Pairs
An important definition is the one of good pairs, which are those pairs (T , H ) for which we can easily show that their contribution to μ 3 (R) is only a O (
In the following, ε > 0 denotes a small enough constant that we determine later (in fact, ε = 1 8 will suffice). 5 to the distribution of a uniform random matching on the node set (C ∪ D)\V (H ). The arguments based on conditional probability can be seen in Corollary 3.7 in Section 3.5. In particular, this will imply that for a good pair (T , H ), all edges in E((C ∪ D)\V (H )) are contained in at least one matching in M (T ). We have only used p M,T in the definition of M-goodness and not p ex
Definition 3.2 ( M-good). Let T be a partition and H ⊆ C × D be a 3-matching. The pair (T , H
) is called M-good if 0 < 1 1+ε p M,T (H ) ≤ p M,T (F ) ≤ (1 + ε)p M,T (H ) for all k-matchings F with H ⊆ F ⊆ E (C ∪ D).
While we prefer this as a formal definition, there is a more intuitive one: imagine we draw a random matching
M from {M ∈ M(T ) | H ⊆ M }. If (T , H ) is M-good, then the induced ran- dom matching M ∩ E ((C ∪ D)\V (H )) is ε-close
M,T . But this is easy to extend: Lemma 3.3. Let T be a partition and H
⊆ C × D be a 3-matching. If (T , H ) is M-good, then 1 1+ε p M,T (H ) ≤ p ex M,T (H ) ≤ (1 + ε)p M,T (H ).
Proof. Fix H and take a uniform random k-matching F
∼ {F ⊆ E (C ∪ D) | |F | = k and (C × D) ∩ F = H }. Then we can write p ex M,T (H ) = EF [p M,T (F )] ≤ (1 + ε) · p M,
T (H ) (analogously for the lower bound).

Definition 3.4 (U -good). Let T be a partition and H
Again, an alternative characterization for (T , H ) with c = V (H ) ∩ C being U-good is the following: if we draw a random cut U ∼ {U ∈ U (T ) | c ⊆ U }, then a ( 2 ± Θ(ε))-fraction has U ∩ C = C (recall that every cut U ∈ U (T ) has |U ∩ C | ∈ {3, k }). Once more, this characterization can be derived using conditional probabilities; see Corollary 3.8.
If (T , H ) is both M-good and U-good, then it is called good. There is another type of pairs that will not cause any problems for our analysis: if either p ex
(H ) ≤ 2 −δm , then we say that (T , H ) is small. Intuitively, small pairs will only contribute 2 −δm to μ 3 (R) anyway.
Unfortunately, those two categories will not cover all cases. Hence, if a pair (T , H ) is neither good nor small, then we call it bad. We will use the 0/1 indicator variables GOOD(T , H ), SMALL(T , H ), and BAD(T , H ) for the corresponding events. This allows us to split the measure μ 3 (R) into three parts:
for good pairs + 2
−δm
for small pairs
for bad pairs for some constant δ := δ (k, ε) > 0. Rearranging terms and choosing ε ≤ 1 2 gives the claim of Lemma 3.1. We will spend the rest of Section 3 justifying the three inequalities that we used in ( * ).
The estimate that is easy to see is the one concerning the contribution of small pairs. We have
because each time that SMALL(T , H ) = 1, we have by definition p ex
Contribution of Good Pairs
We continue with bounding the contribution of good pairs; that is, we will show that
for ε > 0 small enough. The reason one should expect a 1 k 2 term is based on the insight that only a O ( 1 k 2 ) fraction of 3-matchings H can actually give a positive contribution to the LHS of Equation (3). The reason is that if we had good pairs (T , H ) and (T , H * ), where H and H * do not share two edges, then we could find a slack-0 entry in R. In fact, this subsection contains the core arguments of why the matching polytope has no compact LP representation. It is also the part where we make use of the combinatorial properties of matchings and cuts.
Lemma 3.5. For any partition T and any k-matching F ⊆ C × D, one has Pr
Proof. Consider pairs (T , H ) and (T , H * ) with H , H * ⊆ F that are both good. We claim that then |H ∩ H * | ≥ 2. For the sake of contradiction, suppose that |H ∩ H * | ≤ 1. Then there are distinct nodes u, v ∈ V (H \H * ) ∩ C. Now arbitrarily extend H * to a k-matching F * with (H ) > 0, which implies that there is a cut U ∈ U (T ) so that U ∩ C = V (H ) ∩ C. Then (u, v) runs inside of U and hence |δ (U ) ∩ M | = 1, which is a contradiction to μ 1 (R) = 0. Thus, good pairs must indeed overlap in at least two edges. Now fix an H * so that (T , H * ) is good (if there is none, there is nothing to show). Then
This settles the claim.
Now we can easily relate the contribution of the good pairs with the quantity μ k (R). In particular, we use that by definition, for a good pair (T , H ) and any k-matching F with
The inequality in Equation (3) then follows from
Here we assume that ε ≤ 1 8 .
The Pseudo-Random Behavior of Large Sets
It remains to bound the contribution of bad pairs. Before we continue with that, we want to describe a general phenomenon concerning the distribution of large set families. To give an example, suppose you have a set family X ⊆ 2 [m] with |X | ≥ 2 (1−ε )m for a small enough constant ε > 0. Then 99% of indices i ∈ {1, . . . ,m} will be in 50% ± 1% of sets in the family X .
Well, we need a slightly more general statement that we will prove using an entropy counting argument. Recall that for a random variable y over {1, . . . , k }, the entropy is defined by H (y) := The Matching Polytope has Exponential Extension Complexity 41:13 distribution; in that case, we have H (y) = log 2 (k ). A useful property is that entropy is subadditive. For example, if y = (y 1 , . . . ,y m ) is a random vector, then H (y) ≤ m i=1 H (y i ). In the following, if we write y ∼ Y , then y is a uniformly drawn random element from Y . We need a crucial lemma that appeared already in a less general form in Razborov's paper [25] : Lemma 3.6. For all ε > 0 and q ∈ N, there is a constant δ := δ (ε, q) > 0 so that the following is true: Take finite sets X 1 , . . . , X m with 1 ≤ |X i | ≤ q for i = 1, . . . ,m and denote
Then at most εm many indices will be ε-biased.
Proof. We consider the random variable y ∼ Y and fix an index i. The entropy of the ith coordinate is
This bound follows from Jensen's inequality and the observation that the log 2 function is concave. In fact, the log 2 function is strictly concave, which means that the inequality in Equation (4) is tight only if Pr[
|X i | for all outcomes j ∈ X i . In particular, if i is biased in the sense of the previous definition, then H (y i ) < log 2 (|X i |). The entropy function H is continuous; hence, for compactness reasons there has to be a constant c := c (ε, q) > 0 so that H (y i ) ≤ log 2 (|X i |) − c holds for each ε-biased index i. Now, we assume for the sake of contradiction that there are εm indices that are ε-biased. Then we can bound the entropy of y ∼ Y by
Rearranging yields |Y | |X | ≤ 2 −cεm , which contradicts the assumption if we choose δ < cε. There is an equivalent way of stating "unbiasedness" that is closer to our definition of good pairs:
Proof. We simply rewrite the conditional probability as
using Bayes's theorem. 6 The other direction is analogous.
We will apply Lemma 3.6 twice in our proof: once for cuts and once for matchings. The cuts all have the same size, so the probability distribution for cuts is not a product distribution. Hence, we need a slight modification: 
Proof. We can use the same estimate as in Corollary 3.7, and observe that still Pr y∼Z [y i = j] = 
Proof. We imagine that we generate the random partition T ∼ P(U * , M * ) in two phases. In the first phase, we randomly partition the nodes V \ V (H ) into disjoint blocks In the second phase, we take a random uniform index i ∼ J and declareÃ i as the missing k − 3 nodes C \ V (H ). Finally, we set {A 1 , . . . , A m } := {Ã 1 , . . . ,Ã i−1 ,Ã i+1 , . . . ,Ã m+1 }, which completes the description of T . The two-stage process can be summarized to 2 } and X := {0, 1} m+1 . In other words, the vectors in Y represent all the cuts in the rectangle R that determine the outcome of U−BAD(T , H ) in the second phase. More precisely, we know that a partition (T , H ) will be U-good if in the second phase we pick an index i so that roughly half of the vectors y ∼ Y have y i = 1. Our goal is to use the insight from Section 3.5 to argue that this is the case for most indices. We can assume that there is at least one index i * ∈ J so that the outcome (T , H ) is not small, since otherwise there is nothing to show. The partition for that index satisfies p ex Admittedly, only now one can fully understand the meaning behind the definition of a partition: if we take a partition (T , H ), then the set C \ V (H ) contains the same number of nodes as any A i . Assuming that there are enough cuts in U := {U ∈ U (T ) | (V (H ) ∩ C) ⊆ U }, then we know that for most indices i, roughly half the cuts of U will contain A i -the other half will not. Hence, one could imagine randomly picking an index i and exchanging the set C \ V (H ) with A i and the emerging pair (T , H ) would then be U-good with probability 1 − ε 2 . This is a slightly different view on the argument in the proof of Lemma 3.10.
The Contribution for M-Bad
Pairs. Bounding the chance that a pair (T , H ) turns out to be M-bad is fairly similar to the previous case. Now it will be crucial that (C ∪ D) \ V (H ) has the same size as each block B i so that we can again play the exchange trick.
Proof. Again, we imagine that we draw the partition T in two phases. In the first phase, we pick blocksB 1 , . . . ,B m+1 of 2(k − 3) nodes each disjoint to U * . Then we select blocks A 1 , . . . , A m of k − 3 nodes each. Again, we condition that M * is not crossing any of those blocksB i or A i . Then we randomly partition eachB i -block Figure 5 shows that situation. Note that at this point, we have only determined three nodes in each C and D. In the second phase, we select a uniform
. . ,B m+1 }, which again completes the description of the partition T . Observe that for symmetry reasons, the generated partition T is a uniform element of P (U * , M * ).
As before, we fix any outcome in the first phase and claim that still This concludes the proof of Lemma 3.1 and hence implies our main result, Theorem 1.1.
INAPPROXIMABILITY OF THE MATCHING POLYTOPE
In this section, we want to discuss the inapproximability for P M , which is the convex hull of all matchings in G (not just the perfect ones). The polytope P M has the nice property that it is monotone, which means that for x ∈ P M and 0 ≤ y ≤ x, one also has y ∈ P M . We say that a polytope K is a (1 + ε)-approximation to P M if P M ⊆ K ⊆ (1 + ε)P M (note that this only makes sense for monotone polytopes). This is equivalent to requiring that for each objective function c ∈ R E ≥0 one has
where we again use monotonicity. After the publication of the conference version of this work, Braun and Pokutta [6] showed the following extension: However, their paper leaves it open how large the extension complexity of a (1 + ε)-approximation has to be if ε ≥ 1 n . For the sake of comparison, suppose in Equation (1) we would take the odd cut inequalities only for |U | ≤ Θ( 1 ε ); then we would obtain a polytope K with P M ⊆ K ⊆ (1 + ε)P M , which has only n Θ(1/ε ) = 2 Θ( log n ε ) many facets. 8 We want to argue now that the result of Braun and Pokutta [6] implies a lower bound for the whole spectrum of ε: 8 To see that K ⊆ (1 + ε )P M , suppose that x ∈ R E ≥0 satisfies x (δ (v )) ≤ 1 for v ∈ V and x (E (U )) ≤ Proof. Assume that ε ≥ 1 2n ; otherwise, the original result of Braun and Pokutta already applies. We may also assume that 1 ε is an even integer. Let us write P M (G) to emphasize that we talk about the matching polytope for graph G. Suppose that we have a polytope K = {x ∈ R E : ∃y : (x, y) ∈ Q } with P M (G) ⊆ K ⊆ (1 + ε) · P M (G) so that Q has xc(K ) many facets. Take any set V ⊆ V of k := 1 2ε ≤ n vertices and let G = (V , E ) be the induced subgraph. For a vector x ∈ R E , we write x = (x , x ) with x ∈ R E and x ∈ R E/E . Then, K := {x ∈ R E | ∃y : ((x , 0), y) ∈ Q } is a polytope with xc(K ) ≤ xc(K ). Intuitively, K emerges from K by "deleting" variables for edges that are not in G . But K is still an approximation to the matching polytope for G ; formally, P M (G ) ⊆ K ⊆ (1 + ε)P M (G ). This can be easily seen by checking Equation (7) for objective functions c with c e = 0 for e ∈ E \ E . But for this smaller graph, we have that ε = 1 2 |V | , and hence we can apply the original result of Braun and Pokutta to the graph G and obtain that xc(K ) ≥ 2 Ω( |V |) . This shows the claim.
This provides a fairly tight bound on the approximability of the matching polytope whenever ε 1 log n . However, the gap between the known upper and lower bound remains huge if ε is a constant.
Subsequent Development
After a sequence of papers showed lower bounds on the size of linear programs (including [9, 15] and this article), the natural next challenge was whether one could also prove lower bounds on the size of semidefinite programs. A recent breakthrough of Lee, Raghavendra, and Steurer [21] answers this affirmatively for the correlation polytope, the cut polytope, and approximate versions of constraint satisfaction problems. However, it is still unknown whether there is a polynomial-size SDP for the perfect matching polytope.
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