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ABSTRACT 
Many previous studies of exchange rate determination have found evidence 
against the cointegration between nominal exchange rates and various economic 
fundamentals. This implies the inappropriateness of the pure monetary model to 
explain movements in the nominal exchange rate. This thesis, by studying movements 
of three major nominal dollar exchange rates (the Japanese yen, Deutsche mark and 
British pound) in the post Bretton Woods era, suggests a different story. Evidence of 
cointegration between nominal exchange rates and various macroeconomic variables 
is found by applying three cointegration test procedures, namely, the Engle-Granger 
two-step method, Johansen maximum likelihood approach, and the Autoregressive 
Distributed Lag (ARDL) procedure, with annual and quarterly data. 
The corresponding error correction models are also estimated. The results 
suggest that modeling nominal exchange rates with temporal aggregation can help to 
improve in-sample forecasting accuracy. Moreover, several models like the quarterly 
model for the PoundAJS$ spot rate are able to produce out-of-sample forecasts which 
can capture the ups and downs of spot rates in the post-sample period. 
On the other hand, local polynomial fitting is applied to model monthly spot 
rate data. The resulting in-sample forecasts generally attain higher accuracy than that 
of the simple random walk. There is also evidence indicating better out-of-sample 
forecasting performance by the local polynomial fitting. 
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Over the past three decades there has been a growing interest in modeling and 
forecasting exchange rate movements. Broadly speaking, two modeling approaches 
have been pursued. The fundamental approach tries to explain the fluctuation of 
exchange rates in terms of exogenous macroeconomic variables. Alternatively, the 
technical approach centers on finding patterns in the movements of the historical data. 
A number of articles have dealt with the in-sample forecasting performance of 
empirical exchange rate models. However, systematic studies of their out-of-sample 
performance are relatively scarce. One major study in this area is by Meese and 
RogofF(1983). They find that several important, conventional structural models based 
on the monetary or asset theories of exchange rate determination are outperformed, in 
terms of out-of-sample forecasting accuracy, by a simple random walk. The 
forecasting performance of these models is poor even though their estimation is based 
011 actual realized values of future explanatory variables. Boothe and Glassman 
(1987a) subsequently confirm these findings for a number ofkey exchange rates over 
the period 1976-1984, i.e. the post-Bretton Woods era. Both Alexander and Thomas 
(1987) and WolfF (1987) show that these models are outperformed by the simple 
random walk forecasting rule, even when time-varying parameters are incorporated in 
the models to improve their forecasting performance. W6lff (1988) reaches a similar 
conclusion using time-varying autoregressive (AR) models. 
Various explanations of the empirical failures of exchange rate models have 
been advanced. Several authors argue that a linear model with a constant mean and a 
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constant variance is not really appropriate for modeling exchange rate fluctuations. 
Indeed, many recent studies have presented evidence for the existence of 
autoregressive conditional heteroscedasticity (ARCH) effects; see, e.g. Bollerslev, 
Chou and Kroner (1992) for a review. ARCH models seem to account, at least in 
principle, for the most apparent type of nonlinear structure in financial market prices, 
namely, that large (small) price changes are followed by large (small) changes of 
either sign. However this result implies that the nonlinear structure in exchange rate 
changes can only be exploited for making interval forecasts, but is useless for 
generating point forecasts. Alternatively, there is some recent evidence that nonlinear 
dependence is present in the conditional mean of exchange rate changes; see, e.g. 
Diebold and Pauly (1988). Furthermore, Brock, Hsieh and LeBaron (1991), and Hsieh 
(1989) find nonlinerities in exchange rate changes which are not of the pure ARCH or 
generalized ARCH (GARCH) type. The results of applying nonparametric regression 
methods to exchange rate changes in an AR framework by Diebold and Nason (1990), 
as well as in a structural framework by Meese and Rose (1991), seem to point to 
nonlinear dependencies in conditional means. Finally, De Gooijer et al. (1998) use the 
Time Series Multivariate Adaptive Regression Splines (TSMARS) methodology to 
estimate and forecast nonlinear structure in weekly exchange rate changes for four 
major currencies during the 1980s. 
» 
The objective of this thesis is to construct models for three major nominal dollar 
exchange rates (the Japanese yen, Deutsche mark and British pound), which are then 
used to produce in-sample and out-of-sample predictions for the level of spot rates. As 
noted in the previous paragraph, the exploitation of ARCH effects in modeling 
exchange rate fluctuations by most studies can only help to provide better forecast for 
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exchange rate volatility, but not for the level of spot rates. To investors and decision-
makers, good forecasts for the level of spot rates are at least as valuable as good 
forecasts for spot rate volatility. Therefore, it is worthwhile for this thesis to focus on 
tlie prediction of the level, rather than the conditional variance, of the spot exchange 
rates. 
Three types of data (annual, quarterly and monthly), which require different 
estimation procedures, will be examined in this study. In brief, parametric models wil l 
be constructed using annual and quarterly data. It is hoped that the movements of 
annual and quarterly spot exchange rates can be explained by movements in economic 
fundamentals such as GDP, money supply, interest rates, and trade balances etc. The 
possibility of structural changes in the spot rates is also considered by applying the 
test procedure developed in Zivot and Andrews (1992). The focus of the analysis will 
be on cointegration tests which aim at discovering long run relationship between spot 
exchange rates and various economic variables. 
Cointegration analysis is performed by two procedures that are widely used. 
One is the residual-based augmented Dickey-Fuller method proposed by Engle and 
Granger (1987), and the other is Johansen's (1988, 1991) maximum likelihood 
approach. However, both of these require that the variables under consideration are 
difference-stationary, i.e. stationarity can be achieved through differencing. Unit-root 
tests must be carried out before proceeding to the test for cointegration. The 
Autoregressive Distributed Lag (ARDL) procedure developed by Pesaran, Shin and 
Smith (1996a) and Pesaran & Shin (1999) is also considered in this thesis. The ARDL 
procedure can be applied irrespective of whether the regressors are stationary or 
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nonstationary. The estimation of the long run coefficients and the associated error-
correction model is performed once the test suggests the existence ofIong run relation 
between variables under consideration. 
Note that although the use of annual and quarterly data in analyzing movements 
of exchange rates is rare in the literature, it is expected that temporal aggregation will 
help to reduce the fluctuation of spot exchange rates and hence allow better 
performance for parametric models. 
On the other hand, it seems that parametric models can hardly explain the erratic 
fluctuation of high frequency exchange rate data, for example, monthly data. 
Moreover, monthly data on some important economic fundamentals such as GDP, 
trade balances, and current account etc. are not available. As a result, it is difficult to 
perfcmn cointegration analysis for monthly exchange rates. This calls for the 
application of nonparametric regression techniques which are well developed in 
theory but have not yet been widely used in the applied literature. These techniques 
include Nadaraya-Watson estimation (see Nadaraya, 1964; Watson, 1964; and Hardle, 
1990), Gasser-Muller estimation (see Gasser and Muller, 1979), local polynomial 
fitting (see Fan, 1992，1993; Fan and Gijbels, 1992; and Ruppert and Wand, 1994), 
locally weighted scatter plot smoothing (see Cleverland, 1979) and spline smoothing 
(see Eubank, 1988; and Wahba, 1990). Specifically, this thesis wil l focus on the local 
polynomial fitting. The resulting nonparametric forecasts will be compared to those 
produced by some benchmark models (e.g. random walk) to see whether or not 
nonparametric methods help to improve forecasting performance. 
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The remaining chapters are organized as follows. Chapter 2 reviews the 
literature. Chapter 3 outlines the test and estimation procedures used in this study. 
Chapter 4 describes the data sets and defines the variables. Estimation and forecast 
with parametric and nonparametric models are presented in Chapters 5 and 6 
respectively. Chapter 7 concludes the thesis. 
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CHAPTER TWO 
REVIEW OF THE LITERATURE 
Monetary Models 
Monetary models of exchange rate determination were developed after the 
collapse of the Bretton Woods system in the early seventies. They are descendants of 
the MundelI-Fleming type of models. Several versions have been put forward giving 
rise to three main types of models. These are the flexible price monetary model due to 
FrenkeI (1976), and Bilson (1978), the sticky price /real interest rate differential of 
Dornbusch (1976)，and Frankel (1979), and the sticky price-asset monetary model of 
Hooper and Morton (1982). The modeling strategy is similar in all cases. Ad hoc 
aggregate macroeconomic relationships are used to obtain a semi-reduced form 
equation that specifies the level of the exchange rate as a linear function of economic 
fundamentals. 
All these monetary models of exchange rate determination are based on two 
building blocks, namely, money demands and purchasing power parity (PPP). 
Moreover, they can be cast into what Mussa (1984) has called the asset market view 
model of exchange rate determination. The new element in this approach is that it 
views foreign exchange as an asset and therefore prices it as any other asset, that is, in 
« 
a forward looking fashion. This generalization allows for the inclusion of non-
observables among the fundamentals. 
Frenkel (1976), Bilson (1978), Frankel (1979，1984), and Hooper and Morton 
(1982) in their original papers present empirical evidence that can be considered as 
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favoring their models. Their assessment is based on the multiple correlation 
coefficient and the comparison of estimated coefficients with the expected sign 
predicted by their theories. 
Besides, a considerable amount of studies have tested the monetary models and 
its building blocks (see, for example, Levich, 1985; Hodrick, 1987; Diebold, 1988; 
and Baillie and McMahon, 1990). 
Meese and Rogoff (1983) have used monetary equations of exchange rate 
determination in order to predict out-of-sample values of the exchange rate. The 
forecasts that the monetary approach yields perform badly when compared with pure 
time series models, in particular the simple random walk. This is so even when 
forecasts are based on actual values of the right hand side variables. 
Later empirical studies such as Woo (1985) and Wolff (1988) have improved 
the forecasting performance of monetary models by including lagged values of the 
exchange rate as explanatory variables and postulating unconstrained VAR system for 
the regressors of the exchange rate equation. This points out that the dynamics ofthe 
exchange rate monetary models were severely restricted in the original models. 
» 
The empirical work reviewed so far is based on the assumption of stationarity. 
In fact, many of the variables involve in monetary models are nonstationary as 
reported by Meese and Singleton (1982) for exchange rates and Nelson and Plosser 
(1982) for several macroeconomic series. Research proceeds in two possible 
directions. They either omit any consideration to the nonstationarity character of the 
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data or simply take care of it by either working with first differences of the original 
variables or the residuals from regressions on deterministic time polynomials. 
The above treatment of nonstationary variables is clearly suboptimal. On the 
one hand, it is important to correctly specify whether those variables are trend or 
difference-stationary (see Nelson and Plosser, 1982) to avoid running spurious 
regressions (see Granger and Newbold, 1974). On the other hand, i f the 
nonstationarity is removed by differencing, some important long run information may 
be lost. 
With the development of the theory of cointegration (see Granger, 1981; 
Hendry, 1986； and Engle and Granger, 1987)，researchers turn their focus on 
describing long mn equilibrium relationships between the exchange rate and its 
fundamentals. Note that various nonstationary time series are said to be cointegrated 
when linear combinations of them are stationary. Stationary deviations from the long 
run relationship are allowed in the short run. 
Most of the empirical literature focuses on the estimation of a single 
cointegrating vector using the two-step procedure of Engle and Granger (1987). 
Studies of cointegration and purchasing power parity (PPP) are those by Corbae and 
Ouliaris (1988), Giibitz (1988), Thom (1989), Enders (1988, 1989)，and Mark (1990). 
In the context of foreign exchange market efficiency Lucey (1988), Hakkio and Rush 
(1989) and MacDonaId and Taylor (1989) are some examples. Monetary models of 
exchange rate determination are tested by Boothe and Glassman (1987b) and Baillie 
and Selover (1987). Many authors have found evidence against the cointegration 
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between exchange rates and price differentials as PPP would predict. To the extent 
that PPP stands as a keystone in the construction of monetary equations of exchange 
rate determination one would not expect to find cointegration between exchange rates 
and its fundamentals. 
However, the methodology used in these studies is not well designed for dealing 
with situations in which there are more than one cointegrating vector and when the 
variables involved have different orders of integration. As a result, Gardeazabal and 
Regulez (1992) apply Johansen's (1988，1991) maximum likelihood approach on 
monthly data from April 1973 to March 1986 and found several cointegrating vectors 
linking three main dollar exchange rates (the Japanese yen, Deutsche mark, and 
British pound) with macroeconomic fundamentals. 
Nominal Exchange Rate Prediction 
As mentioned before, Meese and RogofT (1983) show that none of the old 
monetary models is able to outperform the naive random walk model in out-of-sample 
forecasts. Such discouraging findings give rise to a growing body of literature on the 
subject of nominal exchange rate prediction. 
Some authors enhance the static structural monetary models by including lagged 
a 
variables to allow for dynamic adjustment. Somanath (1986) nests the structural 
models for the Deutsche mark and the random walk in dynamic specifications that 
append a lagged value of the exchange rate to the list of regressors of structural 
models. His results accord with Meese and RogofTs, though when the sample period 
is enlarged the dynamic structural models slightly outperform the random walk. 
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Boothe and Glassman (1987b) analyze the Deutsche mark and Canadian dollar rates 
by including lagged values of the exchange rate as well as those of the explanatory 
variables of structural models. Their results confirm earlier findings that simple time 
series models such as the random work rank highest in forecast accuracy. 
Other prediction exercises have tried to improve exchange rate forecasts by 
allowing for nonlinearities in two different ways. One possible way of capturing those 
nonlinearities is by means of time-varying parameters. Schinasi and Swamy (1989) 
consider fixed and variable coefficients versions of traditional structural models for 
the British pound, Deutsche mark, and Japanese yen dollar rates using Meese and 
Rogoffs data set. By including a lagged dependent variable in both kinds of models, 
they find a substantial difference in the forecasting ability for all structural models 
under study. Multistep-ahead forecasts of the stochastic coefficient versions of the 
structural models with lagged dependent variables are proved to be more accurate 
than one-step-ahead forecasts of the random walk model (see Schinasi and Swamy, 
‘1989，Table 2). However, they use actual values of the contemporaneous explanatory 
variables and do not perform sequential estimation in order to compute the measures 
of forecast accuracy. 
Canova (1990) approaches the problem of forecasting exchange rates by using a 
Bayesian time-varying coefficient autoregressive model (TVC). He uses weekly data 
on five different dollar rates (the French and Swiss franc, Deutsche mark, British 
pound, and Japanese yen) as well as short term interest rates on eurodeposits 
denominated in those currencies and considers them as a system in the forecasting 
exercise to exploit their possible common features. Using the usual criteria (e.g. root 
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mean squared error and mean absolute error) for comparison of forecasting 
performance, he finds that the TVC model improves the random walk forecasts. The 
improvement is greater for the 13-step horizon than for one-step ahead, leading to the 
conclusion that nonlinearities become important primarily in the long run so that the 
forecasting performance of the TVC model is better for long horizons. 
Another way of accounting for nonlinearities to improve forecasts has been the 
use of nonparametric estimation. Diebold and Nason (1990) estimate 
nonparametrically the conditional mean functions of ten major weekly nominal dollar 
spot rates from 1973 to 1987 which are used to produce in-sample and out-of-sample 
forecasts. By doing so, they avoid the parametric model selection problem, since the 
number of parametric nonlinear models that can be plausible data generating 
processes is quite big. Their interest centers on percent exchange rate changes, thus 
avoiding theoretical problems associated with nonstationary nonparametric 
regressions. The estimation method used is a generalized nearest-neighbor p W ) 
technique, known as locally weighted regression. Using that technique Diebold and 
Nason estimate nonparametric autoregressions of different orders and examine the in-
sample fit and out-of-sample predictive performance of their estimator. Their results 
depend on the choice of a smoothing parameter, so they choose an optimal one to 
minimize the mean squared prediction error (MSE) and the mean absolute prediction 
error (MAE). For the case of in-sample analysis, the one-step ahead MSE and MAE 
associated with the optimal choice of the smoothing parameter are always smaller 
than those of the random walk. On the contrary, the out-of-sample performance is not 
as good as the in-sample. For one-step ahead forecast, the random walk turns out to be 
much better and out-of-sample loss reductions due to the use of nonparametric 
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estimation generally do not exist. The results for 4-,8- and 12-step-ahead forecast are 
similar. This finding contrasts with the one obtained by Canova (1990) as commented 
above. 
Mizrach (1992) uses the same statistical technique though he incorporates 
structural information into the nonparametric anIaysis by using a multivariate 
approach. He considers the close linkages of the currencies anlayzed (the French 
franc, Italian lira, and Deutsche mark) given the policy coordination of those countries 
as members of the European Monetary System. As a benchmark, the random walk 
model is also included in the study. The data used are daily in sharp contrast with 
other studies which mostly rely on monthly or weekly data. For the univariate case, 
the use of the weighted NN regression gives the best forecasts and the MSE in that 
case are very close to those for the random walk, being outperformed in the case of 
the Lira. The multivariate results show a great improvement over the univariate ones, 
however, the random walk is beaten just in the case of the Lira again. 
Nonparametric Estimation Techniques 
Nonparametric regression techniques estimate the underlying regression 
function without any restrictive parametric form. This feature is particularly appealing 
when one analyzes a data set without much prior knowledge on its functional form. In 
general, the observations {(A'i, Y]), . . . ， { X „ , 7„)} are regarded as being generated from 
the model 
Y = m{X) + a{X)e, (2.1) 
where £(£•) = 0 and Var(£：) = 1，and X and s are independent. Note, that 
m { x ) ^ E { Y I X ^ x ) and o"'(x) = Va r ( r /A ' = x) , which allows for possible 
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heteroscedasticity. Compared with parametric models, nonparametric models have 
much less restrictive assumptions about the functional forms and the distributions of 
the interested quantities. Therefore it can avoid many problems encountered in 
parametric models. For example, a researcher may feel comfortable with a particular 
parametric form for one portion of the regression function, but less confident about 
the shape of another portion. In this case, the researcher can use both parametric and 
nonparametric techniques to yield semiparametric regression models which have been 
studied extensively. Inclusion of the nonparametric component may avoid 
inconsistent estimation resulting from incorrect parameterization. 
In fact, the techniques is nothing mysterious to us. In general, it is done with 
locally weighted regressions. The original studies of Nadaraya (1964) and Watson 
(1964) propose to estimate the conditional mean function m{x) by locally weighted 
averaging. The corresponding Nadaraya-Watson Q W ) kerml regression estimator is 
given by 
±K,{X,-x)Y, 
^ W - ^ ， (2.2) 
2 X ( A - x ) 
»=i 
where K is a symmetric real-valued function assigning weights and is called a kernel 
fimc(icm. The parameter h is called a handwidih or a smoothing parameter, which is a 
nonnegative number controlling the size of the local neighborhood. Kh{-) = K(-Ih)lh is 
a rescaling function o f X Gasser and Muller (1979) later propose a similar estimator. 
From a function approximation point of view, both Nadaraya-Watson and 
.Gasser-Muller estimators use local constant approximation. Unfortunately, both of 
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them suffer from serious drawbacks. Indeed, the NW estimator suffers from large bias 
particularly in the region where the derivative of the regression function or of the 
design density (i.e. the density of the random variable X) is large, even when the true 
regression curve is linear. The Gasser-Muller estimator on the other hand corrects the 
bias of the NW estimator but at the expense of increasing its variability. Further, both 
estimators have a large order ofbias when estimating a curve at the boundary region. 
One way to repair these drawbacks is to use a higher-order approximation. 
Instead of using local constant approximation, it is better to approximate the 
regression function locally by a polynomial. The idea of local polynomial estimation 
has been around for a long time. The classical works of Stone (1977) and Cleveland 
(1979) provide the building blocks for the development of such techniques. Stone 
(1977) systematically studies the asymptotic properties of nonparametric regression. 
Cleveland (1979)，on the other hand, applies polynomial fitting locally and develops a 
procedure known as LOWESS (LOcalIy WEighted Scatter plot Smoothing) that 
,avoids distortions resulting from outliers. Two later works of Stone (1980，1982) 
study the rates of convergence for local regression in detail. Recent works on local 
polynomial fitting include Fan (1992, 1993)，Fan and Gijbels (1992) and Ruppert and 
Wand(1994). 
As noted in Hastie and Loader (1993), one important feature of local 
polynomial estimation is design adaptation. The method adapts to various types of 
designs such as random and fixed designs, highly clustered and nearly uniform 
designs. It can also correct the boundary bias automatically without increasing the 
variance of the estimator. These features are particularly important in practical issues. 
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In addition, Fan (1993) shows that local polynomial, particularly linear, fitting 
attains high asymptotic minimax efficiency properties among other linear estimators 
including the previously discussed Nadaraya-Watson and Gasser-Muller estimators. 
This minimax efficiency is measured in terms oflinear minimax risk. In brief, a 80% 
efficient estimator uses only about 80% of the available observations in estimation. 
That means, such an estimator based on a sample of size 100 performs equivalently to 
the best linear estimator (which has 100% efficiency) with sample size 80. Table 1 
gives a comparison of such minimax efficiency among several linear estimators with 
different kernel functions. 
On the other hand, local polynomial fitting provides a much intuitive and 
convenient way for derivative estimation, when compared to the method (i.e. higher 
order kernel functions) established by Gasser and Muller (1984). Muller (1987) finds 
that derivative estimation with higher order kernel functions will be asymptotically 
equivalent to that of local polynomial fitting i f the design is well behaved. However, 
in other cases, higher order kernel estimators will be more variable. 
According to Fan and Gijbels (1996), in estimating the v^ '' derivative of a 
function, it is optimal to fit a local polynomial of degree p such that p-v is odd. 
Therefore, in estimating a regression ftinction, it is best to fit a local polynomial of 
degree 1，3 and so on. Such a fitting also attains minimax efficiency similar to that 
discussed before. 
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Many other nonparametric methodologies have been established, such as spline 
smoothing and orthogonal series based methods. However, they are not directly 




Several test and estimation procedures are employed to help construct the 
exchange rate models. They include unit-root tests, Zivot-Andrews test for structural 
breaks, error-correction models, ARDL approach to cointegration, and local 
polynomial fitting. Their details are discussed in the following sections. 
Unit-Root Tests 
Two main procedures for testing cointegration are widely used in the literature. 
One is the residual-based augmented Dickey-Fuller method proposed by Engle and 
Granger (1987), and the other is Johansen's (1988, 1991) maximum likelihood 
approach. However, both of these require a priori knowledge on the nature of 
variables involved. Unit-root tests must be carried out to decide the order of 
wtcgratiori of all relevant variables before proceeding to the test for cointegration. 
According to Engle and Granger (1987)，a nonstationary time series which can be 
transformed to a stationary series by differencing d times is said to be integrated of 
order d, denoted by I{d). 
Apart from the well-known augmented Dickey-Fuller (1979,1981) - ADF test 
and the Phillips-Perron (1988) test, a more powerflil alternative proposed by Elliott, 
• 
Rothenberg and Stock (1996) — hereafter referred to as ERS — is also considered for 
annual data as the sample size is small. ERS obtain the asymptotic power envelope for 
unit-root tests by analyzing the sequence of Neyman-Pearson tests of the unit-root 
null hypothesis (a = 1) against the local alternative of a = 1 + c / r in the Guassian 
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ARQ? + 1) model, for which T is the sample size and c is some constant. Based on 
asymptotic power calculation, it is shown that a modified Dickey-Fuller test, called 
the DF-GLS test, can achieve a substantial gain in power over conventional unit-root 
tests. 
The DF-GLS test procedure is simple. Let {yt) be the data process under 
examination. The DF-GLS^ test that allows for a linear time trend is conducted based 
on the following regression: 
( l - Z > ; = “ o X _ , + i X . O - Z > ; - y + V . (3.1) 
;=i 
where L is the lag operator; w, is a white noise error term; p is chosen according to the 
Akaike Information Criterion (AIC); and y]，the locally detrended data process under 
the local alternative of a，is given by 
X ”丨-2丨石 (3.2) 
f ^ 
with Zt = (1，0 and P being the regression coefficient of y, on z,, for which y = {y\, 
{{-aL)y^, . . . ， { ^ - a L ) y j ) ' and z = (zi, {^-al)z^, ..., {^-al)z^)'. The DF-
GLS^ test statistic is given by the conventional /-statistic testing ao = 0 against the 
alternative of ao < 0 in regression (3.1). ERS recommend that the parameter c , which 
defines the local alternative through a = 1 + c/T, be set equal to -13.5. For the test 
without a time trend, denoted by DF-GLS"，it involves the same procedure as the DF-
4 
GLS^ test, except that yJ is replaced by the locally demeaned series y|' and z, = 1. In 
this case, the use of c = - 7 is recommended. The DF-GLS" test shares the same 
limiting distribution as the usual ADF test in the no-deterministic case. 
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Some finite-sample critical values have been estimated by ERS (1996, Table 1) 
for the DF-GLS^ test based on p = 0. However, as Cheung and Lai (1995a) suggest, 
the finite-sample distribution of the ADF test is rather sensitive to the lag parameter. 
Therefore, it is inappropriate to apply a same set of critical values to tests with 
different values of p. Hence, the DF-GLS test statistics will be compared to the lag-
adjusted finite-sample critical values produced by Cheung and Lai (1995b) using 
response surface analysis. 
The maximum numbers oflags allowed for ADF and/or DF-GLS tests are 8，24 
and 60 for annual, quarterly and monthly data series, respectively. As in DF-GLS 
tests, the lag length in the ADF test is determined by AIC. For the PP test, the 
truncation lags are set according to Said and Dickey's ( 1 9 8 4 )广 nale. Here, the t-
statistics from both the ADF test and the PP test are compared to Mackinnon's (1991) 
finite-sample critical values. 
Zivot-Andrews Test 
It is important to consider structural change in building parametric regression 
models. Instead of choosing the breakpoint subjectively as in Perron's (1989) unit-
root testing procedure, an objective method developed by Zivot and Andrews (1992) 
which treats the structural change endogenousIy is used. Let (jr} be the interested 
series. Consider the following three regression equations:, 
y ^ = f i ' + 0 ' D U M ) + p ' t + a 'y . , , + ¾ > , - , +^；， (3.3) 
;=i 
兄 = f i ' + fi't + f 'DT： ( i ) + a V . , + 1 ' > y ^ - ^ +、， (3.4) 
y=i 
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^ , = / / C ^e'DU,W^P't + rDT:{X) + a'y,^, +t^j^y.-j H , P.5) 
;=i 
where X = T^T is the break fraction (7^ is the breakpoint); DUt{X) = 1 i f t > TX, 0 
otherwise; DT*{X)=^t-TX i f t > TA, 0 otherwise. “Hats” on the A parameters in 
(3.3)-(3.5) indicate that the break fraction is data-dependent, not exogenously 
determined. 
In fact, the ZA test is designed to test for a unit-root against the alternative of 
stationarity with structural change at some unknown point. Equations (3.3)-(3.5) 
represent three different types of structural change: (3.3) models the change in the 
level of the series (mean-shift model); (3.4) captures the change in the slope of the 
trend function of the series (trend-shift model); (3.5) combines both changes (mixed 
model). Now the goal is to estimate the breakpoint that gives the most weight to the 
trend-stationary alternative. Hence, X is chosen to minimize the one-sided ^-statistic 
for testing a' = 1，denote by /^ ,(义）(/ = A, B, C), when small values of the statistic 
favor the alternative. 
To find the breakpoint, each of the above three equations is estimated by OLS 
with break fraction X ranging from 2 / r t o {T-X)!T. For each value of A, the number of 
extra regressors, k, is determined as follows: working backward from k = k and 
choosing the first value of k such that the ^-statistic ori c^ is greater than 1.6 in 
absolute value and /-statistic on c, for 1 > k is less than 1.6 (see Perron, 1989). Then, 
t^, (A) is computed. The breakpoint is the time period corresponding to the minimum 
^-statistic over all T — 2 regressions. It is important to note that the number of extra 
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regressors, k, required for each ADF regression is allowed to vary for each tentative 
choice of X. The three minimum /-statistics will be further compared and the required 
breakpoint is the one that associated with the smallest ^-statistic. In this study, k is set 
to 4 for annual data and 8 for quarterly data. 
Error Correction Model 
The concept of error correction model (ECM) is first introduced into the 
econometric literature by Sargan (1964) and popularized by Davidson et al. (1978). 
There are several interpretations of the error correction model and these are discussed 
in Algoskoufis and Smith (1991). The main characteristic ofECMs is the notion of an 
equilibrium long-run relationship and the introduction of past disequilibrium as 
explanatory variables in the dynamic behaviour of current variables. 
Engle and Granger (1987) show that i f there exists long-run relationship 
between two quantities, there will be an error-correction representation for them. Any 
deviation from the long-run equilibrium wil l influence the short-run dynamics of the 
variables in the system. As a result, such an error will be corrected and hence the 
long-run relationship is restored. The long-run relationship is defined in terms of 
cointegration and can be tested by the two-step procedure proposed by Engle and 
Granger (1987) or Johansen's (1988，1991) maximum likelihood approach. Both 
techniques wil l be used in this thesis. , 
Suppose Xt and Yf are two /(1) variables, as suggested by unit-root tests. I f they 
are cointegrated, a simple regression model is clearly inappropriate for describing 
their relationship. It is because such a model excludes the error correction term and 
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therefore ignores the effect of past disequilibrium. Short-run dynamics is ignored too, 
as it excludes the lagged values. The proper error-correction model is as follow: 
Ar, =o^,_, •vpt^i + Z ^ . ^ ^ - + i > / A - / +〜 （3.6) 
»•=1 /=i 
where ,^_, is the error-correction term, i.e. lagged residuals from the simple 
regression of Y, on X(. 
The error correction term £?,_, captures the long-run equilibrium relationship, 
while the first difference ( M , ) and the lagged values (Ay,_, 's and AX,_/s ) capture 
the short-run dynamics. The lagged changes are included to ensure e, to be white 
noise, and m and n are selected by AIC and SBC. 
The above error correction representation can be easily generalized to situations 
involving more than two variables. In this thesis, 7, usually represents logarithm of 
spot exchange rates (the Yen, Mark, and Pound) while Xt represents various economic 
“fundamentals (in logarithm or original form) such as GDP, interest rates, money 
supply, price levels, and trade balance etc. 
Autoregressive Distributed Lag (ARDL) Approach to Cointegration 
In addition to the two main procedures for testing cointegration mentioned 
above, an alternative testing and estimation procedure developed by Pesaran, Shin and 
Smith (1996a) and Pesaran & Shin (1999) is also considered in this study. The so-
called autoregressive distributed lag (ARDL) procedure can be applied irrespective of 
whether the regressors are /(0) or /(1). Therefore, it allows the inclusion of both 
integrated and stationary variables in the long-run relationship. The corresponding 
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long-run coefficients are derived from the estimated ARDL model once the 
cointegration test suggests the existence of long-run relation. An ARDL(^, q\, q 2 , . . . ， 
^k) model is of the following form: 
¢ { ^ p ) y , = j ] / 3 X L , q ^ ) x , + S ^ w , + u , , (3.7) 
/=i 
where 
^Kl,/)) = l-^V^^-^M^2- _ 0 p " , (3.8) 
A (A ( / , ) = Ao + A , i + . . . + A < ^ y , , = i，2，...,K (3.9) 
L is a lag operator such that Lyt =yt-i, ^t is a s x 1 vector of deterministic variables 
such as the intercept term, seasonal dummies, time trends, or exogenous variables 
with fixed lags. 
The ARDL procedure involves two stages. At the first stage the long-run 
relation between the variables under consideration is tested by computing the F-
statistic for testing the significance of the lagged levels of the variables in the error-
correction form of the underlying ARDL model. Suppose Y, X\, and X2 are the 
interested annual series. Since the observations are annual, the maximum order of the 
lags in the ARDL model is set to 1. The error-correction version of the ARDL(1, 1, 1) 
model in the variables 7, X\ and X2 is given by: 
、 Ay, = ao + ax ^Yt.\ + b、AA^i(,-i) + h2 AA'2(f-i) 
+ Ji yM + ^A-,(M) + ^X2(M.). (3.10) 
The null hypothesis of"non-existence of the long-run relationship" is defined by: 
‘ H o ： 5x = di = 5i = 0， 
against 
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Hi \ 6x ^  0, ^ i^  0, &i ^ 0. 
The relevant statistic is the familiar F-statistic for the joint significance of 而，而，and 
^ . However, the (asymptotic) distribution of this F-statistic (denoted by Y{Y!Xi, X2)) 
is non-standard, irrespective of whether the regressors {X\ and X2) are /(0) or /(1). 
Pesaran, Shin and Smith (1996a) have tabulated the appropriate critical values for 
different numbers of regressors, and whether the ARDL model contains an intercept 
and/or trend. They give two sets of critical values. One set assuming that all the 
variables in the ARDL model are /(1), and another computed assuming all the 
variables are /(0). For each application, this provides a band covering all the possible 
classifications of the variables into /(0) and /(1), or even fractionally integrated ones. 
I f the computed F-statistic falls outside this band, a conclusive decision can be made 
without needing to know whether the underlying variables are /(0) or /(1), or 
fractionally integrated. I f the computed statistic falls within the critical value band, the 
result of the inference is inconclusive and depends on whether the underlying 
variables are /(0) or /(1). 
The second stage of the procedure is to estimate the coefficients of the long-run 
relation from the selected ARDL model. Equation (3.7) is first estimated for all 
possible values of/) = 0，1，2’...’ m’ ^ , = 0’ 1，2’...，m, i = 1，2，...，k, namely a total of 
(/77+l)*+i different ARDL models. The maximum lags, m, is set to 1 for annual data 
and 4 for quarterly data. Two model selection criteria (AIC and SBC) are employed in 
choosing the best model. The long-run coefficients for the response of>, to a unit 
change in Xj, are estimated by: 
r A ( U ) - A 。 + A , + . . . + A , 
'—2n、"^ 2 1 '~T~’ /_l，2，...，A： (3.11) 
<H),P) \ — <1>、一冷1一丨一命^> 
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where p and q.，/• = 1，2, . ..，k are the selected (estimated) values ofp and q“ i = 1，2, 
. . . ， k . Similarly, the long-run coefficients associated with the deterministic or 
exogenous variables with fixed lags are estimated by: 
命：―丨， > "々 )’ (3.12) 
\-小\ ~~<k—〜_<hp 
/v 
where S{p,q^,cj^,...,q^) denotes the OLS estimate of < i^n (3.7) for the selected ARDL 
model. 
The error-correction model associated with ARDL(p,^, ,^ , . , . ,^ ; t ) model can be 
obtained by writing (3.7) in terms of the lagged levels and the first differences of>v， 
Xit, X2t, . ..，Xkt, and w,. First note that 
乂=4^,+少,_丨 
.?-i 
yt-s = yt-^-T^yt-j^ ^= i，2, ".,p 
y=i 
and similarly 
Wj = Aw, + w,_, 
X" =Ax,+x, ,_, 
i-i 
^ u - s = ^ u - i - Z ^ u - j ^ 厂1’2，…，… 
;=i 
Substituting these relations into (3.7) and after some rearrangements, we have 
Ay, = -^( l ,p)^C,_, + i ; A o A x , +^'Aw, 
»•=1 
- & > ~ - i Z " , ; A x , . , , _ , +",， （3.13) 
j=i »=i j=i 
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where ECt is the correction term defined by 
ECt=y,-YM'-—「 
1=1 
/S. A /\ 
Recall that 列1，沟=1-^ ^1-么一...-卢卢，which measures the quantitative importance 
of the error correction term. The remaining coefficients, ¢*- and p ; ” relate to the 
short-run dynamics of the model's convergence to equilibrium. These are given by 
f\ =<t>p+h—\ + - + ¢^ 3+^ 2^ 
f i = ¢^ + ¢^ 女…+ 命、 
• • • 
fp-\ =^p 
and similarly, 
y^ = A,4,+A,4H+-+A.3 + A,2 
y ^ = A , A + A , 4 H + - + A . 3 
•‘ • • 
/T. , = B.. • 
Pl,q,-1 y,.q, • 
A 
The estimated 0. and ^ are already computed using relations (3.11) and (3.12). 
t 
Local Polynomial Fitting 
Recall from Chapter Two that the Nadaraya-Watson fNTW) kernel regression 
estimator for the mean response m{x) is given by 
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±K,{X,-x)Y, 
而的=气 ， (3.14) 
2 > J A - i ) 
t=i 
where K is a kernel function, h is the bandwidth and Khi：) = K{-Ih)lh is a rescaling 
function of K. The NW estimator is indeed obtained from the following locally 
weighted least square problem 
ni{x) = e = arg min 容 0 ,^ 一 时火[^^)； 
The performance of the Nadaraya-Watson estimator can be summarized as 
印咖 ) / 4 . .人 } - _ )二仏 (幻 |宇 +”7' (》 ( ;的 1 / ^ 2 + 0 (3.15) 
and 
WM{m{x)/X,,...,X„} = R { K ) ^ ^ + o ( ^ \ (3.16) 
f{x)rih ynhj 
where jLi^iK)= {i^K(i)dt^ R(JQ= \K\()cIiJ\s the marginal density ofX, namely 
J J 
the design density (Fan, 1993), and x is an interior point of the support of f . 
Local polynomial estimation is an extension of the NW technique. Instead of 
using a locally constant approximation, local polynomial estimation approximates the 
unknown regression function m(x) locally by a polynomial of order p. A Taylor 
expansion gives, for x in a neighborhood of xo, 
m{x) « m{x,) + m\x,){x 一 x。) +... + m(')(x。)(x — x。)^  / p\. (3.17) 
This suggests fitting a local polynomial regression: 




Denote by Pj{Xo), j = 0’...，/;, the solution to the least squares problem (3.18). 
A 
It is clear from the Taylor expansion in (3.17) that m^(Xo) = v!y0 (^Xo) is an estimator 
for m(、')(x。)，V = 0, /，...，p. The entire function ”/。(•) is obtained by fitting the 
above local polynomial regression for all points xo in the domain of interest. 
Fan and Gijbels (1996) show that the local v”、derivative can be best estimated 
with local polynomial of degree v + 1，v + 3, and so on. For a given bandwidth, a large 
value of p would expectedly reduce the modeling bias, but would cause a large 
variance and a considerable computational cost. Since the modeling bias is primarily 
controlled by the bandwidth, Fan and Gijbels recommend the use of the lowest odd 
order, i.e. p = v + 1, or occasionallyp = v + 3. 
In this thesis, the focus is on estimating the unknown regression function by 
local polynomial fitting. Therefore,p = 1 or/? = 3. 
The local linear regression smoother is particularly simple to implement. 
Indeed, the estimator has the simple expression 
^ V . W = Z ^ 7 . , (3.19) 
»=i 
where w i th S„’j = j ^ K , { X , - x ) { X , - x y ， 
(=1 
t 
w,. = K , {X , -x)[S„^, - { X , - x)S„, )/(.V,o^,, - S ] , ) . (3.20) 
The asymptotic bias and variance for this estimator are 
£{"\力(1)/4，...,1}-饥(乂) = " 2 ( 尺 ) ¥ 办 2 + 咖 2 ) (3.21) 
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and 
V a r { < , ( x ) / X , , . . . , X J = / ? ( / : ) ^ ^ + o f ^ \ (3.22) 
f{x)nh \,nh) 
where ju:(JC)= {t^K{t)dt, R{K)= {K^{i)dt,fxs the design density. By comparing 
J J 
(3.16) and (3.22), it is evident that the local linear fit uses locally one extra parameter 
without increasing its variability. However, this extra parameter creates opportunities 
for significant bias reduction, particularly at the boundary regions and sloped regions. 
This is evidenced by comparing (3.15) and (3.21). 
Now it is time to discuss two issues which are crucial to nonparametric 
estimation, namely bandwidth selection and kernelfimciion. 
As mentioned, nonparametric estimation techniques involve locally weighted 
regressions. The problem is how large the local neighborhood should be. The 
parameter which controls the size of local neighborhood is called the bandwidth. 
When the bandwidth is small, few observations within the neighbourhood will be 
used in estimation at each particular point. The estimated function will be very 
"bumpy" and similar to interpolation of the observations. On the other hand, when the 
bandwidth is larger, more observations are considered and the resulting estimator will 
be "smoother". Indeed, i f the bandwidth is so large that covers the whole range of 
observations, nonparametric estimation makes no difference from the parametric one. 
t 
Therefore, the performance of the estimator largely depends on the bandwidth 
selected. 
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To be more precise, the selection of bandwidth involves the tradeoff between 
bias and variance of the estimator - the larger the bandwidth, the larger the bias and 
the smaller the variance. Certainly, the bandwidth can be chosen subjectively. 
However, it is better to use some objective criteria. For instance, a data driven 
(automatic) bandwidth can be obtained by minimizing the mean squared error (MSE) 
or the mean integrated squared error (MISE) of the estimator. However, these criteria 
usually involve unknown quantities which need to be estimated. This then leads to 
different methodologies in deriving the bandwidth. 
One of the most popular automatic bandwidth selection methods is called the 
cross-validation method which uses the ideas of Allen (1974) and Stone (1974). It 
involves the minimization of the cross-validation criterion which is similar to the 
MSE criterion. Several modified versions of cross-validation have been developed, 
such as the generalized cross-validation by Wahba (1977) and Craven and Wahba 
(1979), least squares cross-validation by Rudemo (1982) and Bowman (1984) and 
biased cross-validation method by Scott and Terrell (1987). As noted in Sheather 
(1992) and Fan and Gijbels (1996)，the performance of the bandwidths selected by 
different cross-validation methods is similar. 
Another commonly used data driven bandwidth selection method is called the 
plug-in method which also have several versions such as those proposed by Park and 
» 
Marron (1990) and Sheather and Jones (1991). As mentioned, the estimation of 
unknown quantities is always needed for selecting the appropriate bandwidth. For 
plug-in methods, it is done with replacing these quantities with consistent estimates. 
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Sophisticated mathematics and computations are needed for both cross-
vaIidatiofi and plug-in methods. The method proposed by Silverman (1986), on the 
other hand, is much simpler in usage. The so-called rule of thumb method assumes 
that the distribution of the observations is normal and hence reduces many 
computational issues. Therefore, this method is also known as normal reference 
method. The idea was originally used by Bickel and Doksum (1977) for the uniform 
kernel density estimator and Deheuvels (1977) for histogram type estimators. 
Silverman's rule of thumb was also established for kernel density estimation. Fan and 
Gijbels (1995b) extends the usage to local polynomial fitting. 
Some other bandwidth selection methods have been proposed but are less 
popular in the literature. One example is the root-n convergent method proposed by 
Hall, Sheather, Jones and Marron (1991) which involves estimation of higher 
derivatives. 
To this point, the discussion centers on the selection of global bandwidths which 
apply to the whole range of estimation. On the other hand, local bandwidth selection 
methods are also adopted in the literature. The simplest one is called the nearest 
neighbour method. Under this method, a certain number (percentage) of observations 
which are nearest to the point of estimation are considered. The one proposed by Fan 
and Gijbels (1992，1995a) involves much complicated methodology. In brief, the goal 
of using variable bandwidth is to adjust the bandwidth locally to adapt to the data 
structure and minimize MSE and similar criteria locally. As a result, the bandwidth 
wil l be small at complex structures (e.g. peaks and troughs) and large at simple 
structures (e.g. tails). 
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After deciding how "local" it is for nonparametric estimations, it is time to ask 
how the weights are assigned to each observation within the neighbourhood. Within 
the context of nonparametric estimation, such a weighting function is called the kernel 
function (Ky In general, it is a symmetric probability density function. 
Marron and Nolan (1988) state that Gaussian kernel and those derived from the 
symmetric Beta family are the most widely used kernel functions. The Gaussian 
kernel is defmed as: 
K{ti) = ( V ^ ) - i exp(- 7/2/2)； 
while the symmetric Beta family is defined as: 
K ( " ) = r (1 - w 2 Y, r = 0’1，...’ • 
、’ Beia{X|2,y + Xy + 
The subscript + denotes the positive part, which is assumed to be taken before the 
exponentiation. The function Beta{ •，.) generates a constant so that K is a density 
function. When y is equal to 0，1，2, and 3，the function above wil l generate the 
uniform, Epanechnikov, biweight (quartic) and triweight kernel functions 
respectively. The constants attached to the ftinction (1-//^)^ wil l then be 1/2, 3/4， 
15/16 and 35/32 respectively. In fact, this family includes the Gaussian kernel 
function in the limit as y— +oo. 
Fan, Gasser, Gijbels, Brockmann and Engel, (1995) have proved that 
Epanechnikov kernel function is optimal in minimizing the variance of the estimators. 
However, as noted in Fan and Gijbels (1996), the choice of the kernel function K is 
not very important for th'e performance of the resulting estimators, both theoretically 
and empirically. Table 2 shows the relative performance of different kernel functions 
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to Epanechnikov kernel function in terms of asymptotic MISE, assuming other things 
are the same. 
All local polynomial estimations in this thesis are performed using Fan-Gijbels 
rule of thumb bandwidth. The rule of thumb procedure developed by Fan and Gijbels 
(1995b) starts from the minimization of the conditional weighted MISE: 
MISE= {{[Bias{m'(x)X)f +[Kar{”V(x)X}]V(x>ic 
J 
where nf(-) = the estimator of the v^ ^ derivative of m{)， 
X = (A-, , . . . , j r j ,and . 
w{-) = a given weight function. 
Here, the objective is to estimate the v^ derivative of m( ). The resulting bandwidth 
(denoted by /?„,") is then asymptotically optimal and has the expression: 
� r - n^ (2p+3) 
a\x)w(x)/ f(x)dx 
K = Cv , ,W r,…，、、2 (、” P-23) 
n {m^ {x)Yw{x)dx 
_ J -
where cr^(-) = the conditional variance ofX, 
/ ( • ) = the design density o fX, 
m' ' ' (.) = the ip + l f derivative of m( )，and 
p = the degree of polynomial used in estimation. 
C^p{K) is a constant which solely depends on v, p and the kernel function K used. 
i 
Table 3 shows its values for given v, p and K. 
Equation (3.23) involve three unknown quantities a^(-), / ( . ) and m〜(.） 
which need to be estimated. Different bandwidth selection methods require different 
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estimation procedures. For Fan-Gijbels rule of thumb, this is done by fitting a 
polynomial of degree p + 3 globally to m{x)，leading to the parametric fit: 
m{x) = a^ +a,x + ... + a^^3Jc^^^ 
The standardized residual sum of squares from this fit (denoted by a ^ ) is then used to 
substitute cr^(x) by regarding the conditional variance as a constant. In addition, by 
differentiating the fit p + 1 times with respect to x, a quadratic function (denoted by 
m 州(•)) in X is obtained 
,?+、(X) = (P +1)!«,., + (P + 2)!5,+2尤+>^^«州？. 
This function is then used to replace m^^ \ ) . Finally, for a given w(.)，there exists a 
specific function w。(.）such that w{x) = / { x ) w ^ ( x ) . Putting all together, //印，can be 
expressed as: 
「 〜2 , w T(2”3) 
a WQ{x)dx 
〜'=〔“⑷^‘小历”‘⑷”评。(,)/(；^>^ . 




And this leads to the Fan-Gijbels rule of thumb (denoted by h^) bandwidth selector: 
- nl/(2p+3) 
&1 fWf,(x)cic 
KoT = C、p(K) （3.24) 
1{"7+|(%,.)}2”。(义） 
• '=1 _ 
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As mentioned before, Epanechnikov kernel function is optimal in minimizing 
the variance of the estimators. Hence, it will be used for all local polynomial 
estimations in this thesis. The Epanechnikov kernel function is defined as 
火(")={音(1-"2)2’ • … （ 3 2 5 ) 
[ 0, otherwise. 
Similar to other kernel functions, Epanechnikov kernel function is a density 
function which assigns different weights to different observations: the more distant 





The movement of three different currencies against the US dollar ($) are studied 
in this thesis. The currencies include the Japanese yen, the Deutsche mark, and the 
British pound. As the floating exchange rate regime started in late 1973 after the 
breakdown of the Bretton Woods system, data prior to 1974 will not be used in 
estimation. On the other hand, it is obvious that economic fundamentals of both the 
home country (Japan, Germany or Britain) and the foreign country (United States) 
will have influences on the bilateral spot exchange rate. Therefore, data for Japan {J), 
Germany (G), Britain (B), and United States (U) at different frequencies (a: annual, q: 
quarterly and /;/: monthly) over the period of 1974 to 1998 are collected, for the 
following data series with appropriate transformation (excluding superscripts that 
represent country label): 
LERE {a, q, m): Logarithm of (end of period) US$ spot rate 
LGDP (a, cj) : Logarithm of gross domestic product (GDP), at constant 
(1990) prices, denominated in national currencies 
SAIP {fii): Seasonally adjusted index ofindustrial production 
(1990= 100) 
» 
IM {a, q, m)\ Logarithm of (end of period) nominal money stock, 
denominated in national currencies 
LSAM {a, q, m): Logarithm of seasonally adjusted (end of period) 
nominal money stock, denominated in national 
currencies 
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MMR {a, q, m): Money market rate (% per annum) 
CP: Consumer price index 
(1990 = 100 for Japan, Britain and United States) 
(1991 = 100 for Germany) 
INF (a, q, m): Inflation rate, calculated from CPI (% per annum) 
TB (a, q, w): Visible trade balance (US$ billion) 
CA {a, q)\ Current account (US$ billion) 
All data series are extracted from the IMF's International Financial Statistics 
(IFS) CD-ROM (Dec 98 version). Monthly SAIP is used as a proxy for monthly GDP. 
Monthly data on TB are not available for all countries, they are calculated based on 
the visible trade balance. 
Since each country has its own definition of Money, to facilitate comparison, 
only the Momy series defined by the IMF will be used in this thesis. The IMF-defwed 
Momy can be treated as a proxy for monetary base or high-powered money. 
However, this series is not available for Britain. As a result, another series known as 
“Momy plus Quasi-Money” is collected to represent British money stock. Note that 
the monthly data for Momy plus Qmsi-Momy series are not available, they are only 
available on annual and quarterly basis (without seasonal adjustment). 
Other data problem includes the missing data for earlier periods. For instance, 
data on Japan's TB and CA are not available prior to 1977. 
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Throughout the study, an exchange rate is defined as the domestic price of 
foreign currency (e.g. Yen per US$). Hence, an increase in the exchange rate 
represents depreciation of the domestic currency. Since the number of variables 
involved in the model estimation is large, some variables are combined to avoid using 
excessive amount of regressors in the estimation. The combined variables are defined 
as follows (/• = J, G, B): 
Rpi = CP'+CpU 
RGDP ‘ = LGDP ‘ 一 LGDP “ 
RSAIP' = SAIP' 4- SAIpU 
7 ^ ' = L M ' - Z A / " 
RSAM' = LSAM' - LSAM^ 
RINF'=INF'^INF^ 
RI'=-MMR'-MMR^ 
RRI ‘ = {MMR ‘ - INF') - {MMR “ - INF ") 
Obviously, these variables capture the relative movements in price level, 
national income, money stock, inflation, nominal interest rate as well as real interest 
rate of the home country to the foreign country which are considered influential in the 





As mentioned in Chapter One, parametric modeling in this thesis focuses on 
discovering long-run relationship between spot exchange rates and various economic 
variables, i.e. cointegration analysis. Unit-root tests are required before proceeding to 
the two cointegration test procedures, namely, the Engle-Granger (1987) residual-
based method, and Johansen's (1988, 1991) maximum likelihood approach. Two unit-
root tests (ADF and PP tests) are performed for annual and quarterly series. In 
addition, the more powerful DF-GLS test (see Chapter Three) proposed by Elliott, 
Rothenberg and Stock - ERS (1996) is also performed for annual series. Note that 
when different unit-root tests yield inconsistent results for a series, the sample 
autocorrelations for that series will be investigated to aid decision.' 
On the other hand, it is also important to consider any structural change in the 
spot rates. Therefore, Zivot-Andrews (1992) test for structural break is performed for 
the annual and quarterly LERE' (/• = J, G, B) series. The test results will suggest 
appropriate dummy variables which should be considered in the model estimation. 
After knowing the nature of all series, cointegration analysis is performed. First 
I 
of all, the Engle-Granger (1987) two-step procedure is used. They argue that if a set 
of /(1) variables has a stationary linear combination, these variables are said to be 
cointegrated. Their cointegration test involves two steps: (1) estimate the long-run 
‘Practically, the sample autocorrelations of a nonstationary series will die out slowly. 
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equilibrium relationship by ordinary least squares (OLS); (2) test whether the OLS 
residual is stationary or not. I f stationary, the null hypothesis of no cointegration can 
be rejected and the residuals can be used to estimate the error-correction model. 
According to Engle and Granger (1987), the most preferred unit-root test for residuals 
is the conventional ADF test. Here, the PP test is also used for comparison. Note that 
the critical values for this residual-based test are different from those used in normal 
ADF and PP tests. The above OLS residual is just an estimate of the true error of the 
long-run equilibrium relationship. As the residual variance is made as small as 
possible by the OLS procedure, the unit-root test will be biased towards finding a 
stationary error process. As a result, the appropriate critical values produced by 
Mackinnon (1991) are much larger in absolute value to reflect this fact. 
For each country, the Engle-Granger procedure is applied to various 
combinations of /(1) variables, including any dummy variable as suggested by the ZA 
test. LERE is treated as the dependent variable in all long-run equilibrium regressions. 
For each combination, the corresponding error-correction model is estimated if any of 
the unit-root tests (ADF and PP) for residuals rejects the null hypothesis of no 
cointegration. 
Although the Engle-Granger procedure is easily implemented, it does have 
several important defects. Firstly, their cointegration test is sensitive to the choice of 
the variable selected for normalization (the left-hand side variable) in finite samples. 
Secondly, the method has no systematic procedure for the separate estimation of the 
multiple cointegrating vectors. Lastly, the method is not well designed for dealing 
with situations which involves variables with different orders of integration. 
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Therefore, Johansen's (1988, 1991) maximum likelihood procedure is also employed 
for cointegration analysis in this thesis. Indeed, the Johansen procedure is nothing 
more than a multivariate generalization of the Dickey-Fuller test (Enders, 1995; p. 
386). Note that, however, the Johansen procedure is not appropriate for the current set 
of annual data due to the small sample size. 
Johansen (1988，1991) propose two cointegration test statistics. The first one, 
known as maximal eigenvalue statistic, tests the null hypothesis that the number of 
distinct cointegrating vectors is r against the alternative of r + 1 cointegrating vectors, 
r = 1，2, ..., // — 1，where n is the number of variables included in cointegrating 
vectors. The second one, known as tmce statistic, tests the null hypothesis that the 
number ofcointegrating vectors is less than or equal to r against a general alternative. 
Again, the Johansen procedure is applied to various combinations of variables 
for each country. The variables included in the cointegrating vector are required to 
have same order ofintegration. For each combination, the order of unrestricted vector 
autoregressive (VAR) representation is first chosen by AIC. And then, the two 
cointegration tests (maximal eigenvalue and trace tests) are performed. I f either or 
both of them suggest the existence of long-run relationship, the corresponding vector 
error-correction model (VECM) will be estimated. 
Apart from the above two procedures for testing cointegration, the ARDL 
procedure proposed by Pesaran, Shin and Smith (1996a) and Pesaran & Shin (1999) is 
also used. The details of this procedure have been presented in Chapter Three. In 
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brief, this procedure allows the inclusion ofboth integrated and stationary variables in 
the long-run relationship. 
In this thesis, dummy variables which captures structural change wil l be 
included in the cointegrating vector only under the Engle-Granger procedure. The 
other two approaches treat these dummies as exogenous and exclude them from the 
long-run equilibrium relationship. 
Finally, all estimated error-correction models wil l be used to produce static one-
step-ahead out-of-sample forecasts for both the return and level of the spot rates. 
Indeed, forecast accuracy (in terms of root mean squared error) is one of the criteria 
used in selecting appropriate models of exchange rate determination. 
Empirical Findings 
Japan 
Table 4 shows the unit-root test results for all Japanese series. For annual series, 
only IUNF\ Rl\ and RRI^ seem to be stationary, i.e. /(0), while all others are /(1). 
For quarterly series, only RINF^ and RRI」are stationary. 
Figures 1 and 2 plot the YenAJS$ spot rate on annual and quarterly basis, 
respectively. The two figures suggest a potential structural change during the mid-
j 
1980s. This first-sight perception is consistent to the ZA test results presented in 
Table 5. In brief, the ZA test suggests a level-break at 1986 for the annual LERE^ but 
level as well as trend breaks at the first quarter of 1985 for the quarterly LERE^. Note 
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that none of the tests for LERE」indicates the rejection of a unit-root. Therefore, the 
results of previous unit-root tests remain unaffected with the one-break model. 
Table 6 presents five models for the annual Yen/US$ spot rate. Models JAl-JA3 
are error-correction models obtained by applying the EngIe-Granger two-step 
procedure. The corresponding cointegration test results are shown in Table 7. The 
three cointegrating vectors suggest that LERE」is negatively related to RM\ RSAM^, 
TB \ and CA ^ in the long-run. A higher monetary growth in Japan makes people 
believe that Japan is adopting a looser monetary policy than United States. Standard 
economic theories generally predict a weaker Yen since a looser monetary policy wil l 
cause a lower expected interest rate and a higher expected inflation rate. The results 
therefore seem to be invalid. Note that, however, the Engle-Granger approach only 
considers contemporaneous relationship between variables over time. Since economic 
data are always released in a lag ranging from a few weeks to several months, people 
cannot revise their expectations immediately according to changes in economic 
condition. Therefore, it is not surprising to observe a negative contemporaneous 
relationship between LERE』and RSAM^. On the other hand, a higher TB^ and CA」 
means a higher demand for the Yen in international trade. So the Yen appreciates and 
LERE」goes down. 
Models JA4 and JA5 are estimated by the ARDL procedure. Now the estimated 
t 
long-run coefficients suggest that LERE^ is positively related to RGDP^ and RSAM\ 
but negatively related to Rl\ TB\ and CA ^ in the long-run. ln fact, the two models 
still suggest a negative contemporaneous relation between LERE」and RSAM」as done 
by Models JA2 and JA3. However, as the ARDL procedure also considers the effect 
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of lagged variables in the long-run, the strong positive relation between LERE^ and 
RSAMi^ overwhelms the negative contemporaneous relation in determining the sign 
of the corresponding long-run coefficient. This situation also applies to RGDP」， 
where a higher economic growth will induce people to expect a higher inflation rate 
and a possible deterioration of trade balance due to greater demand for imports, and 
hence the Yen eventually depreciates despite the initial appreciation. 
Table 8，on the other hand, presents four models for the quarterly YenAJS$ spot 
rate. A level dummy ZH/86Q4，which is identified by the ZA test, is used here since it 
can help to construct better models. Models JQ1 and JQ2 are error-correction models 
obtained by using the Engle-Granger procedure. Again, the corresponding 
cointegration test results are shown in Table 7. The two cointegrating vectors suggest 
that LERRJ is negatively related to RSAM^ and TB: Models JQ3 and JQ4 are 
estimated by the ARDL procedure. The long-run coefficients suggest that LERE^ is 
positively related to RM^, but negatively related to RI^ and TB」. The results are 
similar to those obtained from annual models. Note that the Johansen procedure fails 
to produce satisfactory model for this set of data. 
All of the above nine models have well-behaved error-correction mechanism, 
i.e. coefficients associated with error-correction terms are less than one in absolute 
value and statistically significant. Table 9 presents various summary statistics 
associated with these models, while Table 10 shows their static one-step-ahead out-of-
sample forecasts. Regardless of data frequency, models with the best in-sample 
prediction performance' (measured by & ) always have the poorest out-of-sample 
forecasting accuracy such as Models JA4 and JQ3. On the contrary, models with poor 
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in-sample fit wil l perform very well in out-of-sample forecasts such as Models JA2 
and JQ1. Figures 3 and 4 plot the fitted ALERE^ (along with actual values) for the 
best-fit annual and quarterly models, respectively. 
Germany 
Table 11 shows the unit-root test results for all German series. For annual series, 
RINF^' and RRI。are shown to be stationary. The ADF and the DF-GLS tests suggest 
that LERE。\^ stationary, while the PP test does not. All other series are /(1), except 
RI)G, which is shown to be /(2). For quarterly series, only CA。seem to be stationary. 
Al l other series are nonstationary. 
Figures 5 and 6 plot the MarkAJS$ spot rate on annual and quarterly basis 
respectively. The MarkAJS$ spot rate fell in the second half of the 1970s, but started 
to rise in early 1980s. It reached the peak around 1984-85 and fell sharply in the 
following three years. Thereafter, the spot rate moved in a rather stable manner. The 
^ 
ZA test (see Table 5) suggests level and trend breaks at 1979 for the annual LERE \ 
广 
and same breaks at the second quarter of 1985 for the quarterly LERE . Note that 
广 
none of the tests for LERE ^ indicates the rejection of a unit-root. Therefore, both 
annual and quarterly LERE(，are treated as /(1) in the following analysis. 
Table 12 presents three models for the annual MarkAJS$ spot rate, namely, 
Models GAl-GA3. All of them are error-correction models obtained by applying the 
Engle-Granger procedure. A level dummy D[/88, which is identified by the ZA test, 
is used in model estimation since it can help to construct better models. The 
corresponding cointegration test results are shown in Table 7. The three cointegrating 
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vectors suggest that LERE^ is negatively related to RGDP ^, RM。, RSAM。’ and 
C4G in the long-run. The results are quite similar to those obtained for the annual 
YenAJS$ spot rate. Nevertheless, the three models have similar error-correction 
mechanism, as measured by the magnitude of the speed of adjustment coefficients 
associated with the error-correction terms. On the other hand, no long-run relationship 
between the spot rate and other variables is found by applying the ARDL procedure. 
In spite of its success in constructing annual models, the Engle-Granger 
procedure cannot produce any quarterly model for the MarkAJS$ spot rate. The 
Johansen's procedure is then employed and the test results are shown in Table 13. For 
the first set of variables, the maximal eigenvalue test statistics give ambiguous results, 
while the trace statistics suggest a single cointegrating vector at the 5 percent 
significance level. However, as Cheung and Lai (1993) suggest, the trace test shows 
more robustness to both skewness and excess kurtosis in innovations than the 
maximal eigenvalue test. The trace test is therefore preferred to the maximal 
eigenvalue test once disagreement occurs between them. As a result, a single 
cointegrating vector is estimated for this set of variables. On the other hand, the two 
statistics give consistent results for the second set of variables, both suggesting a 
single cointegrating vector. 
The two corresponding VECM (Models GQ1 and GQ2) are shown in Table 14. 
4 
Both of them have significant and stable speed of adjustment coefficients. The two 
cointegrating vectors suggest that LERE^ is positively related to RINF^, but 
negatively related to RM。, Rj。’ and RRI^ in the long-run. 
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The remaining model (Model GQ3) in Table 14 is obtained by applying the 
ARDL procedure. The long-run coefficients suggest that LERE。is negatively related 
to RGDpC', RIU^, and TB^. Therefore, the two approaches give consistent results for 
this set of data. 
Table 15 presents various summary statistics of the six models for the 
Mark/US$ spot rate, while Table 16 shows their static out-of-sample forecasts. Again, 
models with the best in-sample fit perform badly in out-of-sample forecasts (Models 
GA1 and GQ2), and vice versa. Figures 7 and 8 plot the fitted MERE^ (along with 
actual values) for the best-fit annual and quarterly models respectively. 
Britain 
Table 17 shows the unit-root test results for all British series. The annual 
LERE^ is /(1) under the ADF and the DF-GLS tests, but stationary under the PP test. 
Al l other annual series, except RINF^ and RI^, are nonstationary. On the other hand, 
all quarterly series, except RI^, are regarded as /(1). 
Figures 9 and 10 plot the PoundAJS$ spot rate on annual and quarterly basis 
respectively. The PoundAJS$ spot rate moved in a similar way as the MarkAJS$ spot 
rate over the sample period, both have their peaks occur around 1984-85. The ZA test 
suggests level and trend breaks at 1989 (1989Q4) for annual (quarterly) LERE^ (see 
* 
Table 5). Note that the unit-root null for the annual LERE^ is rejected by the ZA test, 
which is consistent to the result of PP test. However, the level and trend breaks in 
1989 suggested by the ZA test for the annual LERE^ are not very convincing as 
indicated by Figure 9. Also, the evidence from sample autocorrelations suggests the 
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possibility of nonstationarity. As a result, annual LERE^ is treated as /(1) in the 
following analysis. 
In fact, the dummy variables used in the model estimation are different from 
those suggested by the ZA test. Table 18 presents three error-correction models 
(Models BAl -BA3) estimated by the Engle-Granger procedure for the annual 
Pound/US$ spot rate. The corresponding cointegration test results are shown in Table 
7. A dummy variable ZX/81 is found very useful in model estimation. The three 
estimated cointegrating vectors (all with DUSl present) suggest that LERE^ is 
positively related to RP\ but negatively related to RGDP^ and RMPQM^ in the 
j ^ 
long-run. The results are similar to those obtained for LERE and LERE . However, 
the ARDL procedure fails to produce satisfactory model for this set of data. 
Table 19，on the other hand, presents a quarterly model for the PoundAJS$ spot 
rate (Model BQ1). This model is obtained based on the test results of the Johansen 
procedure which are shown in Table 13. Both the maximal eigenvalue and the trace 
tests suggest a single cointegrating vector. Note that again a dummy DL^81Q1 is used 
in model estimation. Apart from ZX/81Q1，a stationary variable R1^ is included in 
estimating the cointegrating vector and the corresponding VECM. The result suggests 
that LERE^ is negatively related to CA ^ in the long-run. In the short-run, MERE^, 
i.e. quarterly change in logarithm of the Pound/US$ sppt rate, is negatively related to 
• B 
nominal interest rate differentials between Britain and United States, i.e. RI . 
Table 20 presents various summary statistics of the four British models, and the 
corresponding out-of-sample forecasts are shown in Table 21. The fit for three annual 
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models follows the pattern found in results for Japan and Germany, i.e. the in-sample 
fit for the three annual models is negatively related to their out-of-sample forecasting 
performance. Figures 11 and 12 plot the fitted MERE^ (along with actual values) for 





As mentioned before, the estimation technique used in this thesis for 
nonparametric modeling is the local polynomial fitting. This technique is easily 
implemented, but several steps are required before the estimation for time series data 
begins. 
First of all, unit-root tests must be performed for all series involved. As Diebold 
and Nason (1990) point out, it is better to use stationary variables in nonparametric 
regression to avoid some theoretical problems associated with estimation of 
nonstationary nonparametric regressions. Indeed, if the variables used do not have 
constant means (e.g. increasing or decreasing over time), it is difficult to extrapolate 
the in-sample results to produce meaningful out-of-sample forecasts. This problem is 
particularly serious when out-sample values of the explanatory variable locate outside 
its sample domain. In this case, out-of-sample prediction is impossible. 
However, it is not necessary to detect any structural change in the spot rates 
before proceeding to nonparametric estimation. It is because local polynomial fitting 
will adapt to the data structure automatically. Also, the effect of structural break on 
j 
high frequency monthly data is less severe than on annual and quarterly data. As 
shown in Chapter Five, the ZA test was not performed for monthly LERE' (/ = J, G, 
Bl . 
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On the other hand, it is better to remove outliers from the estimation. An 
observation is classified as an outlier i f i t takes extreme value in either the dependent 
variable or the explanatory variable, or both. Therefore, outliers can be easily detected 
by sorting the observations according to the dependent or explanatory variable. 
Although outliers only constitute a small part for the whole sample, they will exercise 
serious distortion on estimation results. Moreover, out-of-sample forecast accuracy 
will be adversely affected by the presence of outliers. Therefore, all local polynomial 
regressions in this thesis are performed with all outliers excluded. 
As mentioned in Chapter Three, the Fan-Gijbels (1995b) rule of thumb 
bandwidth represented by equation (3.24) will be used for all local polynomial 
regressions in this thesis. Both local linear {p = 1) and local cubic {p = 3) regressions, 
with the Epanechnikov kernel function, will be tried. The number of gridpoints, i.e. 
points ofevaluation, is set to 1,000. As a result, each local polynomial regression will 
produce 1,000 fitted values over the sample domain of the independent variable. 
These fitted values will be used to produce out-of-sample forecasts. 
The main goal of nonparametric modeling in this thesis is to compare the 
forecast accuracy (both in-sample and out-of-sample) of local polynomial regressions 
with that of the benchmark model, i.e. the random walk. Note that only univariate 
local polynomial regressions have been carried out since the multivariate counterparts 
require a much larger sample size and a time-consuming computation procedure. 
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Empirical Findings 
The two unit-root tests (ADF and PP) yield inconsistent results for many of the 
monthly series, i.e. stationarity is suggested by one test but not the other (see Tables 
4，11, and 17). Therefore, all local polynomial regressions are performed using first-
differences ofvariables to avoid possible nonstationarity encountered. 
The results for the Japanese yen, the Deutsche mark, and the British pound are 
shown in Tables 22-24. The statistic used to compare forecasting performance is the 
Theil's U statistic, defined as the ratio of root mean squared errors (RMSE) of each 
local polynomial regression to that of the random walk. Therefore, a lower Theil's U 
implies better forecasting performance of local polynomial regression against the 
random walk. 
The results suggest that local polynomial regression is able to beat the random 
walk in in-sample prediction for both the return and level of spot rates. Only one 
exception is found in the level prediction produced by the local polynomial 
regressions o^MERE^ on m N F \ Note that this finding is independent ofthe order 
of polynomial (/;) used. As noted before, the choice of p involves a tradeoff between 
modeling bias and variance, which are both components ofRMSE. Therefore, p does 
not affect the Theil's U statistic in a systematic way. In fact, the results show little 
effect o fp on the model performance. 
4 
The results for out-of-sample forecasts, on the other hand, are less clear. For the 
Japanese yen, only one model (out of seven) shows improvement over the random 
walk in out-of-sample forecasts for both the return and level of the YenAJS$ spot rate. 
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For the Deutsche mark, only four of the seven models beat the random walk. Note 
that the model with tJ^。performs better than the random walk only whenp= 1. For 
the British pound, only three ofthe six models show improvement. Again, p does not 





Several previous studies have suggested the lack of cointegration between spot 
exchange rate and various economic fundamentals. One example is the study by 
Baillie and Selover (1987). They employ the Engle-Granger two-step procedure to 
test for cointegration and construct monetary models for five monthly nominal 
exchange rates. Since no cointegration is found, they argue that it is not worthwhile to 
forecast from the monetary model and its main variants. 
In contrast, cointegration analysis in this thesis suggest the existence of long-run 
relationships between spot exchange rate and various macroeconomic variables in the 
post Bretton Woods era. Apart from the Engle-Granger method, the Johansen's 
maximum likelihood procedure and the ARDL-based procedure are also used for 
testing cointegration. Results for the three studied spot rates (the Japanese yen, 
Deutsche mark, and British pound) are quite similar, and the estimated long-run 
equilibrium relationships are consistent with what economic theories imply. Indeed, 
the Engle-Granger procedure is particularly useful for finding cointegration in annual 
data, while the Johansen procedure and the ARDL procedure can accommodate to 
variables with different orders ofintegration. Note that dummy variables suggested by 
the ZA test are usually helpful in estimating the long-run relationships. 
t 
The corresponding error-correction models are also estimated. The estimation 
results from models using annual and quarterly data, instead of the commonly used 
monthly data, suggest that temporal aggregation can help to improve in-sample 
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prediction performance. Moreover, some of these models are able to produce out-of-
sample forecasts which can capture the ups and downs of spot rates in the post-sample 
period. Therefore, this study lends support to the fundamental approach of exchange 
rate determination, i.e. the movement of spot exchange rates can be explained by 
movements in various economic fundamentals. 
On the other hand, nonparametric estimation technique is proved to be useful in 
modeling high frequency monthly spot rate data. The results suggest that local 
polynomial fitting, even with its simplest version (local linear regression using mle of 
thumb bandwidth), can generally attain higher in-sample forecasting accuracy than 
the random walk. There is also some evidence indicating better out-of-sample 
forecasting performance by the local polynomial fitting. However, the results are less 
certain and would depend on the kind of spot rate and explanatory variable involved. 
More confirming results may be obtained by extending the local polynomial 
estimation to a multivariate setting. However, this requires a much larger data set. 
Although weekly or daily exchange rate data can be easily obtained, data on many 
explanatory variables are not available in such a high frequency. As a result, it is 
impossible to perform multivariate local polynomial regressions in this thesis. 




Table 1. Comparison ofiMinimax Efficiency among Linear Estimators 
Kernel Function Local Linear Gasser- Muller Nadaraya-Watson 
~""Epamchmkov m 66.67 0 
Gaussian 95.12 63.41 0 
Uniform 92.95 61.97 0 
Source: Fan and Gijbels (1996), p 86. 
Table 2. MISE's from Different Kernel Functions 
Kernel Function y Form Asymptotic MISE 
Epanechnikov 1 | ( l - w ^ ) + 1 
Biweighi 2 ^ ( l — w ' ) : 1.0061 
Thweighi 3 g( l -"2)3+ 1.0135 
Gaussian oo (V^ ) " ' exp(-wV2) 1.0513 
Uniform 0 女 1.0758 
Source; SimonofT (1996), p 44. 
Table 3. The Constants C” (K) for Different v, p and Kernel Function K 
V p Gaussian Uniform Epanechnikov Biweight Triweight 
~ " 0 i o m L3M r7T9 2 ! 0 ^ 2 j T 2 ~ ~ 
0 3 1.161 2.813 3.243 , 3.633 3.987 
1 2 0.884 1.963 2.275 2.586 2.869 
2 3 1.006 2.604 2.893 3.208 3.503 




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 5. Results o fZA Unit-Root Test Results (for One Break) 
Anrmal Quarterly 
Model /-stat k breakpoint /-stat k breakpoint 
LERE' 
A -3.791 1 1986 -3.382 4 1986Q4 
B -2.871 1 1996 -3.017 4 1996Q1 
C -3.579 2 1989 -3.470 4 1985Q1 
LERE^ 
A -3.797 1 1988 -3.826 4 1980Q2 
B -3.401 4 1976 -3.650 4 1983Q2 
C -4.029 4 1979 -4.668 4 1985Q2 
LERE^ 
A -5.581* 3 1989 -4.649 8 1981Q1 
B -4.334 3 1986 -4.561* 8 1984Q3 
C -5.846* 3 1989 -4.657 8 1989Q4 
Notes: 
The three models are represented by equations (3.3) - (3.5). Figures shown are the minimum 
/-statistic within each model. The 5 percent critical values for the three models are ~4.80，"4.42， 
and -5.08, respectively. An asterisk (*) indicates significance. 
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Table 14. Quarterly Models for the MarkAJS$ Spot Rate 
~ E s t i m a t i o n period: 1978 - 1995 “ 
~~~Model JA1 ~~"“ 
MERE^ = 一 0.00575 一 0.00309 ATB'-0.3260 ADi786 - 0.8678 ECJAl.、 
(-0.234) (-2.072) (-3.268) (-3.076) 
EaAl =LERE'-5.4Sl3 + 0.00351 TB'+0.3U4DU^6 
Model JA2 
A/.F.RF^ = - 0.02565 - 0.00335 ATB^- 0.5683 EaA2., 
(-0.929) (-1.983) (-2.686) 
ECJA2=LERE^-4.S4l8 + 0.3634m^+ 0.00696 TB^ 
~ " M o d e l JA3 ~ ‘ “ 
ALBRE^ = - 0.00919 - 0.00260 ACA^ - 0.3603 AD(786 - 0.9037 £0//13., 
(-0.376) (-2.126) (-3.402) (-3.167) 
ECm = LEREJ-4.9569 + 0.2527RSAM' + 0.00358 CA^+ 0.3664 DL/86 
~ ~ M o d e l JA4 ~ “ 
T(LERE'/RGDP\RSAM\ RJ', TB') = 6.601 
90% C.V. bound = (2.425, 3.574) 95% C.V. bound = (2.850,4.049) 
LERE'=^.3256 + 0.5013 LEREi, -QAmRGDP'+2.m9 RGDP」、-O.imRSAM' 
(4.911) (3.201) (-0.394) (1.649) (-1.562) 
+ 1.4768 RSAM!x -0.m9RI^-0.002^TB^ 
(2.102) (-2.955) (-1.272) 
Error-Correction Representation: 
M.F.RR^ = 一 0.4886 ^RGDP^ - 0.7800 RSAM' - 0.0409 ARl' 一 0.0028 A7B^ - 0.4927 EUAA.^ 
• (-0.394) (-1.562) (-2.955) (-1.272) (-3.109) 
ECJA4=LERE^- 16.8967-3.3128/?GDP^- 1.4141 RSAM^ + 0.08308RI^ + 0.00577 TB^ 
""^Modcl JA5 ~ 
T{LERE^ / RGDP: RSAM~\ Rl\ CA^) = 6.946 
90% C.V. bound = (2.425, 3.574) 95% C.V. bound = (2.850，4.049) 
LERE^=l.ei5A + Q.55Al LERE^ -0A925RGDP^+ 1.9531 RGDP」、-Q.9424RSAM^ 
(4.269) (4.017) (-0.383) (1.595) (-L906) 
+ 1,6854 RSAM^ -0.0446K/^-0.0021 CA' • 
(2.778) (-3.590) (-1.208) ‘ 
Error-Correction Representation; 
AI.F.RF/ = - 0 4925 ARGDP^ - 0.9424 ^RSAM^ - 0.0446 ART^-0.0021 ACA^ -0.4453 fC/^5., 
(-0.383) (-1.906) (-3.590) (-1.208) (-3.225) 
ECJAS =LERE^- 17.1252-3.2802 RGDP^- 1.6686 RSAJ^I^ + 0.10023 RI^ + 0.00472 CA' 
Notes: 
D " 8 6 is a dummy variable which Likes a value of 1 for t > 1986, and 0 otherwise. Variable addition and deletion are 



















































































































































































































































































































































































Table 14. Quarterly Models for the MarkAJS$ Spot Rate 
~Estimation period: 1978 - 1995 
^"Model JQ1 — 
AL£7?£^ = -0.00483 + 0.1530 MERE:、+ 0.02384 dd^REU +0.1530 6LERE^^ + 0.2604 M^REt, 
(-0.670) (1.246) (0.190) (1.274) (2.169) 
-0.00630Ara^ + 0.00087 t^TB:、+0.00012 么顶-』：+ 0.00244 l^TB:、+ 0.00759 ^TB^ 
(-2.291) (0.295) (0.045) (0.867) (2.421) 
-0.2687 EaO\.^ 
(-3.270) 
EaQ\ =LERE^- 5.5168 + 0.0142 TB^ + 0.3423D(786Q4 
~~Model JQ2 
^LERE^ = -0.mn + 0A596 ALERE:、+ 0.03974 6LEREii +0.1783 MERE：^、+0.3212 M.ERE：!, 
(-0.698) (1.288) (0.309) (1.446) (2.545) 
+ 0.3856 ^RSAM^ +0.3736 ARS/LW^ -0.00625 ArS^ + 0.00356 AIB.^, 
(1.317) (1.330) (-2.068) (1.089) 
+ 0.00143 A7B.^ 2 +0.00327 A H ^ +0.00830 ^TBf, -0.3245fC/Q2., 
(0.499) (1.143) (2.455) (-3.553) 
ECJQ2 =LERE^-4.3324 + 0.6343RSAM^+ 0.020l TB^ + 0.2242Dm6Q4 
~~~Model JQ3 “ 
Y{LERE'/RI^,TB') = 6.025 
90% C.V. bound = (3.182,4.126) 95% C.V. bound = (3.793,4.855) 
LERE^=0.1l53 + 0.%652 LEREi^ -0.00697RT^-0.00334ra" 
(3.028) (20.66) (-2.462) (-2.578) 
Error-Correction Representation: 
MERE』=一 0.00697 •』-0.00334 ATB^- 0.1348 EUQ3.i 
., (-2.462) (-2.578) (-3.220) 
EUQ3 = LERE^- 5.3055 + 0.05168 RI^ + 0.02478 TB』 
~~Model JQ4 
¥{LERE^/RMi Rl\ TB^) = 3.999 
90% C.V. bound = (2.711, 3.800) 95% C.V. bound = (3.219，4.378) 
LS^"=0.8117 + 0.8814 LEREi^ + 0.09993 BM^ - 0.00673 R1^ - 0.00217 TB'' 
(2.989) (18.54) (0.728) (-2.357) (-1.053) 
Error-Correction Representation: , 
tsLERE^ = 0.09993 mA) - 0.00673 m^ - 0.00217 dJB ^  - 0.1186 fCyg4., 
(0.728) (-2.357) (-l.053) (-2.494) 
fC/Q4= LERE^- 6.8443 - 0.8426 RM^ + 0.05677 RI^ + 0.01833 TB』 
Notes: -
DUi6QA is a dummy variable which takes a value of 1 for f > 1986Q4, and 0 oUierwise. Variable addition and deletion are 

























































































































































































































































































































































































































































































































Year Actual TKi JA2 JA3 JA4 JA5 
1996 0.1205 0.2076 0.1381 0.1695 0.2746 0.2549 
1997 0.1136 0.0454 0.0224 -0.0032 0.2653 0.2515 
RMSE 0.0782 0.0656 0.0895 0.1530 0.1362 
ERE^ 
Forecasts 
Year Actual JAl JA2 JA3 JA4 JA5 
1996 116.00 126.55 118.06 121.83 135.33 132.69 
1997 129.95 121.39 118.63 115.63 151.24 149.17 




Period Actual J ^ J ^ J ^ J ^ 
1997Q1 0.0671 0.0169 0.0039 0.0489 0.0543 
1997Q2 -0.0810 -0.0446 -0.0539 0.0158 0.0289 
1997Q3 0.0561 0.0350 0.0314 0.0201 0.0330 
1997Q4 0.0714 0.0045 -0.0084 -0.0008 0.0255 
1998Q1 0.0160 -0.0130 -0.0370 0.0044 0.0260 
RMSE 0.0438 0.0538 0.0572 0.0547 
ERE' 
Forecasts 
Quarter Actual J ^ J ^ J ^ J ^ 
1997Q1 124.05 117.98 116.46 121.81 122.47 
1997Q2 114.40 118.64 117.54 126.03 127.69 
1997Q3 121.00 118.47 118.05 116.72 118.24 
1997Q4 129.95 121.54 119.99 120.90 124.13 
1998Q1 132.05 128.27 125.23 130.52 133.37 
RMSE 5.408 6.662 6.969 6.669 




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 12. Annual Models for the MarkAJS$ Spot Rate 
Estimation period: 1976 - 1995 
~~Model GA1 “ “ ' 
AL£/?£^ = -0.00467 + 0.7537 ALERE?、+ 0.5903 ^RSAM?、_ Q 2627 ADi788 - 0.6779 ECGA1., 
(-0.227) (4.316) (1.876) (-2.618) (4.683) 
ECGA\ =LERE^-fd.5m\ + 0.4261 RS/M^ + 0.00230 CA ^ + 0.2955 Dt/88 
~~Model GA2 — 
AL£/?£^ = -0.00741 +0.7622 ALERE?、+ 0.6777 A/?M° - 0.2590 AD088 - 0.6862 ECGA2.^ 
(-0.352) (4.240) (2.076) (-2.527) (4.517) 
ECGA2 = LERE^ + 0.1449 + 0.6401RGDP^ + 0.5825 RM^ + 0.00366 CA^ + 0.2260Dt/88 
~~Model GA3 ~~ 
AZ.£/?£^ = -0.00501 +0.7530 MERE: + 0.5985 ARSAA^ f^ ^ - 0.2602 AD(788 - 0.6763 ECGA3.^ 
(-0.237) (4.195) (1.853) (-2.530) (4492) 
ECGA3 = LERE^ + 0.0311 + 0.6493 RGDP。+ 0.4072 RSAM。+ 0.00338 CA° + 0.2649 Dt/88 
Notes: 
D f / 8 8 is a dummy variable which takes a value of 1 for t > 1988, and 0 othenvise. Variable addition and deletion are 
determinedjointly by /-ratios and AIC/SBC. Values in parentheses are f-ralios. 
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Table 13. Results of Johansen's Tests for Cointegration 
Model GQ1 (77Q1-96Q4) “ “ 
Order ofVAR = 6 
Variables included in the cointegrating vector: LERE^ R1^ Intercept 
/(0) variables included in the VAR; DUS5Q2 
Likelihood ratio test base on maximal eigenvalue 
^ ^ Alternative Statistic 95% C.V. 90% C.V. 
r = 0 r = 1 13.45 15.75 13.78 
r < 1 r = 2 9.13 9.09 7.56 
Likelihood ratio test base on trace 
5 ^ Alternative Statistic 95% C.V. 90% C.Y.~~ 
r = 0 r> 1 22.59 20.17 17.96 
r < l r = 2 9.13 9.09 7.56 
Model GQ2 (77Q1-96Q4) — 
Order ofVAR = 5 
Variables included in the cointegrating vector: LERE�RM^ RINF^ RJU�Intercept 
/(0) variables included in the VAR: DUS5Q2 
Likelihood ratio test base on maximal eigenvalue 
Null Alternative Statistic 95% C.V. 90% C.V. 
r = 0 r= 1 36.55 28.17 25.61 
r<l r = 2 15.49 21.89 19.80 
r<2 r = 3 6.26 15.75 13.78 
r < 3 r = 4 1.22 9.09 7.56 
Likelihood ratio test base on trace 
？ ^ Alternative Statistic 95% C.V. 90% C.V. 
^ = 0 r > 1 59.52 53.35 49.93 
r<l r> 2 22.97 35.07 32.09 
r<2 r> 3 7.48 20.17 17.96 
r<3 r> 4 1.22 9.09 7.56 
Model BQ1 (77Q1-96Q4) 
Order ofVAR= 12 
Variables included in the cointegrating vector: LERE^ CA�Intercept 
/(0) variables included in the VAR: RI^ D"81Q1 
Likelihood ratio test base on maximal eigenvalue 
Null Alternative Statistic 95% C.V. 90% C.V. 
r = 0 r= 1 28.03 15.75 13.78 
r< 1 r = 2 5.27 9.09 7.56 
j 
Likelihood ratio test base on trace 
^ ^ Alternative Statistic 95% C.V. 90% C.V. 
r = 0 r> i 33.30 20.17 17.96 
r < l r = 2 5.27 9.09 7.56 
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Table 14. Quarterly Models for the MarkAJS$ Spot Rate 
Estimation period: 1977Q1 - 1996Q4 ~~ 
~~~Model GQ1 “ “ 
AL£^^ = 0.08924 ALERE: -0.07653 M^RE^^ +0.2156 ALERE^ ^ + 0.2657 Ar.F.RF.^ ^ 
(0.805) (-0.706) (1.927) (2.321) 
-O.l3llALERE^^ + 0.00344 ARI?、- 0.00426 ARI?^ +0.01369 •% +0.00561 ARI^, 
( - 1 . 0 9 6 ) ( 0 . 5 8 8 ) ( - 0 . 7 3 1 ) ( 2 . 3 3 4 ) ( 0 . 9 9 7 ) 
+ O.OOOl6AR/f5 - 0.03414 DC/85Q2 - 0.1336 ECGQl., 
(0.028) (-3.001) (-3.110) 
ECGQl =LERE°-O.im + Q.02623RI^ 
~~~Model GQ2 — ~ 
MERE^ = 0Al96 ALERE^^ -0.03472 MERE% + 0.2574 dsLERE% + 0.3768 dJ^RE% 
(1.146) (-0.326) (2.472) (3.330) 
+ 0.1385 dJiiU% - 0.2762 m4%_ +0.1742 m4% +0.1679 dM4^i 
(0.727) (-1.415) (0.878) (0.872) 
+ 0.01698 mNFS\ -0.09085 _NF^ -0.01644 AR/M^ +0.05959 tsRINF?^ 
(0.496) (-2.622) (-0.462) (1.751) 
+ 0.00510 mU?、- 0.00340 MRI^^ +0.01157 MRI^^ +0.01009 ARRI?^  
(0.896) (-0.630) (2.156) (1.886) 
-0.08500 DmSQ2 - 0.2976 ECGQ2.^ 
(-5.088) H.899) 
ECGQ2=LERE^-0.l569 + 0.9426RM°-0.04593RINF^+0mmRRI° 
~~~Model G03 “ 
Y(LERE G / RGDP °, RRI^, TB ^ ) = 3.998 
., 90% C.V. bound = (2.711, 3.800) 95% C.V. bound = (3.219,4.378) 
LERE^ = 0.03052 + 0.m5 LERE% -0.19517?GZ)P^-0.01208m^-0.0100 TB。+0.00456 7Bf, 
(0.266) (13.00) (-1.127) (-3.405) (4.057) (1.744) 
Error-Correction Representation: 
ALER^G = _ 0.1951 ^ RGDP^ - 0.01208 ARRI^ - 0.0100 • 。 - 0.2115 ECGQ7> 
(-1.127) (-3.405) (A057) 
ECGQ7> = LERE°- 0.1443 + 0.9222 RGDP。+ 0.05711 RRI。+ 0.02570 TB^ 
Notes: 
D f / 8 5 Q 2 is a dummy variable which takes a value of 1 for t > 1985Q2, and 0 othenvise. Variable addition and deletion are 



































































































































































































































































































































































































Year Actual GAl GA2 G ^ 
1996 0.0812 0.0524 0.0578 0.0635 
1997 0.1420 0.0878 0.0872 0.1045 
RMSE 0.0434 0.0421 0.0294 
ERE^ 
Forecasts 
Year Actual 5X1 GA2 5X5 
1996 1.5548 1.5107 1.5188 1.5275 
1997 1.7921 1.6975 1.6965 1.7260 




Period Actual G ^ G ^ ^ 
1997Q1 0.0762 0.0272 -0.0275 0.0628 
1997Q2 0.0388 0.0113 -0.0273 -0.0261 
1997Q3 0.0122 -0.0059 -0.0765 -0.0014 
1997Q4 0.0150 0.0181 -0.0576 -0.0202 
1998Q1 0.0301 0.0173 -0.0723 0.0013 
1998Q2 -0.0208 -0.0080 -0.0936 -0.0532 
1998Q3 -0.0763 -0.0054 -0.0599 — 
RMSE 0.0355 0.1347 0.0358 
ERE^ 
Forecasts 
Quarter Actual ^ G ^ G ^ 
1997Q1 1.6778 1.5977 1.5127 1.6556 
1997Q2 1.7441 1.6969 1.6326 1.6347 
1997Q3 1.7655 1.7339 1.6157 1.7417 
1997Q4 1.7921 1.7977 1.6666 1.7301 
1998Q1 1.8468 1.8233 1.6671 1.7944 
1998Q2 1.8087 1.8321 1.6819 1.7512 
1998Q3 1.6759 1.7990 1.7035 — 
RMSE 0.0609 0.1347 0.0618 




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































T a b l e 14. Quarterly M o d e l s f o r t h e M a r k A J S $ S p o t R a t e 
Estimation period; 1976 - 1995 
~~~Model BA1 
MERE^ = 0.00016- 0.2891 MfPQM^ - 5.0395 ARGDP" + 2.0836 A/?GDP_^  + 0.4268 ADi781 
(0.005) (-1.596) (-3.171) (1.429) (3.146) 
-0.4916ECBAl.i 
(-2.034) 
ECBA\ =IJIRE^ + 6A25^ + Q.l6l2mPQM^ + 2.1024 RGDP^ - 0.3278 Dm\ 
~ ~ M o d e l BA2 
MERE^ = 0.03732 - 0.4672 ARMPQM^ +0.1956AD(/81 - 0.7632 ECBA2.i 
(1.271) (-2.422) (1.704) (-3.341) 
ECBA2 = LERE® + 1.6179 + 0.1848 mPQM^ - 0.4042 RP® - 0.3434 Dm 1 
~~~Model BA3 — 
^ERE^ = 0.03746 - 0.4482 dJ^iPQM^ + 0.2208 ADL^1 -0.7908 ECBA7,.^ 
(1.296) (-2.369) (I.934) (-3.467) 
ECBA3 = LERE^ + 1.1698 + 0.1403 BMPQM^ - 0.3851 Dm 1 
Noles: 
DUZ \ is a dummy variable which Ukes a value o f l f o r f > 1981, andO otherwise. Variable addition and deletion are 
determinedjointIy by f-ratios and AIC/SBC. Values in parentheses are Nratios. 
T a b l e 19. T h e Q u a r t e r l y M o d e l f o r the PoundAJS$ Spot Ra te 
Estimation period: 1977Q1 - 1996Q4 ~ 
~ ~ M o d e l BQ1 
td£RE^ = Q\.m\t^EREl^ -0.Q16l5ALERE:i + 0.08829 M£RE^^ +0.08780 ALERE^ ^ 
(2.027) (-0.229) (0.757) (0.772) 
-O.miALERE^^ +0.2461MERE^^ + 0.2659 tsLERE% +Q.U6^MERE% 
(-1.760) (2.149) (2.344) (1.175) 
+ Q.mStsLERE% - 0 . 0 4 2 6 9 A L E ; i E : ^ o +0.3158ALERE:、、+0.00103 ACAf^ 
(1.017) (-0.386) (2.855) (0.370) 
-0.00442 ACAfj -0.00307AC^fj -0.00869AC< -0.00132 ACAf^  +0.00244 A C < 
(-1.522) (-1.034) (-2.907) (-0.418) (0.790) 
-0.00157AC4_〜+ 0.00525 ACAfg +0.00013AC/L〜+ 0.00094 AC/4f,o +0.00418AC^f,, 
(-0.474) (1.659) (0.040) (0.280) (1.251) 
-0.00016 RI^ + 0.09882 DU81Q1 - 0.3141 ECBQ1 , 
(-1.966) (5.256) (>4.800) 
ECBQl = LERE" + 0.7691 + 0.00286 CA “ 
Notes: 
Dt /81Q1 is a dummy variable which iakes a value of 1 for t > 1985Q1, and 0 otherwise. Variable addition and deletion are 
determinedjointIy by f-ratios and AIC/SBC. Values in parentheses are /-ratios. 
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Table 20. Summary Statistics (Britain) 
A nmial Models The Quarterly Mode 1 
BA1 B ^ BA3 B ^ 
D V = ALERE^ D V = MERE^ 
~~]? 0.7035 0.5161 0.5309 0.5805 
a 0.0922 0.1103 0.1086 0.0444 
AIC 16.86 13.95 14.26 125.59 
SBC 13.87 11.96 12.27 95.81 
DW 1.8138 1.9332 1.9784 2.0618 
Durbin's h — --- — ---
LM(4) 4.623 7.570 7.009 4.307 
(^-value) (0.328) (0.109) (0.135) (0.366) 
LM(8) 6.299 10.76 11.91 7.227 
0-value) (0.614) (0.215) (0.155) (0.512) 
LM(12) — — — 18.56 
0^-value) (0.100) 
Notes: DV = Dependenl Variable 
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Year Actual BA l BA2 BA3 
1996 -0.0912 0.0277 -0.0595 -0.0601 
1997 0.0264 0.0277 0.0356 0.0388 
RMSE 0.0841 0.0234 0.0237 
ERE" 
Forecasts 
Year Actual BA l BA2 5X5 
1996 0.5889 0.6633 0.6079 0.6075 
1997 0.6047 0.6055 0.6103 0.6122 
RMSE 0.0526 0.0140 0.0142 
The Quarterly Model 
ALERE^ 
Forecasts 
Period Actual BQ1 
1997Q1 0.0413 0.0135 
1997Q2 -0.0207 -0.0233 
1997Q3 0.0306 0.0112 
1997Q4 -0.0249 -0.0161 
1998Q1 -0.0158 -0.0293 




Quarter Actual S ^ I 
1997Q1 0.6138 0.5970 
1997Q2 0.6012 0.5996 
1997Q3 0.6199 0.6080 
1997Q4 0.6047 0.6100 
1998Q1 0.5952 0.5872 
1998Q2 0.6014 0.6079 
RMSE 0.0097 
Notes: RMSE = Root Mean Squared Error ‘ 
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Table 23. Nonparametric Prediction Performance (Germany) 
m = MERE' “ - ~ 
Independent Variable 
• J /^RI' ARP' ATB' ARSAM^ ARSAIP' dJUNF' 
(283, 9) (281,9) (285,9) (282,9) (284, 8) (282,4) (281,9) 
Order of In-sample prediction for ALERE ^ 
polynomial 
P= 1 0.9860 0.9823 0.9888 0.9871 0.9566 0.9714 0.9878 
P = 3 0.9734 0.9787 0.9810 0.9834 0.9619 0.9698 0.9814 
In-sample prediction for ERE^ 
P = l 0.9786 0.9761 0.9860 0.9876 0.9637 0.9782 1.0076 
P = 3 0.9608 0.9754 0.9766 0.9853 0.9679 0.9765 1.0050 
Out-of-sample prediction for ALERE^ 
P=y 1.0297 1.0273 1.0319 1.0483 1.6225 0.8847 1.0811 
P = 3 1.0310 1.0211 1.0167 1.0315 1.4617 0.8828 1.2017 
Out-of-sample prediction for ERE^ 
P= 1 1.0268 1.0253 1.0271 1.0402 1.6007 0.6551 1.0794 
P = 3 1.0281 1.0189 1.0104 1.0235 1.4475 0.6534 1.1927 
Notes: 
Figures presented are Theil's U statistics. DV means Dependent Variable. All local polynomial 
regressions are performed using Uie Fan-Gijbels (1995b) rule ofthumb bandwidth over the period 
1974M2-1997M12 (excluding outliers). The out-of-sample predictions start from 1998M1. Brackets 




Table 23. Nonparametric Prediction Performance (Germany) 
D V = MERE G “ “~ 
Independent Variable 
A/^G |^pjG ^ G ^jj^G ^ ^ G ^sAlP ^ ARINF^ 
(279,9) (280,9) (279,9) (281,9) (281,9) (279,8) (272,9) 
Order of In-sample prediction for ALERE。 
polynomial 
~ ~ ' ^ 1 ~ ~ 0.9688 0.9660 0.9744 0.9940 0.9881 0.9558 0.9805 
P = 3 0.9623 0.9702 0.9592 0.9911 0.9877 0.9533 0.9785 
In-sample prediction for ERE。 
P = l 0.9718 0.9678 0.9678 0.9946 0.9872 0.9462 0.9827 
P = 3 0.9637 0.9721 0.9465 0.9916 0.9853 0.9433 0.9822 
Out-of-sample prediction for ALERE。.. 
P= 1 0.9655 0.9842 1.0117 0.9808 0.9697 1.1843 1.3688 
" = 3 0.9633 0.9783 1.0249 1.1245 0.9441 1.2340 1.3702 
Out-of-sample prediction for ERE ^ 
P= 1 0.9655 0.9849 1.0145 0.9795 0.9708 1.1862 1.3746 
P = 、 0.9633 0.9788 1.0280 1.1256 0.9451 1.2357 1.3780 
Notes: 
Figures presented are Tlieil's U statistics. DV means Dependent Variable. All local polynomial 
regressions are performed using the Fan-GijbeIs (1995b) rule oftliumb bandwidth over the period 
1974M2-1997M12 (excluding outliers). The out-of-sample predictions start from 1998M1. Brackets 
under independent variables show the number of observations used in estimation and out-of-sample 
” forecasts respectively. 
A 
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Table 23. Nonparametric Prediction Performance (Germany) 
J)W = MERE^ — 
Independent Variable 
^RjB ^RRjB tJRpB MB^ ^RSAlP^ MjfNF^ 
(274,9) (272,9) (277,9) (281,7) (277,7) (276,9) 
Order of In-sample prediction for ALERE ^ 
polynomial 
J ^ \ 0.9731 0.9718 0.9914 0.9850 0.9835 0.9990 
p = 3 0.9637 0.9639 0.9872 0.9789 0.9791 0.9962 
In-sample prediction for ERE ^ 
p = 1 0.9691 0.9725 0.9926 0.9832 0.9841 0.9984 
厂=3 0.9631 0.9677 0.9911 0.9773 0.9803 0.9941 
Out-of-sample prediction for ALERE^ 
P= 1 0.9890 0.9682 1.0237 1.0018 0.9469 1.0405 
P = ^ 0.9870 0.9704 1.0832 1.0077 0.9549 1.0273 
Out-of-sample prediction for ERE^ 
P = l 0.9885 0.9678 1.0236 1.0018 0.9477 1.0404 
P = : 0.9862 0.9697 1.0836 1.0076 0.9559 1.0270 
Notes: 
Figures presented are Tlieil's U statistics. DV means Dependent Variable. All local polynomial 
regressions are performed using the Fan-Gijbels (1995b) rule of tliumb bandwidth over the 
period 1974M2-1997Ml2 (excluding outliers). The out-of-sample predictions start from 1998M1. 
Brackets mider independent variables show the number of observations used in estimation and 
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