This paper describes a management paradigm to give effect to autonomic activation, monitoring and control of services or products in the future converged telecommunications networks. It suggests an architecture that places the various managementfunctions into a structure that can then be used to select thosefunctions which may yield to autonomic management, as well as guiding the design of the algorithms. The validation ofthis architecture, with particularfocus on service configuration, is done via a genetic algorithm Population Based Incremental Learning (PBIL). Even with this centralized adaptation strategy, the simulation results show that the proposed architecture and benchmark can be applied to this constrained benchmark, produces effective convergenceperformance in terms offinding nearly optimal configurations under multiple constraints.
Introduction
The management of current telecommunication networks involves a strong reliance on expert intervention from human operators. The centralized infrastructure in traditional network management systems forces the human operators to have wide ranging expertise on how to discover changes, configure services, recover from failures and alarms, and optimize managed resources to maximize QoS, etc. However, the increasing complexity the networks, the highly distributed nature of Network Elements (NEs) as well as the growing multidimensional inter-dependencies between NEs is beginning to indicate that network management is rapidly reaching the point where manual/automatic systems will no longer suffice. Autonomic systems are essential. (By automatic we mean systems that react according to predefined rules. However, by Autonomic we mean systems that create their own adaptation strategies driven Shaowu He School of Software XiDian University Xi'an Shaanxi, CHINA by system objectives.) There is an urgent need to explore the distributed autonomic ways to manage future complex distributed electronic environments.
This paper describes a telecommunications management architecture that both acts as a reference to conventional systems and as a guiding structure to potential autonomic action in selected areas. It covers a number of essential functions: adaptive system objectives setting-up, information domains searching, end-to-end monitoring, service discovery, service selection, service composition, service provisioning or activation. This architecture is based on the TMF [1] entity-based 4 layer telecommunications management structure. It does not relate in any way to the ISO 7 layer communications model, except to note that physical message passing between the layers can be accomplished by electronic communications systems based on the 7 layer structure. In a way, it can be seen that the 7 layer structure is orthogonal to our management architecture [2] .
The remainder of the paper is organized as follows. Section 2 [3] .
We define autonomic communication for this purpose as follows: Distributed communication systems with the learning and adaptation capability to cope well with dynamic, uncertain and complex environments -that is, immediately adapt their strategies in accordance with high-level business objectives and rules in order to maximize service satisfaction within available services and managed resources.
A structure for autonomic behavior
The layered structure lends itself to the selected introduction ofAutonomic behavior related to specific functions. For example, the product setup process involves the allocation of specific services to specific product components. In a conventional system, this may be done by the system engineer as part of a system configuration process, according to a set of business and design rules. On the other hand, such a function could be done autonomically at operational time using autonomic adaptation strategies that may perhaps be econometric, or based on trust and reliability or even swarming behavior. An example we have described is the function of configuring MMS mailbox servers to specific customer MMS mailboxes in accordance with the SLA between customers and providers. We carry on this by introducing market force concepts to a number of selected agents residing in the Management Layer [4] where C can be regarded as the "terminal" of "concentrator" P; S is the "terminal" of "Concentrator" C; and R is the "terminal" of "Concentrator" 
Benchmarking structure and its cost model
This benchmark structure has a strong link with our architecture described in previous publications. Figure 1 depicts the constrained benchmark structure containing the object nodes as the instantiation from classes. Each node in this figure represents one managed element (including managed services and managed physical resources) in the four layer model. The edge weights a(i, j) between them denote the Effective Cost (EC) that the configuration process needed.
We describe it as a constrained structure. This candidate list as suggested similarly by Dorigo [6] 
How the AEs get the cost values via external environments or by coordination behaviors are not in the scope of this paper. We assume these information is provided in the local information center and is stored into hierarchical XML structure for our calculation purpose.
A PBIL implementation of the benchmark
The simulation model evaluates how the Population Based Incremental Learning (PBIL), as a special type of genetic algorithm (GA). can be adaptable to the dynamic environment with its "learning" (via probability vector) and adaptation strategy in order to fulfill our configuration task. PBIL searching strategy has been applied in many fields since initially being proposed by Baluja in the year 1995. In accordance with our architecture, we take email accounts configuration as a testing scenario.
The following shows the email configuration process with regards to our analysis in the previous section. We assume the same number of objects instantiated of each class. That is, To simplify the computational complexity in the simulation, we assume each class has only 4 instantiated objects with regards to different users' SLA. Therefore, the total number of objects is 52. The data used to calculate effective cost are derived from our university campus network based on monthly throughput. Figure 2 describes the algorithmic steps towards minimum cost calculation. The detailed illustration can be found in the following pseudocode presentation regarding 1) how to update probability vector, and 2) how to get the minimum cost value, etc.
Simulation Results
The paths discovered by the centralized PBIL algorithm formulate a best configuration solution on the basis of cost criteria described by the objective function. be necessarily included. A Java-based PBIL application for this configuration process is designed, and the simulation GUI is constructed. The path discovered by the PBIL algorithm is encoded in the probability vector in Figure 3 .
Our particular configuration problem requires (1) a 36-pair of binary string (=72 bits) to describe the edges between 52 nodes; (2) n (e.g., 100) trial sample vectors which are generated according to the Probability Vector (PV). After each generation, the PV will be adjusted incrementally to the effect that the best solution sets are to be enhanced and the bad solutions are to be diminished; (3) 500 loops of iterations which corresponding to the the number of generations. (Actually, 500 is larger than we require. Generally, 100 will suffice.) We noted that the discovered path strongly depends on the cost values. Figure 3 shows the performance test on PBIL adaptation strategy with regards to achieving minimum cost in terms of instantiating a service or a product. Around 100 iterations are sufficient to find a configuration path in a converged telecommunication network. The binary string of final probability vector indicates the subscript of network components in need of being involved into this configuration process given to the known system objectives.
Conclusion
The purpose of this paper is to describe a notional management structure that would lend itself to the selective introduction of autonomic behavior into those parts of the OSS where it would be appropriate. The validation of this architecture is done via one stochastic searching-based genetic algorithm -PBIL, which has been applied to service configuration issues by incorporating this notional management structure.
The main benefit of the model is that it clearly indicates: Figure 3 . Performance of PBIL adaptation strategy applied into minimum cost evaluation 1) How to position autonomic behavior and how to set it in the context with the OSS systems; 2) How it might be simulated and how it might be implemented in real applications
The simulation results show that this proposed architecture and benchmark issues can be well fitted into the autonomic communication networks in an ever-changing complex network environment as long as the eligible selflearning and adaptation strategy or corresponding algorithms are carefully designed and implemented. Although PBIL is essentially a centralized scheme, good performance is still achieved for the given configuration problem.
