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ON NON-ARCHIMEDEAN RECURRENCE EQUATIONS AND THEIR
APPLICATIONS
FARRUKH MUKHAMEDOV AND HASAN AKIN
Abstract. In the present paper we study stability of recurrence equations (which in particular
case contain a dynamics of rational functions) generated by contractive functions defined on
an arbitrary non-Archimedean algebra. Moreover, multirecurrence equations are considered.
We also investigate reverse recurrence equations which have application in the study of p-adic
Gibbs measures. Note that our results also provide the existence of unique solutions of nonlinear
functional equations as well.
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1. introduction
In this paper we deal with regulation properties of discrete dynamical systems defined over
non-archimedean algebars. Note that the interest in such systems and in the ways in which
they can be applied has been rapidly increasing during the last couple of decades (see, e.g.,
[3, 34]). An example of non-archimedean algebras is a field of p-adic numbers (see [8] for
more examples). We stress that applications of p-adic numbers in p-adic mathematical physics
[21, 37, 38], quantum mechanics and many others [1, 7, 15, 36] stimulated increasing interest
in the study of p-adic dynamical systems.
On the other hand, the study of p-adic dynamical systems arises in Diophantine geometry in
the constructions of canonical heights, used for counting rational points on algebraic vertices
over a number field, as in [6]. In [4] dynamical systems (not only monomial) over finite field
extensions of the p-adic numbers were considered. Other studies of non-Archimedean dynamics
in the neighborhood of a periodic and of the counting of periodic points over global fields using
local fields appeared in [10, 11, 17, 19, 20, 30]. It is known that the analytic functions play
important roles in complex analysis. In the non-Archimedean analysis the rational functions
play a role similar to that of analytic functions in complex analysis [8]. Therefore, there
naturally arises a question as regards the study the dynamics of these functions in the mentioned
setting. In [5, 31] a general theory of p-adic rational dynamical systems over complex p-adic
filed Cp has been developed. Certain rational p-adic dynamical systems were investigated in
[2, 14, 26, 27], which appear from problems of p-adic Gibbs measures [13, 25, 27, 28]. In these
investigations it is important to know the regularity or stability of the trajectories of rational
dynamical systems.
In the present paper we are going to study stability of recurrence equations (which in partic-
ular case contain a dynamics of rational functions) generated by contractive functions defined
on an arbitrary non-Archimedean algebra. It is also considered and studied multirecurrence
equations. Note that in [35] certian type of p-adic difference equations has been studied. In
section 4 we investigate reverse recurrence equations which have application in the study of
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p-adic Gibbs measures. In the last section 5 we provide applications of the main results. Note
that our results also provide the existence of unique solutions of nonlinear functional equations
as well.
2. Preliminaries
Let K be a field with a non-Archimedean norm | · |, i.e. for all x, y ∈ K one has
1. |x| ≥ 0 and |x| = 0 implies x = 0;
2. |xy| = |x||y|;
3. |x+ y| ≤ max{|x|, |y|}.
An example of such kind of field can be considered the p-adic field Qp. Namely, for a fixed
prime p, the set Qp is defined as a completion of the rational numbers Q with respect to the
norm | · |p : Q→ R given by
|x|p =
{
p−r x 6= 0,
0, x = 0,
(2.1)
here, x = pr m
n
with r,m ∈ Z, n ∈ N, (m, p) = (n, p) = 1. A number r is called a p−order of x
and it is denoted by ordp(x) = r. The absolute value | · |p is non- Archimedean. There are also
many examples of non-Archimedean fields (see for example [18]).
Now let A be a non-Archimedean Banach algebra over K. This means that the norm ‖ · ‖ of
algebra satisfies the non-Archimedean property, i.e. ‖x+y‖ ≤ max{‖x‖, ‖y‖} for any x, y ∈ A.
There are many examples of such kind of spaces (see [8, 32]).
Let us consider some basic examples of non-Archimedean Banach algebras.
1. The set
Kn = {x = (x1, . . . , xn) : xk ∈ K, k = 1, . . . , n}
with a norm ‖x‖ = max |xk| and usual pointwise summation and multiplication operations, is
a non-Archimedean Banach algebra.
2. Let
c0 = {x = (xn) : xn ∈ K, xn → 0}.
The defined set is endowed with usual pointwise summation and multiplication operations. Put
‖x‖ = max |xk|, then c0 is a non-Archimedean Banach algebra.
In what follows, by A we denote a non-Archimedean Banach algebra.
There is a nice characterization of Cauchy sequence in non-Archimedean spaces.
Proposition 2.1. [18] A sequence {xn} in A is a Cauchy sequence with respect to the norm
‖ · ‖ if and only if ‖xn+1 − xn‖ → 0 as n→∞.
Denote
B(a, r) = {x ∈ A : ‖x− a‖ < r}, B¯(a, r) = {x ∈ A : ‖x− a‖ ≤ r},
S(a, r) = {x ∈ A : ‖x− a‖ = r},
where a ∈ A, r > 0.
In what follows, we will use the following
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Lemma 2.2 ([16]). Let {ai}
n
i=1, {bi}
n
i=1 ⊂ A such that ‖ai‖ ≤ 1, ‖bi‖ ≤ 1, i = 1, . . . , n, then
∥∥∥∥
n∏
i=1
ai −
n∏
i=1
bi
∥∥∥∥ ≤ maxi≤i≤n{‖ai − bi‖}
Note that the basics of non-Archimedean analysis are explained in [33, ?].
3. A recurrence equations
Let A be a non-Archimedean Banach algebra and assume that C ⊂ B¯(0, 1) be a closed set.
A mapping f : Cm → C is called contractive, if there is a constant αf ∈ [0, 1) such that
‖f(x)− f(y)‖ ≤ αf max
i≤k≤m
‖xk − yk‖ for all x = (xi),y = (yi) ∈ C
m.(3.1)
Note that if the function f does not depend on some variable xk, then such a variable will
be absent in the right hand side of (3.1).
Now assume that we are given several collections {f
(k)
i }
N
i=1, k = 1, . . . ,M of contractive
mappings defined on Cm. Let (ℓ
(k)
1 , . . . , ℓ
(k)
N ) such that ℓ
(k)
1 = 0, 2 ≤ ℓ
(k)
i − ℓ
(k)
i−1 ≤ m − 1,
i = 2, . . . , N , k = 1, . . . ,M .
Denote L := max{ℓ
(k)
m : 1 ≤ k ≤ M} +m. Take any initial points {x1, . . . , xL} ⊂ C, and
consider the following sequence {xn} defined by the recurrence relations:
xn+L =
M∑
k=1
N∏
i=1
f
(k)
i (xn+ℓ(k)i
, . . . , x
n+ℓ
(k)
i +m−1
), n ∈ N.(3.2)
Lemma 3.1. Let {f
(k)
i }
N
i=1, k = 1, . . . ,M be collections of contractive mappings defined on C
m
(where C ⊂ B¯(0, 1)). Then for any initial points {x1, . . . , xm+L} ⊂ C the sequence {xn} defined
by (3.2) is convergent.
Proof. To prove the lemma it is enough to show that {xn} is a Cauchy sequence. Due to
Proposition 2.1 we need to establish ‖xn+1 − xn‖ → 0 as n→∞. Let us first denote
α = max
k,i
α
f
(k)
i
.
From the contractivity of the functions f
(k)
i we conclude that 0 < α < 1.
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Now from (3.2), ‖f
(k)
i (x)‖ ≤ 1, x ∈ C
m and using Lemma 2.2 one finds
‖xn+L+1 − xn+L‖ ≤ max
1≤k≤M
∥∥∥∥
N∏
i=1
f
(k)
i (xn+1+ℓ(k)i
, . . . , x
n+1+ℓ
(k)
i +m−1
)−
N∏
i=1
f
(k)
i (xn+ℓ(k)i
, . . . , x
n+ℓ
(k)
i +m−1
)
∥∥∥∥
≤ max
1≤k≤M
1≤i≤N
∥∥∥∥f (k)i (xn+1+ℓ(k)i , . . . , xn+1+ℓ(k)i +m−1)−
f
(k)
i (xn+ℓ(k)i
, . . . , x
n+ℓ
(k)
i +m−1
)
∥∥∥∥
≤ α
(
max
1≤i≤N
∥∥x
n+1+i+ℓ
(k)
i
− x
n+i+ℓ
(k)
i
∥∥)
· · · · · · · · ·
≤ αn−L.
The last inequality yields that ‖xn+1−xn‖ → 0 as n→∞. Due to closedness of C we conclude
that the limiting element belongs to C. This completes the proof. 
Lemma 3.2. Let {f
(k)
i }
N
i=1, k = 1, . . . ,M be collections of contractive functions defined on C
m
(where C ⊂ B¯(0, 1)). Take any two colloctions of initial points, i.e. {x1, . . . , xm+L} ⊂ C and
{y1, . . . , ym+L} ⊂ C. Then for the corresponding sequences {xn} and {yn}, defined by (3.2),
one has ‖xn − yn‖ → 0 as n→∞.
Proof. From (3.2), ‖f
(k)
i (x)‖ ≤ 1, x ∈ C
m and using Lemma 2.2 one finds
‖xn+L − yn+L‖ ≤ max
1≤k≤M
∥∥∥∥
N∏
i=1
f
(k)
i (xn+ℓ(k)i
, . . . , x
n+ℓ
(k)
i +m−1
)−
N∏
i=1
f
(k)
i (yn+ℓ(k)i
, . . . , y
n+ℓ
(k)
i +m−1
)
∥∥∥∥
≤ max
1≤k≤M
1≤i≤N
∥∥∥∥f (k)i (xn+ℓ(k)i , . . . , xn+ℓ(k)i +m−1)−
f
(k)
i (yn+ℓ(k)i
, . . . , y
n+ℓ
(k)
i +m−1
)
∥∥∥∥
≤ α
(
max
1≤i≤N
∥∥x
n+i+ℓ
(k)
i
− y
n+i+ℓ
(k)
i
∥∥)
· · · · · · · · ·
≤ αn−L.
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The last inequality implies that ‖xn − yn‖ → 0 as n→∞. The proof is complete. 
From these lemmas we infer the following
Theorem 3.3. Let {f
(k)
i }
N
i=1, k = 1, . . . ,M be collections of contractive functions defined on
Cm (where C ⊂ B¯(0, 1)). Then there is x∗ ∈ C such that for any initial points {x1, . . . , xL} ⊂ C
the sequence {xn} defined by (3.2) converges to x∗. Moreover, one has
‖xn+L − x∗‖ ≤ α
n for all n ∈ N,
where
α = max
k,i
α
f
(k)
i
.
Remark 3.1. From the last theorem we infer that the sequence (3.2) defines a unique solution
(belonging to the set C) of the equation
x =
M∑
k=1
N∏
i=1
f
(k)
i (x, . . . , x).(3.3)
Remark 3.2. If f(x) a contractive mapping on Cm, then Theorem 3.3 yields that for any N > 1
the equation
x =
(
f(x, . . . , x)
)N
.
has a unique solution belonging to C. More conctere examples will be given in the final section.
Mow let us consider multisequence case.
As before A denotes a non-Archimedean Banach algebra and assume that C ⊂ B¯(0, 1) be
a closed set. Suppose that we are given several collections {F
(k)
1 , F
(k)
2 }
N1
k=1, {G
(k)
1 , G
(k)
2 }
N2
k=1,
{H
(k)
1 , H
(k)
2 }
N3
k=1 of contractive mappings defined on C
2.
Take any initial points {x1, y1, z1} ⊂ C, and consider the following sequences {xn}, {yn},
{zn} defined by the recurrence relations:

xn+1 =
∑N1
k=1 F
(k)
1 (xn, yn)F
(k)
2 (yn, zn)
yn+1 =
∑N2
k=1G
(k)
1 (xn+1, yn)G
(k)
2 (yn, zn)
zn+1 =
∑N3
k=1H
(k)
1 (xn+1, yn+1)H
(k)
2 (yn+1, zn)
(3.4)
Theorem 3.4. Let {F
(k)
1 , F
(k)
2 }
N1
k=1, {G
(k)
1 , G
(k)
2 }
N2
k=1, {H
(k)
1 , H
(k)
2 }
N3
k=1 be collections of contractive
mappings defined on C2 (where C ⊂ B¯(0, 1)). Then for any initial points {x1, y1, z1} ⊂ C the
sequences {xn}, {yn}, {zn} defined by (3.4) are convergent. Moreover, the limit does not depend
on initial condtions.
Proof. First we prove that each sequence is a Cauchy sequence. Let us denote
dn = max{‖xn+1 − xn‖, ‖yn+1 − yn‖, ‖zn+1 − zn‖},
α = max
k,i
{α
F
(k)
i
, α
G
(k)
i
, α
H
(k)
i
}.
Due to condition we have that 0 < α < 1.
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Now from (3.4), ‖f
(k)
i (x)‖ ≤ 1 and using Lemma 2.2 one finds
‖xn+1 − xn‖ ≤ max
1≤k≤N1
∥∥∥∥F (k)1 (xn, yn)F (k)2 (yn, zn)− F (k)1 (xn−1, yn−1)F (k)2 (yn−1, zn−1)
∥∥∥∥
≤ max
1≤k≤N1
max{
∥∥F (k)1 (xn, yn)− F (k)1 (xn−1, yn−1)∥∥, ∥∥F (k)2 (yn, zn)− F (k)2 (yn−1, zn−1)∥∥}
≤ αmax{‖xn − xn−1‖, ‖yn − yn−1‖, ‖zn − zn−1‖}.(3.5)
Using the same argument we obtain
‖yn+1 − yn‖ ≤ αmax{‖xn+1 − xn‖, ‖yn − yn−1‖, ‖zn − zn−1‖},(3.6)
‖zn+1 − zn‖ ≤ αmax{‖xn+1 − xn‖, ‖yn+1 − yn‖, ‖zn − zn−1‖}.(3.7)
Hence from (3.5)-(3.7) one finds
dn+1 ≤ αdn(3.8)
for all n ∈ N. This means that dn → 0 as n → ∞. Due to Proposition 2.1 the sequences are
Cauchy. The closedness of C yields that the limiting elements belongs to C, i.e. xn → x∗,
yn → y∗, zn → z∗, where x∗, y∗, z∗ ∈ C.
The uniqueness of the limiting elements can by proved by the same argument as the proof
of Lemma 3.2. This completes the proof. 
Remark 3.3. From Theorem 3.4 we conclude that the sequences (3.4) define a unique solution
(belonging to the set C) of the system of equations

x =
∑N1
k=1 F
(k)
1 (x, y)F
(k)
2 (y, z)
y =
∑N2
k=1G
(k)
1 (x, y)G
(k)
2 (y, z)
z =
∑N3
k=1H
(k)
1 (x, y)H
(k)
2 (y, z)
(3.9)
Note that a’priori the existence of the solution of (3.9) is not obvious. Moreover, the proved
Theorem 3.4 allows to find solutions of functional equations, when one takes instead of A the
algebra of analytic functions. In [9] polynomial functional equations have been investigated
over p-adic analytic functions.
Remark 3.4. We stress that by modifying (3.4) for arbirary number of sequmnces, similar kind
of results can be proved by means of the same technuque as in the proof of Theorem 3.4.
4. A reverse recurrence equations
In this section we consider a reverse recurrence relations to (3.2). To define it, we need some
prelimenary notions about a k-ary trees.
Let (V, L) be a graph, here V is the set of vertices and L is the set of edges. A pair Gk = (V, L)
is called k-ary tree if it has a root x0 in which each vertex has no more than k edges. If in a
k-ary tree each vertex has exactly k edges, then such a tree is called Cayley tree. The vertices x
and y are called nearest neighbors and they are denoted by l =< x, y > if there exists an edge
connecting them. A collection of the pairs < x, x1 >, . . . , < xd−1, y > is called a path from the
point x to the point y. The distance d(x, y), x, y ∈ V , on the tree, is the length of the shortest
path from x to y.
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Recall a coordinate structure in Gk: every vertex x (except for x
0) of Γk has coordinates
(i1, . . . , in), here im ∈ {1, . . . , k}, 1 ≤ m ≤ n and for the vertex x
0 we put (0). Namely, the
symbol (0) constitutes level 0, and the sites (i1, . . . , in) form level n ( i.e. d(x
0, x) = n) of the
lattice.
For x ∈ Gk, x = (i1, . . . , in) denote
(4.1) S(x) = {(x, i) : 1 ≤ i ≤ kx},
here (x, i) means that (i1, . . . , in, i). This set is called a set of direct successors of x.
Let A be as usual a non-Archimedean Banach algebra and C ⊂ B¯(0, 1). Assume that we are
given a family {f
(i)
x,y}Mi=1, < x, y >∈ L of contractive mappinga such that for each < x, y > the
function f
(i)
x,y maps Ckx to C. Now consider a function u : V → C, i.e. u = ((ux)x∈Gk such that
ux =
M∑
i=1
∏
y∈S(x)
f (i)xy (u(x,1), . . . , u(x,kx)).(4.2)
We are interested how many functions u satisfy the equation (4.2).
Denote
β = max
1≤i≤M
<x,y>∈L
α
f
(i)
x,y
.
Theorem 4.1. Let {f
(i)
x,y}Mi=1, < x, y >∈ L be a family of contractive functions such that β < 1.
Then a solution of the equation (4.2) is not more than one.
Proof. If the equation (4.2) has not any solution, then nothing to prove. Therefore, let us
assume that the given equation has a solution. To prove Theorem it is enough to show that
any two solutions coincide with each other. Namely, if u = (ux, x ∈ V ) and v = (vx, x ∈ V ) are
solutions of (4.2), then it is sufficient to establish that for any ε > 0 and x ∈ V the inequality
‖ux − vx‖ < ε is valid.
Let x ∈ V be an arbitrary vertex. Then from (4.2), ‖f
(i)
xy (x)‖ ≤ 1, x ∈ Ckx and using Lemma
2.2 we obtain
‖ux − vx‖ ≤ max
1≤i≤M
y∈S(x)
∥∥∥∥f (i)xy (u(x,1), . . . , u(x,kx))− f (i)xy (v(x,1), . . . , v(x,kx))
∥∥∥∥
≤ β
(
max
1≤i≤kx
∥∥u(x,i) − v(x,i)∥∥
)
.(4.3)
Let us choose n0 ∈ N such that β
n0 < ε. Therefore, iterating (5.8) n0-times one gets
‖ux − vx‖ ≤ β
n0 < ε.(4.4)
This completes the proof. 
Remark 4.1. We note that particalar cases of the present theorem were proved in [13, 26, 27, 28].
The proved theorem generalize and extends all the known results.
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5. Application
In the section we consider the p-adic field Qp (p ≥ 3). Recall that the p-adic logarithm is
defined by series
logp(x) = logp(1 + (x− 1)) =
∞∑
n=1
(−1)n+1
(x− 1)n
n
,
which converges for every x ∈ B(1, 1). And p-adic exponential is defined by
expp(x) =
∞∑
n=1
xn
n!
,
which converges for every x ∈ B(0, p−1/(p−1)).
Lemma 5.1. [18] Let x ∈ B(0, p−1/(p−1)) then we have
| expp(x)|p = 1, | expp(x)− 1|p = |x|p < 1, | logp(1 + x)|p = |x|p < p
−1/(p−1)
and
logp(expp(x)) = x, expp(logp(1 + x)) = 1 + x.
Remark 5.1. Note that, in general, the logarithm and the exponential functions can be defined
over the field K with char(K) = 0 (see [33]).
Denote
(5.1) Ep = {x ∈ Qp : |x|p = 1, |x− 1|p ≤ 1/p}.
Note that from Lemma 5.1 one concludes that if x ∈ Ep, then there is an element h ∈
B(0, p−1/(p−1)) such that x = expp(h). Therfore, for any x, y ∈ Ep one gets xy ∈ Ep.
1. Assume that A = Qp and C = Ep. Let us consider a non-linear function:
(5.2) f(x, y) =
axy + b(x+ y) + c
a1xy + b1(x+ y) + c1
,
where a, a1, b, b1, c, c1 ∈ Ep.
Proposition 5.2. Let f be given by (5.2). Then one has
(i) f(x, y) ∈ Ep for any x, y ∈ Ep;
(ii) the function f is contractive.
Proof. (i). Take any x, y ∈ Ep. Then one can see that
|axy + b(x+ y) + c|p = |axy − 1 + b(x− 1 + y − 1) + 2(b− 1) + c− 1 + 4|p = 1,(5.3)
since a, a1, b, b1, c, c1 ∈ Ep. Similarly, we get
|a1xy + b(x+ y) + c1|p = 1.(5.4)
Therefore, |f(x, y)|p = 1. Using the same manner from
|f(x, y)− 1|p = |(a− a1)xy + (b− b1)(x+ y) + c− c1|p ≤
1
p
we find that f(x, y) ∈ Ep.
(ii) Now take any (x, y), (x1, y1) ∈ Ep × Ep. Then using (5.3),(5.4) one finds
|f(x, y)− f(x1, y1)|p = |∆1(x− x1) + ∆2(y − y1)|p(5.5)
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where
∆1 = (ab1 − a1b)yy1 + (ac1 − a1c)y1 + c1b− cb1,
∆2 = (ab1 − a1b)xx1 + (ac1 − a1c)x+ c1b− cb1.
It is easy to see that |∆1|p ≤ 1/p, |∆2|p ≤ 1/p. Hence, from (5.12) we have
|f(x, y)− f(x1, y1)|p ≤
1
p
max{|x− x1|p, |y − y1|p}(5.6)
which implies the assertion. 
Let G be a Cayley tree of order three, and consider the following functional equation
ux = f(u(x,1), u(x,2)),(5.7)
where u = ((ux)x∈G is unknown function and f is given by (5.2).
Then due to Theorem 4.1 the equation has a unique solution ux = u∗. Here u∗ is a fixed point
belonging to Ep of the function f(u, u) which exists due to Theorem 3.3. This fact extends the
results of the papers [12].
One can consider the following equation
ux =
(
f(u(x,1), u(x,2))
)k
.(5.8)
This equation also has a unique solution ux = u∗, where u∗ ∈ Ep is a fixed point of (f(u, u))
k
which exists due to Theorem 3.3. This fact implies the main result of the paper [13].
2. Now let us consider another kind of example.
Assume that A = Qp and C = S(0, 1). Define a non-linear function as follows:
(5.9) F (x1, . . . , xm) =
P (x1, . . . , xm) + C
Q(x1, . . . , xm) + C1
where
P (x1, . . . , xm) =
N∑
i1+···+im=1,
ik≥0,1≤k≤m
Ai1,...,imx
i1
1 · · ·x
im
m(5.10)
Q(x1, . . . , xm) =
N∑
i1+···+im=1,
ik≥0,1≤k≤m
Bi1,...,imx
i1
1 · · ·x
im
m(5.11)
and Ai1,...,im, Bi1,...,im ∈ B(0, 1) and |C|p = |C1|p = 1.
Proposition 5.3. Let F be given by (5.9). Then one has
(i) F (x1, . . . , xm) ∈ S(0, 1) for any x1, . . . , xm ∈ S(0, 1);
(ii) the function F is contractive on S(0, 1)m.
Proof. (i). Due to Ai1,...,im, Bi1,...,im ∈ B(0, 1) we immediately find that |P (x1, . . . , xm)|p =
|Q(x1, . . . , xm)|p < 1 for any x1, . . . , xm ∈ S(0, 1), which with |C|p = |C1|p = 1 implies the
assertion.
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(ii) Now take any (x1, . . . , xm), (y1, . . . , ym) ∈ S(0, 1)
m. Then using (5.10) and Proposition
2.2 one finds
|F (x1, . . . , xm)− F (y1, . . . , ym)|p = |C1P (x1, . . . , xm) + CQ(y1, . . . , ym)
+P (x1, . . . , xm)Q(y1, . . . , ym)− C1P (y1, . . . , ym)
−CQ(x1, . . . , xm)− P (y1, . . . , ym)Q(x1, . . . , xm)|p
=
∣∣∣∣C1 ∑
i1,...,im
Ai1,...,im
(
xi11 · · ·x
im
m − y
i1
1 · · · y
im
m
)
−C
∑
i1,...,im
Bi1,...,im
(
xi11 · · ·x
im
m − y
i1
1 · · · y
im
m
)
+
∑
i1,...,im
∑
j1,...,jm
Ai1,...,imBj1,...,jm
(
xi11 · · ·x
im
m y
j1
1 · · · y
jm
m − x
j1
1 · · ·x
jm
m y
i1
1 · · · y
im
m
)∣∣∣∣
p
≤
1
p
max{|xk − yk|p},
which implies the assertion. 
Let us consider the following sequence
Xn+2m = F (Xn, . . . , Xn+m)F (Xn+1, . . . , Xn+m)F (Xn+m, . . . , Xn+2m−1),
with initial condtions X1, . . . , X2m ∈ S(0, 1).
Then due to Theorem 3.3 the sequence {Xn} converges to X∗ ∈ S(0, 1) which is a solution
of the equation
X =
(
F (X, . . . , X)
)3
.
3. Assume that A = Qmp and C = Ep, here m + 1 is not divisible by p. Define a non-linear
mapping f : Qmp → Q
m
p by the following formula:
(5.12) f(x)k =
∑m
j=1 a
(k)
j xj + ak∑m
j=1 b
(k)
j xj + bk
, x = (x1, . . . , xm), k = 1, . . . , m,
where a
(k)
j , b
(k)
j , ak, bk ∈ Ep.
Proposition 5.4. Let f be given by (5.12). Then one has
(i) f(Emp ) ⊂ E
m
p ;
(ii) the mapping f is contractive on Emp .
Proof. (i) Due to a
(k)
j , b
(k)
j , ak, bk ∈ Ep and m+ 1 ∤ p one finds∣∣∣∣
m∑
j=1
a
(k)
j xj + ak
∣∣∣∣
p
=
∣∣∣∣
m∑
j=1
(a
(k)
j xj − 1) + (ak − 1) +m+ 1
∣∣∣∣
p
= 1(5.13)
Similarly, we have ∣∣∣∣
m∑
j=1
b
(k)
j xi + bk
∣∣∣∣
p
= 1.(5.14)
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This yields that |f(x)k|p = 1 for all x ∈ E
m
p , k ∈ {1, . . . , m}.
Using the same argument, one can get |f(x)k − 1|p ≤ 1/p for all x ∈ E
m
p . This implies the
assertion.
(ii). Now using (5.13),(5.14) we obtain
|f(x)k − f(y)k|p =
∣∣∣∣
( m∑
j=1
a
(k)
j xj + ak
)( m∑
j=1
b
(k)
j yj + bk
)
−
( m∑
j=1
a
(k)
j yi + ak
)( m∑
j=1
b
(k)
j xj + bk
)∣∣∣∣
p
=
∣∣∣∣
m∑
i,j=1
a
(k)
i b
(k)
j (xiyj − xjyi)
︸ ︷︷ ︸
I
−
m∑
j=1
(akb
(k)
j − bka
(k)
j )(xj − yj)
︸ ︷︷ ︸
II
∣∣∣∣
p
.(5.15)
Now let us rewite the expression I as follows
m∑
i,j=1
a
(k)
i b
(k)
j (xiyj − xjyi) =
m∑
i,j=1
a
(k)
i b
(k)
j
(
xi(yj − xj) + xj(xi − yi)
)
=
m∑
i,j=1
xi(b
(k)
i a
(k)
j − a
(k)
i b
(k)
j )
(
xj − yj)
Therefore, we find that
|I|p ≤
1
p
max{|xk − yk|p}, |II|p ≤
1
p
max{|xk − yk|p},
Hence, the last inequllitions with (5.15) implies that
‖f(x)− f(y)‖ ≤
1
p
‖x− y‖
this proves the proposition. 
Let Γk be a Cayley tree of order k (k ≥ 1). Let us consider the functional equation
ux =
∏
y∈S(x)
f(uy),(5.16)
where u = ((ux)x∈Γk is unknown function and f is given by (5.12).
It is clear that the equation (5.16) has a solution ux = u∗, where u∗ is fixed point of the
equation (
f(u)
)k
= u.
Note that this solution u∗ belongs to E
m
p which follows from Theorem 3.3.
Now according to Theorem 4.1 we conclude that the equation (5.16) has only one solution
which is ux = u∗. This result can be applied to the existence and uniqueness of p-adic Gibbs
measure associated with m-state p-adic λ-model on the Cayley tree of order k (see for the
definition of the model [22]).
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4. In this example, we assume that A = c0 and C = B¯(0, 1). Define a non-linar mapping
F : c0 → c0 as follows:
(5.17) (F(x))k = λkFk(x), x ∈ c0,
where ℓ = {λk} ∈ c0 with ‖ℓ‖ ≤ 1, and
(5.18) Fk(x) =
axk + fk(x)
b+ fk(x)
.
Here a, b ∈ Qp, max{|a|p, |b|p} < 1 and the functions {fk} such that |fk(x)|p = 1 for all
x ∈ B¯(0, 1), k ∈ N and one has
(5.19) |fk(x)− fk(y)|p ≤ ‖x− y‖, for all x,y ∈ B¯(0, 1).
Proposition 5.5. Let F be given by (5.17). Then one has
(i) F(B¯(0, 1)) ⊂ B¯(0, 1);
(ii) the mapping F is contractive on B¯(0, 1).
Proof. (i) From max{|a|p, |b|p} < 1 and |fk(x)|p = 1 for all x ∈ B¯(0, 1) we immediately find
that |Fk(x)|p = 1 for all x ∈ B¯(0, 1) and k ∈ N. Therefore, ‖F(x)‖ = ‖ℓ‖ ≤ 1, which is the
required assertion.
(ii) Take any x,y ∈ B¯(0, 1). Then we have
|Fk(x)− Fk(y)| = |ab(xk − yk) + a(xkf(y)− ykfk(x)) + b(fk(x)− fk(y))‖p
=
∣∣∣∣a(b+ fk(x))(xk − yk) + (b− axk)(fk(x)− fk(y))
∣∣∣∣
p
≤ max{|a|p, |b|p}‖x− y‖.(5.20)
Hence, from (5.17) and (5.20) one gets
‖F(x)− F(y)‖ ≤ max{|a|p, |b|p}‖x− y‖
this completes the proof. 
Let Γk be a Cayley tree of order k (k ≥ 1). Let us consider the functional equation
ux,i =
∏
y∈S(x)
(F(uy))i, for all i ∈ N(5.21)
where ux = {ux,k} ∈ C for each x ∈ Γk is unknown function and F is given by (5.17). Since c0
is an algebra, then (??) can be rewritten as follows
ux =
∏
y∈S(x)
F(uy).(5.22)
According to Theorem 4.1 we conclude that the equation (5.22) has only one solution which
is ux = u∗. Here u∗ is a solution of the equation(
F(u)
)k
= u.
Note that this solution u∗ belongs to C which follows from Theorem 3.3.
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From this result, as a particular case, we obtain a main result of the paper [24], if one takes
fk(x) = p
∞∑
j=1
xj + 1 for all k ∈ N,
and a = p(θ − 1), b = θ − 1, where θ ∈ Ep.
Let N ≥ 2 be a fixed natural number. Now consider another kind of the functional equation
ux,i =
∏
y∈S(x)
N∏
j=1
(F(uy))i+j , for all i ∈ N(5.23)
where as before ux = {ux,k} ∈ C, for each x ∈ Γk, is unknown function and F is given by
(5.17).
Let us rewrite the last equation in terms of elements of the algebra c0. Denote by σ : c0 → c0
the shift operator, i.e.
(σ(x))k = xk+1, k ∈ N
where x = {xk} ∈ c0. Then (5.23) can be rewritten as follows
ux =
∏
y∈S(x)
N∏
j=1
σj(F(uy)).(5.24)
Again Theorem 4.1 implies the uniqueness of the solution of (5.22), which is ux = u∗ for all
x ∈ Γk. Here u∗ is a solution of the equation( N∏
j=1
σj(F(u))
)k
= u.
Note that this solution u∗ belongs to C which follows from Theorem 3.3.
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