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Unlike most organ systems, which have evolved to
maintain homeostasis, the brain has been selected to
sense and adapt to environmental stimuli by con-
stantly altering interactions in a gene network that
functions within a larger neural network. This unique
feature of the central nervous system provides a
remarkable plasticity of behavior, but also makes
experimental investigations challenging. Each exper-
imental intervention ramifies through both gene and
neural networks, resulting in unpredicted and some-
times confusing phenotypic adaptations. Experimen-
tal dissection of mechanisms underlying behavioral
plasticity ultimately must accomplish an integration
across many levels of biological organization, includ-
ing genetic pathways acting within individual
neurons, neural network interactions which feed
back to gene function, and phenotypic observations
at the behavioral level. This dissection will be more
easily accomplished for model systems such as
Drosophila, which, compared with mammals, have
relatively simple and manipulable nervous systems
and genomes. The evolutionary conservation of
behavioral phenotype and the underlying gene func-
tion ensures that much of what we learn in such
model systems will be relevant to human cognition.
In this essay, we have not attempted to review the
entire Drosophila memory field. Instead, we have
tried to discuss particular findings that provide some
level of intellectual synthesis across three levels of
biological organization: behavior, neural circuitry and
biochemical pathways. We have attempted to use
this integrative approach to evaluate distinct mecha-
nistic hypotheses, and to propose critical experi-
ments that will advance this field.
Introduction
Like embryonic development, complex behaviors are
shaped by selective pressure and are remarkably con-
served across the animal phyla. Such a genetic per-
spective provides the conceptual motivation to use
‘simple’ model systems initially to discover specific
genes involved in a given behavioral phenomenon and
then to manipulate each gene’s expression or function
to unravel the relevant molecular and neuronal mech-
anism(s). This reductionist goal of understanding
behavioral traits, however, couldn’t be more difficult.
The brain is a unique organ, which has evolved to be
plastic. Other organs are homeostatic machines,
designed to maintain body functions within relatively
narrow limits as the organism is exposed to varying
environments. The brain, in contrast, has evolved to
perceive the outside world and to change its structure
and function in response to specific experiences.
Brain plasticity invokes ensembles of neuronal circuits
and cellular mechanisms to register a new experience
and to change an animal’s behavioral response(s)
adaptively. The unit functions of individual gene prod-
ucts ramify through intricate gene networks and
complex neural networks that continually feed back to
each other in response to environmental stimuli or
experimental manipulation [1]. The nature of the organ
has therefore provided us with an amazing capacity
for behavioral plasticity but at the same time has ham-
pered our attempts to understand our own incredible
behavioral complexity.
Herein lies the value of Drosophila as a model
system for the study of learning and memory as
behavioral manifestations of brain plasticity. The
genetic tools developed for Drosophila provide a pow-
erful means to establish causal links from genes to
neural networks to behavior. Genetic analyses in flies
has enabled unbiased screens for gene mutations that
affect behavior. Initial ‘hits’ have led to subsequent
molecular-genetic and reverse-genetic experiments to
identify the gene sequence, establish its spatiotem-
poral pattern of expression and suggest underlying
biochemical pathways and neurocircuitry. More
sophisticated genetic tools have then permitted func-
tional manipulations of sets of phenotypically related
genes to distinguish their respective roles in the
behavioral biology (dissection of learning/memory),
systems biology (dissection of neural circuitry) and
cell biology (dissection of biochemical pathways) of
brain plasticity.
We do not intend to review all the genes thought to
be involved in Drosophila learning and memory (for
reviews, see [2–4]). Rather, we want to discuss partic-
ular sets of genes and tools that have provided intel-
lectual synthesis across various levels of biological
organization. We consider the field to be at a critical
juncture in the endeavor. Integrative data now exist to
support conceptual synthesis of findings from behav-
ioral, anatomical, and biochemical dissection of
memory. From the available data, two disparate
hypotheses have emerged about how gene and neural
networks subserve memory in flies. Our intent is to
inform the reader of these hypotheses, and ultimately
to suggest critical experiments that will distinguish
between them.
Genetic Dissection of Memory
Drosophila has been shown to be capable of an array
of learning tasks. Among these, the most robust is a
Pavlovian assay in which the animals learn to associ-
ate a conditioned stimulus (CS, odors) with an uncon-
ditioned stimulus (US, footshock). Consequently, the
field has focused a great deal of research effort on
understanding this particular brand of behavioral plas-
ticity. In this review, we limit our discussions to this
task and to a related appetitive Pavlovian task in
which a sugar reward is substituted for the shock pun-
ishment [5,6]. Many of the extant learning/memory
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mutants originally identified with the olfactory task
also perform poorly in other behavioral tasks. Hence,
we expect that some of the underlying biochemical
mechanisms are likely to apply in the neural circuits
sub-serving those other learned behaviors as well.
Olfactory learning in Drosophila shows many of the
behavioral properties generally described for Pavlov-
ian learning in other animals, including acquisition,
extinction, CS/US saliency, order dependence, tem-
poral specificity, conditioned excitation, conditioned
inhibition and CS/US pre-exposure effects ([7–10]; M.
Del Vecchio and T.T., unpublished data; for review,
see [11]). The same is true for memory formation. Early
experiments demonstrated an anesthesia-sensitive
phase of memory formation (ASM) that was followed
by an anesthesia-resistant phase (ARM) lasting up to
one day after a single training session [5,12–16].
Massed training (10 sessions administered one imme-
diately after the other) produces even stronger
memory retention, lasting for about three days, but
such memory is not sensitive to the protein synthesis
inhibitor cycloheximide. In contrast, spaced training
(10 sessions with a 15 minute rest interval between
each) yields a protein-synthesis-dependent memory
lasting at least one week [16]. In short, repetition pro-
duces better memory, and spaced repetition is best.
Together, these experimental manipulations of normal
fruit flies suggested that an early, labile memory is
‘consolidated’ over time into a long-lasting, stable
memory — as in other animals, including humans.
Study of mutant and transgenic flies has genetically
dissected olfactory memory formation further into four
distinct phases: short-term memory (STM), middle-
term memory (MTM), anesthesia-resistant memory
(ARM) and long-term memory (LTM) [16]. This model
of multiple memory phases (Figure 1) originated as an
inference from the literature [15]. In Aplysia, STM of
sensitization appeared to correlate with training-
induced elevation of cyclic AMP (cAMP) in neurons
sub-serving the behavioral response (reviewed in [17])
and in flies the dunce and rutabaga mutants identified
cAMP components in STM [8,18–24]. Thus, STM in
flies was assumed to correspond to high learning
levels immediately after training and to decay away
within 60 min, while ARM was shown to appear slowly,
reaching asymptotic levels within two hours after
training [13,14,16]. These two memory phases,
however, did not appear to explain the observed
memory retention after one training session. MTM was
postulated to exist, based on the assumption that
STM, MTM and ARM act additively to produce the
observed memory retention curve.
Key evidence for the existence of MTM came from
experiments on amnesiac mutants [15,25]. The first
clue came simply from comparing the retention curves
of normal flies and amnesiac mutants [8]. amnesiac
mutant flies show near-normal memory retention
immediately after a single training session and again
around seven hours later. In between these time
points, memory retention in the mutants is apprecia-
bly lower than normal. The second clue came from
‘reversal retention’ experiments. Earlier experiments
had revealed that normal flies were capable of ‘rever-
sal learning’ [8]. In this paradigm, flies first learned that
octanol was paired with shock and methylcyclohexa-
nol was not. In a subsequent training experience, the
animals then had to relearn the opposite relationship,
i.e., that methylcyclohexanol now was associated with
shock and octanol was not. This second training
session can thus be used as a ‘disruptor’ of the first
odor–shock association. When this reversal is applied
at different time points after training, a reversal learn-
ing sensitive window is revealed. This reversal-sensi-
tive phase occurs after STM and before ARM,
implying that MTM is preferentially disrupted. Impor-
tantly, the reversal retention curves of normal flies and
amnesiac mutants were indistinguishable, suggesting
that the amnesiac mutation and reversal learning each
specifically disrupt MTM.
Independent evidence from experiments on
animals with a temperature-sensitive mutation in
DC0 (which encodes a catalytic subunit of cAMP-
dependent protein kinase, PKA) also suggests the
existence of a genetically distinct MTM [26]. An
earlier study reported that constitutive mutants of
DC0 had learning defects [27], as do the tempera-
ture-sensitive DC0ts mutants. A shift from permissive
to restrictive temperature shortly before behavioral
experiments, however, further disrupted memory
retention in DC0ts mutants, and the temperature-
shift-specific effect was indistinguishable from the
amnesiac memory curve. Together, these data
suggest that amnesiac (which has some similarity to
pituitary adenylyl cyclase activating peptide, PACAP)
and DC0 participate in the formation of MTM in
normal flies. Early memory can therefore be geneti-




Figure 1. Dissection of memory
phases.
At the behavioral level, the observed
decay of memory appears relatively
seamless (black). Experimental dis-
ruptions in numerous animal species
including humans, however, reveal
temporally, mechanistically and
anatomically distinct phases underly-
ing memory retention. In Drosophila,
at least four mechanistically distinct
phases have been described. These
are short-term memory (STM; green),
middle-term memory (MTM; blue)
anesthesia-resistant memory (ARM;



















In chicks and rats, pharmacological treatments dis-
tinguished STM, MTM and LTM phases, with LTM
appearing to be both anesthesia resistant and protein
synthesis dependent (see [28] for review). Similar
treatments in flies began to suggest that ARM and
LTM are mechanistically separate entities. Inhibition of
protein synthesis has no effect on ARM under condi-
tions that block LTM [16]. Massed repetition of train-
ing produces more ARM but does not induce LTM,
while the latter is uniquely induced by the same
number of repetitions delivered in a spaced fashion
[16]. Genetic dissection of memory formation in
Drosophila clearly establishes that ARM and LTM are
distinct. Disruptions of the transcription factors
dCREB2, Adf1, or Notch block LTM without affecting
ARM [29–32]. Conversely, radish mutants are deficient
in ARM, but LTM remains intact [16,29]. These findings
indicate that long-lasting memory can be genetically
dissected into functionally distinct ARM and LTM
phases, which co-exist in normal flies.
Genetic Dissection of Neuronal Circuitry
As in higher organisms, the central nervous system of
insects is composed of highly specialized sets of neu-
ronal structures. One of the most obvious structures
in the insect brain is the mushroom body (MB). This
complex neuronal structure was the first brain region
shown to play a role in insect olfactory learning
[33–35] (reviewed in [4,36,37]), and much of the field
has since focused on MB structure and function, as
well as on a single biochemical pathway believed to
act within MBs (see section on dissection of bio-
chemical pathways). There now exists a wealth of
convergent data that demonstrate a critical role for
cAMP signaling within the MB in at least early memory
of olfactory associations [4,38–41].
The historical focus on the MB was in part due to
the ease with which this structure is visualized,
making its study simpler than other less organized
neuropilar structures [42]. For this reason, tools to
drive tissue-specific expression of transgenes have
been well developed for the study of MB biochemistry
and function. We will place these MB studies into the
context of growing evidence for a more complex
neural circuitry and gene network that underlie olfac-
tory memory formation in this system.
The Anatomy of Mushroom Bodies
The intricate and beautiful architecture of the MB was
first studied in detail in large insects [43]. In adult
Drosophila, MBs consist of approximately 2,500
neurons per brain hemisphere. The intrinsic Kenyon
cells are organized in a very distinct architecture. Their
cell bodies are located in the dorsal posterior of the
brain surrounding their main dendritic projections to a
neuropil field called the calyx. Kenyon cell axons form
a bundle called the peduncle, which projects anteriorly
and ventrally (reviewed in [44]; Figure 2A). This axon
bundle then bifurcates to form two major branches,
one of which projects horizontally and the other verti-
cally. The horizontal branch is further subdivided into
three lobes — the β, β’ and γ lobes. The vertical branch
consists of α and α’ lobes. MB structure is composed
of at least three Kenyon cell types: one that projects its
axons only to the α and β lobes, a second type that
projects its axons to α’ and β’ lobes and a third that
projects to the γ-lobe only [45]. This subdivision of
axon projections is not merely an arbitrary descriptive
partition, but also reflects developmental [45] and
perhaps functional distinctions [39,46,47].
MBs Are a Site of CS–US Convergence
Consistent with their role in olfactory associative
learning, MB Kenyon cells appear to receive input
from several different sensory modalities, including
olfaction, electric shock and taste (for example, sugar)
[6,48,49]. In Drosophila, the most obvious neuronal
inputs to MBs are from the primary olfactory system.
The organization of the insect olfactory system is
remarkably similar to that of mammals [50,51]. As in
mammals, the olfactory receptor neurons each pri-
marily express one receptor type [52,53]. These
sensory neurons project axons to the antennal lobes,
which appear homologous in structure and function to
the olfactory bulb in vertebrates. Like the olfactory
bulb, antennal lobes consist of discrete structures
called glomeruli, each of which generally receives
inputs from neurons expressing a single receptor type.
Glomeruli are approximately spherical structures that
are composed of many synapses between (i) sensory
neurons, (ii) local interneurons, which are mostly
GABAergic, and (iii) acetylcholinergic projection
neurons that send axons outside of the antennal
lobes. Like mitral cells in the vertebrate olfactory bulb,
dendrites of projection neurons are generally
restricted to a single glomerulus.
In insects, there are several types of projection
neuron that carry information out of the antennal lobes.
Medial and outer antenno-cerebral tracts (mACT and
oACT, respectively) project to an ill-defined region of
the brain called the lateral horn. Another set of projec-
tion neurons carry information along the inner ACT
(iACT) directly to the MB, as well as to the lateral horn
[43,54,55]. In Drosophila, all of these major projection
neurons appear to be cholinergic [56,57]. Besides the
cholinergic projection neurons from the olfactory
system, there also are GABAergic neurons that
synapse onto the Kenyon cell dendrites [58]. Several
additional neuron types that are uncharacterized in
terms of neurotransmitter type or function also appear
to project from the antennal lobes to additional regions
of the dorsal protocerebrum, including MBs [59].
In addition to cholinergic inputs from the antennal
lobes, MBs also appear to receive dopaminergic and
octopaminergic inputs both to the calyx and to the
lobes (dendrites and axons). The dopaminergic neurons
appear to convey the electric shock US [6]. In contrast,
the octopaminergic neurons appear to mediate the
sugar US for appetitive association of odors [6].
The early descriptive studies of MB anatomy indi-
cated that MB Kenyon cells could be a site of conver-
gence of US and CS stimuli for olfactory learning. This
observation was consistent with the finding that
dunce and rutabaga, which were the first memory
mutants to be molecularly identified (see section of
dissection of biochemical pathways), each encode
proteins that are preferentially, but not exclusively,
expressed in MBs [12,20,24,60–63]. Since then, several
additional genes with roles in olfactory memory have
been identified with preferential expression in the MB
Kenyon cells [27,60,61,64–67]. In fact, a screen for
genes whose expression levels are somewhat ele-
vated in MBs led to identification of a few whose func-
tions are required for olfactory memory [66–68].
Subsequent interventionist manipulations of MB
function confirmed a role for this neural structure in
olfactory associative learning. Ablation of MB structure
during development, for example, results in animals
that are able to sense and respond to the stimuli, but
are unable to form behavioral associations [34]. More
recently, the Gal4 expression system has permitted
manipulation of individual gene function with some
specificity in MB. This bi-partite expression system
relies on a panel of ‘driver lines’, each of which
expresses the yeast Gal4 transcriptional activator in
specific neuronal sub-types. These Gal4 ‘driver lines’
then are crossed with flies containing a Gal4-respon-
sive UAS-promoter-driven transgene [69]. There are
now numerous cases where manipulation of gene
function in MBs has been shown to be capable of per-
turbing performance in the Pavlovian olfactory learning
assay [10,38,39,70,71].
rutabaga Function Is Required in MB for Early
Memory
One of the clearest cases where relevant gene func-
tion has been mapped to MBs is that of rutabaga. The
STM defect of rutabaga mutants can be rescued com-
pletely by driving expression in MBs of a rutabaga+
cDNA transgene [39,72]. This initial finding recently
has been extended to the demonstration of a physio-
logically relevant role for rutabaga protein in adult MB
neurons by combined spatial and temporal control of
rutabaga expression [41,71]. This spatiotemporal
control was accomplished by use of two independent
approaches: the so-called TARGET system, which
relies on a temperature-sensitive Gal80 repressor to
control the temporal activation of a spatially restricted
Gal4 driver [40], and the GeneSwitch method, which
relies on a Gal4 driver that responds to progesterone
rather than temperature [41]. This modified Gal4 driver
activates UAS-driven transgenes when the drug
RU486 is administered.
These studies also hint at a functional subdivision of
MB lobes because they suggest that the γ lobe in par-
ticular subserves STM [39]. This conclusion is based
on a detailed analysis of rutabaga rescue using eight
different MB-expressing Gal4 drivers that yield over-
lapping expression in different parts of the MB. Six of
these MB lines yield some degree of rutabaga rescue
and also show some degree of expression in γ lobes.
In contrast, two MB drivers that do not rescue STM of
rutabaga mutants lack γ lobe expression. There are
two caveats of interpretation, however, which limit the
strength of this conclusion. First, the two Gal4 lines for
which γ lobe expression and rutabaga rescue are
absent each show rather weak expression in the other
lobes. Thus the failure to rescue with these two lines
might result from insufficient levels of rutabaga+
expression. Second, the two Gal4 lines whose expres-
sion appears restricted to γ lobes actually show only a
partial rescue of the rutabaga memory defect. In con-
trast, full rescue is seen only with the Gal4 lines,
whose expression includes all the lobes of the MB.
This raises the possibility that the other MB lobes play
an additional role.
These limitations aside, this elegant paper suc-
ceeds in presenting a distinct hypothesis: that γ lobes
subserve STM. A complementary hypothesis is pre-
sented by a study of α-lobe absent (ala) mutants,
which appear to have normal γ lobes but abnormal
α/α’ and β/β’ lobes. These mutants have normal STM,
but defective LTM [46,47]. The authors of this study
thus hypothesize that LTM is stored in α/α’ lobes.
Though intriguing, we consider this conclusion to be
premature for four reasons.
First, the anatomical defects in ala mutants are
extremely variable, ranging from nearly normal MB
structure, to a complete absence of β/β’ or α/α’ lobes.
In this mutant strain, 36% of flies lack β/β’ lobes, while
only 4.5% lack α/α’ lobes. To correlate memory
deficits with anatomical defects, the authors imaged
brains after identifying flies that responded to the CS
correctly (i.e., by avoidance) or incorrectly. Perfor-
mance indices were then calculated separately for
individuals with different classes of MB defect. Only
the flies classified as deficient in the α/α’ lobes scored
poorly for LTM. Because such a small percentage of
animals fell into the α/α’ lobes missing class, however,
the total number that were tested for LTM was only 53
flies. In this population-based assay, a single perfor-
mance index normally relies on testing two groups of
100 flies. In most studies in the literature, a minimum
sample size of n = 6 experiments (roughly 1,200
animals per data point) are performed. Thus the sta-
tistical rigor of this finding is uncertain.
Second, the distinctions between phenotypic
classes are oversimplified. Animals that lack α/α’
lobes, for instance, also exhibit midline fusions of the
β/β’ lobes, suggesting that development of these
structures is interdependent. This is not surprising
given the fact that α and β lobes are made up of dif-
ferent branches originating from the same group of
neurons. This is also the case for α’ and β’ lobes,
which derive from a bifurcation of α’/β’ neurons. The
developmental defect underlying the α/α’ lobe absent
class of animals thus could result either from a loss of
α/α’ axon branches, or from lack of bifurcation of α/α’
from β/β’ during development. Either way, classifica-
tion of the underlying defect as α/α’ lobe specific is
not accurate.
Third, even if the interpretation that α /α’ lobes play
a role in LTM is correct, this relationship might be indi-
rect. Developmental defects in α/α’ lobes, for
instance, not only would disrupt storage within MB,
but also would disrupt output from these lobes to
other anatomical regions of the brain.
Finally, a general word of caution is required when
using developmental mutants to assess circuit require-
ments for memory formation. In many cases, observa-
tion of structural defects at the gross anatomical level
(for example, the presence or absence of a MB lobe)
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may not provide the level of resolution necessary to
understand the anatomical basis of a functional defect.
In the case of the ala mutant, for instance, there may
be additional wiring defects throughout the brain that
are not visible at the gross structural level. This possi-
bility makes forging functional links between circuitry
and behavior tenuous at best.
In the case of LTM, which requires gene expression
for its formation, identifying the anatomical locus of
activity-induced transcription would shed light on the
site of plasticity. More generally, linking anatomical cir-
cuits with memory phases will be aided by investiga-
tion of the spatial requirements for expression of
relevant genes (as was done for rutabaga and STM).
For LTM, this has only been investigated for the Notch
gene [31,32] and the data are consistent with a require-
ment for Notch function in MBs because expression of
a Notch-inhibiting RNAi transgene in MBs disrupts
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Figure 2. Dissection of neural circuits. 
(A) Anterior view of the neural circuitry involved in olfactory associative memory. The mushroom body (MB) is believed to be a site
where CS (odors) and US (electric shock) are associated. The primary olfactory processing center is the antennal lobe (AL; blue). The
CS (odor) is conveyed out of the antennal lobe to the lateral horn (LH; gray) and MB (green) by several different projection neuron
tracts, the mACT, oACT and iACT (blue arrows). The US is believed to reach the MB via dopaminergic inputs to calyx and lobes (red
arrows). Neuromodulation by dorsal paired medial neurons (DPM; purple) is required after training, for memory consolidation. The
calyx contains the dendritic field of the MB. MB axon terminals are contained in the lobes. MBs consist of three types of Kenyon cells:
α, β neurons, whose axonal projections comprise the α and β lobes (dark green), α’ β’ neurons, whose projections enter the α’ β’ lobes
(green), and γ neurons whose projections form the γ lobes (light green). (B) The radish circuit. Schematic showing several neuron types
labeled by the radish-C133 Gal4 driver [59]. Functional inhibition of the radish-reporter neurons disrupts memory, indicating that
neurons outside of MB play a role. DAL (yellow) and DPM2 (red) neurons each send fibers into the dorsal protocerebrum. APSP (pink)
and APN (green) neurons send fibers from the AL (dark gray) to the MB calyx (grey) as well as to uncharacterized parts of the dorsal
protocerebrum. (C) Posterior/dorsal view of additional non-MB neurons that may participate in memory formation. mampas and
murashka were identified in a behavioral screen for mutants with defective one-day memory after spaced training [78]. mampus Gal4-
driven GFP labels a few neurons (red) whose fibers project from AL (blue) to MB calyx (grey) as well as to uncharacterized portions
of the dorsal protocerebrum. This ‘mampus neuron’ appears similar to the APSP neuron identified with the C133 Gal4 driver (see (B)).





















LTM [32]. It is worth mentioning, however, that only
one Gal4 driver was used in this study and it is not
entirely specific for MB Kenyon cells. The use of addi-
tional MB Gal4 drivers was not possible because they
all killed the flies or caused other phenotypes when
used to express the Notch RNAi transgene (Steven de
Belle, personal communication). In addition, the
requirement of Notch function in MBs supports the
hypothesis that MBs are part of the LTM circuit, but
does not directly address the question of where the
relevant gene transcription occurs.
Extra MB circuitry
Focus on MBs, while fruitful, may have resulted in a
neglect of other relevant neural circuitry — a classic
example of searching for lost keys ‘under the street
lamp’. Behavioral screens for memory mutants,
however, are anatomically unbiased, thereby providing
the opportunity to find keys in the dark. Consequently,
this approach has broadened our understanding of
both the neural circuitry and the genetic networks
involved. Two notable examples bear witness to this
perspective.
Expression studies of the amnesiac memory mutant
[73–75] provided one of the first hints that the circuitry
underlying olfactory memory might include neurons
outside of the MBs. amnesiac expression identified
dorsal paired medial (DPM) neurons, which are extrin-
sic to the MBs but which nevertheless send projec-
tions to the MB lobes [76]. These large neurons coat
the lobes and peduncle with synapses that have been
suggested to co-release amnesiac peptide and acetyl-
choline [77], although this has not been demonstrated.
Transgenic expression of amnesiac, a putative neu-
ropeptide (see section on dissection of biochemical
pathways), in these neurons rescues the amnesiac
memory phenotype, establishing a link between DPM
cell function and amnesiac-dependent memory.
As was the case for amnesiac, the radish gene has
also broadened our view of the anatomical underpin-
nings of olfactory memory. A Gal4 driver (C133)
inserted in the radish gene (but see section on dis-
section of biochemical pathways) reveals a very
complex pattern of expression in a number of different
neuron types, but does not label Kenyon cells [59].
Detailed analysis of individual neurons comprising the
C133 pattern has documented numerous novel cell
types. Though MB Kenyon cells are not among these,
several neurons appear to project to MBs, antennal
lobes, and lateral horn (Figure 2B). Although expres-
sion patterns of Gal4 drivers do not always corre-
spond to expression of the nearby gene, C133-driven
expression of radish+ is sufficient to rescue the radish
memory defect. Thus at least a subset of these
neurons is involved in radish-dependent ARM.
Both amnesiac and radish were identified in a
behavioral screen for memory mutants and have
begun to extend the circuitry of olfactory memory
beyond MBs. A large-scale forward mutagenesis has
recently identified nearly 60 new mutants with defects
in one-day memory after spaced training [78]. Signifi-
cantly, many of these mutations were generated using
Gal4 driver transposons. Reporter expression patterns
have revealed a wealth of new information. A number
of these memory mutant Gal4 drivers label MB
Kenyon cells, which is not surprising given past
anatomical screens for memory mutants [68] and the
prominent role that MBs play in memory processing.
More interestingly, however, several of these Gal4
drivers do not yield expression in MBs at all, but
instead label various neurons dispersed throughout
the central brain. Some of these newly identified
neurons send fibers into MBs or other potentially
important brain regions [78] (Figure 2C). For instance,
some appear similar to neurons labeled by the radish
C133 Gal4 driver (A.S. Chiang, J.D. and T.T., unpub-
lished observations). Others appear to interconnect
MBs with potentially relevant neuropil structures such
as the lateral horn, which may participate in olfactory
processing [54,55,79], or the central complex, which is
believed to play a critical role in motor output pro-
grams [80,81]. Functional manipulation of these new
memory genes, and of the neurons in which they are
expressed, promises to expand our knowledge of the
olfactory memory circuit.
Neural Function
Gene discovery, and reverse genetic manipulations of
gene function have established a role in memory for
MB Kenyon cells, as well as for some neurons extrin-
sic to MBs. The behavioral dissection of memory for-
mation in many studies, however, reveals functionally
distinct temporal phases of memory processing. Do
they all reside in MBs, or do different memory phases
involve additional circuitry? Chronic disruptions of
genes (mutants) or cells (lesions) cannot address this
question because the temporal requirements for neu-
ronal functions are missed. While transcription-based
methods for gene induction such as TARGET [40] and
GeneSwitch [41] provide some degree of temporal and
spatial control of gene modulation, the kinetics of
these methods are generally orders of magnitude
slower than neural activity. Thus, these strategies are
not ideal to dissect the temporal requirements of indi-
vidual memory phases. A more rapid and reversible
approach is to use temperature-sensitive mutants [78].
Unlike transcription-based approaches, the effects
of temperature-sensitive (TS) mutants usually derive
from amino acid substitutions that result in tempera-
ture-dependent conformational changes in protein
structure and function, with functional disruptions
ensuing rapidly. The Shibire-TS approach takes
advantage of this mechanism to connect neural activ-
ity with memory-induced behavioral responses. This
approach, which is currently unique to Drosophila,
uses a dominant-negative TS mutation in Shibire, the
fly dynamin homolog. Dynamin is required for vesicle
endocytosis, which is rate limiting for recycling of neu-
rotransmitter vesicles [82]. The Shibire-TS system
works by first overexpressing the mutant Shibire-TS
transgene in a spatially restricted pattern using
various Gal4 drivers [83]. At permissive temperature,
dynamin function and neurotransmission are relatively
normal. When raised to the restrictive temperature,
however, defective dynamin function blocks vesicle-
recycling-dependent neurotransmission within a
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minute. This disruption of neural activity is entirely
reversible, again resuming within minutes of being
returned to the permissive temperature [70,82,83]).
When this transgene is expressed in photoreceptors,
for example, flies are rapidly rendered blind at restric-
tive temperature, but rapidly recover vision upon
return to permissive temperature [83]. Similarly,
expression of Shibire-TS throughout much of the
central nervous system yields reversible control of
locomotion [70].
A potential caveat to this approach is that dynamin
also is required for other cell functions that use
vesicle endocytosis, such as receptor trafficking [82].
Nonetheless, the effect on neurotransmission is
clear, and the approach has been used with some
success to investigate the temporal requirements for
MB neurons [10,70,71], DPM cells [76,77], radish-
C133 expressing neurons [59] and dopaminergic
neurons, which are believed to convey the electric
shock US [6].
Expression of Shibire-TS in MBs was used to
dissect requirements for MB neurotransmission during
acquisition, storage or retrieval of olfactory memory.
These experiments demonstrated that blocking
dynamin function during acquisition, when the odor
and shock are associated, has no effect on memory
formation, so long as dynamin function is restored
prior to memory retrieval. In contrast, memory perfor-
mance was completely disrupted when MB output
was blocked during retrieval. This same result was
obtained for memory measured 5, 30, 60, or 180 min
after training in the aversive paradigm [10,70,71], and
also has been observed with the appetitive assay [6].
The observation that synaptic transmission in MBs
is not required during acquisition suggests a model
[70,71,84] in which the initial CS-US association
requires inputs to MB Kenyon cells, but does not
require synaptic transmitter release from MB neurons
themselves. In contrast, memory retrieval requires MB
output, presumably to drive the behavioral responses
of the animal. This model also predicts that, in con-
trast to MB Kenyon cells, neurotransmission in the
cells that convey the US inputs would be required only
during acquisition, and not during retrieval, because
the US stimulus is only presented to the animals
during training. In the case where electric shock is
used as the US, dopaminergic inputs to MBs appear
to satisfy this prediction [6]. In contrast, dopamine
does not appear to mediate the US in the case of
sugar reward learning. Instead, this appetitive US
appears to require octopaminergic inputs to MBs.
Together, these functional manipulations of the circuit
suggest that the acquisition (initial association) occurs
at an anatomical site that is on or upstream of MB.
The available data do not address the question of
whether this plasticity might be post-synaptic (i.e. in
calyx), pre-synaptic (i.e. in lobes) or both [84].
These findings also do not exclude the possibility
that additional CS–US associations occurring upstream
of MB might also contribute. Recently, a form of plas-
ticity was in fact observed in a set of projection
neurons. Yu et al. [85] used the fluorescent indicator
synapto-pHluorin to image neurotransmitter release
and observed an increase in synaptic release from pro-
jection neurons at a specific glomerulus after odor was
paired with shock. In contrast, application of either
stimulus alone did not induce this effect, consistent
with the idea that the underlying mechanism may be
associative. Based on these findings, the authors of this
study propose that plasticity in projection neurons may
play a role in learning. While this idea remains an
intriguing possibility, the behavioral relevance of the
observed plasticity still needs to be established. Given
the role of dopamine in mediating the US, it would be
important to determine whether dopaminergic fibers
innervate the antennal lobes. More direct behavioral
evidence of an associative role for antennal lobe
neurons comes from localized cooling of antennal lobes
after an appetitive conditioning assay in the honeybee
[35]. In this case, the octopaminergic VUM neuron has
been shown to convey the US stimulus both to anten-
nal lobes and to the MBs (reviewed in [86]). For the
Pavlovian assay in Drosophila, the available data are
consistent with the idea that initial CS–US associations
occur in MB Kenyon cells, with the interesting possibil-
ity that additional associations occur upstream (e.g. in
antennal lobes).
It is important to note, however, that all of the
above studies focus on early memory (within the first
3 hours), leaving the circuitry underlying ARM and
LTM an open question. A recent study attempted to
use the Shibire-TS approach to dissect these forms
of consolidated memory [47]. These authors used
Gal4 drivers to express Shibire-TS in various subsets
of MB neurons and then attempted to determine
which lobes are involved in ARM or LTM. The authors
observed defective levels of ARM when they dis-
rupted dynamin function in MBs. Based on this
finding, they argued that ARM is stored in MBs. We
see two serious problems with the interpretation of
this experiment. First, levels of ARM were not tested
at permissive temperature. This is a critical control
experiment because of the potential for leaky effects
of overexpressing the Shibire-TS transgene, even at
permissive temperature. Accordingly the difference
between performance at permissive and restrictive
temperature is more relevant than the absolute per-
formance levels [82]. In the absence of this control
experiment, it is not possible to assess whether the
defect in ARM was due to an acute inhibition of
dynamin function, a chronic developmental effect, or
genetic background differences between the strains
used.
An even more serious problem with this study,
however, is that in all cases, the authors measured
memory performance under conditions where MB
transmission was chronically inhibited even during
retrieval. Several studies already have documented
that MB output is required during retrieval at this time
point [10,70,71]. Hence the reduced levels of residual
ARM observed are most easily explained not as a
defect in ARM per se, but as an inhibition of memory
retrieval. Together, the above two logical flaws not
only undermine the conclusion that ARM is localized
in MBs, but obviously invalidate any arguments about
lobe specificity for ARM storage.
Review
R706
This same study also investigated the role of MB
neurotransmission in retrieval of LTM. The Shibire-TS
transgene was again used to block dynamin-mediated
transmission in MBs and the animals were given five
spaced training sessions at the permissive tempera-
ture. Memory retrieval then was measured, and found
to be defective 24 hours later at the restrictive tem-
perature when the transgene was expressed in α,α’, β,
and β’ lobes. In contrast, expression in γ lobes
appeared to have no effect. These data raise the inter-
esting possibility that retrieval of LTM requires MB
output from α, α’, β, or β’ lobes. But here again, this
conclusion is undermined by the lack of control exper-
iments performed at permissive temperature. Thus in
our view, the anatomical circuitry responsible for
storage and retrieval of ARM and LTM remains an
open question.
Taken together, each of the various manipulations
of MB function are consistent with a fairly simple cel-
lular model in which Kenyon cells are the sole coinci-
dence detectors that integrate US and CS stimuli.
Experimental manipulation of cells extrinsic to MBs,
however, has begun to suggest a more complex cir-
cuitry. In the case of amnesiac-expressing DPM cells,
dynamin activity is not required for learning, but
instead is required for an intermediate form of memory
[76]. This is generally consistent with amnesiac being
an MTM mutant [2]. It should be noted, however, that
amnesiac is a putative neuropeptide (see section on
dissection of biochemical pathways). Unlike small-
molecule neurotransmitters, which are released via a
dynamin-sensitive mechanism requiring rapid vesicle
recycling, neuropeptides are released via dense core
vesicles, a mechanism which is much less sensitive to
dynamin-mediated recycling. The Shibire-TS inhibition
of DPM cells is thus unlikely to block release of amne-
siac neuropeptide. The fact that dynamin inhibition in
these neurons disrupts memory therefore suggests
that DPM neurons actually co-release a small mol-
ecule neurotransmitter other than amnesiac, which is
more sensitive to Shibire-TS. In fact there is some evi-
dence that DPM cells express choline-acetyltrans-
ferase, suggesting that they are cholinergic [77].
One of the most interesting findings regarding DPM
cell function is the observation that dynamin-depen-
dent output from these neurons is only required after
training and before testing [37,77]. These data suggest
that DPM cells are not involved in the CS–US associ-
ation, but instead play a neuromodulatory role in some
memory function within MB neurons, on another MB
extrinsic neuron, or even on MB Kenyon cell output.
DPM cells are thus the first example in this system of
a neuron type that is not required for CS–US associa-
tion, but instead is involved in memory processing
after the association is formed.
The DPM cells hint at the possibility that the cir-
cuitry for memory storage may extend beyond MB
Kenyon cells. Another clue comes from a Gal4 driver
that is inserted in the radish gene (but see section on
dissection of biochemical pathways). This Gal4 driver
is expressed outside MBs and includes numerous
neuron types, some of which innervate MBs [59]
(Figure 2B). Functional manipulation with Shibire-TS of
these ‘radish neurons’ raises the possibility that
memory consolidation requires transfer of activity out
of MBs into this novel circuit because transient inhibi-
tion of activity in these neurons causes increasingly
severe memory defects when the disruption is per-
formed at progressively later time points [59]. This
hypothesis could be tested more rigorously if the rel-
evant subset of neurons is identified. Regardless,
these data suggest a non-MB circuit requirement for a
later phase of memory.
Taken together, the findings from functional manip-
ulation of the ‘memory circuit’ with Shibire-TS indicate
that this simple form of associative learning requires a
substantially complex circuitry that extends beyond
MBs. The initial CS–US association likely occurs in
MBs and possibly upstream (for example, in antennal
lobes). STM and MTM also may involve plasticity in
MB Kenyon cells, and there is some evidence for
compartmentalization of function within MBs. The evi-
dence for a role of γ lobes in at least a part of the
rutabaga-dependent memory is currently the best
example of this. By contrast, the circuitry underlying
ARM and LTM are largely unknown.
Genetic Dissection of Biochemical Pathways
Mutants can be arranged into a genetic pathway of
memory formation (Figure 3), logically implying some
sort of temporal sequence to the underlying biochem-
istry, as is the case for memory phases at the behav-
ioral level (Figure 1). Likewise, genetic components
can sometimes be organized into cell signaling path-
ways. What is not clear, however, is whether each of
the biochemical functions associated with the various
genes all occur in the same cells (circuits) or are
parsed across different circuits (and memory phases).
As mentioned above, analysis of gene function is also
confounded by any developmental versus physiologi-
cal effects (or both) that result from the various bio-
chemical dysfunctions [87,88]. With such caveats in
mind, an initial attempt can be made to arrange the
existing learning/memory mutants into biochemical
and behavioral pathways.
Several genes currently are considered to be
involved in learning on the basis of the observations
that mutant memory retention levels are lower than
normal at the earliest measurable retention interval and
mutant memory decay rates are similar to those of
normal flies across all successive retention intervals
[15,25]. With this operational definition, ‘learning genes’
appear to include latheo, linotte, 14-3-3 (leonardo),
scabrous (volado), fasII and DC0 (PKA) [27,66,67,89–91].
‘STM genes’ are those where mutant retention levels
immediately after training are lower than normal and
mutant memory decay rates are faster than normal
during the first 30 min after training [15,25]: these
include dunce and rutabaga [8,39–41]. ‘MTM genes’ are
those where mutant retention levels immediately after
training and seven hours later are nearly normal and
mutant memory retention levels in between these two
retention intervals are lower than normal. The amnesiac
and DC0ts genes represent this class [8,26,76,92]. The
radish gene is the only known ‘ARM gene’ [14,16,59]
and is characterized by retention levels that are lower
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than normal at all time intervals and severe reduction of
cold-shock-resistant memory. Finally, ‘LTM genes’ are
those where mutants show defects in the protein-syn-
thesis-dependent memory uniquely produced by
spaced training [16,93]. To date, these include dCREB2,
Adf1 (nalyot), Notch, crammer and nebula [29–32,94,95].
This genetic dissection of memory suggests not
only sequential steps in the processing of olfactory
memory but also parallel steps, because LTM and
ARM appear to form independently of each other (see
section on genetic dissection of memory) [16].
Recently, an alternative hypothesis has been pre-
sented [47] in which ARM and LTM are not processed
in parallel, but instead are ‘mutually exclusive’. In this
alternative model, ARM forms after massed training
but not after spaced training and LTM forms only after
spaced training. The authors of this study suggest that
ARM actually prevents LTM after massed training, and
likewise LTM induction inhibits formation of ARM after
spaced training. This hypothesis derives primarily
from the observation that in ala mutant animals,
spaced training actually yielded lower levels of 5 hour
memory (presumably ARM, although they do not
demonstrate this) than did a single training session.
This hypothesis seems unlikely for three reasons.
First, unlike ala mutants, wild-type animals form more
memory after spaced training than after either one
training session or repeated massed training [16].
Second, the additional component of memory that is
formed after spaced training appears to consist of both
ARM and LTM because either inhibition of protein syn-
thesis (with cycloheximide) or inhibition of CREB-medi-
ated transcription (with induced overexpression of a
dominant-negative CREB isoform) each reduce perfor-
mance to levels similar to that seen after massed train-
ing [16,29]. In contrast, memory after massed training is
unaffected by these interventions. Thus if memory after
spaced training consisted only of CREB-dependent
LTM, one would need to argue that each of these dis-
ruptions cause only a partial inhibition of CREB-depen-
dent gene expression. In this case, the residual memory
after spaced training would be CREB-dependent LTM
that escaped disruption. A third line of experimentation,
however, appears to rule this out: radish mutants are
not only deficient in ARM measured after massed train-
ing, but exhibit reduced memory after spaced training
[16]. This strongly suggests that memory after spaced
training includes a radish-dependent ARM component.
Taken together, these data largely refute the ‘exclusive
memory hypothesis’.
This same study also suggested that ARM is inde-
pendent of cAMP signaling. This conclusion is drawn
from their observation of normal levels of ARM in
rutabaga adenylyl cyclase mutants (see below). The
authors cite Dudai et al. [13] as confirmation of this
observation. Such confirmation is false, however,
because this earlier study demonstrated that,
although some ARM is induced in rutabaga mutants,
its levels are significantly lower than normal. While this
discrepancy could derive from the fact that these
studies relied on different alleles of rutabaga, the con-
clusion that the formation of ARM does not depend on
cAMP signaling needs clarification.
Gene discovery by forward mutagenesis has now
identified mutations in genes whose function might
participate in several different signaling pathways. To
date, however, only the cAMP second messenger
pathway clearly has been ‘hit’ with multiple mutants.
The dunce and rutabaga genes (involved in STM)
encode a cAMP-specific phosphodiesterase (PDE)
[22] and a calcium-sensitive adenylyl cyclase (AC) [63],
respectively. Mutations of both the catalytic and reg-
ulatory subunits of PKA yield defects in learning or
MTM [26,27,96]. dCREB2 (involved in LTM) encodes a
cAMP response element binding protein (transcription
factor) [97]. Neurofibromatosis 1 (Nf1), which encodes
a Ras-specific GTPase-activating protein, also
appears to act in the cAMP pathway [98]. In addition
to its role as a tumor suppressor gene, NF1 appears to
be associated with learning disabilities in humans. In
Drosophila, Nf1 mutants have reduced STM [98].
The amnesiac gene (involved in MTM) also may
encode a neuropeptide with some homology to pitu-
itary adenylyl cyclase activated peptide (PACAP),
which could act as a G-protein-coupled inducer of AC
[99]. The connection between amnesiac and cAMP
signaling remains tentative, however, because the
amnesiac open reading frame actually may encode
several different peptides. At this point it is unclear
which of these are functionally relevant. It also is
worth noting that the nature of the molecular lesion
associated with the amnesiac1 mutation remains
unknown despite a report by Feany and Quinn [74] to
have found a point mutation in the amnesiac1 tran-
script. Moore et al. [75] failed to detect any point
mutation in amnesiac1 and claimed, rather, that the
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Figure 3. Dissection of biochemical path-
ways. 
One of the hallmarks of memory is that
consolidation occurs through a series of
mechanistically distinct phases which
can be processed sequentially or in par-
allel. In Drosophila, single gene mutants
appear to selectively disrupt different
memory phases. These mutants can be
arranged into a genetic pathway of
memory formation, with different
mutants preferentially affecting learn-
ing/acquisition (fasII, linotte, latheo,
volado and leonardo), STM (rutabaga, dunce, Nf1), MTM (amnesiac), ARM (radish) and LTM (CREB, ADF-1, staufen, pumilio, crammer,
Notch, nebula). This genetic dissection implies a temporal sequence to the underlying biochemistry, but individual genes also may




























DNA sequence obtained from amnesiac+ flies of
Feany and Quinn was in error, thereby producing an
incorrect coding sequence of the amnesiac+ gene and
an apparent point mutation in amnesiac1. To date, this
critical error in Feany and Quinn [74] has not been
clarified or corrected by the authors.
CREB’s role in Drosophila LTM also has been ques-
tioned recently. Perazzona et al. [100] were unable to
reproduce the enhancement of memory originally
reported by Yin et al. [101] after induced overexpres-
sion of a CREB activator in the C28 transgenic strain.
Perazzona et al. [100] describe a point mutation in
transgenic sequence of CREB activator. This point
mutation would be predicted to form a truncated, non-
functional protein, thereby providing an apparent mol-
ecular rational for the failure to enhance memory with
this transgenic strain/construct. It is worth noting that
Yin claims that the C28 transgene is indeed able to
produce a protein product by internal initiation (J.C.
Yin, personal communication). This hypothesis could
explain the results of Davis et al. [102], who also
reported an enhancement of developmental plasticity
of the neuromuscular junction using the very same
C28 CREB activator strain. This critical demonstration
of functional ‘activity’ from the C28 transgene by an
independent group was not cited by Perazonna et al.
[100]. As it stands, the exact mechanism by which the
C28 transgene is able to enhance both memory and
neuromuscular junction plasticity needs clarification.
Finally, Perazzona et al. [100] also reported a ‘leaky
expression’ of the heat-shock responsive CREB
blocker in the 17-2 transgenic strain, an effect that has
not been seen by other groups [29,103–105]. This sug-
gests that differences in general experimental proto-
cols (behavior, heat shock, etc.) and/or changes in
genetic background may underlie their results.
In spite of the controversial status of some of
these studies, progress continues to extend the
involvement of cAMP signalling both upstream of
adenylyl cyclase and downstream of CREB. dNR1,
the Drosophila homolog of the mammalian NMDAR1
receptor, has recently been shown to be involved in
olfactory learning and subsequent LTM formation
[106]. These observations are similar to studies of
vertebrate models that suggest that activity-depen-
dent, CREB-mediated transcriptional responses are
initiated by NMDAR activation (reviewed in [107]. The
finding that NMDAR activation also underlies learn-
ing and memory in flies suggests that glutamatergic
transmission might also play a role in signaling onto
CREB in flies.
The role of different neurotransmitter systems in
olfactory memory in flies appears to be complex. In
addition to the observed role of NMDAR and the pro-
posed role of amnesiac neuropeptide(s), the projec-
tion neurons that convey olfactory information to the
MB appear to be largely cholinergic. An early report
suggested that dopamine or serotonin (or both) might
also play a role because temperature-sensitive
mutants of the Dopa decarboxylase (Ddc) gene
showed defective shock avoidance learning at
restrictive temperature [23]. This observation proved
not to be reproducible, however, even after much
effort using both the original olfactory shock-avoid-
ance task and the Pavlovian task [108]. Fortunately,
dopamine has again reared its head as the ‘associa-
tive’ ligand for olfactory shock-avoidance learning.
Schwaerzel et al. [6] used the Shibire-TS approach in
combination with a promoter from the tyrosine
hydroxylase gene [109] to demonstrate that dopamin-
ergic transmission plays a role, probably to mediate
the electric shock US.
Another productive advance in the biochemistry of
memory formation lies in the identification of genetic
components that act downstream of CREB. Dubnau et
al. [78] employed the complementary ‘genomic’
approaches of a large-scale behavioral screen for
mutants defective in one-day memory after spaced
training (which would identify genes involved devel-
opmentally or physiologically in learning, STM, MTM,
ARM or LTM) with DNA microarray technology to iden-
tify genes in normal flies that are transcriptionally reg-
ulated and thus would identify genes involved
physiologically during LTM formation. The pumilio
translational repressor gene was found with both
approaches: it is transcriptionally upregulated during
memory formation after spaced training, and two
independent transposon-mediated mutations of
pumilio yielded mutants with defective one-day
memory after spaced training. From developmental
studies, pumilio was known to be part of a gene
pathway involved in regulating the spatial distribution
of mRNA translation. In addition to pumilio, four addi-
tional components of this pathway, staufen, orb,
moesin and eIF-2G were also transcriptionally regu-
lated during LTM formation, while transposon-medi-
ated lesions were found in or near two additional
components, oskar (norka mutants) and eIF-5C
(krasavietz mutants) [78].
As a further test of the hypothesis that this cellular
pathway is involved in LTM formation in Drosophila,
memory formation was evaluated in temperature-sen-
sitive mutants of staufen [78]. One-day memory after
spaced training proved normal in staufents mutants
trained, stored and tested at permissive temperature.
In contrast, one-day memory after spaced training
was disrupted in staufents mutants that were trained
and tested at permissive temperature but merely
stored at restrictive temperature during the 24-hour
retention interval between training and testing. These
data suggest that the molecular machinery required
for mRNA transport and local translation itself is reg-
ulated in response to LTM formation.
Three other LTM genes, less well integrated into
cAMP signaling, deserve brief mention because of
their potential neurobiological importance. The first,
nebula, is a highly conserved member of the family of
calcipressin-like calcineurin inhibitors. nebula mutants
appear to disrupt LTM formation specifically [95].
Intriguingly, this gene also is homologous to Down’s
syndrome critical region1 gene (DSCR1), thereby sug-
gesting a direct connection between memory pro-
cessing and this form of mental retardation. The
second gene is crammer (cer) [94], encoding an
inhibitor of a subfamily of cysteine proteinases named
cathepsins. Interestingly, cer may have a role in glial
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cells that surround the MBs. Finally, Notch is a classic
neurogenic gene mediating signaling pathways
involved in several developmental processes. In
neurons, it regulates neurite outgrowth in vivo
[110,111], in tissue culture [112], and in the developing
Drosophila central nervous system [113,114]. Condi-
tional disruption of Notch causes deficits specific for
LTM formation [31,32,115]. Recently, Alagille syn-
drome (mental retardation) and Cadasil Syndrome
(dementia) have been linked to deficits in the Notch
pathway [116,117]. Notch also is a substrate of prese-
nilin (γ-secretase), thereby also linking it to Alzheimer’s
disease (dementia) [118].
Additional complexity of biochemical signaling is
suggested for ARM. radish recently has been shown
to encode a PLA2 (phospholipase A2) [59]. Cleavage
of membrane phospholipids by some vertebrate
homologs yields arachidonic acid, which itself can
activate atypical protein kinase C (aPKC) [119–121].
Davis [4] reports an unpublished claim by another
group that radish does not encode PLA2. While we are
unable to evaluate the unpublished data supporting
this alternative claim, we nevertheless can suggest
additional experiments to support our conclusion that
radish encodes a PLA2. First, demonstration that
expression of the PLA2 cDNA can rescue the original
radish1 allele would bolster the observed rescue of the
transposon allele (C133). Second, direct biochemical
measurement of PLA2 function in adult brain tissue
should determine whether this enzyme is defective in
mutant animals.
In addition to PLA2, aPKCζ is implicated in ARM.
Overexpression of a constitutively active form of
aPKCζ enhances memory in both wild-type flies and
also improves the memory of radish mutants, sug-
gesting that PKC acts downstream of radish [103].
This finding also is consistent with identification of
radish as a PLA2 (see above).
Critical Issues
Deriving mechanistic insight from the considerable
array of genes involved in memory is confounded by
the fact that functionally distinct gene networks act
within functionally distinct neural networks to sub-
serve behavior. The Drosophila memory field is now at
a critical juncture where we are moving past identify-
ing learning and memory genes to this more integra-
tive effort. Now, we as a field must capitalize upon the
unique genetic tools available in Drosophila to forge
mechanistic links between levels of biological organi-
zation. Models of how biochemical signaling pathways
participate in learning and memory need to go beyond
thinking about synaptic plasticity between two
neurons to an understanding of how a network of
genes acting in a network of neurons subserves the
full richness of memory.
Three major issues continue to dog genetic dissec-
tion of memory in this model system. First, most
mutants studied to date carry gene disruptions that are
present during development and (often) expressed
widely. Consequently, we do not know whether the
observed effects on memory reflect acute physiological
dysfunctions or rather derive from developmental
abnormalities [39,87]. In addition, we do not in most
cases know the relevant circuits in which each of the
genes function — and we do not believe necessarily
that ‘relevant function’ will correspond with ‘preferential
expression’. Second, with the exception of the cAMP
pathway, most of the genes that have been identified in
this system have not been conceptually integrated into
a functional gene network. Consequently, mechanistic
insight is currently limited to disconnected hypotheses
suggested by individual genes. Third, while progress
has been made in expanding our knowledge of the
anatomical circuitry relevant to this phenotype, there
are few cases where we have forged functional links
between genetic units of function, neural circuit com-
ponents, and behavioral manifestations of memory
consolidation (such as memory phases). As a result of
these conceptual gaps in our understanding, we cannot
currently distinguish between two disparate notions of
how information is processed during memory forma-
tion. At one extreme is an anatomically and biochemi-
cally simple hypothesis, in which association of shock
and odor occurs solely in/upstream of MB Kenyon
cells, is consolidated solely in MB Kenyon cells, and
relies principally upon cAMP signaling and additional
genes whose action directly impinges upon cAMP sig-
naling. In this model, the behavioral manifestation of
memory phases derives directly from sequential cellu-
lar modifications with different kinetics and distinct
pharmacological sensitivities. In this model, all phases
of memory rely on modifications occurring within the
same set of neurons. We do not believe that the current
data rule out an alternative memory transfer hypothe-
sis, in which consolidation involves a dynamic interac-
tion within a larger circuit of which MB Kenyon cells are
a component. In this latter hypothesis, different
memory phases can rely upon distinct signaling path-
ways acting in distinct anatomical foci.
So far, the hypothesis that has been favored in the
literature [4,122] is that memory at all time points
resides upstream of and within MB Kenyon cells. This
MB-centric view probably derives from the fact that
there is as yet no conclusive evidence to support the
alternative more complex hypothesis. The memory
systems model needs serious consideration, however,
for three reasons. First, in most species and tasks the
initial anatomical site of association is not the perma-
nent focus of plasticity. Instead, one of the hallmarks
of memory consolidation in other species is that the
circuit requirements for memory storage generally
shift over time to involve additional foci [123–130].
There are already some hints that this may be the
case in Drosophila. For example, there is one report
that a structural alteration in or near a part of the
central complex is correlated with LTM [131]. This
report is strictly correlative and has not been shown to
be functionally relevant.
Second, additional gene discovery also has identi-
fied several memory genes that may be expressed
exclusively outside of MB [59,76,78]. Functional manip-
ulation of these neurons has indicated that they also
are part of a broader memory consolidation circuit. In
the case of the ‘radish reporter neurons’ there is direct





time points leads to increasingly severe memory
defects [59]. This observation suggests a temporally
graded requirement for a neural activity in a circuit that
is outside of MB Kenyon cells.
Finally, there are simply no data which distinguish
the MB-centric and memory transfer hypotheses. Until
such data exist, we remain agnostic on this question,
but we wish to resist the emerging dogma that rejects
without experimental evidence the interesting possi-
bility that MBs are only a temporary storage structure
and are only a portion of a larger neural circuit for
olfactory memory. We end this essay by proposing
three critical lines of investigation that will distinguish
between the hypotheses.
First, the anatomical focus and temporal require-
ment of each gene’s action must be determined for
each phase of memory. To give one example, acute
expression of the rutabaga+ cDNA in MBs has been
shown to be sufficient to rescue the rutabaga STM
defect [39–41]. But this result does not address the
site of rutabaga-independent memory (because
rutabaga animals do in fact have residual levels of
memory) and it does not address the question of
rutabaga’s role in other memory phases.
Second, cAMP-independent pathways of learning
have not been genetically or anatomically dissected.
By generating double-mutant combinations with
rutabaga, it should be possible to determine which of
the existing mutants primarily disrupt the residual
learning in rutabaga null animals. Here again, investi-
gation of the anatomical site and time of action of
these additional biochemical pathways will be critical.
Finally, the anatomical circuitry for LTM must be
determined. The memory transfer hypothesis strongly
predicts (i) a requirement for CREB-mediated transcrip-
tion in a non-MB locus, (ii) a time period after training
when output from MB would be required to consolidate
memory at such a distal locus and (iii) an involvement in
LTM retrieval of output from the site where the relevant
CREB-mediated transcription occurs.
Our understanding of memory as a biological phe-
nomenon derives necessarily from investigation at
several different levels of organization. When findings
from each level are considered alone, they are confus-
ing. Only by a ‘vertical integration’ across levels of bio-
logical organization can we begin to understand the
behavioral phenotype in a mechanistic sense. The
experimental tools are now in place to accomplish this
for Pavlovian learning in flies.
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