Abstract-In this paper, we re-consider the problem of mapping a high-dimensional data set into a low-dimensional visualisation. We adopt the idea of multidimensional scaling but instead of projecting a high-dimensional point to a low-dimensional representation, we project a cluster in the high-dimensional space to a 3D-sphere. Rather than preserving distances from the high-dimensional space we aim at preserving the cluster interdependencies and try to recover them by the arrangement of the spheres. Using clusters and spheres rather than single data objects makes the method much more suitable for larger data sets. Our method can also be considered as a visual technique for cluster validity investigations. Strongly overlapping clusters or spheres in the visualisation are indicators for an unsuitable clustering result.
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I. INTRODUCTION
In this paper, we consider the problem of visualising a high-dimensional data set. Information visualisation has a long history and various methods for representing high dimensional data in a low-dimensional space (usually 2D or 3D) have been proposed, such as principal component analysis (PCA) [1] or multidimensional scaling (MDS) [2] or FastMap [3] . The idea of MDS is to map each high-dimensional data point to a corresponding point in the 2D plane such that the pairwise distances between any two data points is preserved best. The original MDS algorithm determines the data projections by minimizing an objective function which measures the difference between the high-and low-dimensional distance. The original approach suffers from the large number of parameters that have to be optimized (2n parameters for n data objects).
The computational effort can be reduced by subsampling the original data set and projecting the smaller subsample instead of the complete original set. Rather than drawing a random subsample, some thoughts should be spent on finding a representative subset. This may be obtained, for instance, by performing a cluster analysis: the k-means clustering algorithm calculates c representative prototypes out of the n original data points. Since c < n, applying MDS to the cluster centres is much faster.
In this particular application the clustering algorithm is used as a kind of data reduction method -the number of clusters k therefore needs not to be the true number of clusters in the data set. Instead, we may select k depending on data set of size n = 1000 by only some, say c= 15, typical MDS representatives is much faster, but also looses a lot of information: Nothing is said about the number of data objects that are represented by the prototype. A single prototype may represent a complete or only a portion of a cluster, but from the MDS projection we cannot tell whether the two clusters are well-separated or close neighbours. Our aim is to adapt the MDS approach to overcome these problems. Rather than representing a cluster by a point in a scatter plot, we use spheres and thereby have means to express the size of a cluster with the help of the sphere's radius.
(In this paper, we consider the case of a three-dimensional, interactive display.) We use the fuzzy c-means clustering algorithm (FCM), which is quite similar to k-means. It also seeks for the c most representative data points but, unlike kmeans, every data object belongs to all clusters simultaneously -but to a different degree. We use this degree ofbelongingness to measure the degree of overlap between clusters and arrange the spheres in such a way that their intersection corresponds to the overlapping degree in the original clusters.
The outline of the paper is as follows: In the next section, we briefly introduce the fuzzy c-means clustering algorithm. In section III we discuss the transformation of the FCM result into a sphere configuration (radius and pairwise overlap). Next, in section IV, we discuss the objective function that has to be minimized to (5) This definition, however, leads to undesired results: Our goal is that a positive overlap value Oi,k is reflected in the visualisation by intersecting spheres. Intuitively, if we have three clusters in a row, there will be now overlap between the two outer clusters, so their overlap values Oi,k should be zero. But since in the fuzzy c-means algorithm a data object always belongs to all clusters simultaneously, none of the oij will actually be zero. In consequence, with this definition we request that all spheres should slightly intersect. This is an undesired effect, therefore we let only those data objects contribute to Oi,k whose minimal membership degree min{u ,J, Uk,j } lies above some threshold.
Fixing this threshold is not that easy: suppose the minimum of both membership degrees is 0.25. Should this data object contribute to 0i,k or not? If the data object xj belongs to one cluster with membership degree uij = 0.7 probably not, because this indicates a quite clear assignment to cluster i. But if the highest membership degree is 0.4 only, the memberships degrees to both clusters are comparably high and we may say that xj belongs to both clusters. Another problem is that the dimensionality of the data set influences the membership degrees: The higher the dimension, the more neighbours a cluster can have and the more clusters compete for the membership degree.
Therefore we use a dynamic threshold of a ua ,j with ua,j maxi=1..c uij, e.g. a = 0.6. Only in case the minimum of uij and Uk,j is at least 60% of the highest membership degree ua,j, the assignment of the data object is considered as being ambiguous and xj contributes to the overlap Oi,k-(We will present an alternative to this heuristic in section IV-D.) Similar to the cluster size si, the overlap values Oi,k correspond to the (fuzzy) number of data objects in the intersection of cluster i and k. Just as the cluster size has been transferred into a sphere's volume, we also transfer the number of data objects shared by clusters i and k into a corresponding space volume by replacing Oi,k with 0i,k/Q. 
IV. FITNESS FUNCTION
The desired overlap Oi,k has been fixed in the previous section on the basis of the clustering result. Next, given all the spheres' positions qi we need to measure how well the spheres' intersections correspond to the 0i,k values. Once this has been done, we can formulate the problem of finding the optimal position of the spheres as a minimization problem. We then solve this minimization by using an evolution strategy.
A. Evaluating a Configuration
Consider two spheres with d q= -q2l being the distance between their centres. Without loss of generality let us assume that r, < r2, that is, sphere 1 with radius r, is the larger one. The volume of sphere i is Vi = 7rr. Depending on the radii ri and the distance d between the centres of both spheres we distinguish four cases (cf. figure 2) to measure (resp. approximate) the intersection volume V of both spheres. Case 2: r1 < d < rl + r2. In this case both spheres intersect, but neither centre lies within the other sphere. The intersection of both spheres' surfaces defines a plane and the intersection volume can be considered as a composition of two spherical caps (cf. figure 3) sharing this plane as their base. Using the notation in figure 3 , the height of the two caps is given by ri -di. From the two right-angled triangles in the figure (h2 + d2 = r2 and h2 + d2 = r2) we derive d2+ r2 2d and obtain d2 from d2 = d-dl. The volume of a spherical cap with height h and radius r is given by 17wh2(3r -h), therefore the intersection volume is given by 2 V = >7Z(ri-di)2(2ri + di) i=l Case 3: rl-r2 < d < r1. In this case, the centre of the smaller sphere falls within the larger sphere (cf. figure 4 ). We consider this being a rare case in our application, because this means that we have more data objects in the overlapping region than in the cluster itself. Using the notation in figure 4 , we construct the overlap volume from V = V2 -V2+V1' with V2 being the volume of sphere 2, V2' = 7h (3r2 -h2) being the spherical cap of sphere 2 with height h2 and V1 = 7rh2(3r -hl) the spherical cap of sphere 1 with height hi (cf. figure 4) . When the rate of successful mutations is significantly higher, the mutation rate is increased, when the success rate is significantly lower, the mutation rate is decreased. We stop the evolution process, when no improvement of the best solution could be achieved within the last 20 generations. The choices of the parameters for the evolution strategy were made on a purely heuristic basis, but turned out to be quite successful. Nevertheless, a detailed study of the influence of the parameters on the results and the time needed to find a good solution might yield an even better configuration. However, such investigations are not within the scope of this paper.
C. Further Modifications
Practical experiments revealed two problems. Firstly, if two spheres do not overlap (but they should because Oi,k > 0), there is no gradient information in J unless sphere i and k are already close to each other. The evolutionary strategy tries to improve the fitness function J by mutating the position vector, but if none of these mutations lead (incidentally) to an intersection of both spheres, the fitness function will not change. To make this kind of random search more directed, we add a penalty term: if vi,k = 0 but 0i,k > 0, we add d2 to introduce a tendency of moving both spheres closer to each other.
Secondly, in the opposite case, if two clusters do not overlap, from the point of minimizing J, we are perfectly fine if the corresponding spheres touch each other (but do not intersect).
In this case, we have Oi,k = Vi, = 0 and so the difference is also zero. However, when looking at the visualisation it is extremely difficult to see whether both spheres actually overlap or not. This makes the visual perception less valuable.
We may apply the same technique of introducing a penalty term. In case of Oi,k = 0, if both spheres are too close to each other (e.g. closer than 2(rl + r2)) we add a penalty term (e.g.
(2(ri + r2) -d)2) to introduce a repelling tendency in the near range. There is, however, a drawback with this approach: If we have, for instance, three spheres A, B, C and there is some overlap between A and B as well as between B and C, but none between A and C, then this penalty term may still apply to A and C (depending on the radius of B). This is highly undesirable, because the penalty term will now shift both spheres apart from each other -thereby deteriorating the fit of A/B and B/C.
We therefore use a different approach. Let us consider the clusters as nodes in a graph and an overlap between clusters as an edge in this graph. We then identify all connected subgraphs in a first step. The goal of the optimization phase is to fit all the overlapping degrees, therefore subgraphs that are not connected among each other can be optimized independently. This does not only reduce the computational effort, but also solves the problem of perceiving unconnected subgraphs as being connected, because now we can place the individually optimized subgraphs separately. for 4 -> 5 in the auto-mpg data set or for 5 > 6 in the wine data set. These values correspond to our intuition, because we can expect that we can adjust the overlapping degrees of at most 4 to 6 spheres at the same time. Nevertheless, figures 6, 7 and 8 show a screen shot of the visualisation of the IRIS data set, the auto-mpg and the wine data set from the UCI machine learning repository [9] . Table I gives an impression on the achieved accuracy in minimizing the fitness function (6) It should be mentioned that there are also also ways to exploit fuzzy cluster analysis for visualisation purposes as they are for instance proposed in [10] , [11] .
Finally, it should be noted that our approach can also be used as a kind of visual cluster validity check. When we are interested in a suitable clustering of the original data instead of just partitioning them somehow for the visualisation, we can visualise the clusters and see how much they overlap. Global cluster validity measures like the partition coefficient or the partition entropy [4] are based on the overlap of clusters. The visualisation has the advantage that we do not only obtain a single number as an indication of how well the clusters fit the data -a problem already addressed in [12] -but we can also see which clusters might not be trusted due to their high overlap with others.
