Abstract. Fractional step methods have been used to approximate solutions of scalar conservation laws with source terms. In this paper, the stability and accuracy of the basic fractional step algorithms are analyzed when these algorithms are used to compute discontinuous solutions of nonhomogeneous scalar conservation laws. We show that time-splitting methods for conservation laws with source terms always converge to the unique weak solution satisfying the entropy condition. In particular, it is proved that the L 1 errors in the splitting methods are bounded by O( p t), where t is the splitting time step. The L 1 convergence rate of a class of fully discrete splitting method is also investigated.
1. Introduction. We consider the initial value problem for the nonhomogeneous scalar conservation law u t + (f(u)) x = g(u); (x; t) 2 R 0; T]; (1.1) u(x; 0) = u 0 (x);
x 2 R; (1.2) with u 0 2 BV(R)\L 1 (R)\L 1 (R), f 2 C 1 (R), and g satis es a Lipschitz condition, with a Lipschitz constant L, and g(0) = 0. For ease of exposition we shall consider the one-dimensional equation (1.1) in the analysis; its extension to the multi-dimensional case is straightforward (see Sect. 6). Also, we assume that g = g(u), but the results of this paper can be easily extended to the more general case g = g(x; u) which is assumed in 1, 13] . Most problems of technological interest are nonhomogeneous, or multi-dimensional, or both. The source term in the nonhomogeneous problem is due to physical e ects or to geometrical e ects (see, e.g. 2, 17] ). The nonhomogeneous conservation laws have been investigated theoretically and numerically by several authors (see, e.g. 10, 13, 25, 3, 8, 12, 17] ). In the scalar case Kruzkov 10] proved the existence and uniqueness of the solution.
In the present paper we shall consider time-splitting methods for the numerical solutions of (1.1). In the simplest case the rst step is to use the method known as operator splitting to remove the nonhomogeneous term g(u) from (1.1). That is, we solve the homogeneous scalar conservation law u t + (f(u)) x = 0: (1.
3) The second step is to solve the ordinary di erential equation u t = g(u): (1.4) Let S(t) denote the exact solution operator of (1.1) which satis es the entropy conditions. Therefore, the solution of (1.1)-(1.2) can be expressed in the form u(x; t) = S(t)u 0 . Similarly, let S 1 (t) and S 2 (t) denote the solution operators of (1.3) and (1.4), respectively. The rst-order fractional step method is based on the approximation S(t n )u 0 (S 2 ( t)S 1 ( t)) n u 0 ; t n = n t 2 0; T]; (1.5) or on the one with the roles of S 2 and S 1 reversed, where t is the splitting time step. To maintain second-order accuracy, the Strang splitting 18] can be used, in which the solution S(t n )u 0 is approximated by S(t n )u 0 (S 2 ( t=2)S 1 ( t)S 2 ( t=2)) n u 0 ; (1.6) or by the one with the roles of S 2 and S 1 reversed. It should be pointed out that rst-order accuracy and second-order accuracy are based on the truncation errors for smooth solutions. For discontinuous solutions of conservation laws, it is not di cult to show that both approximations (1.5) and (1.6) are at most rst-order accurate ( 4] ). To analyze the principal properties of fractional step methods for discontinuous solutions, we shall concentrate on the splitting method (1.5). The main results in this paper for (1.5) can be easily extended to the scheme (1.6).
For multi-dimensionalhomogeneous conservation laws, a rst-order fractional step method was introduced by Godunov 6] , which was modi ed by Strang 18] . The stability, accuracy and convergence of their methods are analyzed by Crandall and Majda 4] , who proved that both Godunov splitting algorithm and Strang splitting algorithm converge to the unique weak solution satisfying the entropy condition. In the recent work of Teng 22] , the convergence rates of both methods are investigated. However, the splitting methods for nonhomogeneous conservation laws have not been analyzed so far. In this work, we shall show that the splitting algorithm (1.5) converges to the entropy solution of (1.1)-(1.2) and a convergence rate is obtained. In practical calculations, the solution operators S 1 and S 2 should be replaced by certain discrete splitting operators, G 1 and G 2 , respectively. That is, we need to consider one-dimensional difference approximations, G 1 ( t) S 1 ( t); G 2 ( t) S 2 ( t); to de ne fully discrete splitting methods. In this work, we consider the case when G 1 is a monotone scheme and G 2 is the forward Euler method. A di erence scheme, G 1 ( t)u n j = u n j ? f(u n j?p+1 ; ; u j+p ) ? f(u n j?p ; ; u n j+p?1 )
where = t= x is a constant and x is the spatial step length, is locally monotone on the interval, a; b], if the right hand side of (1.7) is a non-decreasing function of all arguments as they vary over a; b]. The basic properties of monotone schemes are provided in 5, 9, 11]. The forward Euler scheme
is the simplest and well-known method for solving ordinary di erential equations. The main results of the present work are given by the following two theorems.
, f 2 C 1 (R) and assume that g satis es a Lipschitz condition and g(0) = 0. Let S(t)u 0 denote the unique weak solution of (1.1)-(1.2) satisfying the entropy condition; then the L 1 convergence rate of the semi-discrete fractional step algorithm (1.5) is 1/2. More precisely, for any t n = n t 2 0; T], the following estimate holds: S(t n )u 0 ? S 2 ( t)S 1 ( t) n u 0 L 1 (R) C p t; (1.10) where C is a constant independent of t. Similar results are valid with the roles of S 2 and S 1 reversed. Theorem 1.2. Let u 0 2 BV(R) \ L 1 (R) \ L 1 (R), f 2 C 1 (R) and assume that g satisfy a Lipschitz condition and g(0) = 0. Assume the nite di erence scheme (1.7)-(1.8) be monotone and consistent with (1.3), the numerical ux f be Lipschitz continuous, and G 2 be the forward Euler operator. If := maxf x; tg is su ciently small, then for any t n = n t 2 0; T],
where C is a constant independent of and where the function (G 2 ( t)G 1 ( t)) n u 0 is a piecewise constant function, i.e. for (j ? 1=2) x x < (j + 1=2) x, (G 2 ( t)G 1 ( t)) n u 0 (x) = (G 2 ( t)G 1 ( t)) n u 0 (x j ): Similar results hold with the roles of G 2 and G 1 reversed.
Remark. In one-dimensional case, the L 1 condition for u 0 can be dropped since BV(R) L 1 (R), but in N-dimensional case (N > 1) the L 1 (R N ) condition has to be imposed since BV(R N ) 6 L 1 (R N ) (see , 7] ). In order to extend Theorems 1.1 and 1.2 to multi-dimensional nonhomogeneous conservation laws we still list the L 1 condition for u 0 in the one-dimensional case. u = S 1 (2(t ? t n ))(S 2 ( t)S 1 ( t)) n u 0 ; t 2 t n ; t n+1=2 ), S 2 (2(t ? t n+1=2 ))S 1 ( t)(S 2 ( t)S 1 ( t)) n u 0 ; t 2 t n+1=2 ; t n+1 ),
where t n = n t and t n+1=2 = (n + 1=2) t. Further, let x j+1=2 = (j + 1=2) x, x j = j x; X j = x j?1=2 ; x j+1=2 ); u n+1=2 j = G 1 ( t)u n j , and u n+1 j = G 2 ( t)u n+1=2 j . We de ne function u (x; t) as follows:
2 t (t ? t n )u n+1=2 j + 2 t (t n+1=2 ? t)u n j ; x 2 X j ; t 2 t n ; t n+1=2 ) 2 t (t n+1 ? t)u n+1 j + 2 t (t ? t n+1=2 )u n+1=2 j ; x 2 X j ; t 2 t n+1=2 ; t n+1 ):
Therefore, u (x; ) is a piecewise constant function in R and u ( ; t) 2 C( 0; T]). Also, u (x j ; t n ) = u n j and u (x j ; t n+1=2 ) = u n+1=2 
(2.13) ju ( ; t)j BV(R) e LT ju 0 j BV(R) ; (2.14) It can be shown that 2 C 1 0 (R),! 2 C 1 0 (R 2 ) and
Assume functions p; q 2 L 1 (R 0; T]) satisfying kp( + h; 2 ) ? p( ; 1 )k L 1 (R) A maxfjhj; j 2 ? 1 jg; (3.3) kq( + h; 2 ) ? q( ; 1 )k L 1 (R) B maxfjhj; j 2 ? 1 jg ; ku( ; t n ) ? q( ; t n )k L 1 (R) (3.8) ku( ; 0) ? q( ; 0)k L 1 (R) + C + + t + t :
Remark. An alternative de nition of the functional is which incorporates the inhomogeneous term into~ (see, 23, 24] ). By the entropy condition (2.2) we have~ (u; q; t n ) 0 for any q 2 L 1 (R 0; T]). The Kuznetsov's lemma can also be generalized for~ with no problem. However, if we use the fact (u; q; t n ) 0 and try to bound~ (q; u; t n ), then the global error estimate cannot be obtained. For example, in the case q = u , the splitting method yields (cf. Since the function sign( ) is discontinuous, it seems impossible to obtain an o( t) error bound from the last integral term. To avoid the discontinuity of the sign function, we replace the integral term in (3.9) by the integral term in (3.7). We also estimate both (u; q; t n ) and (q; u; t n ) so that the resulting inequality does not involve subtraction of two sign functions (cf. (3.11) ).
In order to obtain Lemma 3.1, we need to use the following inequality; we defer its proof to Appendix and simply give the result here: (u; q; t n ) (3.10)
Note that g satis es a Lipschitz condition. From (3.6), (3.7) and (3.10), we have, for all t n 2 ; T], ku( ; t n ) ? q( ; t n )k L 1 (R) In the case t n 2 0; ], we obtain from (2.6) and (3.4) that ku( ; t n ) ? q( ; t n )k L 1 (R) ku( ; 0) ? q( ; 0)k L 1 (R) + C . This, together with the Gronwall-type inequality (3.13), yields (3.8). Therefore, we have proved Lemma 3.1.
4. Proof of Theorem 1.1. We begin by estimating (u ; u; t n ), where u is de ned by (2.7) and u is the unique entropy solution of (1.1)-(1.2). where (m) (x; r) = (x; t 2m + r), and where the second step follows from the entropy condition for u (m) 1 , since u (m) 1 is the (unique) entropy solution of (1.3). By setting k = u(x 0 ; 0 ); (x; ) = !(x; x 0 ; ; 0 ) in (4.3) and integrating the resulting inequality with respect to x 0 and 0 , we obtain (4.1). Next, using the change of variable r = 2( ? t m+1=2 ) and using the integration by parts, we obtain follows that the last term of (4.4) is 0. Then (4.2) is obtained.
Remark. Lemma 4.1 characterizes the main property of the time-splitting method. In the time interval t m ; t m+1=2 ) we used the entropy condition for the solution operator S 1 , while in t m+1=2 ; t m+1 ) we noticed that S 2 is an ODE solution operator. ju (x; t m+1=2 ) ? u (x; )jd dx C t C :
Using the above two results we obtain (5.6). Similar to the proof for (A.2) the following inequality can be obtained: 6. Extensions. In this section we describe some extensions of the error bound results given in Sect. 1. For simplicity, the proofs are omitted since they are for the most part analogous to the ones given before.
6.1. Conditions for the Initial Data and the Source Term. In this subsection, we discuss the conditions for u 0 and g. Unlike the homogeneous case ( 4, 22] ), u 0 2 L 1 (R) is required when the nonhomogeneous term is given. This condition is used to ensure the continuity in time, i.e. the estimates (2.6), (2.12) and (2.16). These properties are very important in obtaining Theorems 1.1 and 1.2, at least under the general framework used in the present work. Without the assumption u 0 2 L 1 (R), none of the estimates (2.6), (2.12) and (2.16) holds. To see this, we consider the case when f 0; g(u) = u and u 0 1. In this case, the exact solution is u(x; t) = e t . Therefore, for any 2 If b ? a ! 1, then the right hand side of (6.1) goes to in nity, no matter how small t is. Therefore, the error ku( ; t) ? u ( ; t)k L 1 (R) can not be bounded without the assumption u 0 2 L 1 (R).
In most practical problems, g(0) = 0 is satis ed (see, e.g. 2, 17] ). This condition is also assumed in 1]. Again, without this requirement, the estimates (2.6), (2.12) and (2.16) do not hold. This can be seen by considering the case when f 0; g(u) = 1 + u and u 0 0. In this case, the exact solution is u(x; t) = e t ? 1, and therefore ku( ; t) ? u ( ; t)k L 1 (R) is unbounded. where ; u l ; u r 2 R are constants. Hence, for the Riemman problem, u 0 6 2 L 1 (R), but it is easy to see that u 0 2 L loc (R). In order to cover the case u 0 6 2 L 1 (R); u 0 2 L loc (R), we give the following results; their proofs are similar to the proofs of Theorems 1.1 and 1.2. 
where C is a positive constant independent of t.
7. Conclusions. In this work, we have proved that the nonlinear semigroup S(t), the exact solution operator of (1.1), can be approximated by (S 2 ( t)S 1 ( t)) n , as jt ? n tj < t 1, where S 1 and S 2 are the solution operators of (1.3) and (1.4), respectively. In the homogeneous case, i.e. g 0, setting p = u, the exact solution of (1.3), in (3.6) and using the entropy condition we have (u; q; t) 0 for all q 2 L 1 (R). Therefore, it is not necessary to estimate the term (u; q; t n ) is this case. However, for nonhomogeneous conservation laws, this term plays an important role in the error analysis and therefore a detail analysis for (u; q; t n ) is required. In the homogeneous case, several authors provided convergence rates for various di erence schemes or splitting methods (see, e.g. 11, 14, 15, 16, 19, 22, 24] ). Although their problems are di erent, the convergence rates obtained are half in most of the cases. Therefore, the convergence rates obtained in this paper might be the best possible. Especially, the convergence rate in Theorem 1.2 should be the optimal one, since even in the homogeneous case, the optimum rate for monotone schemes is 1/2 (see 21]). However, no numerical evidence has been found so far to con rm that the convergence order in (1.10) of Theorem 1.1, or in general case (6.6), is the best possible (see also the numerical experiments in 22]). It remains to be seen if the optimum convergence rates in these two cases are higher than 1/2.
A. Appendix. Again, for ease of notation, we denote u(x; ), p(x; ), u(x 0 ; 0 ) and q(x 0 ; 0 ) by u; p; u 0 and q 0 , respectively, in most of integrands. Also, we assume in this appendix that p; q 2 L 1 (R 0; T]) \ L 1 (R 0; T]) satisfy (3.3) and (3.4), respectively. In order to obtain (3.10), we rst prove the following inequalities: Similar to the proofs of (A.1) and (A.2) we can show that I 7 C t; I 8 C t; I 9 C t= ; I 10 C t= . 2 We now turn to the proof of (3.10). Setting p = u in (A.1), (A.2) and (A.3) and adding the resulting inequalities yields Integrating the above inequality with respect to x 0 in R and 0 in n?1 m=0 t m+1=2 ; t m+1 ], respectively, and using (A.4), we obtain (3.10). 2
