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a b s t r a c t
A useful representation of fractional order systems is the state space representation. For
the linear fractional systems of commensurate order, the state space representation is
defined as for regular integer state space representationwith the state vector differentiated
to a real order. This paper presents a solution of the linear fractional order systems of
commensurate order in the state space. The solution is obtained using a technique based on
functions of square matrices and the Cayley–Hamilton theorem. The technique developed
for linear systems of integer order is extended to derive analytical solutions of linear
fractional systems of commensurate order. The basic ideas and the derived formulations
of the technique are presented. Both, homogeneous and inhomogeneous cases with usual
input functions are solved. The solution is calculated in the form of a linear combination
of suitable fundamental functions. The presented results are illustrated by analyzing some
examples to demonstrate the effectiveness of the presented analytical approach.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The subject of fractional calculus has gained considerable importance and popularity during the past decades mainly
due to its numerous applications in various fields of applied science and engineering. Various materials and processes have
been found to be properly described using fractional calculus that provides an excellent instrument for the description
of their properties. Fractional derivative concepts have been generally used to model these physical systems, leading to
the formulation of fractional differential equations [1–10]. With their growing range of applications, it is important to
establish a clear system theory for the fractional order systems, so they may be accessible to the general engineering
community. So far, there have been several fundamental works on fractional differential equations that provide a good
understanding of the fractional calculus such as the existence, the uniqueness and some methods for solving fractional
differential equations [11–14]. More recently, many extensive works have been done on fractional differential equations
including the development of efficient analytical and numerical methods and techniques to solve them. The purpose of the
analyticalmethods is to obtain an explicit expression for the general solution of the fractional differential equations [15–24].
The purpose of the numerical methods is the development of a robust and stable numerical scheme for the solution of the
fractional differential equation. In recent years, a great deal of effort has been expended in attempting to find accurate and
efficient numerical method for their solution that leads to a variety of techniques given for instance in [25–33].
The class of linear fractional dynamic systems is described by general linear fractional differential equations. These types
of linear fractional differential equations have been the focus of many studies [15,16,19,21,22,24]. In spite of the finding
of their solution was much involved during the last decades; exact solutions cannot be found. Thus approximation and
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numerical techniques have been used extensively. Also, there have been some attempts to create a formal framework for
their study, but without the desired generality, coherence and usefulness of the final results.
In this paper, we present an analytical solution of the state-space linear fractional systems of commensurate order given
as
Dmx(t) = A x(t)+ Be(t), (1)
where Dmx(t) is the Caputo fractional derivative of orderm such that 0 < m < 1, x(t) is the n-state vector, A is the (n× n)
state matrix and e(t) is the input.
The objective of this paper is to treat the linear fractional order systems as it is done with usual systems in order
to establish a linear fractional order system theory. The solutions of the homogeneous and non-homogeneous cases are
obtained using a technique based on functions of square matrices and the Cayley–Hamilton theorem. The general solution
is expressed as the linear combination of fundamental functions which are generalized-exponential functions and a kind of
functions that play the same role as the classical exponential function. The basic ideas and the derived formulations of the
technique are presented. The presented results are illustrated by analyzing some examples to demonstrate the effectiveness
of the presented analytical approach. In this work the eigenvalues of the state-space matrix A are all real simples and/or
multiples.
2. Fundamental functions
In this context, the fundamental functions will be used in the solution of the state-space linear fractional order systems
of Eq. (1). Let λ and m be two real numbers such that λ < 0 and 0 < m < 1. For t ≥ 0, we will call gexpn (t, λ,m) the
generalized exponential function of order n (n = 1, 2, . . .), its Laplace transform is such that
L{gexpn(t, λ,m)} = Gn(s) = 1
(sm − λ)n . (2)
In order to study the dynamical behavior of the solutions of the state-space linear fractional order systems of Eq. (1), the
irrational functions Gn(s) of (2) have to be approximated by rational ones. In [15], the approximation, in a frequency band
of interest [0, ωH ], of the irrational function G1(s) by a rational function is presented in full details. Hence, from [15], we can
write that
G1(s) = 1
(sm − λ) =
2N−1
i=1
ki
(s+ pi) , (3)
where the poles pi (i = 1, 2, . . . , 2N − 1), the residues ki (i = 1, 2, . . . , 2N − 1) and the number N of the approximation
are given by
pi = (β)
(i−N)
τ0
and ki =
 −pi
2πλ
 sin[(1−m)π)
cosh

m log

1
τ0pi

− cos[(1−m)π)
 , (4)
N = Integer

log(τ0ωmax)
log(β)

+ 1, (5)
with τ0 = (−1λ )(
1
m ), ωmax = 1000ωH is an approximation frequency and β is the ratio of a pole to a previous one such that
β > 1. By taking the inverse Laplace Transform of Eq. (3), the function gexp1 (t, λ,m) is then obtained as
gexp1(t, λ,m) = L−1

1
(sm − λ)

= L−1

2N−1
i=1
ki
(s+ pi)

=
2N−1
i=1
ki exp(−pit). (6)
Once the rational function approximation of the fundamental function G1(s) is obtained, all the rational function
approximations of the fundamental functions Gn(s) (n = 2, 3, . . .) can then be easily derived as
Gn(s) = 1
(sm − λ)n =

2N−1
i=1
ki
(s+ pi)
n
=

K0
2N−2
i=1
(s+ zi)
2N−1
i=1
(s+ pi)

n
= (K0)n

2N−2
i=1
(s+ zi)n
2N−1
i=1
(s+ pi)n
 , (7)
where the zeros zi (i = 1, 2, . . . , 2N − 2) and K0 can be easily calculated by the poles pi (i = 1, 2, . . . , 2N − 1) and the
residues ki (i = 1, 2, . . . , 2N − 1). By the partial fraction expansions method, we will get
Gn(s) = (K0)n

2N−2
i=1
(s+ zi)n
2N−1
i=1
(s+ pi)n
 = 2N−1i=1
n
j=1
kij
(s+ pi)j , (8)
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where the residues kij (i = 1, 2, . . . , 2N − 1 and j = 1, 2, . . . , n) are given as follows:
kij = 1
(n− j)!
d(n−j)
ds(n−j)
{(s+ pi)nGn(s)}|s=−pi . (9)
By taking the inverse Laplace transform of Eq. (8), the function gexpn (t, λ,m) is then obtained as
gexpn(t, λ,m) = L−1

1
(sm − λ)n

=
2N−1
i=1
n
j=1
kij
(j− 1)! t
(j−1) exp(−pit). (10)
We will introduce a second function hexpn (t, λ,m) that will also be used in the solution of the state-space linear fractional
order systems of Eq. (1). The function h expn (t, λ,m) is a simple convolution of the generalized exponential function
gexpn (t, λ,m) (n = 1, 2, . . .)with the unity step function u(t). Hence, it is given as
hexpn(t, λ,m) = [gexpn(t, λ,m)] ∗ u(t). (11)
Using Laplace transform, we will have
L{hexpn(t, λ,m)} = L{[gexpn(t, λ,m)] ∗ u(t)} = 1s(sm − λ)n . (12)
From Eq. (8), we can write that
1
s(sm − λi)n =
2N−1
i=1
n
j=1
kij
s(s+ pi)j =
2N−1
i=1
n
j=1
kij
 rij
s

+
j
q=1
rijq
(s+ pi)q

, (13)
where the residues rijq and rij (j = 1, 2, . . . , n and q = 1, 2, . . . , j) are given as follows:
rijq =

d(j−q)
ds(j−q)

1
s

s=−pi

= − (j− q)!
(pi)(1+j−q)
and rij = 1
(pi)j
. (14)
By taking the inverse Laplace transform of Eq. (13), the function hexpn (t, λ,m) is then obtained as
hexpn(t, λ,m) = L−1

1
s(sm − λ)n

=
2N−1
i=1
n
j=1
kij

L−1
 rij
s

+ L−1

j
l=1
rijq
(s+ pi)q

, (15)
hexpn(t, λ,m) =
2N−1
i=1
n
j=1

kijriju(t)+
j
q=1
kijrijq
(q− 1)! t
(q−1) exp(−pit)

. (16)
3. Solution of the state-space linear fractional order system
3.1. Preliminaries
Let A be an n× nmatrix whose characteristic polynomial is written as
∆(λ) = |λI − A| = λn + an−1λn−1 + · · · + a1λ+ a0. (17)
Then the corresponding matrix polynomial is
∆(A) = An + an−1An−1 + · · · + a1A+ a0I. (18)
Cayley–Hamilton theorem [34]
Every matrix satisfies its own characteristic equation; that is
∆ (A) = [0]. (19)
Functions of square matrices [34]
Let P(λ) be a function and let A be an n × nmatrix whose eigenvalues λi (i = 1, 2, . . . , n) are real distinct or repeated.
Then P(λ) has a power series representation as
P(λ) =
+∞
k=0
γkλ
k ⇒ P(A) =
+∞
k=0
γkAk. (20)
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It is possible to regroup the infinite series for P(λ) so that
P(λ) = ∆(λ)
+∞
k=0
βkλ
k + R(λ)⇒ P(A) = ∆(A)
+∞
k=0
βkAk + R(A). (21)
The remainder R(λ)will have the degree≤ (n− 1) because∆(λ) has the degree n; therefore
R(λ) = α0 + α1λ+ α2λ2 + · · · + αn−1λn−1
R(A) = α0I + α1A+ α2A2 + · · · + αn−1An−1. (22)
For λ = λi (i = 1, 2, . . . , n), we have∆(λi) = 0 and∆(A) = 0. Hence, from Eqs. (21) and (22), we will have
P(λi) = R(λi) = α0 + α1λi + α2λ2i + · · · + αn−1λ(n−1)i
P(A) = R(A) = α0I + α1A+ α2A2 + · · · + αn−1An−1. (23)
If the n eigenvalues λi (i = 1, 2, . . . , n) of the matrix A are distinct, the n coefficients αj(s) (j = 0, 1, . . . , (n − 1)) can be
calculated using the following n equations (i = 1, 2, . . . , n):
P(λi) = R(λi) = α0 + α1λi + α2λ2i + · · · + αn−1λ(n−1)i . (24)
When an eigenvalue λi is multiple, some of the equations P(λi) = R(λi) will be repeated, so they do not form a set of n
linearly independent equations. Hence, for an eigenvalue λi with an algebraic multiplicitymi, the first (mi − 1) derivatives
of P(λ) at λi of Eq. (21) will vanish and thus the following equations form a set ofmi linearly independent equations.
P(λi) = R(λi), dP(λ)dλ

λ=λi
= dR(λ)
dλ

λ=λi
, . . . .
d(mi−1)P(λ)
dλ(mi−1)

λ=λi
= d
(mi−1)R(λ)
dλ(mi−1)

λ=λi
. (25)
So, a full set of n equations is always available for finding the n coefficients αj(s) (j = 0, 1, . . . , (n− 1)) that will be used to
calculate the function P(A).
3.2. Solution
Consider the state-space linear fractional order system of Eq. (1):
Dmx(t) = A x(t)+ Be(t), (26)
where Dmx(t) is the Caputo fractional derivative of orderm such that 0 < m < 1, x(t) is the n-state vector, e(t) is the input
and A is the (n× n) state matrix whose eigenvalues λi (i = 1, 2, . . . , n) are real distinct and/or multiple. Taking the Laplace
transform of Eq. (26), we obtain
X(s) = (smI − A)−1[s(m−1)x(0)] + (smI − A)−1BE(s), (27)
where x(0) is the initial state. The expression of the state vector x(t) is determined by taking the inverse Laplace transform
of Eq. (27); we will then have
x(t) = L−1{X(s)} = L−1{s(m−1)(smI − A)−1}x(0)+ L−1{(smI − A)−1} ∗ Be(t). (28)
We can easily see that finding the n × n matrix function (smI − A)−1 leads to solution of the state-space linear fractional
order system of (26).
3.2.1. Calculation of the n× n matrix function (smI − A)−1
The eigenvalues λi (i = 1, 2, . . . , n) of the state matrix A are considered to be real distinct and/or multiple. From
Section 3.1, the function P(A) of the square matrix A is considered to be
P(A) = (smI − A)−1 = α0(s)I + α1(s)A+ · · · + αn−1(s)An−1. (29)
The n coefficients αj(s) (j = 0, 1, . . . , n− 1) can be easily calculated according to the eigenvalues of the Amatrix.
Case with real and distinct eigenvalues.
If the eigenvalues λi (i = 1, 2, . . . , n) of the Amatrix are all real and distinct, the functions αj(s) (j = 0, 1, . . . , (n− 1))
can be calculated using the following equations; that is for i = 1, 2, . . . , n:
P(λ)|λ=λi = (sm − λ)−1|λ=λi =

(n−1)
j=0
αj(s)λj

λ=λi
. (30)
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The above equation can be rewritten in matrix form as
(sm − λ1)−1
(sm − λ2)−1
...
(sm − λn)−1
 = V1

α0(s)
α1(s)
...
α(n−1)(s)
 =

1 λ1 λ21 · · · λn−11
1 λ2 λ22 · · · λn−12
...
...
...
. . .
...
1 λn λ2n · · · λn−1n


α0(s)
α1(s)
...
α(n−1)(s)
 . (31)
The matrix V1 is nonsingular, hence the n coefficients αj(s) (j = 0, 1, . . . , (n− 1)) are obtained from Eq. (31) as
α0(s)
α1(s)
...
α(n−1)(s)
 = V−11 .

(sm − λ1)−1
(sm − λ2)−1
...
(sm − λn)−1
 =

γ11 γ12 · · · γ1n
γ21 γ22 · · · γ2n
...
...
. . .
...
γn1 γn2 · · · γnn
 .

(sm − λ1)−1
(sm − λ2)−1
...
(sm − λn)−1
 , (32)

α0(s)
α1(s)
...
α(n−1)(s)
 =

n
i=1
γ1i(sm − λi)−1
n
i=1
γ2i(sm − λi)−1
...
n
i=1
γni(sm − λi)−1

. (33)
The n× nmatrix function (smI − A)−1 is then obtained as
(smI − A)−1 =
n−1
p=0
αp(s)Ap =
n−1
p=0

n
i=1
γ(p+1)i(sm − λi)−1

Ap. (34)
So, the solution x(t) of the state-space linear fractional order system of Eq. (28) is given as
x(t) = L−1

s(m−1)
n−1
p=0

n
i=1
γ(p+1)i(sm − λi)−1

Ap

x(0)+ L−1

n−1
p=0

n
i=1
γ(p+1)i(sm − λi)−1

Ap

∗ Be(t), (35)
x(t) =
n−1
p=0

n
i=1
γ(p+1)iL−1{s(m−1)(sm − λi)−1}

Apx(0)+
n−1
p=0

n
i=1
γ(p+1)iL−1{(sm − λi)−1}

Ap ∗ Be(t). (36)
The function L−1{(sm − λi)−1} is the generalized exponential function gexp1(t, λi,m) of Eq. (6). And the function
L−1{s(m−1)(sm − λi)−1} is obtained as follows:
s(m−1)
(sm − λi) =
sm
s(sm − λi) =
1
s

sm − λi + λi
(sm − λi)

= 1
s

1+ λi
(sm − λi)

= 1
s
+ λi
s(sm − λi) . (37)
Hence,
L−1{s(m−1)(sm − λi)−1} = L−1

1
s
+ λi
(sm − λi)

= L−1

1
s

+ λiL−1

1
s(sm − λi)

. (38)
From Eq. (12), we can write that
L−1{s(m−1)(sm − λi)−1} = u(t)+ λi{hexp1(t, λi,m)}, (39)
where
hexp1(t, λi,m) =
2N−1
j=1
{kj1r1u(t)+ kj1r11 exp(−pjt)}.
Therefore, the solution x(t) of Eq. (36) is given as
x(t) =
n−1
p=0

n
i=1
γ(p+1)i{u(t)+ λi[hexp1(t, λi,m)]}

Apx(0)+
n−1
p=0

n
i=1
γ(p+1)i{gexp1(t, λi,m)}

Ap ∗ Be(t), (40)
x(t) =
n
i=1
[u(t)+ λi{hexp1(t, λi,m)}]

n−1
p=0
γ(p+1)iAp

x(0)+
n
i=1
[{gexp1(t, λi,m)} ∗ e(t)]

n−1
p=0
γ(p+1)iAp

B. (41)
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For i = 1, . . . , n, let the (n × n) constant matrix {n−1p=0 γ(p+1)iAp} = Wi, whose elements wijq (1 ≤ j, q ≤ n) are obtained
from the constant coefficients γ(p+1)i (1 ≤ (p + 1) ≤ n) and the elements of the n matrices Ap (p = 0, 1, . . . , (n − 1)).
Hence, we will have
x(t) =
n
i=1
[u(t)+ λi{hexp1(t, λi,m)}]Wix(0)+
n
i=1
[{gexp1(t, λi,m)} ∗ e(t)]WiB, (42)

x1(t)
x2(t)
.
.
.
xn(t)
 =

n
i=1

[u(t)+ λi{hexp1(t, λi,m)}]

n
q=1
xq(0)wi1q

+
n
i=1

[{gexp1(t, λi,m)} ∗ e(t)]

n
q=1
bqwi1q

n
i=1

[u(t)+ λi{hexp1(t, λi,m)}]

n
q=1
xq(0)wi2q

+
n
i=1

[{gexp1(t, λi,m)} ∗ e(t)]

n
q=1
bqwi2q

.
.
.
n
i=1

[u(t)+ λi{hexp1(t, λi,m)}]

n
q=1
xq(0)winq

+
n
i=1

[{gexp1(t, λi,m)} ∗ e(t)]

n
q=1
bqwinq


. (43)
Case with real and repeated eigenvalues
If the eigenvalue λi (i = 1, 2, . . . , r) of the A matrix are real and repeated roots each with an algebraic multiplicity mi,
respectively, the n coefficients αj(s) (j = 0, 1, . . . , (n − 1)), of Eq. (29), can be calculated using the n equations obtained
from Eq. (25); that is for i = 1, 2, . . . , r , and for k = 0, 1, . . . , (mi − 1), with n =ri=1 mi:
dkP(λ)
dλk

λ=λi
=

dk
dλk
{(sm − λ)−(k+1)}

λ=λi
=

(n−1)
j=k
(j)!
(j− k)!αj(s)λ
(j−k)

λ=λi
. (44)
The above equation can be rewritten in matrix form as

(sm − λ1)−1
(sm − λ1)−2
...
(sm − λ1)−m1

...
(sm − λr)−1
(sm − λr)−2
...
(sm − λr)−mr


= V2

α0(s)
α1(s)
...
α(n−1)(s)
 , (45)
where the matrix V2 is given as
V2 =


1 λ1 λ21 · · · λ(n−2)1 λ(n−1)1
0 1 2λ1 · · · (n− 2)λ(n−3)1 (n− 1)λ(n−2)1
...
...
...
. . .
...
...
0 0 0 · · · (n− 2)!
(n−m1)!λ
(n−m1)
1
(n− 1)!
(n−m1 + 1)!λ
(n−m1+1)
1
0 0 0 · · · (n− 2)!
(n−m1 − 1)!λ
(n−m1−1)
1
(n− 1)!
(n−m1)!λ
(n−m1)
1

(m1×n)
...
...
1 λr λ2r · · · λ(n−2)r λ(n−1)r
0 1 2λr · · · (n− 2)λ(n−3)r (n− 1)λ(n−2)r
...
...
...
. . .
...
...
0 0 0 · · · (n− 2)!
(n−mr)!λ
(n−mr )
r
(n− 1)!
(n−mr + 1)!λ
(n−mr+1)
r
0 0 0 · · · (n− 2)!
(n−mr − 1)!λ
(n−mr−1)
r
(n− 1)!
(n−mr)!λ
(n−mr )
r

(mr×n)

. (46)
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The matrix V2 is nonsingular, hence the n coefficients αj(s) (j = 0, 1, . . . , (n− 1)) are obtained from Eq. (45) as

α0(s)
α1(s)
...
α(n−1)(s)
 = V−12


(sm − λ1)−1
(sm − λ1)−2
...
(sm − λ1)−m1

...
(sm − λr)−1
(sm − λr)−2
...
(sm − λr)−mr


=

δ11 δ12 · · · δ1n
δ21 δ22 · · · δ2n
...
...
. . .
...
δn1 δn2 · · · δnn



(sm − λ1)−1
(sm − λ1)−2
...
(sm − λ1)−m1

...
(sm − λr)−1
(sm − λr)−2
...
(sm − λr)−mr


, (47)

α0(s)
α1(s)
...
α(n−1)(s)
 =


m1
k=1
δ1k(sm − λ1)−k + · · · +
mr
k=1
δ1(m1+···+m(r−1)+k)(s
m − λr)−k


m1
k=1
δ2k(sm − λ1)−k + · · · +
mr
k=1
δ2(m1+···+m(r−1)+k)(s
m − λr)−k

...
m1
k=1
δnk(sm − λ1)−k + · · · +
mr
k=1
δn(m1+···+m(r−1)+k)(s
m − λr)−k


. (48)
The (n× n) matrix function (smI − A)−1 is then obtained as
(smI − A)−1 =
n
p=1
α(p−1)(s)A(p−1)
=
n
p=1

m1
k=1
δpk(sm − λ1)−k + · · · +
mr
k=1
δp(m1+···+m(r−1)+k)(s
m − λr)−k

A(p−1). (49)
So, the solution x(t) of the state-space linear fractional order system of Eq. (28) is given as
x(t) = L−1

s(m−1)
n
p=1

m1
k=1
δpk(sm − λ1)−k + · · · +
mr
k=1
δp(m1+···+m(r−1)+k)(s
m − λr)−k

A(p−1)

x(0)
+ L−1

n
p=1

m1
k=1
δpk(sm − λ1)−k + · · · +
mr
k=1
δp(m1+···+m(r−1)+k)(s
m − λr)−k

A(p−1)

∗ Be(t), (50)
x(t) =
n
p=1

m1
k=1
δpkL−1{s(m−1)(sm − λ1)−k} + · · · +
mr
k=1
δp(m1+···+m(r−1)+k)L
−1{s(m−1)(sm − λr)−k}

A(p−1)x(0)
+
n
p=1

m1
k=1
δpkL−1{(sm − λ1)−k} + · · · +
mr
k=1
δp(m1+···+m(r−1)+k)L
−1{(sm − λr)−k}

A(p−1) ∗ Be(t). (51)
The function L−1{(sm − λi)−k} is the generalized exponential function gexpk(t, λi,m) of Eq. (10). And the function
L−1{s(m−1)(sm − λi)−k} is obtained as follows:
s(m−1)
(sm − λi)k =
sm
s(sm − λi)k =
1
s

sm − λi + λi
(sm − λi)k

= 1
s

1
(sm − λi)(k−1) +
λi
(sm − λi)k

= 1
s(sm − λi)(k−1) +
λi
s(sm − λi)k . (52)
Hence,
L−1

s(m−1)
(sm − λi)k

= L−1

1
s(sm − λi)(k−1) +
λi
s(sm − λi)k

= L−1

1
s(sm − λi)(k−1)

+ L−1

λi
s(sm − λi)k

. (53)
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From Eq. (13), we can write that
L−1

s(m−1)
(sm − λi)k

= hexp(k−1)(t, λi,m)+ λi{hexpk(t, λi,m)}. (54)
With hexp0(t, λi,m) = u(t)= is the unit step. Therefore, the solution x(t) of Eq. (51) is given as
x(t) =
n
p=1

m1
k=1
δpk{hexp(k−1)(t, λ1,m)+ λ1{hexpk(t, λ1,m)}}
+ · · · +
mr
k=1
δp(m1+···+m(r−1)+k){hexp(k−1)(t, λr ,m)+ λr{hexpk(t, λr ,m)}}

A(p−1)x(0)
+
n
p=1

m1
k=1
δpk{gexpk(t, λ1,m)} + · · · +
mr
k=1
δp(m1+···+m(r−1)+k){gexpk(t, λr ,m)}

A(p−1) ∗ Be(t), (55)
x(t) =

m1
k=1
{hexp(k−1)(t, λ1,m)+ λ1{hexpk(t, λ1,m)}}

n
p=1
δpkA(p−1)

x(0)
+ · · · +
mr
k=1
{hexp(k−1)(t, λr ,m)+ λr{hexpk(t, λr ,m)}}

n
p=1
δp(m1+···+m(r−1)+k)A
(p−1)

x(0)

+

m1
k=1
[{gexpk(t, λ1,m)} ∗ e(t)]

n
p=1
δpkA(p−1)

B
+ · · · +
mr
k=1
[{gexpk(t, λr ,m)} ∗ e(t)]

n
p=1
δp(m1+···+m(r−1)+k)A
(p−1)

B

. (56)
For k = [1, . . . ,m1, (m1+1), . . . , (m1+m2), (m1+m2+1), . . . , (m1+m2+· · ·+mr) = n], let the (n×n) constantmatrix
{np=1 γpkA(p−1)} = Wk, whose elements wkiq (1 ≤ i, q ≤ n) are obtained from the constants coefficients γpk (1 ≤ p ≤ n)
and the elements of the nmatrices Ap (p = 0, 1, . . . , (n− 1)). Hence, we will have
x(t) =

m1
k=1
{hexp(k−1)(t, λ1,m)+ λ1{hexpk(t, λ1,m)}}Wkx(0)
+ · · · +
mr
k=1
{hexp(k−1)(t, λr ,m)+ λr{hexpk(t, λr ,m)}}W(m1+···+m(r−1)+k)x(0)

+

m1
k=1
[{gexpk(t, λ1,m)} ∗ e(t)]WkB+ · · · +
mr
k=1
[{gexpk(t, λr ,m)} ∗ e(t)]W(m1+···+m(r−1)+k)B

. (57)
Hence, each component xi(t), for i = 1, 2, . . . , n, of the n-state vector x(t) is given as
xi(t) =

m1
k=1

[hexp(k−1)(t, λ1,m)+ λ1{hexpk(t, λ1,m)}]

n
q=1
xq(0)wkiq

+ · · · +
mr
k=1

[hexp(k−1)(t, λr ,m)+ λr{hexpk(t, λr ,m)}]

n
q=1
xq(0)w(m1+···+m(r−1)+k)iq

+

m1
k=1

[{gexpk(t, λ1,m)} ∗ e(t)]

n
q=1
bqwkiq

+ · · · +
mr
k=1

[{gexpk(t, λr ,m)} ∗ e(t)]

n
q=1
bqw(m1+···+m(r−1)+k)iq

. (58)
4. Illustrative examples
In this section, we will present two examples simulated on a PC using MATLAB to show the effectiveness and the
usefulness of the proposed approach for the solution of the state space linear fractional system of commensurate order.
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4.1. Example 1: case with real and distinct eigenvalues
Let us consider the following state-space linear fractional system of commensurate order:
d0.83x(t)
dt0.83
=
 0 1 0
0 0 1
−28 −39 −12

x(t)+
1
0
1

e(t),
where x(t) =

x1(t)
x2(t)
x3(t)

is the state vector, e(t) is the input. The eigenvalues of the A matrix are λ1 = −1, λ2 = −4 and
λ3 = −7. The initial state is x(0) =

x1(0)
x2(0)
x3(0)

=
−1
1
0

. Hence, the solution x(t) of this system is obtained from Eq. (43) asx1(t)
x2(t)
x3(t)

=

3
i=1

[u(t)+ λi{hexp1(t, λi, 0.83)}]

3
q=1
xq(0)wi1q

+
3
i=1

[{gexp1(t, λi, 0.83)} ∗ e(t)]

3
q=1
bqwi1q

3
i=1

[u(t)+ λi{hexp1(t, λi, 0.83)}]

3
q=1
xq(0)wi2q

+
3
i=1

[{gexp1(t, λi, 0.83)} ∗ e(t)]

3
q=1
bqwi2q

3
i=1

[u(t)+ λi{hexp1(t, λi, 0.83)}]

3
q=1
xq(0)winq

+
3
i=1

[{gexp1(t, λi, 0.83)} ∗ e(t)]

3
q=1
bqwinq


.
For e(t) = u(t) the unit step, we have from Eq. (11) [gexp1(t, λ,m)] ∗ u(t) = hexp1(t, λ,m), hence the above equations
will be
x1(t) = {[1− {hexp1(t,−1, 0.83)}][−w111 + w112]} + {[1− 4{hexp1(t,−4, 0.83)}][−w211 + w212]}+ {[1− 7{hexp1(t,−7, 0.83)}][−w311 + w312]} + {[hexp1(t,−1, 0.83)][w111 + w113]}+ {[hexp1(t,−4, 0.83)][w211 + w213]} + {[hexp1(t,−7, 0.83)][w311 + w313]}
x2(t) = {[1− {hexp1(t,−1, 0.83)}][−w121 + w122]} + {[1− 4{hexp1(t,−4, 0.83)}][−w221 + w222]}+ {[1− 7{hexp1(t,−7, 0.83)}][−w321 + w322]} + {[hexp1(t,−1, 0.83)][w121 + w123]}+ {[hexp1(t,−4, 0.83)][w221 + w223]} + {[hexp1(t,−7, 0.83)][w321 + w323]}
x3(t) = {[1− {hexp1(t,−1, 0.83)}][−w131 + w132]} + {[1− 4{hexp1(t,−4, 0.83)}][−w231 + w232]}+ {[1− 7{hexp1(t,−7, 0.83)}][−w331 + w332]} + {[hexp1(t,−1, 0.83)][w131 + w133]}+ {[hexp1(t,−4, 0.83)][w231 + w233]} + {[hexp1(t,−7, 0.83)][w331 + w333]}.
Rearranging the above equations and using the numerical values of the different parameters we will get
x1(t) = −1+ 2.5557 hexp1 (t,−1, 0.83)− 0.4445 hexp1 (t,−4, 0.83)− 0.1114 hexp1 (t,−7, 0.83),
x2(t) = 0.9961− 18.1109 hexp1 (t,−1, 0.83)+ 88.8915 hexp1 (t,−4, 0.83)− 42.7716 hexp1 (t,−7, 0.83),
x3(t) = 0.0104+ 12.9596 hexp1 (t,−1, 0.83)− 67.5561 hexp1 (t,−4, 0.83)+ 27.6018 hexp1 (t,−7, 0.83).
From Eqs. (6) and (12), the functions hexp1(t,−1, 0.83), hexp1(t,−4, 0.83) and hexp1(t,−7, 0.83) can be easily obtained
using the approximation parameters β = 2.0, ωh = 100 rad/s and ωmax = 1000ωh = 105 rad/s as
For λ = −1
hexp1(t,−1, 0.83) = L−1

1
s(s0.83 + 1)

=
2N1−1
i=1
k1i
p1i
L−1

1
s
− 1
(s+ p1i)

=
2N1−1
i=1
k1i
p1i
[1− exp(−p1it)],
τ10 =
−1
−1
( 10.83 ) = 1, N1 = Integer  log(100000)
log(2)

+ 1 = 17,
then for 0 ≤ i ≤ 33
p1i = 2(i−17), k1i =

2(i−17)
2π

sin[(0.17)π ]
cosh[0.83 log(2(17−i))] − cos[(0.17)π ]

.
For λ = −4
hexp1(t,−4, 0.83) = L−1

1
s(s0.83 + 4)

=
2N2−1
i=1
k2i
p2i
L−1

1
s
− 1
(s+ p2i)

=
2N2−1
i=1
k2i
p2i
{1− exp(−p2it)},
τ20 =
−1
−4
( 10.83 ) = 0.1882, N2 = Integer  log (18820)
log(2)

+ 1 = 15,
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Fig. 1. Plots of the functions hexp1(t,−1, 0.83), 5hexp1(t,−4, 0.83) and 5hexp1(t,−7, 0.83).
Fig. 2. Plots of the state variables x1(t), x2(t) and x3(t).
then for 0 ≤ i ≤ 29
p2i = 5.3134(2)(i−15), k2i =

5.3134(2)(i−15)
2π

sin[(0.17)π ]
cosh[0.83 log((2)(15−i))] − cos[(0.17)π ]

.
For λ = −7
hexp1(t,−7, 0.83) = L−1

1
s(s0.83 + 7)

=
2N3−1
i=1
k3i
p3i
L−1

1
s
− 1
(s+ p3i)

=
2N3−1
i=1
k3i
p3i
[1− exp(−p3it)],
τ30 =
−1
−7
( 10.83 ) = 0.0959, N3 = Integer  log(9590)
log(2)

+ 1 = 14,
then for 0 ≤ i ≤ N3 = 27
p3i = 10.4275(2)(i−14), k3i =

10.4275(2)(i−14)
2π

sin[(0.17)π ]
cosh[0.83 log((2)(14−i))] − cos[(0.17)π ]

.
Fig. 1 shows the plots of the hexp1(t,−1, 0.83), 5 hexp1 (t,−4, 0.83) and 5 hexp1 (t,−7, 0.83).
Fig. 2 shows the plots of the state variables x1(t), x2(t) and x3(t).
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4.2. Example 2: case with real and multiple eigenvalues
As a second example, the state-space linear fractional system of commensurate order is given as
d0.36x(t)
dt0.36
=
 0 1 0
0 0 1
−5 −11 −7

x(t)+
1
0
2

e(t),
where x(t) =

x1(t)
x2(t)
x3(t)

is the state vector, e(t) is the input. The eigenvalues of the Amatrix are λ1 = λ2 = −1 and λ3 = −5.
The initial state is x(0) =

x1(0)
x2(0)
x3(0)

=
−2
1
0

. Hence, the solution x(t) of this system is obtained from Eq. (58) as
x1(t) =

m1=2
k=1

[hexp(k−1)(t, λ1, 0.36)+ λ1{hexpk(t, λ1, 0.36)}]

n=3
q=1
xq(0)wk1q

+

[hexp0(t, λ3, 0.36)+ λ3{hexp1(t, λ3, 0.36)}]

n=3
q=1
xq(0)w31q

+

m1=2
k=1

[{gexpk(t, λ1, 0.36)} ∗ e(t)]

n=3
q=1
bqwk1q

+

[{gexp1(t, λ3, 0.36)} ∗ e(t)]

n=3
q=1
bqw31q

x2(t) =

m1=2
k=1

[hexp(k−1)(t, λ1, 0.36)+ λ1{hexpk(t, λ1, 0.36)}]

n=3
q=1
xq(0)wk2q

+

[hexp0(t, λ3, 0.36)+ λ3{hexp1(t, λ3, 0.36)}]

n=3
q=1
xq(0)w32q

+

m1=2
k=1

[{gexpk(t, λ1, 0.36)} ∗ e(t)]

n=3
q=1
bqwk2q

+

[{gexp1(t, λ3, 0.36)} ∗ e(t)]

n=3
q=1
bqw32q

x3(t) =

m1=2
k=1

[hexp(k−1)(t, λ1, 0.36)+ λ1{hexpk(t, λ1, 0.36)}]

n=3
q=1
xq(0)wk3q

+

[hexp0(t, λ3, 0.36)+ λ3{hexp1(t, λ3, 0.36)}]

n=3
q=1
xq(0)w33q

+

m1=2
k=1

[{gexpk(t, λ1, 0.36)} ∗ e(t)]

n=3
q=1
bqwk3q

+

[{gexp1(t, λ3, 0.36)} ∗ e(t)]

n=3
q=1
bqw33q

.
For e(t) = u(t) the unit step, we have from Eq. (11) [gexp1 (t, λ,m)] ∗ u(t) = hexp1 (t, λ,m) and [gexp2 (t, ,m)] ∗ u(t) =
hexp2 (t, λ,m). We have also defined hexp0 (t, λ,m) = u(t), so the above equations can be rewritten as
x1(t) = {{{[1− {hexp1(t,−1, 0.36)}][−2w111 + w112]} + {[1− 5{hexp1(t,−5, 0.36)}][−2w311 + w312]}+ {[hexp1(t,−1, 0.36)− {hexp2(t,−1, 0.36)}][−2w211 + w212]}}+ {{[hexp1(t,−1, 0.36)][w111 + 2w113]} + {[hexp2(t,−1, 0.36)][w211 + 2w213]}+ {[hexp1(t,−5, 0.36)][w311 + 2w313]}}},
x2(t) = {{{[1− {hexp1(t,−1, 0.36)}][−2w121 + w122]} + {[1− 5{hexp1(t,−5, 0.36)}][−2w321 + w322]}+ {[hexp1(t,−1, 0.36)− {hexp2(t,−1, 0.36)}][−2w221 + w222]}}+ {{[hexp1(t,−1, 0.36)][w121 + 2w123]} + {[hexp2(t,−1, 0.36)][w221 + 2w223]}+ {[hexp1(t,−5, 0.36)][w321 + 2w323]}}},
x3(t) = {{{[1− {hexp1(t,−1, 0.36)}][−2w131 + w132]} + {[1− 5{hexp1(t,−5, 0.36)}][−2w331 + w332]}+ {[hexp1(t,−1, 0.36)− {hexp2(t,−1, 0.36)}][−2w231 + w232]}}+ {{[hexp1(t,−1, 0.36)][w131 + 2w133]} + {[hexp2(t,−1, 0.36)][w231 + 2w233]}+ {[hexp1(t,−5, 0.36)][w331 + 2w333]}}}.
Rearranging these equations and using the numerical values of the parameters we can get
x1(t) = −2+ 2.0625 hexp1(t,−1, 0.36)+ 2.75 hexp2(t,−1, 0.36)+ 0.1875 hexp1(t,−5, 0.36),
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Fig. 3. Plots of the functions hexp1 (t,−1, 0.36), hexp2 (t,−1, 0.36) and 5hexp1 (t,−5, 0.36).
x2(t) = 1+ 0.9375 hexp1 (t,−1, 0.36)− 2.75 hexp2(t,−1, 0.36)− 0.3125 hexp1(t,−5, 0.36),
x3(t) = −3.6875 hexp1(t,−1, 0.36)+ 2.75 hexp2(t,−1, 0.36)+ 4.6875 hexp1(t,−5, 0.36).
FromEqs. (6) and (16), the functions hexp1 (t,−1, 0.36), hexp2 (t,−1, 0.36) andhexp1 (t,−5, 0.36) canbe easily calculated
using the approximation parameters β = 3.0, ωh = 100 rad/s and ωmax = 106ωh = 108 rad/s as
For λ1 = −1 and m1 = 2
hexp1(t,−1, 0.36) = L−1

1
s(s0.36 + 1)

=
2N1−1
i=1
k1i
p1i
L−1

1
s
− 1
(s+ p1i)

=
2N1−1
i=1
k1i
p1i
[1− exp(−p1it)],
hexp2(t,−1, 0.36) = L−1

1
s(s0.36 + 1)2

=
2N1−1
i=1

k1i1
p1i
(1− exp(−p1it))

+

−k1i2
p1i

[t exp(−p1it)] − 1p1i
[1− exp(−p1it)]

,
τ10 =
−1
−1
( 10.83 ) = 1, N1 = Integer  log(108)
log(3)

+ 1 = 17,
then for 0 ≤ i ≤ 33
p1i = 3(i−17), k1i =

3(i−17)
2π

sin[(0.64)π ]
cosh[0.36 log(3(17−i))] − cos[(0.64)π ]

.
The numerical values of the residues k1i1 and k1i2 can be easily obtained.
For λ3 = −5 andm2 = 1
hexp1(t,−1, 0.36) = L−1

1
s(s0.36 + 5)

=
2N2−1
i=1
k2i
p2i
L−1

1
s
− 1
(s+ p2i)

=
2N2−1
i=1
k2i
p2i
[1− exp(−p2it)]
τ20 =
−1
−5
( 10.36 ) = 0.0114, N2 = Integer  log(1143975)
log(3)

+ 1 = 13,
then for 0 ≤ i ≤ 25
p2i = (87.41)(3)(i−13), k2i =

(17.48)(3)(i−13)
2π

sin[(0.64)π ]
cosh[0.36 log((3)(13−i))] − cos[(0.64)π ]

.
Fig. 3 shows the plots of hexp1(t,−1, 0.36), hexp2(t,−1, 0.36) and hexp1(t,−5, 0.36).
Fig. 4 shows the plots of the state variables x1(t), x2(t) and x3(t).
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Fig. 4. Plots of the state variables x1(t), x2(t) and x3(t).
5. Conclusion
In this work, we have developed a method to solve the state-space linear fractional system of commensurate order as
it is done with regular systems. The solution technique is based on functions of square matrices and the Cayley–Hamilton
Theorem. Analytical solutions of the homogeneous and inhomogeneous cases have been derived, using the Caputo derivative
definition, in terms of introduced fundamental functions, called generalized exponential functions. The general solution
is expressed as a linear combination of these fundamental functions that play the same role of the classical exponential
function. Hence, themethod introduces a promising tool for solving fractional differential equations of commensurate order.
Some examples have been solved as illustrations to show the effectiveness and the usefulness of the proposed technique.
The numerical results have also shown that the approach is easy to implement.We suggest that the introduced fundamental
functions used in the resolution of the linear fractional order differential equations may be used in the formulation of
their initialization problem as for the case of the linear ordinary differential equations. In this work, we note that all the
eigenvalues of the state-space matrix are real simples and/or multiples.
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