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Com o crescente aumento de coleções de imagens resultantes dpopularização da Internet e das
câmeras digitais, métodos eficientes de busca tornam-se cada vez mais necessários. Neste contexto,
esta tese propõe novos métodos de recuperação de imagens porconteúdo baseados em realimentação
de relevância e no classificador por floresta de caminhos ótimos (OPF -Optimum-Path Forest), sendo
também a primeira vez que o classificador OPF é utilizado em conjuntos de treinamento pequenos.
Esta tese denomina como guloso e planejado os dois paradigmas distintos de aprendizagem por
realimentação de relevância considerando as imagens retornadas. O primeiro paradigma tenta retornar
a cada iteração sempre as imagens mais relevantes para o usuário, enquanto o segundo utiliza no
aprendizado as imagens consideradas mais informativas ou difíceis de classificar. São apresentados
os algoritmos de realimentação de relevância baseados em OPF utilizando ambos os paradigmas com
descritor único.
São utilizadas também duas técnicas de combinação de descritores juntamente com os métodos de
realimentação de relevância baseados em OPF para melhorar aeficácia do processo de aprendizagem.
A primeira, MSPS (Multi-Scale Parameter Search), é utilizada pela primeira vez em recuperação
de imagens por conteúdo, enquanto a segunda é uma técnica consolidada baseada em programação
genética.
Uma nova abordagem para realimentação de relevância utilizando o classificador OPF em dois
níveis de interesse é também apresentada. Nesta abordagem épossível, em um nível de interesse,
selecionar os pixels nas imagens, além de escolher as imagens mais relevantes a cada iteração no
outro nível.
Esta tese mostra que o uso do classificador OPF para recuperação de imagens por conteúdo é
muito eficiente e eficaz, necessitando de poucas iterações deaprendizado para apresentar os resultados
desejados aos usuários. As simulações mostram que os métodos propostos superam os métodos de
referência baseados em múltiplos pontos de consulta e em máquina de vetor de suporte (SVM). Além
disso, os métodos propostos de busca de imagens baseados no cla sificador por floresta de caminhos
ótimos mostraram ser em média 52 vezes mais rápidos do que os mét dos baseados em máquina de
vetor de suporte.
Palavras-chave: realimentação de relevância, recuperação de informação,nálise de imagens,





Considering the increasing amount of image collections that result from popularization of the
digital cameras and the Internet, efficient search methods are becoming increasingly necessary. In
this context, this doctoral dissertation proposes new methods for content-based image retrieval based
on relevance feedback and on the OPF (optimum-path forest) cla sifier, being also the first time that
the OPF classifier is used in small training sets.
This doctoral dissertation names as “greedy” and “planned”the two distinct learning paradigms
for relevance feedback taking into account the returned images. The first paradigm attempts to return
the images most relevant to the user at each iteration, whilethe second returns the images consid-
ered the most informative or difficult to be classified. The dissertation presents relevance feedback
algorithms based on the OPF classifier using both paradigms with single descriptor.
Two techniques for combining descriptors are also presented along with the relevance feedback
methods based on OPF to improve the effectiveness of the learning process. The first one, MSPS
(Multi-Scale Search Parameter), is used for the first time inco tent-based image retrieval and the
second is a consolidated technique based on genetic programming.
A new approach of relevance feedback using the OPF classifierat two levels of interest is also
shown. In this approach it is possible to select the pixels inimages at a level of interest and to choose
the most relevant images at each iteration at another level.
This dissertation shows that the use of the OPF classifier forcontent based image retrieval is very
efficient and effective, requiring few learning iterationsto produce the desired results to the users.
Simulations show that the proposed methods outperform the reference methods based on multi-point
query and support vector machine. Besides, the methods based on optimum-path forest have shown
to be on the average 52 times faster than the SVM-based approaches.
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Com o crescimento da internet e a popularização dos dispositivos para captura de imagens como
câmeras digitais escanners, a disponibilidade de coleções de imagens tem crescido rapidamente nos
últimos anos. Por isso, os usuários necessitam cada vez maisde ferramentas eficientes para pes-
quisar, navegar e recuperar essas informações em diferentes domínios, como sensoriamento remoto,
moda, prevenção de crime, publicidade, medicina, arquitetura, entre outros. Para este propósito, têm
aumentado a importância de sistemas de recuperação de imagens.
A visão é sem dúvida um dos sentidos humanos mais desenvolvidos, assim como a capacidade
do cérebro em interpretar as informações visuais. As pessoas são capazes de categorizar facilmente
uma imagem ou parte dela, além de identificar objetos ou facespreviamente conhecidos. Essa ca-
pacidade é excepcional e não existe ainda um sistema computacional capaz de realizar buscas de
imagens com eficiência próxima a do sistema humano. Nos campos da psicologia e da neurociência,
existem trabalhos que buscam simular computacionalmente áreas do cérebro envolvidas no proces-
samento da informação visual (Kosslyn e Thompson, 2006; Shastri, 2001; Barkowsky et al., 2003;
Palmeri e Gauthier, 2004; Ranganath, 2006; Kay et al., 2008), dentre os quais destaca-se o trabalho de
Kosslyn (Kosslyn, 1980; Kosslyn e Thompson, 2006), que aborda esta questão de forma bastante de-
talhada e didática, propondo um modelo teórico para entender como o cérebro processa a informação
visual. Outros trabalhos tentam reproduzir ou explicar fenômenos particulares (como ilusões visuais,
entre outros) também através de sistemas computacionais (Gl sgow e Papadias, 1992; Draper et al.,
2004; Felsen e Dan, 2005; Davies et al., 2009). Esses trabalhos utilizam conceitos da psicologia e
neurociência para simular computacionalmente áreas do cérebro (giro para-hipocampal, por exemplo)
e testar a validade de modelos teóricos sobre alguma funcionalidade cerebral. Outros visam contri-
buir na área de visão computacional (Croft e Thagard, 2002; Gorder, 2008; Serre e Poggio, 2010)
como o trabalho seminal de Marr (1982) em visão computacional que inspirou muitos conceitos da
área de neurociência e de neuroanatomia. Assim não existe umconsenso (Churchland et al., 1994;
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Pylyshyn, 2000; Thomas, 2010) ou um entendimento completo arespeito de como o cérebro processa
as imagens, e por isso mesmo o desenvolvimento de um sistema computacional de busca de imagens
que tenha uma performance similar ao processo visual humanocontinua sendo um desafio.
Nos sistemas computacionais existentes para recuperação de imagens oriundos de áreas de pes-
quisa relacionadas à informática, existem dois paradigmasprincipais: baseado em texto e em con-
teúdo. As abordagens baseadas em texto começaram a ser utilizadas na década de 1970. Nesses
sistemas, o processo de recuperação consiste em comparar osterm de uma consulta textual, defi-
nida por um usuário, com as anotações associadas às imagens por palavras-chave e, a partir dessa
comparação, retornar um conjunto de imagens. Existem duas desvantagens principais nesta aborda-
gem: a necessidade de um trabalho humano considerável para realiza as anotações e a imprecisão
das anotações devido a ambiguidade e imprecisão das palavras utilizadas na anotação pelas pessoas.
O conteúdo de uma imagem normalmente é muito mais rico do que épossível descrever através de
um conjunto de palavras (Datta et al., 2008; Wang et al., 2010).
Os sistemas de recuperação de imagens baseados em conteúdo (CBIR - Content-Based Image
Retrieval) (Smeulders et al., 2000; Liu et al., 2007; Datta et al., 2008; Vasconcelos, 2001; Snoek e
Smeulders, 2010) têm sido estudados e propostos para tentarsuperar essas desvantagens de sistemas
de recuperação de imagens baseados em texto. Nos sistemas CBIR, as imagens são indexadas pelo
seu conteúdo visual, tal como cor, textura e forma, tornandodesnecessária a anotação manual. Os
métodos de extração de característica de imagens utilizam descritores, que representam o conjunto de
pixels de uma imagem através de um vetor de característica, que expressa componentes da imagem
relacionadas por exemplo a cor, ou forma, ou textura, etc. O processo de busca consiste basicamente
em, dado um padrão de consulta (normalmente uma imagem), calcular a sua similaridade em relação
às imagens armazenadas em uma base de imagens e exibir as maissimil res. Esta similaridade é
obtida comparando os descritores da imagem de consulta com os descritores associados às imagens da
base de interesse. De resultados da área de neurociência, sabe-se que a chave para o reconhecimento
de objetos é o sistema ser capaz de discriminar objetos sendotolerante a transformações de rotação,
escala, translação, iluminação, mudança de ponto de vista eorganização. Por isso, os descritores que
buscam traduzir as propriedades visuais utilizadas para descrição das imagens devem ser invariantes
a essas transformações.
Existem muitos esforços para encontrar o melhor descritor para um dado problema ou determinar
como diferentes características podem ser combinadas. Diversas técnicas de aprendizado são utili-
zadas para este fim. A grande maioria dos trabalhos nesta áreaborda problemas específicos, como
imagens médicas, sensoriamento remoto, impressão digital, entre outros. Normalmente os sistemas
são utilizados pelos próprios desenvolvedores ou especialistas. Isto porque é possível determinar um
descritor ou um conjunto de descritores específicos para um determinado fim, tornando a consulta de
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imagens em um problema de reconhecimento de padrões.
No entanto, a percepção visual dos objetos é subjetiva e por iss não existe uma única caracterís-
tica capaz de representar todas as consultas de imagens parapropósito geral. O uso da realimentação
do usuário a partir da relevância da resposta obtida, denominada derealimentação de relevância(RF
- Relevance Feedback) tem sido bastante utilizada juntamente com técnicas de aprendizado para re-
cuperação de imagens por conteúdo. O usuário informa quais as imagens ele considera relevantes
em um conjunto de imagens retornado pelo sistema e o algoritmo de realimentação de relevância
aprende a vontade do usuário durante um determinado número de iterações. Dessa forma, o sistema
retorna imagens cada vez mais similares à vontade do usuário, ap endendo o conceito estabelecido
por ele. Uma vantagem desta técnica é que ela possibilita ao usuário expressar sua necessidade na
especificação da consulta sem que ele precise conhecer a fundo as propriedades de representação da
imagem.
Ao longo das últimas décadas, diversos produtos comerciaise protótipos experimentais para re-
cuperação de imagens por conteúdo foram desenvolvidos, como IBM QBIC (Faloutsos et al., 1994),
MIT Photobook (Pentland et al., 1996), Virage (Gupta e Jain,1997), Columbia VisualSEEK e Web-
SEEK (Smith e Chang, 1996), UCSB NeTra (Ma e Manjunath, 1997), Berkeley Chabot (Ogle e
Stonebraker, 1995), UIUC MARS (Mehrotra et al., 1997), Stanford WBIIS (Wang et al., 1998),
PicHunter (Cox et al., 2000), SIMPLIcity (Wang et al., 2001), PicToSeek (Gevers e Smeulders, 2000),
Blobworld (Carson et al., 2002), CIRES (Iqbal e Aggarwal, 200 ), LTU-Corbis (Veltz, 2004), Fids (Li
et al., 2005), CORTINA (Gelasca et al., 2007), TinEye (Boujnane e Bloore, 2009) e Windsurf (Bar-
tolini et al., 2010). Este ainda é um problema em aberto e de difícil solução, como é mostrado através
dos trabalhos da Seção 2.2.
Existem basicamente três categorias de sistemas em relaçãoao objetivo do usuário na busca de
imagens por conteúdo. Na primeira categoria, o usuário visabu caruma imagem específica. Neste
caso, o usuário sabe exatamente como e qual é a imagem que ele está buscando e a pesquisa termina
quando esta imagem é encontrada. Na categoria debusca por abrangência, o sistema busca todas
as imagens que estão a uma certa distância da imagem de consulta. A categoria mais comum é a
busca por similaridade, na qual é especificado o número de imagens que devem ser retornadas que
são mais similares ao padrão de consulta. Neste trabalho, apesar de ser possível endereçar qualquer
uma das categorias apresentadas acima, os experimentos foram realizados em busca por similaridade
para encontrar um conjunto de imagens semelhantes ao padrãoapresentado como imagem de consulta
inicial.
Desta forma, o principal objetivo desta tese é discutir modelos capazes de permitir que um usuário
comum consiga, com um mínimo de iterações, encontrar imagens de seu interesse. Segundo Serre e
Poggio (2010), o reconhecimento de imagens do ponto de vistada neurociência é sinônimo de iden-
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tificação ou categorização e ambos, do ponto de vista computacional, envolvemclassificação. Por
isso acreditamos que modelos baseados em classificadores são caminho mais adequado para obter
a melhor eficiência na recuperação de imagens. Assim, após umestudo do estado da arte na área,
esta tese propõe novos modelos e técnicas baseadas principalmente na classificação e ordenação das
imagens de uma base objetivando a recuperação de imagens para propósitos gerais. Estas técnicas
utilizam realimentação de relevância e um método de classificação de padrões muito rápido e efi-
ciente baseado em floresta de caminhos ótimos (OPF –Optimum-Path Forest) (Papa et al., 2009).
Com o conjunto de imagens rotuladas, a cada iteração, pelo usuário como relevante ou não, o método
gera uma floresta de caminhos ótimos e somente as imagens classificadas como sendo relevantes são
ordenadas por distância e apresentadas ao usuário na próxima iteração. Essa ordenação é calculada
através de uma distância média normalizada para os protótips da OPF. Através de diversos experi-
mentos, é demonstrado que esta estratégia é realmente muitoeficaz, reduzindo consideravelmente o
número de iterações necessárias para retornar as imagens requeridas pelo usuário, permitindo assim
implementar um sistema CBIR eficaz e de alta eficiência.
Esta tese sugere a existência de dois paradigmas de aprendizado istintos na busca por simila-
ridade em relação às imagens retornadas a cada iteração, aqui denominados de guloso e planejado.
No paradigma guloso, sempre as imagens mais prováveis de serem r levantes, ou seja, asN imagens
mais próximas do padrão de consulta são apresentadas ao usuário. No planejado, o aprendizado é
realizado através dasN imagens consideradas mais informativas ou difíceis de se classificar. São
apresentados os algoritmos utilizando ambos os paradigmasde realimentação de relevância usando o
classificador OPF.
Conforme mencionado anteriormente, o conteúdo das imagenspode ser representado por múl-
tiplas características. Encontrar a melhor função de combinação de descritores é um problema de
otimização. Desta forma, foram desenvolvidas duas abordagens para combinação de descritores,
MSPS (Multi-Scale Parameter Search) (Ruppert et al., 2010) e programação genética, permitindo
mostrar que o uso do classificador OPF pode ser ainda mais efetivo.
O conteúdo de uma imagem (região ou objeto) pode ser melhor especificado com a marcação de
pixels relevantes e irrelevantes. Desta forma, o classificador OPF pode também ser utilizado para
selecionar o conteúdo relevante em uma imagem. Esta tese apresenta também uma nova abordagem
para realimentação de relevância utilizando o classificador OPF em dois níveis de interesse, tanto
para escolher as imagens mais relevantes a cada iteração quant para selecionar os pixels de interesse
nas imagens.
Esta tese está estruturada da seguinte maneira. O Capítulo 2apresenta conceitos sobre a área de
CBIR e trabalhos relacionados à área de realimentação de relevância, abordando os fundamentos mais
importantes para o desenvolvimento deste trabalho. Os métodos propostos nesta tese são apresentados
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no Capítulo 3, enquanto os resultados obtidos são mostradosno Capítulo 4. Por fim, no Capítulo 5 são




Aspectos relacionados à recuperação de
imagens
Como já exposto, a quantidade de coleções de imagens digitais têm crescido continuamente nos
últimos anos, na Internet por exemplo nas redes sociais, Flickr1 e Picasa2 e a maneira mais usual
para recuperação de imagens pela Internet ainda utiliza as informações textuais obtidas da Web (Cai
et al., 2004; Feng et al., 2004) conjuntamente com as imagens. Embora esta seja a abordagem mais
empregada pelos usuários, pesquisas de recuperação de imagens por conteúdo têm crescido conside-
ravelmente nos últimos anos, como pode ser constatado ao long desta tese.
A percepção visual dos objetos pelas pessoas é subjetiva e por isso é difícil representar uma
imagem através de uma única característica. Acor é provavelmente a característica mais utilizada
para recuperação visual, sendo relativamente robusta por apresentar independência do tamanho e
da orientação da imagem. Além disso, muitos trabalhos se utilizam desta característica juntamente
com conceitos de alto nível, por exemplo, “céu claro” pode ser definido como uma imagem com a
região superior uniformemente azul.Texturaé outra propriedade presente em praticamente todas as
estruturas, como nuvens, vegetação, paredes, cabelo e outras, contendo informação importante sobre
o arranjo estrutural da superfície. Aforma é também uma importante informação utilizada pelas
pessoas para reconhecimento de objetos. A forma é utilizadaem plicações como reconhecimento
de caracteres, detecção e reconhecimento de pessoas em siste a de segurança e rastreamento de
objetos em vídeo. Assim, para a recuperação de imagens, cor,textura e forma devem ser extraídas
de uma imagem e expressas através de umvetor de característica. Esse vetor de característica pode
ser interpretado como um ponto no espaçoRn, onden é o tamanho do vetor de característica e a
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característica da imagem de consulta e os vetores de característi a de imagens de uma base.
Será adotada nesta tese a definição dedescritorde imagem como a junção do resultado de um
algoritmo de extração de característica e da função de distânc a entre vetores. A extração de caracte-
rística codifica o conteúdo de uma imagem no vetor de característica, enquanto a função de distância
define a similaridade entre dois vetores de característica e, onsequentemente, entre duas imagens.
Essa similaridade é dada pelo inverso da função de distância, ou seja, quanto menor a distância en-
tre os vetores de característica das imagens, maior a similaridade entre elas. Os descritores também
podem ser definidos somente pela função de extração de característi a, mas a definição adotada nesta
tese permite que diferentes características de cor, textura e forma sejam codificadas em vetores dife-
rentes e com métricas de comparação diferentes.
Formalmente, sendoZ um banco de imagens, cada imagemt ∈ Z é representada por um descritor
composto por um vetor de característica~v(t), calculado através da função de extração de característica
v e pela função de distânciad(s, t) entre os vetores de característica das duas imagenss, t ∈ Z. Um
descritor, então é uma tupla(v, d) formada pela função de extração de característica e pela função de
distância. Uma imagem pode também ser representada por maisde um descritor como pode ser visto
na Seção 3.3.
Quando um descritor captura a informação contida na imagem inteira, ele é chamado descritor
global. Caso as característica das imagens sejam extraídas para diferentes partes (regiões, bordas ou
pontos de interesse) é denominado dedescritor local. Os vetores de característica dos descritores
locais são calculados sobre as partes, como por exemplo as regiões em torno de pontos de interesse.
Desta forma, se uma imagem sofre uma deformação geométrica ou a cena é observada de outro
ângulo de visão, a correspondência entre as mesmas características (ou pontos) pode ser encontrada.
Os descritores locais mais utilizados atualmente são SIFT (Lowe, 1999) e SURF (Bay et al., 2008).
Apesar de ser possível utilizar tanto descritores locais quanto globais nesta tese, são apresentados
apenas resultados obtidos usando descritores globais.
2.1 Descritores de imagem
A extração de características é a base da recuperação de informação visual por conteúdo, tendo
como objetivo obter os atributos de mais baixo nível de uma imagem. Estas características podem
ser classificadas como sendo de domínio geral ou de domínio específico. O primeiro domínio inclui
características gerais de cor, textura e forma, enquanto o úl imo é dependente da aplicação, como por
exemplo, classificação de impressão digital, placas de veículos ou faces. As características de domínio
específico são descritas na literatura que trata do padrão a ser reconhecido e envolvem o conhecimento
de características particulares do problema em questão (detecção de minúcias na impressão digital,
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por exemplo). Devido ao fato dos problemas testados (Seção 4.1) necessitarem de métodos para busca
de imagens de domínio geral, foram utilizados descritores com características gerais.
Excelentes pesquisas sobre descritores podem ser encontradas nos trabalhos de Tuytelaars e Mi-
kolajczyk (2008), Rui et al. (1999) e de Penatti (2009). Estaseção apresenta alguns descritores de
imagens utilizados nos resultados do Capítulo 4. É descrito, resumidamente, como é obtido um vetor
de característica e quais as métricas usadas para cálculo desimilaridade entre duas imagens. A função
de distância utilizada em diversos trabalhos é a distância eu lidiana, também conhecida por distância
L2 (Equação 2.2).Por outro lado, alguns trabalhos (Penatti, 2009) mostram que diversos descritores
conseguem obter melhores resultados utilizando a função dedistância L1 (também conhecida por
distância Manhatan ou Taxicab), onde a distância entre doispontos é dada pela soma das diferenças
absolutas entre as suas coordenadas (Equação 2.1). Alguns descritores definem uma métrica pró-
pria para calcular a distância entre dois vetores de característica (como no descritorColor Bitmap
apresentado na Seção 2.1.1). Nesta tese foram utilizadas implementações de descritores de imagens
desenvolvidas no LIV (Laboratório de Informática Visual)3 do Instituto de Computação da Unicamp.
A seguir são apresentados os descritores baseados em cor, textura e forma utilizados para geração dos














(pi − qi)2 (2.2)
2.1.1 Descritores baseados em cor
• ACC (Huang et al., 1997)
Huang et al. (1997) definem um descritor de imagens chamado dec rrelograma de cor (color
correlogram), que calcula a correlação espacial entre as cores dos pixelde uma imagem. Um
correlograma de cor indica a probabilidade de se encontrar na imagem dois pixels de mesma cor
a uma certa distância um do outro. O auto-correlograma (autocorrelogram) é um subconjunto
do correlograma que captura a correlação espacial somente entre cores idênticas, e o descritor
de imagem baseado no auto-correlograma de cor é chamado de ACC (do inglêsAuto Color
Correlation, conforme Penatti (2009)) nesta tese. Seu algoritmo de extração realiza inicial-
3http://www.liv.ic.unicamp.br
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mente uma quantização do espaço de cor. Dada uma imagemI, o conjuntoIc armazena os
pixelsp de uma mesma corc da imagemI. Para cada distânciak, percorre-se a imagem a fim
de calcular o auto-correlograma (Equação 2.3).
αkc = Pr[p2 ∈ Ic||p1 − p2| = k], p1 ∈ Ic, p2 ∈ I. (2.3)
Ao final têm-sem valores de probabilidade para cada distânciak, e portanto, o tamanho do
vetor de característica ém × k. Nos resultados apresentados no Capítulo 4 foram utilizados
os mesmos parâmetros do artigo original (Huang et al., 1997): quatro valores de distância
(1, 3, 5 e 7) e o espaço de cor RGB quantizado em 64bins (faixas de valores). A função
de distância entre as imagens é definida no trabalho originalpor uma variação da função L1,
onde a subtração de cada termo é normalizada pela soma dos valores correspondentes. Na
implementação utilizada (Penatti, 2009), também foi adotada a função de distância L1.
• BIC (border/interior pixel classification) (Stehling et al., 2002)
Descritor de cor que classifica os pixels da imagem em pixels de borda ou pixels de interior. Um
pixel que possui a mesma cor dos seus vizinhos (vizinhança 4)é classificado como interior e
os outros são classificados como borda. São calculados dois histogramas de cor, sendo um para
os pixels de borda e outro para os pixels de interior. Os dois histogramas são concatenados e
armazenados como um único histograma. Nesta tese o descritor BIC utiliza 64 faixas de valores
de cor RGB para borda e interior, resultando em um vetor de característica de 128 elementos.
A comparação dos histogramas é feita utilizando-se a distânciadLog, extraindo o logaritmo na
base 2 para cada posição do vetor de característica antes de scalcular a distância usando L1.
• Color Bitmap(Lu e Chang, 2007)
O descritor de imagem por cor baseado no métodoimage bitmap featureproposto por Lu e
Chang (2007) calcula o vetor de característica através das core dos pixels no espaço RGB
na imagem inteira (globalmente) e por regiões fixas, sendo chamado nesta teseColor Bitmap.
Média e desvio padrão são calculados para cada espaço R, G e B separadamente para todos
os pixels da imagem. A imagem é então dividida em blocos sem sobrep sição e a média dos
valores de cada bloco é calculada. As médias dos blocos são comparadas à média da imagem
completa e, se a média do bloco for menor que a média da imagem,o lemento do vetor de
característica para o bloco recebe valor 1. Caso contrário,ecebe valor 0. Portanto, para RGB,
o vetor de característica é formado por três valores binários para cada um dos blocos. Além
disso, também são armazenados as médias e desvio padrão paraos três canais de cor, sendo
então mais seis valores. As imagens nesta tese foram divididas em 100 blocos (10 × 10) e,
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por isso, o vetor de característica possui 300 bits mais seisvalores. A função de distância é
calculada em duas etapas. Na primeira, é calculada a distância euclidiana (L2) entre os valores
globais (média e desvio padrão). Na segunda, usa-se a distância de Hamming entre os valores
binários de cada bloco. Deve-se lembrar que a distância de Hamming de uma sequência binária
a outra de mesmo comprimento é a quantidade de termos que difer m entre si, ou seja, é igual
ao número de uns ao calcular XOR entre as duas sequências.
• JAC (Williams e Yoon, 2007)
O descritor de cor aqui denominado JAC (Joint auto-correlogram) segue o princípio do des-
critor ACC, mas calcula o correlograma conjunto para mais deuma propriedade da imagem:
cor, magnitude do gradiente,ranke texturedness. A cor é calculada pela quantização do espaço
RGB, enquanto as outras propriedades são calculadas a partir da imagem em escala de cinza. A
magnitude do gradiente é calculada como o máximo entre a diferença de brilho do pixel atual e
seu vizinho da direita e de seu vizinho de baixo.Ranké representado pela quantidade de pixels
da vizinhança que tem brilho maior do que o brilho do pixel atual. Texturednessé calculada
contando-se a quantidade de pixels na vizinhança com diferença de brilho maior do que um
certo limiar em relação ao pixel atual. Um auto-correlograma conjunto indica, para cada dis-
tância, a probabilidade de ocorrerem simultaneamente as quatro propriedades consideradas. O
espaço RGB foi quantizado nesta tese por 64 valores de cor, enquanto cada uma das proprie-
dades de magnitude do gradiente,rank e texturednessforam quantizados em 5 valores. Foram
usados quatro valores de distância para o cálculo do auto correlograma: 1, 3, 5 e 7. O vetor de
característica contém todas as possíveis combinações entros valores das quatro propriedades
para cada um dos valores de distância usados. Assim, o tamanho do vetor de característica é
de 32.000 elementos (64*5*5*5*4). Neste descritor também foi utilizada a função de distância
L1.
2.1.2 Descritores baseados em textura
• LAS (local activity spectrum) (Tao e Dickinson, 2000)
Captura a atividade espacial de uma textura nas direções horizontal, vertical, diagonal e anti-
diagonal separadamente. O algoritmo de extração de característi a extrai as informações de
textura usando 4 medidas de atividade espacial para cada pixel (i, j) de uma imagem, calculados
por:
g1 = | f(i− 1, j − 1)− f(i, j) | + | f(i, j)− f(i+ 1, j + 1) |, (2.4)
g2 = | f(i− 1, j)− f(i, j) | + | f(i, j)− f(i+ 1, j) |, (2.5)
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g3 = | f(i− 1, j + 1)− f(i, j) | + | f(i, j)− f(i+ 1, j − 1) |, (2.6)
g4 = | f(i, j + 1)− f(i, j) | + | f(i, j)− f(i, j − 1)|. (2.7)
Ondef(i, j) é o valor da cor para pixel em(i, j). Estas medidas são usadas para o cálculo
de um histograma chamadolocal activity spectrum, cujos componentes foram quantizados em
4 valores na implementação utilizada nesta tese, gerando umhistograma de 256 valores. A
função de distância do descritor LAS é a função L1.
• LBP (local binary pattern) (Takala et al., 2005)
É um descritor de textura que extrai informações de variaçãodos brilhos entre pixels vizinhos.
Para isso, é definida uma janela com raior e uma quantidade de vizinhosp. A imagem é
percorrida considerando as variações entre os brilhos dos pixels vizinhos em relação ao pixel
central da janela, sendo 1 para variação positiva e 0 para negativa. Para garantir invariância à
rotação, é feita a contagem das transições entre 0/1 e 1/0. Sea quantidade for menor ou igual a
2, o valor LBP é a quantidade de sinais 1. Senão, o valor LBP ép+1. O vetor de característica
é um histograma contendop + 2 valores. A implementação feita por Pennati (Penatti, 2009),
usada nesta tese, utiliza raio unitário (r = 1) de vizinhança 8 (p = 8), calculando a distância
entre seus vetores de característica através da função L1.
• SASI (Statistical Analysis of Structural Information) (ÇarkacIoglu e Yarman-Vural, 2003)
Codifica as propriedades de uma imagem baseado em suas propriedades estruturais da tex-
tura usando janelas com diferentes resoluções e orientações. O primeiro passo do algoritmo é
escolher os tamanhos das janelas e as orientações a serem usadas. C da janela pode ser per-
corrida de diferentes maneiras, que são determinadas por vetores chamados delag vectors. A
quantidade delag vectorspor janela depende da larguraK da janela.K é obtido pela equação
K = ⌈(S/4)⌉+1, ondeS é a largura da janela em pixels. Para cada janela, o algoritmoperc rre
a imagem calculando um valor de auto-correlação considerano diferentes direções. Ao final,
tem-se uma imagem de valores de auto-correlação para cada configuração de cada janela e o
vetor de característica armazena os valores de média e desvio padrão de cada janela. Os valores
de média e desvio padrão do vetor de característica são entãonormalizados pela média e desvio
padrão globais da base de imagens usada. Como não é comum que se conheça a priori todas as
imagens a serem procuradas, na implementação utilizada esta normalização é feita pela média e
desvio padrão dos valores do vetor de característica. Foramutilizadas nos experimentos janelas
de tamanhos 3x3, 5x5 e 7x7 pixels em 4 direções (0o, 45o, 90o e 135o). O tamanho do vetor
de característica gerado é de 64 elementos (2 · 4 · (⌈3
4
⌉ + 1 + ⌈5
4
⌉ + 1 + ⌈7
4
⌉ + 1)). A função
de distância usada pelo SASI calcula um valor de similaridade por meio de produtos internos
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entre dois vetores de característica.
• SID (Invariant Steerable Pyramid Decomposition) (Montoya-Zegarra et al., 2007)
No descritor aqui denominado SID, a imagem é processada por um conjunto de filtros sen-
síveis à escala e orientação. Inicialmente a imagem é decomposta or umawaveletem duas
sub-bandas usando um filtro passa-altas e um filtro passa-baix s. A banda resultante do fil-
tro passa-baixas é decomposta recursivamente emk sub-bandas por filtros passa-bandas e em
uma sub-banda por um filtro passa-baixas. Para cada escalae, são calculadask informações
direcionais nas etapas da recursão, resultando eme ∗ k sub-bandas resultantes. A média e o
desvio padrão de seus valores são armazenados no vetor de característica. Para obter invariân-
cia à rotação é encontrada a orientação dominante somando asenergias4 das escalas para cada
orientação. Quanto maior a soma das energias, mais dominante é orientação. O vetor de ca-
racterística é deslocado circularmente a fim de deixar a orientação dominante no início do vetor
para cada escala. O mesmo pode ser feito para obter invariânci à escala. Na implementação
utilizada nesta tese, foram utilizadas 3 escalas e 6 orientações criando um vetor de característica
invariante à escala e à orientação. A função de distância somas diferenças entre as médias
e desvios padrão correspondentes, aplicando uma normalização por valores relativos à base de
imagens usada. O trabalho de Iniciação Científica da aluna Thalita Drumond (Drumond e Ma-
galhães, 2010) mostrou que para as bases utilizadas nesta tese, essa normalização não resultou
em ganho de eficácia. Por isso, foi utilizada a função de distância L1 sem a normalização para
comparar dois vetores de característica.
2.1.3 Descritores baseados em forma
Para o uso de descritores de forma, as imagens precisam estars gmentadas. Como o processo de
segmentação é complexo e existem diferentes técnicas para fazer isso, normalmente as propostas de
uso de forma não contemplam esta fase e utilizam imagens já segmentadas. Os descritores aqui rela-
cionados utilizam imagens binárias (em preto e branco) paraa geração dos vetores de característica.
Nos resultados do Capítulo 4 foram utilizadas bases de imagens pr viamente segmentadas.
• Fourier (Zhang e Lu, 2003)
Neste descritor, os coeficientes da transformada de Fourierdo contorno da imagem geram os va-
lores dos vetores de característica para descrever um objeto, representando a forma no domínio
da frequência. Os coeficientes de menor frequência contêm informações sobre as característi-
cas gerais da forma, enquanto os de maior frequência contêm iformações sobre os detalhes.
4Densidade espectral, PSD (power spectral density), ou ESD (energy spectral density)
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Embora o número de coeficientes gerados a partir da transformação seja geralmente grande, um
pequeno subconjunto dos coeficientes é suficiente para captar as c racterísticas gerais da forma,
pois as informações de frequência mais altas podem ser ignoradas, já que descrevem detalhes
que não são tão úteis na discriminação da forma. Normalmente, os contornos que representam
diferentes objetos possuem tamanhos diferentes e consequent mente diferentes quantidades
de pixels representarão os objetos. Para garantir que os vetres de característica tenham um
mesmo tamanho para fim de comparação, a assinatura de forma detodos os objetos deve ter o
mesmo tamanho. Para facilitar o uso da FFT, recomenda-se utilizar amanhos em potência de
dois. Quanto maior o número de pontos, maior a precisão do descritor mas menor a eficiência
computacional. Uma assinatura de forma é uma função unidimensional que representa áreas
ou contornos. No descritor utilizado nesta tese, foram defini as quatro assinaturas de forma:
distância ao centróide, coordenadas complexas (em função da p sição), curvatura e função an-
gular cumulativa. Para uma dada assinatura de formas(t) de tamanhoN (t = 0, 1, . . . , N − 1),










), n = 1, 2, . . . , N − 1 (2.8)
Os coeficientesun, n = 0, 1, . . . , N − 1, são os valores do vetor de característica da forma. É
usada a distância L2 (euclidiana) para comparar dois vetores de característica neste descritor.
• MSF (MultiScale Fractal) (Torres et al., 2004)
Se a forma for usada como descrição de um objeto em uma cena cuja distância de visualização
é variável, uma estrutura multi-escala é vantajosa para relacionar os vários pontos de vista, tor-
nando a representação do objeto invariante em relação à distância de visualização. Enquanto a
dimensão topológica em uma imagem é restrita a valores inteiros, a dimensão fractal permite o
uso de valores fracionários. A dimensão fractal multi-escala de uma forma é calculada baseada
na transformada de distância euclidiana (EDT -Euclidean Distance Transform) (Ragnemalm,
1993) dos pixels, que é relacionada ao diagrama de Voronoi. Cada pixel do objeto define uma
área de influência (regiões de Voronoi discretas) composta pelos ixels mais próximos na ima-
gem. Dado um conjuntoS de pontos, representados em termos de suas coordenadas cartesian s
(x, y), a sua dilatação euclidiana por um raior, representada comoSr, é definida como sendo
a união de todos os discos de raior centrados em cada um dos pontos deS. Observa-se que,
esta definição é válida tanto para objetos discretos quanto co ínuos. Dilatações subsequentes
de uma forma dada por valores crescentes der criam conjuntos de formas cada vez mais sim-
plificadas do objeto original. Sendo a forma representada emter os do conjuntoS, A(r) é a
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área da versão dilatada da forma, e portanto, a dimensão fractal F é definida pela Equação 2.9.





Considerando a imagem em um espaço bidimensional, sua dimensão fractal é um número entre
0 e 2. O vetor de característica usado nesta tese é composto por 50 elementos e são comparados
usando a distância euclidiana (L2).
• TSDIZ (Tensor Scale Descriptor with Influence Zones) (Andaló et al., 2010)
Escala tensorial (Tensor Scale) (Miranda et al., 2005), em qualquer ponto da imagem, é a
representação paramétrica da maior elipse centrada neste ponto contida em uma mesma região
homogênea, de acordo com um critério pré-determinado (no caso de imagens binárias, os pixels
de mesma cor). A elipse é definida por três fatores: orientação, anisotropia e espessura. A
orientação é representada pelo ângulo entre o eixo horizontal na imagem e o maior eixo da
elipse, a anisotropia é calculada a partir dos comprimentosdos semi-eixos maior e menor e a
espessura é representada pelo semi-eixo menor. Para extrair o vetor de característica de uma
imagem, primeiramente é obtido oTensor Scalepara todos os pixels do objeto (região interior
da imagem binária) obtendo-se, assim, os valores de anisotropia, orientação e espessura das
elipses centradas em cada pixel da região interior. A seguir, o contorno é dividido em um
númerons predefinido de segmentos de mesmo tamanho. Cada segmento recebe um rótulo
diferenciado, seguindo a ordem em que estão dispostos no cont rn . Em um terceiro passo, o
TSDIZ mapeia a média angular das orientações das elipses encontradas nas zonas de influência
correspondentes a cada segmento no contorno. Para determinar a qual segmento pertence cada
elipse é usado um mapa de rótulos calculado pela transformada de istância euclidiana (EDT).
O vetor de característica é formado porns médias angulares, na ordem em que são mapeadas
para os segmentos do contorno. Em vez de utilizar uma comparação exaustiva do vetor de
característica, a implementação utilizada faz uso de uma função mais simples calculada pela
média das orientações das elipsesT nsor Scalecontidas no vetor de característica.
2.2 Recuperação de imagens
O diagrama apresentado na Figura 2.1 resume as diversas técnicas para recuperação de imagens e
as caixas em cinza destacam aquelas desenvolvidas nesta tes. Estas técnicas buscam reduzir a lacuna
semântica entre as características de baixo nível (descritores) e o desejo do usuário, através do uso
de técnicas de aprendizado. Muitos sistemas combinam mais de uma técnica para recuperação de
16 Aspectos relacionados à recuperação de imagens
Fig. 2.1: Principais técnicas para recuperação de imagens.
imagem, como por exemplo sistemas de realimentação de relevância que usam busca por similari-
dade em um primeiro momento. Alguns sistemas de realimentação de relevância também utilizam
aprendizado não supervisionado para agrupamento de imagens em uma etapa de pré-processamento
a fim de aumentar a eficiência da busca em bases muito grandes.
Como comentado anteriormente, o uso de anotações de palavras-chave foi a primeira abordagem
para a recuperação de imagens. Cada imagem tem a si associadauma ou mais palavras-chave para
identificar seu conteúdo e que foram anotadas previamente. Abusca de imagens é feita retornando
aquelas que possuem as expressões desejadas pelo usuário. Para evitar o esforço de anotações em
bases de imagens grandes, foram definidas formas automáticas par associar nomes a conceitos de
baixo nível (Mezaris et al., 2003; Liu et al., 2004). A atribuição de valores ou nomes para propriedades
de cor e textura são fundamentais nesse tipo de sistema. Um sistema de nomenclatura de cores
utilizado para este fim é o CNS (Color Naming System) proposto por Berk, Brownston, e Kaufman
(1982), distinguindo 627 cores diferentes definidas no espaço HSL (Hue, Saturatione Lightness-
Matiz, Saturação e Luminosidade). Matiz e luminosidade sãoquantizados em diferentes faixas de
valores, onde a matiz é usada para definir o nome da cor e a luminosidade para a intensidades (por
exemplo,black, grayouwhite).
Devido ao excessivo esforço para a anotação em bases de imagens muito grandes, surgiram no
início da década de 90 os primeiros sistemas para busca de imag ns través de conteúdo. Recuperar
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Fig. 2.2: Busca por similaridade.
imagens de uma base desta forma requer a construção de descritor de imagem e de técnicas para
utilizá-los na recuperação de imagens.
Na busca por similaridade (query by example), uma imagem inicial é utilizada como entrada para
o sistema, servindo de base para a pesquisa. O algoritmo de pesquisa varia conforme a aplicação, mas
o objetivo é que as imagens resultantes devem compartilhar elementos ou características em comum
com a imagem original. Neste tipo de pesquisa, o usuário mostra uma imagem com uma caracterís-
tica que ele esteja procurando, como por exemplo as cores predominantes ou um desenho com uma
forma aproximada do objeto desejado. Esses sistemas geralmente são projetados e desenvolvidos por
cientistas e usados exclusivamente por especialistas. Inicialmente são extraídas as características da
imagem de consulta para que a seguir sejam comparadas com aquelas armazenadas na base de ima-
gens. O sistema retorna então a imagem ou o conjunto de imagens mais similares ao padrão inicial
de consulta, dependendo de como foi projetado o sistema (Figura 2.2).
Procurar um objeto específico em uma imagem é um grande desafiopara s descritores globais.
Uma possível solução para este problema é a técnica de dicionários visuais (Visual Dictionary), que
divide a imagem em diferentes regiões, normalmente utilizando técnicas de aprendizado não supervi-
sionado para agrupamento como K-médias, PCA (Principal Component Analysis) e modelo misturas
de gaussianas (Titterington et al., 1985; Fernando et al., 2011). O vetor de característica de cada
região torna-se uma “palavra” visual do dicionário. O objetivo é que diferentes regiões da imagem
sejam associadas a diferentes “palavras”, como vegetação,rochas, céu claro, nuvens, etc. Esta técnica
é usada juntamente com uma outra de muito sucesso para recuperação de textos chamada deBag of
Words(BoW), que considera os documentos ou frases apenas pelo conjunto de palavras ignorando
qualquer estrutura intrínseca. Depois de criado um dicionári com as palavras conhecidas, é criado
um vetor onde cada um dos elementos representa uma palavra dodicionário. Cada frase (ou trecho de
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texto) é representado pela quantidade de ocorrências de cada uma das palavras do dicionário, ou seja,
um histograma que não preserva a ordem das palavras do texto.Assim, com os dicionários visuais
é usada uma abordagem semelhante que em CBIR é também chamadade Bag of Wordsou Bag of
Features. A criação de um bom dicionário visual é o principal desafio aose empregar essa técnica
(Valle e Cord, 2009).
Também é comum alguns trabalhos utilizarem mais de um descritor para recuperação de imagens,
representando diferentes características da imagem (comop r exemplo cor e textura). Para isso, os
descritores podem ser combinados pela aplicação de diferentes pesos a cada um dos descritores utili-
zados (Dorairaj e Namuduri, 2004; Rui et al., 1998; Vadivel et al., 2004). Outros trabalhos propõem
a utilização de técnicas mais sofisticadas (Kherfi et al., 2004; Torres et al., 2009; Arevalillo-Herráez
et al., 2010) para realizar essa combinação, como as analisadas n s Seções 3.3 e 3.4. Conforme apre-
sentado no início deste Capítulo, a definição adotada nesta tese permite que diferentes características
sejam codificadas em métricas e vetores diferentes na combinação de descritores.
Caso o resultado da busca não seja satisfatório, é possível avaliar qual é o descritor mais adequado,
definir uma métrica diferente para cálculo de similaridade entre os vetores de característica ou ainda
criar uma maneira de combinar diferentes descritores. Especialistas modificam então o sistema a
fim de otimizá-lo para resolução do problema em questão. A técnica de busca por similaridade é
normalmente utilizada em problemas específicos como reconhimento de impressões digitais, placas
de veículos, faces entre outros. Uma arquitetura típica de um sistema de recuperação de imagens por
conteúdo é mostrada na Figura 2.3 (Torres e Falcão, 2006).
Para deduzir as características de um determinado problema, em muitos casos são utilizadas fer-
ramentas para aprendizado de máquina (supervisionado ou não). No aprendizado supervisionado é
apresentado um conjunto de treinamento, consistindo de imagens de entrada e suas imagens de saída
desejadas. O objetivo dos métodos que utilizam este tipo de aprendizado (Zhang et al., 2001; Town
e Sinclair, 2001; Luo e Savakis, 2001; Feng e Chua, 2003) é associ r características de baixo nível
à uma consulta realizada, aprendendo como utilizar os vetores de característica de forma a realizar a
busca desejada. O aprendizado não supervisionado visa agrupar as imagens baseado nas distâncias
dos vetores de característica, descrevendo como as imagenssão organizadas sem a intervenção do
usuário. Este tipo de aprendizado é normalmente utilizado por métodos (Shi e Malik, 2000; Lejsek
et al., 2008; Valle et al., 2008) que visam possibilitar a busca de imagens em bases grandes. Esses
agrupamentos de imagens geralmente são armazenados em estrutura de dados (Ciaccia et al., 1997;
Traina Jr. et al., 2002; Vieira et al., 2010) para aumentar a eficiência na busca de imagens.
As buscas por similaridade podem ser úteis em diversos context s, como verificar se um logotipo
similar já foi registrado, buscar rostos suspeitos para prevenção de crime e detectar nudez em ima-
gens ou vídeo. Um dos maiores desafios na área de recuperação de imagens é a criação de modelos
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computacionais para responder questões como “mostre imagens de pessoas andando de bicicleta na
praia”, buscando reproduzir a necessidade de um usuário comum. Como já citado, não existe ainda
um sistema computacional que consiga imitar o funcionamento de recuperação e busca visual rea-
lizada pelo cérebro humano, ainda mais sem ter as mesmas informação adquiridas pelo usuário ao
longo da sua existência. Por isso, diferentemente dos sistema usados para resolver problemas de
domínios específicos, sistemas de recuperação de imagens tentam resolver buscas utilizando-se da
experiência do usuário, mimetizando assim nosso conhecimento para busca de similaridade.
Fig. 2.3: Arquitetura de um sistema de recuperação de imagens por conteúdo.
Diferentemente dos métodosff-line para recuperação de informação, o processo de realimenta-
ção de relevância é uma técnica de aprendizado interativo e iterativo que visa deduzir a vontade do
usuário em tempo condizente com a participação do usuário noprocesso de busca. Arealimentação
de relevância(RF - Relevance Feedback) é uma ferramenta poderosa originalmente usada para recu-
peração de documentos (Rocchio, 1971) e resgatada com sucesso para recuperação de imagens como
nos sistemas MARS (Rui et al., 1997) e MindReader (Ishikawa et al., 1998). Essa técnica tem por ob-
jetivo possibilitar que o usuário expresse a sua necessidade sem recorrer a ajustes de propriedades de
baixo nível (cor, textura e forma). Para isso, o usuário apens indica durante algumas iterações quais
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imagens retornadas pelo sistema são relevantes (em alguns caso também quais as irrelevantes). A
informação de quais imagens interessam ou não ao usuário é utilizada para o aprendizado do sistema.
A cada iteração, o algoritmo define quais são as propriedadesvisuais que melhor definem as imagens
relevantes a partir das informações fornecidas pelo usuário. Ao final, o sistema retorna as imagens
mais similares ao padrão desejado pelo usuário.
Esta técnica endereça duas questões referentes ao processode recuperação de imagens por con-
teúdo. A primeira delas reside na lacuna semântica (semantic gap) entre as propriedades visuais de
alto nível, através das quais o usuário tem a percepção da informação visual, e a descrição de baixo
nível (vetores de característica) utilizada para a representação das imagens. A outra questão diz res-
peito ao caráter subjetivo da percepção da imagem pelo usuário. Diferentes pessoas (ou a mesma
pessoa em diferentes circunstâncias) podem ter percepçõesvisuais distintas de uma mesma imagem.
Com a realimentação de relevância essas duas questões são tratadas de forma transparente para o
usuário.
Essa técnica envolve os seguintes passos:
1. a seleção de uma imagem de exemplo pelo usuário que será aprsentada inicialmente ao sis-
tema;
2. a busca pelo sistema das imagens mais similares de acordo com as suas propriedades de mais
baixo nível;
3. a indicação pelo usuário de quais imagens são relevantes ou não de acordo com a pesquisa
realizada;
4. o aprendizado do desejo do usuário através de suas escolhas;
5. o retorno de imagens cada vez mais mais relevantes de acordo com a escolha do usuário.
Os passos 3 a 5 são repetidos até que o resultado esperado tenha sido alcançado, mas é altamente
recomendado que esse processo termine em poucas iterações.Esta é a estratégia mais comum e nesta
tese é denominada de gulosa (Seção 3.1). A inclusão do aprendizado na arquitetura apresentada na
Figura 2.3 leva à criação da Figura 3.1.
Existem muitos estudos em cada uma das etapas desse processo, criando desde descritores mais
eficientes a métodos para garantir a escalabilidade para grandes bases de imagens (Lejsek et al., 2008;
Valle et al., 2008). O algoritmo de aprendizado (passo 4) é umponto crucial para a definição de um
mecanismo de realimentação de relevância. Em alguns trabalhos, o aprendizado consiste em estimar
qual função de extração de característica ou a métrica de comparação que melhor represente o padrão
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de consulta. Em outros, atribuem-se pesos a cada posição do vetor de característica ajustando os pesos
nas características de baixo nível a fim do sistema adaptar-se às necessidades do usuário. No caso de
se utilizar mais de um descritor, alguns sistemas buscam encontrar a melhor forma de combinar as
diferentes informações acerca da imagem.
Já que os vetores de característica, e consequentemente as representações das imagens da base,
podem ser interpretados como pontos no espaço, as informações das imagens marcadas pelo usuário
durante as iterações podem ser utilizadas para mudar a representação definida pela imagem inicial. Na
Figura 2.4a (QPM –Query Point Movement), o centro geométrico da pesquisa move-se de acordo com
os exemplos positivos (imagens relevantes, por exemplo) deca a iteração. Outras técnicas utilizam
múltiplos pontos de pesquisa (multi-point query), através dos exemplos positivos, para recuperar as
imagens das próximas iterações. Dependendo da distância entre os múltiplos pontos de pesquisa são
formadas diferentes regiões e formas no espaço de característi a (Figura 2.4b). Os métodos baseados
nesta técnica (Porkaew et al., 1999; Zhou et al., 2006; Liu etal., 2009; Su et al., 2011) geralmente
usam a média entre as imagens relevantes ou os centros de agrupamentos (clusters) formados por elas
para que o resultado da busca seja mais adequado ao desejo do usuári .
Fig. 2.4: Técnicas de realimentação de relevância por ajuste de peso em suas característica.
O modelo estatístico Bayesiano foi um dos primeiros classificadores a ser empregado (Cox et al.,
2000; King e Jin, 2003; Giacinto e Roli, 2004; Xu e Akella, 2008) utilizando o usuário como tutor
para classificar as imagens através de seus atributos de maisbaixo nível (vetor de característica).
Um classificador Bayesiano determina a probabilidade de queuma determinada característica esteja
relacionada com a presença (ou ausência) de qualquer outra característica. Por exemplo, uma fruta
pode ser considerada como uma maçã, se ela for redonda e vermelha. M smo que as características
sejam interdependentes, elas são consideradas de maneira ind pendente. Cada vetor de característica
recebe um valor de probabilidade que é usado pelo classificador Bayesiano para determinar quais
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são as imagens mais prováveis de satisfazer a opinião do usuário, dependendo das indicações feitas
anteriormente por ele. Uma vantagem do classificador Bayesino em relação aos baseados em pontos
de pesquisa é que ele requer menor quantidade de dados de treinamento para estimar os parâmetros
necessários para a classificação.
Alguns trabalhos utilizam técnicas de aprendizado de máquina como redes neurais artificiais para
recuperação de imagens (Laaksonen et al., 2002; Srinivasa et l., 2006; Anh et al., 2010). Máquina
de Vetor de Suporte (SVM –Support Vector Machine) é atualmente a técnica mais utilizada para este
fim. O objetivo deste método é encontrar um hiperplano que separa duas classes distintas em um
espaço multidimensional (Figura 2.5). Tong et al. (Tong e Chang, 2001) propuseram um método de
realimentação de relevância usando SVM para separar imagens rel vantes das não relevantes (irrele-
vantes). A cada iteração, são mostradas para o usuário as imagens mais próximas do hiperplano, ou
seja, as mais ambíguas consideradas como sendo as mais representativas para o aprendizado. No final
do processo (após a última iteração), as imagens mais afastadas do hiperplano no lado relevante são
apresentadas para o usuário. Muitos trabalhos recentes (Philipp-Foliguet et al., 2009; Wu et al., 2010;
Wang et al., 2011) utilizam SVM e buscam otimizar esse métodopara realimentação de relevância.
Fig. 2.5: Exemplo simples de separação de classes via SVM.
O método de realimentação de relevância proposto neste trabalho utiliza o classificador baseado
em floresta de caminhos ótimos. A Seção a seguir apresenta umabreve explicação sobre o classifica-
dor OPF (Papa et al., 2009).
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2.2.1 Classificador baseado em floresta de caminhos ótimos
O classificador OPF supervisionado originalmente concebido para reconhecimento de padrões
(Papa et al., 2009) é pela primeira vez usado para a tarefa de recuperação de imagens por conteúdo
(Silva et al., 2010). Esse classificador é modelado em uma floresta de caminhos ótimos, onde os
nós são amostras (imagens no caso desta tese) e os arcos são ponderad s pela distância entre as
amostras. O conjunto de treinamento do classificador é um grafo completo(T , A), onde o conjunto
T de nós contém as imagens rotuladas pelo usuário como relevantes ou não eA contém os arcos não
direcionados ponderados por uma função de distânciad(s, t), entre as imagenss e t.
Calculando uma MST (Minimum Spanning Treeou árvore espalhada mínima) (Cormen et al.,
1990) em(T , A) é obtido um grafo simples conexo e acíclico cujos nós são todas as mostras deT e
os arcos são não direcionados de modo que a soma dos pesosd(s, t) das arestas é mínima (Figura 2.6).
Esta árvore é ótima no sentido de que a soma dos pesos de seus arcos é mínima se comparada às outras
árvores espalhadas no grafo completo.
Os elementos adjacentes na MST com diferentes rótulos emT são definidos comoprotótipos,
isto é, elementos mais próximos entre relevantes e irrelevant s no caso desta tese. Removendo-se
os arcos entre as diferentes classes, tais amostras adjacentes são armazenados nos conjuntosSR e
SI de protótipos relevantes e irrelevantes, respectivamente(Figura 2.7). Formalmente, em cada arco
(s, t) na MST,λ(t) é a classe da imagemt ∈ T eλ(s) é a classe da imagems ∈ T , que podem ser
relevantes ou irrelevantes. Seλ(s) 6= λ(t) entãos e t são marcados como sendo protótipos. Seλ(s)
é relevante eλ(t) é irrelevante,s é inserido emSR e t é inserido emSI . Estes conjuntos são usados
para calcular uma floresta de caminhos ótimos emT .
Dado um grafo completo(T , A), um caminhoπt no grafo é uma sequência〈t1, t2, . . . , tn〉 de nós
que termina no nótn = t. Um caminhoπt é chamado de trivial seπt = 〈t〉. A todo caminhoπt
é associado um valor de custo definido pela funçãoc(πt). Um caminhoπt é ótimo quandoc(πt) ≤
c(πt
′) para qualquer caminhoπt′, ondeπt eπt′ terminam no mesmo nót. O custo do caminho entre








O Algoritmo 1 (Papa et al., 2009) mostra o cálculo de uma floresta de caminhos ótimos para a função
de custoC, que é uma extensão do algoritmo da IFT (Image Foresting Transform) (Falcão et al., 2004)
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do domínio da imagem para o espaço de características. Para cada nót ∈ T , o algoritmo calcula o
custo mínimoC(t) e seu predecessorP (t) do caminho ótimo cuja raíz éR(t) ao nó terminalt.
Também é calculada uma listaT ′ formada pelos nós do conjunto de treinamento ordenada pelo cust
C(t). Esta lista ordenada é usada para aumentar a eficiência na classifi ação.
Algoritmo 1 : Algoritmo do classificador OPF
Entrada: Conjunto de treinamentoT , conjunto de protótiposSR ⊂ T eSI ⊂ T , e um
descritor(v, d).
Saída: Floresta de caminhos ótimosP , mapa de custo de caminhosC, mapa de raízesR e a
lista do conjunto de treinamento ordenadaT ′.
Auxiliares: Fila de prioridadeQ e a variável de custocst.
para todos ∈ T \SR ∪ SI faça1
C(s)← +∞2
fim3
para todos ∈ SR ∪ SI faça4
C(s)← 0, P (s)← nil,5
R(s)← s e insiras emQ.6
fim7
enquantoQ não estiver vaziafaça8
Remova deQ uma amostras com menor custoC(s) e insiras emT ′.9
para todot ∈ T ondeC(t) > C(s) faça10
Calculecst← max{C(s), d(s, t)}.11
secst < C(t) então12
seC(t) 6= +∞ então13
removat deQ.14
fim15





As linhas de 1 a 7 inicializam os valores para os mapas de custo, predecessor e raíz, forçando os
caminhos ótimos a iniciar emSR ∪ SI e inserir as raízes emQ. O laço externo calcula um caminho
ótimo deSR ∪SI para cada nós ∈ T na ordem decrescente de custo (linhas 8 a 20). A cada iteração,
é obtido um caminho com custo mínimoC(s) emP . O último nós é removido deQ e sua ordem
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é preservada emT ′ (linha 9). As linhas 10 a 19 avaliam se o caminho que chega a um nó adjacente
t 6= s, através des, é melhor do que o caminho atual, atualizandoQ, C(t), R(t) e P (t) de acordo
com o resultado.
Para o caso de realimentação de relevância, o objetivo é obter uma partição ótima deT na qual
os conjuntos de imagens previamente rotuladas como relevantes e irrelevantes irão competir entre si
para classificar as demais imagens da baseZ\T de acordo com a floresta de caminhos ótimos. O
caminho ótimo para cada imagemt ∈ Z\T pode ser facilmente identificado buscando qual dos nós
de treinamentos∗ ∈ T fornece o menor valor na Equação 2.12 (Figura 2.8).
C(t) = min
∀s∈T ′
{max{C(s), d(s, t)}}, t ∈ Z\T , s ∈ T ′ (2.12)
O nós∗ é o predecessorP (t) no caminho ótimo definido pelo nó terminalt, e portanto, a imagemt é
classificada como pertencente à classeλ(R(s∗)), ou seja, ela recebe o mesmo rótulo da raiz da floresta
na qual ela é mais fortemente conexa. A função deT ′ no algoritmo acima é aumentar a velocidade
na estimativa da Equação 2.12, que pode parar quandomax{C(s), d(s, t)} < C(p) para um nóp cuja
posição emT ′ sucede a posição des (Papa et al., 2010). ComoT ′ está ordenado por custo, seC(p)
for maior do quemax{C(s), d(s, t)} então os custos dos próximos elementos também serão maiores.
O Capítulo 3 apresenta os métodos propostos nesta tese e os resultados comparados aos obtidos
por técnicas tradicionais são mostrados no Capítulo 4.
Fig. 2.6: Árvore espalhada mínima usando imagens da base ETH-80 (Leibe e Schiele, 2003).
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Fig. 2.7: Floresta de caminhos ótimos de imagens relevantese irrelevantes.
Fig. 2.8: Imagemt ∈ Z\T classificada como relevante.
Capítulo 3
Métodos de CBIR baseados em
realimentação de relevância e floresta de
caminhos ótimos
Este capítulo apresenta as contribuições desta tese na áreade cuperação de imagem por con-
teúdo utilizando realimentação de relevância com os algoritm sGOPFRF (Realimentação de rele-
vância usando OPF e aprendizado guloso) (Silva et al., 2010), POPFRF (Realimentação de relevân-
cia usando OPF e aprendizado planejado) (Silva et al., 2011), OPFMSPS (Realimentação de rele-
vância usando OPF e MSPS)1, OPFGP (Realimentação de relevância usando OPF e Programação
Genética)1 eOPFBi−Level (Realimentação de relevância usando OPF e abordagem Bi-Level).
A Figura 3.1 estabelece, sob a nossa ótica, a arquitetura de um sistema de recuperação de ima-
gens por conteúdo com realimentação de relevância. Primeiro, o usuário seleciona uma imagem de
exemplo que será apresentada inicialmente ao sistema. A busca por similaridade (Figura 2.2) mostra
as imagens mais próximas de acordo com alguma característica. O retângulo pontilhado mostra o
processo de realimentação de relevância. Neste processo são exibidas as imagens para o usuário, ele
indica quais imagens são relevantes ou não para a consulta e,de acordo com a indicação, é realizado
o aprendizado e recuperação das próximas imagens a serem exibidas ao usuário.
O retângulo cinza da Figura 3.1 destaca o foco desta tese, queé a criação de um novo método
para o processo de aprendizagem baseado em um classificador por fl esta de caminhos ótimos. São
também abordadas duas técnicas de combinação de descritorepara serem utilizadas juntamente com
o método de realimentação de relevância a fim de auxiliar e melhorar o processo de aprendizagem. A
1A.T. Silva, J.A. dos Santos, A.X. Falcão, R. da S. Torres e L.P. Magalhães. “Incorporating multiple distance spaces
in optimum-path forest classification to improve feedback-based learning”. Computer Vision and Image Understanding
(submetido em dezembro de 2010).
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Fig. 3.1: Arquitetura de um sistema de recuperação de imagens por conteúdo com realimentação de
relevância.
primeira utiliza um método de otimização chamado MSPS, utilizado pela primeira vez para combi-
nação de descritores, enquanto a outra é uma técnica consolidada baseada em programação genética.
Também é mostrado neste capítulo que o uso do classificador OPF pode ser utilizado para destacar
regiões de interesse nas imagens da base, melhorando assim aeficácia do processo de recuperação de
imagens.
Existem dois paradigmas de aprendizagem em realimentação de relevância em relação às imagens
retornadas. No primeiro, a cada iteração tenta-se retornarsempre as imagens que o usuário considera
mais relevantes, sendo o paradigma mais utilizado em CBIR. Nesta tese este paradigma é denomi-
nado comoguloso. Em outros casos, como nos métodos baseados em SVM, o usuárioestabelece em
quantas iterações o sistema deverá aprender antes de retorna as imagens ordenadas por relevância.
Durante estas iterações o sistema apresenta as imagens maisinformativas para auxiliar a aprendiza-
gem do sistema. Este último paradigma nesta tese é chamado deplanejado. Métodos baseados em
SVM por vezes são chamados deActive Learning, mas este termo é um conceito mais geral e apenas
um de seus tipos utiliza imagens mais informativas. Além disso, nesses métodos as imagens mais
relevantes são exibidas uma única vez ao final. No paradigma planejado existem duas iterações. Uma
semelhante ao paradigma guloso que retorna as imagens mais relevantes e outra interna que retorna
as imagens mais informativas para o processo de aprendizado.
Embora o número de iterações necessárias para o aprendizadopareça ser maior na abordagem pla-
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nejada, isso não é necessariamente verdade, como é mostradono Capítulo 4. Os algoritmos para cada
um dos métodos desenvolvidos nesta tese são apresentados emmaior detalhe a seguir. A Seção 3.1
descreve o treinamento do método de recuperação de imagens baseado em floresta de caminhos óti-
mos usando o paradigma guloso e a Seção 3.2 descreve o algoritmo do método usando o paradigma
planejado. Também esta tese mostra que esta nova técnica de re limentação de relevância utilizando
floresta de caminhos ótimos (GOPFRF ouPOPFRF ) pode facilmente utilizar combinação de des-
critores para capturar as diferentes características da image . Na Seção 3.3 é apresentado um novo
método de combinação de descritores usando a técnica de otimização MSPS para ajustar os parâme-
tros de uma função. Na Seção 3.4 é mostrada a integração do método de realimentação de relevância
usando o classificador OPF com uma técnica de programação genética para criar funções de combina-
ção de descritores. Também é apresentada uma nova abordagemp ra realimentação de relevância em
dois níveis de interesse (pixel e imagem) utilizando o classificador OPF e denominadaOPFBi−Level
na Seção 3.5.
3.1 Aprendizado guloso usando OPF –GOPFRF
SejaZ uma base de imagens, onde cada imagemt ∈ Z é representada por um descritor(v, d) e a
similaridade entre duas imagenss, t ∈ Z é medida pela função de distânciad(s, t). O objetivo final
da busca de imagem por conteúdo é retornar uma listaX com asN imagens mais relevantes deZ de
acordo com a opinião do usuário em relação a uma dada imagem deconsulta inicialq. A abordagem
mais simples é retornar asN imagenst ∈ Z mais próximas aq em ordem crescente de acordo com
d(q, t), conforme apresentado no início do Capítulo 2.
Entretanto, devido à limitação do descritor(v, d) para representar a expectativa do usuário, essa
abordagem frequentemente apresenta uma lacuna semântica tal que a listaX contém não só imagens
relevantes para o usuário, como também irrelevantes. A técnica de realimentação de relevância é
usada para contornar essa lacuna semântica. O usuário indica quais imagens são relevantes (ou irrele-
vantes) emX , formando um conjunto de treinamento rotuladoT que ganha novos elementos a cada
iteração da realimentação de relevância porT ← T ∪ X . O sistema aprende a vontade do usuário a
fim de trazer imagens mais relevantes a cada iteração. Esse processo é repetido até que usuário esteja
satisfeito.
Nos métodos a serem descritos, o conjuntoT é usado para a criação de uma floresta de caminhos
ótimos. Inicialmente são estimadas as imagens mais representativas (protótipos) considerando-se o
desejo do usuário conforme a Seção 2.2.1, criando os subconjnt sSR ⊂ T eSI ⊂ T de protótipos
relevantes e irrelevantes. Cada imagemt ∈ Z\T da base é então classificada como relevante ou
irrelevante de acordo com as raízes da floresta que oferece at o caminho ótimo no grafo. As imagens
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classificadas como relevantes pela OPF formam o conjuntoY e somente asN imagens mais similares
deste conjunto são selecionadas para serem ordenadas e retornadas na próxima iteração. As imagens
que o classificador considera como irrelevantes são descartadas.
Para ordenar as imagens do conjuntoY e retornar as imagens mais relevantes de acordo com o
desejo do usuário, é possível utilizar diversas métricas (ver Seção 2.1), como por exemplo, através do
custo mínimo para as florestas de relevantes.
Uma possível métrica para ordenação das imagens é calculadapela Equação 3.1, onde
min{d(t,SR)} é a distância det ao protótipo relevante mais próximo emin{d(t,SI)} é a menor





Nesta tese foram testadas diferentes métricas e a distânciaméd normalizada entre os conjuntos
de protótipos relevantes e irrelevantes (Equação 3.2) foi aque gerou melhores resultados considerando

















No paradigma guloso, o sistema retorna uma nova listaX ⊂ Y com asN imagens mais próximas de
acordo com a distância média normalizadad̄(t,SR,SI) entret e os dois conjuntos de protótipos. O
processo repete durante algumas iterações até que o usuárioesteja satisfeito e, ao final do processa-
mento, são apresentadas todas as imagens relevantes conhecidas das iterações anteriores junto com a
listaX em ordem crescente calculada pord̄(t,SR,SI).
O Algoritmo 2 apresenta a técnica de realimentação de relevância usando floresta de caminhos
ótimos (Silva et al., 2010) utilizando o paradigma de aprendizado guloso. Ele retorna uma lista
R ⊂ Z de imagens na ordem decrescente de relevância. Na linha 1, a lista de treinamentoT é
inicializada como um conjunto vazio. Para uma dada imagem deconsulta inicialq e uma base de
imagensZ, o algoritmo retorna inicialmente uma listaX com asN imagenst ∈ Z mais próximas a
q na ordem crescente ded(q, t) (linha 2). O processo de aprendizado é executado no laço principal
(linhas 3 a 13). Na linha 4, o usuário marca as imagens deX que ele considera como sendo relevantes
e as demais são rotuladas como irrelevantes. Estas marcações feitas pelo usuário criam o conjunto de
treinamentoT ← T ∪X onde cada uma das imagenss ∈ T recebe um rótulo de relevânciaλ(s). As
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imagens consideradas relevantes são inseridas na listaR (linha 5) que armazena as imagens relevantes
conhecidas durante o processo de realimentação de relevância. O treinamento do classificador OPF é
executado na linha 6 conforme o Algoritmo 1. O algoritmo retorna os conjuntosSR ⊂ T eSI ⊂ T
de protótipos relevantes e irrelevantes, as listas com predecessorP (s), custoC(s) e raizR(s) para
todas as imagenss ∈ T assim como uma listaT ′ ordenada pela ordem decrescente de custoC(s)
para aumentar a performance em eficiência do classificador. Cada uma das imagenst ∈ Z\T é
classificada como relevante ou irrelevante pela OPF usando aEqu ção 2.12 (linha 9). Somente as
imagens que forem classificadas como relevante são inseridano conjuntoY (linha 10). Esta lista é
usada para criar a listaX com asN imagens em ordem crescente de acordo com a distância média
normalizadād(t,SR,SI) entret e o conjunto de protótiposSR ⊂ T eSI ⊂ T . Ao final do processo,
são retornadas as imagens rotuladas como relevantes pelo usuário durante o processo de realimentação
de relevância (conjuntoR) maisN imagens candidatas a relevantes.
Algoritmo 2 : Algoritmo de realimentação de relevância usando OPF e paradigm guloso (GOPFRF ).
Entrada: Uma imagem de consulta inicialq, um descritor(v, d), o númeroN de imagens
retornadas por iteração e um banco de imagemZ.
Saída: Uma listaR ⊂ Z de imagens retornadas na ordem decrescente de relevância.
Auxiliares: ConjuntoT de imagens de treinamento, mapas(R,P, C, T ′) geradas pelo
classificador OPF, conjuntosSR ⊂ T eSI ⊂ T de protótipos, conjuntoY ⊂ Z\T
de imagens classificadas como relevante pela OPF e uma lista ordenadaX ⊂ Y de
N imagens retornadas a cada iteração.
R ← ∅ eT ← ∅.1
Crie uma listaX comN imagens mais próximas at ∈ Z em ordem crescente de(q, t).2
enquantoo usuário não estiver satisfeitofaça3
Usuário marca as imagens relevantes e irrelevantes, criando um conjunto de treinamento4
T ← T ∪ X onde cada imagems ∈ T recebe um rótulo de relevânciaλ(s).
Insira as imagens relevantes deX no conjuntoR.5
Calcule os conjuntosSR eSI de protótipos emT (Seção 2.2.1) e execute6
(R,P, C, T ′)← OPF (T ,SR,SI , v, d) (Algoritmo 1).
Y ← ∅.7
para toda imagemt ∈ Z\T faça8
Classifiquet usando(R,P, C, T ′) eλ(s) paras ∈ SR ∪ SI (Equação 2.12).9
seλ(t) é relevanteentão Insirat emY .10
fim11
Crie uma listaX com asN imagens mais próximas at ∈ Y na ordem crescente de12
d̄(t,SR,SI).
fim13
RetorneR ← R∪X .14
32 Métodos de CBIR baseados em realimentação de relevância efloresta de caminhos ótimos
Os resultados dos experimentos realizados utilizandoGOPFRF são apresentados na Seção 4.3
comparados aos resultados obtidos pelos métodos considerados como sendo o estado-da-arte em rea-
limentação de relevância.
3.2 Aprendizado planejado usando OPF –POPFRF
A diferença básica do paradigma planejado para o guloso é queo usuário informa durante o apren-
dizado em quantas iterações o sistema deverá aprender antesde apresentar as imagens mais relevantes.
Isto é espelhado no algoritmo através de um laço interno deI iterações, que otimiza o aprendizado
retornando emX asN imagens mais informativas a cada iteração. As imagens são apresentadas
em ordem crescente da diferença absoluta entre os custos em relação aSR e aSI (Equação 3.5).
Somente após a I-ésima iteração é que as imagens finalmente serão ordenadas pela distância média
normalizadad̄(t,SR,SI). O objetivo do laço interno é apresentar as imagens que melhor auxiliam a
classificar as imagenst ∈ Z\T como relevantes ou não. Para isto, o sistema busca neste laçointerno
as imagens mais informativas para o classificador OPF.
O Algoritmo 3 apresenta a técnica de realimentação de relevância usando floresta de caminhos
ótimos utilizando o paradigma de aprendizado planejado (POPFRF ). Ele também retorna ao final
uma listaR ⊂ Z de imagens na ordem decrescente de relevância. As linhas 1 e 2são as mesmas do
Algoritmo 2 (guloso) e o processo de aprendizagem é executado dentro de um laço principal que vai
da linha 3 até a linha 13.
Este algoritmo contém um laço interno nas linhas 5 a 11 que força a execução deI iterações,
informadas pelo usuário na linha 4. As linhas 6 a 9 do algoritmsão essencialmente as mesmas do
algoritmo anterior, que criam a listaY ⊂ Z\T de imagens candidatas a relevante. Entretanto, na
linha 10 é criada uma listaX com asN imagensmais informativasentre as candidatas a relevante
emY . As imagens mais informativas são aquelas que são mais prováveis de se tornarem protótipos
em SR ∪ SI e são utilizadas para acelerar o processo de aprendizado. Elas são as imagens mais
difíceis de classificar, já que estão na fronteira entre os conjuntos relevantes e irrelevantes. Assim, as
imagens mais informativas são escolhidas entre as imagenst ∈ Y com menor diferençadc(t,SR,SI)
entre seus valores de custo para os conjuntos de protótipos relevantes e irrelevantes. O conjuntoX ,
que é apresentado ao usuário a cada iteração, é então criado pel rdem crescente dedc(t,SR,SI),
calculado pela Equação 3.5.
dc(t,SR,SI) = |CR(t)− CI(t)|, (3.5)
ondeCR(t) é o custo do melhor caminho com raiz emSR eCI(t) é o custo do melhor caminho com
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raiz emSI . Pelo menos um deles é o caminho ótimo com nó terminal emt. Devido à distribuição dos
dados testados, é utilizado somente o custoCR(t), já que emY são armazenadas somente as imagens
candidatas a relevantes de acordo com a linha 9 do algoritmo.
Algoritmo 3 : Algoritmo de realimentação de relevância usando OPF e paradigm planejado (POPFRF ).
Entrada: Uma imagem de consulta inicialq, um descritor(v, d), o númeroN de imagens
retornadas por iteração e um banco de imagemZ.
Saída: Uma listaR ⊂ Z de imagens retornadas na ordem decrescente de relevância.
Auxiliares: ConjuntoT de imagens de treinamento, mapas(R,P, C, T ′) geradas pelo
classificador OPF, conjuntosSR ⊂ T eSI ⊂ T de protótipos, conjuntoY ⊂ Z\T
de imagens classificadas como relevante pela OPF e uma lista ordenadaX ⊂ Y de
N imagens retornadas a cada iteração.
R ← ∅ eT ← ∅.1
Crie uma listaX comN imagens mais próximas at ∈ Z em ordem crescente de(q, t).2
enquantoo usuário não estiver satisfeitofaça3
Pergunte ao usuário pelo númeroI de iterações planejadas.4
para i = 1 atéI faça5
Usuário marca as imagens relevantes e irrelevantes, criando um conjunto de6
treinamentoT ← T ∪ X onde cada imagems ∈ T recebe um rótulo de relevância
λ(s).
Insira as imagens relevantes deX no conjuntoR.7
Calcule os conjuntosSR eSI de protótipos emT (Seção 2.2.1) e execute8
(R,P, C, T ′)← OPF (T ,SR,SI , v, d) (Algoritmo 1).
Classifique toda imagemt ∈ Z\T usando(R,P, C, T ′) eλ(s) paras ∈ SR ∪ SI9
(Equação 2.12) e crie o conjuntoY com as imagens candidatas a relevante.
Crie uma listaX com asN imagens mais próximas at ∈ Y na ordem crescente de10
dc(t,SR,SI) (Equation 3.5).
fim11
Crie uma listaX com asN imagens mais próximas at ∈ Y na ordem crescente de12
d̄(t,SR,SI).
fim13
RetorneR ← R∪X .14
A lista ordenadaT ′ é usada para obterCR(t) eCI(t) comparando a busca pelos nós predecessores
s ∈ T ′ tendo sua raizR(s) emSR ou emSI .
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CR(t) = min
∀s∈T ′|R(s)∈SR
{max{C(s), d(s, t)}} (3.6)
CI(t) = min
∀s∈T ′|R(s)∈SI
{max{C(s), d(s, t)}}. (3.7)
Após aI-ésima iteração, uma listaX é finalmente apresentada ao usuário com asN imagens
t ∈ Y candidatas a relevante ordenadas pord̄(t,SR,SI) (linha 12). Todo o processo é repetido
enquanto o usuário não estiver satisfeito. Após o término doprocesso, as imagens no conjuntoR e
as últimas imagens candidatas a relevante emX são retornadas em ordem crescente ded̄(t,SR,SI)
(linha 14).
O conjuntoY criado na linha 9 poderia incluir também as imagens consideradas irrelevantes, já
que o objetivo é retornar as imagens mais difíceis de classificar que estão igualmente próximas aSR
eSI . Testes realizados nesta tese indicaram que a inclusão de imag ns consideradas irrelevantes não
ajuda a melhorar a eficiência do aprendizado. Para os testes realizados, a razão entre as imagens
relevantes e o total de imagens da base é pequena e o número de falsos positivos tende a ser muito
maior do que o número de falsos negativos. Ou seja, as imagensclassificadas como irrelevantes
provavelmente o são, sendo mais fácil encontrar imagens erroneamente classificadas como sendo
relevantes.
Os resultados dos experimentos realizados utilizandoPOPFRF são apresentados na Seção 4.3
comparados aos resultados obtidos pelos métodos considerados como sendo o estado-da-arte em rea-
limentação de relevância.
3.3 Descritor composto usando MSPS
Os métodosGOPFRF ePOPFRF apresentados utilizam um único descritor para o aprendizado.
Esta Seção descreve como usar diferentes características da imagem juntamente com o método de
realimentação de relevância baseado em floresta de caminhosótim s.
Devido à limitação de um único descritor(v, d) para representar o desejo de um usuário, vários
trabalhos (Dorairaj e Namuduri, 2004; Rui et al., 1998; Vadivel et al., 2004; Cox et al., 2000; Kherfi
et al., 2004; Torres et al., 2009; Arevalillo-Herráez et al., 2010) propõem a utilização de combinação
de descritores para reduzir essa limitação. A distinção entre extração de características e função de
similaridade é importante ao se combinar descritores que repr s ntam propriedades distintas (cor e
forma, por exemplo), como foi demonstrado por Torres et al. Torres et al. (2009). O método apresen-
tado nesta seção utiliza o conceito de descritor composto definido neste trabalho, no qual diferentes
funções de similaridade podem ser utilizadas em conjunto.



























Fig. 3.2: Descritor (a) simples e (b) compostoD∗ = (D, δD).
Neste caso, cada imagem da baseZ é representada por um conjunto de descritoresDi, i =
1, 2, . . . , n e cada descritorDi é um par(vi, di). Um descritor compostoD∗ é uma tupla(D, δD),
ondeD é um conjunto{D1, D2, . . . , Dn} de descritores individuais eδD é a função que combina os
valores de distância calculados pelos descritores individuais e gera um valor de distância finald∗(s, t)
(ver Figura 3.2). Para utilizar o conceito de descritor compsto nas técnicas de realimentação de
relevância apresentadas nesta tese,d∗(s, t) é usado para definir os pesos dos arcos do grafo completo
definido porT no Algoritmo 1 e para calcular as distânciasd̄(t,SR,SI) e dc(t,SR,SI) (respectiva-
mente Equações 3.2 e 3.5).
Diferentes descritores normalmente têm métricas e valoresfinai em escalas de valores diferentes.
Por isso, é importante que todos os valores de similaridade sejam normalizados ao se fazer esta
combinação. Nos resultados apresentados no Capítulo 4 foi utilizada a normalização Gaussiana (Rui
et al., 1998).
A função δD pode ser definida de diferentes formas e os resultados mostrad na Seção 4.4





dθii (s, t), (3.8)
ondeθ = (θ1, θ2, . . . , θn) é o conjunto de parâmetros da função de combinação, tal que0 ≤ θi ≤ 2.
Esta equação define um peso não linear para cada um dos descritor escolhidos para compor a função
de combinação. O valor 0 indica que os valores de distância definidos pelo descritor não afetam a
combinação. Quanto maior o valor deθi maior a influência do descritor na combinação, sendo essa
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influência não linear.
A melhor função de combinação é aquela que traz primeiramente as imagens mais relevantes para
uma determinada consulta. A listaT com as imagens rotuladas previamente pelo usuário (relevan-
tes/irrelevantes) é usada para encontrar esta função de combinação. Como estimativa inicial, seria
possível utilizar a imagem de consultaq e encontrar a função de combinação que traz as imagens
mais relevantes no início ao ordenar as imagenst ∈ T utilizandod∗(q, t) definida pela a função de
distânciaδD (candidata à função de combinação). Entretanto, a estimativa da melhor função de com-
binação utilizada nesta tese utiliza não só a imagem de consulta q, mas todas as imagens rotuladas
pelo usuário como relevantes. Esta abordagem é comprovadamente ais eficaz e robusta do que o
método mais simples usando apenas a consulta inicial (Torres et al., 2009).
SejaTR o subconjunto de imagens relevantes deT , Tu é o conjunto de imagens de treinamentot ∈
T ordenadas pela distânciaδD(t, u), e consequentementeθ, para cada uma das imagens relevantes
u ∈ TR. Assim, para cada imagem relevante do conjunto de treinamento u ∈ T é criada uma lista
ordenada de imagensTu. Existem diversas funções critério para avaliar uma funçãode combinação e
os resultados apresentados no Capítulo 4 utilizam a função FFP4 (Torres et al., 2009) definida por








ondeλk ∈ {0, 1} armazena o rótulo dado pelo usuário a cada posiçãok deTu, podendo ser relevante
(λk = 1) ou irrelevante (λk = 0).
Uma nova abordagem para combinação de descritores foi desenvolvida nesta tese para determinar
a importância de cada uma das diferentes características daimagem. É utilizado o método MSPS para
determinar os parâmetros mais adequados da Equação 3.8 a fim de combinar os diferentes valores de
similaridade obtidos de cada descritor. O objetivo é obter uma função de combinação apropriada e
desta maneira aumentar ainda mais a eficácia da técnica de realiment ção de relevância baseada em
floresta de caminhos ótimos.
A partir de um estado inicialθ = (θ1, θ2, . . . , θn), a ideia é encontrar o melhor vetor de desloca-
mento∆∗ e atualizar o vetor de parâmetros para o próximo valorθ ← θ+∆∗, repetindo este processo
até encontrar um máximo da função de avaliaçãoF (T ,D, δD), que por motivo de simplificação é
definida comoF (θ) já que são alterados apenas os valores deθ emδD (Equação 3.8). Para o caso de
combinação de descritores, todos os valoresθi iniciam com valor 1, indicando que inicialmente todos
os descritores têm a mesma importância na função de combinação.
A fim de tentar evitar máximos locais, o método perturbaθ em cada um dosn parâmetrosθi
e em diferentes escalas de deslocamentoj = 1, 2, . . . , m. A cada iteração, é estimado o valor de
F (θ +∆) para cada vetor de deslocamento∆ resultante de todas as perturbações em cada eixoi o
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vetor resultante de todas as escalasm, como descrito a seguir.
0 ≤ ∆i,j ≤ 1 é um deslocamento positivo no parâmetro de índicei para a escalaj. O método
calcula a funçãoF considerando:
• a melhor orientação da perturbação ao longo de cada parâmetro i, como
∆
∗
i,j = (0, . . . ,∆
∗
i,j, . . . , 0) para∆
∗
i,j ∈ {∆i,j, 0,−∆i,j}, tal que



























i,j , j = 1, 2, . . . , m.
Assim, a escolha de∆∗ pode ser expressa por:




F (θ +∆∗i,j) i=1,2,. . . ,n e j=1,2,. . . ,m.





O Algoritmo 4 ilustra o cálculo do melhor conjunto de parâmetrosθ para a Função 3.8 usando
MSPS. Primeiro são calculados os valores para∆i,j de acordo com a descrição acima a fim de servir
como entrada para o algoritmo juntamente com as escalas definidas previamente. A linha 1 inicializa
o vetorθ com valor 1 para todas as posições, dando inicialmente o mesmo peso para cada um dos
descritores. Nas linhas 4 a 16 é procurado pelo deslocamentoθ∗ que gera o valor máximo para a
função critério. Se existe um deslocamento∆ (definido na linha 8) que maximiza a função critério, o
valor é armazenado em∆∗, testando tanto deslocamentos positivos quanto negativospara as escalas
(linhas 9–11). Se foi encontrado um vetor de deslocamento melhor, ∆∗ e V ∗ são atualizados na
linha 12. Se a combinação dos deslocamentos∆s gerar uma função de combinação melhor,∆∗ eV ∗
são novamente atualizados nas linhas 15 e 16. O algoritmo para qu ndo nenhuma outra combinação
de parâmetros gera um resultado melhor queθ para a função critério. Ao final é retornado na linha 19
o conjunto de parâmetrosθ a ser utilizado na Equação 3.8 para definir um descritor composto para ser
utilizado nos métodosGOPFRF ePOPFRF , determinando o valor de distânciad∗(s, t) entre duas
imagenss, t ∈ Z.
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Algoritmo 4 : Algoritmo do método de otimização MSPS
Entrada: Deslocamentos∆, númerom de escalas en de parâmetros (número de descritores).
Saída: Vetorθ com os parâmetros que geram o maior valor para a funçãoF .
Auxiliares: Vetores∆∗, ∆s eθ∗ e valoresi, j, V0, V −, V + eV ∗.
θ ← (1, . . . , 1);1
V ∗ ← F (θ) eθ∗ ← θ;2
enquantoV ∗ > V0 faça3
V0 ← V ∗ eθ ← θ∗;4
para j=1 to m faça5
∆s← (0, . . . , 0);6
para i=1 to n faça7
∆← (0, . . . ,∆i,j , . . . , 0), V ← V0, e∆∗ ← (0, . . . , 0);8
V + ← F (θ +∆) eV − ← F (θ −∆);9
seV + > V entãoV ← V + e∆∗ ←∆;10
seV − > V entãoV ← V − e∆∗ ← −∆;11
seV > V ∗ entãoθ∗ ← θ +∆∗ eV ∗ ← V ;12
∆s←∆s +∆∗;13
fim14
V ← F (θ +∆s);15




Os resultados dos experimentos realizados utilizandoOPFMSPS são apresentados na Seção 4.4
comparando-os com os obtidos usando um único descritor e os obtidos com execução do métodoGP+
(Ferreira et al., 2011), que pode ser considerado como estado-da-arte em combinação de descritores.
3.4 Descritor composto usando Programação Genética
O método MSPS procura por um conjunto de parâmetros ótimo para obter uma função de combi-
nação. A abordagem apresentada nesta seção gera uma função de combinação usando programação
genética (GP –Genetic Programming), que é uma técnica evolutiva de solução de problemas (Koza,
1992). Nesta abordagem o método GP é integrado a técnica de realimentação de relevância apre-
sentada na Seção 3.1. Para isto, cada indivíduo GP representa uma função candidataδD, ou seja,
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um descritor composto. O indivíduo é definido por uma estrutura de árvore, conforme ilustrado no
exemplo da Figura 3.3. Os nós das folhas recebem os valores dado pelos diferentes descritores e os
nós internos definem operações matemáticas. A Figura 3.3 utiliza três descritores e um conjunto de
operações{+,−, /, sqrt} nos nós internos, representando a Equação 3.12.
δD(t, s) =




d2(t, s) + d3(t, s) (3.12)
(s,t) (s,t) (s,t) (s,t)
(s,t)
d*(s,t)
Fig. 3.3: Um descritor composto representado por uma árvore.
A programação genética procura funções de combinação evoluind ma populaçãoP denp in-
divíduos por iteração durantegn gerações. O melhor indivíduo da população gerada pela aplicação
de transformações genéticas, como reprodução, mutação ecrossover(Koza, 1992) é definido como
função de combinação de descritores. A operação de reproduçã seleciona os melhores indivíduos
e os copia na próxima geração. A mutação é definida como uma manipulação aleatória que atua
em apenas um indivíduo, selecionando um nó e substituindo a subárvore por outra gerada aleatori-
amente. A operação decrossovercombina o material genético de dois indivíduos trocando umade
suas subárvores.
Para uma dada listaT de imagens rotuladas (relevante/irrelevante) previamente por um usuário,
o método tenta encontrar uma função de combinaçãoδD. O Algoritmo 5 ilustra o método baseado
em programação genética para encontrar uma função candidata. Uma populaçãoP inicia comnp
indivíduos gerados aleatoriamente (linha 1). Esta população evolui durante asgn gerações através
das operações genéticas (linhas 2 a 9). A função critérioF (T ,D, δDi) (Equação 3.9) é calculada
para atribuir o valor defitnesspara cada um dos indivíduos (linha 5). Esse valor é utilizadopara
selecionar os melhores indivíduos e armazená-los no conjunt A. A seguir, as operações genéticas
são aplicadas na população a fim de criar melhores indivíduosa cada geração (linhas 7 e 8). O último
passo consiste em determinar qual é melhor indivíduo (maiorv l defitness) que será utilizado para
criar a função de combinação utilizada para definir os pesos dos arcos do grafo completo definido por
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T no Algoritmo 1 assim como para calcular as distânciasd̄(t,SR,SI) edc(t,SR,SI).
Algoritmo 5 : GP Algorithm
Entrada: Conjunto de treinamentoT , conjuntoD de descritores, tamanhonp da população e o
númerogn de gerações, percentuais de reprodução, mutação ecrossover.
Saída: O melhor indivíduoδD∗ (uma estrutura de árvore).
Auxiliares: PopulaçãoP denp indivíduosδDi, um conjuntoA de pares(δDi, F (T ,D, δDi)),
variáveisi eg.
P ← população inicial aleatória denp indivíduos;1
A ← ∅;2
para toda geraçãog = 1, 2, . . . , ng faça3
para todo indivíduoδDi ∈ P, i = 1, 2, . . . , np faça4
InsiraA ← A∪ (δDi, F (T ,D, δDi));5
fim6
OrdeneA em ordem crescente deF (T ,D, δDi);7
Crie uma nova populaçãoP de tamanhonp aplicando as operações de reprodução, mutação8
ecrossoveraos melhores indivíduos emA;
fim9
Retorne o melhor indivíduoδD∗ emA com o maior valor deF (T ,D, δD∗).10
Os resultados dos experimentos realizados utilizandoOPFGP são apresentados na Seção 4.4
comparando-os com os obtidos usando um único descritor e comos obtidos com a execução do
métodoGP+, que pode ser considerado como estado-da-arte em combinação de descritores.
3.5 OPFBi−Level – Aprendizado em dois níveis de interesse por
realimentação de relevância baseada em OPF
O objeto de interesse em uma busca de imagens nem sempre ocupat da a área de uma figura,
sendo somente parte dela importante para o usuário. Imagensde pássaros, por exemplo, muitas
vezes tem o fundo azul do céu, em virtude de serem fotografias de aves voando, ou com o fundo
esverdeado se de aves em galhos de árvores. No caso dos descritor de cor, por exemplo, esse fundo
irá interferir no resultado da busca, pois é sabido que características extraídas da imagem inteira não
representam necessariamente as características dos diversos objetos contidos nela. Por esse motivo,
muitos sistemas localizam objetos em diferentes regiões daimagem (Huang et al., 2010), utilizando
métodos que particionam a imagem em regiões fixas (Ma e Manjunth, 1999) ou subtraem o fundo
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Fig. 3.4: Seleção da região de interesse. A região preta é a área descartada.
da imagem para isolar a região de interesse onde os descritores serão calculados (Carson et al., 1999;
Lu e Guo, 1999; Wang et al., 2001; Kim et al., 2003; Jing et al.,2004; Philipp-Foliguet et al., 2009).
Dentre suas contribuições esta tese apresenta um método semi-auto ático para busca de objetos
por nível de interesse baseado no classificador OPF. Diferentem te de outros métodos, o usuário
seleciona interativamente os objetos de interesse duranteas i rações do processo de realimentação
de relevância, descartando o que não lhe é útil. Ao marcar pixels (ver Figura 3.4), rotulando-os como
objeto (linha azul) ou fundo (linha vermelha), o usuário define um conjunto de treinamento para
criação de um classificador OPF, utilizando os valores de cordos pixels e do rótulo que definem se
o pixel pertence à classe de objeto e ou de fundo. Cada pixel marcado é representado por um vetor
de característica de dimensão 3, contendo os valores de cor no espaço CIE Lab. A distância entre os
vetores de característica é calculada pela função de distânciaL2 (euclidiana).
SendoL o conjunto de pixels de uma imagem, os pixels rotulados e selecionados pelo usuário
formam um conjuntoM. A partir desse conjunto de treinamento são estimados os protóti os con-
forme descrito na Seção 2.2.1, criando os subconjuntosNO ⊂M eNF ⊂M de protótipos de objeto
e fundo respectivamente. Cada pixelp ∈ L da imagem é então classificado como objeto ou fundo
de acordo com a raiz da floresta que oferece ap o caminho ótimo no grafo (Equação 2.12). Os veto-
res de característica da imagem são calculados usando apenas os pixels rotulados como objeto pelo
classificador OPF, ou seja, são extraídas as características da região de interesse.
Usando o conjuntoM de pixels rotulados e os conjuntosNO eNF , os pixels das imagens da base
Z são classificados e as características das prováveis regiões de interesse são extraídas. Desta forma
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é possível buscar um objeto específico nas imagens da base, ignorando regiões de fundo e objetos
sem importância para a consulta.
É possível observar que ocorrem dois problemas principais nesta abordagem. O primeiro, é o
custo computacional. Cada vez que é feita uma marcação, é necessário classificar cada um dos pixels
de todas as imagens da base, além de extrair as características de ada uma delas. O outro problema
é que o sistema é sensível à marcação inicial, a qual influencia diretamente a classificação do que
é considerado objeto ou fundo em todas as imagens da base. Na proposta aqui apresentada, foram
empregadas duas estratégias para tratar esses problemas. Par redução do tempo computacional,
são utilizadosthumbnails, ou seja, imagens reduzidas das contidas na base. Para corrigir o eventual
problema na marcação inicial, foi desenvolvido um sistema de realimentação de relevância em dois
níveis de interesse. A seguir são detalhadas estas duas soluções.
Para redução do tempo computacional na segmentação de objetos e na criação dos novos vetores
de característica, é adotado o seguinte procedimento. Inicialmente, é criada uma versão reduzida
para todas as imagens da base (thumbnailscom 128 pixels na dimensão maior e mantendo a razão
de aspecto das imagens). Cada pixel dessas versões reduzidas é classificado como objeto ou fundo,
de acordo com as florestas de caminhos ótimos criadas usando oconjuntoM de pixels rotulados e
os conjuntosNO eNF . As regiões formadas pelos pixels classificados como objetosão mapeadas
na imagem de tamanho original e os vetores de característicadefinidos pelos pixels rotulados como
objeto são calculados.
Foram realizados testes que mostraram que essa abordagem não reduz substancialmente a eficá-
cia do método e o tempo computacional para classificar os pixels das imagens em objeto e fundo foi
reduzido drasticamente pelo uso dethumbnails. Outra possibilidade para redução do tempo compu-
tacional seria extrair os vetores de característica diretam nte dosthumbnails. Mas como esperado,
testes mostraram que a eficácia desta segunda solução é muitoinferior da obtida usando as imagens
originais.
Para tratar a questão da marcação inicial, esta tese apresenta um novo método de realimentação
de relevânciaem dois níveisde interesse. No nível mais geral, o usuário seleciona as imagens rele-
vantes ou não para a sua consulta, conforme o métodoGOPFRF . Além dessa seleção, em um nível
de interesse mais específico, o usuário também pode ajustar as marcações de objeto e fundo em uma
imagem. O sistema mostra na tela quais pixels são classificados como objeto ou fundo, ou seja, qual
a provável região de interesse de acordo com a marcação original usada para extrair as características
das imagens (Figura 3.5b). O usuário pode selecionar uma image cujo objeto ou fundo foi classi-
ficado incorretamente e fazer uma nova marcação (Figura 3.5c). Depois de corrigida a marcação, a
classificação é refeita em toda a base de imagens e os novos vetores de característica são calculados,
prosseguindo o processo de realimentação de relevância. Emseguida, o usuário pode então reali-
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Fig. 3.5: Seleção da região de interesse: (a) imagem de exemplo, (b) somente objetos selecionados,
(c) nova marcação para descartar o carro da busca e (d) objetos selecionados após a nova marcação.
zar outra marcação caso não esteja satisfeito com o resultado ou selecionar as imagens relevantes e
irrelevantes, continuando o aprendizado até estar satisfeito com o resultado apresentado.
O algoritmo do métodoOPFBi−Level assemelha-se ao Algoritmo 2, adicionando a possibilidade
de refazer as marcações de pixel para selecionar os objetos de interesse. Ele utiliza o paradigma de
aprendizado guloso pois é a forma apropriada de visualizar interativamente se ambos os aprendizados
estão evoluindo de acordo com a necessidade do usuário. É possível verificar a cada iteração se os
objetos estão sendo selecionados corretamente, possibilitando que o usuário corrija a classificação de
objeto e fundo de uma imagem da baseZ, adicionando pixels rotulados no conjuntoM e recalculando
os vetores de característica de todas as imagens. Caso os objetos estejam classificados corretamente,
o processo de realimentação de relevância prossegue conforme o métodoGOPFRF .
Sempre que uma nova marcação de pixels é realizada, torna-senecessário refazer o cálculo dos
vetores de característica de toda a base de imagens. Para todo thumbnailda base de imagensZ, todo
pixel p ∈ L, ondeL são as cores dos pixels de uma imagem, é classificado usando(R,P, C,M′)
e λ(s) paras ∈ NO ∪ NF (Equação 2.12). A funçãolab, que converte as cores no espaço RGB
para o espaço CIE Lab, é usada para extração do vetor de característi as na classificação dos pixels
em objeto e fundo. A funçãoL2 é utilizada para calcular a distância entre as cores de dois pixels.
Após a classificação dos pixels em objeto ou fundo, é gerado umnovo vetor de característica utili-
zando somente os pixels da imagem de resolução original que corr spondem a uma região marcada
como objeto nothumbnailcorrespondente. Para isso, pode ser utilizado qualquer desc itor de ima-
gem, como os apresentados na Seção 2.1. Os testes realizadosno Capítulo 4 utilizam o descritor
BIC (Stehling et al., 2002) (Seção 2.1.1).
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Algoritmo 6 : Algoritmo de realimentação de relevância usando OPF em dois níveis.
Entrada: Uma imagem de consulta inicialq, descritores(v1, d1) e (v2, d2) para os níveis de
interesse geral e específico respectivamente, o númeroN de imagens retornadas por
iteração e um banco de imagemZ.
Saída: Uma listaR ⊂ Z de imagens retornadas na ordem decrescente de relevância.
Auxiliares: ConjuntoT de imagens de treinamento, mapasR,P, C, T ′,M′ geradas pelo
classificador OPF, conjuntosM eL de pixels, conjuntosSR ⊂ T , SI ⊂ T ,
NO ⊂M eNF ⊂M de protótipos, conjuntoY ⊂ Z\T de imagens classificadas
como relevante pela OPF e uma lista ordenadaX ⊂ Y deN imagens retornadas a
cada iteração.
R ← ∅ eT ← ∅.1
Usuário seleciona uma imagemq e marca pixels de objeto e fundo, armazenado emM.2
Calcule os conjuntosNO eNF de protótipos emM (Seção 2.2.1) e execute3
(R,P, C,M′)← OPF (M,NO,NF , v2, d2) (Algoritmo 1).
para todo pixelp ∈ Lq faça4
Classifiquep usando(R,P, C,M′) eλ(s) paras ∈ NO ∪ NF (Equação 2.12).5
fim6
Calcule o vetor de característica da região marcada como objeto na imagemq.7
para todas as imagens deZ faça classifique os pixels dosthumbnailsusando(R,P, C,M′) e8
calcule os vetores de característicav1 da região classificada como objeto.
Crie uma listaX comN imagenst ∈ Z mais próximas aq em ordem crescente usando1.9
enquantoo usuário não estiver satisfeito comX faça10
Usuário marca as imagens relevantes e irrelevantes, criando um conjunto de treinamento11
T ← T ∪ X onde cada imagems ∈ T recebe rótulo de relevânciaλ(s).
Insira as imagens relevantes deX no conjuntoR.12
seusuário escolhe refazer marcações de objeto/fundoentão13
Usuário seleciona em uma imagem os pixels que foram erroneamente classificados14
como objeto ou fundo, adicionando emM os novos pixels rotulados.
RecalculeNO eNF e execute(R,P, C,M′)← OPF (M,NO,NF , v2, d2).15
para todo pixelp ∈ Lq façaclassifiquep usando(R,P, C,M′).16
Recalcule os vetores de característica deq e de todas as imagens deZ utilizando17
thumbnailse (R,P, C,M′) para classificar os pixels de objeto.
fim18
Calcule os conjuntosSR eSI de protótipos emT (usando os novos vetores de19
característica se for o caso) e execute(R,P, C, T ′)← OPF (T ,SR,SI , v1, d1).
Y ← ∅.20
para toda imagemt ∈ Z\T faça21
Classifiquet usando(R,P, C, T ′) eλ(s) paras ∈ SR ∪ SI (Equação 2.12).22
seλ(t) é relevanteentão Insirat emY .23
fim24
Crie uma listaX com asN imagens mais próximas at ∈ Y na ordem crescente de25
d̄(t,SR,SI).
fim26
RetorneR ← R∪ X .27
3.5OPFBi−Level – Aprendizado em dois níveis de interesse por realimentaçãode relevância
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O Algoritmo 6 apresenta o método de realimentação de relevância usando o classificador de flo-
resta de caminhos ótimos em dois níveis utilizando o paradigma de aprendizado guloso. Ele retorna
uma listaR ⊂ Z de imagens na ordem decrescente de relevância. Na linha 1, a lista de treinamento
T é inicializada com um conjunto vazio. Para uma dada imagem deconsulta inicialq, o usuário sele-
ciona inicialmente qual o objeto de interesse e remove fundoe objetos indesejados marcando pixels
da imagem na linha 2. São retornados os conjuntosNO ⊂ M eNF ⊂ M de protótipos de objeto
e fundo dos pixels, as listas com predecessorP (s), custoC(s), raizR(s) e uma listaM′ ordenada
pelo valor decrescente de custoC(s). Usando estas listas, todos os pixelsp ∈ Lq são classificados
como objeto e fundo (linhas 4 a 6), ondeLq são os pixels da imagemq. Na linha 7 é recalculado o
vetor de característica da imagem de consulta usando somente os pixels classificados como objeto e
a função de extração de característica definida pelo descritor (v1, d1). Nas demais imagens, os pixels
dosthumbnailssão classificados usando(R,P, C,M′) e os pixels mapeados na imagem de resolução
normal considerados como objeto pela OPF são usados para gerseus novos vetores de característica
(linha 8). Usando a imagemq segmentada e a base de imagensZ, o algoritmo retorna inicialmente
uma listaX com asN imagenst ∈ Z mais próximas aq na ordem crescente de acordo com a função
de distânciad1(q, t) (linha 9). O processo de aprendizado é executado no laço principal (linhas 10
a 26).
O usuário marca, na linha 11, as imagens deX que ele considera relevante ou irrelevante, pros-
seguindo com o processo de realimentação de relevância conforme já apresentado no Algoritmo 2,
inserindo as imagens relevantes no conjuntoR (linha 12).
Se o usuário verificar que a marcação necessita sofrer algum ajuste como exemplificado na Figura
3.5, ele seleciona na linha 14 uma das imagens cujo objeto ou fundo esteja marcado incorretamente
e refaz a seleção. Os pixels marcados são adicionados ao conjuntoM e o classificador OPF é exe-
cutado na linha 15, ondev2 contém o valor CIE Lab do pixel ed2 é calculado pela funçãoL2. Os
mapas(R,P, C,M′) criados na linha 15 são usados para classificar os pixels da image q (linha 16).
Depois são recalculados os vetores de característica da imagemq e de todas as imagens da baseZ,
classificando os pixels de seusthumbnails. Usando os pixels da imagem de resolução normal cuja
posição mapeada no seuthumbnailfoi classificada como objeto, são extraídas as suas característi as
(linha 17).
Caso não seja necessário fazer o ajuste das regiões de objetoe fundo, o algoritmo utiliza os vetores
de característica calculados anteriormente. Senão, os novvetores de característica são utilizados no
processo de realimentação de relevância (linha 19), que prossegue conforme o Algoritmo 2. Ao final
do processo (linha 27), são retornadas as imagens rotuladascomo relevantes pelo usuário durante a
realimentação de relevância (conjuntoR) maisN imagens candidatas a relevantes.
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Os resultados dos experimentos realizados utilizandoOPFBi−Level são apresentados na Seção 4.5,
mostrando exemplos de execução deste novo método de realimentação de relevância.
Capítulo 4
Resultados
Do ponto de vista prático, um sistema de recuperação de imagens por conteúdo baseado no apren-
dizado por realimentação de relevância deve necessitar de poucas iterações para aprendizagem (fi-
cácia) e retornar as imagens em tempo interativo (eficiência). Estes constituem os principais desafios
na recuperação de informação, especialmente quando consideramos grandes coleções de imagens.
Este capítulo demonstra que os métodos aqui apresentados são eficazes e eficientes se comparados
aos métodos considerados como sendo o estado-da-arte em realiment ção de relevância.
Para verificar a eficácia de um sistema de recuperação de imagens, é necessário usar uma métrica
para comparar dois ou mais métodos. A medida mais comumente usada para avaliar a eficácia de um
sistema de recuperação de informação é a curva precisão vs. revocação (P×R). Para uma imagem de
consulta inicialq, a precisãoP (q) representa o número de imagens relevantes retornadasRel(q) em
relação ao número total de imagens retornadasN(q) (Equação 4.1). Se o valor de precisão obtida para
uma certa consulta for de 70%, sabe-se que 70% das imagens retornadas são relevantes e as demais
30% são irrelevantes. RevocaçãoR(q) é o número de imagens relevantes retornadas em relação ao
número total de imagens relevantes na baseM(q) para uma dada consultaq (Equação 4.2). Se o valor
de revocação obtido para uma certa consulta for de 50%, sabe-se que 50% das imagens relevantes de









Em uma curvaP × R, quanto mais alta uma curva, mais eficaz é a recuperação de informação,
pois a curvaP × R indica a variação dos valores de precisão para diferentes valores de revocação
47
48 Resultados
(10%, 20%,...). Como é necessário conhecer previamente a quantidade de imagens relevantes para
cada tipo (classe) de imagem, essa curva precisa ser calculada em uma base de imagens previamente
conhecida e classificada. Esta abordagem permite comparar os esultados dos diferentes algoritmos
nas mesmas condições de teste.
O outro critério de avaliação utilizado é a curva percentualde imagens relevantes retornadas
por iteração (Rel × It). Nesta curva é apresentado o percentual de imagens relevantes exibidas ao
usuário em cada iteração realizada. Esta curva permite avaliar como o número de imagens relevantes
retornadas aumenta ao longo das iterações. Já que todas as imagens da base são utilizadas para a
geração das curvas, a linha 14 dos Algoritmos 2 e 3 (Capítulo 3) foi alterada para:RetorneR ← R∪Y
ordenada pord̄(t,SR,SI) para geração das curvasRel × It.
Para avaliar a eficácia tanto dos métodos desenvolvidos na tese quanto das técnicas tradicionais,
essas curvas são calculadas sobre bases de imagens consolidadas comumente usadas na área de CBIR.
Optou-se pelo uso de bases de imagens rotuladas simulando a experiência de usuários na busca de
imagens. Outra possibilidade seria quantificar os resultados obtidos por usuários em experimentos
de campo, mas esta estratégia é muito custosa operacionalmente pois deveria envolver um número
grande de usuários para ser estatisticamente confiável, já que é necessário levar em consideração
alguns fenômenos psicológicos que influenciam na seleção das imagens (Joachims e Radlinski, 2007),
como a ordem das imagens que são apresentadas a cada iteração, o efeit de pareidolia, tempo que o
usuário leva para a escolha das imagens, entre outros. Além disso, usuários diferentes tendem a ter
respostas diferentes à mesma pergunta e não é raro que o mesmousuári tenha respostas variadas em
diferentes momentos. A seguir são apresentadas as bases de imagens usadas nos experimentos desta
tese.
Neste capítulo são exibidas as curvas médias calculadas considerando todas as imagens de uma
base de imagens através da técnica de validação cruzadaleave-one-out1. Depois de calculada a curva
para todas as imagens da base, é calculada a média do resultado de precisãoP (q) que define a curva
apresentada na avaliação comparativa entre os diferentes mé odos de realimentação de relevância.
4.1 Bases de imagens
A fim de avaliar a eficácia dos métodos desenvolvidos nesta tese, buscou-se utilizar bases de
imagens de propósito geral e que sirvam como diferentes desafios para a área de recuperação de
imagens por conteúdo. Neste sentido, foram utilizadas as seguint s bases de imagens:
1Cada imagem da base é usada como a imagem de consulta inicialq e as demais imagens da base são usadas como
espaço de consulta
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• Caltech 101 (Fei-Fei et al., 2004)
Imagens de 9.144 objetos pertencentes a 101 categorias, com40 a 800 imagens por categoria e
a maioria das categorias com aproximadamente 50 imagens.
• Coil-100 (Nene et al.)
É uma base de imagens composta de 100 objetos. Foi formada a partir de fotografias tiradas de
cada um dos objetos em 72 poses diferentes, num total de 7.200imagens.
• Corel (Corel Corp.)
É uma coleção de 200.000 imagens daGALLERY Magic–Stock Photo Library 2. É utilizada
nesta tese um subconjunto composto por 3.906 exemplos, clasifi dos em 85 classes. Essas
classes são de diferentes tamanhos, variando de 7 a 98 imagens em cada classe.
• ETH-80 (Leibe e Schiele, 2003).
Este banco de imagens foi desenvolvido para o projetoCOGVIS2. O projeto inclui imagens
de objetos de oito categorias (automóvel, cachorro, cavalo, maçã, pera, tomate, vaca e xícara),
num total de 2.384 imagens distribuídas uniformemente entre as classes.
• MPEG7 (MPEG7 CE Shape-1 Part B) (Sikora, 2001)
É uma base de 1.400 imagens binárias de forma com 70 categorias, sendo 20 objetos por cate-
goria.
• MSRCORID (Microsoft Research Cambridge)
Contém um conjunto de 4.320 imagens agrupadas em 20 categoris, sendo 36 a 652 imagens
por categoria e a maioria das classes com aproximadamente 200 imagens.
• PASCAL (Everingham et al.)
Essa base é formada por imagens do Flickr3 e é usada no desafioPASCAL Visual Object Classes
(VOC). Nesta tese foi utilizado um subconjunto de 3.448 objetos agrupados em 23 categorias,




4.2 Exemplo de execução da técnica de realimentação de rele-
vância
Para ilustrar a utilização da técnica de realimentação de relevância, discutida nesta tese, é apresen-
tado um exemplo de execução usando o paradigma guloso. Nesteex mplo, são apresentadasN = 30
imagens a cada iteração usando a base de imagens Corel e o descritor BIC (Stehling et al., 2002)
(Seção 2.1.1).
O teste da eficácia dos métodos de realimentação de relevância desenvolvidos nesta tese usando
um único descritor (GOPFRF ePOPFRF na Seção 4.3)4 é feito comparando os resultados obtidos
por esses métodos com os resultados de dois outros métodos comumente usados para realimentação
de relevância: QEX (Query Expansion method) (Porkaew et al., 1999)5 e SVMAL (SVM Active
Learning) proposto por Tong e Chang (2001)6.
QEX designado como QPM por Tong e Chang (2001) utiliza a abordagem gulosa usando ape-
nas imagens relevantes no aprendizado, diferentemente dosmét dos desenvolvidos nesta tese que
também utilizam as imagens irrelevantes. Neste método, as im gens marcadas pelo usuário como
relevantes emX formam um conjuntoR ⊂ X . As imagens emR formam agrupamentos e os cen-
troidesqi desses agrupamentos são utilizados para obter as imagens das próximas iterações. AsN
imagenst ∈ Z\R ordenadas pela distânciad(t, qi) entret e cada um dos centroides são escolhidas
para formar um novo conjuntoX (Figura 2.4b à esquerda). As imagens são, portanto, as mais pró-
ximas a qualquer um dos centroidesqi. O resultado depois deI iterações é apresentado emR ∪ X ,
sendoX o último conjunto deN imagens retornadas como candidatas a relevante.
SVMAL (também conhecido por SAL ouSVMACTIV E) utiliza abordagem semelhante à plane-
jada definida neste trabalho através de um classificador SVM.Apesar de existirem outros modelos
baseados nesta técnica, este ainda é o mais utilizado para comparação de resultados e considerado
estado-da-arte em realimentação de relevância. Conforme descrito no capítulo anterior, o laço ex-
terno do paradigma planejado (Algoritmo 3) é executado uma única vez nos métodos baseados em
SVM. Desta forma, os resultados para o métodoPOPFRF são obtidos também executando este laço
uma única vez simulando o comportamento do usuário. No método SVMAL, as imagens relevantes
e irrelevantes emX formam, a cada iteração, o conjunto de treinamentoT ← T ∪ X . O processo
de treinamento consiste em encontrar vetores de suporte emT calculando o hiperplano que melhor
separa os conjuntos relevantes e irrelevantes emT neste espaço de características. Durante asI ite-
rações do laço interno,SVMAL retorna emX asN imagenst ∈ Z\T mais próximas ao hiperplano,
que representam as imagens mais informativas. As imagens mais próximas ao hiperplano são aquelas
4Métodos implementados usando a LibOPF-2.0 disponível em http://www.ic.unicamp.br/ afalcao/libopf/
5Método implementado conforme proposto pelo autor
6Método implementado usando a libsvm-2.83 disponível em http://www.csie.ntu.edu.tw/ cjlin/libsvm/
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mais difíceis de se classificar, ou seja, as que estão muito próximas de pertencer tanto à classe de ima-
gens relevantes quanto à classe de irrelevantes. As imagensmais afastadas tem maior possibilidade
de pertencer à classe de uma região e menor probabilidade de prtencer à classe da região oposta.
Ao final do processo, após aI-ésima iteração, são retornadas emX asN imagens mais afastadas do
hiperplano no lado das relevantes.
Neste exemplo ilustrativo, a partir da imagem da Figura 4.1 informada pelo usuário, inicialmente
são retornadas as imagens da Figura 4.2a em ordem crescente de (v, d). Em todas as figuras a rele-
vância definida por(v, d) decresce da esquerda para a direita e então de cima para baixo. As magens
marcadas em azul representam as imagens consideradas pelo uuário como relevantes. Após 3 itera-
ções (um número razoável para uma situação prática) são apresentadas as 30 primeiras imagens (mais
relevantes) para QEX (Figura 4.2b),SVMAL (Figura 4.3a) ePOPFRF (Figura 4.3b). Considerando
a classificação definida para a base Corel, em QEX apenas 21 dasimages são realmente relevantes
enquantoSVMAL retornou 28 e emPOPFRF todas as 30 imagens são relevantes.
Fig. 4.1: Imagem de consulta inicial.
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(a) (b)
Fig. 4.2: (a) Imagens apresentadas após a primeira iteraçãoe (b) 30 primeiras imagens apresentadas
após a terceira iteração para QEX.
(a) (b)
Fig. 4.3: (a) 30 primeiras imagens apresentadas após a terceira iteração paraSVMAL e (b) 30 pri-
meiras imagens apresentadas após a terceira iteração paraGOPFRF .
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4.3 Resultados deGOPFRF ePOPFRF
Esta Seção compara experimentos realizados com os métodosGOPFRF (Seção 3.1) ePOPFRF
(Seção 3.1) utilizando os métodos QEX eSVMAL como referência.
A eficácia dos métodosGOPFRF ePOPFRF é comparada através do resultado das curvasP×R.
Os gráficosP × R são gerados através da técnica de validação cruzadale ve-one-outsimulando o
comportamento do usuário para todas as imagensq ∈ Z e em cada iteração (e interação simulada)
são apresentadasN = 30 imagens. Em uma execução real de um sistema de realimentaçãode
relevância, o laço inicial termina quando o usuário está satisfeito com a busca realizada. Para gerar
os resultados aqui apresentados, no entanto, é fixado um número I d iterações. Da mesma forma,
para os métodos que usam o paradigma planejado, o laço interno executaI iterações enquanto o laço
externo é realizada apenas uma vez para realizar a comparação com o métodoSVMAL.
As Figuras 4.4, 4.5 e 4.6 apresentam a curvaP ×R média para cada um dos métodos (POPFRF ,
GOPFRF , SVMAL e QEX) paraI = 3, 5, 8 iterações usando a base Corel. É possível observar
que ambos os métodos de realimentação de relevância baseados m floresta de caminhos ótimos
superam a eficácia dos outros métodos em qualquer um dos diferentes números de iteração. Nota-
se também que o método usando a abordagem planejada aprende mais rápido, ou seja, necessita de
menos iterações para recuperar a mesma quantidade de imagens relevantes. Por exemplo, os métodos
propostos nesta tese necessitam de apenas 3 iterações para obter uma média de 90% de precisão
para 30% de revocação (30% das imagens relevantes da base). Émuito provável que o usuário
esteja satisfeito neste momento em uma situação real. Os outros métodos apresentaram em média
uma precisão pelo menos 10% inferior para os mesmos 30% de revocação após a terceira iteração,




































































Fig. 4.6: CurvaP ×R média na base Corel após a oitava iteração.
O ganho em eficácia dos métodos desenvolvidos nesta tese também pode ser visto para as demais
bases de imagens. As Figuras 4.7 até 4.10 mostram a curva médiP × R para cada um dos métodos
utilizando as bases de imagens Caltech, Coil-100, MSRCORIDe Pascal, respectivamente, para 3 e
8 iterações de realimentação de relevância. Considerando que 3 iterações é um bom número para
situações reais, nota-se que os métodos propostos apresentam um ganho considerável neste caso. A
base Caltech é a mais difícil para o descritor BIC, enquanto aC il-100 é a mais fácil.QEX superou
SVMAL na base Coil-100 e o mesmo ocorreu na base Pascal até a terceira iteração. De fato,SVMAL
necessita mais iterações para melhorar a eficácia a fim de obter um bom conjunto de treinamento. Por
este motivo, alguns trabalhos (Hoi e Lyu, 2005; Hoi et al., 2010) incluem imagens não rotuladas pelo
usuário no conjunto de treinamento.










































































































































































Fig. 4.10: CurvaP × R média na base Pascal após (a) terceira e (b) oitava iterações.
A eficiência de todos os métodos foi avaliada através da execução dos experimentos que geraram
as curvas apresentadas nas Figuras 4.4 a 4.10. A Tabela 4.1 mostra o tempo total de execução para oito
iterações em cada uma das bases. O tempo de execução médio para cad iteração é apresentado na
Tabela 4.2. Os resultados mostram que o métodoSVMAL é o mais caro computacionalmente, devido
ao treinamento da SVM. É importante observar que não foram utilizadas estruturas de indexação para
acelerar a busca, necessárias para bases de imagens muito grandes. Pode-se afirmar que considerando
as bases de imagens utilizadas os tempos de execução para os métodosGOPFRF e POPFRF são
em média 52 vezes menores que os tempos do métodoSVMAL. Na base Corel, por exemplo, tanto
GOPFRF quantoPOPFRF levam cerca de 0,1 segundos para apresentar as imagens após aoitava
iteração, enquantoSVMAL leva em média 8,9 segundos. Isto confirma o ganho em eficiênciado
classificador OPF sobre SVM, conforme reportado por Papa et al. (2009). Também são apresentados
os tempos de execução para a base PASCAL utilizando todas as 31.284 imagens (PASCAL∗) para
mostrar o desempenho dos métodos em uma base de imagens maior. Os resultados de tempo de
execução para o métodoSVMAL não são mostrados para a base PASCAL∗ pelo fato deste método
ser muito lento.
O método QEX tem uma eficiência similar aos métodos baseados em flor sta de caminhos ótimos.
É possível observar que ele obtém um desempenho melhor nas bases de imagens mais difíceis para
CBIR. Como ele utiliza apenas as imagens marcadas como relevantes durante as iterações, quanto
menor o número de imagens relevantes, maior o desempenho do método já que são menos pontos de
consulta para o aprendizado. É importante observar que justamente nas bases cuja eficiência de QEX
é melhor, sua eficácia é inferior à dos outros métodos (Figuras 4.7, 4.9 e 4.10).
Os testes foram realizados em um computador com processadorIntel Core i7 a 2,8 GHz e 8 GB
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de memória RAM, executando o sistema operacional Linux.
Tab. 4.1: Tempo total de execução para 8 iterações e todas as imagens de consulta (minutos).
Base Caltech Coil-100 Corel MSRCORID PASCAL PASCAL∗
QEX 169,5 184,3 54,7 60,5 25,7 2.871,5
SVMAL 7.229,8 4.608,0 3.312,3 3.749,8 2.744,6 —
GOPFRF 178,0 101,7 37,4 58,1 35,8 3.936,4
POPFRF 178,0 101,8 37,5 58,2 35,9 3.958,3
Tab. 4.2: Tempo médio de execução por imagem de consulta (segundos).
Base Caltech Coil-100 Corel MSRCORID PASCAL PASCAL∗
QEX 0,14 0,20 0,11 0,06 0,05 0,69
SVMAL 5,93 4,80 6,36 6,51 5,97 —
GOPFRF 0,15 0,11 0,07 0,10 0,08 0,94
POPFRF 0,15 0,11 0,07 0,10 0,08 0,95
4.4 Resultados deOPFMSPS eOPFGP
Esta Seção mostra os resultados obtidos pela utilização dosmétodosOPFMSPS, OPFGP (Se-
ções 3.3 e 3.4, respectivamente) que usam o conceito de descritor composto juntamente com o método
baseado em OPF.
Os resultados são comparados com os deGP+ (Ferreira et al., 2011), um método baseado em
programação genética que pode ser considerado como estado-da-arte para combinação de descritores.
Também é mostrada a curvaP×R usando apenas o melhor dos descritores. A comparação comGP+
avalia a eficiência dos métodos na combinação de descritores, enquanto a comparação aos resultados
do melhor descritor eGP+ mostra a importância do classificador OPF para a recuperaçãode imagens.
Além disso, a combinação de descritores é justificada apenasse sua eficácia for superior à utilizar
apenas um descritor. Esta é a razão de apresentar a comparação dos resultados deOPFMSPS e
OPFGP aos obtidos usando um único descritor.
GP+ visa buscar imagens mais relevantes aplicando um esquema devotação através dos melhores
indivíduos. Neste esquema de votação, os melhores indivíduos da última geração votam paraN ima-
gens candidatas. As imagens mais votadas são as escolhidas para formar o conjuntoX apresentado
ao usuário a cada iteração do processo de realimentação de relevância.GP+ supera outros métodos
de realimentação de relevância (Rui et al., 1998; Rui e Huang, 2000; Tong e Chang, 2001; Doulamis e
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Doulamis, 2006; Min e Cheng, 2009). Por este motivo, este método foi escolhido para ser comparado
com os métodos desenvolvidos nesta tese.
Para integrarGP+ aos métodos propostos nesta tese seria necessário adaptar seu esquema de
votação que escolhe as imagens da próxima iteração dentre asmais votadas, o que conflitaria com
a métrica aqui proposta que escolhe as imagens usando a Equação 3.2. Não foi possível em um
primeiro momento combinarGP+ ao método baseado em OPF e por isso foi utilizado o método GP
descrito na Seção 3.4 nesta combinação.
As curvasP × R são mostradas para 3, 5 e 8 iterações usando as seis bases de imagens hetero-
gêneas que representam diferentes desafios para CBIR: Coil-100, Corel, ETH-80, MPEG7, MSRCO-
RID e PASCAL. Também são apresentadas as curvas de percentual de imagens relevantes retornadas
por iteração paraOPFMSPS, OPFGP eGP+ para as mesmas bases de imagens. Ambas as curvas
foram calculadas considerandoN = 30 imagens por iteração.
Foram utilizados diversos descritores para os testes de combinação. Os resultados apresentados
neste capítulo utilizam os descritores apresentados na Seção 2.1. De todos os descritores testados, fo-
ram escolhidos os melhores para combinação conforme mostrad na Tabela 4.3. Para as bases Corel,
MSRCORID e Pascal foram selecionados três descritores de cor e d is para informação de textura.
Para ETH-80, que inclui informação de forma, foram utilizados ois descritores de cor, um de textura
e outros dois de forma. Como a base MPEG7 só tem informação de frma, foram utilizados três
descritores para esta característica. Os métodos descritos nesta tese apresentam resultados muito efi-
cientes para a base de imagens Coil-100 usando um bom descritor, como pode ser visto na Figura 4.8.
Por isso, foram utilizados os três descritores menos eficazes para testar a eficácia dos métodos para
combinação de descritores (SID, LBP e Color Bitmap) para estbase.
Tab. 4.3: Descritores combinados em cada base de imagens.
Base Descritor
Coil-100 SID, LBP e Color Bitmap
Corel ACC, BIC, JAC, LAS e SASI
ETH-80 ACC, BIC, LAS, MSF e TSDIZ
MPEG7 Fourier, MSF e TSDIZ
MSRCORID ACC, BIC, JAC, LAS e SASI
PASCAL ACC, BIC, JAC, LAS e SASI
Para o métodoOPFMSPS foram utilizados os mesmos cinco valores de escala (0,001; 0, ,12;
0,45; e 1,0) para os deslocamentos∆i,j em todos os parâmetrosi = 1, 2, . . . , n para todas as bases
de imagens testadas. Foram testadas mais escalas, mas isto não refletiu em aumento de eficiência
ou eficácia. Com mais escalas, o método chega a uma boa combinação em menos iterações no
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Algoritmo 4, mas são realizados mais testes em cada uma delas. O método baseado em programação
genética é sensível aos parâmetros iniciais (ver Tabelas 4.4 e 4.5). Por isso, foram utilizados diferentes
valores de tamanho de população e número de gerações para cadum das bases testadas tanto para
OPFGP quanto paraGP+. A Tabela 4.4 mostra os valores de parâmetros (Koza, 1992) usados pelo
algoritmo de programação genética emOPFGP . A Tabela 4.5 apresenta o tamanho da população e o
número de gerações do algoritmo de programação genética deOPFGP para cada uma das bases de
imagens. Os valores de parâmetros utilizados para oGP+ são os mesmos usados para a base Corel
em Ferreira et al. Ferreira et al. (2011).
Tab. 4.4: Valores dos parâmetros para GP do métodoOPFGP .
população inicial half-and-half
profundidade inicial da árvore 2 – 5
profundidade máxima da árvore 5
método de seleção tournament (size2)
probabilidade decrossover 0, 8
probabilidade de mutação 0, 9
probabilidade de reprodução 0, 05
conjunto de funções +, ∗,√









As Figuras 4.11 a 4.19 mostram através da curva média deP × R para 3, 5 e 8 iterações de
realimentação de relevância usandoN = 30 imagens por iteração a evolução do aprendizado de cada
método em cada base de imagens. É possível observar que ambosOPFMSPS e OPFGP superam
GP+ em todas as bases testadas.OPFMSPS superaOPFGP nas bases Coil-100 e Pascal enquanto
OPFGP é mais efetivo nas bases ETH-80 e MSRCORID. Na base Corel,OPFMSPS teve um melhor
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resultado até a quinta iteração eOPFGP superouOPFMSPS após oito iterações. Na base de formas
MPEG7,OPFMSPS teve um bom resultado para três iterações enquantoOPFGP superouOPFMSPS
a partir da quinta iteração.
Além disso, pode-se observar queOPFRF usando apenas um descritor (TSDIZ para a base de
forma MPEG7, Color Bitmap para a base Coil-100 e BIC para as demais) foi mais eficiente do que
GP+ em vários resultados, mostrando que a fase de classificação émuito importante no processo de
realimentação de relevância.
As Figuras 4.20 a 4.22 apresentam a curva média do percentualde imagens relevantes retornadas
por iteração para as mesmas bases de imagens mostrando a evolução do aprendizado da primeira à
oitava iteração. Estas curvas confirmam queOPFMSPS eOPFGP superamGP+ em todas as bases
ao longo de todas as iterações testadas. Pode-se observar que na base Corel,OPFGP passa a superar
OPFMSPS entre a sexta e a sétima iteração, enquanto na base MPEG7OPFGP passa a superar










































Fig. 4.11: CurvaP × R média nas bases (a) Coil-100 e (b) Corel após a terceira iteração.



































































































































































Fig. 4.15: CurvaP ×R média nas bases (a) ETH-80 e (b) MPEG7 após a quinta iteração.













































































































































































Fig. 4.19: CurvaP × R média nas bases (a) MSRCORID e (b) Pascal após a oitava iteração.





























































































































































Fig. 4.22: CurvaRel× It média nas bases (a) MSRCORID e (b) Pascal da primeira à oitavaiteração.
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4.5 Resultados deOPFBi−level
Esta seção apresenta resultados do método de realimentaçãode relevânciaOPFBi−level (Se-
ção 3.5), que utiliza o classificador por floresta de caminhosótimos em dois níveis de interesse.
As Figuras 4.23 a 4.26 apresentam uma busca por similaridadeusando a base Corel (Corel Corp.) e
o descritor de imagens BIC (Stehling et al., 2002) para mostrar como a classificação dos pixels ajuda
no aumento da eficácia na busca de imagens.
A Figura 4.23 é a imagem de consulta inicial e asN = 20 imagens mais similares de acordo
com o descritor BIC são apresentadas na Figura 4.24. Se o objetiv do usuário é encontrar imagens
que contenham a guarda real da Figura 4.23, é possível observar que o fundo da imagem exerce uma
influência grande nos resultados obtidos. Ao definir as regiões de objeto e fundo (Figura 4.25) através
da marcação de pixels, é extraído o vetor de característica dest imagem utilizando o descritor BIC
apenas para a região classificada como objeto. As demais imagens da base são também segmentadas
e os vetores de característica de suas regiões classificadascomo objeto são extraídas. O resultado da
Figura 4.26 mostra as 20 imagens mais similares à imagem de consulta inicial utilizando somente a
marcação de pixels.
Fig. 4.23: Imagem de consulta inicial.
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Fig. 4.24: As vinte imagens mais próximas utilizando a buscapor similaridade.
Fig. 4.25: Seleção da região de interesse.
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Fig. 4.26: As vinte imagens mais próximas utilizando classificação de pixels e busca por similaridade.
As Figuras 4.23 a 4.26 mostram como a classificação dos pixelsem objeto e fundo melhoram
o resultado de uma busca por similaridade. Nota-se que a quantidade de imagens da guarda real
britânica na Figura 4.26 é maior do que na Figura 4.24. Apesardo resultado ser bastante satisfatório
para este exemplo utilizando apenas a marcação de pixels, a busc de imagens não é trivial para
muitos casos como pode ser visto no exemplo a seguir.
Como já exposto, o métodoOPFBi−Level é uma nova abordagem na qual o usuário pode seleci-
onar tanto as imagens relevantes e irrelevantes como tambémselecionar interativamente os objetos
de interesse. Devido a essa característica, não é possível simular automaticamente o comportamento
do usuário utilizando uma base de imagens previamente rotulada e segmentada, da mesma forma que
foram realizados os testes anteriores (l ave-one-out). Por isso, é apresentado a seguir um exemplo de
execução do algoritmo de realimentação de relevância em dois níveis de interesse nas Figuras 4.27
a 4.33, escolhendo uma classe de imagens de difícil solução (imagens de estátua) pelos métodos de
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recuperação de imagens usando a base Corel.
A Figura 4.27 mostra a consulta inicial, enquanto a Figura 4.28 apresenta asN = 20 imagens mais
similares de acordo com o descritor BIC. Ou seja, usando somente a busca por similaridade como no
exemplo anterior a fim de mostrar as imagens que seriam retornadas na primeira iteração do método
GOPFRF . Ao selecionar as regiões de objeto e fundo (Figura 4.29), a busca por similaridade retorna
as imagens da Figura 4.30. Supondo que o usuário esteja interessado em imagens de estátua, verifica-
se que o resultado ainda não é satisfatório conforme ocorreuno xemplo anterior. Após selecionadas
as imagens relevantes, sem refazer a marcação nos pixels, é realizada a primeira iteração do algoritmo
de realimentação de relevância e apresentadas novas imagens para o usuário (Figura 4.31). São
então selecionadas as imagens relevantes e é realizado um ajuste nas marcações para as regiões de
objeto e fundo (Figura 4.32). Após mais uma iteração do algoritm de realimentação de relevância, é
apresentado o conjunto de imagens resultante (Figura 4.33).
Fig. 4.27: Imagem de consulta inicial.
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Fig. 4.28: As vinte imagens mais próximas utilizando o descritor BIC e busca por similaridade.
Fig. 4.29: Seleção da região de interesse na imagem de consulta inicial.
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Fig. 4.30: As vinte imagens mais próximas utilizando classificação de pixels e busca por similaridade.
Fig. 4.31: Próxima iteração do método de realimentação de relevância.
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Fig. 4.32: Ajuste na seleção da região de interesse.
Fig. 4.33: Resultado final após duas iterações de realimentação de relevância.
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Utilizando as marcações de objeto e fundo feitas para este exemplo (Figuras 4.29 e 4.32) é apre-
sentada na Figura 4.34 a curva médiaRel× It da execução usando as 46 imagens da classe “estátua”
como consulta inicial através da técnica de validação cruzada le ve-one-out. São mostrados os resul-
tados de precisão para as iterações 1 a 8, usandoN = 20 imagens por iteração e os rótulos definidos
pela base Corel. No mesmo gráfico também é apresentado o resultado da curva médiaRel × It para
o métodoGOPFRF utilizando o descritor BIC nas imagens inteiras. A classe daimagem de consulta
























Fig. 4.34: Curva médiaRel × It na base Corel para as imagens da classe “estátua”.
A Figura 4.35 mostra a curvaRel × It usando apenas a imagem da Figura 4.27 como entrada. A
curva, mostrando o número de imagens obtidas nas iterações 1a 8, também foi gerada usandoN = 20
imagens por iteração, os rótulos definidos pela base Corel e as marcações de pixels das Figuras 4.29
e 4.32.
Nota-se, observando as Figuras 4.34 e 4.35, que o método de realimentação de relevância usando
o classificador OPF em dois níveis de interesse consegue obter uma eficácia melhor do que aquela
alcançada pelo métodoGOPFRF , mostrando que a marcação de objeto e fundo melhora a eficácia



























Fig. 4.35: CurvaRel × It na base Corel utilizando a Figura 4.27 como consulta inicial.
As Figuras 4.36 a 4.38 mostram as curvas do número de relevantes por iteração para as bases
MSRCORID, Pascal e Caltech. A execução nestas outras três base de imagens foram realizadas
conforme apresentado para a Figura 4.34. A Figura 4.36 mostra a média da execução para todas
as imagens de vaca na base MSRCORID e a Figura 4.37 mostra a médi para todas as imagens
de ovelha na base Pascal. Conforme apresentado na Seção 3.5,a marcação do usuário interfere no
resultado da busca. A Figura 4.38 mostra a curva média obtidapara todas as imagens de avião na
base Caltech, mostrando uma marcação bem feita pelo Usuário1 e outra marcação mal sucedida feita
pelo Usuário 2.


















































































GOPFRF                         
Fig. 4.38: Curva média de relevantes× iteração na base Caltech para as imagens da classe “avião”.
Esta Seção mostrou um exemplo simples de execução para servir como teste de conceito de um
método em desenvolvimento, além de apresentar os resultados obtidos por esta técnica em quatro
bases de imagem. O próximo capítulo conclui esta tese com considerações sobre os métodos apre-
sentados e as perspectivas futuras em relação a esses métodos.
Capítulo 5
Conclusão
Esta tese teve o objetivo de propor novos métodos dentro do paradigma de realimentação de rele-
vância através do uso do classificador baseado em floresta de caminhos ótimos. Neste contexto, este
classificador foi pela primeira vez utilizado para testar conjuntos de treinamento pequenos, conforme
exigido pela técnica de aprendizado por realimentação de relevância. Foi mostrado que o uso do clas-
sificador OPF para recuperação de imagens por conteúdo é eficiente e eficaz, necessitando de poucas
iterações para apresentar resultados desejados. Esta tesetambém contribui para a área de CBIR ao de-
finir dois paradigmas distintos de acordo com a ordenação dasimagens apresentadas a cada iteração.
Adicionalmente, foi definido um novo método para combinaçãode descritores utilizando o método
de otimização MSPS (Multi-Scale Parameter Search). Por fim, é apresentada uma nova metodologia
de realimentação de relevância em dois níveis de interesse usando o classificador OPF.
Os métodos propostos criam, de acordo com as imagens rotuladas previamente pelo usuário ao
longo das iterações, um grafo completo onde os arcos são definidos pela similaridade entre as ima-
gens. Este grafo é usado para gerar uma MST (Minimum Spanning Treeou árvore espalhada mínima)
e os elementos adjacentes com diferentes rótulos (relevante e irrelevante) definem os protótipos. Com
isso, são criadas as florestas de caminhos ótimos que definem oclassificador OPF. Cada imagem res-
tante da base é então classificada como relevante ou não e, ao final do processo, somente as imagens
classificadas como relevantes são ordenadas e apresentadasao usuário. Para retornar primeiramente
as imagens que são as mais prováveis de serem relevantes de acor o com as especificações do usuá-
rio foi utilizada uma métrica baseada na distância média entre os protótipos relevantes e irrelevantes
definidos pelo classificador OPF.
O Capítulo 3 apresentou cada um dos métodos desenvolvidos nesta tese para recuperação de ima-
gens usando a técnica de realimentação de relevância baseada no classificador OPF, enquanto no
Capítulo 4, foram apresentados os resultados da aplicação destes métodos em sete bases de imagens
(Caltech 101, Coil-100, Corel, ETH-80, MPEG7, MSRCORID e PASCAL) que representam diferen-
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tes desafios na área de CBIR, de forma a medir a eficiência e eficácia dos métodos aqui desenvolvidos.
Os resultados foram comparados com os valores obtidos por mét dos considerados como estado-da-
arte em realimentação de relevância,SVMAL eQPM , sem combinação de descritores, eGP+ para
os métodos usando combinação de descritores.
Esta tese denominou os dois paradigmas distintos de aprendizagem por realimentação de rele-
vância em relação às imagens retornadas como guloso e planejado. No paradigma guloso, a cada
iteração tenta-se retornar sempre as imagens que o usuário considera mais relevantes, sendo este o
paradigma mais utilizado em CBIR. Já no paradigma planejado, o usuário estabelece em quantas ite-
rações o sistema deverá aprender, retornando imagens mais informativas para o classificador a cada
iteração. Métodos baseados em SVM utilizam apenas o paradigm planejado, enquanto o método
aqui apresentado usando o classificador OPF pode usar ambos os paradigmas de aprendizagem. São
apresentados nesta tese os dois métodos de realimentação derelevância usando OPF, um utilizando o
paradigma guloso (GOPFRF ) e o outro o paradigma planejado (POPFRF ).
Embora o número de iterações necessárias para o aprendizadopareça ser maior na abordagem
planejada, isso não é necessariamente verdade, como mostrado na Seção 4.3. A técnica usando o
paradigma planejado garante um ganho em eficácia sobre o método usando o paradigma guloso, como
demonstrado ao comparar os resultados dos métodosPOPFRF eGOPFRF (Figuras 4.4 a 4.10). Esta
tese mostra que quando o número de imagens da classe pesquisada é muito pequena em relação à
quantidade total de imagens da base de dados é mais eficiente retorna somente aquelas classificadas
como candidatas a relevante dentre as mais difíceis de classifi r, devido ao grande número de falsos
positivos (Seção 3.2).
De fato, este ganho provavelmente será sempre verificado ao se c mparar um mesmo método
usando ambos os paradigmas, já que é mais eficaz retornar imagens que auxiliam o aprendizado do
classificador. Por isso, é importante observar que o métodoGOPFRF ao usar o paradigma guloso,
para poucas iterações, consegue ser mais eficaz do que o método planejadoSVMAL. Os resultados
obtidos indicam que os métodos de realimentação de relevância baseados em floresta de caminhos
ótimos (GOPFRF e POPFRF ) necessitam de poucas iterações para obter um resultado deseja o e
superam em eficácia os métodos de referência (QEX eSVMAL) em todas as bases de dados testadas.
Embora o método planejado tenha obtido uma maior eficácia em todas as bases testadas, a escolha
de uso entreGOPFRF ePOPFRF depende da aplicação. Para um usuário comum, por exemplo, é
mais agradável visualizar imagens cada vez mais similares ao que ele deseja.
Também é importante notar que a perda de imagens relevantes pelo classificador OPF pode ser
considerada insignificante (cerca de 1,5%). Assim, o métododesenvolvido nesta tese fornece uma
solução em tempo real para aplicações interativas de recuperação de imagem, em média 52 vezes
mais rápido do queSVMAL, conforme as Tabelas 4.1 e 4.2.
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Conforme citado na Seção 4.3, não foi utilizada nenhuma estrutura de indexação para a geração
dos resultados nas bases testadas. O fato do classificador OPF utilizar um grafo completo para o
treinamento poderia sugerir que fosse necessário utilizarestruturas de dados de indexação para su-
portar o uso de bases grades. No entanto, o tamanho do grafo (quantidade de nós) é relacionado
com a quantidadeN de imagens apresentadas ao usuário a cada iteração e ao número I de iterações
(N × I), sendo normalmente uma quantidade muito pequena. Desta form , classificador OPF não
necessita do uso de técnicas de indexação para seu treinamento. Deve-se ter presente que técnicas
de indexação podem ser empregadas juntamente com o método derealimentação de relevância para
aumentar ainda mais a eficiência da busca de imagens em bases muito grandes.
Com relação a utilização de combinação de descritores, estatese apresenta o métodoOPFMSPS
como descrito na Seção3.3. A combinação de descritores podeser aplicada aos métodosGOPFRF
e POPFRF para utilizar diferentes características da imagem (cor e textura, por exemplo). Para
isto, uma função de combinação deve definir os valores usadosno cálculo de similaridade entre duas
imagens e, consequentemente, gerar os valores dos arcos na criação do classificador OPF, conforme
comentado a seguir.
Foram utilizadas duas técnicas de combinação de descritores juntamente com os métodos de re-
alimentação de relevância baseados em OPF a fim de melhorar a eficácia do processo de aprendi-
zagem. Na primeira, o método de otimização chamado MSPS é utilizado pela primeira vez para a
combinação de descritores (OPFMSPS), enquanto na segunda é utilizada uma técnica consolidada
baseada em programação genética (OPFGP ). Percebe-se que a combinação de descritores usando
tantoOPFMSPS quantoOPFGP é bastante eficaz. A escolha entre os dois métodos depende do tipo
de busca a ser realizada. Se o projetista do sistema conhece aproximadamente qual função de combi-
nação é a mais adequada para o problema,OPFMSPS pode ser mais adequado. Se nenhuma relação
entre os diferentes descritores é conhecida ou se for necessário combinar muitos descritores,OPFGP
pode ser a melhor escolha.OPFMSPS foi mais rápido do queOPFGP nos testes realizados, embora
seja difícil comparar os tempos de execução de ambos os métodos, já que esse tempo varia de acordo
com o número de descritores a serem combinados. A quantidadede escalas no MSPS também pode
influenciar neste tempo, mas testes indicaram que quanto menr o número de escalas, mais iterações
são necessárias para se encontrar os melhores parâmetros dafunção de combinação. Para o caso
do método baseado em programação genética, o número de descritor não influencia o tempo de
execução, mas sim a quantidade de indivíduos e gerações envolvidos para evolução dos indivíduos.
Outro fator a considerar é queOPFGP é mais flexível do queOPFMSPS, podendo gerar fun-
ções de combinação bastante diversificadas. Por outro lado,os métodos baseados em programação
genética são sensíveis aos parâmetros iniciais, necessitando que se faça um estudo paramétrico para
encontrar o melhor conjunto de parâmetros para cada caso. Nométodo usando MSPS desta tese, foi
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utilizada uma mesma função e o mesmo conjunto de escalas paratodos os resultados gerados. Para
um problema específico, seria possível encontrar uma funçãomais adequada ao problema em questão
a fim de melhorar a eficácia do método.
Por último, uma nova metodologia de realimentação de relevância em dois níveis de interesse
(OPFBi−Level) foi apresentada. Nela, o usuário não só marca as imagens relevantes e irrelevantes
como também pode selecionar nas imagens os pixels que ele considera importantes para a consulta.
O classificador por floresta de caminhos ótimos também é utilizado para a seleção das regiões de
imagens, através de um método interativo de classificação dos pixels. O usuário marca na imagem de
consulta inicial quais objetos ele considera relevantes e osistema classifica em todas as outras imagens
da base quais pixels deverão ser considerados e quais podem ser ignorados (fundo da imagem ou
objetos irrelevantes). Desta forma, somente são extraídass características das regiões consideradas
de interesse para definir a similaridade entre elas. Duranteo processo de realimentação de relevância
o usuário pode tanto definir quais as imagens são relevantes ou não (abstração por objeto), quanto
selecionar o que foi erroneamente classificado como objeto ou fundo para qualquer das imagens
(abstração por pixel). O exemplo apresentado (Figuras 4.27a 4.35) mostra que esta nova metodologia
parece ser muito promissora, conseguindo obter uma eficáciamelhor do que a alcançada somente com
a seleção de imagens relevantes ou não durante a aprendizagem por realimentação de relevância.
O problema deste método é seu custo computacional. Para resolver este problema, foi adotado o
uso dethumbnails, onde os pixels das versões reduzidas das imagens são classificados como objeto ou
fundo, de acordo com as florestas de caminhos ótimos criadas usando o conjunto de pixels rotulados
pelo usuário. As regiões formadas pelos pixels classificados como objeto são mapeadas na imagem de
tamanho original para calcular os vetores de característica, reduzindo a quantidade de pixels a serem
classificados como objeto e fundo.
Para concluir é importante novamente frisar que a utilização da classificação de floresta de ca-
minhos ótimos para recuperação de imagens mostrou ser uma abordagem muito promissora sendo
bastante rápida e eficaz, necessitando de poucas iterações para apresentar resultados satisfatórios.
Dentre os métodos propostos, é possível utilizar tanto a abord gem gulosa quanto a planejada com a
inclusão ou não de combinação de descritores, sem a necessidade de modificações no algoritmo. O
uso do classificador OPF para selecionar os pixels de objeto efundo ajuda a aumentar ainda mais a
eficácia do método de realimentação de relevância.
Como trabalho futuro imediato, pretende-se utilizar um método1 para acelerar o processo de clas-
sificação dos pixels na técnica de realimentação de relevância em dois níveis de interesse, seleci-
onando um número mais reduzido de amostras de treinamento mas mantendo a acurácia na classi-
1C.C.C. Fernández. “Novos Algoritmos de Aprendizado para Classificação de Padrões Utilizando Floresta de Cami-
nhos Ótimos”. Dissertação de Mestrado, Unicamp, 2011.
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ficação das regiões de objeto e fundo. Técnicas de processamento assivo paralelo (como GPUs)
também deverão ser empregadas para acelerar o processo de classificação. Também estuda-se o uso
de descritores locais como SIFT (Scale-Invariant Feature Transform) e SURF (Speeded Up Robust
Features) no métodoOPFBi−Level. Para isso, somente os pontos de interesse são classificadosa fim
de identificar se estão na região de um objeto, em vez de classific r todos os pixels da imagem para
depois extrair as características da região de objeto. Em relação à combinação de descritores, será
avaliado o uso de um outro método denominadoGP± (Ferreira et al., 2011) para substituir o algo-
ritmo utilizado emOPFGP e a definição de funções de combinação mais eficientes para o MSPS. Por
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128 Trabalhos aceitos e submetidos até a data da defesa
129
130 Trabalhos aceitos e submetidos até a data da defesa
131
132 Trabalhos aceitos e submetidos até a data da defesa
133
134 Trabalhos aceitos e submetidos até a data da defesa
135
136 Trabalhos aceitos e submetidos até a data da defesa
137
138 Trabalhos aceitos e submetidos até a data da defesa
139
140 Trabalhos aceitos e submetidos até a data da defesa
141
142 Trabalhos aceitos e submetidos até a data da defesa
143
144 Trabalhos aceitos e submetidos até a data da defesa
145
146 Trabalhos aceitos e submetidos até a data da defesa
147
148 Trabalhos aceitos e submetidos até a data da defesa
149
150 Trabalhos aceitos e submetidos até a data da defesa
