Abstract. In this paper we prove the existence of two solutions having a prescribed L 2 -norm for a quasi-linear Schrödinger equation. One of these solutions is a mountain pass solution relative to a constraint and the other one a minimum either local or global. To overcome the lack of differentiability of the associated functional, we rely on a perturbation method developed in [27] .
Introduction
In this paper, we are concerned with quasi-linear Schrödinger equations of the form (1.1) i∂ t ϕ + ∆ϕ + ϕ∆(|ϕ| 2 ) + |ϕ| p−1 ϕ = 0, in R + × R N , ϕ(0, x) = ϕ 0 (x), in R N , where p ∈ (1,
3N +2
N −2 ) if N ≥ 3 and p ∈ (1, ∞) if N = 1, 2, i denotes the imaginary unit and the unknown ϕ : R + × R N → C is a complex valued function. Such types of equations appear in various physical fields, for instance in dissipative quantum mechanics, in plasma physics and in fluid mechanics. We refer the readers to [13, 31] and their references for more informations on the related physical backgrounds.
From the physical as well as the mathematical point of view, a central issue is the existence and dynamics of standing waves of (1.1). By standing waves, we mean solutions of the form ϕ(t, x) = e −iλt u(x), where λ ∈ R is a parameter. Observe that e −iλt u(x) solves (1.1) if and only if u(x) satisfies the following stationary equation
In (P λ ), when λ ∈ R appears as a fixed parameter, the existence and multiplicity of solutions of (P λ ) have been intensively studied during the last decade. See [4, 12, 13, 15, 24, 25, 26, 31, 32] and their references therein. We also refer to [3, 4, 17, 33] for the uniqueness of ground states of (P λ ). By a ground state we mean a solution of (P λ ) which minimize among all nontrivial solutions the associated energy functional
defined on the natural space X := u ∈ W 1,2 (R N ) :
It is easy to check that u is a weak solution of (P λ ) if and only if I λ (u)φ := lim t→0 + I λ (u + tφ) − I λ (u) t = 0, for every direction φ ∈ C ∞ 0 (R N , R). We also recall, see [13, Remark 1.7] ) for example, that when N ≥ 3 the value
N −2 corresponds to a critical exponent. Compared to semi-linear equations where the term u∆(|u| 2 ) is not present, the search of solutions of (P λ ) presents a major difficulty. The functional associated with the quasi-linear term
is non differentiable in the space X when N ≥ 2. To overcome this difficulty, various arguments have been developed. First in [24, 31] , solutions of (P λ ) are obtained by minimizing the functional I λ on the set u ∈ X :
In the proofs of [24, 31] the non-differentiability of I λ essentially does not come into play. Alternatively in [12, 25] , by a change of unknown, the quasi-linear problem (P λ ) is transformed into a semi-linear problem. For that semi-linear problem standard variational methods can be applied to yield a solution. Also in [26] the authors have developed an approach by which one reduces the search of solutions of (P λ ) to the problem of showing that I λ has a global minimizer on a Nehari manifold. Since these pioneering works, there has been a large literature on the study of the equation (P λ ) where are addressed questions of multiplicity, concentration type as well as critical exponent issues. In the present paper, motivated by the fact that physicists are often interested in "normalized solutions" we look for solutions to (P λ ) having a prescribed L 2 -norm. In this aim, for given c > 0, one can look to minimizers of Here the functional J : S(c) → R, is defined as
It is proved in [13, Theorem 4.6] ) that each minimizer u ∈ S(c) of (1.2), corresponds a Lagrange multiplier λ < 0 such that (u, λ) solves weakly (P λ ).
We collect below the known results concerning the function c → m(c) and the minimizers of m(c). In this paper, we mainly deal with the case p ∈ (1 + 4 N , 3 + 4 N ), N ≥ 1. From Lemma 1.1 (3), we know that in this range the functional J has, for c ≥ c(p, N ), a critical point on S(c), which is a global minimizer. Here we extend this result in two directions. First we prove that there exists a c 0 ∈ (0, c(p, N )) such that, for each c ∈ (c 0 , c(p, N )) the functional J admits on S(c) a local minimizer. From Lemma 1.1 (3) i) this local minimizer is not a global one. Secondly we show that when c ∈ (c 0 , ∞) the functional J admits on S(c) a second critical point of mountain pass type. Note that since J is not differentiable we must give a meaning to what we call a critical point of J on S(c). By definition it will be a solution of (P λ ), for some λ ∈ R, belonging to S(c).
The main result of this paper is the following theorem.
There exists a c 0 ∈ (0, c(p, N )) such that for any c ∈ (c 0 , ∞) the functional J admits a critical point v c on S(c) which is a local minimum of J when c ∈ (c 0 , c(p, N )) and a global minimum of J when c ∈ [c(p, N ), ∞). In particular,
ii) Assuming in addition that p ∈ (1 + To overcome the lack of differentiability of J, we apply a perturbation method recently developed in [27] . That is, we consider first the perturbed functional
where µ ∈ (0, 1] is a parameter. For any given c > 0, we denote
One may observe that J µ (u) is well-defined and C 1 in Σ c (see [27] ).
The idea is to look to critical points of J µ , for µ > 0 small and then, having obtained these critical points, to show that they converge, as µ → 0 to critical points of J.
A first critical point u c µ of J µ is obtained at a level γ µ (c) > 0 which corresponds to a mountain pass. When c ∈ (c 0 , c(p, N )) a second critical point v c µ is obtained as a local minimizer of J µ . The corresponding energy levelm µ (c) is strictly positive. To derive these results we first establish geometric properties of J µ allowing to search for such critical points. To show that these critical levels are actually reached, several difficulties have to be overcome. Since J µ is coercive on Σ c any Palais-Smale sequence {w n } ⊂ Σ c is bounded and thus we can assume that w n w c . It is also standard to show that there exists a λ µ ∈ R such that J µ (w c ) − λ µ w c = 0. Finally, by constructing Palais-Smale sequences which consist of almost Schwarz symmetric functions we avoid any problems related to possible dichotomy of our sequences, in the sense of P. L. Lions [23] . The first main difficulty is to show that w c = 0. To overcome it we need, for both γ µ (c) andm µ (c), to establish the existence of a Palais-Smale sequence having the additional property that Q µ (w n ) → 0. Here Q µ (u) = 0 corresponds to a Pohozaev type identity, see (3.4) for the definition.
In the case of γ µ (c) its existence is proved introducing an auxiliary functional on Σ c × R. This trick of adding one dimension of space, first presented in [20] and used recently on various problems [1, 5, 18, 28, 29] , permits to incorporate into the variational procedure the information that any critical point of J µ on Σ c must satisfy Q µ (u) = 0. Form µ (c) we can directly construct a minimizing sequence {u n } ⊂ Σ c satisfying Q µ (u n ) = 0, ∀n ∈ N. The existence of a Palais-Smale sequence whose weak limit is non trivial follows.
Another difficulty is to show that the weak limit w c belongs to Σ c , namely that ||w c || 2 2 = c. For this we need to insure that λ µ < 0. In the case ofm µ (c) we show that this is true for any p ∈ (1 + It is unclear to us if such non existence result is necessary in our problem. Let us mention that we faced in [8] a similar issue. There it appears that the presence of a solution corresponding to λ = 0 for a problem related to (P λ ) was an obstacle for the weak limit to belong to the constraint.
Having proved the existence of the critical points u c µ and v c µ at the levels γ µ (c) and m µ (c) respectively we pass to the limit µ → 0 and we show that u c µ → u c and v c µ → v c where u c and v c are as presented in Theorem 1.1. At this step we rely on the approach developed in [27] .
In this paper, we also discuss the behavior of the Lagrange multipliers corresponding to the global minimizers of J. Finally we explicit a relationship between the ground states of (P λ ) and the global minimizers of m(c). We end this introduction by pointing out that whether or not the standing waves associated to our critical points are orbitally stable is an open question. We conjecture that our mountain pass solution leads to orbitally unstable standing wave and that a local minimizer leads to a stable one.
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Non-existence results
In this section, we prove two non existence results for solutions to (P λ ). These results which have their own interest will be crucially used to control the possible values of our Lagrange parameters. We also discuss the restriction we have to impose when N ≥ 5.
, and that λ ≥ 0. Then (P λ ) has only trivial solutions in X .
Proof. Let (u, λ) solves (P λ ). Then by [13, Lemma 3 .1], we know that it satisfies the Pohozaev identity
In addition, testing (P λ ) by u, we have
By a direct calculation, it follows from (2.1) and (2.2) that
Under our assumptions, (2.3) implies that if λ ≥ 0 necessarily u = 0.
To prove our second non existence result we use the following proposition which is a special case of [19, Lemma A.2] . Using this Liouville's result we get
3N +2
N −2 ) with N = 3, 4, and that λ ≥ 0. Then (P λ ) has no non-negative solution.
Proof. First observe that (e.g. [12, 25] ) the search of non-negative solutions of (P λ ) is equivalent to the search of non-negative solutions of
where f is the unique solution of the Cauchy problem
. Indeed, by [12] it is known that any solution v ∈ H 1 (R N ) of (E λ ) gives arise to a solution u := f (v) of (P λ ). Reciprocally, from [3, Lemmas 2.6, 2.8, 2.10] we know that for any solution u of (P λ ), v := f −1 (u) is a solution of (E λ ). Clearly also a non-negative solution of (P λ ) is transformed into a non-negative solution of (E λ ).
the conclusion of the lemma follows directly from Lemma 2.2.
Before ending this section and to enlighten the restriction we have to impose when N ≥ 5 note that
N −2 ), N ≥ 5, and that λ = 0. Then (P λ ) has positive non trivial radially symmetric solution in L 2 (R N ).
Let us observe that a positive radially symmetric decreasing solution of (E λ ) with λ = 0 exists in
This result is given in [2, Proposition 4.1]. To prove the lemma we need to show that, under our assumptions, it does belong to L 2 (R N ). Indeed, since f (s)/s → 1 as s → 0 a solution of (P λ ) belongs to L 2 (R N ) if and only if the corresponding solution of (E λ ) also belongs to L 2 (R N ). Also a positive radially symmetric decreasing solution of (P λ ) corresponds to a positive radially symmetric decreasing solution of (E λ ). The following result whose proof will be postponed to the Appendix is due to T. Watanabe [34] . It provides the decay estimates we need to prove Lemma 2.4.
positive and radially symmetric decreasing solution of (E λ ) with λ = 0, namely
Then there exists a positive constant C ∞ > 0 such that for sufficiently large r > 0, v 0 satisfies
Note from (2.5) in Lemma 2.5 that
Then (2.7) is true if and only if N − 3 > 1, namely if and only if N ≥ 5. This ends the proof.
Perturbation of the functional
In this section, to overcome the non-differentiability of the functional J, we apply the perturbation approach introduced in [27] . First, we show that there exists a c 0 ∈ (0, c(p, N )) such that, for each c ∈ (c 0 , ∞) the functional J µ has a mountain pass geometry on Σ c when µ > 0 is sufficiently small. For simplicity, we denote in this
Then there exists a c 0 ∈ (0, c(p, N )) such that for any fixed c ∈ [c 0 , ∞) taking µ 0 > 0 small enough the functional J µ has, for µ ∈ (0, µ 0 ) a Mountain Pass geometry on the constraint Σ c . Precisely there exist (u 0 , u 1 ) ∈ Σ c × Σ c both Schwarz symmetric, such that
where
The proof of Lemma 3.1 relies on the following estimates which holds under more general assumptions than those of Theorem 1.1.
Then setting for k > 0,
Here we have set, for any given µ > 0,
Moreover when c ∈ (0, c(p, N )], the constant k 0 > 0 can be chosen independently of c > 0.
To show (3.7), let α ∈ R be such that
Since α ∈ [0, 1), from the last inequality we then obtain (3.7). Thus when p ∈ [
Note that
Thus when p satisfies the assumption of the lemma, by (3.6)-(3.8), we conclude that there exists a k 0 > 0 small, such that for all k ∈ (0, k 0 ),
In addition, we note that when c ∈ (0, c(p, N )] the constant k 0 > 0 can be chosen independently of c > 0. This proves that (3.2) holds. Now by the estimates (3.6) and (3.8), one obtains the existence of a constant C = C(p, N ) > 0, independent of u ∈ X, such that for all u ∈ Σ c ,
N −2 ) as N ≥ 3. From (3.9) and (3.10) we also readily derive that (3.3) holds.
Proof of Lemma 3.1. We know from Lemma 1.1 (3) that J has, when c ≥ c(p, N ), a global minimizer u c ∈ W 1,2 (R N ). By density we can replace u c byũ c ∈ X with J(ũ c ) arbitrarily close to J(u c ) = m(c). When c > c(p, N ) we have m(c) < 0 and thus taking µ 0 > 0 small enough we have that J µ (ũ c ) < 0 for all µ ∈ (0, µ 0 ). We set u 1 =ũ * c , whereũ * c denotes the Schwarz symmetrization ofũ c . One notes that by the Polya-Szegö inequality ∇u *≤ ∇u, ∀q ∈ [1, ∞), and using [13, Lemma 4.3], we have J µ (ũ * c ) ≤ J µ (ũ c ). Also clearly taking k 0 > 0 smaller if necessary we have that R N (1 + |u 1 | 2 )|∇u 1 | 2 dx > k 0 . Now let t < 1 be close to 1 and set c 0 = tc(p, N ). By the continuity of J µ , taking t < 1 sufficiently close to 1 we have that
We fix such a t < 1 and we set u 1 = √ tũ * c . Without restriction we can also assume that
To choose u 0 ∈ Σ c , we consider the scaling
By direct calculations we observe that
Thus there exists θ 0 > 0 sufficiently small such that
Letting u 0 = u θ 0 1 , and using Lemma 3.2 this completes the proof. We now show that the geometry of J presents a local minimum when c ∈ (c 0 , c(p, N )). Actually we shall get a local minimizer of J µ on Σ c by considering the minimization problem
where B := 0<k≤k 0 C k and k 0 > 0 is given in Lemma 3.2.
Lemma 3.3 (Geometry of local minima). For any given c ∈ (c 0 , c(p, N )) we have
Proof. From the proof of Lemma 3.1, we know that there exists a v 0 ∈ Σ c \ B such that
In addition, by Lemma 1.1, we know thatm µ (c) = inf u∈Σc\B J µ (u) ≥ 0. Thus the proof is completed.
In view of Lemmas 3.1 and 3.3 we shall search for critical points of J µ at the levels γ µ (c) andm µ (c). For this we establish the existence of special Palais-Smale sequences associated with γ µ (c) andm µ (c) and show their convergence. In that direction we first observe
Then for any fixed c ∈ (0, ∞) and any fixed µ > 0, if a sequence {u n } ⊂ Σ c is such that {J µ (u n )} ⊂ R is bounded then it is bounded in X.
Proof. From [13, (4.5)], we know that for any u ∈ X,
2(N +2) < 1. Then the last inequality implies from the boundedness of {J µ (u n )} that { R N (1 + |u n | 2 )|∇u n | 2 dx} is bounded, and also for fixed µ > 0, { ∇u n 4 4 } is bounded. In addition, because of (3.13), { u n 4 4 } is bounded. Thus {u n } is bounded in X.
From Lemma 3.4 we know, in particular, that any Palais-Smale sequences for J µ are bounded. The need to use special Palais-Smale sequences comes from the difficulty to pass from weak convergence to strong convergence. A problem linked to possible loss of compactness, due to the fact that our equation is set on all R N . In order to regain some compactness we could proceed as in [27, Lemma 2.1] by working in the subspace of radially symmetry functions W 1,4
However, when N = 1, the inclusion H 1 r (R) ⊂ L q (R) for q > 2 is not compact and another proof is needed. Here we choose to construct special Palais-Smale sequences for J µ which consist of almost Schwarz symmetric functions. This allows us to give a unify proof in any dimension. By working with such Palais-Smale sequences we avoid any problem related to possible dichotomy, in the sense of P. L. Lions [23] .
Even if we work with sequences of almost symmetric functions it is not automatic that they converge to a non-trivial weak limit. To avoid this possibility we construct PalaisSmale sequences {u n } ⊂ Σ c which satisfy in addition the property that Q µ (u n ) → 0. For the mountain pass level γ µ (c) this is done using the trick introduced in [20] . For m µ (c) a direct argument will provide the result. 
as n → ∞. Here X * denotes the dual space of X.
Before proving Lemma 3.5 we need to introduce some notations and to prove some preliminary results. For any fixed µ > 0, we introduce the following auxiliary functional
where H(u(x), s) := e N 2 s u(e s x), and the set of paths
where u 0 , u 1 ∈ Σ c are given in Lemma 3.1. Observe that defining
we have that
Indeed, by the definitions of γ µ (c) and γ µ (c), (3.15) follows immediately from the fact that the maps ϕ : Γ c −→ Γ c , g −→ ϕ(g) := (g, 0), and
In the proof of Lemma 3.5, the lemma below which has been established by the Ekeland variational principle in [20, Lemma 2.3 ] is used. Hereinafter we denote by E the set X × R equipped with the norm · 2 E = · 2 X + | · | 2 R and denote by E * its dual space. 
Then there exists a pair of (u 0 , s 0 ) ∈ Σ c × R such that:
Proof of Lemma 3.5. For each n ∈ N, by the definition of γ µ (c), there exists a g n ∈ Γ c such that max
Denote by g * n the Schwarz symmetrization of g n ∈ Γ c . Then by the Polya-Szegö inequality ∇u *≤ ∇u, ∀q ∈ [1, ∞), and using [13, Lemma 4.3], we have that max
Since γ µ (c) = γ µ (c), then for each n ∈ N, g n := (g * n , 0) ∈ Γ c and satisfies
Thus applying Lemma 3.6, we obtain a sequence {(w n , s n )} ⊂ Σ c × R such that:
Now we claim that for each n ∈ N, there exists a t n ∈ [0, 1] such that u n := H(w n , s n ) and v n := g * n (t n ) satisfy (3.14). Indeed, first, from (i) we have that
Secondly, by simple calculations, we have
and (0, 1) ∈ T (wn,sn) . Thus (iii) yields that Q µ (u n ) → 0. To verify that J µ | Σc (u n ) X * → 0, it suffices to prove for n ∈ N sufficiently large, that
where T un := {φ ∈ X, u n , φ L 2 = 0}. To this end, we note that, for each φ ∈ T un , by denoting φ = H(φ, −s n ), one has
If ( φ, 0) ∈ T (wn,sn) and ( φ, 0) 2 E ≤ 4 φ 2 X as n ∈ N sufficiently large, then from (iii) we conclude (3.16). To verify this condition, one observes that ( φ, 0) ∈ T (wn,sn) ⇔ φ ∈ T un , also from (ii) it follows that
by which we deduce that
holds as n ∈ N large enough. Thus (3.16) has been proved. Finally, we know from (ii) that for each n ∈ N, there exists a t n ∈ [0, 1], such that (w n , s n ) − (g * n (t n ), 0) E → 0. This implies in particular that
Thus from (3.17) and
we conclude that u n − v n X → 0 as n → ∞. At this point, the proof of the lemma is completed.
We now derive a similar Palais-Smale sequence for J µ at the levelm µ (c). As a first step we prove Lemma 3.7. For any given c ∈ (c 0 , c(p, N )), there exists a minimizing sequence {u n } ⊂ Σ c \ B of Schwarz symmetric functions, such that
Proof. First we prove that there exists a sequence {v n } ⊂ Σ c \ B satisfying (3.18). Let {u n } ⊂ Σ c \ B be such that J µ (u n ) →m µ (c), we claim that we may assume that {u n } satisfies Q µ (u n ) = 0 for all n ∈ N.
Indeed, if Q µ (u n ) = 0, for some n ∈ N, we are done. If Q µ (u n ) = 0, then we consider the scaling
Note that for all t > 0, u t n ∈ Σ c and direct calculations show that
To prove the claim first observe that it is not possible to have Q µ (u t n ) > 0, ∀ t ∈ (0, 1) since otherwise there exists a t * n ∈ (0, 1) such that
n | 2 dx = k 0 and this leads to
Clearly (3.21)-(3.22) contradict (3.12). We conclude that there exists a t 0 n ∈ (0, 1) such that Q µ (u t 0 n n ) = 0 and J µ (u t 0 n n ) ≤ J µ (u n ). Since by Lemma 3.2, Q µ (u) > 0 for u ∈ B we also have that u t 0 n n ∈ Σ c \ B. At this point we have shown that it is possible to choose, for each n ∈ N a t 0 n > 0 such that
Now denote by u * n the Schwarz symmetrization of u n and let us prove that {u * n } ⊂ Σ c \B and is a minimizing sequence ofm µ (c). For each n ∈ N, by the Polya-Szegö inequality ∇u *≤ ∇u, ∀q ∈ [1, ∞) and also [13, Lemma 4.3] we have
At this point (3.3) implies that u * n ∈ Σ c \ B. This and (3.23) lead to
we may use the above scaling arguments to get a v * n ∈ Σ c \ B satisfying (3.18). At this point the proof is completed. c(p, N ) ), for each µ ∈ (0, µ 0 ) there exists a sequence {u n } ∈ Σ c \ B, and a sequence {v n } ⊂ Σ c \B of Schwarz symmetric functions, such that
Proof. In Lemma 3.7 we have obtained a sequence {v n } ⊂ Σ c \ B of Schwarz symmetric functions, satisfying
It is standard to show that, for any a > 0 there exists a b > 0 such that
Thus from (3.12) we deduce that {v n } ⊂ Σ c \ 0<k≤k 0 +b for some b > 0 and for n ∈ N large enough. Thus, roughly speaking, {v n } stays away from the boundary. At this point we deduce from [30, Corollary 1.3] that there exists a sequence {u n } ⊂ Σ c such that
This completes the proof of the lemma. Then there exist a u µ ∈ X\{0} and a λ µ ∈ R, such that, up to a subsequence,
Proof of Proposition 3.1. From Lemma 3.4 we know that {u n } is bounded in X. This implies in particular the boundedness of the Schwarz symmetric sequences {v n } obtained in Lemmas 3.5 or 3.8. Thus by [11, Proposition 1.7 .1] we conclude that up to a subsequence, there exists a u µ ∈ X, which is non-negative and Schwarz symmetric, such that v n u µ ≥ 0, in X;
By interpolation, we have that
In view of u n − u µ q ≤ u n − v n q + v n − u µ q , one gets that
At this point we shall use the additional information that Q µ (u n ) → 0 or Q µ (v n ) = 0, ∀ n ∈ N to show that u µ = 0. First let {u n } ⊂ Σ c be the Palais-Smale sequence constructed in Lemma 3.5 and assume that u µ = 0. Then by (3.28) we have that ||u n || p+1 → 0 and using that Q µ (u n ) → 0 we deduce that ∇u n 4 4 → 0 and
This leads to J µ (u n ) → 0, which contradicts the fact that J µ (u n ) → γ µ (c) > 0. Now for the Palais-Smale sequence constructed in Lemma 3.8 if we assume that u µ = 0 we also get from (3.27) and Q µ (v n ) = 0 that
Thus for any φ ∈ X,
In particular J µ (u n )u n − λ n u n 2 2 → 0, and it follows that {λ n } is bounded since
is bounded. Thus there exists a λ µ ∈ R, such that up to a subsequence, λ n → λ µ . This and (3.29) imply Point 2). To check Point 3), it is enough, in view of Point 2), to show that for any φ ∈ X,
To prove (3.31), note that
Since u n u µ in X, clearly we have
Thus we only need to prove that (3.32)
and then we get (3.32), by weak convergence for any ∇φ ∈ L 4 (R N ). Similarly, using the Young inequality, we have that
These yield that both {|u n ||∇u n | 2 } and {|u n | 2 |∇u n |} are bounded in L 4/3 (R N ), since {u n } is bounded in X. Thus (3.33) holds by a similar argument. At this point, (3.31) holds and we have proved Point 3). Finally, we note from Points 2) and 3) that
Using (3.28) we obtain that
Based on the above preliminary works, we conclude that
(1) For any c ∈ (c 0 , ∞) there exists a µ 0 > 0 such that for each µ ∈ (0, µ 0 ), the functional J µ has a critical point u µ , which is Schwarz symmetric and satisfies
(2) For any c ∈ (c 0 , c(p, N )) there exists a µ 0 > 0 such that for each µ ∈ (0, µ 0 ), the functional J µ has a critical point v µ on Σ c which is Schwarz symmetric and satisfies J µ (v µ ) =m µ (c), i.e., there exists a β µ < 0 such that
In addition, β µ ≤β < 0 for someβ < 0.
(3) In the both cases, Q µ (u µ ) = 0 and Q µ (v µ ) = 0 hold, where the functional Q µ is given by (3.4)
Proof. Clearly, Point (1) follows directly from Lemma 3.5 and Proposition 3.1. To show Point (2), we note first that, from Lemma 3.8 and Proposition 3.1 one can deduce that for any c ∈ (c 0 , c(p, N )) there exists a µ 0 > 0 such that for each µ ∈ (0, µ 0 ), the functional J µ has a critical point v µ , which is Schwarz symmetric and satisfies J µ (v µ ) ≤ m µ (c), on Σc with 0 <c ≤ c, i.e., there exists a
Moreover, if β µ < 0, then we have v µ ∈ Σ c and J µ (v µ ) =m µ (c). Thus we only need to verify that β µ ≤β < 0 for someβ < 0. Indeed, on one hand, following the proofs of [26, Lemma 5.10] and [13, Lemma 3.1], we see that (v µ , β µ ) satisfies the identity (3.34)
.
From this identity, we obtain that
Now from the proof of Lemma 3.1 and the definition ofm µ (c), we know thatm µ (c) → 0 if c 0 → c(p, N ) and µ → 0. Thus since J µ (v µ ) ≤m µ (c) we can assume that J µ (v µ ) is arbitrarily close to 0 (or negative). On the other hand, we claim that there exists a constant C > 0, independent of v µ and c > 0, such that
Thus from (3.34) and (3.37) we can derive that Q µ (v µ ) = 0. Then (3.36) follows immediately from (3.3). Combining (3.35) and (3.36) we see that, by letting c 0 be sufficiently close to c(p, N ) and µ > 0 small enough, we can insure that β µ <β < 0 for someβ < 0. Then the proof of Point (2) is completed. Finally one notes that the trick to get Q µ (v µ ) = 0 can also derive Q µ (u µ ) = 0. Thus Point (3) has been proved.
Convergence issues
In this section, letting µ → 0, we show that the sequences of critical points of J µ obtained in Theorem 3.1 converge to critical points of J = J 0 on S(c).
Theorem 4.1. [Convergence issues] Assume that c > 0 is fixed and that µ n → 0 as n → ∞. Let {w n } ⊂ Σ cn be a sequence of Schwarz symmetric functions, and {λ n } ⊂ R, satisfying that 0 < δ 0 ≤ c n ≤ c, |J µn (w n )| ≤ C, and J µn (w n ) − λ n w n = 0, where δ 0 > 0, C > 0 are independent of n ∈ N. Then there exist a w c ∈ W 1,2 ∩ L ∞ (R N ) \ {0} and a λ c ∈ R, such that up to a subsequence, as n → ∞, we have that
Proof. To show this theorem, we borrow ideas from the proof of [27, Theorem 1.1]. First, since 0 < δ 0 ≤ c n ≤ c, |J µn (w n )| ≤ C and J µn (w n ) − λ n w n = 0, we observe from the proofs of Lemma 3.4 and Proposition 3.1 that { R N (1 + |w n | 2 )|∇w n | 2 dx} is bounded and {λ n } is bounded. Thus up to a subsequence, λ n → λ c ∈ R, and noting that {w n } ⊂ Σ c is Schwarz symmetric, by [11, Proposition 1.7.1] we obtain, up to a subsequence that
for any φ ∈ W 1,4 ∩ W 1,2 (R N ). Then by the Sobolev inequality and Moser iteration we may get
for some constant C > 0.
We now show that w c satisfies that
In (4.4) we choose φ = ψ exp(−w n ) with ψ ∈ C ∞ 0 (R N ), ψ ≥ 0. Then we have that
This implies that
By using (4.3) and the fact that {µ n ∇w n 4 4 } is bounded, we deduce that
in which we also used Fatou's lemma, to get lim inf
. Choose a sequence of non-negative functions ψ n ∈ C ∞ 0 (R N ) such that ψ n → χ exp(w c ) in W 1,2 (R N ), ψ n → χ exp(w c ) a.e. in R N , and ψ n is uniformly bounded in L ∞ (R N ). Then we get from (4.7) that
Similarly by choosing φ = ψ exp(w n ), we get an opposite inequality. Thus we obtain that for any χ ∈ C ∞ 0 (R N ),
This proves (4.1).
Now by approximation again, we get from (4.8) that
In (4.4), we use φ = w n to get that
and then
since λ n → λ c and lim n→∞ R N |w n | 2 dx = c ≥ δ 0 > 0. Hence, if λ c < 0, using
3), we conclude from (4.3), (4.9) and (4.11) that, as n → ∞,
Thus from (4.1) and (4.5) we deduce that w c ∈ W 1,2 ∩ L ∞ (R N ) \ {0} is a critical point of J on S(c ). At this point, the proof is completed.
Now we are able to end the proof of Theorem 1.1.
Proof of Theorem 1.1. In the case c ∈ [c(p, N ), ∞) the critical point v c is just the global minimizer already obtained in [13, 21] whose existence is recalled in Lemma 1.1. For the other cases let us first prove that there exists a C > 0 independent of µ > 0, such that
where u µ and v µ are obtained in Theorem 3.1. To prove (4.12) , note that by definition of γ µ (c) we have 0
Observe that in the case of v µ the conclusion of Theorem 1.1 follows directly from Theorems 3.1 (2) and 4.1. In the case of u µ fix c > 0 and take µ n → 0. By Theorem 3.1 there exists a sequence of Schwarz symmetric functions w n on S(c n ) and λ n ∈ R such that 0 < c n ≤ c, J µn (w n ) ≤ γ µn (c), J µn (w n ) − λ n w n = 0 and Q µn (w n ) = 0. We claim that c n ≥ δ 0 for some δ 0 > 0. In fact if c n → 0 we see from (3.13) that w n → 0 in L p+1 (R N ). Using the fact that Q µn (w n ) = 0 we then deduce that R N (1 + w 2 n )|∇w n | 2 dx → 0. This is a contradiction since (3.3) . Then the claim is proved. Now we can apply Theorem 4.1 to {w n } so there exist λ c ∈ R and w c = 0 such that w n → w c in L p+1 (R N ), lim inf n→∞ ||w n || 2 2 ≥ ||w c || 2 2 , and J (w c ) − λ c w c = 0. Thus, by Lemmas 2.1, 2.3 and 2.4 the equation J (w c ) − λ c w c = 0 can not have Schwarz symmetric solutions in L 2 (R N ) for λ c ≥ 0. Thus λ c < 0. Going back we may say that λ n < 0 for n large (or µ n small). Then by Theorem 3.1 (1) c n = c and w n ∈ S(c) and J µn (w n ) = γ µn (c) for all n large. Using Theorem 4.1 again we have w c ∈ S(c) and that w c ∈ W 1,2 ∩ L ∞ (R N ) is a critical point of J on S(c). The proof of Theorem 1.1 in now completed.
Proof of Lemma 1.2. Fix a c 0 > 0 large and let v 0 ∈ S(c 0 ) be fixed. We consider for t > 0 the scaling v t 0 (x) := t α v 0 (t β x), where
We observe that λ 3 > 0 and λ 3 > max{λ 1 , λ 2 } if p ∈ (1, 3 + 4 N ). Also v t 0 ∈ S(tc 0 ), for all t > 0, and 
we deduce that β c → −∞ as c → ∞ uniformly.
Remark 4.1. Concerning the behavior of the Lagrange multiplier λ c associated with the mountain pass solution we conjecture that λ c → 0 as c → ∞.
Relationship between ground states and global minimizers on the constraint
In this section, we prove Theorem 1.2 which gives a relationship between the ground states of (P λ ) and the global minimizers of m(c).
We recall from Lemma 1.1 and [13, Lemma 4.6] that when (p, c, N ) satisfies the following conditions:
(i) c ∈ (0, ∞), and p ∈ (1, 1 +
there exist a global minimizer v c of m(c) and a Lagrange multiplier β c < 0, such that (v c , β c ) is a solution of (P λ ). Also we know from [13, Theorem 1.3] that for λ = β c < 0, the equation (P λ ) has a ground state solution. We denote A λ := u : u is a solution of (P λ ) , G λ := u : u is a ground state solution of (P λ ) .
Proof of Theorem 1.2. For λ = β c < 0, let ϕ βc be a ground state of (P λ ). Namely, ϕ βc solves the minimization problem
Since v c ∈ A βc , one only needs to show that
By definition of l βc , to check (5.1) it is enough to show that I βc (v c ) ≤ l βc . In turn this holds if one can find a ψ ∈ S(c) such that
To choose ψ ∈ S(c) satisfying (5.2), we consider the scaling u t (x) := ϕ βc (x/t), t > 0. Then u t 2 2 = t N ϕ βc 2 2 and by the identities (2.1) and (2.2), we have
This implies that when N ≥ 2,
Choosing a suitable t 0 > 0 such that u t 0 ∈ S(c) and letting ψ = u t 0 we obtain (5.2). When N = 1, since by [13, Theorem 1.3] the non-negative solutions of (P λ ) for fixed λ > 0 are unique the conclusion holds automatically. This completes the proof.
Remark 5.1. The converse of Theorem 1.2 does not hold. Indeed on one hand our mountain pass solution is non-negative. On the other hand we know in several cases that there exists a unique non-negative solution to (P λ ) when λ < 0 is fixed. This is the case in particular when N = 1, see [13, Theorem 1.3 ] (see also [4] ). Thus when this uniqueness property holds our mountain pass solution must be a ground state. This observation shows us in particular that not all ground states of (P λ ) for p ∈ (1 + 
Appendix
In this section we give the proof of Lemma 2.5 which was given to us by T. Watanabe [34] . First we observe that from (2.4), v 0 satisfies the ODE (6.1)
Multiplying (6.1) by 2r N v 0 we get
and hence r
Thus we obtain the following identity:
We put
Then from (6.2) we obtain Now from (6.3), (6.6) and (6.7), it follows that a (r) ∈ L 1 (0, ∞). Thus there exists a ∞ ∈ [0, ∞) such that lim r→∞ a(r) = a ∞ .
Moreover since By the definition of a(r), we obtain Finally from (6.4) and (6.14) we have By integration, we also get v 0 (r) ≥ C ∞ K(r)(1 − O(r −2 )). 
