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A DSGE model takes the mathematical form of a system of nonlinear stochas-
tic equations. Except in a very few cases, there is no analytical solution and
economists are left using numerical methods in order to obtain approximated
solutions. Global approximation methods are available when the state space is
not too large, while the most usual approach is local approximation around the
deterministic steady state. The perturbation approach introduced in economics
by Judd (1996) derives a Taylor expansion of the solution from a Taylor ex-
pansion of the original problem, but ﬁrst order approximation is nothing but
linearization that has been used in the RBC literature since its inception.
Second order approximations are discussed in several papers: Sims (2000);
Collard and Juillard (2001); Kim et al. (2003); Schmitt-Grohe and Uribe (2004).
Second order approximations have two merits. In most cases, but not in all, they
provide a more accurate approximation of the solution, but, more importantly,
they break away from certainty equivalence, that is an inescapable characteristic
of linear model. This is crucial to address issues related to attitudes toward risk.
There is of course no reason, except size of model, to consider only ﬁrst or
second order approximations. Higher order approximation as also sometimes
used: Jin and Judd (2002); Juillard and Kamenik (2004)1.
1 The risky steady–state
The deterministic steady–state is deﬁned as the equilibrium position of the
system in absence of shocks: it is the point in the state space where agents
decide to stay when there is no shock in the current period and they don’t expect
any shocks in the future. As we postulate that agents form model consistent
expectations, it is only possible if this means that there will actually be no
shocks in the future.
By opposition, we will deﬁne the risky steady–state as the point where, in
absence of shocks this period, agent decide to stay while expecting shocks in the
future and knowing their probability distribution.
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Figure 1: Accumulation decision function in a linearized model. kss represents
the deterministic steady–state.
The deterministic steady–state ignores agents’ attitude towards risk, because
uncertainty is removed from the deterministic version of the model. On the
contrary, the risky steady–state is aﬀected by future uncertainty.
As linear models are characterized by the property of certainty equivalence,
the deterministic steady–state is also the equilibrium position of linearized mod-
els. This can be illustrated in a phase diagram by the accumulation decision in
the neo–classical growth model, for example. In Figure 1, the linear accumu-
lation function cuts the 45o at point A. This corresponds to the deterministic
steady–state.
When taking into account the nonlinearities in the model, for most usual
speciﬁcations of utility, the accumulation function is concave. Because of the
precautionary motive, at the deterministic steady–state, accumulation will be
greater than in absence of risk. At this point the accumulation function should
be above its linearized counterpart and cut the 45o line to the right of the de-
terministic steady–state. It is point C, that we deﬁne as the risky steady–state.
This is illustrated in Figure 2. In complex models, as for the deterministic
steady–state, there can be multiple risky steady–state. In addition, it is ob-
vious that polynomial approximations of the decision functions may results in
additional, spurious, risky steady–states.
1.1 A general model
We consider a general nonlinear rational expectation model of the form
Et {f(yt+1,yt,yt−1,ut)} = 0 (1)
where yt is a vector of endogenous variables and ut, a vector of exogenous




t ) = Σu
E(utuT
τ ) = 0 t  = τ
Further, we assume that the information set available to agents when they decide
upon yt is made of the state of the system in the previous period, yt−1 and the






























































































Figure 2: Accumulation decision function in a linearized model and in a nonlin-
ear model. kss represents the deterministic steady–state, ksss, the risky steady-
state.
This setup is quite general, autocorrelated exogenous shocks can be mod-
eled as endogenous variables and, then, ut shocks represent the innovation of
these autocorrelated processes. Models with variables appearing at leads of
lags of more than one period can be rewritten in form 1 with the deﬁnition of
appropriate auxiliary variables.
The solution of model 1 takes the form of an unknown function, g(), describ-
ing how endogenous variables must be set in each period, on the basis of the
previous state of the system and the shocks observed at the beginning of the
period:
yt = g(yt−1,ut) (2)
Existence of function g() is discussed in Jin and Judd (2002). In general, this
solution is not analytical and must be approximated numerically.
The main idea behind the perturbation approach is to start with the exact
solution of a particular case that is possible to ﬁnd, usually the deterministic
steady–state, and to derive a Taylor approximation of the solution around that
point.
1.2 Approximation around the deterministic steady–state
The deterministic steady–state, y is deﬁned as the equilibrium position in ab-
sence of shocks:
f (y,y,y,0) = 0 (3)
In simpler models, it can be found by algebra, otherwise by a numerical solver
for systems of nonlinear equations. Of course, it is completely independent of
the stochastic speciﬁcation for the model.
If yt = g (yt−1,ut), by recurrence,
yt+1 = g (yt,ut+1)
= g (g (yt−1,ut),ut+1)
Using the solution function, it is possible to express original model (1) as a
3function of only yt−1, ut and ut+1:
EtF (yt−1,ut,ut+1) = Etf (g(g (yt−1,ut),ut+1),g(yt−1,ut),yt−1,ut)
= 0 (4)
It is worth noting that future shocks ut+1 are the only stochastic terms from
the point of view of the conditional expectation at time t.
When we take a local approximation around the deterministic steady–state,
it is necessary to consider two diﬀerent perturbations: one for state points
around the deterministic steady–state, y and zero shocks observed at the be-
ginning of the period, and one from the absence of future shocks toward the
presence of stochastic future shocks. In order to represent the later perturba-
tion, it is useful to introduce the stochastic scale of the model, σ, and auxiliary
shocks εt such that
ut+1 = σεt+1
For σ = 0, there is no future uncertainty in the model. Note that it is not
desirable to operate the same substitution for current ut, because those are
observed before decisions are taken and are not stochastic from the point of
view the conditional expectation.





τ ) = 0 t + 1  = τ
and
Σu = σ2Σǫ
For the perturbation around the deterministic steady–state, it is necessary
to re–parameterize the solution function so as to make appear the stochastic
scale of the model:
yt = g(yt−1,ut,σ)
Model 4 is correspondingly re–written as
EtF (yt−1,ut,ut+1,σ) = Etf (g (g(yt−1,ut,σ),ut+1,σ),g(yt−1,ut,σ),yt−1,ut)
= 0 (5)
and, substituting ut+1 = σεt+1,
EtF (yt−1,ut,σεt+1,σ) = Etf (g(g(yt−1,ut,σ),σεt+1,σ),g(yt−1,ut,σ),yt−1,ut)
= 0 (6)
The conditional expectation can easily be computed once we consider a Taylor
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4An important advantage of the approximation around the deterministic steady–
state is that the derivatives of the function evaluated at this point are themselves
non–stochastic. It is therefore possible to distribute the conditional operator
on the only stochastic terms of the expression: ε′. After using the stochastic
properties of ε′, one obtains
EtF (y,u,σε′,σ) =Fyˆ y + Fuu + Fσσ + 0.5
 





+ Fyu (ˆ y ⊗ u) + O(2)
=0
The above equation expresses a deterministic relationship that can only be sat-










Each of these constraints provides identifying conditions for determining the
partial derivatives of functions g(). Deriving gy from Fy = 0 involves solving a
polynomial matrix equation Sims (2002); Klein (2000). Deriving gyy presents a
particular problem of linear algebra Kamenik (2005). Deriving the other partial
derivatives only involves simple linear algebra.
A second order approximation of the solution function around the determin-
istic steady–state is given by
yt = ¯ y + 0.5gσσσ2 + gyˆ y + guu + 0.5
 
gyy(ˆ y ⊗ ˆ y) + guu(u ⊗ u)
 
+ gyu(ˆ y ⊗ u)
Only the value of gσσ depends upon the second moments of shocks εt+1. After
the computation of the perturbation, it is simpler to set σ = 1, εt+1 = ut+1 and
Σε = Σu.
k-order approximations are derived similarly Juillard and Kamenik (2004).
2 Approximation around the risky steady–state
We deﬁne the risky steady–state as the value   y that solves
EtF (  y,0,u′) = 0. (7)
In this deﬁnition, the stochastic distribution of future shocks is taken into ac-
count.
In general, the solution can not be found analytically and we suggest to
consider a approximation of the problem, by taking a Taylor expansion around
u′ = 0.
5A second order expansion of (7) gives
EtF (  y,0,u′) =Et
 
f(  y,   y,   y,0) + f+guu′ + 0.5(f+guu + f++ (gu ⊗ gu)(u′ ⊗ u′))
 
=f(  y,   y,   y,0) + 0.5
 
f+guu + f++ (gu ⊗ gu)  Σu
  
=0
As this deﬁnition of the risky steady–state depends upon the derivatives of
solution function g() that need to be evaluated at the risky steady-state, a
practical algorithm needs to be iterative.
Before turning to the algorithm, it is necessary to examine the computation
of the approximated solution around the risky steady–state.





F (  y,0,u
′) + Fyˆ y + Fuu
+ 0.5(Fyy (ˆ y ⊗ ˆ y) + Fuu (u ⊗ u))
+ Fyu (ˆ y ⊗ u) + O(2)
 
=0
However, the partial derivatives of F are function of u′ and are not deterministic
anymore and it is necessary to compute their expected value:
EtF (y,u,u′) =Et {F (  y,0,u′)} + Et {Fy} ˆ y + Et {Fu}u
+ 0.5(Et {Fyy}(ˆ y ⊗ ˆ y) + {Fuu}(u ⊗ u))
+ Et {Fyu}(ˆ y ⊗ u) + O(2)
=0
If one wants to use only ﬁrst and second order derivatives of f() functions, the
expected value of these derivatives is simply given by their evaluation at u′ = 0.
For example,
Etf+ (  y,   y,   y,0,u′) ≈ f+ (  y,   y,   y,0) + Et {f+u (I ⊗ u′)}
≈ f+ (  y,   y,   y,0).
The proposed algorithm to ﬁnd a second order approximation of the risky
steady–state is:
1. Evaluate the derivatives of the model at an arbitrary guess value for the
risky steady state, possibly the deterministic steady state when it exists.
2. Compute the derivatives of the solution function: gy, gu, gyy, guu.
3. Compute the residuals
f(  y,   y,   y,0) +
1
2
(f+guu + f++ (gu ⊗ gu))   Σu
A non–linear solver can then be used to ﬁnd ˜ y that sets the residuals to 0.
63 Two examples
We present two examples in which we attempt to compare the accuracy of ap-
proximation around the deterministic steady–state and the one around the risky
steady–state. The ﬁrst model is a simple asset pricing model Burnside (1998)
for which there exist a closed–form solution. We compare both approximations
to the exact solution.
The second model, Jermann (1998), was used to study asset prices in produc-
tion economies. As no closed–form solution exists, we compute approximation
errors for each equation along a simulated path.
3.1 Burnside (1998) model
The model considers an economy with a single household and a unique good
produced by a single tree. The household uses equity shares to transfer wealth











ptet + ct = (pt + dt)et−1
dt = exp(xt)dt−1
xt = (1 − ρ)¯ x + ρxt−1 + εt
where ct represents consumption in period t, pt the price of equity in period t,
et is the household’s equity holding at the end of period t, dt is the dividend
in period t and xt is the growth rate of dividends. β is the household’s sub-
jective discount factor. Parameter θ must be such that θ ∈ (−∞,0) ∪ (0,1].




Market clearing requires that et = 1 so that ct = dt in equilibrium. Then,
deﬁning yt = pt/dt, the equilibrium conditions are
yt = βEt {exp(θxt+1)(1 + yt+1)}
xt = (1 − ρ)¯ x + ρxt−1 + εt




βiexp(ai + bi (xt − ¯ x)) (8)
where
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1 − ρ
7From (8), the exact value of the risky steady-state is obtained for xt = ¯ x or





We adopt the following calibration:





We choose an extreme value for θ to make the problem more non–linear than
usually encountered in this type of models.
For this calibration, the deterministic steady–state is given by ¯ y = 3.86146.
The exact value of the risky–steady state is evaluated at   y = 5.024 by taking
into account the ﬁrst 800 terms of the summation in equation (9). The second
order approximation of the risky steady–state is   y(2) = 5.0036. Because of
the strong non–linearity, the risky steady–state is markedly diﬀerent from the
deterministic one. The second order approximation presents a relative error of
0.4%.
The approximation of the solution appears as quite diﬀerent depending
whether the approximation is taken around the deterministic or the risky steady–
state.
Around the deterministic steady–state:
yt ≈ 5.71 + 4.83(xt − ¯ x) + 3.04(xt − ¯ x)
2
Around the risky steady–state:
yt ≈ 5.00 + 5.97(xt − ¯ x) + 3.75(xt − ¯ x)
2
When the model is approximated around the risky steady–state, the response
to variations in the dividends growth rate is much stronger. The asymmetry
between response to positive and negative shocks is also more important.
We then simulate the model over 30’000 periods. Note that the simulation
of exogenous variable xt is exact and approximation is only used to determine
yt. We then compare the exact solution provided by (8), the approximation of
yt around the deterministic steady–state and the approximation of yt around
the risky steady–state. Table 1 reports the following statistics:




























The gain in accuracy seems particularly important.
8Approximation around
Deterministic SS Risky SS
E1 4.71 0.41
E∞ 23.14 1.15
Table 1: Errors of approximation for Burnside (1998) model
3.2 The Jermann (1998) model
The model considers a production economy with capital and exogenous labor
supply. Households’ utility contains internal consumption habits and there are
investment adjustment costs. These real rigidities were found necessary to repli-
cate the sizeable risk premium observed in the data between the risk free rate
and the expected net return on capital invested in production2.












Dt = Yt − WtNt − It






logAt = ρlogAt−1 + et
Xt = (1 + g)Xt−1
where µt represents the stochastic discount factor, Dt, dividends, Yt, output,
At, total factor productivity, Kt, the stock of capital at the end of period t, Wt,
the wage rate, Nt, labor, It investment, et, the innovation in the autocorrelated
process of total labor productivity, Xt, a deterministic trend in labor enhancing
productivity. φ() is an adjustment cost function3.







subject to the following budget constraint:
WtNt + Dt = Ct




−τ − βχ(Ct+1 − χCt)
−τ
 
2I thank Olaf Weeken for an initial Dynare version of Jermann (1998) model.


















Note that, in his paper, Jermann computes the log–linearization of the real part of the model
and only needs to specify the elasticiy of the investment capital ration to Tobin’s q.




































Good market equilibrium imposes
Yt = Ct + It










































and, ﬁnally, the expected risk premium is deﬁned as the diﬀerence between
expected rate of return of ﬁrms and the risk free rate:
erpt = rt − rf t
Because of the trend in labor enhancing productivity, the model needs to be
stationarized before local approximation. Let’s deﬁne stationarized variables as
follows:
  Ct = Ct/Xt
  Wt = Wt/Xt
  Dt = Dt/Xt
  µt = µt/X
−τ
t
  Kt = Kt/Xt
  It = It/Xt
  Yt = Yt/Xt
10The equilibrium conditions become
  µt = Et
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  µt = Et
 
β(1 + g)−τ  µt+1a1
 
































(1 + g)  It+1
  Kt
  
  Yt =   Ct +   It
  Wt +   Dt =   Ct
  Yt = At  (1 + g)−αKα
t−1
  Dt =   Yt −   Wt −   It
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(1 + g)  It+1
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erpt = rt − rft













g − 1 + δ
1 − ξ
σε = 0.01





  C 2.555 2.559
  µ 8.039 7.844
  D 0.222 0.211
  I 1.089 1.110
  K 36.481 37.201
  W 2.332 2.348
  Y 3.644 3.670
The risky steady–state describes an economy that is slightly richer than at the
deterministic steady–state. This is the consequence of precautionary savings.
For this model, the exact solution is not available and, in a simulation, we can
not compare the approximated value variables with the exact ones. Instead, for
simulated values of the state variables and of the shocks at the beginning of each
period, we replace in each equation, the variables at the current period by an
application of the approximated decision function and the variables at the next
period by a combination of two decision functions. The conditional expectations
are computed numerically by Hermite quadature formula with seven points.
Then, we compute the residuals of each equation.
The state points are simulated over 30’000 periods with the approximation
around the deterministic steady–state. We report the result for the two worst
performing equations: the deﬁnition of marginal consumption and the Euler










E∞ = max{|yt − y⋆
t|}
12Approximation around
Deterministic SS Risky SS
Equation E1 E∞ E1 E∞
Marginal utility 0.19 5.25 0.32 6.45
Euler equation 0.03 1.53 0.04 1.08
Table 2: Errors of approximation for two equations of Jermann (1998) model
For this model, the approximation around the risky steady–state appears to
be more inaccurate than around the deterministic one.
4 Risky steady state and portfolios choice
Portfolios choice models present an interesting application for risky steady state.
Because, in absence of risks, the deterministic steady state in such models in
undetermined.
However these models create an additional diﬃculty for the application of
the algorithm described before: when the deterministic steady state problem is
undetermined.
There is an abundant literature of solving portfolio problems. See, among
others, Judd and Guu (2001), Evans and Hnatkovska (2005), Devereux and
Sutherland (2011), Coeurdacier et al. (2006), Dedola et al. (2011). The approach
developped here appears closely related to Devereux and Sutherland (2011).
These authors propose to solve for the steady state of the porfolio problem
using a second order approximation of the portfolio equations and a ﬁrst order
approximation of the real part of the model. In contrast, the risky steady state
approach uses a second order approximation for the entire model, but, as it
turns out, the results are equivalent.
4.1 A simple two-assset endowment model
Let’s consider the ﬁrst simple illustrative model used in Devereux and Suther-











where CA represents aggregate consumption.
Agents in home country face the following budget constraint:
ahτ − afτ = ahτ−1rht − afτ−1rf t + ykhτ + ylhτ − chτ
4Notations are sligthly changed for the original article.
13There are two assets in this economy: asset h, is an equity claim on home capital
income, ykτ. One real payoﬀ of one unit of asset h in period τ is deﬁned to be
ykhτ and its price is zhτ−1 so that
rhτ = ykhτ/zhτ−1
The foreign country is assumed to be perfectly symmetrical. The two assets
are supposed to be in zero net supply, so that if home agents own ahτ units of
home equity, it must be that foreign agents own −ahτ of the same equity. In
turn, foreign agents own afτ of foreign equity, f.
The budget constraint of foreign agents can be written
−ahτ + afτ = −ahτ−1rht + afτ−1rft + ykfτ + ylfτ − cfτ
The real payoﬀ of one unit of equity f is
rfτ = ykfτ/zfτ−1,
and home agents own −afτ units of foreign equity.
Note that the two budget constraints, for home and for foreign agents, imply
equilibrium in the good market:
ykhτ + ylhτ + ykfτ + ylfτ = chτ + cfτ.
Agents in both countries choose their consumption level and the amount of
equity, both home and foreign, that they want to hold.
The ﬁrst order conditions for the optimality of these decisions in the home









































Finally, the exogenous dynamics of the endowments is given by
lnykht = lnyk + ekht
lnylht = lnyl + elht
lnykft = lnyk + ekft
lnylft = lnyl + elft.






















14Bringing all equations together, the model is
rhτ = ykhτ/zhτ−1 (10)



















ahτ − afτ = ahτ−1rht − afτ−1rf t + ykhτ + ylhτ − chτ (14)



























As it is well known, there exists an inﬁnity of deterministic steady states for
the above model. However, if one sets the values of ¯ ah and ¯ af, it is possible to
use equations 10 to 15 to ﬁnd a unique deterministic steady state for the other
variables.
Note however, that it is not possible to proceed and compute a ﬁrst order
approximation of the solution by simply picking one of the steady state, because
the Jacobian of the entire dynamic system is itself rank deﬁcient. Application
of the perturbation approach requires that the Jacobian be full rank.
In practice, when using the generalized Schur decomposition to solve the
linear rational model, some generalized eigenvalues take the value 0/0 and any
value, real of complex, can be eigenvalue of this system.
Devereux and Sutherland (2011) propose to use equations 10 to 15 with
arbitrary values for ah and af, to compute a ﬁrst order approximation for the
dynamics of the other variables. Then, they plug this ﬁrst order approximation
in a second order approximation of the porfolio choice equations, 16 and 17. In
turn, these equations provide restrictions to ﬁnd ah and af.








ekht elht ekft elft
 ′
We can write a ﬁrst order approximation of the four variables appearing in
equations 16 and 17 as
  cht = gch
s ˆ st−1 + gch
u ut
  rht = g
rh
s ˆ st−1 + g
rh
u ut
  cft = g
cf
s ˆ st−1 + g
cf
u ut
  rf t = g
rf
s ˆ st−1 + g
rf
u ut
where   cht and ˆ st indicate relative deviation from the deterministic steady state







with the value of ˆ ah and ˆ af, but not with higher order terms of aht and aft.
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−ρ−1rf (gch
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Resolving the conditional expectations and simplifying using the symmetry of


















    Σu = 0
. Combined with the ﬁrst order approximation of equations 10 to 15, as a
function of ah and af, the two equations above can be solved numerically for
ˆ ah and ˆ af.
In contrast, the risky steady state approach developed in the ﬁrst sections
of the paper calls for a second order approximation of the entire model. The
issue of singularity of the entire model remains and it is still necessary to use
the two steps approach recommended by Devereux and Sutherland (2011).
The main diﬀerence occurs in plugging second order approximation instead
of ﬁrst order approximation in the second order approximation of equations 16
and 17.
Second order approximation of the variables is given by
  cht = gch
s ˆ st−1 + gch
u ut + 0.5
 
gch
ss (ˆ st−1 ⊗ ˆ st1) + 2gch
su (ˆ st−1 ⊗ ut) + gch




  rht = grh
s ˆ st−1 + grh
u ut + 0.5
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su (ˆ st−1 ⊗ ut) + grh
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su (ˆ st−1 ⊗ ut) + g
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Then, a second order approximation of equation 16, with second order ap-
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16As long as deterministic steady state returns are the same in both countries,   rh =
  rf, the additional second order terms simplify and the idenﬁfying restrictions for
the determination of ˆ ah and ˆ af remain the same as in Devereux and Sutherland
(2011).
The risky steady state approach presents the additional possibility to recom-
pute the derivatives around the risky steady state instead of the deterministic
one.
5 Conclusion
In this paper we present a formal deﬁnition of the risky steady–state as the
equilibrium of the system when agents take into consideration the possibility of
future shocks. Contrarily to the deterministic steady–state, the risky steady–
state must be determined simultaneously with the solution of the dynamical
system. We provide an iterative algorithm to compute the risky steady–state
consistent with a local approximation of the model at second order.
Application of the method to two small asset pricing models reveals that ap-
proximation around the risky steady–state may be more accurate than around
the deterministic steady–state, but not necessarily. This underlines the neces-
sity, when choosing an approximation strategy, to check the accuracy of a given
method for the particular model under study.
We illustrate that, when applied to portfolio choice problem, this approach
delivers the same results as Devereux and Sutherland (2011).
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18A Notations
In the main text, we use the following simpliﬁed notations:
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  gu =
∂  g
∂ut
  gσ =
∂  g
∂σ
  gyy =
∂2  g
∂yt−1∂yt−1
  guu =
∂2  g
∂ut∂ut
  gσσ =
∂2  g
∂σ2   gyu =
∂2  g
∂yt−1∂ut
  gyσ =
∂2  g
∂yt−1∂σ






























  Fy =
∂   F
∂yt−1
  Fu =
∂   F
∂ut
  Fu′ =
∂   F
∂ut+1
  Fσ =
∂   F
∂σ
  Fyy =
∂2   F
∂yt−1∂yt−1
  Fuu =
∂2   F
∂ut∂ut
  Fu′u′ =
∂2   F
∂ut+1∂ut+1
  Fyu =
∂2   F
∂yt−1∂ut
  Fyu′ =
∂2   F
∂yt−1∂ut+1
  Fuu′ =
∂2   F
∂ut∂ut+1
  Fyσ =
∂2   F
∂yt−1∂σ
  Fu′σ =
∂2   F
∂yt−1∂σ
  Fu′σ =
∂2   F
∂ut+1∂σ
  Fσσ =
∂2   F
∂σ2
Furthermore, the second order derivatives of a vector of multivariate functions is
a three dimensional object. We use the following notation for the second order
19derivatives of F(x):
∂2F
∂x∂x
=


 



∂
2F1
∂x1∂x1
∂
2F1
∂x1∂x2 ... ∂
2F1
∂x2∂x1 ... ∂
2F1
∂xn∂xn
∂
2F2
∂x1∂x1
∂
2F2
∂x1∂x2 ... ∂
2F2
∂x2∂x1 ... ∂
2F2
∂xn∂xn
. . .
. . .
...
. . .
...
. . .
∂
2Fm
∂x1∂x1
∂
2Fm
∂x1∂x2 ... ∂
2Fm
∂x2∂x1 ... ∂
2Fm
∂xn∂xn


 



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