Adverse selection is an important problem for marketers. To reduce the chances of acquiring an unprofitable customer, companies may screen prospects who respond to a marketing offer. Prospects who respond are often not approved. At the same time, prospects who are likely to be approved are unlikely to respond to a given marketing offer. Using data from a firm's customer relationship management system, the authors show how to target prospects who are likely to respond and be approved. This approach increases the number of customers who are approved and reduces the number of applicants who may defect after being turned down. This method can be extended to new customer acquisition and more effective targeting of costly promotions to migrate customers to higher levels of lifetime value.
responses from the very type of customer they wish to avoid.
This predicament, known as adverse selection, is most closely linked with the marketing of products such as loans or insurance. However, the experiences of many failed Internet retailers are case studies in how to attract and reward bad customers. A leading online grocer found that 75% of its customers were "price butterflies," bargain hunters chasing deep discounts from one Web site to the next (Reichheld and Schefter 2000) . Regrettably, this problem is not limited to online neophytes. Every company has the potential to attract customers whose loyalty and value to the firm are suspect. Long-distance carriers spent billions of dollars courting disloyalty by sending large checks to tempt competitors' customers into switching (Naik 1995) . A multi-industry study by McKinsey found that bad customers may account for 30%-40% of a typical company's revenue (Leszinski et al. 1995) . It is clear that many firms do a poor job screening out bad customers (Reichheld 1996) .
In markets for risk products, the purchase of the product imposes risks on the seller rather than on the buyer (Mitchel 2002) . In such situations, a company's survival depends on its decisions about which customers to seek and acquire. These firms use a screening process to determine whether a customer responding to an offer should be approved. This step reduces the likelihood of acquiring an unprofitable customer. Ultimately, many people who respond to a favorable marketing offer will not be approved. At the same time, because the most attractive prospects for any offer are likely to have many alternatives from which to choose, they are less likely to respond.
The problems of adverse customer selection are exacerbated for firms attempting to cross-sell (or up-sell) a product to their existing customers. Several recent articles have tried to understand why customers would be interested in buying more from the same company. Some determinants of cross-buying that have been studied thus far include ownership of other products from the same firm (Kamakura, Ramaswami, and Srivastava 1991) , satisfaction with those In many businesses, the customers most likely to sign on are precisely the worst customers you could possibly find.
- Reichheld (1996, p. 76) The customers you want to attract don't respond, and the ones you don't want to attract do.
-Richard E. Mirman, Chief Marketing Officer, Harrah's Entertainment, quoted in Levey (2002, p. 1) Most of the people applying for a card with, say, a 12 percent APR, were the last people issuers would approve.
- Lazarony (2000) S uccessful customer relationship management (CRM) begins with acquisition of the right customers. Many writers on CRM issues focus on the identification, valuation, and retention of good customers (e.g., Dowling 2002; Rigby, Reichheld, and Schefter 2002; Verhoef 2003; Winer 2001) . A firm should put a great deal of emphasis on discovering who its best customers are and how to find new customers who will be similarly loyal and profitable. At the same time, many companies would benefit immensely from avoiding customers at the other end of the value spectrum (i.e., bad customers).
Bad customers are those who buy only when deep discounts are offered, buy in much smaller quantities than normal, or are otherwise much more costly to serve. In other cases, they defect to another company before their acquisition and other up-front costs are recovered. Unfortunately, in firms' attempts to attract new customers, they often elicit products (Wangenheim 2004) and their prices (Verhoef, Franses, and Hoekstra 2001) , and environmental factors, such as technological volatility (Stremersch et al. 2003) .
The core of any relationship is loyalty and respect (Fournier, Dobscha, and Mick 1997) . By soliciting a response to an offer from an existing customer and then rejecting that customer's response, the firm shows contempt for its relationship with that customer. It is likely that such consumers may reduce their commitment to the firm or defect completely. Such a reaction by consumers has a real economic cost in lost future revenues and other benefits, such as positive word-of-mouth advertising and referrals of new customers (Reichheld 1996) .
Fortunately, for firms implementing CRM, there is a solution to the twin problems of adverse selection and costly screening. In this article, we develop a modeling framework to identify the customers who are more likely to respond to an offer and to become more profitable customers (i.e., by being approved for the product). Using data from a major financial institution, we show that our approach to prospect selection results in more approvals and fewer rejected customers. Overall, these effects result in increased profitability.
We provide a practical method for effectively implementing cross-selling activities, a cornerstone to increasing profitability through CRM (Dowling 2002) . Specifically, we show how CRM enables a firm to target its marketing efforts better to current customers (Rigby, Reichheld, and Schefter 2002) . Furthermore, this modeling framework can be easily extended to parallel cross-selling situations, such as those involving costly sampling of nonfinancial products.
Modeling Framework
In this article, we focus on the situation in which a firm tries to cross-sell a product to its existing base of customers through direct marketing. This is a key situation in which CRM technology can fulfill its promise to improve firm performance (Rigby, Reichheld, and Schefter 2002, p. 6 ). Because we are focusing on marketing a risk product, we assume that the firm incurs substantial costs to screen its customers and that not all of the customers who respond to the offer will be approved. (We discuss the extension of this framework to the situation of marketing nonrisk products subsequently.)
Typically, a direct marketing campaign has two phases. In the first phase, a relatively small sample of the population is selected to evaluate and respond to a particular offer from the firm. The results of this test (i.e., who responded and who did not) are combined with the firm's data about these customers to develop a prospect selection model. The prospect selection model links observed behavior with household characteristics, such as prior purchase behavior and geographic, demographic, and lifestyle variables, to predict response probability. By ranking the remaining customers from the most likely to the least likely to respond to an offer, the firm can select the most promising set of customers for a larger solicitation. During the second phase, the company contacts only those prospects who are most likely to respond.
Prospect Selection Under Adverse Selection
Under adverse selection, there are limitations to the traditional approach of selecting prospects on the basis of their propensity to respond. Although the firm would elicit many responses, most of these prospects are unlikely to be approved. Therefore, the number of rejected customers will be high, and it is possible that this rejection could damage the firm's relationships with these customers.
An alternative is to use screening criteria to identify prospects that would be approved if they responded to the offer. Financial institutions use this approach when they use third-party credit data to solicit customers with offers of preapproved credit cards. However, the best customers are unlikely to respond to any particular offer because they have more options than do less desirable customers. To illustrate this point, consider the response to a major bank's mailing of approximately two million preapproved credit card applications. At the end of the campaign, the bank issued only 15,000 new credit cards, a response rate of less than 1% (Ausubel 1999) . The response rate was low despite the bank's offering various levels of favorable introductory rates and time periods.
Adverse selection necessitates the costly screening of customers who respond to a firm's offer. The customers who are deemed acceptable will be approved, and the others will be rejected. For a firm to identify the best prospects from its remaining customers, it must understand the factors that drive response and approval. This entails the development of a model that enables the firm to identify prospects who are likely to respond and to be approved. We illustrate this process in Figure 1 .
Using this simultaneous approach, we can identify prospects who are likely to respond and to be approved. As a result, the number of approvals should be higher than either alternative we previously discussed. This is due to the lower number of rejected applications compared with the approach in which prospects are selected solely for their propensity to respond. We also expect a greater number of responses from using our simultaneous approach than from selecting prospects on the basis of their likelihood to be approved. Thus: H 1 : Under adverse selection, identifying prospects using a simultaneous model of response and approval likelihoods results in (a) a greater number of approvals than selecting prospects on the basis of their likelihood to be approved and (b) fewer rejections than selecting prospects on the basis of their likelihood to respond.
In the next section, we present the results of an empirical study that demonstrates the use of a simultaneous model for prospect selection under adverse selection, and we provide a comparative evaluation of the financial impact of using this modeling framework.
Empirical Study
Setting and Sample Our data were provided by a major financial institution that was considering a large mailing for a new secured loan product. We were provided with a random sample of 11,710 
FIGURE 1 Prospect Selection Under Adverse Selection and Costly Screening
records from a larger test mailing that used the bank's database. To test our hypothesis, we divided the entire sample into an estimation (two-thirds) and holdout (one-third) sample. The estimation sample consisted of 7854 households, 3844 of which responded and 1414 of which were approved. The holdout sample included 3856 households, 1870 of which responded and 690 of which approved.
The company that provided the data for this study was concerned about revealing the true response rates for this test mailing; this was information the company considered confidential. Therefore, rather than using the entire sample of nonrespondents, they provided a random sample of nonrespondents that was approximately the same size as the number of respondents (i.e., a synthetic retrospective sample; see Mantel 1973) . This sampling method affects only the estimation of the intercept term, not the other parameters in a binary response model. This bias in the intercept term does not affect the use of a model estimated on data of this type for ranking purposes, because the intercept is the same for every observation by definition.
Household Information on Credit History and Experience
For this sample of customers, the company's CRM system provided measures of each household's general credit history and experience. We describe these items in Table 1 . The credit status and history variables supply a great deal of detailed but redundant information about the household. To reduce the overlap across these indicators, we used principal components analysis to reduce this set of variables to a more manageable number of factors (i.e., related linear combinations of the original measures).
From the original set of 24 measures, we identified six factors that accounted for 72% of the total variance in our sample. We present a Varimax rotation of the factor loadings in Table 2 . The first factor is associated with the borrower's use of credit compared with current limits. We designate this factor "credit limits." A higher score on this factor indicates that a borrower is using a high percentage of the credit available to him or her. This reduces the attractiveness of the borrower for many lenders (Delaney 1997) . The second factor is related to recent approvals for bank cards, including premium bank cards. We call this factor "new bank cards." Borrowers with a high score on the third factor, which we designate "payment problems," have a less desirable payment history for unsecured debt. The fourth factor is related to the number of finance company accounts specifically and the total number of accounts in general. We designate this factor "finance company accounts." Both the second and fourth factors are related to the breadth of credit the borrower uses. The fifth factor measures the length of credit history and is so named. Only one measure, the number of inquiries, has a high loading on the sixth factor (i.e., "inquiries").
The factors identified in our sample are consistent with the categories of inputs that commercial suppliers of credit scores use (Delaney 1997 ). In our empirical study, we use the factor scores as indicators of creditworthiness. In addition to these measures of general creditworthiness, we were also provided with a measure of recent payment history with respect to mortgage payments. The credit-scoring firm Fair Isaac considers such data important in evaluating secured home loans (Delaney 1997) .
Lifestyle Determinants of Demand
The theory of adverse selection suggests that people who respond to an offer for a secured loan product are likely to be greater credit risks than nonrespondents, but creditworthiness is not the only determinant of demand. Canner, Durkin, and Luckett (1998) find that households that have home equity loans or lines of credit tend to have higher incomes and higher levels of education. Most of these borrowers are between the ages of 35 and 64 years. These households are also more likely to have substantially more equity in their homes. In addition, data from the 2002 American Home Survey show that married households are also more likely to have a home equity loan.
The financial institution augmented its database of credit data with measures indicating income, age, marital status, presence of children in the home, and occupation. The income data (INCOME) was estimated by means of microlevel geodemographic data (e.g., census tract averages). We did not have data beforehand about a prospect's actual level of home equity. Therefore, we used a proxy measure, an estimate of the average mortgage amount (MORTGAGE) from a small area sample. All else being equal, households with higher mortgages might be less interested in a home equity loan because they may have recently refinanced their first mortgage, leading to a higher current payment (Canner, Durkin, and Luckett 1998) . We included an indicator for households headed by a single adult (SINGLE) because we expect such households to be less likely to use this type of product. Because education expenses are a major use for home equity loans (Canner, Durkin, and Luckett 1998) , we also included an indicator for the presence of children in the home (CHILDREN). Although we did not have access to data on the borrower's level of education, we used occupation as a proxy. We constructed an indicator (MANAGER) for the households that owned their own business, were professionals or executives, or held middle-management positions. For age, we created separate indicators for the 35-44 age group (35T44), the 45-54 age group (45T54), the 55-64 age group (55T64), and the 65 and over age group (65PLUS). We expected higher levels of response from the 35-55 age groups. We were also provided with a variable that indicated whether this household had responded to a mail solicitation from a financial services firm in the recent past (MAILBUY). We list these variables in Table 3 . To test our hypotheses, we compared the prospects identified using the proposed simultaneous response and the approval model with prospects selected solely on the basis of their response probability and the prospects with the highest likelihood of being approved. We began by dividing 1 The response and approval rates for the validation sample will be overstated compared with actual results, given the artificially high response rate in our synthetic retrospective sample. However, the entire sample into an estimation sample and a holdout sample as we previously discussed.
We used the model parameters from the estimation sample to identify prospects in the holdout sample using the same criteria. For example, using the estimated parameters of a model of response likelihood, we computed the probability that a prospect in the holdout sample would respond to the offer. This information provided a rank ordering of all elements of the holdout sample with respect to their attractiveness as a prospect. 1 the results are comparable across models, which is the key to our analyses.
To proxy the selection of the best prospects from the remaining customers (e.g., for the simultaneous model of response and approval, see Phase 2 in Figure 1) , we compared the expected results for the top 30% of the prospects for each alternative method. The differences between the methods are more pronounced for smaller subsets of the holdout sample (10% or 20%). However, we chose this larger subset to avoid appearing as if we capitalized on chance variations in smaller samples (e.g., there are fewer than 60 approvals in the first decile of prospects chosen for their response likelihood). We discuss these empirical results subsequently.
Prospect Selection Based on Response Likelihood
The first model focused on the probability that a household would respond, given the household's creditworthiness and other lifestyle characteristics that we previously discussed. Using a binary probit formulation, we modeled the responses on the 7854 households in the estimation sample, 3844 of which responded to the offer. The resultant coefficient estimations appear in Table 4 (Column 2). The overall chi-square fit statistic for the model is significant at the p < .01 level.
Households with lower incomes and lower mortgages and applicants between 35 and 64 years of age were more likely to respond. Previous response to direct mail was also positively associated with a response to this offer. Neither marital status (SINGLE) nor the presence of children in the home (CHILDREN) was a significant determinant of the propensity to respond to the offer. Business owners and middle managers (MANAGER) were also less likely to respond. A possible explanation for this is that occupation is a poor choice for a proxy variable in this sample. Alternatively, because these customers probably have higher incomes, they might be better able to afford refinancing to extract equity or to combine various types of debt (e.g., first mortgages, credit card debt) into a new mortgage.
The impact of the creditworthiness factor scores provides clear evidence of adverse selection. Poor mortgage payment performance, a higher ratio of credit used to available credit, a greater number of inquiries, a shorter credit history, and more indicators of problems with prior payment history were all positively associated with an increased probability of responding to this offer. The respondents were also less likely to have been recently approved for a new bank card and had less broad credit experience. 
ResponseOriented Selection Model

ApprovalOriented Selection Model
Using these results, we predicted the probability of response for the holdout sample of 3856 households. We then ranked the results and assigned each household to one of ten (nearly) equally sized segments (i.e., deciles). We expected that the households in the highest decile would be the most likely to respond to the offer.
Because we have the actual response data (and approval data) for these households, we can examine how well the response-oriented selection model would have performed if it were used to score the profiles of the holdout sample. The average response rate for the top three deciles is 72%, compared with 38% for the remaining deciles. However, the approval rate for these same households was only 26%, compared with the rate of 46% for the remaining prospects. Therefore, under adverse selection, selecting prospects on the basis of response likelihood results in a predictably high response rate but a low approval rate.
Prospect Selection Based on Approval Likelihood
Selecting prospects using approval as the dependent variable involves a change in the sample to accompany the change in the dependent variable. We can only model the probability of approval using data from that subset of customers who responded to the offer. This means restricting ourselves to the 3844 observations for which we have data on the outcome of the approval decision. To predict approval, we relied on the key income-, credit-, and mortgage-related variables.
The modeling of approval as a probabilistic process might seem unnecessary in today's environment of automated credit scoring and online credit card approvals. However, in this particular application, important variables such as current income and size of mortgage are unknown at the time of prospect selection, and verification of such information is an important component of the costs of screening applicants.
Using a binary probit model, we estimated the approval likelihood for the households in the estimation sample that had responded to the offer. The resultant coefficient estimations appear in Table 4 (Column 3). The overall chi-square fit statistic for the model is significant at the p < .01 level.
Applicants with higher incomes, good records of keeping current with mortgage payments, and fewer inquiries into their credit history are likely to be approved. In addition, applicants with a recent approval for a bank credit card are likely to be approved, whereas applicants with poor records of payment on unsecured debts are less likely to be approved. We used the results from this second model to estimate the approval probabilities for all 1870 households in the holdout sample. We then ranked the households and assigned them to deciles; again, those in the highest decile were the most likely to be approved.
Using the actual approval data for the validation sample, we observe how well this approach would have performed had it been used to identify prospects. If we consider only the customers who responded, the approval rate for a mailing to the top three deciles of this sample (62%) is greater than the approval rate (32%) for the remaining applicants. However, the response rate for the top three deciles is much lower (28% versus 57% for others in sample).
Consistent with the executives' experiences reflected in the opening quotations, households that are likely to be approved for the offer are the same ones that are less likely to respond. This is because good customers (e.g., customers with more favorable credit ratings) receive a large number of offers, including those from companies trying to acquire them as a new customer. Thus, their propensity to respond to any one particular offer is predictably quite low.
Prospect Selection Based on Response and Approval Likelihoods
To identify prospects who are likely to both respond to our offer and be approved, we need to consider two dependent variables: response and approval. If we follow the probit model formulations, we have the following system of equations to estimate:
where X 1 and X 2 are descriptors of the individual household. These include the measures of creditworthiness, income, mortgage, and lifestyle characteristics that we previously discussed. The dependent variable R is the observed response to the offer (0/1). The dependent variable A is the observed binary approval outcome (0/1). Note that the dependent variable A is observed only when the other dependent variable R (response) has a value of 1. We further assume that the error terms µ and ν follow a standard bivariate normal distribution and that the correlation between the error terms (µ, ν) equals ρ.
That the dependent variable A (approval) is observed only when the other dependent variable R (response) has a value of 1 introduces the possibility of bias in the estimates of the approval prediction equation. One source of this bias may be an omitted variable (or a set of correlated variables) that explains both response and approval. To estimate such a system, we used a bivariate probit model with sample selection (Meng and Schmidt 1985) . This formulation is often used in the credit-scoring literature (Banasik, Crook, and Thomas 2003; Boyes, Hoffman, and Low 1989; Jacobson and Roszbach 2003) .
The simultaneous estimation of the response and approval models is only the first step. We must then combine the resulting information to identify households that are likely to respond and to be approved. To identify such prospects, we estimate the probability that both R = 1 and A = 1. This probability is given by the following: where Φ2 is the cumulative bivariate standard normal distribution, B 1 and B 2 are the parameters estimated in the system given in Equation 1, and ρ is the correlation between the error terms. The terms X 1 and X 2 are the respective variables used to predict response and approval, as we previously noted. For our empirical study, we estimated the system of equations (Equation 1) using the bivariate probit with the selection procedure in LIMDEP. The results appear in 
This result is largely due to the wealth of information we have about each household from the firm's CRM system. For example, if we were unable to obtain estimates for income or mortgage size, the correlation between the error terms for the two equations would be large (ρ = .46) and significant (p < .02).
3 In this particular case, the estimates from the separately estimated models would also perform well because the coefficients in the approval model do not suffer from a great deal of bias. However, this situation is likely to be unique to this data set. Managers interested in this method should use the bivariate probit formulation to avoid the usual problems with censored data.
Columns 4 and 5 of Table 4 . Because we observe the responses of the entire estimation sample, there should be little difference between the coefficients of the response model in the bivariate probit system (Table 4 , Column 4) and those in the preceding response model (Table 4 , Column 2). The differences are negligible.
Contrary to our expectations, we find that the correlation between the error terms in the two equation system is not statistically significantly different from zero (ρ = .062, p < .83). 2 This implies that the estimates of the coefficients of the approval model are not significantly biased because of their being estimated with only the subset of respondents. This result is confirmed by two other findings. First, in comparing the coefficients for the stand-alone approval model (Table 4 , Column 3) and the coefficients estimated for the approval model in this simultaneous system (Table  4 , Column 5), we find few, if any, differences. Second, we find that the improvement in the fit of the bivariate probit model over the separate response and approval probit models is not significantly different from zero (χ 2 = .54, p < .46, degree of freedom = 1).
The estimated coefficients of the response and approval models in the simultaneous model (Equation 1) do not differ significantly from those estimated by the separate models. However, the prospects we identified using the formula in Equation 2 yield different results. By avoiding elicitation of responses from prospects who will ultimately be rejected and by reducing the number of prospects unlikely to respond, the simultaneous approach to identifying prospects should result in better outcomes for the company.
To identify prospects who are likely to respond and to be approved, we used the estimated coefficients from the system in Equation 1 as inputs into Equation 2. 3 Using the independent variables for each household in the holdout sample, we computed the probability that a given household would respond and be approved. As before, we ranked the entire holdout sample and separated the households into deciles. The households in the highest decile are the most likely to respond and to be approved.
Using the actual response and approval results for the holdout sample, we determined the expected number of responses and approvals for each decile. Concentrating on the first three deciles again, we observe the superiority of this simultaneous approach to prospect selection. The response rate is lower (60%) than that for the approach that focuses on selecting prospects on the basis of their response likelihood (72%). The approval rate (41%) is lower than that for the approval-focused selection approach (62%). However, this combined approach results in more approved customers overall (284 versus 198 for approval-based selection). This finding supports H 1a . In addition, the simultaneous approach results in fewer rejected customers (405 versus 624 for approval-based selection), in support of H 1b .
It is worthwhile to compare the number of approvals for each method of identifying prospects with random selection. A random selection of 30% should yield 30% of the approvals. The top three deciles of prospects based on response likelihood yielded 214 (31%) approvals, which is slightly better than random selection. The top three deciles of prospects based on approval likelihood yielded only 198 (29%) approvals, which is actually worse than random selection. This is because so few of the households in the most highly rated deciles actually respond to the offer. In contrast, the prospects identified by our simultaneous model yielded 284 (41%) approvals, a 37% increase over random selection.
Financial Impact
In this section, we attempt to assess the financial impact of selecting prospects using a model focused simultaneously on response and approval probabilities. This entails computing the relative profits, including approval costs for the firm and the potential costs of losing customers who respond to an offer only to be turned down.
We make several simplifying but realistic assumptions in this analysis. First, we restrict ourselves to the top three deciles (30% of the holdout sample) for each method of identifying prospects. Second, we assume that the unit costs of contacting ($2) and approving ($15) are the same for all customers. For the value of the offer to the firm, we continue with our example of a secured loan product. Currently, the average home equity loan is approximately $30,000. Some loans are resold to the secondary market, and others are retained in-house. Without further information, we estimate the value of an approval at 1% of the origination value (i.e., $300).
To estimate the potential value lost if a current customer terminates his or her relationship with the financial institution as a result of being turned down for a secured loan, we assume that the financial institution is using its database of its credit card customers. Reichheld (1996) estimates the average profits from a credit card customer to be approximately $100 per year. A 10% discount rate yields a lifetime value of $1,000.
We do not know the probability that a credit card customer who is turned down for a loan by a bank will drop the credit card associated with that bank. Therefore, we consider two possibilities, a .5% defection rate and a 2% defection rate. In Table 5 , we compare the outcomes of mailing the offer to the top 30% of prospects, using each of the alternative prospect selection approaches.
By using the usual direct marketing metrics of response rates and cost per response, the optimal approach would be to emphasize response likelihood in the selection of prospects. In contrast, selecting prospects on the basis of approval likelihood is more efficient because this approach yields the lowest screening cost per approval and the high- est approval rate. The simultaneous emphasis on response and approval in selecting prospects is dominated by the other strategies with respect to these functionally oriented metrics.
With respect to the overall profitability of the campaign, the results are different. Selecting prospects on the basis of both their likelihood of response and approval is the most profitable approach. When we incorporate the possible losses of future revenue from the defection of customers who were rejected, our proposed method for identifying prospects remains superior. 4
Discussion
This article makes an important contribution to CRM research by showing how to reduce the negative effects of adverse selection and costly screening using CRM data. In an empirical study of cross-selling a secured loan product, we show that the negative effects of adverse selection are considerable. They can have a detrimental effect on the profitability of a marketing campaign in the short term. Furthermore, because of rejected customers' potential defections, adverse selection can have an important negative influence on the future profitability of the firm. Our model for selecting prospects on the basis of their likelihood of responding to an offer and being approved relies on the CRM data that most financial firms already possess. This approach is superior to alternative methods for identifying prospects within a database of current customers.
In addition to being more profitable, this modeling approach is more consistent with the goals of CRM insofar as it is sensitive to customers' needs. There is a monetary value in treating all customers, not just the best customers, with respect. For the customers who are unlikely to respond, firms should not bother them with an offer. For those who are unlikely to be approved, firms should not set them up for disappointment. Our proposed modeling framework results in a win-win situation for the firm and all its customers.
This study emphasizes the importance of the method that companies use to identify prospects for cross-selling to their own customers. The selection of a method to identify such prospects depends on two factors. The first of these is the relationship between a household's propensity to respond and the likelihood that it will become a more valuable customer (e.g., be approved). Under adverse selection, these factors have an inverse relationship. The most attractive customers are unlikely to respond, whereas potentially unprofitable customers respond in droves. If the relationship is positive or zero, the second factor, "screening costs," becomes important. The firm must consider the costs of determining whether a prospect will become a more valuable customer. In our empirical study, these were the screening costs. If these screening costs are relatively large, the firm should identify prospects on the basis of their likelihood of becoming a more valuable customer; this increases the chances that costs will be recouped. If these costs are comparatively small, the firm should target prospects who are likely to respond to the offer, thereby increasing the expected number of customers whose value to the company is increased over time. Although these guidelines should hold for companies selling products or services outside the typical boundaries of risk products, more research is necessary to evaluate their effectiveness in practice. In the next sections, we discuss how this modeling framework can be adapted to assist managers with similar marketing problems.
Cross-Selling in Nonfinancial Markets
Although our motivating example is a secured loan product, the application of this modeling framework to cross-selling to current customers in associated markets, such as credit cards, lines of credit, home improvement loans, and so forth, is readily apparent. However, it is also worthwhile to consider the extension to nonfinancial markets.
Marketers often face a problem that is parallel to that of costly screening due to adverse selection. Many companies use costly sampling programs to increase a consumer's lifetime value. Consider a cable company that is interested in upgrading customers to a digital service that would necessitate the in-home installation of a decoder box or digital video recorder. Often, the cable company will offer free installation of the equipment and a limited period of reduced fees. This cost is incurred in the expectation that responding households will be sufficiently satisfied to keep the equipment and continue to pay full price for the upgraded service after the expiration of the trial offer.
Using their CRM database, the cable company could determine the characteristics of the type of households that respond to such offers and identify which households tend to continue with the higher-priced services (at least until the installation costs are recovered). By incorporating such information into a bivariate probit model such as the one we previously described, the cable company can more selectively target their promotions to households that are more likely to be profitable over time.
Many firms use costly promotions to move customers from one level of consumption to a higher, more profitable level. By combining offer testing and the data in their CRM systems, such companies can use this modeling framework more profitably to identify good prospects for costly upselling promotions. Such a modeling approach represents an important departure from previous research on crossbuying behavior (e.g., Kamakura, Ramaswami, and Srivastava 1991; Verhoef, Franses, and Hoekstra 2001) . In these studies, there is a tacit assumption that firms should try to increase cross-buying and that this is a universally good thing for the firm. However, under adverse selection, firms must also consider whether attempts to broaden their relationship with some customers might be ultimately detrimental to profitability.
Prospecting for New Customers
With some adaptation, this modeling framework can also be used to identify high-quality prospects among noncustomers. For example, when a firm uses an established list to find new customers, it can identify which households responded to a promotion and which ones turned into profitable customers. The next step would be to append identifying information onto this purchasing and profitability data from third-party data vendors.
This augmentation of lifetime value data would enable the firm to build a model to predict which households are likely to respond and which of those become profitable. The model can then be used to guide the firm's selection of future prospects to approach with similar offers. A variation of this method is currently being used by some insurance companies to identify good automobile and home insurance prospects using credit bureau data (Simon 2002) .
Limitations and Directions for Further Research
The marketing executives quoted at the beginning of this article suggest that adverse selection is a serious problem for marketers. The customers who are likely to be profitable acquisitions are unlikely to respond, whereas prospects with less favorable future values to the firm are more likely to respond. This article provides the first empirical evidence we know of that supports this widely held view of who responds and who does not respond to marketing offers. 5 We have shown the impact of adverse selection for an important but limited case of cross-selling risk products. Further research is necessary on the magnitude and impact of adverse selection in the response to promotions, especially costly ones. Whether adverse selection is as significant a problem for new customer acquisition or for companies selling nonrisk products is an important area for further research.
In this study, the firm used a fairly stable model to approve the applications of responding prospects. With nonrisk products, the situation may change. In these applications of our framework, approval is replaced by a customer moving to a new, more profitable level of consumption. How firms should model these transitions and how soon they can identify those who will become highly valued customers is an important extension of our study and a key problem in CRM research in general.
Conclusions
A positive by-product of our approach to customer selection is the inherent coordination between the marketing and the credit functions of the firm that is selling risk products. Selecting prospects on the basis of their likelihood to respond and to be approved removes a major source of conflict. Such interfunctional coordination is a major goal of CRM as a whole (Rigby, Reichheld, and Schefter 2002) . Furthermore, our proposed approach to prospect selection addresses an important problem in the customer relationship life cycle, namely, the identification of the right prospects. Its narrow focus and modest goals are consistent with the successes that are now being experienced in CRM practice (Rigby and Ledingham 2004) .
