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EVALUATION OF EXPONENTIAL SUMS AND RIEMANN ZETA
FUNCTION ON QUANTUM COMPUTER
SANDEEP TYAGI
Abstract. We show that exponential sums (ES) of the form
S(f,N) =
N−1∑
k=0
√
wke
2piif(k),
can be efficiently carried out with a quantum computer (QC). Here N can be
exponentially large, wk are real numbers such that sum Sw(M) =
∑M−1
k=0 wk
for any M can be implemented efficiently, Sw(N) = 1 and f(x) is a real func-
tion, that is assumed to be easily implementable on a QC. As an application of
the technique, we show that Riemann zeta (RZ) function, ζ(σ+ it) in the crit-
ical strip, {0 ≤ σ < 1, t ∈ R}, can be obtained in polyLog(t) time. In another
setting, we show that RZ function can be obtained with a scaling t1/D , where
D ≥ 2 is any integer. These methods provide a vast improvement over the
best known classical algorithms; best of which is known to scale as t4/13. We
present an alternative method to find |S(f,N)| on a QC directly. This method
relies on finding the magnitude A = |∑N−10 ak | of a n-qubit quantum state
|ψ〉n =
∑N−1
k=0 ak |k〉n. We present two different ways to do obtain A. Finally,
a brief discussion of phase/amplitude estimation methods is presented.
1. Introduction
An exponential sum (ES) is defined as
S(f,N) =
N−1∑
k=0
√
wk exp(2piif(k)),(1)
where f(x) is a real function, and real weights wi are such that
∑N−1
i=0 wi = 1. A
particular case of the ES is when f(x) is a polynomial function pd(x) of order d
with real coefficients. We call such an ES, ES of polynomial order. ES have been
used, mostly with wi = 1/
√
N and f(x) = pd(x) in solving a number of problems in
number theory. They have found applications in congruence, theory of Diophantine
equations and in particular establishing the upper limit of the magnitude of the RZ
function, ζ(s), with complex argument s. Recently they have been used in devising
efficient ways to calculate ζ(s) on the critical line s = 1/2 + it. They have also
been used in number factorization where the factorization of a large number with
two prime factors is cast into a problem that requires the evaluation of ES with
quadratic polynomial as argument. Peaks of these sums at certain argument values
indicate the possible factors of the number being factorized [WMS+11, MWS+11].
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In general an ES with N terms requires an explicit addition of the terms and
thus scales as N . However for some special cases such as when pd(x) is a quadratic
polynomial and wi = 1/
√
N , they can be calculated in polyLog(N) time classically
[Hia11b]. In general, evaluation of ES for cubic and higher polynomials is a very
difficult problem, especially when N is exponentially large [Hia11a]. We show in
this paper that ES can be evaluated on a QC assuming that a unitary operator for
function f(.) can be efficiently implemented. In particular, ES of polynomial order
d, f(x) = pd(x), can be obtained.
The implementation of ES on a QC leads to efficient numerical evaluation of the
RZ function, ζ(s), in the critical region. Here s = σ + it where σ and t are real
numbers and critical region is defined as 0 ≤ σ < 1. The ζ(s) function is defined in
the whole complex plane [Edw74, TTHB+86] by an analytical continuation of the
following convergent sum which is valid for s > 1:
ζ(s) =
∞∑
k=1
k−s.(2)
The ζ(s) function is intimately connected to the distribution of the prime numbers.
The number of primes smaller than a given integer n can be accurately determined
in terms of zeros of the function ζ(s) in the critical region [Edw74, TTHB+86]. It is
conjectured that all non-trivial zeros of RZ fall on the critical line. This conjecture
which is known as Riemann hypothesis has not yet been proved despite numerous
efforts over the last 150 years. There are hundreds of theorem whose validity depend
on the assumption that the Riemann hypothesis is true [MNR17].
Among many different approaches that have been proposed to prove the hy-
pothesis, the most direct method depends on explicit numerical evaluation of the
function for different values of σ and t. A single instance of non-trivial zero of ζ(s)
at σ different from 1/2 will lead to the disproof of the hypothesis. The first such
attempt was made by Riemann himself who manually calculated a few non-trivial
zeros of the function and found they all fall on the real line σ = 1/2 [Edw74].
For the calculation of ζ(s) in the critical region, the main difficulty encountered
is that there is no fast way to numerically evaluate the function for large t > 1030.
All known methods to evaluate RZ for large t are based on Riemann-Siegel (RS)
formula [Edw74, TTHB+86]. The RS formula allows one to calculate ζ(s) with a
complexity proportional to t1/2. Based on this method, it is known that there is no
non-trivial zero off the critical line up to t = 1024 [GD04]. The RS formula consists
of two parts, a series sum and an integral. While the integral can be estimated
using a Saddle point approach, the series sum poses significant problem. This is
because the total number of terms in thie series scale as t1/2 and thus an explicit
evaluation of the series scales as t1/2. In general there are no closed form or polyLog
complexity methods known to evaluate this series.
Recently, progress has been made in this direction by Hiary [Hia11a] who has
shown that if we break the series sum in blocks of size tβ with a total of t1/2−β blocks
and if each of the blocks can be calculated efficiently in polyLog time or better than
one can achieve an overall scaling of t1/2−β for the series sum. In particular, he
has shown that the series can be divided in t1/3 blocks each of size t1/6 and the
sum of terms in each such block can be computed efficiently by approximating
these sums with ES with quadratic polynomial as exponent. ES of N terms with
quadratic polynomial as exponent can be calculated in polyLog(N) time classically,
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thus leading to an overall t1/3 scaling [Hia11a]. Further, He develops a method
to obtain a scaling of t4/13 for the series sum. This t4/13 scaling assumes that
one can approximate each block with ES sums of cubic order. The main difficulty
encountered in applying this approach for even larger β, thus leading to even better
t1/2−β scaling is that the numerical calculation of ES of cubic order is very difficult
and of even higher orders is almost impossible. Even for cubic ES, one needs to take
recourse to a number of approximations and this puts significant requirements on
the pre-computations and temporary storage of the results. With these methods,
it is possible to explore RZ function near t = 1036 [BH18].
ES allow us to compute ζ(s) in polyLog(t) time assuming that the logarithm
function can be implemented on a QC [WWL+20]. Working with a different method
that involves ES of polynomial orderD and following Hiary [Hia11a] one can obtain
ζ(s) with a scaling t1/D where D can be an any reasonable integer D ≥ 2.
Rest of the paper is organized as follows. First in section 2, we consider the
problem of evaluating general ES on a QC. In section 3, we discuss how we can
apply one qubit rotations based on a general function and in particular based on
polynomial functions. We then apply the idea of section 2 and section 3 in section 4
to show that RZ function be evaluated efficiently on a QC. In section 6, we present
a method to find the magnitude of the ES directly. We discuss phase estimation
methods in section 7. Finally, conclusions are provided in section 8.
2. General Exponential Sums
In the context of ES, very few quantum algorithms are known. An efficient
algorithm to evaluate Gauss sums over a finte field was given by van Dam and
Seroussi [VDS02]. We present a method to obtain real and imaginary parts of ES
in Equation 1 on a QC. We first show this for the real part:
(3) ℜ [S(f,N)] =
N−1∑
k=0
√
wk cos(2pif(k)).
The imaginary part of the sum can be obtained by applying a constant offset of
1/4 to function f :
(4) ℑ [S(f,N)] = ℜ [S(f − 1/4, N)] .
We start with a state
|ψ〉n =
N−1∑
k=0
√
wk |k〉n ,(5)
where |k〉n is a n qubit state, N = 2n and wi are real weights as described following
Equation 1. Such a state can be prepared on a QC if we can implement a unitary
operator that corresponds to rotating a single qubit with the rotation angle being a
function of Sw(K) =
∑K−1
i=0 wi for various levels K = 2
0, 21, · · · , 2n that the algo-
rithm needs [GR02]. Note the power of this method lies in creating superposition
of states |k〉n with weights wk in polyLog(N). This is not possible for any arbitrary
wk. The requirement is that one should be able to implement Sw(K) efficiently in
classical and quantum settings.
The state |ψ〉n |0〉 where |0〉 is an ancillary qubit, is then transformed to a suitable
state with the help quantum unitary operators so that the resultant state contains
the desired ES, Equation 3, as the amplitude of finding the ancillary qubit in state
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|0〉. For this purpose, let us assume that there is controlled-k unitary operator Uf
that acts as
Uf |k〉n |0〉 = |k〉n (cos(pif(k)) |0〉+ sin(pif(k)) |1〉) .(6)
We will discuss in section 3 how such a function f dependent rotation can be
performed on an ancillary qubit. An application of the Uf to state |ψ〉n |0〉 gives
|ξ〉n+1 = Uf |ψ〉n |0〉
=
N−1∑
k=0
√
wk |k〉 (cos(pif(k)) |0〉+ sin(pif(k) |1〉) .(7)
The state |ξ〉n+1 can be written as
|ξ〉n+1 = a |φ1〉n |0〉+
√
1− a2 |φ2〉n |1〉 ,(8)
where |φ1〉n and |φ2〉n are some properly normalized state vectors and
a2 =
N−1∑
k=0
wk cos
2 (pif(k)).(9)
There are a number of methods that have been proposed to estimate the ampli-
tude a. For example, one can use phase estimation method due to Kitaev [Kit95]
that can estimate a to an exponential accuracy but this requires operators like
Uf to be applied an exponentially large number of times. To overcome this dif-
ficulty, faster methods based on classical post processing, rather than QFT, have
been proposed [AR20, SUR+20, SHF13]. These methods allow a significant reduc-
tion in the number of times Uf need to be applied. We discuss these methods in
subsection 7.2.Following the estimation of a, the real part of the ES, Equation 3,
is simply given by (2a2 − 1).
3. Applying rotations based on a function
For our algorithm to work, we should be able to apply rotations based on a given
function f as argument (Equation 6). This is easy to achieve if
(10) f(k) =
m1∑
i=−m2
qk,i2
i
for different k are implemented in a helper quantum state as
(11) |f(k)〉 = |qk,m1 , qk,m1−1, · · · , qk,1, qk,0, qk,−1, qk,−2, · · · , qk,−m2+1, qk,−m2〉 ,
where qk,i ∈ {0, 1} for i ∈ {−m1,−m1 + 1, · · · ,−1, 0, 1, · · · ,m2 − 1,m2}. The
form Equation 10 suggests that a rotation by f(k) can be written in terms of qk,i-
conditional rotations by angles 2i. In particular, it is easy to apply a controlled-k
rotation with angle f(k) · t, where t can be any real number. An example of this
rotation for 2-qubit state (m1 = 2,m2 = 2) is shown in Figure 1. When f(x) is
a polynomial function pd(x) with real coefficients, there is an alternative way to
apply rotation of pd(x) · t directly by using multi-qubit controlled rotations [WE19].
For example assuming that f(x) is a polynomial of degree 2:
(12) pd(x) = ax
2 + bx+ c,
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|q2〉 •|q1〉 •|q0〉 •|q−1〉 •|q−2〉 •
|0〉 R(22t) R(21t) R(t) R(2−1t) R(2−2t)
Figure 1. Circuit to perform the rotation given by f × t, where f is stored in
a qubit state as |q2, q1, q0, q−1, q−2〉 and t is a real constant.
|q2〉 • •|q1〉 • •|q0〉 • •|q−1〉 •|q−2〉 •
|0〉 R((22a+ b) · t) R((21a) · t) R(a · t) R(22a · t) R(a · t) c · t
Figure 2. Circuit to perform the rotation given by (ax2+bx+c) ·t, where x is
stored in a qubit state as |q2, q1, q0, q−1, q−2〉 and t is a real constant. We have
shown only 1 out of total 5 one qubit controlled operations and similarly just
3 out of total of 20 two qubit controlled rotations. In addition the constant
rotation by c · t is shown.
and |x〉 = |q2, q1, q0, q−1, q−2〉 represents the value x = 22q2+2q1+20q0+2−1q−1+
2−2q−2, we have
pd(x) =
2∑
k=−2
qk(2
2ka+ b) +
2∑
k,j=−2,k>j
qjqk(2
j+ka) + c,(13)
where we have used q2k = qk. An implementation of this quantum circuit is shown
in Figure 2. We note that in general a polynomial of degree d will lead to a total
of about nd controlled rotations and thus this method scales badly compared to
first method that is based on calculating and storing the result of pd(x) in a helper
state and then rotating the ancillary qubit based on this helper state as shown in
Figure 1 for the special case with m1 = 2,m2 = 2.
4. Riemann Zeta Function
Here we briefly describe two methods to evaluate the RZ function. Both methods
have limitations for the evaluation of RZ with large t. The first method is based
on Euler-Macluarin summation [Edw74, Rub05]
b∑
n=a
g(n) =
∫ b
a
g(t)dt+
K∑
k=1
(−1)kBk
k!
+
(−1)K+1
K!
∫ b
a
BK({t})g(K)(t)dt,(14)
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where Bk(t) are Bernoulli numbers defined by
zezt
ez − 1 =
∞∑
0
Bk(t)
zk
k!
,
Bk = Bk(0) and {t} represents the fractional part of t. BK({t}) have the property
(15) |BK({t})| ≤ K!
(2pi)K
2ζ(K).
RZ function for ℜ(s) > 1 can be obtained from the convergent series
(16) ζ(s) =
∞∑
n=1
n−s =
N∑
n=1
n−s +
∞∑
n=N+1
n−s,
where N is a free integer. The first part on the rhs of Equation 16 is to be evaluated
explicitly and the second part is to be determined by Euler-Maclaurin summation
(17)
∞∑
N+1
n−s =
N1−s
s− 1 +
K∑
1
(
s+ k − 2
k − 1
)
Bk
k
N−s−k+1−
(
s+K − 1
K
)∫ ∞
N
BK({t})t−s−Kdt.
By analytic continuation, the sum Equation 17 remains valid for all s 6= 1 and thus
Equation 16 and Equation 17 define the ζ(s) on the whole complex plane except
s = 1 which has a pole of order one. Choosing K as an even integer it can be shown
[Rub05] that the value of the integral is less than
≤ ζ(K)
piNσ
s+K − 1
σ +K − 1
K−2∏
j=0
|s+ j|
2piN
If we choose N such that |(s + j)/(2piN)| < 1/10 for all j from 0 to K − 2, and
assume that σ ≥ 1/2, then it is easy to see that we can achieve a D digit accuracy
if
(18) K − 1 > D + 1
2
log10(|s+K − 1|).
For a general s with large t, the limiting factor is that the number of terms N
become as large as |s|. This limits the use of the method to those cases where s
is close to the real line. For such cases, the formula in Equation 17 converges very
fast. In particular for s real and ℜ(s) < 1, we roughly need to set K = D + 1 and
N ≈ 2K for D digits accuracy.
We now consider another well known formula for evaluating the RZ function,
that we disucssed in section 1. This is known as Riemann-Siegel (RS) formula and
it has been widely used to verify RH for large t values [Edw74]. The RS formula is
given by :
(19) ζ (s) = I0 (s) + χ (s) I0 (1− s),
where the bar denotes the complex conjugation, χ(s) is given by
χ(s) = pis−
1
2
Γ
(
1−s
2
)
Γ
(
s
2
) .
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Here Γ denotes the Gamma function and I0 is defined as a special case of more
general IN :
IN (s) =
∫
Nր(N+1)
g (z) dz
=
∫
Nր(N+1)
eipiz
2
eipiz − e−ipiz z
−sdz,
with integration performed in the complex plane along a straight line going from
the third quarter to the first quarter and intersecting the x-axis anywhere between
N and (N + 1). It follows from the Residue theorem that IN (s) = I(N−1) (s)−N−s
and this leads to
I0 (s) =
N∑
k=1
k−s + IN (s) .
The reason to express I0 (s) in terms of IN (s) is that for a particular value of
N = ⌊
√
t/(2pi)⌋ the IN (s) develops a saddle point along the integration path
making the integral amenable to numerical evaluation.
It is the explicit sums like
∑N
k=1 k
−s that a QC can compute in polyLog(t)
time and this allows both Euler-Maclaurin and RS methods to achieve polyLog(t)
complexity as we explain in section 5.
5. Riemann zeta on a quantum computer
The main difficulty in applying the Euler-Maclaurin or the RS formula is in
calculating the partial series sum like
∑N
k=1 k
−s which can be written as
S =
N∑
k=1
k−σ exp(−it ln k).(20)
However a QC can carry our sums like S very efficiently as we now explain. We
start with preparing the initial state
|ψ〉n =
N∑
k=1
k−
σ
2√
HN
|k〉n ,(21)
following Grover’s algorithm for creating superposition [GR02]. Here Hk denotes
the sum:
Hk =
1
1σ
+
1
2σ
+ · · ·+ 1
kσ
.(22)
To prepare such an initial state, we need a unitary operator that rotates a single
qubit by angle (Hk1 −Hk2) for some integers k1, k2 ∈ {0, N}. Hk can be calculated
classically, almost in a closed form, using Euler-Maclaurin summation as shown in
section 4 and thus a quantum implementation of (Hk1 −Hk2) should be achievable.
Note that for Grover method to work, N can be exponentially large and it is this
ability to create these superpositions that leads to efficient evaluation of ES on a
QC.
Once the initial state has been prepared, we need a unitary operator to apply
rotation by θk = t/2 ln(k) on an ancillary qubit. Assuming implementation of
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such a unitary operator, we prepare a state of (n + 1) qubits |ψ〉n |0〉 and apply
conditional-k rotations on the ancillary qubit and this results in an overall state of
|φ〉n+1 =
N∑
k=1
k−
σ
2√
HN
|k〉n (cos(θk) |0〉+ sin(θk) |1〉),(23)
Amplitude of |0〉 in Equation 35 is given by
Sr =
1
HN
N∑
k=1
k−σ cos2(θk).(24)
Similarly, rotations by angles (pi/4− θk) lead to
Si =
1
HN
N∑
k=1
k−σ cos2(pi/4− θk).(25)
Using these sums we can obtain
S =
N∑
k=1
k−σ exp(−2iθk)
= HN ((2Sr − 1) + i(2Si − 1)) .(26)
The Sr and Si can be calculated as discussed in section 2. This method thus allows
one to achieve polyLog(t) complexity.
We now discuss another implementation of the series sum based on breaking this
sum in different blocks and evaluating each block on a QC after approximating it
with ES with polynomials exponents. Hiary [Hia11a] has shown that, starting with
RS formula, if we break the series sum in blocks of size tβ with a total of t1/2−β
blocks and if each of the blocks can be calculated efficiently in polyLog time or
better than one can achieve t1/2−β scaling. The method relies on approximating
each block with a linear combinations of sums
(27)
1
Kj
K−1∑
k=0
kj exp(2piipd(k)), j = 0, 1, · · · , J,
where polynomial pd(k) are of degree d = ⌊1/(1/2 − β)⌋ − 1 and the coefficients
of pd(k) can be easily determined. The J depends on the accuracy λ sought as
J = (d+1)(λ+3) log(t). The error in evaluating each block with the sum of linear
combinations Equation 27 is of the order of ±t−λ. The K is an integer to be chosen
such that
(28) Ptβ−
1
2 < K ≤ Ptβ− 12 + 1, P = ⌊1
2
√
t
2pi
⌋.
To obtain sums Equation 27, we start with preparing the initial state
|ψ〉n =
K−1∑
k=0
k
j
2√
HN,j
|k〉n ,(29)
following Grover’s algorithm for creating superposition [GR02]. Here Hk,j denotes
the sum:
Hk,j =
k∑
n=1
nj .(30)
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Hk,j can be calculated classically, in a closed form, using Euler-Maclaurin summa-
tion [Edw74]:
(31) Hk,j =
Bj+1(k + 1)−Bj+1
j + 1
,
where
(32) Bj(t) =
j∑
m=0
(
j
m
)
Bj−mt
m, j ≥ 0.
Here Bj denote the Bernoulli numbers. It is clear that Hk,j can be calculated
in terms of j lower order Bernoulli numbers from B0 to Bj . This, a quantum
implementation of (Hk1,j −Hk2,j) should be achievable.
6. Sum of quantum amplitudes
We now present a method to find the magnitude of the sum of quantum ampli-
tude for a given quantum state. Magnitude of ES will be a special case of this more
general method. We would like to estimate the magnitude of the sum of amplitudes,
|∑N−1k=0 ak|, in the normalized state |ψ〉n:
|ψ〉n =
N−1∑
k=0
ak |k〉n .(33)
As the state is normalized, we have
∑
k |ak|2 = 1. The mean of the amplitudes is
a =
1
N
N−1∑
k=0
ak.(34)
We start with the direct product of |ψ〉n with an ancillary qubit in |1〉:
|φ〉n+1 = 0 |ψ〉n |0〉+ |ψ〉n |1〉
= 0
N−1∑
k=0
|k〉n |0〉+
N−1∑
k=0
ak |k〉n |1〉 .(35)
Now we apply to |φ〉n+1 the unitary operator, UInv, corresponding to an inversion
around the mean. This leads to a new state |φ′〉n+1
|φ′〉n+1 = UInv |φ〉n+1
= (2b)
N−1∑
k=0
|k〉n |0〉+
N−1∑
k=0
(2b− ak) |k〉n |1〉 ,(36)
where b is the mean of all coefficients in state |φ〉n+1:
b =
1
2N
N−1∑
k=0
ak =
a
2
.
Thus, the new state is
|φ′〉n+1 = a
N−1∑
k=0
|k〉n |0〉+
N−1∑
k=0
(a− ak) |k〉n |1〉 .(37)
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We rewrite Equation 37 in terms of two normalized states, |ψ0〉n and |ψ1〉n as
|φ′〉n+1 =
√
N |a| |ψ0〉n |0〉+
√
1−N |a|2 |ψ1〉n |1〉 .(38)
Using Equation 38, we can obtain |a| by the amplitude estimation. In particular,
as a special case with ak =
√
wk exp(2piif(k)) and wi given as inEquation 1, we can
obtain the magnitude of the ES. Note that such a state with ak =
√
wk exp(2piif(k))
can be prepared by first using Grover’s method [GR02] to create an initial super-
position state with weights
√
wi, Equation 29, followed by controlled-k unitary
operator Uz
Uz |k〉n
1√
2
(|0〉+ |1〉) = |k〉n
1√
2
(exp(ipif(k)) |0〉+ |1〉) .(39)
The application of this controlled-k operator Uz to |ψ〉n 2−1/2 (|0〉+ |1〉) gives
|ξ〉n+1 = Uz |ψ〉n
1√
2
(|0〉+ |1〉)
=
1√
2
N−1∑
k=0
√
wk |k〉 (exp(ipif(k)) |0〉+ |1〉) .(40)
State Equation 40 can be written in alternative form as |φ′〉n+1 in Equation 38.
We now present another method arrive at Equation 37. We start with the di-
rect product of |ψ〉n defined in Equation 29 and ancillary qubit |0〉 as given in
Equation 29 and apply Hadamard transform to |ψ〉n. This leads to
|φ〉n+1 =
(
H
N−1∑
k=0
ak |k〉n
)
|0〉
=
(
1√
N
N−1∑
k=0
ak |0〉n +H
N−1∑
k=0
ak |k〉n −
1√
N
N−1∑
k=0
ak |0〉n
)
|0〉
=
(√
Na |0〉n +H
N−1∑
k=0
ak |k〉n −
√
Na |0〉n
)
|0〉 .(41)
Note that it is only the first term which contains the state component |0〉n. This
component cancels out from the last two terms. Applying now a controlled-or gate
with control state |k〉n and the target state |0〉 leads to
|φ〉n+1 =
√
Na |0〉n |0〉+
(
H
N−1∑
k=0
ak |k〉n −
√
Na |0〉n
)
|1〉 .(42)
We apply the Hadamard gate again on the first n qubits and this leads to
|φ′〉n+1 =
(
N−1∑
k=0
a |k〉n |0〉+
N−1∑
k=0
(ak − a) |k〉n |1〉
)
,(43)
which is the same Equation 37. The rest of the approach is the same as outlined
earlier.
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7. Phase Estimation
Phase estimation aims to determine the phase 0 ≤ ϕk < 1 in the eigenvalue
λk = exp(2piiϕk) of a unitary operator U for a given eigenstate |ξk〉:
U |ξk〉 = λk |ξk〉 .(44)
As shown in [BHMT02], finding ϕk is intimately related to finding amplitude a in
Equation 38. This is because if we have a unitary operator A acting on (n + 1)
qubit state as
|φ〉n+1 = A |0〉n |0〉
= cos(θa) |ψ0〉n |0〉+ sin(θa) |ψ1〉n |1〉 0 < a < 1,(45)
with θa defined as cos(θa) = a, and operators S0 and Sχ defined as
S0 |φ〉n+1 = cos(θa) |ψ0〉n |0〉 − sin(θa) |ψ1〉n |1〉
Sχ |φ〉n+1 = − cos(θa) |ψ0〉n |0〉+ sin(θa) |ψ1〉n |1〉 ,
then operator Q:
(46) Q = −AS0A−1Sχ,
acts on state |φ〉n+1 as
(47) Qm |φ〉n+1 = cos((2m+ 1)θa) |ψ0〉n |0〉+ sin((2m+ 1)θa) |ψ1〉n |1〉 .
There are two main methods to find ϕk that we discuss in subsection 7.1 and
subsection 7.2 below. For further details on phase and amplitude estimation one
can refer to [BHMT02, BHMT02, NC02, KSV02, SHF13, Jor08, MOD+19, WG16,
SUR+20, AR20]
7.1. QFT based phase estimation: The main idea is to use the Quantum Fourier
transform (QFT) to obtain ϕk. An inverse QFT applied to state to an n qubit state
with N = 2n:
|ψ(x)〉 = 1√
N
N−1∑
l=0
exp
(
2pii
xl
N
)
|l〉n ,(48)
leads to
QFT−1 |ψ(x)〉 = |x〉 .(49)
Now a state like |ψ(x)〉 with x = Nϕk is easy to produce with the help of the
original state |ξ〉k and state |L〉 of n qubits:
|L〉 = 1√
N
N−1∑
l=0
|l〉 .(50)
This is because if one starts with the state |L〉 |ξk〉 and applies l-controlled operator∑
l |l〉 〈l| ⊗ U l, then the resultant state is
|ψ(Nϕk)〉 |ξk〉 = 1√
N
N−1∑
l=0
exp (2piiϕkl) |l〉 |ξk〉 .(51)
Now because any l can be written in the bit form as l = al,n−12
n−1+ al,n−22
n−2+
· · ·+ al,0 where al,i ∈ 0, 1, we can write U l as
U l = al,n−1U
2n−1 + al,n−2U
2n−2 + · · ·+ al,0.(52)
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Thus the l-controlled operator U l is basically a sum of ai-controlled operators U
2i
that are applied to the target state |ξk〉 if i = 1 and not applied if i = 0. The circuit
for applying l-controlled U l operator is shown in Figure 3. Now applying inverse
QFT to state |ψ(Nϕk)〉 one gets
QFT−1 |ψ(Nϕk)〉 = |Nϕk〉 .
Thus a measurement on the n qubit state will reveal the value of Nϕk from which
the value of ϕk can be obtained. We note that the settings of Figure 3 can be used
with Equation 47 with the following substitutions: work with (n + 1) qubit state
rather than n-qubit state, replace input state |ξk〉 with |φ〉n+1 and and U with Q.
With these substitutions, the output state will correspond to Nθa.
|0〉 H • · · ·
QFT−1
✌
✌✌
|0〉 H • · · · ✌✌✌
...
...
...
|0〉 H · · · • ✌✌✌
|ξk〉 /n U2n−1 U2n−2 · · · U20
Figure 3. The Eigenvalue Estimation Circuit
7.2. Classical post processing based amplitude estimation: There are other
alternatives for phase estimation. Rather than working in terms of QFT they
depend on classical post processing of a number of measurements carried out using
a simpler quantum circuits [SHF13, WG16]. One such circuit is shown in Figure 4.
We have a single control qubit |0〉 and a rotation operator Z(θ):
(53) Z(θ) =
[
1 0
0 eiθ
]
.
Here U acts on ξk as in Equation 44. It is easy to see that the quantum circuit
transforms the first qubit to
(54) |0〉 7→
(
1 + e2piiMϕk+iθ
2
|0〉+ 1− e
2piiMϕk+iθ
2
|1〉
)
.
Thus, the measurement outcome probabilities for up and down states, condi-
tioned on ξk, M and θ, are given by:
(55) PM,θ(0|k) =
∣∣∣∣1 + e2piiMϕk+iθ2
∣∣∣∣
2
=
1 + cos(2piMϕk + θ)
2
,
|0〉 H Z(θ) • H ✌✌✌
|ξk〉 /n UM
Figure 4. Circuit to perform the measurement operator.
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and
(56) PM,θ(1|k) =
∣∣∣∣1− e2piiMϕk+iθ2
∣∣∣∣
2
=
1− cos(2piMϕk + θ)
2
.
If we carry out a large number of experiments for fixed M = 1 and θ = 0 then
the fractions corresponding to up and down states allow one to estimate cos(2piϕk).
However, the estimation of ϕk will be ambiguous because if ϕk is a solution than
so will be (1 − ϕk). We thus need to do experiments at an additional value of θ
which is conveniently chosen as θ = pi/2. This pins down the exact value of ϕk. It
turns out that this algorithm can results in a fixed accuracy that will depend on
the number of measurements carried out [SHF13]. In fact, for a given accuracy ε,
it is known [AR20] that one obtain an estimate aˆ of a such that
(57) a(1− ε) < aˆ < a(1 + ε),
using O(−ε−1 log (δ) applications of Uf such that the failure probability of the
algorithm will be δ.
If one wants to achieve exponential accuracy under the classical post processing
settings, then we can follow Kitaev’s phase estimation algorithm [Kit95]. This
algorithm works by estimating 2j−1ϕk for j = m, (m − 1), (m − 2), · · · , 1. As
one multiplies ϕk with bigger and bigger 2
j−1, the information about the integral
multiple of 2pi is lost and one recovers the estimation of the jth bit of ϕk. The
algorithm works as before forM = 1 and still uses two different angles θ ∈ {0, pi/2}.
8. Conclusion
We have shown that a QC can efficiently calculate ES for any real function f
as exponent that can be implemented on QC. In particular, ES with polynomial
functions as exponents can be obtained. ES can also incorporate real weights wi
via Grover’s algorithm for creating superpositions [GR02]. As an application, we
have considered the evaluation of RZ function and have shown that our method
can evaluate RZ for argument σ + it with a scaling of t1/D, where D ≥ 2 is an
integer. In addition, we have presented a general algorithm that can calculate
RZ in polyLog(t), assuming that general arithmetic functions and in particular
logarithmic function can be efficiently implemented on a QC. We have presented a
general method to obtain the magnitude of an ES. All of the methods proposed are
based on phase/amplitude estimation and they can evaluate ES to a given preset
accuracy. We presented a brief overview of amplitude estimation methods and
showed that for a given accuracy,ε, amplitude can be estimated with an application
of about 1/ε applications of the Q operators (Equation 46). However, if exponential
accuracy is required, then these methods have limitations unless one can figure out
an efficient way to implement very high powers of unitary operators. We note that
in the context of RZ function, not achieving a very high accuracy is not a limitation
for locating non-trivial zeros of RZ. This is because to locate the zeros we just need
to calculate S(t) = pi−1 arg ζ(1/2+ it), and this does not require the determination
of ζ(1/2 + it) to very high accuracy.
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